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Abstract
Given independent random points X1, . . . ,Xn ∈ R
d, drawn according to some
probability distribution ν on Rd, and a positive distance r > 0 we construct a ran-
dom geometric graph Gn with vertex set {X1, . . . ,Xn} and an edge XiXj ∈ E(Gn)
when ‖Xi −Xj‖ < r. Here ‖.‖ may be an arbitrary norm on R
d and we allow any
probability distribution ν with a bounded density function. We consider the chro-
matic number χ(Gn) of Gn and its relation to the clique number ω(Gn) as n grows.
We extend results by the first author [12] and by Penrose [15]. In both [12] and [15]
the chromatic number was considered in the range of r when n−ε ≪ nrd ≪ lnn for
all ε > 0 and in the range nrd ≫ lnn, and their results showed a dramatic difference
between these two cases. Both authors asked for the behaviour of the chromatic
number in the “phase change” range when nrd = Θ(lnn). Here we will determine
constants c(t) such that χ(Gn)
nrd
→ c(t) almost surely when nrd ∼ t lnn and we will
sharpen and extend the results from [12, 15] on other ranges. A striking feature of
our results is a “sharp threshold”; (except for some less interesting choices of ‖.‖ –
when the unit ball tiles d-space) there is a sequence r0 = r0(n) such that if r ≤ r0
then χ(Gn)ω(Gn) → 1 almost surely, but if r > (1 + ε)r0 for some ε > 0 then the lim inf of
the ratio χ(Gn)ω(Gn) is bounded away from 1 almost surely.
1 Introduction and statement of main results
To set the stage, we fix a positive integer d, and a norm ‖.‖ on Rd. Then we intro-
duce a probability distribution ν with bounded density function, and consider a sequence
X1, X2, . . . of independent rv’s each with the given distribution ν. Also we need a sequence
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r = (r(1), r(2), ..) of positive real numbers such that r(n) → 0 as n → ∞. The random
geometric graph Gn has vertex-set V (Gn) := {X1, . . . , Xn} and an edge XiXj ∈ E(Gn)
(i 6= j) if ‖Xi −Xj‖ < r. For technical reasons we shall always assume that r(n) → 0 as
n→∞.
Recall that a k-colouring of a graph G is a map c : V (G) → {1, . . . , k} such that
c(v) 6= c(w) whenever vw ∈ E(G) and that the chromatic number χ(G) is the least k for
which G admits a k-colouring. Also recall that a clique in a graph G is a set of vertices
C ⊆ V (G) with the property that vw ∈ E(G) for all pairs v 6= w ∈ C, and the clique
number ω(G) is the largest cardinality of a clique (note that ω(G) is a trivial lower bound
for χ(G)). In this paper we are interested in the behaviour of the chromatic number,
χ(Gn), and its relation to the clique number, ω(Gn), of Gn as n grows large.
The distance r = r(n) plays a role similar to that of the edge-probability p(n) for Erdo˝s-
Renyi random graphs G(n, p). Depending on the choice of r(n) qualitatively different types
of behaviour can be observed. The various cases are best described in terms of the quantity
nrd, which scales with the average degree of the graph (see appendix A of [13] for a precise
result).
Before we we can state our first result we will need some further definitions. In the rest
of the paper σ will denote the essential supremum of the probability density function f of
ν, ie.:
σ := sup{t : vol({x : f(x) > t}) > 0}.
Here and in the rest of the paper vol(.) denotes the d-dimensional volume (Lebesgue mea-
sure). We also need to define the ‘packing density’ δ. Informally δ is the greatest proportion
of Rd that can be filled with disjoint translates of the unit ball B := {x ∈ Rd : ‖x‖ < 1}
wrt the (arbitrary) norm we have equipped Rd with. For K > 0 let N(K) be the maximum
cardinality of a collection of pairwise disjoint translates of B with centers in (0, K)d. The
(translational) packing density δ of the unit ball B may be defined as
δ := lim
K→∞
N(K) vol(B)
Kd
.
(This limit always exists.) For an overview of results on packing see for instance [16] or [14].
The first theorem concerns the case when σnrd/ lnn → a limit t as n → ∞; and
it asserts that then χ(Gn)/σnr
d tends a.s. to a limit c(t), and gives some properties of
the limiting function c. We shall give a formula for c(t) later, after introducing further
definitions.
Theorem 1.1 There is a function c : (0,∞] → (0,∞), given explicitly in Theorem 3.4
below, such that
(i) c is continuous and non-increasing, and c(t)→ c(∞) = vol(B)
2dδ
as t→∞; and
(ii) if σnrd/ lnn→ t ∈ (0,∞] as n→∞, then
χ(Gn)
σnrd
→ c(t) a.s.
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In the case when nrd ≫ lnn (ie. t =∞ in the above theorem) this gives an improvement
over a result in [15]. Penrose ([15]) gave an almost sure upper bound for lim sup χ(Gn)
σnrd
of vol(B)
2dδL
and an almost sure lower bound for lim inf χ(Gn)
σnrd
of vol(B)
2dδ
, where δL is the lattice
packing density of B (that is, the proportion of Rd that can be filled with disjoint translates
of B whose centres are the integer linear combinations of some basis for Rd). The paper [12]
considers only the Euclidean norm in the plane, where δ and δL coincide. However, let
us note that in general dimension the question of whether δ = δL is open, even for the
Euclidean norm, and a widely held conjecture is that δ > δL for large dimensions d.
Theorem 3.4 shows that in fact δL is not relevant here and the lower bound given by
Penrose is always attained.
Putting the above theorem together with some further results including one of Penrose
on the clique number ω(Gn), we can obtain a description of the limiting behaviour of the
informative ratio χ(Gn)/ω(Gn). Some results were already known about the ‘sparse’ case
when σnrd/ lnn → 0, and the ‘dense’ case when σnrd/ lnn → ∞ (these results are de-
scribed more fully below), but nothing was known about the more challenging intermediate
case. One feature which we find is a striking threshold value t0 (except when δ = 1).
Theorem 1.2 The following holds for the ratio χ(Gn)/ω(Gn) as n→∞:
(i) lim supn→∞ χ(Gn)/ω(Gn) ≤
1
δ
a.s., so in particular if δ = 1 then χ(Gn)/ω(Gn) → 1
a.s.
(ii) Assume now that δ < 1. Then there is a constant t0 with 0 < t0 <∞ and a function
x : [0,∞]→ (0,∞), given explicitly by (10) below, such that
(a) x is continuous, x(t) = 1 for t ≤ t0, x is strictly increasing for t ≥ t0, and
x(t)→ x(∞) = 1
δ
as t→∞; and
(b) if σnrd/ lnn→ t ∈ [0,∞] as n→∞, then
χ(Gn)
ω(Gn)
→ x(t) a.s.
What is more, for the threshold behaviour we do not need to assume that nrd/ lnn tends
to a limit:
Theorem 1.3 The following holds for the ratio χ(Gn)/ω(Gn) as n→∞:
(i) If δ = 1 or if δ < 1 and lim sup σnrd/ lnn ≤ t0 then
χ(Gn)
ω(Gn)
→ 1 a.s.
(ii) If δ < 1 and lim inf σnrd/ lnn ≥ t0 + ε for some ε > 0 then
lim inf
χ(Gn)
ω(Gn)
≥ x(t0 + ε) > 1 a.s.
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So there is a “sharp threshold” at r0 := (
t0 lnn
σn
)
1
d .
Part of the proof of Theorem 1.2 and Theorem 1.3 will be to derive the following result
which is also of independent interest.
Theorem 1.4 If nrd ≤ n−α for some α > 0 then
P(χ(Gn) = ω(Gn) for all but finitely many n) = 1.
So we see that for small r we can be very precise. In [12] (two dimensional, euclidean
case) and in [15] (the case of arbitrary norm in arbitrary dimension) it was already shown
that if n−ε ≪ lnn≪ lnn then χ(Gn), ω(Gn) and ∆(Gn) are all asymptotically equivalent
to k(n) := lnn/ ln( lnn
nrd
) in the sense that the ratios χ(Gn)
k(n)
, ω(Gn)
k(n)
, ∆(Gn)
k(n)
all tend to one in
probability as n → ∞. As part of proof of part (i) of Theorem 1.3 we will settle the
minor technical point that the type of convergence can be strengthened to almost sure
convergence (which settles a question posed in [12] and [15]).
2 Notation and preliminaries
We will often omit the argument or subscript n for the sake of readability. We will denote
B(x; ρ) := {y : ‖x − y‖ < ρ} and diam(A) := sup{‖x − y‖ : x, y ∈ A}, all wrt the given
norm. Following Penrose [15] we set θ := vol(B), with B := B(0; 1) the unit ball (wrt ‖.‖).
For V ⊆ Rd a set of points and ρ > 0 a positive number we will denote by G(V, ρ) the
graph with vertex set V and an edge vw ∈ E(G(V, ρ)) iff ‖v − w‖ ≤ ρ. Notice that with
probability one Gn = G({X1, . . . , Xn}, r(n)) (as the events ‖Xi−Xj‖ = r have probability
zero for all i, j). We have chosen to use ≤ instead of strict inequality in the definition here
for technical reasons to do with the proof of Proposition 3.15 below.
For V ⊆ Rd a set of points and ϕ : Rd → R a nonnegative function we will denote:
M(V, ϕ) := sup
x∈Rd
∑
v∈V
ϕ(v − x)
A central role in our analysis will be played by these quantities and by the random variables
Mϕ =Mϕ(n, r) :=M(r
−1{X1, . . . , Xn}, ϕ) = sup
x∈Rd
n∑
i=1
ϕ
(
Xi − x
r
)
.
In the special case when ϕ = 1W is the indicator function of some set W , we will also
denote MW :=Mϕ. The variable MW is called the scan statistic (wrt the scanning set W ).
Notice that MW is the maximum number of points in any translate of rW , ie.
MW = max
x∈Rd
|{X1, . . . , Xn} ∩ (x+ rW )|.
For A ⊆ Rd we will sometimes denote the number ofXi that fall inside A by N(A) = Nn(A),
ie.
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N(A) := |A ∩ {X1, . . . , Xn}| =
n∑
i=1
1A(Xi).
So MW = maxx N(x+ rW ).
If A is an event then we say that A holds almost surely (a.s.) if P(A) = 1, and if
A1, A2, . . . is a sequence of events then {An almost always } denotes the event that “all
but finitely many An hold”. In the rest of this paper we will frequently deal with the
situation in which P(An almost always ) = 1, which we shall denote by An a.a.a.s. (An
almost always almost surely). We thereby hope to introduce a convenient shorthand whilst
avoiding clashes with the many different existing notations for P(An) = 1+o(1) (a.a., a.a.s.,
whp.) that are in use in the random graphs literature. The reader should observe that An
a.a.a.s. is a much stronger statement than An a.a.s.
In the rest of this paper H will denote the function x 7→ x ln x − x + 1 for x > 0.
Observe that H(1) = 0 and that H is strictly increasing for x > 1.
For 0 < t < ∞ and ϕ a non-negative, bounded, measurable function with 0 <∫
Rd
ϕ(x)dx <∞ let us denote by ξ(ϕ, t) the integral
ξ(ϕ, t) :=
∫
Rd
ϕ(x)esϕ(x)dx,
where s = s(ϕ, t) is the unique nonnegative solution to∫
Rd
H(esϕ(x))dx =
1
t
. (1)
We will also set ξ(ϕ,∞) =
∫
ϕ.
We leave to the reader the elementary considerations showing that the left hand side
of (1) equals 0 when s = 0 and is continuous and strictly increasing in s (and finite) for
s ≥ 0 under the stated conditions on ϕ – so that s(ϕ, t) and ξ(ϕ, t) are well defined. If∫
ϕ = 0 (in which case ϕ = 0 almost everywhere) we will set ξ(ϕ, t) = 0 and if
∫
ϕ = ∞
we will set ξ(ϕ, t) = ∞ and s(ϕ, t) = 0. We remark that if ϕ = 1W for some set W ⊆ R
d
with 0 < vol(W ) <∞ then (as can be seen by straightforward computations):
ξ(ϕ, t) = c(t) vol(W ), (2)
where c = c(t) ≥ 1 solves H(c) = 1
t vol(W )
if t <∞ and c = 1 if t =∞.
We will often omit the domain we are integrating over and simply write
∫
ϕ instead of∫
Rd
ϕ(x)dx. All integrals in this paper are over Rd (and wrt the d-dimensional Lebesgue
measure) unless explicitly stated otherwise. The following lemma lists a number of basic
properties of ξ(ϕ, t). We will make frequent use of these properties in the rest of the paper.
Lemma 2.1 For any t ∈ (0,∞] and non-negative, bounded, measurable, integrable func-
tions ϕ, ψ the following hold.
(i) If ϕ ≤ ψ then ξ(ϕ, t) ≤ ξ(ψ, t);
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(ii) ξ(ϕ+ ψ, t) ≤ ξ(ϕ, t) + ξ(ψ, t);
(iii) ξ(λϕ, t) = λξ(ϕ, t) for any λ > 0;
(iv) For 0 < λ < 1 let ϕλ be given by ϕλ(x) = ϕ(λx). Then ξ(ϕ, t) ≤ ξ(ϕλ, t) ≤ λ
−dξ(ϕ, t);
(v) ( t
t+h
)ξ(ϕ, t) ≤ ξ(ϕ, t+ h) ≤ ξ(ϕ, t) for h > 0;
(vi) Let ϕ1, ϕ2, . . . be a sequence of nonnegative, measurable functions with pointwise limit
ϕ and ϕn ≤ ψ for all n where ψ satisfies 0 <
∫
ψ < ∞. Then limn→∞ ξ(ϕn, t) =
ξ(ϕ, t);
(vii) If
∫
ϕ1{ϕ≥a} ≤
∫
ψ1{ψ≥a} for all a then ξ(ϕ, t) ≤ ξ(ψ, t).
The proofs (most of which are relatively straightforward) can be found in section 5.
We will say that a set W ⊆ Rd has a small neighbourhood if limε→0 vol(Wε) = vol(W ),
whereWε = W+B(0; ε). Then for setsW with vol(W ) <∞,W has a small neighbourhood
if and only if W is bounded and vol(cl(W )) = vol(W ), where cl(.) denotes closure. So in
particular all compact sets and all bounded convex sets have small neighbourhoods. We
will say that a function ϕ : Rd → R is tidy if it is measurable, bounded, nonnegative, has
bounded support and the sets {x : ϕ(x) > a} have small neighbourhoods for all a > 0. We
will call a function simple if it takes only finitely many values.
Let us denote by S the collection of all sets S ⊆ Rd that satisfy ‖v − w‖ > 1 for all
v 6= w ∈ S. We will call a nonnegative, measurable function ϕ : Rd → R (dual) feasible if
it satisfies the condition that
∑
v∈S ϕ(v) ≤ 1 for any set S ∈ S. For example, ϕ0 = 1B(0, 12 )
is feasible. We will denote the set of all feasible functions by F.
3 Proofs of main results
The proofs in this section rely heavily on the following result. We postpone the proof until
section 4.
Theorem 3.1 If σnr
d
lnn
→ t ∈ (0,∞] as n→∞ and ϕ : Rd → R is a tidy function then
Mϕ
σnrd
→ ξ(ϕ, t) a.s.
Theorem 3.1 allows us to give a short proof of the following theorem of Penrose, which we
shall need for the proof of Theorem 1.2. Here we used (2) to rephrase the statement in [15]
in terms of ξ, and we have removed the assumption in [15] that the density function has
compact support.
Theorem 3.2 (Penrose [15]) If σnr
d
lnn
→ t ∈ (0,∞] as n→∞ then
ω(Gn)
σnrd
→ ξ(ϕ0, t) a.s.
where ϕ0 = 1B(0; 1
2
).
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Proof of Theorem 3.2: First set W := B(0; 1
2
). Any set of points contained in a
translate of rW is a clique of Gn, so that by Theorem 3.1:
lim inf
n→∞
ω(Gn)
σnrd
≥ lim
n→∞
MW
σnrd
= ξ(ϕ0, t) a.s.
Let us now fix ε > 0 and let A1, . . . , Am ⊆ εZ
d be all the subsets of εZd that satisfy 0 ∈ Ai
and diam(Ai) ≤ 1 + 2ερ, where ρ := diam([0, 1]
d). Let Wi := conv(Ai). We now claim
that ω(Gn) ≤ maxiMWi. To see that this holds, suppose Xi1 , . . . , Xik form a clique in Gn.
Let us set yj := (Xij − Xi1)/r and A := {p ∈ εZ
d : ‖p − yi‖ ≤ ερ for some 1 ≤ i ≤ k}.
Observe that 0 = y1 ∈ A and diam(A) ≤ 1 + 2ερ, so that A = Ai for some 1 ≤ i ≤ m.
What is more {y1, . . . , yk} ⊆W := conv(A). But this gives {Xi1 , . . . , Xik} ⊆ Xi1 + rW by
choice of yi, and the claim follows. Thus Theorem 3.1 yields
lim sup
n→∞
ω(Gn)
σnrd
≤ lim
n→∞
max
i
MWi
σnrd
= max
i
ξ(ϕi, t) a.s.,
writing ϕi = 1Wi. We will now need the following inequality (for a proof see for instance [5]):
Lemma 3.3 (Bieberbach inequality) Let A ⊆ Rd. If A′ is a ball with diam(A) =
diam(A′) then vol(A) ≤ vol(A′).
By the Bieberbach inequality vol(Wi) ≤ vol(B(0;
1+2ερ
2
)), so that also
∫
ϕi1{ϕi≥a} ≤∫
ψ1{ψ≥a} for all a where ψ denotes 1B(0; 1+2ερ
2
). Also observe that ψ(x) = ϕ0(
x
1+2ερ
).
By parts (vii) and (iv) of Lemma 2.1 we therefore have maxi ξ(ϕi, t) ≤ ξ(ψ, t) ≤ (1 +
2ερ)dξ(ϕ0, t). Sending ε→ 0 now gives the result. 2
3.1 Proof of Theorem 1.1
Recall that F denotes the set of all feasible functions. In this section we will show the
following explicit version of Theorem 1.1:
Theorem 3.4 Suppose that σnr
d
lnn
→ t ∈ (0,∞] as n→∞. Then
χ(Gn)
σnrd
→ sup
ϕ∈F
ξ(ϕ, t) a.s.,
and the right-hand side has the properties claimed for c(t) in Theorem 1.1.
We will prove Theorem 3.4 in a number of intermediate steps. Recall that a stable or
independent set in G is a subset S ⊆ V (G) with the property that vw 6∈ E(G) for all pairs
v 6= w ∈ S and that the chromatic number χ(G) of a graph G corresponds to a natural
integer linear program (ILP), expressing the fact that the chromatic number is the least
number of stable sets needed to cover the vertices, as follows. Let A be the vertex-stable
set incidence matrix of G, that is, the rows of A are indexed by the vertices v, the columns
7
are indexed by the stable sets S, and (A)v,S = 1 if v ∈ S and (A)v,S = 0 otherwise. Then
χ(G) equals
min 1Tx
subject to Ax ≥ 1,
x ≥ 0, x integral.
(3)
The fractional chromatic number χf (G) of a graph G is the objective value of the LP-
relaxation of (3) (ie. we drop the constraint that x be integral). By definition we have
χf(G) ≤ χ(G). In general the difference can be large (see [17] for more background on
the fractional chromatic number and related notions), but as we will see that is not the
case for Gn. We start with a deterministic lemma on the fractional chromatic number of
a geometric graph G(V, r). Recall that if ϕ : Rd → R is a function and V ⊆ Rd is a set of
points then M(V, ϕ) := supx∈Rd
∑
v∈V ϕ(v − x).
Lemma 3.5 Let V ⊆ Rd be a finite set of points and consider the graph G = G(V, 1).
Then
χf(G) = sup
ϕ∈F
M(V, ϕ).
Proof: By LP-duality χf (G) also equals the objective value of the dual LP:
max 1Ty
subject to ATy ≤ 1,
y ≥ 0.
For convenience let us write V = {v1, . . . , vn} where vi is the vertex corresponding to the
i-th row of A (and thus the i-th column of AT ). Notice that a vector y = (y1, . . . , yn)
T
is feasible for the dual LP if and only if it attaches nonnegative weights to the vertices
of G in such a way that each stable set has total weight at most one. There is a natural
correspondence between such vectors y and certain feasible functions (hence our choice of
the name ‘feasible function’).
Let ϕ be any feasible function and x ∈ Rd an arbitrary point. We claim that the vector
y = (ϕ(v1 − x), . . . , ϕ(vn − x))
T
is a feasible point of the dual LP given above. To see this note that each row of AT is the
incidence vector of some stable set S of G; and ‖(z−x)− (z′−x)‖ = ‖z− z′‖ > 1 for each
z 6= z′ ∈ S since S is stable in G. Hence
(ATy)S =
∑
z∈S
ϕ(z − x) ≤ 1,
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by feasibility of ϕ. This holds for all rows of AT , so that y is indeed feasible for the dual
LP as claimed. Also, notice that the objective function value 1Ty equals
∑n
j=1 ϕ(vj − x).
This shows that
χf (G) ≥ sup
ϕ∈F
sup
x∈Rd
n∑
j=1
ϕ(vj − x) = sup
ϕ∈F
M(V, ϕ).
Conversely let the vector y = (y1, . . . , yn)
T be feasible for the dual LP. Define ϕ(z) =∑n
i=1 yi1z=vi. Then ϕ is clearly a feasible function, and
1Ty =
n∑
j=1
ϕ(vj) ≤ sup
x∈Rd
n∑
j=1
ϕ(vj − x) =M(V, ϕ),
so that χf (G) ≤ supϕ∈FM(V, ϕ). 2
Recall that (with probability one) Gn = G({X1, . . . , Xn}, r) ∼= G(r
−1{X1, . . . , Xn}, 1)
(where ∼= denotes isomorphic to). Thus by the above lemma and rescaling we get
χ(Gn) ≥ χf(Gn) = sup
ϕ∈F
Mϕ a.s.
Let F∗ be the collection of all ϕ ∈ F that are tidy. Then Theorem 3.1 allows us to conclude
that
lim inf
n→∞
χ(Gn)
σnrd
≥ lim inf
n→∞
χf (Gn)
σnrd
≥ sup
ϕ∈F∗
ξ(ϕ, t) a.s. (4)
The last term is not quite the expression we are aiming for in Theorem 3.4, but we will
deal with that later, and show that supϕ∈F∗ ξ(ϕ, t) = supϕ∈F ξ(ϕ, t).
Let us now turn our attention towards deriving an upper bound. We start with another
deterministic lemma. Given α > 0 we say that the function ϕ on Rd is α-feasible if the
function ϕα(x) = ϕ(αx) is feasible (ie. if S ⊆ R
d satisfies ‖s − s′‖ > α for all s 6= s′ ∈ S
then
∑
s∈S ϕ(s) ≤ 1). Thus 1-feasible means feasible.
Lemma 3.6 For each ε > 0 there exists a positive integer m, (1+ε)-feasible, tidy functions
ϕ1, . . . , ϕm, and a constant c such that:
χ(G(V, 1)) ≤ (1 + ε) max
i=1,...,m
M(V, ϕi) + c,
for any set V ⊆ Rd.
Proof: Let ε > 0. Let us again set ρ := diam([0, 1]d) and let η be the smallest multiple
of ε such that ‖y − z‖ ≥ 1 + ερ whenever |yi − zi| ≥ η for some coordinate 1 ≤ i ≤ d.
Let K > 0 be such that K/ε is an integer (think of K as large and ε as small), and let
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N = (2K
ε
)d. We shall show that there exist (1 + 2ερ)-feasible tidy functions ϕ1, . . . , ϕN
such that the following holds for any V ⊆ Rd:
χ(G(V, 1)) ≤ (1 +
η
2K
)dmax
i
M(V, ϕ) +N2(1 +
η
2K
)d. (5)
This of course yields the lemma, by adjusting ε and taking K sufficiently large.
We partition Rd into hypercubes of side ε. Let Γ be the (infinite) graph with vertex set
εZd and an edge pq when ‖p− q‖ < 1 + ερ. For each q ∈ εZd let Cq denote the hypercube
q+[0, ε)d. Observe that the hypercubes Cq for q ∈ εZd partition Rd. Thus for each z ∈ Rd
we may define p(z) to be the unique q ∈ εZd such that z ∈ Cq.
Now let V0 = [−K,K)
d ∩ εZd, and note that |V0| = N . For each p ∈ εZ
d let Γp be the
subgraph of Γ induced on the vertex set p+V0, that is by the vertices of Γ in p+[−K,K)
d.
Observe that the graphs Γp are simply translated copies of Γ0. Let B be the vertex-stable
set incidence matrix of Γ0.
Now let V ⊆ Rd be arbitrary. Given a subset S of Rd, let us use the notation N(S) here
to denote |S ∩ V |. Let ΓV be the graph we get by replacing each node q of Γ by a clique
of size N(Cq) and adding all the edges between the cliques corresponding to q, q′ ∈ V0
if qq′ ∈ E(Γ0). It is easy to see from the definition of the threshold distance in Γ that
G(V, 1) is isomorphic to a subgraph of ΓV . For each p ∈ εZ
d let ΓpV be the subgraph of ΓV
corresponding to the vertices of Γp.
Consider some p ∈ εZd. Then χ(ΓpV ) is the objective value of the integer LP:
min 1Tx
subject to Bx ≥ bp
x ≥ 0, x integral
(6)
where bp = (N(Cp+q))q∈V0 and the vector x is indexed by the stable sets in Γ
0. Here we
are using the fact that Γp is a copy of Γ0 and that the vertex corresponding to q has been
replaced by a clique of size N(Cp+q). By again considering the LP-relaxation and switching
to the dual we find that χf (Γ
p
V ) equals the objective value of the LP:
max (bp)Ty
subject to BTy ≤ 1
y ≥ 0.
(7)
Notice that the vectors y = (yq)q∈V0 attach nonnegative weights to the points q of V0 is
such a way that if S ⊆ V0 corresponds to a stable set in Γ0 then the sum of the weights∑
q∈S yq is less than one. Note the important fact that the feasible region (ie. the set of all
y that satisfy BTy ≤ 1, y ≥ 0) here does not depend on p or V .
The vectors y that satisfy BTy ≤ 1, y ≥ 0 correspond to ‘nearly feasible’ functions ϕ
in a natural way, as follows. Observe that x ∈ [−K,K)d if and only if p(x) ∈ V0. Let
ϕ : Rd → R be defined by setting
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ϕ(x) :=
{
yp(x) if x ∈ [−K,K)
d,
0 otherwise.
Note that ϕ(x) =
∑
q∈V0 1Cq(x)yq. Then for each p ∈ εZ
d
(bp)Ty =
∑
q∈V0 N(C
p+q)yq =
∑
q∈V0
∑
v∈V 1Cp+q(v)yq
=
∑
v∈V
∑
q∈V0 1Cq(v − p)yq =
∑
v∈V ϕ(v − p)
≤ M(V, ϕ).
We claim next that the functions ϕ thus defined are (1 + 2ερ)-feasible; that is they satisfy∑k
j=1 ϕ(zj) ≤ 1 for any z1, . . . , zk such that ‖zj − zl‖ > 1 + 2ερ for all j 6= l. To see this,
pick such z1, . . . , zk. Since ϕ is 0 outside of [−K,K)
d we may as well suppose that all the
zj lie inside [−K,K)
d. For all pairs i 6= j we have ‖p(zi)−p(zj)‖ ≥ ‖zi−zj‖−ερ > 1+ ερ.
Thus p(z1), . . . , p(zk) are distinct and form a stable set S in Γ
0, and therefore correspond
to one of the rows of BT . The condition BTy ≤ 1 now yields
ϕ(z1) + · · ·+ ϕ(zk) = yp(z1) + · · ·+ yp(zk) = (B
Ty)S ≤ 1.
This shows that ϕ is (1 + 2ερ)-feasible as claimed, and it can be readily seen from the
definition of ϕ that it is tidy.
Recall that a basic feasible solution of an LP with k constraints has at most k nonzero
elements and that, provided the optimum value is bounded, the optimum value of the LP
is always attained at a basic feasible solution (see for instance [2]). Thus, noting that by
rounding up all the variables in an optimum basic feasible solution x to the LP-relaxation
of (6) we get a feasible solution of the ILP (6) itself, we see that:
χ(ΓpV ) ≤ χf (Γ
p
V ) +N.
Now let y1, . . . , ym be the vertices of the polytope BTy ≤ 1, y ≥ 0 and let ϕ1, . . . , ϕm
be the corresponding (1 + 2ερ)-feasible, tidy functions. As the optimum of the LP (7)
corresponding to χf(Γ
p
V ) is attained at one of these vertices we see that:
max
j=1,...,m
(bp)Tyj = χf (Γ
p
V ) ≤ χ(Γ
p
V ) ≤ maxj=1,...,m
(bp)Tyj +N ≤ max
j=1,...,m
M(V, ϕj) +N. (8)
What is more, for each p ∈ εZd we can colour any subgraph of G(V, 1) induced by the
points in the set W p = p + [−K,K)d + (2K + η)Zd with this many colours, since by the
definition of η, W p is the union of hypercubes of side 2K which are far enough apart for
any two points of Γ in different hypercubes not to be joined by an edge.
Now let the set P be defined by
P = εZd ∩ [−K,K + η)d = {(εi1, . . . , εid) :
−K
ε
≤ ij <
K + η
ε
}.
Note that if p runs through the set P then each q ∈ εZd is covered by exactly N of the sets
W p. If Hp is the graph we get by replacing every vertex q of Γ that lies in W p by a clique
11
εη2K
Figure 1: Depiction of a set W p.
of size
⌈
N(Cq)
N
⌉
rather than one of size N(Cq) and removing any vertex that does not lie in
W p, then
χ(Hp) ≤
1
N
max
j
M(V, ϕj) +N.
This is because we can consider the hypercubes of side 2K that make up W p separately
(and each of these corresponds to some ΓqV ) and for each such constituent hypercube
q + [−K,K)d all we need to do is replace the ‘right hand side’ vector bq by 1
N
bq in the
LP-relaxation of the ILP (6) (the rounding up of the variables will then take care of the
rounding up in the constraints, as the entries of B are integers). Because each q ∈ εZd is
covered by exactly N of the sets W p we can combine the (2K+η
ε
)d colourings of the graphs
Hp for p ∈ P to get a proper colouring of ΓV with at most
(
2K + η
ε
)d
(
1
N
max
j
M(V, ϕj) +N
)
,
colours and the inequality (5) follows. 2
Before we can finish the proof of Theorem 3.4 we must derive a lemma on the functions
inside the class F.
Lemma 3.7 supϕ∈F
∫
Rd
ϕ(x)dx = θ
2dδ
.
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Proof: First note that the function ϕK which has the value
1
N(2K)
on the hypercube
(0, K)d and 0 elsewhere is feasible, giving that
sup
ϕ
∫
Rd
ϕ(x)dx ≥ lim
K→∞
Kd
N(2K)
=
θ
2dδ
,
by definition of δ. On the other hand, let ϕ be an arbitrary feasible function. Let A ⊆
(0, K)d with |A| = N(2K) be a set of points satisfying ‖a − b‖ > 1 for all a 6= b ∈ A. If
η is a constant such that ‖a − b‖ > 1 whenever |(a)i − (b)i| > η for some 1 ≤ i ≤ d, then
the set B := A+ (K + η)Zd (= {a+ (K + η)z : a ∈ A, z ∈ Zd}) also satisfies the condition
that ‖a− b‖ > 1 for all a 6= b ∈ B. Set ψ(x) :=
∑
b∈B ϕ(b+ x). Since ϕ is feasible we must
have ψ(x) ≤ 1 for all x. For a ∈ A let us denote by Ba the “coset” a + (K + η)Z
d ⊆ B,
and let us set ψa(x) :=
∑
b∈Ba ϕ(b+ x). We have that
(K + η)d ≥
∫
[0,K+η)d
ψ(x)dx =
∑
a∈A
∫
[0,K+η)d
ψa(x)dx = N(2K)
∫
Rd
ϕ(x)dx,
where the last equality follows because
∫
[0,K+η)d
ψa(x)dx =
∑
b∈Ba
∫
[0,K+η)d
ϕ(b + x)dx =∑
b∈Ba
∫
b+[0,K+η)d
ϕ(x)dx and the sets b+ [0, K + η)d with b ∈ Ba form a dissection of R
d.
Thus we see that indeed for any feasible ϕ∫
Rd
ϕ(x)dx ≤ lim
K→∞
(K + η)d
N(2K)
=
θ
2dδ
.
2
From Lemma 3.7 we may also conclude:
Corollary 3.8 For all t ∈ (0,∞]:
θ
2dδ
≤ sup
ϕ∈F
ξ(ϕ, t) ≤ c(t)
θ
2dδ
,
where c(t) ≥ 1 solves H(c) = 2
dδ
θt
if t <∞ and c(∞) = 1.
The lower bound follows from Lemma 3.7 and the fact that ξ(ϕ, t) ≥
∫
ϕ (as s ≥ 0)
for all ϕ. The upper bound follows from Lemma 3.7 together with (2) and part (vii) of
Lemma 2.1 (if ϕ ∈ F and W ⊆ Rd has vol(W ) = θ
2dδ
then
∫
ϕ1{ϕ≥a} ≤
∫
1W1{1W≥a} for all
a ∈ R so that ξ(ϕ, t) ≤ ξ(1W , t)).
We may now complete the proof of Theorem 3.4.
Proof of Theorem 3.4: That c(t) := supϕ∈F ξ(ϕ, t) is non-increasing in t follows from
the fact that ξ(ϕ, t) is for each ϕ ∈ F separately. The bounds in Corollary 3.8 also give
that 0 < c(t) < ∞ for all t > 0 and limt→∞ c(t) = θ2dδ as required. Furthermore, c(t) is
continuous, because by part (v) of Lemma 2.1, for any h > 0:
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(
t
t+ h
) sup
ϕ∈F
ξ(ϕ, t) ≤ sup
ϕ∈F
ξ(ϕ, t+ h) ≤ sup
ϕ∈F
ξ(ϕ, t).
Thus c(t) is as required, and it only remains to show that χ(Gn)/σnr
d → c(t) a.s.
To this end, pick an arbitrary ε > 0 and let ϕ1, . . . , ϕm and c be as in Lemma 3.6. Then
by Theorem 3.1, and recalling that Gn ∼= G(r
−1{X1, . . . , Xn}, 1) with probability one, we
have
lim sup
n→∞
χ(Gn)
σnrd
≤ (1 + ε)max
j
ξ(ϕj, t) a.s.
For each j the function ϕ˜j given by ϕ˜j(x) = ϕj((1 + ε)x) is feasible, and so by Lemma 2.1
part (iv) we have ξ(ϕj, t) ≤ (1 + ε)
dξ(ϕ˜j, t) ≤ (1 + ε)
d supϕ∈F ξ(ϕ, t). Hence
lim sup
n→∞
χ(Gn)
σnrd
≤ (1 + ε)d+1 sup
ϕ∈F
ξ(ϕ, t) a.s.
Putting together this last result and (4), it remains only to show that supϕ∈F∗ ξ(ϕ, t) =
supϕ∈F ξ(ϕ, t). Let ϕ ∈ F. We want to show that
ξ(ϕ, t) ≤ sup
ψ∈F∗
ξ(ψ, t). (9)
We may assume that ϕ has bounded support, because (by Lemma 2.1, part (vi)) the
sequence of functions (ϕn)n given by ϕn = ϕ1[−n,n]d satisfies limn→∞ ξ(ϕn, t) = ξ(ϕ, t). Let
ε > 0 and for each q ∈ εZd let Cq := q + [0, ε)d as before. Define the function ϕˆ on
R
d by setting ϕˆ(x) = supy∈Cp(x) ϕ(y) (where again p(x) is the unique q ∈ εZ
d such that
x ∈ q+[0, ε)d). Clearly ϕˆ ≥ ϕ. Although ϕˆ is not necessarily feasible, the function ϕ′ given
by ϕ′(x) = ϕˆ((1+ερ)x) is. Also, ϕ′ is tidy: clearly it is measurable, bounded, nonnnegative
and has bounded support. That the set {ϕ′ > a} has a small neighbourhood for all a > 0,
follows from the fact that it is the union of finitely many hypercubes (1 + ερ)−1Cq. So
ϕ′ ∈ F∗. We find that
ξ(ϕ, t) ≤ ξ(ϕˆ, t) ≤ (1 + ερ)dξ(ϕ′, t) ≤ (1 + ερ)d sup
ψ∈F∗
ξ(ψ, t),
using Lemma 2.1, parts (i) and (iv), for the first and second inequalities respectively. Now
we may send ε→ 0 to conclude the proof. 2
3.2 Concerning x(t) and t0
As a consequence of Theorems 3.2 and 3.4 we see that for t ∈ (0,∞] the ratio χ(Gn)/ω(Gn)
tends almost surely to the limit:
x(t) :=
supϕ∈F ξ(ϕ, t)
ξ(ϕ0, t)
, (10)
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where again ϕ0 := 1B(0; 1
2
). It is clear from the definition of ξ that ξ(ϕ0, t) is continuous in
t (and positive for all t > 0) and we have already established that c(t) := supϕ∈F ξ(ϕ, t)
is continuous in t in the proof of Theorem 3.4. So x(t) is continuous for t > 0 as claimed
in Theorem 1.2. Combining the fact that limt→∞ ξ(ϕ0, t) =
∫
ϕ0 =
θ
2d
(by definition of ξ),
with the fact that limt→∞ supϕ∈F ξ(ϕ, t) =
θ
2dδ
(by theorem 3.4) we see that limt→∞ x(t) = 1δ
as claimed in Theorem 1.2.
Corollary 3.8 allows us to show x(t) = 1 for all t > 0 iff δ = 1. To see this note that if
δ = 1 then the upper bound given in corollary 3.8 equals ξ(ϕ0, t) for all t > 0, whereas if
δ < 1, then ξ(ϕ0, t) <
θ
2dδ
for sufficiently large t as limt→∞ ξ(ϕ0, t) =
∫
ϕ0 =
θ
2d
.
To finish the proof of Theorem 1.2, we still need to consider the case when t = 0, which
we shall do later as an integral part of the proof of part (i) of Proposition 1.3, and we need
to consider t0 (show that it exists, in particular) and show that x(t) is strictly increasing
for t > t0.
3.2.1 Concerning t0
Let us set
t0 := inf{t > 0 : x(t) 6= 1}. (11)
Our aim, in this section, will be to establish the following result:
Lemma 3.9 t0 > 0.
First notice that from previous remarks it can be seen that t0 = ∞ iff δ = 1, so that
we may assume δ < 1 wlog in the rest of the section. The proof consists of a number of
intermediate steps.
Lemma 3.10 There is a T > 0 such that if σnr
d
lnn
→ t with 0 < t ≤ T then a.a.a.s. there
exists a subgraph Hn of Gn induced by the points in some ball of radius 2r such that
χ(Gn) = χ(Hn).
Proof: If χ(Gn) = ω(Gn) then clearly χ(Gn) = χ(Hn) with Hn a subgraph contained in
a ball of radius 2r. If on the other hand χ(Gn) > ω(Gn) and we remove all vertices from
Gn whose degree is < ω(Gn) then the chromatic number does not change. We will show
that when t is chosen sufficiently small, then a.a.a.s. any two vertices Xi, Xj of Gn with
degrees ≥ ω(Gn) will satisfy either ‖Xi −Xj‖ < 2r or ‖Xi −Xj‖ > 3r. This implies that
if we remove all vertices of degree < ω(Gn) then each of the components of the graph that
remains will be contained in some ball of radius 2r, which in turn yields the result. Let
us set W := B(0; 3). Note that if two vertices with 2r ≤ ‖Xi − Xj‖ ≤ 3r have degrees
≥ ω(Gn) then there must exist a translate of rW containing at least 2ω(Gn) + 2 points.
By Theorem 3.1 and Theorem 3.2 together with (2) we have
15
MW
σnrd
→ ξ(1W , t) = c1(t)w1 a.s.,
ω(Gn)
σnrd
→ ξ(ϕ0, t) = c2(t)w2 a.s.
Here w1 = vol(W ) = θ3
d, w2 =
θ
2d
, and ci(t) ≥ 1 solves H(ci) =
1
wit
. We will now show
that limt→0
c1(t)w1
c2(t)w2
= 1, from which the proposition follows. First note that for i = 1, 2
1
wit
= H(ci) = ci ln ci − ci + 1 = (1 + o(1))ci ln ci, (12)
because ci →∞ as t→ 0. Taking logs on both sides of (12) gives ln ci = (1 + o(1)) ln(
1
t
).
This together with (12) gives:
ciwi = (1 + o(1))
1
t ln ci
= (1 + o(1))
(
1
t
)
/ ln
(
1
t
)
.
The claim follows. 2
As can be seen from the proof of Lemma 3.10, the conclusion of Lemma 3.10 holds if t
satisfies
ξ(1B(0;3), t) < 2ξ(ϕ0, t), (13)
and there exists a T > 0 such that (13) holds for all 0 < t < T . We will show that t0 ≥ T
by showing that supϕ∈F ξ(ϕ, t) = ξ(ϕ0, t) for all t that satisfy (13). Lemma 3.10 together
with (fairly straightforward) adaptations of the proof of Theorem 3.4 gives:
Lemma 3.11 Let t > 0 satisfy (13). Then
sup
ϕ∈F
ξ(ϕ, t) = sup
ϕ∈F,
supp(ϕ)⊆B(0;2)
ξ(ϕ, t).
Proof: Let r satisfy σnrd ∼ t lnn and consider χ(Gn). We know that a.a.a.s. χ(Gn)
equals the maximum over all x ∈ Rd of the chromatic number of the graph induced by the
vertices in B(x; 2r). Let us fix an ε > 0. Let us denote V := r−1{X1, . . . , Xn} and for
p ∈ εZd let Λp denote the subgraph of Γ induced by the points of εZd inside B(p, (2+ ερ)),
where again ρ := diam([0, 1]d), and let ΛpV be the corresponding subgraph of Γ
p
V (with
Γ,Γp,ΓV ,Γ
p
V as in the proof of Theorem 3.4). Since for every x ∈ R
d the subgraph of Gn
induced by the vertices inside B(x, 2r) is a subgraph of some ΛpV , we have:
χ(Gn) ≤ max
p
χ(ΛpV ) ≤ maxi=1,...,m
Mϕi + c a.a.a.s., (14)
where ϕ1, . . . , ϕm are obtained from the ILP formulation of χ(Λ
p
V ) via the same procedure
we used in the proof of Theorem 3.4 (ie. the upper bound in (14) is the analogue of the
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upper bound in (8)) and c = c(ε) is a constant that depends only on ε. By construction we
have that supp(ϕi) ⊆ B(0, 2+2ερ) and that ϕ
′
i given by ϕ
′
i(x) = ϕi((1+2ερ)x) is feasible.
Notice that ϕ′i also satisfies supp(ϕ
′
i) ⊆ B(0; 2). Thus, (14) together with Theorem 3.4,
Theorem 3.1 and part (iv) of Lemma 2.1 shows that
sup
ϕ∈F
ξ(ϕ, t) ≤ max
i=1,...,m
ξ(ϕi, t) ≤ max
i=1,...,m
(1 + 2ερ)dξ(ϕ′i, t) ≤ (1 + 2ερ)
d sup
ϕ∈F,
supp(ϕ)⊆B(0;2)
ξ(ϕ, t).
The statement now follows by letting ε→ 0. 2
Let us now fix a t > 0 that satisfies (13). If supϕ∈F ξ(ϕ, t) > ξ(ϕ0, t) then there must
also exist a feasible simple function ψ :=
∑m
k=1
k
m
1Ak with supp(ψ) ⊆ B(0; 2) such that
ξ(ψ, t) > ξ(ϕ0, t), because (by Lemma 2.1, item (vi)) for any ϕ the increasing sequence of
functions (ϕn)n given by ϕn =
∑2n
k=1
k
2n
1{ k
2n
≤ϕ< k+1
2n
} satisfies limn→∞ ξ(ϕn, t) = ξ(ϕ, t).
So let ψ =
∑m
i=1
i
m
1Ai be a feasible simple function with ξ(ψ, t) > ξ(ϕ0, t) and supp(ψ) ⊆
B(0; 2). We may suppose wlog that the Ak are disjoint and m is even. For 1 ≤ k ≤
m
2
let
ψk be the function which is
1
2
on
⋃m−k
i=k Ai and 1 on
⋃
i>m−k Ai. We can write
ψ =
2
m
m/2∑
k=1
ψk,
because for x ∈ Ai with i ≤ m/2 we have
2
m
∑m/2
k=1 ψk(x) = i
2
m
1
2
= i
m
, and if x ∈ Am−i with
i ≤ m/2 then 2
m
∑m/2
k=1 ϕk(x) = 1− i
2
m
1
2
= m−i
m
.
Let us now observe that ξ is convex in its first argument, ie. for any two nonnegative,
bounded, measurable functions σ, τ and any t > 0 and λ ∈ [0, 1]:
ξ(λσ + (1− λ)τ, t) ≤ λξ(σ, t) + (1− λ)ξ(τ, t).
This follows from parts (iii) and (ii) of Lemma 2.1. Because we have written ψ as a convex
combination of the ψk, we must therefore have ξ(ψ, t) ≤ ξ(ψk, t) for some k.
Let us first assume that {ψk = 1} =
⋃
l>m−k Ak = ∅. Since supp(ψ) ⊆ B(0; 2) we must
have that ψk ≤ ϕ
′, where ϕ′ is the function which is 1
2
on B(0; 3) and 0 elsewhere, and thus
also ξ(ψ, t) ≤ ξ(ψk, t) ≤ ξ(ϕ
′, t) = 1
2
ξ(1B(0;3), t) (by choice of k and Lemma 2.1, items (i)
and (iii)). But then (13) gives:
ξ(ψ, t) ≤
1
2
ξ(1B(0;3), t) < ξ(ϕ0, t),
a contradiction.
So we must have {ψk = 1} 6= ∅. Let us denote by C := cl(B) the closed unit ball. Notice
that
diam({ψk = 1}) ≤ 1,
supp(ψk) ⊆
⋂
x:ψk(x)=1
(x+ C),
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by feasibility of ψ (if x ∈ supp(ψk), ψk(y) = 1 then ψ(x) + ψ(y) >
k
m
+ m−k
m
= 1).
Bieberbach’s inequality tells us that vol({ψk = 1}) cannot exceed
θ
2d
, the volume of a ball of
diameter 1. Hence there is a 0 ≤ β ≤ 1 with vol({ψk = 1}) = vol(B(0;
1−β
2
)) = θ
2d
(1− β)d.
We will need another inequality, given by the following proposition:
Lemma 3.12 (K. Bo¨ro¨czky Jr., ’05) Let C ⊆ Rd be a compact, convex set. Let A ⊆ Rd
be measurable and let A′ be a homothet (ie. a scaled copy) of −C with vol(A) = vol(A′).
Then vol
(⋂
a∈A(a+ C)
)
≤ vol
(⋂
a∈A′(a+ C)
)
.
This is a generalisation of a result proved by the second author. With the kind permission
of K. Bo¨ro¨czky Jr. we will present a proof in appendix A, because such a proof is not
readily available elsewhere.
It follows from Lemma 3.12 that we must have
vol(supp(ψk)) ≤ vol

 ⋂
x∈B(0; 1−β
2
)
(x+ C)

 = vol(B(0; 1 + β
2
)
)
=
θ
2d
(1 + β)d.
Now let ϕβ be the function which is 1 on B(0;
1−β
2
) and 1
2
on B(0; 1+β
2
) \ B(0; 1−β
2
). We
see that vol({ψk = 1}) = vol({ϕβ = 1}) and vol({ψk =
1
2
}) ≤ vol({ϕβ =
1
2
}). And thus
we have
∫
ψk1{ψk≥a} ≤
∫
ϕβ1{ϕβ≥a} for all a, which gives ξ(ψk, t) ≤ ξ(ϕβ, t) by part (vii)
of Lemma 2.1. We may conclude that if supϕ∈F ξ(ϕ, t) > ξ(ϕ0, t) and (13) holds then also
ξ(ϕβ, t) > ξ(ϕ0, t) for some 0 < β ≤ 1. Let us set µ(β) := ξ(ϕβ, t).
Lemma 3.13 max0≤β≤1 µ(β) = max(µ(0), µ(1)).
Proof: Notice that for 0 ≤ β ≤ 1
µ(β) =
θ
2d
(
1
2
((1 + β)d − (1− β)d)es/2 + (1− β)des),
where s = s(β) solves
θ
2d
(
(1 + β)d − (1− β)d)H(es/2) + (1− β)dH(es)
)
=
1
t
. (15)
The function µ(β) is continuous on [0, 1]. Differentiating equation (15) wrt β we see that
for 0 < β < 1
0 = d((1 + β)d−1 + (1− β)d−1)H(es/2) + ((1 + β)d − (1− β)d)) s
4
es/2s′ − d(1− β)d−1H(es)
+(1− β)dsess′,
giving that
s′(β) =
d(1− β)d−1H(es)− d((1 + β)d−1 + (1− β)d−1)H(es/2)
((1 + β)d − (1− β)d) s
4
es/2 + (1− β)dses
.
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Thus,
µ′(β) = θ
2d
[
d((1 + β)d−1 + (1− β)d−1)1
2
es/2 − d(1− β)d−1es
+ s′(((1 + β)d − (1− β)d)1
4
es/2 + (1− β)des)
]
= θ
2d
[
d((1 + β)d−1 + (1− β)d−1)1
2
es/2 − d(1− β)d−1es
+1
s
(d(1− β)d−1H(es)− d((1 + β)d−1 + (1− β)d−1)H(es/2))
]
= θ
2d
1
s
[d((1 + β)d−1 + (1− β)d−1)(es/2 − 1)− d(1− β)d−1(es − 1)].
Clearly µ′(β) > 0 for β sufficiently close to 1, so that it suffices to show that (for any t)
µ′(β) = 0 for no more than one β ∈ (0, 1). Note that µ′(β) = 0 if and only if
es − 1 = ((
1 + β
1− β
)d−1 + 1)(es/2 − 1).
Writing a := (1+β
1−β )
d−1+1 and x := es/2 this translates into the quadratic x2−ax+(a−1) =
0, which has roots 1, a − 1. Now notice that es/2 = 1 would give s(β) = 0, but this
is never a solution of (15). So if µ′(β) = 0 for some 0 < β < 1 then we must have
s(β) = 2(d − 1) ln(1+β
1−β ). Notice that, as s cannot equal 0, this also shows that we must
have d ≥ 2 for µ′(β) = 0 to hold. The curve u(β) := 2(d− 1) ln(1+β
1−β ) has derivative
u′(β) =
4(d− 1)
(1− β)(1 + β)
.
On the other hand, for 0 < β < 1
s′(β) <
d(1− β)d−1H(es)
(1− β)dses
<
d
1− β
We find s′(β) < d
1−β < 4(d − 1)/(1 + β)(1 − β) = u
′(β) for 0 < β < 1 (recall d ≥ 2 by a
previous remark). We may conclude that the curves u(β) and s(β) meet in at most one
point, as u(β)− s(β) is strictly increasing on (0, 1). In other words, there is at most one
β ∈ (0, 1) with µ′(β) = 0 and the proposition follows. 2
Since we had chosen t so that (13) holds. parts (iv) and (i) of Lemma 2.1 tell us that:
ξ(ϕ1, t) =
1
2
ξ(1B, t) ≤
1
2
ξ(1B(0;3), t) < ξ(ϕ0, t).
Thus supϕ∈F ξ(ϕ, t) ≤ max0≤β≤1 µ(β) = µ(0) = ξ(ϕ0, t) after all. This concludes the proof
of Lemma 3.9
3.2.2 The function x(t) is strictly increasing for t > t0
In this section we shall prove the following result:
Lemma 3.14 The function x(t) is strictly increasing for t0 < t <∞.
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The proof makes use of the following observation, which is also of independent interest;
Proposition 3.15 For each t > 0, either supϕ∈F ξ(ϕ, t) =
θ
2dδ
or the supremum is attained
Proof of Lemma 3.14: First suppose that supϕ∈F ξ(ϕ, t) =
θ
2dδ
. Notice that the lower
bound in Corollary 3.8 then shows that also supϕ∈F ξ(ϕ, t
′) = θ
2dδ
for all t′ ≥ t, so that in
this case x(t′) > x(t) for all t′ > t as ξ(ϕ0, t) is strictly decreasing in t.
Let us therefore assume supϕ∈F ξ(ϕ, t) >
θ
2dδ
. By Proposition 3.15 there is a ϕ ∈ F
s.t. the supremum equals ξ(ϕ, t), where 0 <
∫
ϕ < ∞. Observe that it would suffice to
prove that for any λ > 1 there is at most one t > 0 that solves the equation ξ(ϕ, t) =
λξ(ϕ0, t) (recall that ξ(ϕ, t0) ≤ ξ(ϕ0, t0) so that this indeed gives that
ξ(ϕ,t)
ξ(ϕ0,t)
is increasing
for every t where this ratio is > 1). Set ψ := λϕ0 with λ > 1. By Lemma 2.1, part (iii),
ξ(ψ, t) = λξ(ϕ0, t), so that it suffices to show that the system of equations∫
Rd
ϕ(x)ewϕ(x)dx =
∫
Rd
ψ(x)esψ(x)dx, (16)
∫
Rd
H(ewϕ(x))dx =
∫
Rd
H(esψ(x))dx (17)
has at most one solution (w, s) with w, s > 0. For s ∈ R let v(s) be the unique solution
of (16) and let u(s) be the unique non-negative solution of (17). Differentiating both sides
of equation (16) wrt s we get∫
Rd
v′(s)ϕ2(x)ev(s)ϕ(x)dx =
∫
Rd
ψ2(x)esψ(x)dx,
where we have swapped integration wrt x and differentiation wrt s (this can be justified us-
ing for instance the fundamental theorem of calculus and Fubini’s theorem for nonnegative
functions1).
This implies
v′(s) =
∫
Rd
ψ2(x)esψ(x)dx∫
Rd
ϕ2(x)ev(s)ϕ(x)dx
= λ
∫
Rd
ψ(x)esψ(x)dx∫
Rd
ϕ2(x)ev(s)ϕ(x)dx
>
∫
Rd
ψ(x)esψ(x)dx∫
Rd
ϕ(x)ev(s)ϕ(x)dx
= 1,
where we have used the specific form of ψ as a constant times an indicator function, the
fact that ϕ2(x) ≤ ϕ(x) (it’s a [0, 1] function) and the fact that v(s) solves (16). Now not
that u(0) = 0 and u(s) > 0 for s > 0. Differentiating (17) wrt s we get that for s > 0:
1Here we mean the following. If g(x, u) denotes one of ϕ(x)euϕ(x), ψ(x)euψ(x), H(euϕ(x)) or H(euψ(x))
then
∫
Rd
g(x, u)−g(x, 0)dx =
∫
Rd
∫ u
0 g2(x,w)dwdx =
∫ u
0
∫
Rd
g2(x,w)dxdw, where g2 denotes the derivative
of g wrt the second argument, and we have used Fubini’s theorem to switch the order of integration.
Now the fundamental theorem of calculus shows that ddu
∫
Rd
g(x, u)dx = ddu
∫
Rd
g(x, u) − g(x, 0)dx =
d
du
∫ u
0
∫
Rd
g2(x,w)dxdw =
∫
Rd
g2(x, u)dx.
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u′(s) =
s
∫
Rd
ψ2(x)esψ(x)dx
u(s)
∫
Rd
ϕ2(x)eu(s)ϕ(x)dx
.
Let us first suppose that v(0) ≥ 0. Since v′(s) > 1 for all s ∈ R, we must also have that
v(s) > s for all s > 0. If v(s) = u(s) for some s > 0 then
u′(s) =
s
∫
Rd
ψ2(x)esψ(x)dx
u(s)
∫
Rd
ϕ2(x)eu(s)ϕ(x)dx
=
s
v(s)
v′(s) < v′(s).
This shows that in any crossing of these two curves, v(s) must come from below u(s). But
this means there can be at most one such crossing.
Now suppose that v(0) < 0 (recall that u(0) = 0). Let s1 > 0 be the first solution of
v(s) = u(s) (supposing that such a solution even exists). As v(s) < u(s) for 0 ≤ s < s1 it
must hold that v′(s1) ≥ u′(s1) = v′(s1) s1v(s1) . This gives v(s1) ≥ s1 and hence also v(s) > s
for all s > s1 (as v
′(s) > 1). Again there cannot be a second solution v(s2) = u(s2) with
s2 > s1 as for any such solution it would hold that v
′(s2) > u′(s2), while at the same time
v(s) > u(s) for s1 < s < s2. 2
Proof of Proposition 3.15: Let us assume supϕ∈F ξ(ϕ, t) >
θ
2dδ
(otherwise there is
nothing to prove) and let us consider a sequence ϕ1, ϕ2, . . . ∈ F s.t.
lim
n→∞
ξ(ϕn, t) = sup
ϕ∈F
ξ(ϕ, t) (18)
and let us suppose (wlog) that limn
∫
B
ϕn exists and is as large as possible subject to (18)
(recall B = B(0; 1) is the unit ball). We will first exhibit a subsequence ϕn1 , ϕn2, . . . of
(ϕn)n and a function ψ ∈ F s.t.
lim sup
k→∞
ϕnk(x) ≤ ψ(x) for all x ∈ R
d. (19)
We will then consider the “inner parts” ψk,i := ϕnk1B(0;Rk) and the “outer parts” (where
(Rk)k is a growing sequence, chosen in such a way that ξ(ψk,i, t) → ξ(ψ, t)), and we will
see that the outer part is negligible.
In order to construct ψ and the subsequence (ϕnk)k, let Dk be the dissection {i +
[0, 2−k)d : i = (i1, . . . , id) ∈ 2−kZd} of Rd into cubes of side 2−k (observe that Dk+1 refines
Dk). For σ ∈ F let us define the functions σ
k by setting:
σk(x) := sup
y∈Cx,k
σ(y),
where Cx,k is the unique C ∈ Dk with x ∈ C. Let us now construct a nested sequence
F1 ⊇ F2 ⊇ . . . of infinite subsets of {ϕ1, ϕ2, . . . } with the property that
|σk(x)− τk(x)| ≤
1
k
for all x ∈ [−k, k)d and all σ, τ ∈ Fk. (20)
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To see that this can be done, notice that the behaviour of σk on [−k, k)d is determined
completely by (σk(p1), . . . , σ
k(pK)) where p1, . . . , pK is some enumeration of [−k, k)
d ∩
2−kZd. Given Fk−1 there must be intervals I1, . . . , IK ⊆ [0, 1] each of length 1k such that
the collection {σ ∈ Fk−1 : σk(pi) ∈ Ii for all 1 ≤ i ≤ K} is infinite. So we can take Fk to
be such an infinite collection. Let us now pick a subsequence ϕn1 , ϕn2, . . . of (ϕn)n with
ϕnk ∈ Fk and let the function ψ be defined by:
ψ(x) := lim
k→∞
ϕknk(x). (21)
To see that this limit exists for all x, notice that ϕlnl(x) ≤ ϕ
k
nl
(x) ≤ ϕknk(x) +
1
k
for all
l ≥ k > ‖x‖. Thus,
lim inf
k→∞
ϕknk(x) ≤ lim sup
k→∞
ϕknk(x) ≤ infk>‖x‖
ϕknk(x) +
1
k
≤ lim inf
k→∞
ϕknk(x) +
1
k
= lim inf
k→∞
ϕknk(x).
We now claim that ψ and the sequence (ϕnk)k are as required (ie. ψ ∈ F and (19) holds).
To see that (19) holds, notice that supl≥k ϕnl(x) ≤ ϕ
k
nk
(x) + 1
k
for any x and any k > ‖x‖,
so that lim supk ϕnk(x) ≤ limk ϕ
k
nk
(x) = ψ(x).
To see that ψ ∈ F, let S = {s1, . . . , sp} ∈ S be finite (observe it suffices to show∑
x∈S ψ(x) ≤ 1 for all finite S ∈ S). Since ‖si − sj‖ > 1 for all i 6= j, there is a k0
s.t. ‖si − sj‖ > 1 + 2
−k0ρ for all i 6= j where ρ := diam([0, 1]d). Thus if k ≥ k0 then
ϕknk(s1) + · · ·+ ϕ
k
nk
(sp) ≤ 1,
and hence the same must hold for ψ.
Also notice that the dominated convergence theorem (using ψ, ϕnk ≤ 1) gives that∫
B
ψ(x)dx =
∫
B
lim
k→∞
ϕknk(x)dx ≥ limn→∞
∫
B
ϕn(x)dx. (22)
Furthermore, for any fixed R > 0 we have that
lim
n→∞
ξ(ϕknk1B(0;R), t) = ξ(ψ1B(0,R), t) ≤ ξ(ψ, t). (23)
Here we have used parts (i) and (vi) of Lemma 2.1. Hence, there also is a sequence (Rk)k
with Rk tending to infinity and lim supk→∞ ξ(ϕ
k
nk
1B(0;Rk), t) ≤ ξ(ψ, t). To see this, notice
that by (23) there exist k1 ≤ k2 ≤ . . . such that ξ(ϕ
k
nk
1B(0;m), t) ≤ ξ(ψ, t) +
1
m
for all
k ≥ km. Thus, we may put Rk := max{m : km ≤ k}.
Let us put
ψk,i := ϕnk1B(0;Rk), ψk,o := ϕnk1Rd\B(0;Rk+1), ψk := ψk,i + ψk,o.
We may assume wlog that Rk has been chosen in such a way that ξ(ψk, t) = (1 +
o(1))ξ(ϕnk, t). To see this note that for s = s(ϕnk , t) there is an
Rk
2
≤ R′ ≤ Rk s.t.
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∫
ϕnke
sϕnk1B(0;R′+1)\B(0;R′) ≤
1
⌊Rk
2
⌋
∫
ϕnke
sϕnk .
If we take such an R′ and set ψ′k := ϕnk1Rd\B(0;R′+1)∪B(0;R′) then s(ψ
′
k, t) ≥ s(ϕnk , t) (by the
definition of s, as ψ′k ≤ ϕnk) so that ξ(ψ
′
k, t) ≥ (1−
1
⌊Rk
2
⌋)ξ(ϕnk, t).
Let us define λ(ϕ) := supS∈S
∑
x∈S ϕ(x). Clearly
λ(ψk) = λ(ψk,i) + λ(ψk,o) ≤ 1. (24)
For convenience let us write λk := λ(ψk,o). First let us suppose that λk → 0. Notice that
1
λk
ψk,o ∈ F, which implies
ξ(ψk,o, t) ≤ λk sup
ϕ∈F
ξ(ϕ, t) = o(1),
using part (iii) of Lemma 2.1. As ξ(ψk,i, t) ≤ ξ(ψk, t) ≤ ξ(ψk,i, t) + ξ(ψk,o, t) (by parts (i)
and (ii) of Lemma 2.1) and ξ(ψk, t) = ξ(ϕnk , t) + o(1) it follows that
sup
ϕ∈F
ξ(ϕ, t) = lim
k→∞
ξ(ϕnk, t) = lim
k→∞
ξ(ψk,i, t) ≤ ξ(ψ, t),
so that the proposition follows in the case when λk → 0.
Now let us assume that lim supλk > 0. We may assume for convenience that limλk =
λ > 0 (by considering a subsequence if necessary). We first claim that vol({ψk,o ≥ ε})→ 0
for all ε > 0. To this end let us construct a new sequence of functions ψ′k as follows. For
each k pick an xk ∈ R
d \B(0;Rk + 1) that maximises
∫
B(xk ;1)
ψk,o.
To see that such an xk exists, let us write I(x) :=
∫
B(x;1)
ψk,o. Notice that I is continuous
(ψk,o ≤ 1 so that |ψk,o(x) − ψk,o(y)| ≤ vol(B(x; 1) \ B(y; 1))). Let us suppose that c :=
supx∈Rd\B(0;Rk+1) I(x) > 0, for otherwise there is nothing to prove as any x ∈ R
d\B(0;Rk+
1) will do. We first claim that the set {x ∈ Rd \ B(0;Rk + 1) : I(x) >
c
2
} can be covered
by at most ⌊2θ
c
⌋ balls of radius two. This is because if I(x1), . . . , I(xk) >
c
2
there must
exist yi ∈ B(xi; 1) for 1 ≤ i ≤ k with ψk,o(yi) >
c
2θ
. By feasability of ψk,o we must have
either k < 2θ
c
or ‖yi − yj‖ ≤ 1 for some i 6= j. Thus, the yi can be covered by at most
2θ
c
balls of radius one, and hence that xi can be covered by at most
2θ
c
balls of radius
two, as claimed. As I is continuous and we can restrict ourselves to a compact subset of
R
d \ B(0;Rk + 1) we see that the supremum c = supx∈Rd\B(0;Rk+1) I(x) is indeed attained
by some point xk ∈ R
d \B(0;Rk + 1).
Now let ψ′k := ψk,i + ψk,o ◦ Tk where Tk : y 7→ y + xk is the translation that sends 0 to
xk. By (24) we have ψ
′
k ∈ F. Notice that∫
ψ′k1{ψ′k≥a} ≥
∫
ψk1{ψk≥a}
for all a, because {ψ′k ≥ a} ⊇ {ψk,i ≥ a} ∪ T
−1
k [{ψk,o ≥ a}] so that
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∫
ψ′k1{ψ′k≥a} ≥
∫
ψk,i1{ψk,i≥a} +
∫
(ψk,o ◦ Tk)1T−1
k
[{ψk,o≥a}]
=
∫
ψk,i1{ψk,i≥a} +
∫
ψk,o1{ψk,o≥a}
=
∫
ψk1{ψk≥a}.
Part (vii) of Lemma 2.1 therefore gives that
ξ(ψ′k, t) ≥ ξ(ψk, t) = (1 + o(1))ξ(ϕnk, t).
We therefore must have
∫
B(xk ;1)
ψk,o → 0 for otherwise (a subsequence of) the ψ
′
k would con-
tradict the choice of (ϕn)n. Now suppose that for some ε > 0 we have lim supk vol({ψk,o ≥
ε}) = c > 0. Because ψk,o ∈ F we can cover {ψk,o ≥ ε} by at most ⌊
1
ε
⌋ balls of radius 1.
But this gives lim supk
∫
B(xk;1)
ψk,o(x)dx ≥ cε and we know this cannot happen. The claim
follows.
Recall that σk :=
1
λk
ψk,o ∈ F. Because limk λk = λ > 0 the previous also gives
limk vol({σk ≥ ε}) = 0 for all ε > 0. Let us fix ε > 0 for now and let Vε,Wk,ε ⊆ R
d be
disjoint sets with vol(Vε) =
θ
ε2dδ
, vol(Wk,ε) = vol({σk ≥ ε}). Let us set τk := ε1Vε + 1Wk,ε.
Then
∫
σk1{σk≥a} ≤
∫
τk1{τk≥a} for all a (using Lemma 3.7), so that parts (vii), (iii)
and (ii) of Lemma 2.1 give:
ξ(σk, t) ≤ ξ(τk, t) ≤ εξ(1Vε, t) + ξ(1Wk,ε, t)
= εc(ε) vol(Vε) + d(k, ε) vol(Wk,ε)
= c(ε) θ
2dδ
+ d(k, ε) vol(Wk,ε),
where c(ε) ≥ 1 solves H(c) = 1
vol(Vε)t
= ε2
dδ
θt
and d(k, ε) ≥ 1 solves H(d) = 1
vol(Wk,ε)t
.
Observe that limε→0 c(ε) = 1. For any fixed ε > 0 it also holds that
lim
k→∞
d(k, ε) vol(Wk,ε) = 0. (25)
To see this note that d → ∞ and H(d) ∼ d ln d as k → ∞, so that d ≪ H(d) =
Θ(vol(Wk,ε)
−1) which gives (25). We see that lim supk→∞ ξ(σk, t) ≤
θ
2dδ
. Since σ′k :=
1
1−λkψk,i ∈ F by (24) we thus have
lim
k→∞
ξ(ψk, t) = lim
k→∞
ξ(λkσk + (1− λk)σ
′
k, t) ≤ λ
θ
2dδ
+ (1− λ) sup
ϕ∈F
ξ(ϕ, t) < sup
ϕ∈F
ξ(ϕ, t),
using parts (i) and (iii) of Lemma 2.1. But this contradicts the fact that by construction
limk→∞ ξ(ψk, t) = supϕ∈F ξ(ϕ, t). So we must have λk → 0 and the proposition follows
from previous arguments. 2
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3.3 Proof of Theorem 1.3
To prove Theorem 1.3 and to finish the proof of Theorem 1.2 it suffices to prove the
following lemma. The formulation in this lemma circumvents having to deal with the case
δ = 1 separately.
Lemma 3.16 Pick 0 < t <∞.
(i) If σnrd/ lnn ≤ t then
lim sup
χ(Gn)
ω(Gn)
≤ x(t) a.s.;
(ii) If σnrd/ lnn ≥ t then
x(t) ≤ lim inf
χ(Gn)
ω(Gn)
≤ lim sup
χ(Gn)
ω(Gn)
≤
1
δ
a.s.
In order to prove part (i) we will need to consider three ranges for the value of r, corre-
sponding to nrd = Θ(lnn), nrd ≤ n−α for some α > 0, and intermediate values.
3.3.1 The proof of Theorem 1.4
As mentioned in the introduction, to deal with very small r we will need to prove Theo-
rem 1.4.
Proof of Theorem 1.4: We will need the following lemma on the scan statistic, the
proof of which can be found in section 4.
Lemma 3.17 Let W ⊆ Rd be a measurable, bounded set with nonempty interior.
(i) If nrd ≤ n−α with α > 1
k
then MW ≤ k a.a.a.s.;
(ii) If nrd ≥ n−β with β < 1
k−1 then MW ≥ k a.a.a.s.
To make use of this lemma, we will “split” r into subsequences. Let K ∈ N be such that
1
K
< α. For k = 1, . . . , K set ak :=
1
2
( 1
k
+ 1
k+1
) and set:
r1(n) :=
{
r(n) if nrd ≤ n−a1 ,
n−
2
d otherwise
,
and for 2 ≤ k ≤ K:
rk(n) :=
{
r(n) if n−ak−1 ≤ nrd ≤ n−ak ,
n−
k+1
dk otherwise
.
Let us now put G
(k)
n := G({X1, . . . , Xn}, rk(n)) for 1 ≤ k ≤ K. Observe that (with
probability one) Gn is one of the G
(k)
n , but which k may vary with n. Thus it suffices to
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show that χ(G
(k)
n ) = ω(G
(k)
n ) a.a.a.s. for each k separately (as the intersection of finitely
many events of probability one itself has probability one). Let us thus fix 1 ≤ k ≤ K and
let us set M1 := maxx∈Rd N(B(x;
rk
2
)),M2 := maxx∈Rd N(B(x; 100rk)). Observe that
M1 ≤ ω(G
(k)
n ) ≤ χ(G
(k)
n ) ≤ ∆(G
(k)
n ) + 1 ≤M2. (26)
Now notice that Lemma 3.17 shows that a.a.a.s. it holds that:
M1,M2 ∈ {k, k + 1} (27)
(in the case k = 1 we do not apply (ii), but M1,M2 ≥ 1 is trivially true). To finish
the proof we will derive (deterministically) that if (27) holds then χ(G
(k)
n ) = ω(G
(k)
n )
must also hold. So let us assume that (27) holds. First note that (26) then implies that
∆(G
(k)
n ) ∈ {ω(G
(k)
n ) − 1, ω(G
(k)
n )}. If ∆(G
(k)
n ) = ω(G
(k)
n ) − 1 then we are done, so let us
suppose ∆(G
(k)
n ) = ω(G
(k)
n ). In this case Brooks’ lemma (see for instance [18]) tells us that
χ(G
(k)
n ) = ω(G
(k)
n ) unless ω(G
(k)
n ) = 2 and G
(k)
n contains an odd cycle. Let us therefore
assume ω(G
(k)
n ) = 2. Then we must have k ≤ 2 and hence M2 ≤ 3. But if M2 ≤ 3 then
L(G
(k)
n ) ≤ 3 (where L(G) denotes the order of the largest component of G). To see this
note that if the subgraph induced by Xi1Xi2 , Xi3, Xi4 is connected then ‖Xi1 −Xij‖ < 3rk
for all j ∈ {1, . . . , 4}. But L(G
(k)
n ) ≤ 3 means that the only odd cycles G
(k)
n could possibly
have are triangles. The existence of a triangle would however contradict ω(G
(k)
n ) = 2.
Hence there are no odd cycles and χ(G
(k)
n ) = 2 as required. 2
3.3.2 The proof of Lemma 3.16
We are now ready to combine some of the results in the previous sections to give a proof
of Lemma 3.16:
Proof of Lemma 3.16, part (i): Let ε > 0 be arbitrary. It suffices to show that
χ(Gn)
ω(Gn)
< (1 + ε)x(t) a.a.a.s. (28)
It is clear that Theorem 1.4 takes care of the case when nrd is bounded above by a negative
power of n, because then |χ
ω
− 1| = 0 a.a.a.s. (and x(t) ≥ 1). To deal with larger r we will
need the following lemma on the scan statistic, proved in section 4:
Lemma 3.18 Let W ⊆ Rd be a measurable, bounded set with non-empty interior and
ε > 0. Then there exists a β = β(ε) > 0 such that if n−β ≤ nrd ≤ β lnn then (1−ε)k(n) ≤
MW ≤ (1 + ε)k(n) a.a.a.s. with k(n) = lnn/ ln(
lnn
nrd
).
Let us choose ε′ such that (1+ε
′)2
1−ε′ < 1+ε. and let β = β(ε
′) be the β we get in Lemma 3.18.
Let t1 < · · · < tm be chosen such that t1 = β(ε
′)/σ, tm = t and ti+1/ti < 1 + ε′. We will
again “split” r into associated sequences r0, r1, . . . , rm where
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r0(n) :=
{
r(n) if nrd ≤ n−β ,
n−
β+1
d otherwise
, r1(n) :=
{
r(n) if n−β < nrd ≤ β lnn,
n−
β+1
d otherwise
,
and for 2 ≤ i ≤ m:
ri(n) :=
{
r(n) if ti−1 lnn < σnrd ≤ ti lnn,
( ti lnn
σn
)
1
d otherwise
For 0 ≤ i ≤ m set G
(i)
n := G({X1, . . . , Xn}, ri(n)). So (with probability one) Gn is always
one of the G
(i)
n , but which one is dependent on n. Thus, if we can show that G(0), . . . , G(m)
all satisfy (28) then we are done. As mentioned before, Theorem 1.4 shows that G(0)
satisfies (28). Next, let us consider G(i) with 2 ≤ i ≤ m. We know that a.a.a.s. the
following hold:
χ(G
(i)
n ) ≤ (1 + ε′) supϕ∈F ξ(ϕ, ti)σti lnn,
ω(G
(i)
n ) ≥ (1− ε′)ξ(ϕ0, ti−1)σti−1 lnn,
where we have used Theorem 3.2, Theorem 3.4, and the fact that both ω and χ are
increasing with r. We have
χ(G
(i)
n )
ω(G
(i)
n )
≤
(1 + ε′)ti
(1− ε′)ti−1
·
supϕ∈F ξ(ϕ, ti)
ξ(ϕ0, ti−1)
< (1 + ε)x(ti) ≤ (1 + ε)x(t) a.a.a.s.
Here we have used that ξ(ϕ0, ti−1) > ξ(ϕ0, ti) by definition of ξ, and that x in non-
decreasing.
Let us now consider G(1). Set M1 := maxx N(B(x;
r1
2
)),M2 := maxx N(B(x; r1)). Then
M1 ≤ ω(G
(1)
n ) ≤ χ(G
(1)
n ) ≤ ∆(G
(1)
n ) + 1 ≤M2 and so
1 ≤
χ(G
(1)
n )
ω(G
(1)
n )
≤
M2
M1
.
By Lemma 3.18 we have
M2
M1
≤
1 + ε′
1− ε′
< 1 + ε a.a.a.s.,
which implies that χ(G
(1))
ω(G(1))
< (1 + ε)x(t) a.a.a.s. as required.
Proof of part (ii): This time is suffices to show
(1− ε)x(t) ≤
χ(Gn)
ω(Gn)
≤
1 + ε
δ
a.a.a.s.
We will need the following sharpening of the t = ∞ part of Theorem 3.1. The proof can
again be found in section 4.
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Lemma 3.19 Let ϕ be a tidy function. For every ε > 0 there exists a T = T (ε) such that
if σnrd ≥ T lnn then
(1− ε)k ≤Mϕ ≤ (1 + ε)k a.a.a.s.,
where k = σnrd
∫
ϕ.
Let us choose T large, to be determined later. Let us pick an arbitrary ε′ > 0 such that
(1+ε′)2
1−ε′ < 1 + ε and
1−ε′
1+ε′
> 1− ε, and proceed as in the proof of the previous case, picking
t1 < · · · < tm in such a way that ti+1/ti < 1 + ε
′, t1 = t, tm = T and defining G
(i)
n in the
same way as before for i = 2, . . . , m. Let G
(m+1)
n be the graph with distance threshold
rm+1(n) :=
{
r(n) if σnrd ≥ tm lnn;
( tm lnn
σn
)
1
d otherwise.
Proceeding as in the previous part we know that χ(G
(i)
n )
ω(G
(i)
n )
≤ (1 + ε)x(ti) ≤
1+ε
δ
a.a.a.s. for
2 ≤ i ≤ m. We also have that
χ(G
(i)
n ) ≥ (1− ε′) supϕ∈F ξ(ϕ, ti−1)ti−1 lnn a.a.a.s.,
ω(G
(i)
n ) ≤ (1 + ε′)ξ(ϕ0, ti+1)ti+1 lnn a.a.a.s. ,
and hence:
χ(G
(i)
n )
ω(G
(i)
n )
≥
(1− ε′)ti−1
(1 + ε′)ti
·
supϕ∈F ξ(ϕ, ti−1)
ξ(ϕ0, ti)
> (1− ε)x(ti−1) ≥ (1− ε)x(t) a.a.a.s.,
using again the decreasingness of ξ(ϕ0, t) and the non-decreasingness of x. It remains to
be seen the same is true for G
(m+1)
n (for some choice of T ).
By Lemma 3.6 for any ε′′ > 0 there exists a constant c = c(ε′′) and tidy, (1+ε′′)-feasible
functions ϕ1, . . . , ϕp such that
χ(Gn) ≤ (1 + ε
′′)dmax
i
Mϕi + c,
In fact this bound holds uniformly in r > 0. Now let us set ϕ′i(x) := ϕi((1 + ε
′′)x) then∫
ϕi = (1 + ε
′′)d
∫
ϕ′i ≤ (1 + ε
′′)d θ
2dδ
by Lemma 3.7. Furthermore, from Theorem 3.1 and
Theorem 3.4 (taking t =∞) we see that we also must have (1 + ε′′)maxi=1,...,p
∫
ϕi ≥
θ
2dδ
.
Thus, in view of Lemma 3.19, T, ε′′ can be chosen such that σnrd ≥ T lnn implies:
(1− ε′)
θ
2dδ
≤ lim inf
χ(G
(m+1)
n )
σnrdm+1
≤ lim sup
χ(G
(m+1)
n )
σnrdm+1
≤ (1 + ε′)
θ
2dδ
a.s.,
(1− ε′)
∫
ϕ0 ≤ lim inf
ω(G
(m+1)
n )
σnrdm+1
≤ lim sup
ω(G
(m+1)
n )
σnrdm+1
≤ (1 + ε′)
∫
ϕ0 a.s.
This concludes the proof. 2
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4 Proofs of statements about MW and Mϕ
The proofs in this section make use of the following results on σ.
Proposition 4.1 ([13]) Let W ⊆ Rd be bounded with positive Lebesgue measure and fix
ε > 0. Then there exist Ω(r−d)-many disjoint translates x1+ rW, . . . , xN + rW of rW with
ν(xi + rW )/ vol(rW ) ≥ (1− ε)σ.
A proof can be found in appendix B of [13]. This last result extends to:
Corollary 4.2 Fix ε > 0 and let W ⊆ Rd be bounded and let W1, . . . ,Wk be a partition
of W with vol(Wi) > 0 for all i. Then there exist Ω(r
−d)-many points x1, . . . , xN such
that the sets xi + rWj are pairwise disjoint and ν(xi + rWj)/ vol(rWj) > (1 − ε)σ for all
i = 1, . . . , N, j = 1, . . . , k.
Proof: Set pi :=
vol(Wi)
vol(W )
, p := mini pi. By Proposition 4.1 there exist points x1, . . . , xN
with N = Ω(r−d) such that the sets xi + rW are disjoint and satisfying ν(xi + rW ) ≥
(1 − pε)σ vol(W )rd. By construction the sets xi + rWj are disjoint. We now observe
that ν(xi + rWj) must be ≥ (1 − ε)σ vol(Wj)r
d, because otherwise ν(xi + rW ) < (1 −
pj)σ vol(W )r
d+(1−ε)σpj vol(W )r
d = (1−pjε)σ vol(xi+rW ) ≤ ν(xi+rW ), a contradiction.
2
For the proofs in this section we will also need some bounds on the binomial, Poisson and
multinomial distributions. The following lemma is (one of) the so-called Chernoff-Hoeffding
bound(s). A proof can for instance be found in [15].
Lemma 4.3 Let Z be either binomial or Poisson with µ := EZ > 0. Then it holds that
(i) If k ≥ µ then P(Z ≥ k) ≤ e−µH(
k
µ
);
(ii) If k ≤ µ then P(Z ≤ k) ≤ e−µH(
k
µ
).
Often the upper bound given by Lemma 4.3 is quite close to the truth. The following
lemma gives a lower bound on P(Po(µ) ≥ k) which is sufficiently sharp for our purposes
(see [15] for a proof).
Lemma 4.4 For k, µ > 0 it holds that P(Po(µ) = k) ≥ e
− 1
12k√
2pik
e−µH(
k
µ
).
A direct corollary of lemmas 4.3 and 4.4 is the following result:
Lemma 4.5 For α > 1 it holds that P(Po(µ) > αµ) = e−µH(α)+o(µ).
Another bound on the binomial and Poisson that will be useful in the sequel is the following
standard elementary result (see for instance [12]).
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Lemma 4.6 Let Z be either binomial or Poisson and k ≥ µ := EZ. Then
(
µ
ek
)k ≤ P(Z ≥ k) ≤ (
eµ
k
)k
We will also need the following result, which is due to [9]:
Lemma 4.7 Let (Z1, . . . , Zm) ∼ mult(n; p1, . . . , pm). Then
P(Z1 ≤ k1, . . . , Zm ≤ km) ≤ Π
m
i=1P(Zi ≤ ki).
Proof of Lemma 3.17, part (i): We first remark that it suffices to prove the result for
W a ball. This is because W is bounded and hence we must have W ⊆ B(0;R) for some
R > 0 (and hence alsoMW ≤MB(0;R), so thatMB(0;R) ≤ k impliesMW ≤ k). Furthermore,
since W is a ball it is clear that MW is non-decreasing in r and we may assume without
loss of generality that r is chosen such that nrd = n−α. If some translate of rW contains
k + 1 points, then some Xi has at least k other points at distance ≤ 2Rr. Hence
P(MW ≥ k + 1) ≤ P(∃i : N(B(Xi; 2Rr) ≥ k + 1) ≤ nP(N(B(X1; 2Rr)) ≥ k + 1).
Note that
P(N(B(X1; 2Rr)) ≥ k + 1) ≤ P(Bi(n, σθ2
dRdrd) ≥ k) ≤ ( eσθ2
dRdnrd
k
)k
= O(n−kα),
where we have used Lemma 4.6. As α > 1
k
, we have α′ := kα− 1 > 0. We find
P(MW ≥ k + 1) = O(n
−α′).
Unfortunately this expression is not necessarily summable in n so we cannot apply the
Borel-Cantelli lemma directly. However, setting K := ⌈ 1
α′
⌉+ 1, we may conclude that
P(MW (m
K , r(mK)) ≤ k for all but finitely many m) = 1,
because
∑
m(m
K)−α
′
<∞. We now claim that from this it can be deduced that MW ≤ k
a.a.a.s. Note that
lim
m→∞
r((m− 1)K)
r(mK)
= 1,
because nrd = n−α. Consequently γ := supm
r((m−1)K )
r(mK )
<∞. By the previous we may also
conclude that
P(MγW (m
K , r(mK)) ≤ k for all but finitely many m) = 1.
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Let n,m be such that (m − 1)K < n ≤ mK . Note that for any x ∈ Rd it holds
that x + r(n)W ⊆ x + γr(mK)W as γr(mK) ≥ r((m − 1)K) > r(n). In other words if
MW (n) ≥ k + 1 then also MγW (m
K) ≥ k + 1. Thus it follows that
P(MW (n, r(n)) ≤ k for all but finitely many n) = 1,
as required.
Proof of (ii): We may again assume that W is a ball. This is because W has non-empty
interior and it must therefore contain some ball B, so that it suffices to show MB ≥ k
a.a.a.s. Again, by the fact that MW is non-decreasing in r (when W is a ball) we may
assume wlog that r is chosen such that nrd = n−β . By Proposition 4.1 we can find disjoint
translates W1, . . . ,WN of rW satisfying ν(Wi) ≥ (1 − ε)σ vol(W )r
d where N = Ω(r−d).
Now notice that the joint distribution of (N(W1), . . . ,N(WN),N(R
d\∪iWi)) is multinomial,
so that we can apply Lemma 4.7 to see that
P(MW ≤ k − 1) ≤ P(N(W1) ≤ k − 1, . . . ,N(WN ) ≤ k − 1) ≤ Π
N
i=1P(N(Wi) ≤ k − 1).
The (marginal) distribution of N(Wi) is Bi(n, ν(Wi)), so that Lemma 4.6 tells us that
P(N(Wi) ≥ k) ≥ (
n(1− ε)σ vol(W )rd
ek
)k = cn−kβ.
Thus
P(MW ≤ k − 1) ≤ (1− cn
−kβ)N ≤ exp[−cn−kβN ].
As nrd = n−β we have r−d = n1+β . As β < 1
k−1 we also have β
′ := 1 + β − kβ > 0, so that
n−kβN = Ω(nβ
′
). Thus
P(MW ≤ k − 1) ≤ exp[−Ω(n
β′)],
which is summable in n. It follows from the Borel-Cantelli lemma that MW ≥ k a.a.a.s.
as required. 2
Proof of Lemma 3.18: As in the proof of the previous lemma we may again assume that
W is a ball. Set k(n) := lnn/ ln( lnn
nrd
). Let us first consider the lower bound. Completely
analogously to the proof of Lemma 3.17, item (ii), we have
P(MW ≤ (1− ε)k) ≤ (1− P(Bi(n, Cr
d) ≥ (1− ε)k))Ω(r
−d)
≤ exp[−Ω(r−d(
Cnrd
e(1− ε)k
)(1−ε)k)]
= exp[−Ω(r−d exp[−(1− ε)k(ln(
k
nrd
) +D)])], (29)
with C := (1− ε)σ vol(W ), D := ln( e(1−ε)
C
). By choice of k:
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k(ln(
k
nrd
) +D) =
lnn
ln( lnn
nrd
)
[
ln(
lnn
nrd
)− ln(ln(
lnn
nrd
)) +D
]
= lnn
[
1− ln(ln(
lnn
nrd
))/ ln(
lnn
nrd
) +D/ ln(
lnn
nrd
)
]
. (30)
If n−β ≤ nrd ≤ β lnn then lnn
nrd
≥ 1
β
. Thus, if β = β(ε) > 0 is chosen small enough then:
k(ln(
k
nrd
) +D) =
(
1 +
D − ln(ln( lnn
nrd
))
ln( lnn
nrd
)
)
lnn ≤ lnn. (31)
Also note that r−d ≥ n
β lnn
= n1+o(1). Combining this with (29) and (31), we get
P(MW ≤ (1− ε)k) ≤ exp[−Ω(r
−de−(1−ε) lnn)] = exp[−Ω(r−dn−1+ε+o(1))]
≤ exp[−nε+o(1)].
This last expression sums in n, so we may conclude that MW ≥ (1 − ε)k a.a.a.s. if
n−β ≤ nrd ≤ β lnn for β = β(ε) > 0 sufficiently small.
Let us now shift attention to the upper bound. As in the proof of item (i) of Lemma 3.17
the obvious upper bound on P(MW ≥ (1+ε)k) does not sum in n. Unfortunately the trick
we applied there does not seem to work here and we are forced to use a more elaborate
method. For s > 0 let us set
M(n, s) := max
x∈Rd
N(x+ sW ), k(n, s) := lnn/ ln(
lnn
nsd
).
Note that k(n, s) is increasing in n and s and so is M(n, s) (because W is a ball). The
rough idea for the rest of the proof is as follows. We fix a (large) constant K. Given n we
appoximate n by mK , chosen to satisfy (m − 1)K < n ≤ mK , and we approximate r by
s˜ ≥ r, which is one of O(lnm) candidate values s1, . . . , sN(m), in such a way that
(a) M(mK , s˜) ≤ (1 + ε
2
)k(mK , s˜) a.a.a.s.
(b) (1 + ε
2
)k(mK , s˜) ≤ (1 + ε)k(n, r);
Note that M(mK , s˜) ≥ M(n, r(n)) because mK ≥ n, s˜ ≥ r and W is a ball, and that
combining this with items (a) and (b) will indeed show that M(n, r) ≤ (1 + ε)k a.a.a.s.
The reason we have chosen this setup is that if the constant K is chosen sufficiently large
we will be able to use the Borel-Cantelli lemma to establish (a), making use of the fact
that we are only considering a subsequence of N and s˜ is one of O(lnm) candidate values.
Let us pick s1(n) < s2(n) < . . . such that k(n, si(n)) = i. Let us denote by A(n) the
event
A(n) := {M(n, si(n)) > (1 +
ε
2
)i for some 1 ≤ i < I(n)},
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with I(n) := lnn/ ln( 1
2β
), the value of k(n, s) corresponding to nsd = 2β lnn, where β =
β(ε) is to be determined later (note that k(n, s) = i implies that ln( lnn
nsd
) = lnn
i
). By
computations done in the proof of (i) of Lemma 3.17 we know that
P(M(n, s) > (1 +
ε
2
)k(n, s)) ≤ n
(
Cnsd
k(n, s)
)(1+ ε
2
)k(n,s)
= ne−(1+
ε
2
)k(n,s)(ln(
k(n,s)
nsd
)+D), (32)
for appropriately chosen constants C,D. We may assume wlog that D ≤ 0. By (30) we
have that
k(n, s)(ln
(
k(n, s)
nsd
)
+D) ≥ lnn(1 +
D
ln( lnn
nsd
)
).
If s1 ≤ s ≤ s⌊I⌋ then lnn/(nsd) ≥ 12β . Hence, by taking β = β(ε) sufficiently small we can
guarantee that for s1 ≤ s ≤ s⌊I⌋:
(1 +
ε
2
)(1 +
D
ln( lnn
nsd
)
) ≥ (1 +
ε
2
)(1 +
D
ln( 1
2β
)
) > 1,
as we assumed wlog that D ≤ 0. Let us write 1+ c := (1+ ε
2
)(1+ D
ln( 1
2β
)
). By (32) we have
that for s1(n) ≤ s ≤ s⌊I(n)⌋(n):
P(M(n, s) ≥ (1 +
ε
2
)k(n, s)) ≤ ne−(1+
ε
2
)k(n,s)(ln(k(n,s)
nsd
)+D) ≤ n−c+o(1).
It also follows that
P(A(n)) ≤ I(n)n−c+o(1) = n−c+o(1).
This last expression does not necessarily sum in n, but if we take K such that Kc > 1
then we can apply Borel-Cantelli to deduce that (a) holds, ie.:
P(A(mK) holds for at most finitely many m) = 1.
Now let n ∈ N be arbitrary and let m be such that (m − 1)K < n ≤ mK . Let i be
such that si(m
K) ≤ r(n) < si+1(m
K). We first remark that if n−β ≤ nrd ≤ β lnn then
(mK)−β ≤ mKrd ≤ ( m
m−1)
Kβ ln(mK), giving:
1 + o(1)
β
≤ k(mK , r) ≤ −(1 + o(1))
ln(mK)
ln(β)
.
So for n sufficiently large, we must have 1
2β
< i < I(mK). To complete the proof we now
aim to show that (for n large enough)
{M(n, r(n)) ≥ (1 + ε)k(n, r(n))}
⇓
{M(mK , si+1(m
K)) ≥ (1 + ε
2
)k(mK , si+1(m
K))}.
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It suffices to show that (1 + ε)k(n, r(n)) ≥ (1+ ε
2
)k(mK , si+1(m
K)), because M(n, r(n)) ≤
M(mK , si+1(m
K)) (W is a ball). To this end, notice that
k(n, r(n)) ≥ k((m− 1)K , si(m
K))
= ln((m− 1)K)/ ln( ln((m−1)
K
(m−1)Ksi(mK ))
=
(
ln(mK) + ln((m−1
m
)K)
)
/
(
ln( ln(m
K)
mKsi(mK )
) + ln( ln(m−1)
KmK
ln(mK )(m−1)K )
)
=
(
ln(mK) +O( 1
m
)
)
/
(
ln(mK )
i
+O( 1
m
)
)
= ln(mK)(1 + o(1))/ ln(m
K )
i
(1 + o(1))
= i(1 + o(1)),
where in the fourth line we’ve used that ln(1+x) = O(x), the definition of si(m
K) and that
1 ≤ ln(m−1)
KmK
ln(mK )(m−1)K ≤ (
m
m−1)
K , and in the fifth line we’ve used that ln(m
K)
i
≥ ln(m
K )
I(mK)
= ln( 1
2β
).
So if n is sufficiently large, and β = β(ε) > 0 is chosen sufficiently small then
(1 + ε)k(n, r(n)) ≥ (1 + ε)(1 + o(1))i ≥ (1 + ε
2
)(1 + 2β)i
≥ (1 + ε
2
)(1 + 1
i
)i = (1 + ε
2
)(i+ 1)
= (1 + ε
2
)k(mK , si+1(m
K)),
as required, where we’ve used that i ≥ 1
2β
. 2
Lemma 3.18 also allows us to deduce the following corollary, which is of independent
interest and extends lemma 5.3 of [12].
Corollary 4.8 Let W ⊆ Rd be bounded with non-empty interior. If n−ε ≪ nrd ≪ lnn for
all ε > 0 then
MW
k(n)
→ 1 a.s.,
with k(n) := lnn/ ln( lnn
nrd
).
Proof of Lemma 3.19: Let us first observe that it suffices to prove the result for ϕ a
simple function, because the functions ϕ we are considering can be well approximated by
the functions ϕlowerm , ϕ
upper
m defined by:
ϕlowerm :=
⌈m·maxϕ⌉∑
k=1
(
k − 1
m
)1{k−1
m
<ϕ≤ k
m
}, ϕ
upper
m :=
⌈m·maxϕ⌉∑
k=1
(
k
m
)1{k−1
m
<ϕ≤ k
m
},
Here we mean by “well approximated” that ϕlowerm ≤ ϕ ≤ ϕ
upper
m for all m and
lim
m→∞
∫
ϕlowerm = lim
m→∞
∫
ϕupperm = ξ(ϕ, t). (33)
Observe that (33) follows from the dominated convergence theorem (ϕ is bounded and has
bounded support). Also observe that the sets {ϕupperm > a} = {ϕ >
⌊am⌋
m
} and {ϕlowerm >
a} = {ϕ > ⌈am⌉
m
} have a small neighbourhood for all a.
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Clearly Mϕlowerm ≤ Mϕ ≤ Mϕupperm . Thus the result for non-simple functions will follow
from the result for simple functions by taking m such that
∫
ϕupperm −
∫
ϕlowerm <
ε
3
∫
ϕ and
setting T := max(T1, T2), where T1 is the value of T (
ε
3
) we get from the result for simple
functions applied to ϕupperm and T2 is the value of T (
ε
3
) we get from the result for simple
functions applied to ϕlowerm .
In the remainder of the proof we will always assume that ϕ =
∑m
i=1 ai1Ai is a simple
function with the sets Ai disjoint and bounded and that {ϕ > a} has a small neighbourhood
for all a. Let us set
k := σnrd
∫
ϕ. (34)
It remains to show that (1 − ε)k ≤ Mϕ ≤ (1 + ε)k a.a.a.s., whenever σnr
d ≥ T lnn for
some sufficiently large T = T (ε).
Proof of lower bound: Let N ∼ Po((1− ε
100
)n) be independent from X1, X2, . . . . It will
be useful to consider X1, . . . , XN (rather than X1, . . . , Xn), because they constitute the
points of a Poisson process with intensity function (1− ε
100
)nf (where f is the probability
density function of ν), see for instance [7].
By corollary 4.2 there are Ω(r−d) points x1, . . . , xK such that ν(xi + rAj) ≥ (1 −
ε
100
)σ vol(Aj)r
d for all 1 ≤ i ≤ K, 1 ≤ j ≤ m and the sets xi + rAj are disjoint. For the
current proof we will only need that K ≥ 1, but the fact that K = Ω(r−d) will be needed
for the proof of Theorem 3.1, which proceeds along similar lines as the current proof. Let
us set Mi :=
∑N
j=1 ϕ(
Xj−xi
r
), so that
Mi = a1NN (xi + rA1) + · · ·+ amNN(xi + rAm),
where NN(B) := |{X1, . . . , XN} ∩ B| denotes the number of points of the Poisson process
in B. Note that NN (xi + rAj) is a Poisson random variable with mean at least
µj := (1−
ε
100
)2σ vol(Aj)nr
d.
Setting
M ′ϕ := sup
x∈Rd
N∑
i=1
ϕ(
Xi − x
r
),
we have
P(M ′ϕ ≤ (1− ε)k) ≤ P(M1 ≤ (1− ε)k, . . . ,MK ≤ (1− ε)k) = Π
K
i=1P(Mi ≤ (1− ε)k),
where in the last equality we have used that distinct Mi depend on the points of a Poisson
process in disjoint areas of Rd and hence theMi are independent. If Z = a1Z1+ · · ·+amZm
with the Zj independent Poisson variables satisfying EZj = µj then Mi stochastically
dominates Z, so that:
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P(Mϕ ≤ (1− ε)k) ≤ P(M
′
ϕ ≤ (1− ε)k) + P(N > n) ≤ P(Z ≤ (1− ε)k)
K + P(N > n),
and consequently, by Lemma 4.3
P(Mϕ < (1− ε)k) ≤ P(Z < (1− ε)k) + P(N > n) ≤ P(Z < (1− ε)k) + e
−αn,
where α := (1 − ε
100
)H( 1
1− ε
100
) (and we’ve used that K = Ω(r−d) is ≥ 1 for n sufficiently
large). On the other hand (using Lemma 4.3):
P(Z ≤ (1− ε)k) ≤
∑m
i=1 P(Zi ≤
1−ε
(1− ε
100
)2
µi)
≤ m ·maxi P(Po(µi) ≤
1−ε
(1− ε
100
)2
µi)
≤ m · exp[−mini µiH
(
1−ε
(1− ε
100
)2
)
].
Now suppose that T has been chosen in such a way that (and we may suppose this)
T · (1−
ε
100
)2 ·min
i
vol(Ai) ·H
(
1− ε
(1− ε
100
)2
)
≥ 2.
It follows that
∑
n P(Mϕ < (1 − ε)k) ≤ m
∑
n n
−2 +
∑
n e
−αn < ∞, which concludes the
proof of the lower bound.
Proof of upper bound: We may assume wlog that a1 > a2 > · · · > am > 0 and that
the sets Ai are disjoint (note the Ai are bounded by assumption). Recall that Aη denotes
A+B(0; η) = ∪a∈AB(a; η). For η > 0 let ϕη be defined by
ϕη(x) :=
{
ai if x ∈ (Ai)η \
⋃
j<i(Aj)η,
0 if x 6∈ (Ai)η for all 1 ≤ i ≤ m.
,
and let η be chosen such that
∫
ϕη ≤ (1 +
ε
100
)
∫
ϕ. This can be done, because:
vol((Ai)η \
⋃
j<i(Aj)η)− vol(A) = vol((
⋃
j≤iAj)η \ (
⋃
j<iAj)η)− vol((
⋃
j≤iAj) \ (
⋃
j<iAj))
= (vol((
⋃
j≤iAj)η)− vol(
⋃
j≤iAj))
−(vol((
⋃
j<iAj)η)− vol(
⋃
j<iAj)),
and this can be made arbitrarily small by taking η > 0 small, since the sets
⋃
j≤iAj =
{ϕ > ai+1} and
⋃
j<iAj = {ϕ > ai} have small neighbourhoods. Thus we can choose η
so that vol((Ai)η \
⋃
j<i(Aj)η) ≤ (1 +
ε
100
) vol(Ai) for all i, and then we also have
∫
ϕη =∑
i ai vol((Ai)η \
⋃
j<i(Aj)η) ≤ (1+
ε
100
)
∑
i ai vol(Ai) = (1+
ε
100
)
∫
ϕ. Clearly ϕη(x) ≥ ϕ(x)
for all x giving Mϕη ≥Mϕ.
Similarly to what we did for the lower bound, let N ∼ Po((1 + ε
100
)n) be independent
of the Xi and set
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M ′ϕ := max
x∈Rd
N∑
j=1
ϕ(
Xj − x
r
).
We have
P(Mϕ > (1 + ε)k) ≤ P(M
′
ϕ > (1 + ε)k) + P(N < n) ≤ P(M
′
ϕ > (1 + ε)k) + e
−αn, (35)
for some α > 0 (where we have used the Lemma 4.3). Again the points X1, . . . , XN are
the points of a Poisson process, this time with intensity function (1 + ε
100
)nf .
Let R > 0 be a fixed constant such that the support of ϕη is contained in [
−R
2
, R
2
)d
(R exists because we assumed the Ai are bounded). Let U be uniform on [0, rR)
d and let
Γ(U) be the random set of points U + rRZd (= {U + rRz : z ∈ Zd}). For x ∈ Rd let Mx
be the random variable given by
∑N
j=1 ϕη(
Xj−x
r
). Let us define
M(U) := max
z∈Γ(U)
Mz.
If ‖p − q‖ ≤ ηr then ϕη(
x−p
r
) ≥ ϕ(x−q
r
) for all x by definition of ϕη. For any q ∈ R
d, the
probability that some point of Γ(U) lies in B(q; ηr) equals
P(Γ(U) ∩B(q; ηr) 6= ∅) =
θηd
Rd
.
(We may assume wlog thatR is much larger than η.) Because
∑N
j=1 ϕ(
Xj−x
r
) ≤
∑N
j=1 ϕη(
Xj−y
r
)
whenever ‖x− y‖ < ηr, this gives the following inequality:
P(M(U) ≥ (1 + ε)k|M ′ϕ ≥ (1 + ε)k) ≥
θηd
Rd
.
We find:
P(M ′ϕ ≥ (1 + ε)k) ≤
Rd
θηd
P(M(U) ≥ (1 + ε)k). (36)
Let us now bound P(M(U) ≥ (1 + ε)k). To do this we will condition on U = u and give a
uniform bound on P(M(u) ≥ (1+ε)k). The random variablesMz, z ∈ Γ(u) can be written
as a1Mz,1 + · · ·+ amMz,m with the Mz,i independent Poisson variables with means
EMz,i ≤ (1 +
ε
100
)2 vol(Ai)σnr
d =: µi.
Let us partition Γ(u) into subsets Γ1, . . . ,ΓK with K = O(r
−d) such that∑
z∈Γj
EMz,i ≤ µi for all i ∈ {1, . . . , m}. (37)
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To see that this can be done, notice we can inductively choose maximal subsets Γj ⊆
Γ(u) \
⋃
j′<j Γj′ with the property
∑
z∈Γj EMz,i ≤ µi for all i ∈ {1, . . . , m} (where by
maximal we mean that the addition to Γj of any z 6∈
⋃
j′≤j Γj′ would violate this last
property). With the Γj chosen in this way, we must have that Γj ∪ {z} violates one of the
constraints (37) for any z ∈ Γj+1. Thus, in particular
∑m
i=1
∑
z∈Γj∪Γj+1 EMz,i > mini µi if
Γj+1 6= ∅. Consequently, if we were able to select K subsets Γj we must have
⌊
K − 1
2
⌋min
i
µi ≤
K∑
j=1
m∑
i=1
∑
z∈Γj
EMz,i ≤ (1 +
ε
100
)n,
where the second inequality follows because theMz,i correspond to the number of points of
a Poisson process of total intensity (1 + ε
100
)n in disjoint regions of Rd. So we must indeed
have K = O(r−d), and that the process of selecting Γj must have stopped after O(r−d)
many Γj were selected.
Set MΓj :=
∑
z∈Γj Mz. As Γ(u) =
⋃
j Γj we have
M(u) = max
z∈Γ(u)
Mz ≤ max
j
MΓj .
Note the MΓj are stochastically dominated by Z = a1Z1 + · · ·+ amZm, where the Zi are
independent with Zi ∼ Po(µi). Thus
P(M(u) ≥ (1 + ε)k) ≤ KP(Z ≥ (1 + ε)k).
Because this bound does not depend on the choice of u we can also conclude
P(M(U) ≥ (1 + ε)k) =
∫
[0,rR)d
P(M(u) ≥ (1 + ε)k)fU(u)du
≤ KP(Z ≥ (1 + ε)k), (38)
where fU is the probability density function of U . We then have:
P(Z ≥ (1 + ε)k) = P(
∑
aiZi ≥
1+ε
(1+ ε
100
)2
∑
i aiµi) ≤
∑m
i=1 P(Zi ≥
1+ε
(1+ ε
100
)2
µi)
≤ m · exp[−mini µiH
(
1+ε
(1+ ε
100
)2
)
],
using Lemma 4.3. Now suppose that T = T (ε) has been in such a way that (and we may
suppose this):
T · (1 +
ε
100
)2 ·min
i
vol(Ai) ·H
(
1 + ε
(1 + ε
100
)2
)
≥ 3,
so that
exp[−min
i
µiH
(
1 + ε
(1 + ε
100
)2
)
] ≤ n−3,
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whenever σnrd ≥ T lnn. Because K = O(r−d) and σnrd ≥ T lnn, we have that K = O(n).
By (38) we then also have P(M(U) ≥ (1 + ε)k) = O(n−2). Combining this with (35)
and (36) we find
P(Mϕ ≥ (1 + ε)k) = O(n
−2).
The Borel-Cantelli lemma now gives the result. 2
Our next target will be to prove Theorem 3.1. We will do this along the lines of the proof
of Lemma 3.19. We will however need a generalisation of the Chernoff bound to weighted
sums of Poisson variables, which is given by the following lemma.
Lemma 4.9 Let X1, . . . , Xm be independent Poisson variables with Xi ∼ Poi(λiµ) where
λi > 0 is fixed, and set Z := a1X1 + · · ·+ amXm with a1, . . . , am > 0 fixed. Then for s > 0
(fixed):
P(Z ≥ µ
∑
i
λiaie
ais) = exp[−µ
∑
i
λiH(e
ais) + o(µ)]
Proof: The moment generating function of Z (evaluated at s) is
EesZ = ΠiEe
aisXi = exp[
∑
i
λiµ(e
ais − 1)].
Hence Markov’s inequality gives
P(Z > µ
∑
i λiaie
ais) = P(esZ > eµs
P
i λaie
ais) ≤ exp[
∑
i µλi(e
ais − 1)− µs
∑
i λiaie
ais]
= exp[−µ
∑
i λi(aise
ais − eais + 1)] = exp[−µ
∑
i λiH(e
ais).]
On the other hand,
P(Z > µ
∑
i
λiaie
ais) ≥ P(X1 ≥ µλ1e
a1s, . . . , Xm ≥ µλme
ams) = exp[−µ
∑
i
λiH(e
ais)+o(µ)],
using Lemma 4.5. 2
Proof of Theorem 3.1: The case when t = ∞ follows from Lemma 3.19, so we only
need to consider t < ∞ here. We shall proceed as in the proof of Lemma 3.19. Again it
suffices to prove Theorem 3.1 for ϕ a simple function, because the functions ϕ considered
can be well approximated by the functions ϕlowerm , ϕ
upper
m defined in the proof of Lemma 3.19,
where this time we mean by “well approximated” that
lim
m→∞
ξ(ϕlowerm , t) = lim
m→∞
ξ(ϕupperm , t) = ξ(ϕ, t). (39)
Observe that (39) follows from part (vi) of Lemma 2.1 (ϕ is bounded and has bounded
support). So the result for non-simple functions will follow from the result for simple
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functions by noticing that Mϕlowerm ≤ Mϕ ≤ Mϕupperm for all m and taking m → ∞. We
remark that if ϕ =
∑m
i=1 ai1Ai is a simple function with the sets Ai disjoint, then∫
Rd
ϕ(x)esϕ(x)dx =
∑m
i=1 aie
sai vol(Ai),∫
Rd
H(esϕ(x))dx =
∑m
i=1H(e
sai) vol(Ai).
Let us set
k := ξ(ϕ, t)σnrd. (40)
Again it suffices to prove that (1 + ε)k ≤Mϕ ≤ (1 + ε)k a.a.a.s., for any ε > 0.
Proof of lower bound: We will proceed as in the proof of the lower bound in Lemma 3.19.
We again have that:
P(Mϕ ≤ (1− ε)k) ≤ P(Z ≤ (1− ε)k)
K + e−αn, (41)
where α > 0 is a fixed constant, K = Ω(r−d), and Z = a1Z1 + · · · + amZm with the Zi
independent Po(µi)-random variables, where µi := (1−
ε
100
)2σnrd vol(Aj). We can write
P(Z ≤ (1− ε)k) = P(Z ≤
(1− ε)
(1− ε
100
)2
m∑
i=1
aie
saiµi) = P(Z ≤
m∑
i=1
aie
s′aiµi),
where s′ = s′(t, ε) solves
∑m
i=1 aie
s′ai vol(Ai) =
(1−ε)
(1− ε
100
)2
∑m
i=1 aie
sai vol(Ai). Note s
′ < s and
(provided ε is small enough) also s′ > 0. Lemma 4.9 now gives:
1−P(Z ≤ (1−ε)k) = P(Z > (1−ε)k) = exp[−(1−
ε
100
)2σnrd(
m∑
i=1
H(eais
′
) vol(Ai)+o(1))]
As 0 < s′ < s we have that
∑m
i=1H(e
ais′) vol(Ai) <
∑m
i=1H(e
ais) vol(Ai) =
1
t
. Conse-
quently there is a constant c = c(t, ε) > 0 such that
P(Z > (1− ε)k) = exp[−(1− c+ o(1)) lnn] = n−1+c+o(1).
It follows that
P(Z ≤ (1− ε)k)K ≤ (1− n−1+c+o(1))K ≤ exp[−Kn−1+c+o(1)] ≤ exp[−nc+o(1)],
using that K is at least n1+o(1) (as K = Ω(r−d) and r−d ∼ n
t lnn
), we see that the right
hand side of (41) sums in n, so that we may conclude that Mϕ ≥ (1 − ε)k a.a.a.s. by
Borel-Cantelli.
Proof of upper bound: Let N,M ′ϕ, η, ϕη,M(U) be as in the proof of the upper bound
in Lemma 3.19. We again have
P(M(U) ≥ (1 + ε)k) ≤ KP(Z ≥ (1 + ε)k),
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where K = O(r−d) and Z = a1Z1 + · · ·+ amZm, with the Zi independent Po(µi) random
variables, where µi := (1 +
ε
100
)2 vol(Ai)σnr
d. We now have
P(Z ≥ (1 + ε)k) = P(Z ≥
1 + ε
(1 + ε
100
)2
∑
i
aie
saiµi) = P(Z ≥
∑
i
aie
s′aiµi),
where s′ = s′(ε, t) is such that
∑m
i=1 aie
s′ai vol(Ai) =
1+ε
(1+ ε
100
)2
∑m
i=1 aie
sai vol(Ai). Note that
s′ > s, giving
∑
iH(e
s′ai) vol(Ai) >
∑
iH(e
sai) vol(Ai) =
1
t
, and consequently∑
i
H(es
′ai)µi = (1 +
ε
100
)2σnrd
∑
i
H(es
′ai) vol(Ai) = (1 + c+ o(1)) lnn,
for some c = c(ε, t) > 0. Since K = O(r−d) ≤ n for n large enough we find that:
P(M(U) ≥ (1 + ε)k) ≤ nP(Z > (1 + ε)k) = n exp[−(1 + c+ o(1)) lnn] = n−c+o(1). (42)
Unfortunately this does not necessarily sum in n, so we will have to use a more elaborate
method than the one used in Lemma 3.19. Note that for any 0 < η′ < η we have, completely
analogously to (36):
P(M ′ϕη′ ≥ (1 + ε)k) ≤
Rd
θ(η − η′)d
P(M(U) ≥ (1 + ε)k), (43)
By (43) and (35) we also have that for all 0 ≤ η′ < η:
P(Mϕη′ ≥ (1 + ε)k) ≤ n
−c+o(1) + e−αn = n−c+o(1).
Although the right hand side does not necessarily sum in n, it does hold that if L > 0
is such that cL > 1 then we can apply the Borel-Cantelli lemma to show that
P(Mϕη′ (m
L, r(mL)) < (1 + ε)k(mL) for all but finitely many m) = 1. (44)
We now claim that from this we can conclude that in fact Mϕ ≤ (1 + 2ε)k a.a.a.s. To this
end, let n ∈ N be arbitrary and let m = m(n) be such that (m−1)L < n ≤ mL. The claim
follows if we can show that (for n sufficiently large)
{Mϕη′ (m
L, r(mL)) ≤ (1 + ε)k(mL)} ⇒ {Mϕ(n) ≤ (1 + 2ε)k(n)}. (45)
To this end we will first establish that (for n sufficiently large and) for any x, y:
ϕ(
y − x
r(n)
) ≤ ϕη′(
y − x
r(mL)
). (46)
Since the support of ϕ is contained in [−R
2
, R
2
]d we are done if ‖y−x
r(n)
‖ > diam([0, R
2
]d) =: γ.
If on the other hand ‖y−x
r(n)
‖ ≤ γ then ‖y−x
r(n)
− y−x
r(mL)
‖ = |1− r(n)
r(mL)
|‖y−x
r(n)
‖ ≤ |1− r(n)
r(mL)
|γ = o(1)
(because nrd ∼ t lnn giving r(n) = (1 + o(1))r(ml)), so that for n sufficiently large this is
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< η′ and thus (46) holds uniformly for all x, y (for such sufficiently large n), as required.
Since we also have k(n) = (1+o(1))k(mL), equation (45) does indeed hold for n sufficiently
large, which concludes the proof. 2
5 Proof of Lemma 2.1
The case t = ∞ is always trivial, so in the proofs we will only consider the case when
t < ∞. On several occasions in the proof below we will differentiate an integral over
x ∈ Rd wrt a parameter s and swap the order of integration. In all cases this can again be
justified by means of the fundamental theorem of calculus and Fubini’s theorem, as in the
proof of Lemma 3.14.
Proof of (i): If we differentiate the equation t
∫
H(esϕ) = 1 wrt t we find:
0 =
∫
H(esϕ) + t
∫
s′sϕ2esϕ =
1
t
+ s′st
∫
ϕ2esϕ,
which gives
s′ =
−1
t2s
∫
ϕ2esϕ
.
Thus
d
dt
ξ(ϕ, t) =
∫
s′ϕ2esϕ =
−1
t2s
.
Now notice that ϕ ≤ ψ implies s(ϕ, t) ≥ s(ψ, t), so that for all 0 < t <∞:
d
dt
ξ(ϕ, t) ≥
d
dt
ξ(ψ, t),
which implies that ξ(ψ, t) − ξ(ϕ, t) is non-increasing. Finally, limt→∞ ξ(ψ, t) − ξ(ϕ, t) =∫
ψ −
∫
ϕ ≥ 0, so that we must have ξ(ψ, t) ≥ ξ(ϕ, t) for all t > 0.
Proof of (iii): We must have s(λϕ, t) = s(ϕ, t)/λ as
∫
H(es(ϕ,t)ϕ) =
∫
H(es(λϕ,t)λϕ) = 1
t
.
So indeed ξ(λϕ, t) =
∫
λϕes(λϕ,t)λϕ = λ
∫
ϕes(ϕ,t)ϕ = λξ(ϕ, t).
Proof of (iv): Note that the substitution y = λx gives that:
1
t
=
∫
Rd
H(esφ(λx))dx = λ−d
∫
Rd
H(esϕ(y))dy,
so that s(ϕλ, t) = s(ϕ, λ
−dt). Using the same substitution we get
ξ(ϕλ, t) = λ
−d
∫
Rd
ϕ(y)es(ϕ,λ
−dt)ϕ(y)dy = λ−dξ(ϕ, λ−dt).
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The upper bound now follows from the fact that λ−d > 1 and that s(ϕ, t) is decreasing in
t. The lower bound follows from part (vii), to be proved independently below, because∫
ϕλ1{ϕλ≥a} = λ
−d ∫ ϕ1{ϕ≥a} for all a (again by the substitution y = λx).
Proof of (vi): For any fixed s ≥ 0 the dominated convergence theorem (using that
H(esϕn) ≤ H(esψ) and
∫
H(esψ) <∞) gives
lim
n→∞
∫
H(esϕn) =
∫
H(esϕ),
which shows that limn→∞ s(ϕn, t) = s(ϕ, t). Thus, for all ε > 0 and n sufficiently large:∫
ϕne
(s(ϕ,t)−ε)ϕn ≤ ξ(ϕn, t) ≤
∫
ϕne
(s(ϕ,t)+ε)ϕn ≤
∫
ψe(s(ϕ,t)+ε)ψ.
As
∫
ψe(s(ϕ,t)+ε)ψ <∞ the dominated convergence theorem also gives that∫
ϕe(s(ϕ,t)−ε)ϕ ≤ lim inf ξ(ϕn, t) ≤ lim sup ξ(ϕn, t) ≤
∫
ϕe(s(ϕ,t)+ε)ϕ.
Two more applications of the the dominated convergence theorem now yield
lim
ε→0
∫
ϕe(s(ϕ,t)−ε)ϕ = lim
ε→0
∫
ϕe(s(ϕ,t)+ε)ϕ = ξ(ϕ, t),
giving the result.
Proof of (ii): Now that (vi) has been established, we see that it suffices to take ϕ, ψ
simple functions. If ϕ =
∑m
i=1 ai1Ai (with the Ai disjoint) then ξ(ϕ, t) depends only on
the values ai and vol(Ai). Similarly if ψ :=
∑k
i=1 bi1Bi (with the Bi disjoint) then ξ(ψ, t)
depends only on the values bi, vol(Bi) and similarly ξ(ϕ+ψ, t) is determined by the numbers
vol(Ai ∩ Bj), vol(Ai \
⋃k
j=1Bj), vol(Bj \
⋃m
i=1Ai) and the ai, bj. We may therefore assume
that all these sets have small neighbourhoods (by taking two different functions if needed).
This means we are assuming ϕ, ψ and ϕ+ψ all satisfy the conditions of Theorem 3.1. Now
notice that
Mϕ+ψ = supx
∑n
i=1(ϕ(
Xi−x
r
) + ψ(Xi−x
r
))
≤ supx
∑n
i=1 ϕ(
Xi−x
r
) + supy
∑n
i=1 ψ(
Xi−y
r
)) =Mϕ +Mψ.
The result now follows from Theorem 3.1.
Proof of (v): Reasoning as in the proof of part (ii) we see that we may assume wlog that
ϕ satisfies the conditions of Theorem 3.1. Let r satisfy nrd ∼ t lnn. Let us put λ =
(
t
t+h
) 1
d .
By Theorem 3.1 we have:
lim
n→∞
Mϕ(n, λ
−1r)
σλ−dnrd
= ξ(ϕ, t+ h) a.s. (47)
Now observe that:
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Mϕ(n, λ
−1r) = sup
x∈Rd
n∑
j=1
ϕ
(
Xj − x
λ−1r
)
= sup
y∈Rd
n∑
j=1
ϕλ
(
Xj − y
r
)
=Mϕλ(n, r).
Now ϕλ also satisfies the conditions of Theorem 3.1 (as ϕ does) so that we see that:
lim
n→∞
Mϕ(n, λ
−1r)
σnrd
= ξ(ϕλ, t) a.s. (48)
Combining (47) and (48) it follows that ξ(ϕ, t+ h) = ( t
t+h
)ξ(ϕλ, t). The result now follows
from part (iv).
Proof of (vii): It suffices to show that s(ϕ, t) ≥ s(ψ, t) for all t, because then the argument
given in the proof of part (i) will give the result. Therefore it also suffices to show that∫
Rd
(
H(esψ(x))−H(esϕ(x))
)
dx ≥ 0, (49)
for all s ≥ 0. Equation (49) is certainly true for s = 0, and it is thus enough to show that
d
d s
[∫
Rd
(
H(esψ(x))−H(esϕ(x))
)
dx
]
= s
∫
Rd
(
ψ2(x)esψ(x) − ϕ2(x)esϕ(x)
)
dx ≥ 0 (50)
for s ≥ 0. Let us set F (s) :=
∫
Rd
(
ψ2(x)esψ(x) − ϕ2(x)esϕ(x)
)
dx. To show that F (s) ≥ 0
for s ≥ 0, it suffices2 to show that F (k)(0) ≥ 0 for all k ≥ 0. To see that this holds, note
that F (k)(s) =
∫
Rd
(
ψk+2(x)esψ(x) − ϕk+2(x)esϕ(x)
)
dx and that for any k ≥ 1:
∫
Rd
ψk(x)dx =
∫
Rd
ψ(x)
∫ ψ(x)
0
. . .
∫ ψ(x)
0
1du1 . . .duk−1dx
=
∫∞
0
. . .
∫∞
0
∫
Rd
ψ(x)1ψ(x)≥max(u1,...,uk−1)dxdu1 . . .duk−1
≥
∫∞
0
. . .
∫∞
0
∫
Rd
ϕ(x)1ϕ(x)≥max(u1,...,uk−1)dxdu1 . . .duk−1
=
∫
Rd
ϕk(x)dx.
Here we have used Fubini’s lemma for nonnegative functions to change the order of inte-
gration and the fact that
∫
ϕ1{ϕ≥a} ≤
∫
ψ1{ψ≥a} for all a. 2
2To be completely rigorous, we should remark that we are using that the infinite Taylor series of F about
0 converges to F for all s. Taylors theorem applies because F (k)(s) =
∫
Rd
ψk+2(x)esψ(x)−ϕk+2(x)esϕ(x)dx
is continuous in s for all k. The error terms Rk+1(s) =
F (k+1)(c)
(k+1)! s
k+1 (with 0 ≤ c ≤ s) tend to zero, because
F (k)(c) ≤ Ck+1ecC
∫
ψ if C is chosen s.t. ϕ, ψ ≤ C (recall ϕ, ψ are bounded).
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6 Concluding remarks
In this paper we have proved a number of almost sure convergence results on the chromatic
number of the random geometric graph and we have investigated its relation to the clique
number. Amongst other things we have set out to describe the “phase change” regime
when nrd = Θ(lnn). An important shift in the behaviour of the chromatic number occurs
in this range of r (except in the less interesting case δ = 1). We have seen that (except
when δ = 1) there exists a finite constant t0 such that if σnr
d ≤ t0 lnn then the chromatic
number and the clique number of the random geometric graph are essentially equal in the
sense that
χ(Gn)
ω(Gn)
→ 1 a.s.,
and if on the other hand nrd ≥ (t0 + ε) lnn for some fixed (but arbitrarily small) ε > 0
then the lim inf of this ratio is bounded away from 1 almost surely. Moreove, if nrd ≫ lnn
then
χ(Gn)
ω(Gn)
→
1
δ
a.s.,
We have also given expressions for the almost sure limit c(t) of χ(Gn)
σnrd
and the almost
sure limit x(t) of χ(Gn)
ω(Gn)
if σnrd ∼ t lnn for some t > 0. Furthermore we have shown that if
nrd is bounded above by a negative power of n then with probability one χ(Gn) = ω(Gn)
for all but finitely many n. An interesting observation is that t0 and the limiting constants
c(t), x(t) do not depend on the choice of probability measure ν, and that the only feature
of the probability measure that plays any role in the proofs and results in this paper is σ,
the essential supremum of the probability density. We have not spelled this out, but it is
quite straightforward to combine and adapt some of the proofs given in this paper to show
that χ(Gn)
χf (Gn)
→ 1 almost surely, for any sequence r with r → 0.
It should be mentioned that considering the ratio χ(Gn)
ω(Gn)
, apart from the fact that it
provides an easy to state summary of the results, can also be motivated by the fact that
while colouring unit disk graphs (non-random geometric graphs when d = 2 and ‖.‖ is the
Euclidean norm) is NP-hard [3, 4] finding their clique number is in P [3], unlike finding the
clique number in general graphs. In fact finding the clique number of a unit disk graph is
in P even if an embedding (ie. an explicit representation with points on the plane) is not
given [10]. Thus, the results given here suggest that even though finding the chromatic
number of a unit disk graph is NP-hard, the polynomial approximation of finding the clique
number and multiplying this by 1
δ
(which equals 2
√
3
pi
≈ 1.103 for the Euclidean norm in
the plane) might work quite well in practice.
It is instructive to consider what happens to the ratio of the chromatic number to the
clique number in the Erdo˝s-Re´nyi model for comparison. Let us consider p = p(n) bounded
away from one. Results of Bolloba´s [1] and  Luczak [8] show that
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χ(G(n, p)) ∼
n ln( 1
1−p)
2 lnn
whp
as long as np→∞; and (see for example [6]) for such p
ω(G(n, p)) ∼
2 lnn
ln(1
p
)
whp.
Thus
χ(G(n, p))
ω(G(n, p))
∼
n ln(1
p
) ln( 1
1−p)
4 ln2 n
whp
and the last quantity tends to infinity if np/ lnn→∞. Thus, the results on the chromatic
number given here and in [12, 15] highlight a dramatic difference between the Erdo˝s-Re´nyi
model on the one hand and the random geometric model on the other hand.
Although we have presented substantial progress on the current state of knowledge on
the chromatic number of random geometric graphs in this paper, several questions remain.
Our proofs for instance do not yield an explicit expression for t0 (when δ < 1) and it would
certainly be of interest to find such an expression or to give some (numerical) procedure
to determine it. More generally, it is far from trivial to extract information from the
expression for x(t) we have given in Theorem 3.4. At present we are still lacking a good
understanding of the class of functions F and the behaviour of ξ on this class.
A question that has not been addressed at all in this paper is the probability distribution
of χ(Gn). In a recent paper by the second author [13] it was shown that when nr
d ≪ lnn
then χ(Gn) is two-point concentrated, in the sense that
P(χ(Gn) ∈ {k(n), k(n) + 1})→ 1,
as n→∞ for some sequence k(n). Analogous results were also shown to hold for the clique
number ω(Gn), the maximum degree ∆(Gn) and the degeneracy δ
∗(Gn). For other choices
of r the distribution of χ(Gn) and ω(Gn) and δ
∗(Gn) is not known. However, it is possible
to extend an argument in [15] to show that if ν is uniform and lnn≪ nr2 ≪ (lnn)d then
∆(Gn) is approximately doubly exponential and if nr
d = Θ(lnn) then ∆(Gn) is not finitely
concentrated and the distribution does not tend to a nice limiting distribution.
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A The proof of Lemma 3.12
In this appendix we will give a proof of Lemma 3.12 above. The proof is due to K. Bo¨ro¨czky
Jr. and we reproduce it here with his kind permission, as it is not readily available from
other sources. The proposition is a generalisation of a statement proved by the second
author.
Proof of Lemma 3.12: Let us set I := ∩a∈A(a + C). Then I is compact and convex.
We may suppose wlog that vol(I) > 0 (otherwise there is nothing to prove). Let us remark
that
I + cl(−A) ⊆ C.
This is because for any x ∈ I and a ∈ A there exists a c ∈ C such that x = c + a,
by definition of I. Hence, for any x ∈ I, a ∈ A we have x − a ∈ C. In other words
I + (−A) ⊆ C. This also gives that I + cl(−A) = cl(I + (−A)) ⊆ C as C is closed. We
will need the following result (see chapter 12 of [11] for a very readable proof).
Theorem A.1 (Brunn-Minkowski inequality) Let A,B ⊆ Rd be nonempty and com-
pact. Then vol(A+B) ≥
(
vol(A)
1
d + vol(B)
1
d
)d
.
The Brunn-Minkowski inequality gives that
vol(I)
1
d + vol(cl(−A))
1
d ≤ vol(I + cl(−A))
1
d ≤ vol(C)
1
d . (51)
Thus:
vol(I) ≤
(
vol(C)
1
d − vol(A)
1
d
)d
. (52)
The proposition will now follow by showing that if A is of the form A = λ(−C) for some
λ > 0 then equality holds in (52). Let us thus suppose that A = λ(−C) for some 0 ≤ λ < 1
(note λ ≥ 1 would contradict vol(I) > 0). We claim that in this case
(1− λ)C ⊆ I. (53)
Observe that this will prove that equality holds in (52) (as in this case vol(I) ≥ (1 −
λ)d vol(C) and vol(A) = λd vol(C)), so that it only remains to establish (53). Pick x ∈
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(1− λ)C, and let a ∈ A = λ(−C) be arbitrary. We can write x = (1− λ)c1, a = −λc2 for
some c1, c2 ∈ C. Because C is convex, c3 := (1−λ)c1+λc2 ∈ C and thus x = a+c3 ∈ (a+C).
As a ∈ A was arbitrary this gives x ∈ I as required. 2
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