INTRODUCTION
As shown by Ducrocq (1990) , there has been recently some interest in non linear statistical procedures of genetic evaluation. Examples of such modelling procedures involve: 1) the threshold liability model for categorical data (Gianola and Foulley, 1983 ; Harville and Mee, 1984) and for ranking data in competitions (Tavernier, 1991) ; 2) Cox's proportional hazard model for survival data (Ducrocq et al, 1988) ; and 3) a Poisson model for reproductive traits (Foulley et al', 1987) . In FGI, estimation of fixed (II) and random (u) effects involved in the model is based on the mode of the joint posterior distribution of those parameters. As discussed by Foulley and Manfredi (1991) , this procedure is likely to have some drawbacks regarding estimation of fixed effects due to the lack of integration of random effects. A popular alternative is the quasi-likelihood approach (Mc Cullagh and Nelder, 1989) for generalized linear models (GLM) which only requires the specification of the mean and variance of the distribution of data. This procedure has been used extensively by Gilmour et al b (1985) in genetic evaluation for threshold traits.
In particular, GAR derived a very appealing algorithm for computing estimates of fixed effects which resembles the so-called mixed model equations of Henderson (1984) . (Hinde, 1982; Im, 1982; Foulley et al, 1987 ) that u has a multivariate normal distribution N(0, G) with mean zero and variance covariance matrix G, thus resulting in what is called the Poisson-lognormal distribution (Reid, 1981; Aitchinson and Ho, 1989 (1984) . These equations also imply as a by-product an estimate of u which, as pointed out by Knuiman and Laird (1990) about the GAR system of equations, &dquo;has no apparent justification&dquo;.
DISCUSSION
The procedure assumes G known. Arguing from the mixed model structure of equations in !15J, GAR have proposed an intuitive method for estimating G which mimics classical EM type-formulae for linear models. FGI advocated approximate marginal likelihood procedures based on the ingredients of their iterative system in # and u. Actually, applying such procedures would mean to use a third level of approximation; the first one was resorted to quasi-likelihood procedures and the second one to the use of !15J instead of !11J. Alternatively, pure maximum likelihood approaches based on the EM algorithm were also envisaged by Hinde (1982) , viewing u as missing and using Gaussian quadratures to perform the numerical integration of the random effects. More details about methods for estimating variance components in such non-linear models can be found eg in Ducrocq (1990) , Knuiman and Laird (1990) , Smith (1990) , Thompson (1990) , Breslow and Clayton (1992) ; Solomon and Cox (1992) and Tempelman and Gianola (1993) .
It must be kept in mind that the mixed model structure in [2] (Breslow and Clayton, 1992) .
