Many aspects of the evolution of stars, and in particular the evolution of binary stars, remain beyond our ability to model them in detail. Instead, we rely on observations to guide our often phenomenological models and pin down uncertain model parameters. To do this statistically requires population synthesis. Populations of stars modelled on computers are compared to populations of stars observed with our best telescopes. The closest match between observations and models provides insight into unknown model parameters and hence the underlying astrophysics. In this brief review, we describe the impact that modern big-data surveys will have on population synthesis, the large parameter space problem that is rife for the application of modern data science algorithms, and some examples of how population synthesis is relevant to modern astrophysics.
Introduction
The evolution of binary stars is often quite different to their solitary cousins (De Marco and Izzard, 2017) . Many types of stars only form in binaries, and their properties allow investigation into astrophysics that is impossible to probe in single stars. Good examples include type Ia supernovae, merging neutron stars (kilonovae) and black holes, the most massive stars e.g. blue stragglers, many massive Wolf-Rayet stars, X-ray binaries, long and short gammaray bursts, barium/CH/CEMP-s stars, Algols with peculiar surface chemistry for their evolutionary state, W Uma contact binaries, low-mass helium stars and related sdB and sdO stars, sequence D variable stars, and thermonuclear novae. Other processes in which binaries are implicated include the formation of asymmetric planetary nebulae, many post-(asyptotic-)giant-branch stars with circumbinary discs and overmassive stars in the Galactic thick disc. Triple and higher-multiple systems are often hierarchical, e.g. triples are effectively a long-period outer binary system containing a short-period inner binary.
Many aspects of binary-star physics remain highly uncertain. Mass transfer, accretion and loss, and associated angular momentum redistribution, e.g. common envelope evolution, dominates our ignorance of binary-star evolution. One way to improve our knowledge is to apply statistical techniques to compare our stellar models to the stars we observe. This process is called stellar population synthesis. In this brief review, we consider the challenge and opportunity that big data from modern astronomy brings, the basic technique of binary star population synthesis, and the associated parameter space problem. As an example of binary population synthesis we consider how the chemical ejecta from stars depend on model input parameters. We also show an example of how modelling metal-poor stars led to better astrophysical understanding. Finally, we report on recent population synthesis work, in particular with respect to predicting and understanding the discovery of gravitational waves from stellar and black-hole mergers.
Big Data and Big Challenges
The age of big data is very much upon us. From commerce to industry to pure blue-skies research, the volume of data continues to increase endlessly. Astronomy is no exception. The Gaia satellite is currently monitoring more than a billion stars with trillions of observations. Transient surveys, such as Pan-STARRS, Skymapper and the upcoming LSST, monitor billions of objects in the night sky to detect stellar explosions. Such large numbers are difficult to comprehend on a human level. Even the human population of Earth, currently in excess of 7 × 10 9 , is difficult to imagine. To modern, massively parallel computers, the challenge is rather less daunting. Commercial companies, especially in the financial sector, process such data daily. There are thus natural links to astrophysics, where the challenge is to understand the stars and galaxies we see, both individually and as a collective. This is where population synthesis modelling is such a useful tool. The general idea is to simulate a population of stars on a computer, and compare simulated observables to those we see. By varying the input parameters of the population model to match the stars that are seen, we can pin down the underlying astrophysics. Often, new physics can be ruled out because the numbers fail to match, and uncertain physics can be far better constrained.
Population synthesis is particularly useful because astrophysics is mostly not an experimental science. We want to answer fundamental questions, such as how do stars function, how did they get there and what are they going to do in the future. But we cannot -yet! -experiment on stars. This is analogous to a dendrologist examining the trees of a forest 1 . Some are small, some are large, some are green and some yellow, some are in flower and some are dead. From this snapshot in time the dendrologist must determine the entire biology and evolutionary history of trees: a difficult task! Astronomers have been trying to do this for millennia with the stars in the sky. Although we cannot experiment on stars directly, through population synthesis we can experiment inside our computers and statistically compare to our forest of stars.
First, we make a set of models of stars to attempt to match those under investigation. Quantitative computer models of stars have been constructed for at least fifty years. The current state of the art is to combine one-dimensional stellar structure equations with parametrised models of internal mixing and rotational deformation. Despite these simplifications, such computer codes take hours to compute the evolution of a single star from birth to death, even when details such as thermal pulses and supernovae are ignored. Assuming the evolution can be calculated, the second step is to turn such models into a stellar population. For this, we need a description of the population's initial parameters such as an initial mass function. Next, we must convert the models into simulated observations. This is rarely a trivial task. Stellar models predict physical parameters such as luminosity, effective temperature and chemical abundances. Observations are of usually of stellar apparent magnitudes, colours and spectral line widths, so conversion is required. Survey selection biases must be taken into account when making the simulated population. If such biases are simple -say, a luminosity cut off -then this is relatively easy. In general, biases are poorly known and sometimes impossible to quantify. Finally, our population model should be compared to the observations in a quantitative way to tell us which model is best and as much as possible about the underlying astrophysics. Each of the above problems is its own challenge. Population synthesis thus pushes the limits of both theoretical and computational astrophysics.
The Single and Binary Star Parameter Spaces
The stellar parameter space is so large that simulation of every star in the sky, in detail, is impossible. We can, however, use our astrophysical knowledge to define a few key initial parameters that describe the evolution of a star. Usually these are, in order of importance, stellar mass M, metallicity 2 Z and rotation rate v rot . In the crudest approximation, the rotation rate and metallicity are fixed, usually Z = 0.02 ('solar' metallicity) and v rot = 0. This can be justified because most stars have a metallicity roughly equal to that of the Sun and most stars rotate slowly enough that their structure is not affected substantially. It is thus possible to make a model population of N stars by varying only their mass M. If each star takes ∆t = 1 h to run on a modern CPU and we sample M between, say, 0.8 M ⊙ and 100 M ⊙ , we may need N = 100 stars and the simulation takes N × ∆t = 100 hours. This is certainly tractable.
Binary stars extend the parameter space by introducing a secondary star of mass M 2 , an orbital semi-major axis a (or period P, linked to M 1 and M 2 by Kepler's law), an orbital eccentricity e. Stellar spins are usually assumed to align with the orbit (Hut, 1981) which is often assumed circular, i.e. e = 0 (Hurley et al., 2002) . However, even with e = 0 and aligned inclinations, the single-star parameter space of dimension 1 (M) becomes a binarystar parameter space of dimension 3 (M 1 , M 2 and a), hence we have N 3 stellar models to run. If N = 100, we require 10 6 stellar models which take about 2 × 10 6 h of CPU time. This is possible on a modern computing cluster, and indeed has been done (albeit at lower resolution, e.g. Eldridge et al., 2017 ), but we are at the current computational limit and hence exploration of the model parameter space is restricted.
Single-star models contain many parameters which can vary, such as the initial abundance mixture, the initial angular momentum profile, the stellar mass loss prescription, angular momentum loss prescriptions (e.g. magnetic braking), uncertain nuclear reaction rates, models of internal mixing, e.g. convective mixing model (such as mixing length theory), rotational mixing efficiencies and magnetic field evolution. In binary stars we must include the strength of tidal interaction, mass and angular momentum transfer efficiencies, mass and angular momentum accretion efficiencies, an algorithm to describe when mass transfer is stable, companion induced enhanced mass loss, gravitational radiation angular momentum loss, nova explosions and interaction with the ejected material, discs and associated jets, winds and orbital interactions, and supernova kicks. We also require a model for common envelope evolution and to allow for the possibility that stars merge. Triple and higher stellar multiples also exist. To be stable, these are hierarchical, so a triple can be modelled approximately as a close binary inside a wide binary (Toonen et al., 2016) : it is still, approximately, binary-star evolution.
Finally, when making a population, each model parameter is either fixed or has an initial distribution. The best-known example of such is the initial mass function, ξ (M), where M is the initial stellar mass. This is often described as a set of power laws in M (e.g. Kroupa et al., 1993; Kroupa, 2001 ). However, even this formalism is subject to uncertainty, particularly in massive stars (M 10 M ⊙ ). In binaries, the secondary mass, orbital separation (or period) and eccentricity all have their own input distributions, and a mass-dependent binary fraction is often employed (Raghavan et al., 2010; Sana et al., 2012; Duchêne and Kraus, 2013; Moe and Di Stefano, 2017; Fuhrmann et al., 2017) .
So, in general, modelling involves a large number of input parameters N param . In our binary c single and binary-star population synthesis code there are currently 238 model parameters for each binary star, not including the many parameters which are compiletime constants and parameters that form the initial distributions. Thus N param ≈ 1000 is not unreasonable.
Which parameters are important depends very much on which stars are being modelled and compared to. For example, changing mass loss rates on the red giant branch will not affect main sequence lifetimes, so if one is measuring the time spent on the main sequence this parameter is unimportant. However, if one is measuring the number of main sequence stars which have accreted material from chemically peculiar red giants then the giant's mass loss rate is very important. There is currently no easy way to determine a priori which parameters are important to make which stars: the experience of the astrophysicist is crucial in deciding. This task is, however, vital. If N param can be reduced from 1000 to just a few, the problem is greatly reduced in complexity and may become tractable even if the model run time, ∆t, is long. In general, however, N param is so large that it is necessary to reduce ∆t by many orders of magnitude as described next.
Detailed and Synthetic Stellar Models
Full stellar evolution models of some stars, such as those in the thermally-pulsing asymptotic giant branch (TPAGB) or those undergoing rapid mass transfer, are far more costly to create than the ∆t ∼ 1 h suggested previously. ∆t in these cases could be days, weeks or longer. It is impossible to make population models containing such stars covering any significant parameter space at reasonable resolution simply because of time constraints. Students have PhDs to finish and even tenured astrophysicists retire eventually! One solution is to make a grid of models. The grid can be interpolated (e.g. De Donder and Vanbeveren, 2002a; Brott et al., 2011; Kruckow and et al., 2017) or fitted to functions (e.g. SSE and BSE of Eggleton et al., 1989; Tout et al., 1997; Hurley et al., 2000 Hurley et al., , 2002 to reduce the run time -often to less than 1 s. With ∆t = 1 s, a typical binary grid takes about 10 6 s, or about one day on a 16-core PC. Stellar codes which employ such techniques are referred to as synthetic stellar evolution codes, as opposed to their detailed full stellar evolution cousins. In the case of fitted formulae, internal stellar structure is sacrificed to gain a factor of at least 10 6 in run time. Grid lookup codes can retain internal structure which is useful when calculating, e.g., the stellar binding energy, at the cost of computational storage space.
Our binary c code (Izzard et al., 2004a (Izzard et al., , 2006 (Izzard et al., , 2009 uses the a C version of the BSE library for most of its stellar structure calculations and nucleosynthesis from various sources, including Karakas et al. (2002) and Karakas (2010a) during the TPAGB, and supernova yields from massive stars (Woosley and Weaver, 1995; Chieffi and Limongi, 2004) . It runs at least 10 6 times faster than the full stellar evolution codes on which its is based, but still provides useful estimates of stellar luminosity, mass, core mass, radius and core radius, and chemistry as a function of time for the entire evolution of the star. Binarystar interaction is included mostly according to Hurley et al. (2002) but with improvements to mass transfer by Roche-lobe overflow , Wind-Roche-Lobe-overflow (Abate et al., 2013 (Abate et al., , 2015 , tides (Siess et al., 2013) , rejuvenation Schneider et al., 2014a) and supernovae (Boubert et al., 2017b,a) . Binary-star nucleosynthesis includes accretion and thermohaline mixing (Stancliffe et al., 2007; Izzard et al., 2017) as well as explosions such as thermonuclear novae (José and Hernanz, 1998) and Ia supernovae . Modern detailed binary star codes, including MESA (Paxton et al., 2011 (Paxton et al., , 2015 , implement similar binary interaction physics to BSE and binary c, and take far longer to run. If one is interested in the effects of binaries on a stellar population, rather than the precise details of stellar structure, it makes no sense to throw endless CPU cycles at the problem.
Synthetic codes have another major advantage over detailed codes, that of stability. While detailed stellar evolution codes habitually stop because of physical or numerical problems (they 'crash'), synthetic codes rarely suffer such problems. Thus, if a task does not require full, detailed stellar evolutionary calculations, a synthetic code is often a good choice for both speed and reliability. Often the observations to which the models are being compared have uncertainties that do not justify more accurate, and costly, modelling. In an ideal population model, at each time step the star formation rate varies (S 0 = S 1 = S 2 . . . ) and the properties of the stars also vary (indicated by the change in colour and length of time spent in the phase of interest). b) In a simplified model, the stars all have the same properties (e.g. the same metallicity) and hence length of time in the phase of interest. The star formation rate is constant, i.e. S = S 0 = S 1 = S 2 . . . . c) Instead of performing an expensive convolution over many models, the problem is rotated by 90 • and population statistics are calculated from a single model run represented by the horizontal dashed black line. The region denoted by the blue arrow is the phase of interest and the evolutionary model set has to be calculated only once, so the calculation is relatively cheap.
Stellar Accountancy
Our aim is to model a population of stars which matches the stars we see now. These stars were born in the past, at rates given by a star formation rate S(t), where t is time since the Big Bang. Stars in our model are labelled i and each has a probability of existing, ψ i , normalised such that ∑ i ψ i = 1. Our model then predicts the number of stars of type j that exist now, when t = t max , is,
where τ is the age of each star, δ τ is the timestep of the model and δ j is a function that is 1 if the star is of the type j and 0 otherwise. The vector Z represents model input parameters, such as metallicity, and input distributions which can change with the time of birth of the stars. The vector X denotes the many parameters 3 which affect stellar evolution, such as metallicity, rotation rate, mass-loss prescription and mixing-length parameter. The function δ j factors in stellar evolution, so is a function of X, Z and τ. The probability, ψ i , is a function of at least mass, perhaps also metallicity (hence Z) and, for binary stars, the companion mass and orbital properties also. If the function ψ i has n parameters, the sum ∑ i is implied over all of them. The large number of elements of this sum illustrates the parameter space problem we face even if X and Z are fixed.
In its most general form, Eq. (1.3) is a nasty convolution problem of the type faced by galactic chemical evolution models (Gibson et al., 2003) . The problem can be simplified by fixing the stellar physics (i.e. X = constant and Z = constant), the input distributions and assuming a constant star formation rate, e.g. 4 S = 1. The sum reduces to, as shown in Fig. 1 .1,
( 1.2)
The parameter space wrapped into ψ j is still potentially very large, but the number of models to be calculated is greatly reduced because X and Z are fixed. We can also reduce the size of the sum over time by fixing the time step, δ τ, and allowing δ j to take values between 0 and 1 corresponding to partial occupancy in phase j during each time step. This is useful when calculating tables of model results with a fixed time resolution, e.g. for later use in a galactic chemical evolution context. The number of stars in a galaxy can be predicted by then scaling S appropriately. All the above is for just one type of star, denoted by j. In reality there are many different types of star and hence many different N j . Our binary-star population synthesis code binary c has more than 200 such types of star, both single and binary. It is also possible to count stars in bins, so that individual N j can be combined to create distributions. Differential measurements, such as number ratios, are more useful than simple predictions of the number of different types of stars in a population. One would hope that errors in approximations, such as our assumption that the star formation rate is constant, at least partly cancel out.
Further, the definition can be extended to count, say, stellar mass ejecta as we show in the Section 1.4. We set δ j =Ṁ j (τ), the rate of mass lost from a system as isotope j as a function of stellar age, τ. The normalised mass ejected as isotope j from a population of single stars is defined as,
and from a population of binary stars as,
where M is the initial mass of a single star and M 1 , M 2 and a are the initial primary mass, initial secondary mass and initial separation of a binary. The sums in the denominators are the total mass formed in stars in each population. This must be included to compare single to binary stars because binary systems have initially more mass, on average, than single stars. Note that y j are dimensionless.
Slow and Fast Parameters
Eq. (1.2) contains two main sets of parameters. The fast parameters are those that affect the input distributions, ψ i . These include the slope and shape of the initial mass function, the secondary mass (or mass ratio) distribution and the initial orbital period distribution. These are called fast because changing ψ i does not require a recalculation of the stellar evolution model (which is embedded in δ j ). Indeed, at any timestep in a stellar population calculation, as many different ψ i as desired can be calculated. The slow parameters, on the other hand, require a complete recalculation of the stellar structure and evolution at every timestep. These are the X of Eq. (1.3). The calculation process is thus, in terms of computer speed, slow. Such parameters include the metallicity, mixing parameters, mass loss prescriptions and nuclear reaction rates. When stellar model grids are calculated, most of the slow parameters are fixed. Only one or a few parameters are then varied, such as the metallicity. Many of the constant parameters may not matter greatly to stellar evolution, but this often depends on the type of star under consideration, so the precise definition of our j and hence δ j , and this dependence is often not known a priori.
In the following we demonstrate the dependence of a stellar population statistic, the amount of mass ejected from a stellar population as a particular isotope, on various model input parameters 5 using Eqs. 1.3 and 1.4. The fast parameters affect the initial distributions, ψ i , while the slow parameters affect theṀ j (τ), i.e. when and how much mass is ejected as isotope j as a function of time. The initial parameters, i, are sampled on logarithmic grids, with single star masses in the range 0.1 ≤ M/M ⊙ ≤ 80 and n M = 1000 stars, binary component masses M 1 and M 2 are treated identically to M but with 0.1 ≤ M 2 ≤ M 1 , n M1 = 100 and n M2 = 100, and separations in the range 3 ≤ a/R ⊙ ≤ 10 4 , also with n a = 100 (so the total number of binary systems in each grid is n M1 × n M2 × n a = 10 6 ). At this resolution, errors in the relative mass ejected caused by a limited resolution and timestep are at most 2%.
Fast Parameters
In our example we have three distributions that define the fast parameters. These are the single or primary star initial mass distribution, the initial secondary mass distribution and the initial separation distribution. The single or primary star mass distribution is also known as the initial mass function. Our standard model is the Kroupa et al. (1993) initial mass function and we consider two alternatives from Chabrier (2003) and Salpeter (1955) . Applying each gives us a range of uncertainty in stellar ejecta, y j , as shown in Table 1 .1.
We apply a similar process to the binary-star primary mass function which is assumed to be identical to that of single stars. The results are similar to those in single stars, but the impact of binary stars is seen in the reduced nitrogen and barium ejecta, because mass transfer truncates the evolution of thermally pulsing asymptotic giant branch stars, and in an increase in iron because of type Ia supernovae.
Our default distribution of secondary star masses is assumed to be flat in q = M 2 /M 1 , i.e. ψ q ∝ q 0 , between q = q min = 0.1 M ⊙ /M 1 and 1. We also consider distributions with ψ q ∝ q 0.5 (cf. Garmany et al., 1980) and ψ q ∝ q −1.5 , for illustration. In general, the changes to the mass ejecta, y j , are smaller than changes caused by variation in the initial or primary star mass distribution.
Finally, we consider the distribution of binary orbits. This is set either by a distribution of orbital semi-major axes, a, or orbital periods, P, where both are related by Kepler's law (we assume circular orbits). Our default distribution is ψ a ∝ a −1 , equivalent toÖpik (1924). We also consider ψ a ∝ a 1 , ψ a ∝ a −2 and combination of ψ a ∝ a −0.7 and 10 ≤ a/R ⊙ ≤ 1.3×10 3 to match Goldberg et al. (2003) . Table 1 .1 shows that, as with the secondary-star mass distribution, reasonable changes in the separation distribution matter less than reasonable changes in the initial/primary star mass distribution. Please note that the numbers calculated here are only a demonstration. A proper exploration of this problem would consider the more recent distributions of, e.g., Moe and Di Stefano (2017) with their error bars. Such an exploration is unfortunately beyond the scope of this work. Table 1 .1 Masses of various isotopes ejected from a stellar population relative to the mass born into stars when reasonably varying fast parameters, i.e. the initial mass function in single stars, and in binary stars the primary star mass function, secondary star mass distribution and initial orbital separation within reasonable limits. These parameters are fast because they require only one run of the stellar evolution models.
Isotope
Single stars Binary stars Vary M Vary M 1 Vary M 2 Vary a 1 H × 10 1.9 − 3.7 1.9 − 3.6 1.7 − 2.2 1.6 − 2.6 12 C × 10 3 4.6 − 15 5.7 − 18 3.8 − 6.1 4.0 − 6.2 14 N × 10 4 9.6 − 24 8.1 − 19 7.6 − 9.8 7.9 − 9.5 16 O × 10 3 8.4 − 30 9.6 − 32 7.2 − 10 7.1 − 11.5 56 Fe × 10 3 1.0 − 3.0 2.5 − 5.4 1.3 − 2.7 0.9 − 3.4 65 Cu × 10 6 10 − 32 8.8 − 28 7.0 − 9.2 8.0 − 12 Ba × 10 9 8.1 − 16 6.5 − 13 6.0 − 7.8 6.2 − 9.4
Slow Parameters
There are many slow model parameters that alter the chemical ejecta from a population of stars. We limit our investigation to a population of 100% binary stars with fixed initial distributions of masses and orbital separations. Primary masses M 1 are distributed according to Kroupa et al. (1993) between 0.1 and 80 M ⊙ , secondary mass ratios q follow a flat distribution between 0.1 M ⊙ /M 1 and 1, and separations, a, have a constant distribution in log a between 3 and 10 4 R ⊙ . The parameters we vary are metallicity in the range 10 −4 ≤ Z ≤ 0.02 (default is 0.02), binary eccentricity 0 ≤ e ≤ 1 (default is 0), red giant branch mass loss parameter 0.25 ≤ η ≤ 0.75 (default is 0.5 using the Reimers, 1975 formalism as defined in Hurley et al., 2000's Eq. [106] ), 13 C pocket efficiency 0.01 ≤ ξ 13 ≤ 2.0 (default is 1, Izzard et al., 2006) , wind loss rate during a Wolf-Rayet phase multiplier 0.1 ≤ f WR ≤ 10 (default is 1, cf. Hurley et al., 2000's section 7.1), an Eddington limit for accretion multiplied by 1 or 10 6 (default is 10 6 i.e. no limit, Hurley et al., 2002's Eq. [67] ), a supernova kick velocity dispersion 0 ≤ σ SN /km s −1 ≤ 400 (default is 190 kms −1 , Hansen and Phinney, 1997), companion reinforced attrition process (Tout and Eggleton, 1988) parameter 0 ≤ B ≤ 10 4 (default is 0, i.e. no reinforcement), common envelope parameter α CE = 3 (Hurley et al., 2002) and third dredge up parameters −0.1 ≤ ∆M c,min ≤ 0 (default −0.07 M ⊙ ) and 0 ≤ λ min ≤ 1 (default 0.8 − 37.5Z , Izzard et al., 2004a; Izzard and Tout, 2004) .
The normalised ejected mass of each isotope, y j , is expanded as a Taylor series in the slow parameters labelled k with values x k ,
where x k0 are the default values which one may consider best estimates, y j0 are the ejecta corresponding to the default parameter set x k0 , δ x k = x k − x k0 , and x k varies from x k,min to x k,min + ∆x k . The matrix of derivatives,
provides a relatively unbiased comparison of parameters because it measures the rate of change of dimensionless and normalised numbers, y j /y j0 and x k /∆x k . A larger absolute value of T jk thus reflects greater sensitivity of amount of isotope j ejected to the parameter k. One drawback of this approach is that it only considers the linear terms in the Taylor expansion: it is possible that, at second or higher order, the effects of changing two parameters cancel each other out. Such considerations are beyond the scope of this work. Table 1 .2 shows how the T jk vary with each model parameter. Absolute values above 0.1 are marked in bold/red. These are the parameters to which the chemical ejecta are most sensitive. As an example, the ejecta of most isotopes vary little with the 13 C s-process pocket efficiency. The exception is barium, an s-process element, which is very sensitive to the efficiency of s-processing, as one would expect. While this is a trivial example, it is perhaps less obvious that the ejection of 16 O depends ten times more weakly on the common envelope parameter, α CE , than does 14 N. Table 1 .2 Ejecta dependence on various model parameters as measured by T jk , the magnitude of which is an attempt to measure the dependence on each model parameter k of the relative mass ejected from a population of stars as isotope j (Eq. 1.6, symbols are defined in the main text). x (y) means x × 10 y . The numbers highlighted in red/bold have an absolute value exceeding 0.1 and are the most sensitive to their parameter. 
Matching Models to Observations, and Models to Models
The general problem of matching model results, with their distributions of input parameters, to many observations is one that is, in every sense of the word, non-trivial. The size of the parameter space is daunting. Efforts like those mentioned in Sec. 1.4.2 reduce the number of parameters to only those that matter for a given observational data set of a particular type of star. Perhaps the greatest problem is in how to match all stars from as many data sets as possible simultaneously, thus provide the best possible constraints. The solution to this problem is beyond our current reach. Frameworks to match a grid of models to an individual observed star are relatively well developed. A good example is the Bayesian algorithm BONNSAI (Schneider et al., 2014b (Schneider et al., , 2017 . Given, say, the effective temperature, luminosity and surface abundances of the star, all the models in a particular grid are compared to it to determine -in an automated waywhich fits best. Bayesian techniques also naturally give posterior distributions of parameters, hence associated error bars. BONNSAI also tests that model resolution is sufficient to believe the best fit. Other, related techniques such as Markov-chain Monte Carlo (MCMC) methods are starting to be employed by the community, particularly in the hunt for the progenitors of gravitational wave sources (e.g. Mandel and O'Shaughnessy, 2010) . The next big step will be to use such techniques in general, e.g. to match the data of Gaia, to whole population models.
When matching a large number of stars to population models, the selection effects of the survey in question should also be taken into account. All surveys, even those that are 'complete', have some kind of selection bias. In many cases, a simple cut in say magnitude or surface gravity, which effectively selects stars in a particular phase of evolution, is sufficient and easy to fit into a Bayesian analysis (e.g. Casagrande et al., 2014; Izzard et al., 2017) . Modern surveys often have a well described 'selection function' which describes in a probabilistic way the various biases inherent to their sample, e.g. the Gaia-ESO survey (Stonkutė et al., 2016) . However, older data often has poorly defined selection effects and, in some cases, data is selected 'by eye' which renders its modelling essentially impossible.
Finally, our computation models must be tested and verified. One way to do this is to compare the models of one group against those of another to test for consistency. In the case that both groups use identical input physics, the results should be the same. The POPCORN collaboration tried to do this, pitting binary c against the SeBa, Startrack and Brussels population synthesis codes (Toonen et al., 2014 , and references therein). The four codes were, for the most part, consistent, which at least suggests we are getting the numerics right. Whether the physics they employed is true to life is another question which POPCORN did not try to answer.
Headline News in Population Synthesis
There are many fields in which population synthesis has shown itself to be useful. The colours of galaxies are now accepted to be influenced by binary stars, for example the UV emission of elliptical galaxies is influenced by subdwarf-O/B stars which can only form in binaries (Han et al., 2007) . Massive blue straggler stars form when binaries transfer mass or merge and are common enough to be measurable in the present day mass function of young stellar clusters (Schneider et al., 2014a) . Similarly, type II supernovae can be delayed in binary systems, and predictions have recently been made that analyse the multidimensional parameter space of such objects in great detail (Zapartas et al., 2017) . The rates of more exotic channels, such as long and short gamma-ray bursts, can also only be predicted by population synthesis (Izzard et al., 2004b; Szécsi, 2017) . Binary stars affect stellar evolution such that the chemical yields of elements are altered, e.g. through type Ia supernova and nova channels. Population synthesis is required to estimate rates and yields of such events (e.g. Claeys et al., 2014) and the effect of mass transfer on chemistry more generally (De Donder and Vanbeveren, 2002b; Izzard et al., 2017) . Mass transfer also makes chemically peculiar stars. The number and properties of these -such as orbital periods and eccentricities -can be used to better understand stellar interior mixing, mass transfer, tides and interactions with circumstellar and circumbinary discs (Jorissen et al., 2009; Izzard et al., 2010; Dermine et al., 2013 and Fig. 1.2) .
We have also recently improved our binary c models to combine them with a model of the Galaxy and Magellanic Clouds to predict the number of hypervelocity stars that originate from the Large Magellanic Cloud (Boubert et al., 2017b (Abate et al., 2015 shows our latest models). Each model set predicts a CEMP/EMP ratio which should to be compared to the observed ratio in the Galactic halo which is 20%. Most of our model sets predict a 2% CEMP/EMP ratio which is wrong by an order of magnitude. Only two model sets approach the observed 20%. These both require all the following. 1) Third dredge up must be efficient in low-mass stars, right down to 0.9 M ⊙ , at low metallicity (here Z = 10 −4 ). 2) Third dredge up must be efficient in stars with small envelope masses (the minimum envelope mass for third dredge up, M env,min , is zero here). 3) A small amount of accretion occurs during any common-envelope phase (∆M CE = 0.05 M ⊙ ). 4) Thermohaline mixing in accreting stars is suppressed. At the time of writing the original paper (2009) it was considered impossible for 0.9 M ⊙ stars to undergo third dredge up and hence become carbon stars. More recent works have shown that not only is this possible it is quite likely (e.g. Karakas, 2010b) . The population synthesis modelling results encouraged detailed stellar evolutionists to examine stars of both low mass and low metallicity in far more detail, resulting in a far better understanding of the problem (e.g. Fishlock et al., 2014; Matrozis and Stancliffe, 2016, 2017) .
moving so fast that they are not bound to our Galaxy. One way they can be made is in binary systems in which one star explodes as a supernova leaving the companion to escape. We predicted large numbers of such stars, their positions on the sky and their stellar properties.
Our predictions will soon be tested by Gaia. The recent advances in gravitational wave physics have certainly put population synthesis in the headlines. Merging stellar-mass black holes and neutron stars are all the rage, and the predictions of population synthesis models of such objects can be put to the test (e.g. Belczynski et al., 2016 , and many other works). The systematic uncertainties on such rate estimates are large, often many orders of magnitude. These realistically reflect our ignorance of the physical processes involved, especially binary problems such as common envelope evolution, and their sensitivity to the many model parameters which are often known only approximately.
1.7 Not Any Colour You Like. . .
A persistent claim we have heard over the years is that, with population synthesis, you can get whatever you like out of the models. Indeed, with so many parameters to play with this may seem at first glance to be true. An important counterargument, however, is that number statistics can be predicted by population synthesis with quantified uncertainties. It is these uncertainties that are large and perhaps this is where the 'whatever you like' myth originates. In such cases it is important to identify the parameters in the model which lead to the large uncertainties and pin these down, either by observation, experiment or development of a better theory. By some this is called progress and, with more and better data, it is simply no longer possible to get any result one would like. Also, ignorance of the effect of uncertain parameters, be they initial distributions of stars or the choice of input physics, does not mean the error on such model predictions is zero. Population synthesis at least allows us to quantify some of these systematic errors and remains a very powerful tool to investigate the evolution of both single and binary stars in the 21st century.
