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Let & be the set of symmetric matrices in which every entry is 0 or &tl and 
each diagonal entry is 1. We characterize those matrices in 8 which are, respec- 
tively, (a) copositive, (b) copositive-plus, (c) positive semidefinite. We charac- 
terize those copositive matrices in d which are on extreme rays of the cone 
of copositive matrices. We give a counterexample to a conjecture of 
L. D. Baumert about zeros of copositive matrices. 
I. INTRODUCTION 
A real symmetric matrix A is said to be copositive if x > 0 implies 
,4(x, x) >, 0. This concept was introduced by T. S. Motzkin in 1952 [12]. 
In [l] and [lo], various results were established about relations between 
the class &’ of symmetric matrices in which every entry is +l and the 
class of copositive matrices. We shall here generalize these results to 
class d of symmetric matrices in which every entry is 0 or f 1, and each 
diagonal entry is 1. 
Using a method first applied by Motzkin and Straus [13] in another 
context, we characterize those matrices in G which are, respectively, 
(a) copositive, (b) copositive-plus, (c) positive semidefinite. In each of 
these cases, the characterization is in terms of the exclusion of any one 
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of a specific set of matrices of order 3 as a principal submatrix. Next, 
we characterize those copositive matrices in d which are on extreme rays 
of the cone of copositive matrices. Finally, this characterization permits 
a counterexample to a conjecture of L. D. Baumert (Conjecture 4.1 
of t311. 
2. DEFINITIONS AND NOTATION 
We will be dealing with matrices and vectors of order n, but shall not 
emphasize n in our notation. Copositive matrices V have been defined 
in Section I, along with the classes X and b. The symbol P denotes the 
set of probability vectors: 
p = x = (Xl ,...) 
1 
x,) 1 -yj 2 0, j = l)...) n; c xi = 1 . 
1 
The symbol %?+ denotes the set of copositive-plus matrices: 
V+ = {A I A E C; (Ax, X) = 0, x E P implies Ax = 01. 
The symbol 9+ denotes the set of positive semidefinite matrices. 
Define four undirected graphs, G-,(A), G,,(A), G,(A), and L*(A) 
associated with a matrix A ~8 as follows: G-,(A), (G,(A), G,(A)) is 
a graph on n vertices such that i and j are adjacent if and only if u,~ = -I 
(aij = 0, aij = I), and L*(A) has for vertices the edges of G,(A), with 
two vertices of L*(A) adjacent if the corresponding edges in G,(A) have 
a common vertex and the third edge of the associated triangle is in G-,(A). 
It should be noted that aij and uYi give rise to only one edge in the graphs. 
The following example illustrates the definition: 
1 -2 1 2 
-I I 0 0 I 
‘\ 5 3 5 
\/ 
4 4 
A G-,(A) Go(A) 
1 2 
5 
Y 
(293) 
3 (3, 5) 
\ 
G4) 
4 
304 HOFFMAN AND PEREIRA 
For the characterizations given in Section 3, we shall need to refer to the 
following set of matrices of order 3: 
(2.3) 
We shall generally use the graph theory terminology of [9]. 
3. CHARACTERIZATIONS OF MATRICES IN d AND C, Vf, 9;' 
A basic lemma here and in Section 4 follows from a method of Motzkin 
and Straus [13]. 
LEMMA 3.1. Let A be a real symmetric matrix with a,, = 1, i = l,..., n 
(we do not necessarily assume A E 8). Suppose that every principal sub- 
matrix B of A, in which each ofS-diagonal entry is less than 1, is copositive. 
Then A is copositive. 
Proof. It is sufficient to show that, if x = (x1 ,..., x,) E P, x1x2 > 0, 
aI2 > 1, then there exists y = (y, ,..., y,) E P such that yly, = 0 and 
(Ay, y) < (Ax, x). To prove this, let 
t = x1 + x2 3 x(u) = (u, t - u, XQ ) xp )...) x,). 
As u varies from 0 to t, (Ax(u), x(u)) is a concave function of u (linear if 
a - 1). Hence, the minimum of f(u), 0 < u < t, occurs when u = 0 12 - 
or u = t. Let y be the corresponding x(u). 
THEOREM 3.2. Let A E 8. Then A is copositive if and only if it has no 
principal submatrices of order 3 which, after principal rearrangement, are 
of the form (2.1), (2.2). 
Proof. Neither (2.1) nor (2.2) is copositive, so neither can be a principal 
submatrix of a copositive matrix. To prove the converse, apply Lemma 3.1. 
If A is not copositive, it follows from the lemma that A contains a principal 
ON COPOSITIVE MATRICES WITH -1, 0, 1 ENTRIES 305 
submatrix A, , which is not copositive and has all off-diagonal entries 0 
or -1. If A, contains a row with at least two -l’s, then A, contains (2.1) 
or (2.2) as a principal submatrix. If each row of A, contains at most 
one ~ 1, then A, is clearly the direct sums of matrices of the form 
r-t -3 
and [I], so A, is positive semidefinite, hence copositive. 
THEOREM 3.3. Let A E 6. Then A E b+ if and only if it has no principal 
submatrices of order 3 which, after principal rearrangement, are of the 
form (2.1)-(2.5). 
Prooj: Each of (2.1)-(2.5) is not positive semidefinite, hence cannot 
be a principal submatrix of a positive semidefinite matrix. To prove the 
converse, it is sufficient to show that every irreducible submatrix of A 
is in Z, and invoke the results of [IO]. So assume A E 8 is irreducible, 
but A contains at least one zero entry. This implies that A contains a 
principal submatrix of order 3 of the form (2.2)-(2.4), a contradiction. 
Thus, A E X, and the rest follows from [IO]. 
THEOREM 3.4. Let A E 8. Then A E V+ if and only iJ’ A contains no 
principal submatrix of order 3 which, qfter principal rearrangement, is of 
the.form (2.1) (2.2), (2.4), (2.5). 
Proof. Each of (2.1), (2.2), (2.4), (2.5) is not in V+, so each cannot be 
a principal submatrix of a matrix in %?+. To prove the converse, it is 
sufficient to show that A is the direct sum of a non-negative matrix and 
a positive semidefinite matrix. 
Let S C (I,..., n} be defined by i E S implies aij f -1 for all j (of course, 
S may be empty). Let T be the complement of S. We first show that i E T, 
je S implies aij = 0. Assume aii, = -1. Then the principal submatrix 
of order 3 determined by (i, i’, j) is one of (2.4), (2.5) unless aij = a,,j = 0. 
Next, assume every row of A has at least one - 1. If we prove that (2.3) 
cannot be a principal submatrix of A, it will follow from Theorem 3.3 
that A is positive semidefinite, and we will be done. So assume (2.3) 
a principal submatrix of A. Then 
I 1 0 a 
1 0 I b 
-1 a b 1 
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will be a principal submatrix of A. Now a # 0, 1; otherwise, (2.4) or (2.5) 
would be a principal submatrix. Therefore, a = -1. Similarly, b = -1. 
Therefore, (2.2) would be a principal submatrix. 
4. EXTREME COPOSITIVE MATRICES IN & 
In this section we characterize, in terms of the graphs defined in Sec- 
tion 2, those matrices in d which are on extreme rays of the cone V. 
THEOREM 4.1. Let A E 8. Then A is on an extreme ray of V if and 
ody if each of the following is true: 
(4.1) 
(4.2) 
(4.3) 
G-,(A) is connected and contains no triangles. 
G,(A) contains precisely those edges (i, j) where i and j are at 
distance 2 in G-,(A). 
L*(A) has no isolated vertices and no bipartite graph for a con- 
nected component, 
Proof. We first establish necessity. 
(4.1) If G-,(A) contains a triangle, (2.1) is a principal submatrix of A, 
so A $ @?. If G-,(A) is not connected, A may be partitioned: 
where B, D E V, and C > 0, which implies 
so A is not on an extreme ray of V. 
(4.2) Assume i and j at distance 2 in G-,(A), but aij = 0. Then (2.2) 
is a principal submatrix of A, so A # V. Suppose aij = 1 and i and j are 
not at distance 2 in G-,(a). Then the matrix obtained from A by replacing 
aij and aj, by 0 is also copositive, so A is not on an extreme ray of %?. 
(4.3) If (i, j) is an isolated vertex of L*(A), the matrix obtained from A 
by replacing aij and ai, by -1 is copositive, so A is not on an extreme 
ray of %. Assume that L*(A) has a connected component which is bipartite, 
that V, u V, partition the vertices of this component of L*(A), and every 
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edge of L*(A) joins a vertex of V, and a vertex of Vz . Let E < l/n. Define 
matrices N = (+) and Q = (qij) by 
t 
-cr if (i, j) E V, , 
nij = +t, if (i,j)E V,, 
aii , otherwise: 
i 
c, if (6.j) E VI , 
qij = -6, 
t 
if (6.j) E vz , 
aij , otherwise. 
Clearly, A = &V + *Q. If we show that N (and similarly Q) is copositive, 
it will follow that A is not on an extreme ray of ??. 
By Lemma 3.1, all we need show is that, if n is a principal submatrix 
of N containing no off-diagonal entry of 1, then m is copositive. By 
Theorem 3.2, every row of m contains at most one -1. To fix our ideas, 
assume that N consists of the first 2k + 1 rows and columns of N, that 
n12 = nzl = ns4 = nd3 = ... = n2k-1,2k = n2k,21c-1 = -1; also, nii # - 1 
for i > 2k, j = l,..., 1. Then, by the definition of L*(A), the off-diagonal 
entries of fl, apart from those which are --I, consist of 
2 x 2 matrices 
0 0 
( 1 
o o or *E (-i -:), 
1 x 2 matrices (0 0) or f~(l -1) 
and their transposes, 
1 x 1 matrices 0 or &e(l). 
Since E < l/n, it follows from Gersgorin’s theorem that m is positive 
definite in the variables (x1 - x2),..., (x~~-~ ~ xZk), xZkfl ,..., xzk+l . Thus 
IV is positive semidefinite and therefore copositive. 
We now prove the sufficiency. Assume that A = N + Q, where N 
and Q are copositive. Let n,, = x > 0. Following the proof of Theorem 3.1 
of [lo], we see that nii = x for all i, n,j = x for aij = 1, nij = -x for 
aij = -1. We next prove that aij = 0 implies nij = 0. 
Assume otherwise, say aij = 0, frij > 0. Since (i,,j) is not an isolated 
vertex of L*(A), there exists k such that 
--nij 
J 
qii.! 
y=l-xx, 
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is a principal submatrix of Q, and therefore copositive. But this implies 
qjk > nij . If we had begun with Q rather than N, we would have concluded 
n,j > qjlc . Therefore, qJk = nij . It follows that, if V is the set of vertices 
in L*(A) in the same connected component as (i, j), and, if 
VI = {(i, j) E V j nij > 01, V, = {(i,j) E V j nij < 0}, then no two vertices 
of V, or of V, are adjacent. This means Y is bipartite, a contradiction. 
Thus, N = xA, so A is on an extreme ray of %. 
5. ON A CONJECTURE OF BAUMERT 
In [2] and [3], Baumert studied properties of non-negative zeros (i.e., 
x 3 0 such that Q(x) = xTAx = 0) of copositive forms. In [3] he stated 
the following conjecture: 
CONJECTURE 4.1. [fQ(xl ,..., x,) = xTAx, n > 3 is an extreme coposi- 
tive quadratic form, then for every index pair i, j (1 < i, j < n), Q has a 
non-negative zero x with xix, > 0. 
Baumert [2] proved this conjecture for the case i = j, and Baston [I] 
proved it for A E 2. We shall show here that there are extreme copositive 
matrices in d - X for which this conjecture does not hold. We need the 
following lemma: 
LEMMA 5.1. Let A be a symmetric copositive matrix, and X 2 0 be 
such that XTAX = 0; then AT 3 0. (In fact, Xi > 0 implies (A& = 0 and 
(A%)+ > 0 only if js, = 0.) 
Proof. Define z = X + Au, for non-negative vectors u in Rn and non- 
negative scalars h; then z > 0. Since A is copositive, we have 
zTAz = 2huTAx + h2uTAu > 0. 
Assume (A& -C 0 for some i, then for u = ei and X > 0 small enough 
we get zTaz < 0: a contradiction. Thus AT > 0. 
Remark. It can be proved that the converse of Lemma 5.1 provides 
a characterization of symmetric copositive matrices in the following way. 
A symmetric matrix A with afi > 0, (i = I ,..., n) is copositive if and only 
if x 2 0, xrAx = 0 implies Ax > 0. 
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The following matrix in 8 - X is an extreme copositive matrix as 
may be proved using Theorem 4.1: 
l-l 1 0 0 1 -1 
-1 l-l I 0 0 1 
I -1 l-l 1 0 0 
A= 0 1 -1 l-l 1 0 1 
0 0 1 -1 1-l 1 
1 0 0 1 -1 1 -1 
-1 1 0 0 1-l 1 1 
We now consider all 32 possible sign patterns of x 3 0 with x,x, > 0. 
Using Lemma 5.1 it can be proved that none of those sign patterns will 
give zero of xrAx; thus A does not have a non-negative zero with x1x4 > 0. 
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