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Title in English
Construction of Gene Regulation Networks using RNA Sequencing data
Resumen: La utilización de datos de secuenciación de ARN se ha convertido en un reto
en cuanto a la construcción de métodos estad́ısticos que permitan analizar, entre otras
cosas, la interacción de los genes dentro de las células. Esta interacción puede ser vista
mediante una red, pues permite observar la forma en cómo los genes se comunican entre
śı, proceso conocido como regulación. Se propone una metodoloǵıa para la construcción de
redes de regulación génica de dos maneras distintas: la primera enfocada a la construcción
de la red utilizando las caracteŕısticas topológicas de la misma. La segunda, haciendo
uso de un modelo gráfico que incluya la distribución nodo-condicional de los datos
de RNA-Seq; de esta manera abordar el problema desde la visión distribucional y no
paramétrica.
Abstract: The use of RNA sequencing data has become a challenge in the construction
of statistical methods that allow to analyze, inter alia, the interaction of genes within
cells. This interaction can be seen on a network, since this allows to see how the genes
communicate with each other, the process known as regulation. It is proposed to construct
a network from the RNA sequencing data using a measure of similarity for the counting
data and defining a similarity threshold that allows one to decide whether a gene is
regulator or regulated in order to construct a directed network as well as a network-based
node-conditional distribution of RNA sequencing data using graphical models, to then
make an assessment of the advantages and disadvantages of each of the proposed methods.
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Índice de tablas III
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ÍNDICE GENERAL II
2.1.1. Campos markovianos y teorema de Hammersley - Clifford . . . . . . . . 30
2.1.2. Independencia local . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2. Construcción de redes usando modelos estad́ısticos . . . . . . . . . . . . . . . . . . 32
2.2.1. Construcción de una red de co-expresión génica usando modelos es-
tad́ısticos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.2. Construcción de redes de regulación génica usando modelos estad́ısticos 34
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Introducción
Los avances tecnológicos de los últimos años han proporcionado gran cantidad de
información con el objetivo de comprender el mundo y los fenómenos que en él suceden.
La Bioestad́ıstica brinda herramientas que permiten analizar tal información con el fin de
describir de manera anaĺıtica y sistemática los eventos que ocurren dentro de los sistemas
biológicos y la interacción de sus actores.
La estad́ıstica genómica, enmarcada dentro de la bioestad́ıstica, aplica y desarrolla
métodos para el estudio integral del funcionamiento, contenido y evolución de los genomas
[56] con el fin de extraer información que permita explicar las interacciones y flujos que se
encuentran dentro de los sistemas biológicos [44]. Tal información se obtiene de los datos
genómicos almacenados en bancos genómicos y consisten, con mayor frecuencia, en datos
de expresión génica, es decir, datos que muestran cómo la información contenida en un
gen es transformada en protéınas para el funcionamiento, pasando por el RNA mensajero
(mRNA) de los organismos vivos.
Los datos de expresión génica provienen de dos tecnoloǵıas diferentes: la primera, de-
nominada microarreglos [48], permite medir la expresión simultanea de decenas de miles de
genes basándose en un proceso biológico conocido como hibridación. Los datos provenien-
tes de esta metodoloǵıa están medidos en escala continua. La segunda es la secuenciación
de alto rendimiento de mRNA o RNA-Seq, que permite evaluar la complejidad de los
transcriptomas y provee medidas más precisas de los niveles de transcripción (expresión
génica) [45] comparada con los microarreglos. Estos últimos son datos discretos: conteos
de copias de fragmentos de mRNA por gen.
Dado que una de las tareas de la estad́ıstica genómica consiste en desarrollar métodos
que permitan explicar el funcionamiento de los genomas, se han creado redes que buscan
describir la manera cómo los genes interactúan, transcriben y producen alguna protéına. El
objetivo de las redes génicas es ilustrar la relación entre genes para una mejor comprensión
de los procesos biológicos a nivel molecular. Por otro lado, las redes permiten encontrar
funciones, hasta ahora desconocidas, para muchos de los genes en un genoma, lo que se
denomina predicción funcional [56, Pág. 105].
Con los datos de expresión génica resultado de los experimentos de microarreglos, se
han desarrollado varias metodoloǵıas que dan respuesta a algunos interrogantes biológicos,
entre ellos: qué genes están diferencialmente expresados bajo condiciones particulares de
los organismos (detección de expresión diferencial) y cómo es la regulación génica dentro
del proceso de expresión diferencial (redes de regulación génica). Los datos de RNA-
Seq cuentan con varias ventajas con respecto a los datos de microarreglos, entre ellas,
la disminución del error de medida [71]. Dado que la naturaleza de los datos de RNA-
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Seq es discreta y su aparición es relativamente reciente, no existen metodoloǵıas para la
construcción de redes de regulación génica basándose en este tipo de datos. Dentro de
la literatura consultada se han hecho acercamientos transformando los datos de conteo
a través de modelos de efectos aleatorios con el fin de aplicar los métodos que se han
desarrollado para construir redes con datos de microarreglos [34].
De acuerdo con lo anterior, el objetivo de este trabajo es desarrollar una metodoloǵıa
para la construcción de redes de regulación génica de dos maneras distintas para luego
compararlas: la primera, estará enfocada a la construcción de la red utilizando las carac-
teŕısticas topológicas de ésta, encontrando una medida de similitud para datos de conteo y
una forma de calcular un umbral que permita definir si un gen es regulador o regulado de
acuerdo a la similitud ya calculada. Con lo anterior, se genera una matriz de adyacencia
que define la red propiamente dicha luego de definir un umbral de similitud apropiado. Es-
ta propuesta es una extensión de las metodoloǵıas existentes para microarreglos [40][1][18]
y se encuentra expuesta en el primer caṕıtulo.
La segunda metodoloǵıa busca modelar la relación entre genes con base en una dis-
tribución conocida de la cual, se asume, provienen los datos de RNA-Seq. Se propone la
distribución binomial negativa y con ella un modelo gráfico lineal generalizado binomial
negativo que permite establecer las vecindades de cada nodo (gen) en la red y, a su vez,
observar la regulación que se da entre cada nodo. Esta metodoloǵıa tiene como punto de
partida el trabajo desarrollado por Allen & Liu (2013) [2] quienes proponen un modelo
gráfico de Poisson para generar la red. Se encuentra en el segundo caṕıtulo del presente
documento.
Tanto el método basado en la topoloǵıa, como el método basado en la distribución de
los dats de RNA-Seq serán evaluados con base en datos reales y simulados. Igualmente, se
compararán y se establecerán las ventajas y desventajas de cada uno.
CAPÍTULO 1
Red de regulación génica basada en similitudes
El primer enfoque que se tuvo en cuenta para la construcción de redes de regulación
génica corresponde a la utilización de algunas medidas de similitud y las caracteŕısticas
topológicas de una red, lo cual permite elaborarlas sin tener en cuenta la distribución de
los datos de expresión génica obtenidos a través de la secuenciación del mRNA. Tales
medidas de similitud pueden ser lineales y no lineales de manera que permiten medir la
comunicación entre los genes y observar el sentido en que lo hacen.
A continuación, se aborda la definición de “red” y sus caracteŕısticas. A su vez, se
presenta una revisión sobre las redes génicas más importantes y la forma en cómo estas
han sido construidas hasta ahora, usado medidas de similitud. Posteriormente, se hace
un repaso sobre los insumos teóricos y herramientas metodológicas que permitieron el
desarrollo de la propuesta de redes basadas en similitudes, para finalizar con la aplicación
a datos simulados y reales.
1.1. Redes
En esta sección definiciones, generalidades y algunos tipos de redes que son de interés
para este trabajo.
Una red es llamada formalmente un grafo [17]. El término “red” se usa en la literatura
para varias cosas, entre ellas [53]:
a. Un sistema de objetos interconectados.
b. Un grafo que representa un sistema.
Existen tres tipos principales de grafos:
• Un grafo no direccionado G es un par ordenado G = (V,U) tal que: V es un
conjunto cuyos elementos son nodos y U es un conjunto de pares no ordenados de
distintos vértices llamados aristas o bordes no direccionados. Si la arista uij une a los
nodos vi y vj se dice que los nodos están conectados y se nota como uij = (vi, vj). Se
usa con frecuencia para representar la existencia de asociación o relación funcional
(aristas) entre entidades (nodos).
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• Un grafo direccionado o digrafo G es un par ordenado G = (V,D) con V un
conjunto de nodos y D un conjunto de pares ordenados de vértices llamadas aristas
direccionadas. Una arista direccionada dij = (vi, vj) se considera que está dirigida
del nodo vi al nodo vj : vj se llama la cabeza y vi se llama la cola. Con lo anterior,
vj es un sucesor directo de vi y vi es predecesor de vj . Si una trayectoria conduce
de vi a vj se dice que vi es antepasado de vj . Se usan para representar influencias
causales o comunicación entre nodos.
• Un grafo mixto G es un grafo en el cual algunas aristas podŕıan ser dirigidas y
otras no. Se escribe como una tripla G = (V,U,D). Los grafos direccionados y no
direccionados son un caso particular de los grafos mixtos. Estos grafos se usan para
representar asociación y también influencia causal entre nodos.
La topoloǵıa de una red define las conexiones entre los nodos y podŕıa ser el punto de
partida para su modelamiento [3]. Las caracteŕısticas topológicas de una red son:
• Grado: Número de aristas conectadas a un nodo. Un grafo dirigido tiene un grado
de entrada y un grado de salida correspondientes al número de aristas entrantes y
salientes respectivamente.
• Distribución del grado: La probabilidad de que un nodo seleccionado al azar
tenga un cierto número de aristas.
• Coeficiente de agrupamiento: Una medida de la interconectividad entre vecinos
de un nodo N . Los vecinos de un nodo N son nodos conectados a N a través de una
arista.
• Coeficiente promedio de agrupamiento: El promedio de los coeficientes de cada
nodo. Provee una medida global de cómo los vecinos están interconectados localmen-
te.
• Estructura de comunidad: Una división natural de la red en conjuntos caracteri-
zada por grupo de nodos que comparten una alta densidad de enlaces internos y una
baja densidad de enlaces con nodos externos. En el contexto biológico se les conoce
como módulos.
• Organización jerárquica: En una red compleja implica que los grupos pequeños
de nodos pueden ser organizados dentro de grupos más grandes, manteniendo al
mismo tiempo una topoloǵıa de escala libre.
En el contexto biológico, se considera un tipo de redes llamadas “redes complejas”
caracterizadas por ciertos rasgos topológicos que no ocurren en redes simples [17]. Ta-
les rasgos incluyen, por ejemplo: una cola pesada en la distribución del grado, un alto
coeficiente de agrupamiento, estructura de comunidad en muchas escalas y evidencia de
estructura jerárquica.
Los dos tipos de redes complejas más conocidas son:
1. Redes de “mundo pequeño”: fue un modelo propuesto por Watts y Strogatz
(1998) [73]. Una red se considera de “mundo pequeño” si la distancia máxima entre
dos nodos crece logaŕıtmicamente con el número de nodos de la red o el coeficiente
promedio de agrupamiento es significativamente más grande que un gráfico aleatorio
construido sobre el mismo conjunto de aristas.
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2. Redes de escala libre: Una red es llamada de escala libre si su distribución del
grado sigue una función matemática particular llamada “ley potencia” donde pocos
nodos con muchos enlaces (hubs) coexisten entre muchos nodos con pocos enlaces
[19][7].
1.1.1. Redes de co-expresión génica basadas en similitudes
Una red de co-expresión génica es un grafo inferido de datos de expresión génica. Dos
genes están conectados por un vértice no direccionado si sus actividades tiene asociación
significativa sobre una serie de medidas de expresión [69][40].
Una red de co-expresión identifica cuáles genes tienden a mostrar un parámetro de ex-
presión coordinado a través de un grupo de muestras [69]. Esta red puede ser representada
por una matriz de similitud gen-gen.
Figura 1.1. Ejemplo de red de co-expresión génica tomada de Wang et al, 2009 [70].
Construcción de una red de co-expresión génica con datos de microarreglos
Antes de explicar la construcción de redes de co-expresión génica, se define la notación
a utilizar:
• Sea En×p, una matriz de expresión en cuyas entradas está el nivel de expresión
eij del gen i (i = 1, ..., n) para la muestra j (j = 1, ..., p). Ver tabla 1.1.
• Se define el perfil de expresión del gen i como el vector ei que corresponde a la
fila i de la matriz de expresión.
• Sea Sn×n una matriz de similitud en cuyas entradas sij se encuentra una medida
de similitud entre el gen i y el gen j [36] construida a partir de En×p.
• Sea el umbral de similitud τ∗ el valor ĺımite que determina las aristas de la red.
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Condición 1 Condición 2
Muestra1 · · · Muestraj Muestraj+1 · · · Muestrap
















Genn en1 · · · enj enj+1 · · · enp
Tabla 1.1. Tabla de expresión E resultante de un experimento usual de RNA-Seq. A las filas de
E se les conoce como perfil de expresión, en la tabla sombreado el perfil de expresión
del gen i.
El método de construcción de redes utilizando medidas de similitud consiste en utilizar
la información contenida en los datos sin asumir ninguna distribución y valiéndose de las
caracteŕısticas topológicas de la red. La construcción canónica de una red de co-expresión
génica está descrita en Leal et al. 2014 [40] y van Dam et al. 2017 [69] y se resume a
continuación (Ver figura 1.2):
(A) Las relaciones individuales entre genes se definen basadas en medidas de similitud que
pueden ser correlaciones [36] o información mutua. Esa relación describe la similitud
entre los perfiles de expresión de cada par de genes a través del conjunto de muestras
(Ver Tabla 1.1).
(B) La asociación de co-expresión es usada para construir una red donde cada nodo
representa un gen y cada arista representa la presencia e intensidad de la relación
de co-expresión. Existen dos enfoques diferentes para la construcción de red en este
punto:
(C) Definición de un umbral de similitud derivado de las caracteŕısticas to-
pológicas de la red: En [40] se propone la selección de un umbral a partir de las
caracteŕısticas topológicas de la red para definir lo que se conoce como matriz de
adyacencia y de esta manera determinar los genes que están co-expresados. Para
determinar el umbral de adyacencia se aumenta sucesivamente un umbral propuesto
lo cual ocasiona un incremento en el número de valores no nulos en la matriz de
adyacencia. Algunas formas de encontrar el umbral de similitud [60]:
1. Teoŕıa espectral de grafos: Se calculan los valores y vectores propios para
la matriz de adyacencia de la red construida con varios valores de umbral [54].
De esas transformaciones se utilizan métodos de agrupamiento básicos para
ver la relación que hay entre genes y seleccionar el umbral dependiendo de la
estructura de comunidad de se encuentre.
2. Correlación parcial y teoŕıa de información: Consta de 3 pasos [58]:
(a) Para cada tŕıo de genes x, y y z las tres correlaciones parciales de primer
orden de x y y dado z son calculadas:
sij = rxy,z =
rxy − rxzryz√
(1− r2xz)(1− r2yz)
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(b) Para cada tŕıo de genes y con el fin de obtener un umbral local que capture















(c) Conexiones entre genes son descartadas si |rxy| ≤ |εrxz| y |rxy| ≤ |εryz|.
3. Cliques: Un clique es un subgrafo en el cual todos los nodos están conectados
unos a otros [5]. Una forma de determinar un umbral es a través de los cliques
[11]. Se calcula el número de cliques para cada umbral determinado por una
correlación iniciando en s = r = 0.99 y disminuyéndola en 0.01. El número
máximo de cliques incrementa debido a la gran conexión entre los genes. Cuando
el número de cliques incrementa dos o tres veces al valor previo, la correlación
anterior resultante se selecciona como umbral.
4. Teoŕıa de matrices aleatorias: La matriz de correlación de expresión génica
(S) es la combinación de una alta correlación dada por cambios en el sistema
biológico (Sc) y una correlación débil que expresa relaciones aleatorias entre la
expresión génica (Sr) [47]. La distribución del espacio del vecino más cercano
de valores propios sigue una distribución normal ortogonal conjunta si existe
correlación entre los vecinos más cercanos, pero si no es aśı se asume una dis-
tribución Poisson. Se tiene entonces que S tiene una distribución de espacio de
vecino más cercano Normal y Sc tiene distribución Poisson. La transición entre
Normal y Poisson se usa como punto de referencia para distinguir relaciones no
aleatorias entre genes de ruido aleatorio.
5. Coeficiente de agrupamiento: El coeficiente de agrupamiento Ci de un nodo




donde ki(> 1) es el número de nodos vecinos conectados por una arista al
nodo i y Ei es el número de aristas entre los primeros vecinos. Si el umbral de
similitud τv se establece en su valor mı́nimo una red completamente conectada





Ci de uno será obtenido.
Como el ĺımite es incrementado conducirá a un descenso de C(τv). Sin embargo,
en un umbral de similitud razonablemente alto se puede esperar un incremento
debido a la alta cantidad de sub-redes desconectadas. El umbral debeŕıa ser
establecido (de forma gráfica) en el valor de similitud más alto abajo del punto
en el cual un incremento/decrecimiento agudo sea observado [25].
Otra forma de seleccionar el umbral es comparando los coeficientes de agrupa-
miento observados y su equivalente aleatorizado mientras el número de cone-
xiones es gradualmente decreciente [18]. Cuando el umbral tiende a ser grande,
se remueven enlaces que probablemente sean ruido mientras que la diferencia
entre el coeficiente de agrupamiento observado y el coeficiente de agrupamiento
de un grafo aleatorio incrementa monótonamente. Se resumen en un problema
de optimización discreto donde el umbral cŕıtico está dado por:
τ∗ = mı́n
v
{τv : C(τv)− Cr(τv) > C(τv+1)− Cr(τv+1)}
donde,
– τv ∈ [0.01, 0.99].
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– τv+1 = τv + 0.01.
– C(τv) denota el coeficiente de agrupamiento en la red observada.
– Cr(τv) es el coeficiente de agrupamiento en la red aleatoria.
Figura 1.2. Esquema del procedimiento para la construcción de redes de co-expresión génica
usando medidas de similitud a partir de datos de microarreglos.
Construcción de redes de co-expresión para datos de RNA-Seq
Algunos autores han propuesto la construcción de redes de co-expresión génica con
datos de RNA-Seq basados en la topoloǵıa de la red y algunas medidas de similitud. A
continuación se mencionan algunos:
Métodos recientes extraen parámetros e identifican genes co-expresados de datos de
secuenciación de RNA [41]. Se calcula una correlación génica entre las muestras de RNA-
Seq definiendo una medida de similitud apropiada para conteos.
En el 2012, la metodoloǵıa propuesta por Zhang y Horvath [78] es utilizada por Iancu
et al. [32] para la construcción de redes de co-expresión génica ponderadas haciendo uso
de la correlación de Pearson y creando una matriz de adyacencia con un algoritmo que da
como resultado una red de libre escala.
En el 2015, Ballouz et al. [6] proponen una red de co-expresión para experimentos de
RNA-Seq a partir de la correlación de cada par de genes en las muestras tratando los rangos
de los coeficientes medidos como aristas ponderadas. Los autores concluyen que su red no
depende de los cambios de la distribución de la correlación, solo de la fuerza relativa de las
correlaciones gen - gen dentro de un experimento, las cuales podŕıan cambiar la topoloǵıa
de la red, lo que complica la robustez de la red. Se reporta que la correlación entre los
nodos de la red con RNA-Seq se correlaciona negativamente con los de la generada con
datos de microarreglos.
El software EPIG-Seq [41] utiliza una medida de similitud para evaluar la co-expresión
de pares de genes en un experimento aunque no se construyen redes.
Recientemente se han creado medidas para la construcción de redes que tratan de
asociar la co-expresión con la regulación, como es el caso de Guo et al. [24], que proponen
la inferencia de una red con una medida de correlación parcial de relevancia de orden
inferior. El método busca elegir los genes mejor clasificados de un análisis de correlación
parcial inicial eliminado aśı los genes de baja asociación.
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1.1.2. Red de regulación génica (RRG)
La regulación génica, desde el punto de vista biológico, es un nombre general para un
número de procesos secuenciales bien conocidos y entendidos como la transcripción y la
traducción, lo cual controla los niveles de expresión de un gen [3]. Un sistema de regulación
génico consiste de genes, cis-elemetos1 y reguladores entre ellos los llamados factores de
transcripción (FT) y moléculas como el mRNA. Los genes, los reguladores y conexiones
reguladoras entre ellos junto con un esquema de interpretación conforman una red de
regulación génica (Ver Figura 1.3).
Una RRG es un grafo mixto G = (V,U,D) sobre un conjunto V de nodos que co-
rresponden a genes [17], más precisamente a actividades génicas (niveles de expresión o
concentraciones de RNA), con pares no ordenados U (aristas no direccionadas) y pares
ordenados D (aristas direccionadas).
Una arista direccionada dij de vi a vj está presente, si y solo śı, un efecto causal corre
del nodo vi al nodo vj y no existen nodos o subconjuntos de nodos en V que estén inter-
mediando la influencia causal. Estas aristas, en una RRG, corresponden a una influencia
causal entre genes (actividad génica) como la regulación de transcripción por factores de
transcripción y otros efectos causales menos intuitivos entre los genes involucrando señas
de transducción o metabolismo [3].
Una arista no direccionada uij entre los nodos vi y vj está presente, si y solo śı, los
genes están asociados por otros medios diferentes a una influencia causal directa y no
existen nodos o subconjuntos de ellos que expliquen esa asociación.
Es de suma importancia tener en cuenta que cuando se hace inferencia de RRG utili-
zando solo datos de expresión génica los metabolitos y las protéınas actúan como variables
latentes. Estas variables participan en la comunicación entre los genes, pero como no se
incluyen expĺıcitamente en las RRG sus efectos aparecen como aristas entre las variables
observadas. Solo pueden ser establecidas las relaciones causa - efecto entre cantidades
observadas, es decir, con base en los perfiles de expresión de los genes.
Las RRG describen la comunicación entre genes incluyendo impĺıcitamente todos los
procesos de regulación dentro de las células vivas y, por lo tanto, da una descripción com-
pleta de la regulación celular proyectada en la actividad génica [3]. Con lo anterior, pueden
ser esperados muchos ciclos dentro de la red. Los componentes ćıclicos están asociados con
muchas de las propiedades fundamentales de los sistemas biológicos.
La estructura de la RRG podŕıa depender cuantitativa y cualitativamente del esta-
do fisiológico de la célula. De cada organismo se puede esperar una RRG con diferente
estructura [3], sin embargo:
• Todos los pasos de la transcripción dependen de enerǵıa metabólica.
• Las tasas de transcripción dependen de las concentraciones de nucleótidos ya que
estos son los componentes básicos en el ácido nucleico.
• Cualquier gen que afecte la transcripción o degradación de RNA, contribuirá para
todos los genes.
La complejidad de diferentes especies no es directamente proporcional al número de
genes. El elemento que determina las diferencias del desarrollo está dado por los factores de
1Regiones del AND no codificadas las cuales regulan la transcripción de genes cercanos.
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transcripción que actúan sobre la regulación de la expresión génica de forma dependiente
y siguiendo un mecanismo de control combinatorio y coordinado que ajusta finalmente los
perfiles de expresión génica para las fases de desarrollo, los tejidos o los tipos de célula
[55]. Control combinatorio y coordinado significa que la transcripción de un gen no está
regulada por una señal simple de activación o represión sino por la correcta integración
de todas las señales que se originan de una combinación de factores de transcripción que
están alternativamente ligados y funcionalmente activos.
Figura 1.3. Ejemplo de red de regulación génica tomada de Chen et al, 2014 [13].
Construcción de una red de regulación génica usando medidas de similitud
En la literatura consultada no existen metodoloǵıas diseñadas para la construcción
de RRG que se basen en medidas de similitud ni para datos de microarreglos ni para
datos de RNA-Seq, sin embargo, se mencionan algunos de los métodos más usuales para
construirlas hasta ahora:
• En general se han hecho aplicaciones de redes de regulación génica haciendo uso de los
genes factores de transcripción como en [27] y construyéndola verificando relaciones
de co-expresión entre el FT y cada uno de los genes diferencialmente expresados.
• También se usó el algoritmo denominado “Lemon-Tree” [10], el cual es un método
no supervisado que toma la matriz de expresión génica y un conjunto de genes
potencialmente reguladores e intenta clasificar los datos de expresión en módulos
distintos, luego, cada regulador potencial es asignado a los módulos [8].
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1.1.3. Otros tipos de redes
1. Red de regulación transcripcional (RRT) Solo incluye la regulación de los
genes a través de la transcripción. Todas las aristas son direccionadas.
Se podŕıa pensar que habŕıa grandes súper posiciones entre las RRG y las RRT de
un organismo en particular, sin embargo, no es necesariamente aśı [3]:
• Ruido: Problemas con los algoritmos de pruebas de hipótesis.
• Procesos de regulación fisiológicamente activos.
• Regulación más allá de los factores de transcripción.
2. Redes de co-expresión signada y no signada: En una red de co-expresión
basada en medidas de correlación se tendrán valores entre -1 y 1. En una red no
signada, el valor absoluto de la correlación es usado lo que significa que dos genes
con correlación negativa serán considerados como co-expresados. Las redes de co-
expresión signadas, solventan ese problema escalando la correlación entre 0 y 1 y
los valores < 0.5 indicarán correlación negativa y aquellos cuyos valores sean > 0.5
indicarán correlación positiva [3].
1.2. Insumos teóricos y herramientas metodológicas
1.2.1. Medidas de similitud
Dado que los datos de expresión génica resultantes de la secuenciación de RNA son
conteos, fueron escogidas tres medidas de similitud que se pueden aplicar a este tipo de
datos:
Correlación de Spearman
Supóngase (X1, Y1), ..., (Xn, Yn) una muestra aleatoria de una población bivariada
continua con función de distribución conjunta FX,Y y funciones de distribución mar-
ginal FX y FY . En el contexto de la estad́ıstica genómica, (X1, Y1), ..., (Xn, Yn) =
(ei1, el1), ..., (eip, elp), los perfiles de expresión de los genes i y l. Se define el coeficien-























con Rj que denota el rango de eij , Sj que denota el rango de elj y Dj = Rj − Sj para
j = 1, ..., p. Esta medida capta la relación lineal que hay entre los dos perfiles de expresión
pues es el coeficiente de correlación clásico de Pearson pero aplicado a los rangos de cada
uno de los perfiles [30].
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Correlación Bayesiana
Técnicamente es una correlación beta-binomial. Se trata de un esquema Bayesiano
para estimar la correlación entre las mediciones de diferentes entidades basadas en datos
de secuencia de alto rendimiento [61]. Tales entidades podŕıan ser genes cuya expresión ha
sido medida por RNA-Seq (Perfiles de expresión génica).
La definición de la medida de correlación Bayesiana se presenta a continuación:
Sea Eic una matriz de conteos para el gen i ∈ {1, ..., n} y la muestra j ∈ {1, ..., p}; se
pretende calcular la correlación entre el nivel de expresión de dos genes i y l. Se asume
que dado cualquier read2 en un experimento j tiene probabilidad pij de ser atribuido al
gen i independiente de otros factores, entonces el número total de reads atribuidos al gen
i bajo j tiene distribución binomial:









Se tiene que pij es desconocido, pero se puede estimar a partir de los datos o usando
la teoŕıa Bayesiana asumiendo que:
p ∼ Beta(α, β) = Γ(α+ β)
Γ(α)Γ(β)
pα−1(1− p)β−1 (1.4)















ij son los parámetros de la distribución a priori, Eij el conteo de reads para






















ij + Ej + 1
) (1.6)
Como se tiene la distribución de pij , la correlación Bayesiana entre el gen i y el gen l
se define como:




La forma de calcular la cov(pij , plj) se encuentra demostrada en [61].
Es una medida lineal, pues calcula una correlación de Pearson entre las probabilidades
de que un read sea asignado a un gen o a otro.
2Un read es un fragmento de un gen objetivo que hace parte del genoma en estudio. Es un segmento del
gen y el conteo de fragmentos de él muestran su nivel de expresión en los experimentos de secuenciación de
alta profundidad. Técnicamente son lecturas de fragmentos cortos de DNA copia del mRNA secuenciado
[37]
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Información Mutua
Para hablar de la información mutua, es necesario mencionar algunos conceptos básicos
de la teoŕıa de la información [15]:
• Entroṕıa
Es una medida de incertidumbre de una variable aleatoria. Sea X una variable
aleatoria discreta sobre un conjunto X y con función de probabilidad acumulada
p(x) = P (X = x) con x ∈ X .












• Entroṕıa conjunta y entroṕıa condicional
Definición 1.2.2. La entroṕıa conjunta H(X,Y ) de un vector aleatorio discreto
bidimensional (X,Y ) con distribución conjunta p(x, y) se define como:





p(x, y) log p(x, y) = −E(log p(X,Y )) (1.9)
Definición 1.2.3. Si (X,Y ) ∼ p(x, y), la entroṕıa condicional H(X|Y ) se define
como:
H(X|Y ) = −E(log p(X|Y )) (1.10)
De lo anterior, se tiene entonces el siguiente teorema:
Teorema 1.2.1 (Regla de la cadena).
H(X,Y ) = H(X) +H(Y |X) (1.11)
• Entroṕıa relativa e información mutua
La entroṕıa relativa es una medida de la distancia entre dos distribuciones. Se nota
como D(p||q) y mide la ineficiencia de asumir que la distribución es q cuando la
verdadera distribución es p.
Definición 1.2.4. La entroṕıa relativa o distancia de Kullback-Leibler entre dos















Definición 1.2.5. Sean X y Y dos variables aleatorias con función de probabilidad
conjunta acumulada p(x, y) y funciones de probabilidad marginales p(x) y p(y). La
información mutua I(X;Y ) es la entroṕıa relativa entre la distribución conjunta
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y el producto de las distribuciones p(x)p(y), aśı:

















En Estad́ıstica Genómica, X y Y corresponden a los perfiles de expresión ei y el del
gen i y el gen l respectivamente.
La información mutua es la medida de la cantidad de información que una variable
aleatoria contiene acerca de otra; es una reducción en la incertidumbre de una variable
aleatoria debido al conocimiento de la otra [15, Pág. 19].
1.2.2. Implementación
El trabajo práctico se desarrolló en el software estad́ıstico R [57] y algunas funciones
contenidas en sus paquetes. Para las medidas de similitud:
• Correlación de Spearman: Implementada en el paquete stats de R.
• Correlación Bayesiana: En el material suplementario del art́ıculo donde se hace
la propuesta de la correlación Bayesiana [61], se encuentran disponibles las funciones
en R para hacer los cálculos en http://journals.plos.org/plosone/article?id=
10.1371/journal.pone.0163595.
• Información Mutua: Implementada en el paquete infotheo [51]. Para calcular la
información mutua entre dos variables aleatorias su soporte debe ser finito, para las
variables cuyo suporte no es finito, ya sean discretas o continuas, se debe realizar
algún proceso de discretización. Algunos de los más usados son [52]:
– Igual amplitud:
El principio de discretización de igual amplitud es dividir el intervalo [a, b] en











(|Xi| − 1)(b− a)
|Xi|
, b+ ε[
con ε > 0 en orden de incluir el mayor valor que ha tomado la variable.
– Igual frecuencia:
El esquema de discretización de igual frecuencia consiste en particionar el in-
tervalo [a, b] en |Xi| intervalos, cada uno teniendo el mismo número de datos.
En este trabajo se usó el principio de discretización de igual amplitud implementada
en la función discretize de infotheo.
Una vez las variables han sido discretizadas, se procede a hacer la estimación de la
información mutua, para lo cual existen diferentes métodos descritos por Meyer, 2008
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[52]. El estimador que se usó en este trabajo fue el “estimador Shrink” el cual funciona de
la siguiente manera:
La idea es combinar dos estimadores: uno con baja varianza y otro con bajo sesgo por







con #(x) el número de datos con valor x, m el número de muestras extraidas de la
distribución conjunta de (X,Y ) y |X | es el cardinal del conjunto dominio de la variable
aleatoria X.
Este estimador es ampliamente utilizado cuando el tamaño de muestra es pequeño [63].















p̂λ∗(x) log p̂λ∗(x) (1.19)
Y dada la relación que existe entre entroṕıa e información mutua, esta última también
puede ser estimada [15]:
I(X,Y ) = H(X) +H(Y )−H(X,Y ) (1.20)
Para el proceso de graficación de la red se utilizó el paquete igraph [16] y la visuali-
zación de las gráficas en Cytoscape [66].
1.3. Propuesta metodológica
1.3.1. Obtención de datos de RNA-Seq simulados
Utilizando una tabla de expresión E, es decir, una base de datos en cuyas filas se
encuentra la expresión de los genes i, i = 1, ..., n del organismo en estudio y en las
columnas las diferentes muestras en las que se midió el mRNA, se quiere reconstruir una
red que permita comprender los flujos regulatorios dentro de una célula.
En esta parte se propone una metodoloǵıa que se vale de la información de conteos de
reads por cada gen sin tener en cuenta la distribución de la variable aleatoria: “expresión
génica”; en este sentido, esta metodoloǵıa podŕıa considerarse no paramétrica. El método
se resume en la figura 1.4.
El primer paso consiste en la obtención de datos de RNA-Seq v́ıa simulación, es decir,
una tabla de expresión génica similar a la resultante de un experimento de RNA-Seq, con-
teos que provienen de una distribución Poisson [59] o binomial negativa [4]. La simulación
de la tabla de conteos se presenta a continuación:
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Figura 1.4. Esquema de la metodoloǵıa propuesta para la construcción de RRG
.
Utilizando el código base de la función makeExampleCountDataSet del paquete DeSeq
[4] implementado en Bioconductor [31] se generó una tabla de conteos para 100 genes con
30 muestras (15 para tratamientos y 15 para controles) como sigue:
1. Los valores medios de expresión para cada uno de los genes fueron extráıdos de una
distribución exponencial con parámetro 1250 .
2. Algunos de los 100 genes son declarados como diferencialmente expresados con una
probabilidad de 0.3.
3. Los valores medios de los genes son divididos en dos condiciones: Tratamiento y Con-
trol de tal manera que el log2 del fold-change
3 siga centrado en 0 con una distribución
normal con desviación estándar igual a 2.
4. Los conteos son simulados por cada gen para cada una de las 30 muestras en las 2
condiciones descritas. Tales conteos son extráıdos de una muestra que proviene de una
distribución binomial negativa con las medias generadas anteriormente multiplicadas
3El fold change es una medida que describe cuánto cambia el nivel de expresión de un gen al pasar de
un valor inicial o condición 1, generalmente un tratamiento a uno final o condición 2, generalmente un
control [75]. Con frecuencia es definido de dos maneras:




con x′ij y y
′
ij son los perfiles de expresión del gen i en la muestra j en el tratamiento y el control,
respectivamente [68].




con x′ij y y
′
ij definidos como arriba [14][23].
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por el factor de tamaño de la muestra. Dicho factor consistió en 15 valores entre 0.1
y 1.5 para los tratamientos y 15 valores entre 1 y 2.4 para los controles. El parámetro
de tamaño para la distribución binomial se definió igual a 10.2 .
1.3.2. Similitud
Se seleccionaron algunas medidas de similitud para encontrar la relación gen - gen que
se necesita en la construcción de la red (Ver Figura 1.4). Las tres medidas seleccionadas
fueron:
• Correlación de Spearman (ssij): Aunque se usa para variables continuas, se in-
cluye en el análisis ya que es la más usada para abordar este tipo de problemas con
datos discretos de conteo.
• Correlación Bayesiana (sbij): Es una nueva propuesta que permite encontrar co-
rrelaciones gen - gen en una tabla de conteos de reads.
• Información mutua (simij ): Es una medida no lineal que podŕıa describir algunas
relaciones que las dos medidas anteriores no permiten ver (ya que estas son lineales).
Tanto ssij como s
b
ij toma valores en el intervalo [−1, 1], sin embargo, la simij toma valores
entre [0,∞) para lo cual se hace un re-escalamiento para llevarla al intervalo [0, 1] y dado
que la correlación de Spearman es la más usada, el signo de ssij es asignado a la entrada
ij de la matriz de similitud de información mutua.
1.3.3. Umbral y matriz de adyacencia
Una vez se tienen las matrices de similitud se procede a encontrar el umbral de similitud
que define la matriz de adyacencia. Para ello, se utilizó el algoritmo descrito por [39]
modificándolo un poco, pues este determina umbrales para matrices de co-expresión génica,
aśı:
• Se asignan diferentes valores de umbrales τ∗ pasa ser evaluados.
• Con cada τ∗ se construye una matriz de adyacencia (A) a partir de las matrices de
similitud (S). Como debe ser una red dirigida, la función de adyacencia se construyó
de la siguiente manera:
τ(sij) =

aij = 1, si |sij | ≥ τ∗ y sij > 0
aji = 0, si |sij | ≥ τ∗ y sij > 0
aij = 0, si |sij | ≤ τ∗ y sij < 0
aji = 1, si |sij | ≤ τ∗ y sij < 0
(1.21)
Y se calcula para cada una el grado del nodo y el coeficiente de agrupamiento.
• Se calcula el coeficiente de agrupamiento esperado de una matriz de adyacencia
aleatoria.
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• Se calcula y se grafica la diferencia entre los coeficientes de agrupamiento para cada
umbral, luego se toma como umbral τ el que tenga una cantidad más alta en el valor
absoluto en la diferencia entre los coeficientes de agrupamiento de una red aleatoria
y la red de los datos es la más grande posible.
• Con el umbral seleccionado, se define la matriz de adyacencia para la red de regula-
ción génica.
• Luego, la metodoloǵıa fue probada en unos datos reales.
El código en R para la construcción de la RRG usando medidas de similitud se encuentra
en el Apéndice B de este documento.
1.3.4. Resultados de la simulación
Con la tabla de conteos simulada, se calcularon las medidas de similitud y los gráficos
de correlación se pueden ver en la figura 1.5. Se puede apreciar que el gráfico de la matriz
















































































































































































Figura 1.5. Matrices de similitud calculadas del mismo conjunto de datos simulados.
También era importante ver el comportamiento de una de las correlaciones con respecto
a las demás, razón por la cual, se hicieron gráficas de dispersión entre de una de las
correlaciones con respecto a las demás, las cuales se pueden ver en la figura 1.6.
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(c) Bayes vs. Información mutua.
Figura 1.6. Gráficos de dispersión para cada uno de los valores de las correlaciones de los genes
simulados.
Se esperaŕıa un comportamiento lineal entre la correlación de Spearman y la correlación
Bayesiana ya que está última es una correlación lineal de Pearson, sin embargo, no es
aśı. La correlación de Spearman se calcula usando los datos crudos, es decir, el conteo
de reads para cada gen y la correlación Bayesiana mide la asociación que hay entre la
probabilidad de que un read pertenezca al gen i o al gen l. También puede verse que hay
muchas correlaciones negativas en la propuesta bayesiana, lo que significa que mientras
la probabilidad de que un read pertenezca a un gen aumenta, la probabilidad de que el
mismo read pertenezca a otro gen disminuye.
Podŕıa pensarse que el problema con la correlación Bayesiana es que asumen indepen-
dencia en los reads y ellos podŕıan no ser independientes entre śı. Además, se asume que
la distribución de las probabilidades de que un read pertenezca a un gen en particular es
Beta, sin embargo, al calcular la correlación entre esas probabilidades se usa la correlación
lineal de Pearson.
Cuando se compara la correlación de Spearman con la información mutua se evidencia
que tienen una tendencia lineal, sin hacer el cambio de signos (ver Figura 1.7) y se presentan
algunos genes que para Spearman tienen correlación baja pero información mutua alta lo
cual se debe a que esta última está captando la posible no linealidad de los niveles de
expresión en reads de los genes. Cuando se hace el cambio de signos, se mantiene que para
algunos genes con correlación de Spearman baja, la información mutua es alta y se explica
con la no linealidad de esta última medida de similitud.
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Al comparar la información mutua con la correlación Bayesiana se puede ver que sigue
habiendo un efecto de no linealidad en la medida de similitud, es decir, que cuando la
correlación Bayesiana se acerca a 0, la información mutua presenta valores altos. Como la
información mutua tiene los signos de la correlación de Spearman se puede ver que son
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Figura 1.7. Gráfico de dispersión entre la correlación de Spearman y la información mutua sin el
cambio de signos
.
Con las matrices de correlación se seleccionaron los umbrales para cada una de las 3
redes que fueron determinadas por cada una de las 3 medidas de similitud (Ver figura 1.8):
• Umbral calculado a partir de la matriz de correlación de Spearman: ±0.8.
• Umbral calculado a partir de la correlación Bayesiana: ±0.69.
• Umbral calculado a partir de la información mutua: ±0.79.
El umbral para la correlación Bayesiana es más bajo que para las otras matrices de
similitud, lo que se debe a los valores negativos de sus correlaciones. Aunque las medidas
de similitud de Spearman e información mutua teóricamente son diferentes, los valores de
sus umbrales son relativamente similares.
Las redes de regulación génica construidas de los datos simulados pueden verse en la
figura 1.9.
Para esta simulación y de acuerdo con todo lo anterior, visualmente la red construida
a partir de la correlación de Spearman y de la correlación Bayesiana son muy similares.
Lo anterior se sustenta con los valores descriptivos de las redes que aparecen en la Tabla
A.1. La red construida con la correlación de Spearman parece tener menos nodos y menos
aristas. A pesar de que el umbral fue más pequeño en la correlación Bayesiana su número
de nodos se asemeja a la red comentada anteriormente. Los valores de la correlación
Bayesiana se concentran en 0, lo cual hace que aunque los umbrales sean pequeños, la
medida de similitud no alcanza a pasarlo. (Ver Figura 1.10).
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(a) Umbral para Spearman.

















(b) Umbral para Bayes.





















(c) Umbral para Información mutua.
Figura 1.8. Gráfico de umbrales contra la diferencia de coeficientes de agrupamiento de una
matriz de adyacencia aleatoria y la matriz de adyacencia calculada de la matriz de
similitud con los umbrales dados a partir de los datos simulados.
1.3.5. Comparación entre las redes
Es de interés el comparar ciertas caracteŕısticas de las redes creadas para ver similitudes
y diferencias a partir de las medidas de las que fueron creadas, para lo anterior se revisó
la cantidad de enlaces y nodos que comparten entre ellas y las distribuciones de los grados
de los nodos de cada una de las redes.
Para esta simulación, las 3 redes comparten 77 enlaces de 905 existentes en las 3 redes,
es decir, en las 3 redes aparecen conectados en el mismo sentido los genes (Ver figura 1.11).
También se puede ver que la red que se construyó a partir de la correlación de Spearman y
la que se construyó con la información mutua comparten más enlaces que con la construida
a partir de la correlación Bayesiana. Aunque similares visualmente, la red que utilizó para
su creación la correlación de Spearman, es muy diferente a la Bayesiana dada la cantidad
tan poca de nodos que comparten.
La distribución del grado de las redes se puede ver en la figura 1.12, que corrobora lo que
anteriormente se hab́ıa mencionado, la correlación de Spearman hace que la distribución
del grado de la red sea más baja, es decir, los genes están menos conectados entre śı, para
esta simulación. En algunas de las simulaciones realizadas, la correlación Bayesiana era la
que presentaba esta caracteŕıstica.
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(a) Red creada con la matriz de correlación de
Spearman.
(b) Red creada con la matriz de correlación Baye-
siana.
(c) Red creada con la matriz de información mu-
tua.
Figura 1.9. Redes de regulación génica construidas a partir de las matrices de similitud de los
datos de secuenciación de RNA simulados.
En la tabla 1.2 se encuentran la cantidad de aristas que tiene los 10 nodos con más
vecinos para la red construida a partir de la correlación de Spearman, en la Tabla 1.3 para
la red construida con la correlación Bayesiana y en la tabla 1.4 para la red construida con
información mutua.
Se realizaron 10 simulaciones para ver el comportamiento de las redes para diferentes
datos generados. Los resultados hallados se resumen en la tabla A.1 en el apéndice A,
de donde se puede observar que las redes generadas no parecen seguir un patrón regular.
Llama la atención algunos de los valores para la red construida con la correlacion Bayesiana
pues aunque con valores muy bajos en sus umbrales, cuentan con muy pocos nodos y
aristas, esto sucede, debido a que los valores de tal correlación están centrados en 0 como
se hab́ıa discutido anteriormente.
En la gráfica 1.13 se presentan los boxplot para el grado promedio, el grado de cada
nodo, el grado de entrada, el grado de salida y la cantidad de nodos. Se puede apreciar
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Figura 1.11. Intersección de los enlaces de las 3 redes generadas de los datos simulados, donde A
corresponde al conjunto de los enlaces de la red construida a partir de la correlación
de Spearman, B corresponde al conjunto de los enlaces de la red construida a partir
de la información mutua y C corresponde al conjunto de los enlaces de la red
construida a partir de la correlación Bayesiana.
que tanto la red construida con la correlación de Spearman y con la información mutua
presentan caracteŕısticas similares. La red construida con la correlación Bayesiana presenta
valores para las medidas calculadas más bajos, lo que permite ver que es diferente, al menos
en estructura, a las dos anteriores.
Se presentan las correlaciones para cada una de las medidas anteriores en la tabla 1.5
las cuales indican que, en efecto, las redes construidas con la correlación de Spearman y















Figura 1.12. Distribución del grado para cada una de las redes construidas a partir de los datos
simulados.
Nodo Aristas Grado de entrada Grado de salida
gene_90_F 20 18 2
gene_43_F 19 7 12
gene_88_T 19 16 3
gene_62_F 19 10 9
gene_15_T 18 1 17
gene_34_F 18 4 14
gene_83_F 18 15 3
gene_99_F 18 18 0
gene_68_F 17 9 8
gene_76_F 17 10 7
Tabla 1.2. Grados de los nodos para la red construida con la correlación de Spearman y usando
los datos simulados.
Nodo Aristas Grado de entrada Grado de salida
gene_2_F 28 15 13
gene_97_T 27 14 13
gene_21_F 24 16 8
gene_60_F 21 8 13
gene_76_F 19 6 13
gene_20_F 18 10 8
gene_80_F 18 7 11
gene_69_F 18 7 11
gene_63_F 17 13 4
gene_81_F 17 9 8
Tabla 1.3. Grados de los nodos para la red construida con la correlación Bayesiana y usando los
datos simulados.
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Nodo Aristas Grado de entrada Grado de salida
gene_54_T 41 23 18
gene_30_F 41 12 29
gene_99_F 37 37 0
gene_12_F 36 3 33
gene_91_F 35 32 3
gene_34_F 35 12 23
gene_31_F 34 9 25
gene_48_T 33 16 17
gene_83_F 33 26 7
gene_60_F 33 18 15
Tabla 1.4. Grados de los nodos para la red construida con información mutua y usando los datos
simulados.
con información mutua parecen guardar una relación positiva y se diferencian de la red
construida con la correlación Bayesiana.
Medida Redes Correlación Valor p
Spearman - Bayes -0.083 0.8189
Grado promedio Spearman - IM 0.361 0.3056
Bayes - IM -0.383 0.2752
Spearman - Bayes -0.038 0.4794
Grado Spearman - IM 0.366 <0.005
Bayes - IM -0.271 <0.005
Spearman - Bayes 0.091 0.0936
Grado de entrada Spearman - IM 0.551 <0.005
Bayes - IM -0.083 0.1755
Spearman - Bayes 0.135 0.0131
Grado de salida Spearman - IM 0.5717 <0.005
Bayes - IM -0.108 0.0768
Spearman - Bayes 0.265 0.459
Nodos Spearman - IM -0.016 0.964
Bayes - IM -0.030 0.934
Tabla 1.5. Correlaciones entra las medidas de cada una de las redes.
Con lo anterior se puede concluir que la correlación Bayesiana no es adecuada para
la construcción de redes de regulación génica pues, aunque es una medida de similitud
construida para trabajar con datos de conteos de reads en secuenciación de ARN, está
midiendo la asociación que existe en la probabilidad de que un read pertenezca a un gen
con respecto a la probabilidad de que pertenezca a otro, el enfoque es distinto y al parecer,
no se mantienen las propiedades de regulación que podŕıan describir los datos de RNA-Seq.
La correlación de Spearman, aunque construida para datos que provienen de variables
aleatorias continuas parece comportarse muy bien para establecer relaciones de regula-
ción génica, al menos linealmente. La información mutua es una propuesta novedosa que
permite detectar relaciones de regulación no lineales entre los genes y parece funcionar
muy bien complementado la correlación de Spearman y detectando genes potencialmente
conectados de manera no lineal.





































































Figura 1.13. Boxplot para algunas medidas descriptivas de las redes creadas a partir de las 10
tablas de expresión simuladas.
1.4. Aplicación a datos reales
Se usaron los datos de un experimento que se encuentran en Gene Expression Omnibus
(GEO) del NCBI. Su nombre y código de acceso es GSE72548: “RNA-seq analysis of
Arabidopsis thaliana wild-type roots and type-A arr3,4,5,6,7,8,9,15 mutant roots non-
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infected and infected with Heterodera schachtii nematodes” [64] el cual compara el estado
normal de la planta y cuando esta es infectada con un parásito.
Para efectos de poner en práctica la metodoloǵıa propuesta, se seleccionan los 100 genes
cuyos niveles de expresión son más altos. Con estos se calcularon las matrices de similitud
propuestas y se realizaron los gráficos de correlación (Ver figura 1.14), se seleccionaron los
umbrales, que para este caso quedaron determinados de la siguiente manera:
• Para la matriz de correlación de Spearman: ±0.85.
• Para la matriz de correlación Bayesiana: ±0.92.
















































































































































































Figura 1.14. Matrices de similitud calculadas del mismo conjunto de datos reales.
Una vez se tienen los umbrales, se tiene la matriz de adyacencia que determina la red.
Las redes fueron graficadas y se pueden ver en la figura 1.15.
Como se puede ver, de nuevo la RRG construida usando la correlación Bayesiana no
parece mostrar relaciones de regulación interesantes para describir el objeto de estudio.
Las RRG construidas con las otras dos medidas de similitud muestran comportamien-
tos parecidos y podŕıan complementarse para responder a interrogantes biológicos sobre
regulación génica.
En la tabla 1.6 se encuentran la cantidad de aristas que tiene los 10 nodos con más
vecinos para la red construida a partir de la correlación de Spearman, en la Tabla 1.7 para
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(a) Red creada con la matriz de correlación de
Spearman.
(b) Red creada con la matriz de correlación
Bayesiana.
(c) Red creada con la matriz de información
mutua.
Figura 1.15. Redes de regulación génica construidas a partir de las matrices de similitud de los
datos reales de secuenciación de RNA.
la red construida con la correlación Bayesiana y en la tabla 1.8 para la red construida con
información mutua.
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Nodo Aristas Grado de entrada Grado de salida
AT4G15390 11 7 4
AT3G17390 7 2 5
AT1G47128 7 0 7
AT1G43170 6 5 1
AT4G39090 6 4 2
AT2G36880 6 1 5
AT4G34050 5 4 1
AT5G37600 5 5 0
AT1G73330 5 0 5
AT2G28840 5 1 4
Tabla 1.6. Grados de los nodos para la red construida con la correlación de Spearman y usando
los datos reales.
Nodo Aristas Grado de entrada Grado de salida
AT3G04120 3 0 3
AT5G03240 3 3 0
AT3G09840 2 1 1
AT4G05320 2 1 1
AT1G02780 1 0 1
AT5G20290 1 1 0
AT1G73330 1 0 1
AT3G15353 1 1 0
AT2G01520 1 0 1
AT5G66690 1 1 0
Tabla 1.7. Grados de los nodos para la red construida con la correlación Bayesiana y usando los
datos reales.
Nodo Aristas Grado de entrada Grado de salida
AT3G17390 8 1 7
AT5G05170 6 4 2
AT4G39090 6 3 3
AT1G73330 5 4 1
AT4G32410 5 3 2
AT5G17920 5 4 1
AT1G34047 4 2 2
AT2G28840 4 1 3
AT4G20260 4 3 1
AT4G13940 4 4 0
Tabla 1.8. Grados de los nodos para la red construida con información mutua y usando los datos
reales.
1.5. Discusión
La propuesta metodológica presentada en esta parte del documento es una manera
rápida de ver cómo es el flujo regularotio de los genes dentro de un proceso biológico. Se
podŕıa pensar como una forma descriptiva de ver los procesos de regulación dentro de una
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célula. Como tal, permite hacer una inspección de los genes que participan activamente
de acuerdo a su nivel de expresión y hace un primer acercamiento a la construcción de
una red que facilite el análisis de tal proceso. Dicho análisis debe estar acompañado de la
opinión de expertos y el estudio exhaustivo de cada uno de los genes que aparecen en la
red.
Esta metodoloǵıa es de muy fácil implementación y está sujeta a mejoras, tal como, ver
la capacidad de predicción de la red haciendo uso de los genes regulatorios ya conocidos.
Con la red construida a partir de los datos reales, ninguno de los genes hub eran reguladores
conocidos, sin embargo, pertenećıan a la v́ıa de defensa de la planta frente a una infección,
lo cual tiene sentido para el objetivo del experimento del cual surgieron los datos.
Es recomendable utilizar otro tipo de medidas de similitud o correlación como el τ de
Kendall, además que está metodoloǵıa podŕıa usarse como una primera mirada al estado
regulatorio de los genes en el experimento para el cual se esté usando. Si se necesita algo
un poco más robusto, podŕıa pensarse en un modelo como el que se propone en el segundo
caṕıtulo de este documento.
CAPÍTULO 2
Red de regulación génica construida con un
modelo gráfico
El segundo enfoque para la construcción de RRG consiste en asumir que los datos de
expresión génica provienen de una variable aleatoria con distribución conocida, al menos
condicionada a las otras. Los valores de expresión (cantidad de fragmentos de RNA detec-
tados por gen) obtenidos del experimento de secuenciación de alto rendimiento representan
la realización de tal variable aleatoria. Al conocer la distribución de la cual se obtiene la
muestra, los modelos estad́ısticos gráficos permiten establecer relaciones de regulación en-
tre las diferentes variables de ella, en este caso, entre los niveles de expresión de los genes.
Estas redes, en Estad́ıstica Genómica, son las más comunes [2][46][35][34][42].
Se presenta una propuesta que toma como punto de partida los modelos gráficos [74]
[29] [38] y en particular, el desarrollo presentado por Allen y Liu (2013) [2] quienes asumen
que los datos de expresión génica provenientes de RNA-Seq tienen distribución Poisson.
El aporte del presente trabajo es asumir la distribución binomial negativa para esos datos
ya que la dispersión es más alta de lo esperado bajo una distribución Poisson [4]. A
continuación, se hará un breve repaso de los principales avances en construcción de redes de
co-expresión y regulación génica usando modelos de diversos tipos. Luego, se describirán los
modelos gráficos como insumo teórico y por último se presentará la propuesta metodológica
para la construcción de la red.
2.1. Modelos gráficos
Los modelos gráficos son una herramienta estad́ıstica que permite resumir la informa-
ción de diversos problemas complejos de diferentes áreas en grafos de fácil comprensión.
Su aplicabilidad fundamental y universal se debe a tres factores [38]:
• Los grafos pueden representar los contenidos cient́ıficos de un modelo dado y facilitar
la comunicación entre los investigadores y estad́ısticos.
• Los modelos pueden describir fácilmente problemas complejos con la combinación
cuidadosa de elementos simples.
• Los grafos son las estructuras naturales de los datos.
29
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Como se mencionó anteriormente, los grafos se utilizan para representar modelos. En
ellos, los nodos caracterizan las variables que hacen parte del modelo, de tal forma que la
estructura de independencia se puede leer directamente del grafo.
2.1.1. Campos markovianos y teorema de Hammersley - Clifford
Se define el conjunto de vecinos para cada sitio (por ejemplo, cada gen) como si-
gue: el sitio i( 6= l) se dice un vecino del sitio l si y solo śı la forma funcional de
P (Xl|X1, ..., Xl−1, Xl+1, ..., Xp) depende de Xi. Como ejemplo, supóngase que X1, ..., Xn
es una cadena de Markov, entonces para la variable i(2 ≤ i ≤ n− 1) tiene vecinos i− 1 e
i+ 1 mientras que las variables 1 y n tienen un único vecino 2 y n− 1 respectivamente [9].
Cualquier sistema con p sitios, cada uno con vecinos especificados, claramente genera
una clase de esquemas estocásticos válidos [9]. A cada miembro de esa clase se le conoce
como campo markoviano.
Se supone lo siguiente:
• Hay solo un número finito de valores disponibles en cada sitio.








para cualquier x ∈ Ω.








xixjGi,j(xi, xj) + x1x2...xnG1,2,...,n(x1, x2, ..., xn) (2.2)
donde, por ejemplo, se tiene xiGi(xi) = Q(0, ..., 0, xi, 0, ..., 0)−Q(0) con definiciones análo-
gas para cuando las funciones G son de orden superior.
Entonces se define el siguiente teorema:
Teorema 2.1.1. Teorema de Hammersley - Clifford
Para cualquier 1 ≤ i < j < ... < s ≤ n, la función Gi,j,...,s en 2.2 podŕıa ser no nula si
y solo śı los sitios i, j, ..., s forman un clique. Sujetos a esta restricción las G−funciones
podŕıan ser escogidas arbitrariamente.
La prueba del teorema se encuentra en Besag (1974) [9].
El teorema da las condiciones necesarias y suficientes para representar una distribu-
ción de probabilidad positiva como un campo aleatorio de Markov. Establece que una
distribución de probabilidad que tiene una masa o densidad positiva satisface una de las
propiedades de Markov con respecto a un grafo G no dirigido, si y solo śı, su densidad
puede ser factorizada sobre los cliques del grafo.
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2.1.2. Independencia local
Sea G = (V,U) un grafo. Suponga que se tiene una colección de variables aleatorias
(Xv)v∈V con densidad conjunta. Entonces, se dice que XA y XB son condicionalmente
independientes dado XC si para cada posible valor de xC de XC , XA y XB son indepen-
dientes en la distribución condicional dado XC = xC [29]. Se denota como A ⊥ B|C.
Si f() es una función de densidad (o de masa de probabilidad) una caracterización de
A ⊥ B|C es:
f(xA, xB|xC) = f(xA|xC)f(xB|xC) (2.3)
Suponga que la densidad conjunta de (XA, XB, XC) se factoriza como:
f(xA, xB, xC) = g(xA, xC)h(xB, xC) (2.4)
a lo que se le conoce como el criterio de factorización.
Modelos paramétricos para (Xv)v∈V se podŕıan considerar como especificaciones de
un conjunto de densidades conjuntas (una para cada conjunto admisible de parámetros).
Podŕıan admitir factorizaciones de la forma descrita anteriormente dando paso a las rela-
ciones de independencia condicional entre variables. Algunos modelos dan lugar a patrones
de independencia condicional que pueden representarse como un grafo no dirigido [29].
Si para un grafo no direccionado G = (V,U) con cliques C1, ..., Ck y la función de





con g1, ..., gk funciones que dependen solo de x a través de xCi , se dice que f() factoriza
de acuerdo con G.
Si todas las densidades de un modelo se factorizan de acuerdo con G, entonces G
codifica la estructura de independencia condicional del modelo, a través de la siguiente
propiedad: [38]
Propiedad global de Markov: siempre que los conjuntos A y B estén separados
por un conjunto C en el grafo, entonces A ⊥ B|C bajo del modelo.
También se definen otras propiedades:
• Propiedad local de Marvok: si para cualquier nodo vi ∈ V , vi ⊥ V −
cl(vi)|bd(vi).1
• Propiedad de paridad de Markov: Si para cualquier par de nodos (vi, vj) no
adyacentes vi ⊥ vj |V − {vi, vj}.
1En general, bd(A) de un subconjunto A de nodos es el conjunto de nodos en V −A que son parientes
o vecinos a los nodos en A.
El cierre de A, cl(A), se define como cl(A) = A ∪ bd(A).
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Si el grafo es direccionado, las variables en el conjunto V podŕıan ordenarse de tal





para algún conjunto de variables {pa(v)}v ∈ V tal que pa(v) son las variables que preceden
a v en orden.
En este caso, la independencia condicional es representada por una propiedad llamada
d−separación, esto es, siempre que los conjuntos A y B estén d−separados por un con-
junto C en el grafo, entonces A ⊥ B|C bajo el modelo. En otras palabras, A y B están
d−separados por un conjunto C, si y solo śı, están separados en el grafo formado por la
moralización2 del gráfico anterior de A ∪B ∪ C [29].
2.2. Construcción de redes usando modelos estad́ısticos
2.2.1. Construcción de una red de co-expresión génica usando modelos
estad́ısticos
Utilización de modelos estad́ısticos que se derivan de la distribución de los
datos de expresión: Leal et al. (2013) [46] describen algunos métodos tradicionales para
la construcción de redes de co-expresión génica basados en la distribución de los datos de
expresión. Estos modelos no son aplicables directamente a los datos de RNA-Seq, por lo
anterior no se presentarán en detalle en este caṕıtulo:
• Modelos gráficos Gaussianos: Las redes de co-expresión génica basadas en este méto-
do son modelos gráficos probabiĺısticos no direccionados que describen la relación de
independencia condicional entre genes bajo el supuesto de que los datos de expresión
provienen de una distribución normal multivariada.
Modelos gráficos gaussianos (GGM)
Son modelos para datos que provienen de una distribución normal multivariada. Los
hay de dos tipos: los modelos gráficos Gaussianos no direccionados (UGGM) y los
modelos gráficos Gaussianos direccionados (DGGM).
Modelos gráficos Gaussianos no direccionados
Un UGGM es representado por un grafo no direccionado G = (V,U) donde los
nodos v1, ..., vp representan un conjunto de variables (que en este caso podŕıan ser
los perfiles de expresión de cada gen) y U es el conjunto de aristas no direccionadas.
Cuando un vector aleatorio x tiene una distribución Np(µ,Σ) el grafo G representa
el modelo donde K = Σ−1 es una matriz semidefinida positiva con kil = 0 siempre
que no haya arista entre los nodos i y l en G. Este grafo se denomina grafo de
dependencia ya que mantiene que para i, l que si i y l no son adyacentes entonces
i ⊥ l|U − {i, l} [29].
2Es el proceso por el cual todas las aristas dirigidas son reemplazadas con aristas no dirigidas [29]
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donde a = −p2 log(2π) +
1
2 log det(K) −
1
2µ
TKµ. Si los conjuntos de nodos A y B
estás separados por un conjunto C en el grafo de dependencia se tiene que kil = 0
para i ∈ A y l ∈ B, lo cual puede expresarse usando el criterio de factorización como
f(x) = g(xA,xC)h(xB,xC) de donde se deduce que se cumple la propiedad global
de Markov.
Modelos gráficos Gaussianos direccionados
Se parte del criterio de factorización dado en 2.6, es decir, escribir la distribución de
probabilidad como un producto de densidades condicionales de variables individuales
dadas sus parientes en G. Para construir los modelos de este tipo se necesita una
lista de modelos univariados condicionales uno para cada variable (o gen) en B.
Los grafos dirigidos aćıclicos que se deducen del mismo conjunto de relaciones de
independencia condicional se les conoce como Markov-equivalencia. Un grafo dirigido
aćıclico es Markov-equivalente, si y solo śı, él tiene el mismo esqueleto y las mismas
inmoralidades3 [29].
• Enfoque Bayesiano: Sus nodos representan variables aleatorias. Estas variables alea-
torias son enlazadas a los valores de la expresión génica. Una red Bayesiana es defini-
da por una familia de distribuciones probabiĺısticas condicionales y sus parámetros.
Existen otras metodoloǵıas para la modelación y análisis de redes de regulación génica
construidas a partir de datos de microarreglos [35], las cuales se describen a continuación:
• Modelos lógicos: Representan el estado local de cada entidad (nivel de expresión
de genes, variables en general) en el sistema en cualquier momento como un nivel
discreto y, se supone, que el desarrollo temporal del sistema ocurre en etapas de
tiempo discretas sincronizadas.
– Redes booleanas: Un gen puede tener solo dos niveles: expresado (1) o no ex-
presado (0). La ventaja de este tipo de red es que es robusta. La desventaja es
que es muy costosa computacionalmente para redes grandes. Se realiza en gran
parte del conocimiento cualitativo que se tenga. Las aristas están definidas por
las funciones de regulación que provienen que conocimiento cualitativo o son
derivadas de datos experimentales [35][22].
– Redes booleanas probabiĺısticas: Es una modificación a la red booleana en la
cual cada gen puede tener varias funciones de regulación4 cada una de las cuales
3El esqueleto de un grafo dirigido aćıclico es el grafo no dirigido formado al reemplazar las aristas
dirigidas o flechas por ĺıneas. Una inmoralidad ocurre cuando dos aristas dirigidas de nodos no adyacentes
se encuentran de frente.
4Una función de regulación es una regla que determina el estado de una entidad espećıfica (gen) en el
modelo como una función de los estados de otra entidad.
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tiene dada una probabilidad basada en su compatibilidad con datos a priori. En
cada paso, el gen es sometido a una función de regulación seleccionada aleatoria-
mente [65]. Un estado inicial puede llevar a muchas trayectorias constituyéndose
una cadena de Markov [35].
• Modelos continuos: Los experimentos biológicos usualmente producen datos de tipo
continuo, más que valores discretos. Los modelos continuos usan parámetros reales
sobre tiempos de escala continua permitiendo una comparación de un estado global
y los datos experimentales además de poder hacer estimaciones e inferencias.
– Modelos lineales continuos: El cambio en el nivel de cada gen depende de la suma
lineal ponderada de los niveles de sus reguladores. No requieren de conocimiento
extensivo acerca de mecanismos regulatorios y puede ser usado para obtener
información cualitativa sobre las redes [35].
– Modelos gráficos Gaussianos (MGG) [34]: Los métodos anteriormente descritos
usualmente no son aplicables para conjuntos de datos grandes porque para cada
pareja de genes se debe evaluar su relación. Los MGG usan el coeficiente de
correlación parcial como medida de dependencia para dos variables cualesquiera
(genes). Una correlación parcial 0 indica independencia condicional de las dos
variables. Muchos métodos se han propuesto para construir MGG de datos
observados: regresión nodal [50] y la gráfica de Lasso [77]. Recientemente se
propuso el ψ−learning [42] que se basa en la correlación parcial calculada con
conjuntos condicionales reducidos.
Estos métodos permiten establecer una relación entre genes, mas no indican en qué sentido
se da tal relación, por lo cual la arista solamente describe una actividad coordinada entre
genes.
2.2.2. Construcción de redes de regulación génica usando modelos es-
tad́ısticos
Para el caso de datos discretos, solamente existe una propuesta para la construcción de
redes dirigidas de regulación. El Modelo Gráfico Local Poisson [2], planteado por Allen y
Liu (2013) asume la propiedad de Markov local donde cada variable condicionada a todas
las otras tiene distribución Poisson. Para la construcción de la estructura de la red, pro-
ponen un algoritmo que selecciona un nodo (o gen) e inicia a buscar sus vecinos mediante
regresiones penalizadas y para aquellos genes cuyos coeficientes que no son significativos,
no se estableceŕıa una arista entre los genes implicados.
Jia et al. (2017) proponen una metodoloǵıa para construcción de redes de regulación
génica, la cual consiste en hacer una transformación basada en los modelos de efectos
aleatorios para los datos RNA-Seq [34]. Esta transformación lleva los conteos de RNA-Seq
a la escala continua donde se pueden aplicar los modelos de gráficos gaussianos. El método
consiste en tres pasos:
1. Transformación de los datos RNA-Seq: Se asume que los datos Yij , con i =
1, ..., p para la población de genes y j = 1, ..., n para los individuos, proviene de una
distribución Poisson:
Yij ∼ Poisson(θij) θij ∼ Gamma(αi, βi)
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con αi y βi parámetros de la distribución gamma. Se modela el efecto aleatorio de
cada gen espećıfico con una distribución gamma. Se demuestra que la relación de
independencia condicional entre Y1, ..., Yp puede ser modelada de datos continuos
transformados θ̂
(T )
1 , ..., θ̂
(T )




2. Transformación normalizada de datos: Se buscó una transformación que nor-
malizara los datos, ya que para usar el modelos de gráficos gaussianos, los datos
deben provenir de una distribución normal, pala lo cual fue usada la transformación
semiparamétrica de cópula gaussiana [43].
3. ψ−learning para modelos de gráficos gaussianos: El método consiste en tres
pasos [42]:
(a) Determinar la vecindad para cada variable Ei: Pruebas para identifi
car los pares de variables para las cuales los coefi
cientes de correlación emṕırica son diferentes de 0. Para cada Ei se reduce el
tamaño de la vecindad removiendo variables con baja correlación.
(b) ψ− cálculo: Para cada par de variables i y l se identifica un separador Sil basado
en la correlación obtenida en (a) y se calcula ψil = ρil|Sil donde ρil|Sil denota
el coeficiente de correlación parcial entre Ei y El condicionado a las variables
{Ek : k ∈ Sil}.
(c) ψ−proyección: Basado en pruebas de hipótesis múltiples, para identificar los
pares de nodos cuyo ψij es significativamente diferente de 0.
Ellos concluyen que el método propuesto es consistente, en el sentido de que la verdadera
red de regulación génica puede ser recuperada de los datos de RNA-Seq cuando el tamaño
de muestra es grande.
2.3. Modelos gráficos v́ıa modelos lineales generalizados
Los modelos gráficos v́ıa modelos lineales generalizados (MG-MLG) son una propuesta
que surge al considerar que las distribuciones nodo-condicionales hacen parte de la familia
exponencial [76].
Sea X = (X1, ..., Xp) un vector aleatorio en donde cada Xi toma valores en un con-
junto X . Sea G = (V,U) un grafo no direccionado sobre p nodos que corresponden a p
variables. El modelo gráfico correspondiente es un conjunto de distribuciones que satisfa-
cen del supuestos de independencia de Markov con respecto al grafo. Según el teorema de
Hammersley-Clifford, cualquier distribución de este tipo también influye de acuerdo con
el gráfico de la siguiente manera:
Sea C el conjunto de cliques del grafo G y sea {φc(Xc)c ∈ C} el conjunto de las
estad́ısticas suficientes de cliques. Cualquier distribución de X en la familia de los modelos
gráficos representada por un grafo G toma la forma:






donde θc es una ponderación sobre las estad́ısticas suficientes.
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Con una distribución de modelos gráficos por pares, el conjunto de cliques consiste de
un conjunto de nodos V y un conjunto de aristas U .








Con lo anterior, entonces se asume que las distribuciones nodo-condicionales pertenecen
a la familia exponencial [76].
Supóngase una distribución de la familia exponencial univariada
P (X) = exp(θB(X) + C(X)−D(θ)) (2.10)
con B(X) una estad́ıstica suficiente, C(X) una medida base y D(θ) una constante de
log-normalización.
Se tiene también un vector aleatorio X = (X1, ..., Xp) y un grafo G = (V,U) sobre p
nodos. Supóngase que la distribución de Xs dado el resto de los nodos XV−s está dada por
la familia exponencial pero el parámetro de la familia exponencial canónica establecido
como una combinación lineal de productos de orden k−ésimo de funciones univariadas
{B(Xt)}t∈N(s) con N(s) el número de vecinos al nodo s, entonces quedaŕıa escrito de la
siguiente forma [76]:

















Por el teorema de Hammersley - Clifford 2.1.1 esta distribución condicional puede
ser mostrada para especificar la siguiente distribución de probabilidad conjunta única
P (X1, ..., Xp):
Proposición 2.3.1. Sea X un vector aleatorio p−dimensional y su distribución nodo-
condicional como 2.11, entonces su distribución conjunta está dada por [76]:






















Note que el parámetro canónico es una factorización tensor de una estad́ıstica suficiente
univariada con interacciones pareadas y de órdenes altos.
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Proposición 2.3.2. Sea X un vector p−dimensional y su distribución nodo-condicional
especificada por una distribución de la familia exponencial [76]
P (Xs|XV−s) = exp
(
E(XV−s)B(Xs) + C(Xs)− D̄(XV−s)
)
(2.13)
con E(XV−s) que solo depende de las variables Xt en N(s). Entonces:
• La distribución conjunta es un modelo gráfico que factoriza de acuerdo al grafo G y
tiene clique-factores de al menos k de tamaño.
• Su distribución nodo-condicional sigue una familia exponencial, luego la distribución
condicional y conjunta están dadas por 2.11 y 2.12, respectivamente.
Estimación
Se asume que se cuenta con n muestras Xn1 = {X(i)}ni=1 de un MG-MLG








El objetivo de recuperar la estructura de los modelos gráficos se resume a recuperar las
aristas U∗ del grafo G = (V,U∗), para conseguirlo se estima la vecindad de cada nodo
individualmente para luego unirlos en una sola red. Si se tiene un N̂(s) de las verdaderas







Para la estimación del vecindario de cada nodo, se considera la estimación de máxima
verosimilitud condicional de dispersión contráıda [76]. Dada la distribución conjunta 2.14,
la distribución condicional de Xs dado el resto de los nodos está dada por










Sea θ∗\s = {θ
∗
st}t∈V−s ∈ Rp−1 un vector con entradas θ∗st para t ∈ N(s) y θ∗st = 0 para
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1 ) + λn||θ\s||1 (2.18)
Dada la solución θ̂\s del problema de M-estimación anterior, entonces se estima la
nodo-vecindad de s como:
N̂(s) = {t ∈ V − s : θ̂st 6= 0} (2.19)
2.3.1. Técnicas de regularización
La selección de variables que aporten a describir un fenómeno dentro de un modelo
se ha convertido en un desaf́ıo para la estad́ıstica. Los métodos de regularización bus-
can encontrar el modelo más parsimonioso, es decir, seleccionar dentro de las variables
predictoras aquellas que permitan definir de manera más adecuada el modelo y hacer su
interpretación más sencilla, pues permite observar mejor la relación entre la respuesta y
las covariables [79]. Resulta entonces adecuado para abordar el problema de p n [12].
Una familia de funciones de penalización corresponde a la Lq y se define como [21]
φλ(β) = λ||βq||q = λ
p∑
j=1
|βj |q, q > 0 (2.20)
En el caso particular en que q = 2, la regularización se conoce como Ridge [28]; esta
logra su mejor rendimiento de predicción a través de una compensación de sesgo-varianza,
sin embargo, no puede producir un modelo parsimonioso pues siempre tiene en cuenta
todas las variables predictoras en el modelo. En el caso en que q = 1, la regularización se
conoce como LASSO (Least Absolute Shrinkage and Selection Operator) [67] y si q > 2
se denomina Elastic Net [79].
La regresión LASSO ha sido la base para la conformación de muchas técnicas
de regularización y ha sido ampliamente aplicada, por ejemplo, en los modelos lineales
generalizados[20]. Debe su éxito a que además de hacer una contracción continua a los
coeficientes estimados hace una selección de variables automática simultáneamente. En un








2 sujeto a p∑
j=1







2 + λ p∑
j=1
|βj | con s, λ ≥ 0 (2.21)
Propiedades
• β̂LASSO es no lineal en el vector de respuestas Xi y no existe una expresión en forma
cerrada del mismo, excepto cuando XTX = I.
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• Para valores crecientes de λ o decrecientes en s, los coeficientes βj se contraen hacia
0 y algunos se anulan.
• Útil para selección de variables en el caso de p n.
Presenta algunas desventajas, una de ellas es el caso p > n, LASSO selecciona co-
mo mucho n variables antes de que se sature, debido a la naturaleza del problema de
optimización convexa [79].
La técnica de Elastic Net [79] realiza la selección de variables al mismo tiempo que
contrae aquellas que serán descartadas del modelo. Es particularmente adecuado para
abordar el problema donde se tienen más variables que individuos. También puede selec-
cionar grupos de variables correlacionadas. Se puede pensar en que es una combinación









En esta sección se presenta una propuesta que se basa en el trabajo presentado por
Allen y Liu (2013) [2] y es la construcción de un modelo gráfico binomial negativo. Las
etapas de la propuesta están resumidas en la figura 2.1.
Figura 2.1. Metodoloǵıa para la construcción de una RRG utilizando un modelo gráfico binomial
negativo.
2.4.1. Definición del modelo
Se tiene un vector aleatorio X = (X1, ..., Xp) que está asociado a un grafo G = (V,U).
Cada Xi corresponde a un perfil de expresión génica ei. Supóngase que la distribución
nodo-condicional de cada gen (o perfil de expresión génica) sigue una distribución binomial
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negativa, se tiene entonces:




θijXiXj + C(Xi) +D(XV−i)
 (2.23)
Cuya función de probabilidad está dada por:











con xi = 0, 1, 2, ..., lo cual permite observar que pertenece a la familia exponencial ya que
está escrita de la forma de 2.10, donde:
• B(xi) = xi.
• C(xi) = Γ(φ+xi)Γ(xi+1)Γ(φ) .
• D(θ) = φ log(1− exp(θ)).





Utilizando el teorema de Hammersley - Clifford, la distribución nodo-condicional se
combina para producir la siguiente distribución conjunta “campo aleatorio Markov bino-
mial negativo”:











con A(Θ) = φ log(1 − exp(θ)), sin embargo, por construcción θ < 0 lo cual indica
que el modelo solo permitiŕıa encontrar relaciones inversas entre los nodos. La solución, y
siguiendo la idea de Allen y Liu (2013) [2] es presentar un modelo gráfico local binomial
negativo, pues aun se conservaŕıan las propiedades de un campo markoviano, sin embargo,
no se puede especificar la distribución conjunta que seŕıa representada por la red. La forma
de la distribución nodo-condicional no cambia 2.23.
La propiedad local de Markov, la cual define la independencia entre dos variables
condicionadas a su vecindario, se mantiene en el modelo. Se preservan las relaciones de
independencia condicional lo cual permite estimar estructuras de dependencias complejas
[2].
2.4.2. Selección de la vecindad y construcción de la red
Una vez definida la teoŕıa para la construcción del modelo, los siguientes son los pasos
que permiten construir la red:
1. Para cada gen i se ajusta un modelo lineal generalizado binomial negativo. Como
en el caso de los datos genómicos hay muchos más genes que muestras, la regresión
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debe hacerse penalizada por alguno de los métodos existentes, en particular, por la
regularización de Elastic Net (Ver figura 2.1, paso 1).
1-A. Bondad de ajuste
Con el fin de evaluar la calidad del ajuste (Ver Figura 2.1, paso 1-A) de cada modelo















es el desv́ıo del
modelo saturado. Aunque esta medida da una comparación relativa con el peor
modelo, ofrece un indicio de la calidad del ajuste para cada modelo ajustado.
Se realiza un gráfico de residuales contra los valores ajustados para determinar el
comportamiento su comportamiento aśı como boxplots de los residuales de cada
modelo para observar si existen valores de residuales muy grandes que podŕıan ser
una señal de algún problema en el ajuste.
2. Una vez que el modelo haya sigo ajustado, se tomarán los genes para los cuales el
coeficiente de regresión estimado sea diferente de 0 luego de la regularización (Ver
figura 2.1, paso 2. - 3.). Esto determina los genes que son importantes en el modelo,
ya que además su signo establece la relación entre ellos.
3. Una matriz de coeficientes β es construida a partir de los coeficientes en el paso
anterior. Tal matriz no es simétrica pues las relaciones entre los genes dados los
demás es diferente. Por tanto se proponen las siguientes reglas para crear una matriz
simétrica βs que, permita a su vez, determinar una matriz de adyacencia:
(a) Si el coeficiente de Geni ∼ Genj es mayor (o menor) que 0 y el coeficiente de
Genj ∼ Geni es 0, equivale a que no existe relación entre ese par de genes, por
tanto el valor en en las posiciones (i, j) y (j, i) de βs será 0.
(b) Cuando los coeficientes de Geni ∼ Genj y Genj ∼ Geni tienen el mismo
signo, en las posiciones (i, j) y (j, i) de la matriz βs se colocará la suma de los
coeficientes para esos genes.
(c) Cuando los coeficientes de Geni ∼ Genj y Genj ∼ Geni tienen diferentes
signos, se hará la suma de ellos y ese redultado se colocará en las posiciones
(i, j) y (j, i) de la matriz βs.
Luego de realizar el paso (a), βs = β + β
T .
4. Construcción de la red
Una vez realizado lo anterior para cada gen, se procede a construir la matriz de
adyacencia que determinará la red dirigida en este caso (Ver figura 2.1, paso 4).
La función de adyacencia está dada por:
A(βij) =

aij = 1, si βij > 0
aji = 0, si βji > 0
aij = 0, si βji < 0
aji = 1, si βij < 0
(2.27)
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5. La regularización de los modelos se encuentran implementados en el paquete mpath
[72]. La construcción de la red se realizó utilizando el software estad́ıstico R [57] con
funciones propias (Ver figura 2.1, paso 4 y ver Apéndice C.).
2.5. Resultados
2.5.1. Aplicación a datos simulados
Con los datos de secuenciación de RNA simulados se ajustó un modelo lineal gene-
ralizado con penalización Elastic Net para respuesta binomial negativa para el perfil de
expresión de un gen dados los demás, es decir, si se define Xi como el perfil de expresión
del gen i, el modelo se establece como:
Xik|XV−i ∼ BN(µik, θ)
g(µi) = x
T
i β + φλ(β)
Xi1, ..., Xin independientes
(2.28)
Para verificar si en efecto existe sobredispersión, se graficó el parámetro de escala para
cada modelo (Ver Figura 2.2). Se tiene que en todos los modelos, el valor mı́nimo del
parámetro de escala estimado fue de 2.775 y el máximo fue de 59790.8, lo cual permite
ver que en efecto existe una sobredispersión, en algunos casos, muy grande y el uso del
















Figura 2.2. Gráfico de cada uno de los valores estimados del parámetro de escala para cada
modelo con los datos simulados
.
Se calculó un pseudo-R2 para determinar qué tal fue el ajuste de cada uno de los
modelos, aśı como los residuales para ver si existen valores demasiado grandes (Ver Figura
2.3). Se puede ver que, de los 100 modelos, parecen haber 5 que presentan problemas en
sus ajustes pues su pseudo-R2 es muy bajo y sus residuos muy altos (Ver Figura 2.4). El
promedio de los residuos se acerca a 0.




























(b) Gráfico de residuales.












Figura 2.4. Boxplot de los residuales de los modelos ajustados con los datos simulados. En rojo,
el promedio de tales residuales
.
Con los coeficientes estimados de cada modelo, se encontró la vecindad de cada gen
(nodo) y la determinación de la arista consistió en el signo de tales coeficientes. Una vez
definida la matriz de adyacencia A, se construyó la red que A determina (Ver figura 2.5).
En esta red se puede ver que muchos de los genes tienen muchas conexiones, sin embargo,
otros fueron descartados ya que sus coeficientes estimados en el modelo fueron 0.
Los nodos con mayor cantidad de vecinos aparecen en la tabla 2.1.
Se construyeron 10 redes utilizando esta metodoloǵıa y tomando como insumo las
mismas tablas de expresión simuladas para las redes construidas a partir de medidas de
similitud. Algunas medidas descriptivas de esas redes se encuentran en la tabla 2.2 de donde
se puede observar una consistencia en los valores de nodos, aristas y grado promedio. Sus
valores son muy similares.
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Nodo Aristas Grado de entrada Grado de salida
gene_98_F 32 18 14
gene_42_T 31 18 13
gene_59_F 31 16 15
gene_5_T 30 12 18
gene_28_T 28 15 13
gene_47_T 27 10 17
gene_25_F 26 12 14
gene_2_F 25 10 15
gene_54_T 24 19 5
gene_55_T 24 13 11
Tabla 2.1. Grados de los nodos para la red construida a partir del modelo gráfico propuesto y
usando los datos simulados.
Simulación Nodos Aristas Grado Promedio
Red 1 75 458 12.21
Red 2 74 488 13.19
Red 3 79 380 9.62
Red 4 75 387 10.32
Red 5 74 529 14.30
Red 6 77 439 11.40
Red 7 75 421 11.28
Red 8 88 458 10.41
Red 9 82 386 9.42
Red 10 69 221 6.41
Tabla 2.2. Algunas medidas descriptivas para las tablas construidas a partir de las tablas de
expresión simuladas.
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Figura 2.5. RRG construida a partir de los datos simulados.
2.5.2. Aplicación a datos reales
Con el mismo conjunto de datos usado en la sección 1.4, se construyó una RRG utili-
zando la metodoloǵıa de modelo gráfico binomial negativo.
En el mismo orden de la red construida a partir de los datos simulados, se evalúan los
parámetros de escala estimados para verificar si en efecto hay presencia de sobredispersión
y de esa manera justificar el uso del modelo gráfico lineal generalizado binomial negativo.
En la Figura 2.6 se muestran los valores estimados de donde se concluye que existe una
fuerte sobredispersión. El valor mı́nimo estimado fue de 368.15 y el máximo de 31229539.
Se revisó el pseudo-R2 como indicador del ajuste del modelo y a partir de ah́ı se
concluye que todos los modelos ajustaron bien. El gráfico de residuales presenta algunos
bastante grandes, sin embargo, la mayoŕıa parecen acercarse a 0, como se puede apreciar
en la Figura 2.7.
Se realizó el boxplot de los residuales para identificar aquellos modelos que presentan
valores bastante grandes. Se identifican 4 modelos que podŕıan presentar problemas en
cuanto al ajuste por sus valores de residuales tan grandes (Ver Figura 2.8). Sin embargo,
los promedios de los residuales de todos los modelos se acercan bastante a 0.
La red construida con los datos reales del experimento de secuenciación de RNA en
plantas normales e infectadas con un parásito [64] se presenta en la Figura 2.9. Al igual que
la red con datos simulados, esta red presenta bastantes aristas entre los nodos (o genes).
Los nodos con mayor cantidad de vecinos, se presentan en la tabla 2.3.

















Figura 2.6. Gráfico de cada uno de los valores estimados del parámetro de escala para cada



























(b) Gráfico de residuales.
Figura 2.7. Gráficos para la evaluación de los modelos ajustados de los datos reales.
2.6. Discusión
Esta es una propuesta que está pensada para un proceso de inferencia estad́ıstica
más adelante dada la sobredispersión que poseen los datos de secuenciación de ARN. Sin
embargo, por el proceso de regularización que se hace en el proceso de estimación de
los parámetros del modelo, podŕıa pensarse en que se están quedando los genes cuyos
valores de expresión son significativos en relación con el gen respuesta. Lo anterior tiene
dos ventajas:
• Permite ver la relación conjunta de todos los genes con respecto a la respuesta, es
decir, permite describir la regulación de un gen dado los demás, que es el principio
de los modelos gráficos.










Figura 2.8. Boxplot de los residuales de los modelos ajustados con los datos reales. En rojo, el
promedio de tales residuales
.
Figura 2.9. RRG construida a partir de los datos reales.
• Permite ver de manera más anaĺıtica el proceso de construcción o reconstrucción de
los procesos regulatorios dentro de la célula.
Esta metodoloǵıa esta pensada para realizar una confirmación de aquellos genes que
podŕıan considerarse como reguladores en los procesos que se llevan a cabo dentro de la
célula. De igual forma, es necesario hacer un proceso de predicción del modelo para los
genes con los cuales se les conozca sus cualidades regulatorias dentro del organismo.
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Nodo Aristas Grado de entrada Grado de salida
AT3G09260 46 26 20
AT4G21960 42 23 19
AT2G05440 41 21 20
AT1G20620 35 12 23
AT2G05510 32 19 13
AT4G33720 31 16 15
AT2G43150 29 16 13
AT4G30190 29 16 13
AT2G21660 29 21 8
AT3G01420 28 16 12
Tabla 2.3. Grados de los nodos para la red construida con el modelo gráfico propuesto y usando
los datos reales.
CAPÍTULO 3
Comparación entre las RRG propuestas
En este caṕıtulo se realiza una comparación entre las RRG basada en medidas de simi-
litud y la RRG construida a partir de un modelo gráfico con el fin de establecer similitudes
y diferencias entre ellas. Para lograr lo anterior, se utiliza el método de alineamiento de re-
des el cual se compara nodo a nodo en una red conjunta y permite ver la calidad de ajuste
de cada nodo con respecto a la configuración de las aristas para lograr la red combinada.
A continuación, se menciona en qué consiste la alineamiento de las redes, qué medidas
son creadas para evaluar tal acción y por último se presenta la comparación de las redes
creadas a partir de medidas de similitud como las redes creadas con el modelo gráfico
binomial negativo local propuesto.
3.1. Alineamiento de redes
En el contexto de las redes de regulación génica, el elineamiento de redes es el proceso
de encontrar genes relacionados entre las dos redes de acuerdo con algún criterio, lo cual
se traduce a encontrar genes de igual o similar función en ambas redes [49]. En general
existen dos tipos de alineamiento:
• Alineamiento local: Su propósito es encontrar regiones conservadas pero podŕıa
asignar múltiples nodos coincidentes al objetivo.
• Alineamiento global: Asigna exactamente un nodo compañero a otro nodo pero
se podŕıa pasar por alto otras posibilidades si hay nodos compañeros con ajustes
similares en otras regiones de la red.
Existen varios métodos de alimeamiento de redes, uno de ellos es el propuesto e im-
plementado por Malek M. (2015) [49] en una aplicación para Cytoscape conocida como
CytoGEDEVO. En este trabajo se utilizó el método mencionado debido a su fácil implemen-
tación además de que permite relacionar los genes con base a su identificador.
49
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Puntajes de alineamiento
La implementación del alineamiento de redes CytoGEDEVO permite incorporar diferente
tipo de información biológica y topológica de la red y además, define puntajes que evalúan
el nivel de ajuste en cada uno de los nodos como medidas de similitud. 0 significa que son
perfectamente similares y 1 que son perfectamente diśımiles [49].
Existen dos tipos de puntaje:
• Puntaje pareado: Es calculado para cada par de nodos mapeado y mide cuán
bueno fue el ajuste del par de nodos.
• Puntaje global: Es calculado para cada nodo individualmente y se usa como un
valor de ajuste que influye en su posición en la lista, es decir, muestra cómo fue su
supervivencia luego de la aplicación del algoritmo de alineamiento.
Se define la distancia entre grafos editados (GED) como sigue: Sea G1 = (V1, D1) y
G2 = (V2, D2) grafos, entonces:
GEDf (G1, G2) = |{(u, v) ∈ D1 : (f(u), f(v)) /∈ D2}∪{(u′, v′) ∈ D2 : (f−1(u′), f−1(v′)) /∈ D1}|
(3.1)
es decir, cuenta el número de aristas insertadas o eliminadas introducidas por el “mapea-
dor” f [33].
Medidas de calidad del alineamiento
La primera medida de calidad definida es el porcentaje de nodos correctamente alinea-
dos (NC) el cual se define como:
NC =
Número de nodos que se alinearon correctamente
Número total de nodos que son iguales en ambas redes
(3.2)
La segunda medida que permite evaluar la calidad del alineamiento es el porcentaje
de aristas correctamente alineadas (EC) y, como tal, evalúa el porcentaje de aristas que
son conservadas luego del proceso de alineamiento. Esta medida se define de la siguiente
forma [49]: Sea G1 = (V1, D1) y G2 = (V2, D2) grafos, entonces:
EC =
|{(u, v) ∈ D1 ∧ (f(u), f(v)) ∈ D2}|
|D1|
(3.3)
donde f es una función que mapea un nodo con su compañero.
Otra medida utilizada para evaluar la calidad del alineamiento es la subestructura
simétrica S3 [62], la cual mide la cantidad de aristas conservadas entre dos redes alineadas
y se define de la siguiente manera:
S3 =
|f(D1) ∩D2|
|D1|+ |D(G2(f(V1)))| − |f(D1) ∩D2|
(3.4)
donde |D(G2(f(V1)))| denota el número total de aristas en la subred inducida por G2 que
contiene todos los nodos a los que se ha asignado f .
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3.2. Alineamiento entre las redes construidas con datos simu-
lados
Se realizó el alineamiento entre cada par de redes, aśı:
• Alineamiento entre la red construida utilizando la correlación de Spear-
man y la red utilizando el modelo gráfico lineal generalizado binomial
negativo: En la figura 3.1 se encuentran las redes alineadas utilizando CytoGEDEVO.
Los nodos de las redes tienen un alineamiento perfecto en cuanto a los nombres, es
decir, todos los nodos en la red construida con la correlación de Spearman están
en los nodos de la red construida con el modelo gráfico. La red del modelo gráfico
tiene más nodos aśı que aquellos que no se encuentran en la primera red, tienen un
puntaje pareado GED de 1 (en azul oscuro en el grafico 3.1). En cuanto a la medida
de ajuste que cada nodo, que como se menciona en el anterior apartado, se puede
ver no son muy similares, es decir, las aristas que se comparten son pocas siendo la
medida que más pequeña 0.5, representadas en azul claro en el gráfico 3.1.
Figura 3.1. Gráfico del alineamiento entre la red construida con la correlación de Spearman y la
red construida con el modelo gráfico. En azul oscuro los nodos diśımiles.
• Alineamiento entre la red construida utilizando la correlación Bayesiana y
la red utilizando el modelo gráfico lineal generalizado binomial negativo:
En la figura 3.2 se encuentran las redes alineadas. De nuevo, los nodos de las redes
tienen un alineamiento perfecto en cuanto a los nombres, es decir, todos los nodos en
la red construida con la correlación Bayesiana están en los nodos de la red construida
con el modelo gráfico. La red del modelo gráfico tiene más nodos aśı que aquellos que
no se encuentran en la primera red, tienen un puntaje pareado GED de 1 (en azul
oscuro en el gráfico 3.2). En cuanto a la medida de ajuste que cada nodo, mejora
con respecto a las redes anteriores ya que se puede ver que hay valores más cercanos
a 0, tales como el valor del nodo gene_30_F que es de 0.33. De nuevo en la figura
3.2 en azul oscuro se encuentran los nodos más diśımiles y en en azul claro y verde
los más similares.
• Alineamiento entre la red construida utilizando la información mutua y la
red utilizando el modelo gráfico lineal generalizado binomial negativo: En
la figura 3.3 se encuentran las redes alineadas. De nuevo, los nodos de las redes tienen
un alineamiento perfecto en cuanto a los nombres, es decir, todos los nodos en la
red construida con la información mutua están en los nodos de la red construida con
el modelo gráfico. La red de la información mutua tiene más nodos aśı que aquellos
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Figura 3.2. Gráfico del alineamiento entre la red construida con la correlación Bayesiana y la red
construida con el modelo gráfico. En azul oscuro los nodos diśımiles.
que no se encuentran en la segunda red, tienen un puntaje pareado GED de 1 (en
azul oscuro en la figura 3.3). En cuanto a la medida de ajuste que cada nodo es
muy similar a la primera alineamiento presentada aqúı, el valor más cercano a 0 es
de 0.44 y pertenece al nodo gene_2_F. De nuevo en la figura 3.3 en azul oscuro se
encuentran los nodos más diśımiles y en en azul claro los más similares.
Figura 3.3. Gráfico del alineamiento entre la red construida con la información mutua y la red
construida con el modelo gráfico. En azul oscuro los nodos diśımiles.
Se simularon 10 tablas de expresión diferentes con las cuales se construyeron redes
utilizando el método de medidas de similitud y también aplicando el modelo gráfico bino-
mial negativo. Se alinearon las primeras con las segundas y algunas medidas de calidad
se presentan en la tabla 3.1, de donde se puede observar que los valores de ajuste en el
alineamiento tienen un rango desde 20 al 60, lo que indica que en algunos casos, las redes
son bien parecidas mientras que en los otros no mucho.
3.3. Alineamiento entre las redes construidas con datos reales
• Alineamiento entre la red construida utilizando la correlación de Spear-
man y la red utilizando el modelo gráfico lineal generalizado binomial
negativo: En la figura 3.4 se encuentran las redes alineadas utilizando CytoGEDEVO.
Como en el caso simulado, los nodos de las redes tienen un alineamiento perfecto en
cuanto a los nombres, es decir, todos los nodos en la red construida con la correla-
ción de Spearman están en los nodos de la red construida con el modelo gráfico. La
red del modelo gráfico tiene más nodos aśı que aquellos que no se encuentran en la
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Simulación Alineamiento EC S3
Spearman-Modelo 27.29 30.98
1 Bayes-Modelo 50 38.46
IM-Modelo 21.83 23.86
Spearman-Modelo 29.92 36.5
2 Bayes-Modelo 37.5 39.87
IM-Modelo 50 48.48
Spearman-Modelo 33.16 40.38
3 Bayes-Modelo 37.74 35.09
IM-Modelo 46.32 66.16
Spearman-Modelo 41.18 37.84
4 Bayes-Modelo 46.43 34.21
IM-Modelo 41.67 33.33
Spearman-Modelo 32.14 40.38
5 Bayes-Modelo 56.25 50
IM-Modelo 62.5 62.5
Spearman-Modelo 32.35 39.23
6 Bayes-Modelo 43.33 35.14
IM-Modelo 30.75 37.09
Spearman-Modelo 21.37 23.32
7 Bayes-Modelo 24.91 26.52
IM-Modelo 34.94 34.52
Spearman-Modelo 22.94 22.73
8 Bayes-Modelo 22.01 22.22
IM-Modelo 22.78 23.51
Spearman-Modelo 30.60 33.81
9 Bayes-Modelo 35.14 30.59
IM-Modelo 28.23 30.89
Spearman-Modelo 31.25 26.32
10 Bayes-Modelo 41.67 31.25
IM-Modelo 33.48 25.43
Tabla 3.1. Algunas medidas de la calidad del alineamiento de cada una de las 10 redes simuladas.
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primera red, tienen un puntaje pareado GED de 1 (en azul oscuro en la figura 3.4).
En cuanto a la medida de ajuste que cada nodo, que como se menciona en el anterior
apartado, se puede ver no son muy similares salvo 2 nodos: AT2G16600 y AT5G39570
cuya medida es de 0.2. Para los demás, las aristas que se comparten son pocas.
Figura 3.4. Gráfico del alineamiento entre la red construida con la correlación de Spearman y la
red construida con el modelo gráfico. En azul oscuro los nodos diśımiles.
• Alineamiento entre la red construida utilizando la correlación Bayesiana y
la red utilizando el modelo gráfico lineal generalizado binomial negativo:
En la figura 3.5 se encuentran las redes alineadas. De nuevo, los nodos de las redes
tienen un alineamiento perfecto en cuanto a los nombres, es decir, todos los nodos en
la red construida con la correlación Bayesiana están en los nodos de la red construida
con el modelo gráfico. La red del modelo gráfico tiene más nodos aśı que aquellos
que no se encuentran en la primera red, tienen un puntaje pareado GED de 1. En
cuanto a la medida de ajuste que cada nodo, no hay un bien ajuste, el valor más
cercano a 0 es de 0.55. De nuevo en la figura 3.5 en azul oscuro se encuentran los
nodos más diśımiles y en azul claro los más similares.
Figura 3.5. Gráfico del alineamiento entre la red construida con la correlación Bayesiana y la red
construida con el modelo gráfico. En azul oscuro los nodos diśımiles.
• Alineamiento entre la red construida utilizando la información mutua y la
red utilizando el modelo gráfico lineal generalizado binomial negativo: En
la figura 3.6 se encuentran las redes alineadas. De nuevo, los nodos de las redes tienen
una alineamiento perfecta en cuanto a los nombres, es decir, todos los nodos en la
red construida con la información mutua están en los nodos de la red construida con
el modelo gráfico. La red del modelo gráfico cuenta con más nodos aśı que aquellos
que no se encuentran en la segunda red, tienen un puntaje pareado GED de 1 (en
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Redes Alineadas NC EC S3
Datos simulados
Spearman - Modelo 100 29.44 31.78
Bayesiana - Modelo 100 34.23 38.77
Información Mutua - Modelo 100 25.95 29.44
Datos reales
Spearman - Modelo 100 32.18 28.28
Bayesiana - Modelo 100 45.45 41.66
Información Mutua - Modelo 100 30.30 28.17
Tabla 3.2. Valores de NC, EC y S3 para cada una de las redes alineadas.
azul oscuro en la figura 3.6). En cuanto a la medida de ajuste que cada nodo es muy
similar a la primera alineamiento presentada aqúı, el valor más cercano a 0 es de
0.61. De nuevo en la figura 3.6 en azul oscuro se encuentran los nodos más diśımiles
y en azul claro los más similares.
Figura 3.6. Gráfico del alineamiento entre la red construida con la información mutua y la red
construida con el modelo gráfico. En azul oscuro los nodos diśımiles.
En la tabla 3.2 se presentan los valores de la EC para cada una de las redes alineadas.
Con los valores de los alineamientos que se presentan en la Tabla 3.2 que se refiere a la
calidad de ajuste de las aristas junto con los valores GED para cada nodo se puede decir
que aunque las redes construidas por ambos métodos conservan los nodos que interactúan
en cada una como se peude ver con el NC, las interacciones vaŕıan dependiendo de cada
metodoloǵıa usada pues los valores de ajuste según la medida EC están cercanas al 30 %,
lo que quiere decir que el 30 % de las aristas se conservó luego del proceso realizado y lo
que se confirma con la medida S3 cuyos valores no superan el 50 %.
Lo anterior puede darse del hecho de que cuando se utiliza una medida de similitud,
esta se calcula por cada par de genes, es decir, siempre está mirando la similitud dos a dos.
Cuando se realiza el modelo se tiene en cuanta la influencia conjunta de todos los genes
sobre el gen “respuesta”, ya no seŕıa solamente la relación dos a dos. Es decir, se mide la
relación de cada gen con el resto presentes en la tabla de expresión (de alĺı la teoŕıa de
campos markovianos y las distribuciones nodo-condicionales). Lo anterior implica entonces
que cuando se construye la red utilizando medidas de similitud se mide la relación gen -
gen sin tener en cuenta la influencia que los otros podŕıan tener en el proceso biológico
de donde se concluye que las medidas de similitud son buenas para detectar las relaciones
de un gen particular sin tener en cuenta la influencia que los demás genes tengan sobre
él. Cuando se desea ver cómo es el proceso de regulación de un conjunto de genes, la
metodoloǵıa más adecuada seŕıa la del modelo gráfico.
APÉNDICE A
Tabla con medidas resumen de las simulaciones
La siguiente tabla muestra algunas medidas descriptivas de las redes simuladas.
Simulación Similitud Umbral Nodos Aristas Grado Enlaces
Spearman 0.8 65 337 10.37
Red 1 Bayes 0.78 30 30 2 14
IM 0.77 100 1010 20.2
Spearman 0.76 87 631 14.51
Red 2 Bayes 0.71 64 168 5.25 8
IM 0.89 24 32 2.67
Spearman 0.78 85 179 15.98
Red 3 Bayes 0.81 43 53 2.47 37
IM 0.78 96 1298 26.83
Spearman 0.89 24 34 2.83
Red 4 Bayes 0.79 30 28 1.87 0
IM 0.89 23 24 2.1
Spearman 0.69 95 892 18.78
Red 5 Bayes 0.83 18 16 1.78 5
IM 0.92 5 8 3.2
Spearman 0.67 98 1141 23.29
Red 6 Bayes 0.81 32 30 1.88 23
IM 0.8 93 898 19.31
Spearman 0.79 81 528 13.04
Red 7 Bayes 0.74 70 281 8.03 34
IM 0.88 46 83 3.61
Spearman 0.85 42 109 5.19
Red 8 Bayes 0.68 56 209 7.46 31
IM 0.84 78 259 6.64
Spearman 0.84 59 232 7.86
Red 9 Bayes 0.78 52 74 2.85 17
IM 0.86 59 209 7.09
Spearman 0.92 15 16 2.13
Red 10 Bayes 0.85 15 12 1.6 2
IM 0.85 68 313 9.20
Tabla A.1. Algunas medidas descriptivas de las 10 redes simuladas. “Grado” se refiere al grado
promedio de todos los nodos y “Enlaces” a los enlaces comunes en las tres redes.
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APÉNDICE B
Código para la RRG usando medidas de similitud
El siguiente código permite construir una matriz de adyacencia que determina la RRG
genrada a partir de algunas medidas de similitud en R. Para entender cada ĺınea del código,
por favor remitirse a la sección de metodoloǵıa (1.3) del caṕıtulo 1.
#=====================================================================




q0 <- rexp(ngenes, rate = 1/250)
is_DE <- runif(ngenes) < 0.3
lfc <- rnorm(ngenes, sd = 2)
q0A <- ifelse(is_DE, q0 * 2^(lfc/2), q0)
q0B <- ifelse(is_DE, q0 * 2^(-lfc/2), q0)
true_sf<-c(seq(0.1,1.5,by=0.1),seq(1,2.4,by=0.1))
conds <-c(rep("Ctrl",15),rep("Trto",15))
m <- t(sapply(seq_len(ngenes), function(i) sapply(1:30, function(j)
rnbinom(1,mu = true_sf[j] * ifelse(conds[j] == "Ctrl", q0A[i], q0B[i]),
size = 1/0.2))))
control=paste("Contr", seq_len(15),sep = "")
tratamiento=paste("tto", seq_len(15),sep = "")
colnames(m)<-c(control,tratamiento)
rownames(m) <- paste("gene", seq_len(ngenes), ifelse(is_DE,
"T", "F"), sep = "_")
head(m)
m[,c(2:5,12:14,15:19,28)]=flipud(m[,c(2:5,12:14,15:19,28)])
#m es la tabla de expresión simulada.
#======================================================================
#Librerı́as que se deben cargar
#======================================================================
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#Se construye la matriz de correlación de Spearman y se grafica.
mspear=cor(t(m),method = "spearman")
mspear1 <- melt(mspear)
ggplot(data = mspear1, aes(x=Var1, y=Var2, fill=value)) +
geom_tile(color = "white")+
scale_fill_gradient2(low = "blue", high = "red", mid = "white",








#Se construye la matriz de correlación Bayesiana y se grafica.
mbay=Bayes_Corr_Prior2(m)
mbay1=melt(mbay)
ggplot(data = mbay1, aes(x=Var1, y=Var2, fill=value)) +
geom_tile(color = "white")+
scale_fill_gradient2(low = "blue", high = "red", mid = "white",
midpoint = 0, limit = c(min(mbay),max(mbay)),
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#===================
#Se construye la matriz de similitud con la información mutua y se grafica.






ggplot(data = mim1, aes(x=Var1, y=Var2, fill=value)) +
geom_tile(color = "white")+
scale_fill_gradient2(low = "blue", high = "red",
midpoint = 0, limit = c(min(S0),max(S0)),














#El siguiente código es tomado de Leal et al. (2013) para la definición
#del umbral de adyacencia. Ver Metdologı́a Capı́tulo 1. La modificación que
#se le hace es que ahora es una red dirigida, por tanto se define una nueva
#función que determina una matriz de adyacencia no simétrica.
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}
#El siguiente código es igual para cada uno de las matrices de similitud:




#Simplemente es actualizar con el nombre de la matriz de similitud
#Número de genes:
n=nrow(S0)
#Crea un vector que guarda los coeficientes de agrupamiento locales (Ci)
#por cada valor de tao:
C=matrix(nrow=n, ncol=100)
#Crea un vector que guarda el grado de nodo de cada gen (ki) por cada
#valor de tao:
K=matrix(nrow=n, ncol=100)
#Crea un vector de umbrales a ser evaluados:
ltaos=seq(0.01,0.99,by=0.01)
#Calcula el grado de nodo (ki) y el coeficiente de agrupamiento local (Ci)





##Transforma la matriz A en un objeto igraph:
A=graph.adjacency(A,mode="directed",diag=FALSE)
##Calcula el Ci de los nodos:
Cv=transitivity(A,type="local")
##Calcula el ki de los nodos:
Kv=degree(A,loops=FALSE)




#Calcula el coeficiente de agrupamiento de la red (Co) y el coeficiente de
#agrupamiento esperado para una red aleatoria (Cr), a distintos valores de
#tao:
##Define vectores que guardan los coeficientes:
Cr=Co=rep(0,100)
##Para cada valor de tao:
for(i in round(ltaos*100,0)){
gn<-which(K[,i]>=1)#Posición de los genes conectados en la red
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kn=length(gn)#Número de nodos en la red
k1=1/kn*sum(K[gn,i])#Variable en ecuación 3 (Ver Elo et.al. 2007)
k2=1/kn*sum(K[gn,i]^2)#Variable en ecuación 3 (Ver Elo et.al. 2007)
Co[i]=((k2-k1)^2)/(kn*k1^3) #Coeficiente de agrupamiento esperado para una
#red aleatoria
if(kn==0){Co[i]=0}#Si no hay nodos conectados: Co=0
gn<-which(K[,i]>1)#Posición de los genes con k1>1.
kn=length(gn)#Número de genes con más de una arista en la red
Cr[i]=1/kn*sum(C[gn,i])#Coeficiente de agrupamiento observado en la red.
if(kn==0){Cr[i]=0}#Si no hay nodos conectados: Cr=0
}
#Grafica la curva |Cr-Co|:
plot(ltaos,abs(Cr-Co)[ltaos*100],t="l",xlab="Threshold",ylab="|C-Co|")
#Indentifica el primer máximo local en la curva |Cr-Co|






#Red de regulación génica
#====================================================================
#Valor de umbral 0.79.
#Define matriz de adyacencia:
A=adj.matrix(S0,0.79)
#Agrega nombres a filas y columnas
colnames(A)<-rownames(A)<-rownames(m)
#Convierte la diagonal en ceros (red no dirigida):
diag(A)<-0








Código para la RRG usando un modelo gráfico
binomial negativo
El siguiente código permite construir una matriz de adyacencia que determina la RRG
en R. Para entender cada ĺınea del código, por favor remitirse a la sección de metodoloǵıa
(2.4) del caṕıtulo 2.
#==========================================================================
#Construcción de la RRG usando modelos gráficos
#==========================================================================
library(mpath)#Librerı́a para la regularización del modelo.
mexp #Es la matriz de expresión resultado del experimento de RNA-Seq.
#Debe estar transpuesta, es decir, genes en columnas y muestras en filas.
#El siguiente ciclo ajusta cada gen i con respecto al resto, con i=1,...,p
#y p=cantidad de genes en la tabla.
#También calcula algunas medidas que sirven para evaluar el ajuste.
#Mientras el ciclo va corriendo muestra el modelo actual corrido y
#el tiempo que gastó en cada modelo como forma de revisar si el























cat("Tiempo en cada modelo=",times[i],"\n")
}



















#Este ciclo pone como 0 los nodos que para cada uno de sus ajustes tuvieron









#Se define la matriz de coeficientes simétrica.
rsim1=rcoef1+t(rcoef1)
#Se define la matriz de adyacencia con la siguiente función:


















#Se define el objeto igraph para exportar a Cytoscape y realizar






Con el presente trabajo se proponen dos metodoloǵıas para construcción de redes de
regulación basados en RNA-seq y se evalúan sus ventajas y desventajas.
En cuanto a las redes basadas en medidas de similitud:
• Este tipo de red es de muy fácil implementación y permite un acercamiento a la forma
de interacción entre los genes. Depende de la medida de similitud seleccionada para
determinar la matriz de similitud y de alĺı establecer la matriz de adyacencia.
• De las tres medidas de similitud propuestas acá para la construcción de la red, la
correlación bayesiana parece no funcionar muy bien. Lo anterior se debe a que esa
medida está basada en una transformación primaria de los datos, por la probabilidad
estimada de que un read fuera asignado o no a un gen; también esa medida puede
verse afectada por la no independencia entre los genes que, dentro de la construcción
teórica de la medida se pone como supuesto y, por último, porque a esas probabili-
dades estimadas se les calcula una correlación lineal de Pearson la cual no seŕıa la
más adecuada para ese tipo de variables. Puede que esa correlación lineal de Pearson
no esté detectando relaciones importantes entre los genes.
• La información mutua como medida de similitud no lineal se comporta muy bien, al
menos de manera emṕırica y comparada con la correlación de Spearman que, aunque
diseñada para variables continuas, funciona bien para conteos.
• En cuanto a las caracteŕısticas de las redes, muestran un comportamiento similar a las
construidas a partir de datos de expresión génica. Tal comportamiento se evidencia
en que ese tipo de red parece ser de libre de escala, es decir, algunos nodos están
altamente conectados, aunque su grado de conexión es bajo.
En cuanto a la red construida con un modelo gráfico:
• El costo computacional es bastante grande pues se deben ajustar tantos modelos
como genes haya. En los experimentos biológicos se realizan filtros y se seleccionan
los genes que sean particularmente interesantes para el estudio, tal es el caso de
aquellos que se expresan diferencialmente bajo algunas condiciones. La cantidad
de genes diferencialmente expresados podŕıa ser bastante grande dependiendo de




• Al ajustar los modelos, se encontró que existe evidencia muy fuerte de sobredisper-
sión, tanto en los datos simulados como en los datos reales, razón por la cual ajustar
un modelo lineal generalizado regularizado fue una buena elección.
• La red presenta las caracteŕısticas de ser una red libre de escala.
En cuanto a la comparación de las redes propuestas en el presente trabajo:
• El método de alineación de redes permitió ver que las redes construidas a partir de
medidas de similitud y la red construida con el modelo gráfico propuesto tienen un
emparejamiento perfecto en cuando a sus nodos, es decir, los nodos que aparecen
en una red aparecen también en la otra. Viste de otra manera, la red más grande
contiene todos los nodos de la red más pequeña.
• Aunque los nodos tiene un emparejamiento perfecto en las dos redes en cuanto a los
nodos, las medidas de ajuste con respecto a las aristas no son tan buenas, es decir,
las ediciones y configuraciones que realiza el algoritmo a las aristas y a los nodos
son muchas para que se emparejen, lo cual indica que las relaciones de regulación
en una red construida a partir de una medida de similitud difieren un poco de las
relaciones detectadas con el modelo gráfico.
• La diferencia de las aristas entre las redes construidas utilizando medidas de similitud
y las redes construidas con el modelo gráfico binomial negativo se debe principal-
mente a que las medidas de similitud están construidas para relacionar pares de
genes mientras que el modelo mira la relación de un gen con los demás en conjunto,
es decir, en las medidas de similitud se observa a cada par de genes como si estos
fueran independientes del resto mientras que en el modelo no es aśı.
Trabajo futuro
• Implementar un paquete en R que permita realizar las redes de regulación génicas
presentes en este documento y que además permita mejorar muchas de las limita-
ciones que tiene el paquete en R para el ajuste de modelos lineales generalizados
penalizados, aśı como definir la teoŕıa que permita realizar inferencia en ese tipo de
modelos.
• Incluir en las metodoloǵıas de construcciones de redes de regulación génica, infor-
mación biológica tal como anotación funcional, genes FT, entre otras, que permita
facilitar los procesos de decisión estad́ıstica.
• Extender las metodoloǵıas presentadas a otro tipo de redes (sociales, de transporte,
etc.) que permitan diferentes tipos de análisis en sus campos de acción.
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[53] Angélica Pachón, Random graphs and complex networks, XVI Simposio Internacional
de Estad́ıstica, 2016.
[54] Andy D Perkins and Michael A Langston, Threshold selection in gene co-expression
networks using spectral graph theory techniques, Bmc Bioinformatics 10 (2009), no. 11,
S4.
[55] Yitzhak Pilpel, Priya Sudarsanam, and George M Church, Identifying regulatory net-
works by combinatorial analysis of promoter elements, Nature genetics 29 (2001),
no. 2, 153–159.
[56] Sandy B Primrose and Richard Twyman, Principles of genome analysis and genomics,
John Wiley & Sons, 2009.
BIBLIOGRAFÍA 72
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