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Abstract
We study the modal logic of the closure algebra P2, generated by the set of all
polygons in the Euclidean plane R2. We show that this logic is finitely axioma-
tizable, is complete with respect to the class of frames we call “crown” frames,
is not first order definable, does not have the Craig interpolation property, and
its validity problem is PSpace-complete.
Keywords: Modal Logic, topological semantics, planar polygons.
1. Introduction
Connections between modal logic and general topology were discovered and
investigated in the works of McKinsey and Tarski in the 1940s (see, e.g., their
seminal paper [12]). Perhaps this timing, coupled with the arrival of the rival
Kripke-style semantics in the 1950s has led to the slow progress in this area
of research. Already from the beginning it was established that if the modal
diamond is interpreted as the closure operator over a topological space, then
the minimal modal logic is S4. Moreover, for arbitrary n ∈ N the modal logic
of the Euclidean space Rn is also S4. This result can be interpreted to mean
that the modal language is not expressive enough to distinguish the Euclidean
spaces from each other; in particular the modal language is insensitive to dimen-
sion. One can increase the expressive power by extending the language (e.g. by
adding the global modality, or the difference operator) or change the interpre-
tation of the modal diamond to another topological operator (for instance - the
limit operator, as suggested already by McKinsey and Tarski in [12]). Another
road to take is to restrict the valuations, allowing the propositional letters to
denote some well-behaved subsets instead of arbitrary subsets of the space in
question, where ‘well-behaved’ might carry a topological meaning like ‘regular
closed’ or a geometrical meaning like ‘convex’ or ‘polygonal’. In [13, 2] authors
considered the collections of serial, convex, hyper-rectangular and chequered
subsets of various Euclidean spaces and calculated the arising modal logics. In
[14] the regular closed regions of (Euclidean) spaces were considered from the
mereotopological point of view and in [9] the polygonal regions were considered
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again from the point of view of mereotopology (see also [8, 10] for the recent
developments in this direction). In the latter line of work however, the boolean
operations on regions do not always coincide with the usual set-theoretic oper-
ations. In particular, the meet of two regular closed regions may not coincide
with their intersection. To phrase it algebraically, the propositional part of the
modal language is being interpreted in the boolean algebra of regular closed
subsets, rather than in the powerset boolean algebra. This differs from our
approach — we work with the powerset algebra, as, for example, in [13].
In this paper, we consider pure modal language interpreted over the two-
dimensional Euclidean plane R2 in such a way that the propositional letters
denote only the so-called polygonal regions of the plane.
We introduce the structure P2 = (R2, P2) which we call the polygonal plane.
Here P2 is the boolean subalgebra of the powerset of R2 generated by all half-
planes; we call elements of P2 polygons. The algebra P2 turns out to be a closure
subalgebra of the full closure algebra of all subsets of the real plane.
We interpret the modal language over the polygonal plane using valuations
ν : Prop → P2 assigning to variables polygons from P2. These are then ex-
tended to all modal formulas in a standard way.
Our main object of study is the modal logic PL2 given by all modal formulas
valid over P2.
Organisation of the paper
In section 2, we give main definitions and some basic notions from the area
of topological and algebraic logic, which are related to the main matter and are
employed in proofs. As the end of the preliminary section 2 we define the notion
of first-order definability of class of models and give known in a literature tools
to investigate the question of firs-order definability. Thereafter in section 3, we
prove the finite model property for PL2. In section 4, we show that the logic is
finitely axiomatizable and hence, decidable. In section 5, the complexity of the
satisfiability problem for PL2 is shown to be in PSpace-complete. In section 6
is pointed out and shown by constructing particular counterexample, that the
logic of planar polygons does not have Craig interpolation property. In section
7, we show that the logic PL2 is not first order definable.
2. Preliminaries
Syntactically we are dealing with the basic modal language with the set of
countably many propositional letters Prop and the formulas built in the usual
way using the propositional connectives together with unary modal connectives
♦ and .
ϕ := p | ⊥ | ¬φ | φ1 ∨ φ2 | ♦φ
where p ranges over elements of Prop, and φ, φ1, φ2 are formulas. The addi-
tional connectives such as ∧, →, ↔ and the modality  are defined as usual.
Semantically our object of study is the polygonal plane mentioned above. In
more detail, we define it as follows. Consider the regions of the plane obtained by
the intersections of finitely many half-planes and generate the boolean algebra
using the set-theoretic operations from these regions. An arbitrary member
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of the obtained boolean algebra is called a polygon and the collection of all
polygons is denoted by P2. The structure P2 = (R2, P2) is called the polygonal
plane.
A typical bounded member of P2 is a finite union of (open) n-gons, line
segments and points. In other words, we consider as entities not only the 2-
dimensional n-gons, but also their boundaries, i.e. ‘polygons’ of lower dimension.
The algebra P2 is a closure subalgebra of the full closure algebra of all subsets
of the real plane (see 3.1).
To interpret the modal language over the polygonal plane, we allow for
valuations ν : Prop → P2 to range over polygons only. The valuations are
extended to arbitrary modal formulas using the set-theoretic counterparts for
the propositional connectives, interpreting ♦ as the topological closure, and 
as topological interior operators.
The set of all valid modal formulas over P2 is denoted by PL2.
Hereafter, we give some definitions of terms from topological and algebraic
logic , related and used in the paper. Experienced reader can skip this part with
ease and without loss of clarity.
2.1. Kripke frames, topological spaces and their morphisms
A nonempty set X together with a binary relation R ⊆ X × X is said to
be a Kripke frame and will be denoted by (X,R). To indicate that (x, y) ∈ R
holds we often write xRy (x sees y by R); in such a case an element y is called a
successor of x, and x - a predecessor of y respectively. A subset U ⊆ X is called
upwards closed subset (or up-set for short) if it contains all successors of all its
elements. A subset F ⊆ X is called Downwards closed subset (or down-set for
short) if it contains all predecessors of all its elements. It is easy to see that a
complement of an up-set is a down-set and vice versa. If R is a relation on X ,
and A ⊆ X , the set {y ∈ X : ∃x ∈ A s.t. xRy} actually is the set of successors
of elements of A and is denoted by R(A); the set {y ∈ X : ∃x ∈ A s.t. yRx}
actually is the set of predecessors of elements of A and is denoted by R−1(A).
A nonempty set X together with a collection τ ⊆ P(X) of subsets that is
closed under finite intersections and arbitrary unions is said to be a topological
space and is denoted (X, τ). Often, when there is no ambiguity, instead of (X, τ)
we write just X . The members of τ are called open subsets, or simply opens.
Their complements are called closed subsets. (see [7])
For a subset A ⊆ X , there exists the greatest open subset contained in A
(i.e. the union of all the opens contained in A) which is denoted by IA (read:
interior A). Thus I is an operator over the subsets of the space X .
The closure operator, which is a dual of the interior operator, is defined
by CA = −I(−A) where ” − ” stands for the set-theoretic complementation.
Observe that CA is the least closed set containing A (i.e. the intersection of all
the closed sets including A as subset). Thus C as well is an operator over the
subsets of the space X .
It is well known, that there is a close relationship between Kripke frames
and topological spaces. For given topological space (X, τ) one can define a
relation Rτ on X (specialization relation corresponding to τ) in the following
way: xRτy iff x ∈ C{y}. It is easy to see, that defined relation is a reflexive
(∀x ∈ X(xRτx)) and transitive (∀x, y, z ∈ X((xRτy, yRτz)⇒ xRτz)) relation
on X .
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On the other hand, for a given reflexive and transitive Kripke frame (X,R)
one can generate a topology τR on W by declaring the up-sets of W to be open
subsets. It is easy to see that the topology thus generated will be of a special
kind, in particular such that arbitrary intersections of open sets are open as
well (i. e. for every point there is the least open subset containing it). Such
spaces are called Alexandroff topological spaces and indeed there is a one-to-
one correspondence between Alexandroff spaces and reflexive-transitive Kripke
frames; namely RτR = R and τRτ = τ iff R is a reflexive and transitive relation
and τ is an Alexandroff topology.
Since the Kripke frames and topological spaces are already defined, we have
to define the notion of their morphisms.
A map f : (X1, R1)→ (X2, R2) between Kripke frames is said to be mono-
tone if whenever xR1y, then f(x)R2f(y).
A map f : (X1, R1) → (X2, R2) between Kripke frames is said to be a p-
morhism (pseudo epimorphism) if it is monotone, and whenever f(x)R2z, there
exists y ∈ X1 such that xR1y and f(y) = z.
y
x
z
f(x)
R1 R2
In case of topological spaces, instead of preserving relation we need to pre-
serve topology. That is a map f : X1 → X2 between topological spaces
X1 = (X1, τ1) and X2 = (X2, τ2) is said to be continuous if whenever O2 is
open in X2, i.e O2 ∈ τ2, then the set f−1(O2) is open in X1 i.e. f−1(O2) ∈ τ1.
It worth to mention the well known fact, a map f : (X1, R1) → (X2, R2) be-
tween quasy-ordered sets is monotone if and only if it is continuous with respect
to Alexandroff topology of up-sets.
A map f : X1 → X2 between topological spaces X1 = (X1, τ1) and X2 =
(X2, τ2) is said to be open if it sends open sets to open sets, i.e.:
O1 ∈ τ1 implies f(O1) ∈ τ2.
A map is called an interior map, if it is both open and continuous. In case the
map f : X1 → X2 is interior, its image f(X1) ⊆ X2 is called interior image of
X1. A map f : (X1, R1) → (X2, R2) between quasi-ordered sets is p-morphism
if and only if f : (X1, τR1)→ (X2, τR2) is interior map.
Interior maps play a special role in the topological semantics of modal logic,
as well as p-mophisms in Kripke semantics, as we proceed to briefly recall in the
following subsection.
2.2. Topological semantics of modal logic
Now we recall the topological semantics for the basic modal language. For
reader interested in more extensive reference we suggest [3].
Nowadays, one of the best-known semantics forML is the Kripke semantics.
However, in this paper we study the topological semantics, according to which
modal formulas denote regions in a topological space (set of points of topological
space where well formed formula is true ). If a topological space (X, τ) and
valuation function ν : Prop→ P(X) is fixed, there is unique expansion of the
valuation function to the set of all well formed formulas in the language ML.
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ν(⊥) = ∅
x |= p iff x ∈ ν(p)
x |= ¬φ iff x 6|= φ
x |= φ ∨ ψ iff x |= φ or x |= ψ
x |= ♦φ iff ∀O ∈ τ, x ∈ O implies ∃y ∈ O such that y |= φ
And hence
x |= φ iff ∃O ∈ τ such that x ∈ O and ∀y ∈ O y |= φ
That is, the regions denoted by the propositional letters are specified in advance
by means of a valuation function, and ∨, ¬, ♦ and  are interpreted as union,
complementation, the closure and the interior operator respectively.
Each modal formula φ defines a set of points in a topological model (namely
the set of points at which it is true). With a slight overloading of notation, we
will sometimes denote this set by ν(φ). It is not hard to see that ν(φ) = Iν(φ)
and ν(♦φ) = Cν(φ). A topological space (X, τ) with fixed valuation ν is called
a topological model (topo-model) of the modal languageML and is denoted by
M = (X, τ, ν).
Occasionally we will also equivalently talk about the set ν(φ) in terms of its
characteristic function, i. e. view it as a map ν(φ) : X → {true, false} which
sends x ∈ X to the truth value of x |= φ.
For a subset A ⊂ X if for all x ∈ A holds M, x |= φ, then we shortly write
M, A |= φ. Further, M |= φ (φ is valid in M) means that M, x |= φ for all
x ∈ X . We write X |= φ (φ is valid in X) when (X, ν) |= φ for any valuation ν.
If K is a class of models (topomodels in our case) we write K |= φ when X |= φ
for each X ∈ K. By Log(K) we denote the set of all modal formulas valid in
all members X ∈ K. In case K consists of a single member X we may write
Log(X) to denote the modal logic of X .
The modal logic S4 of Lewis is defined as follows:
The modal logic S4 is the smallest set of modal formulas which contains all the
classical tautologies, the following axioms:
Axiom Diamond notations or Box notations
(N) ¬♦⊥ ⊤
(T) p→ ♦p p→ p
(R) ♦(p ∨ q)↔ (♦p ∨ ♦q) (p ∧ q)↔ (p ∧q)
(4) ♦♦p→ ♦p p→ p
and is closed under the rules of modus ponens and necessitation (from φ derive
φ ), and under uniform substitution.
It is well known that the logic S4 is characterized by reflexive transitive
Kripke frames. As we mentioned such Kripke frames can naturally be seen
as Alexandroff topological spaces. Moreover these are the classical results of
McKinsey and Tarski which state in particular, that the modal logic S4 is sound
and complete w.r.t. the class of all topological models, as well as Log(Rn) = S4
for any Euclidean space Rn [12].
2.3. Topological bisimulations
As a main semantical tool the paper employs the following generalization
of the notion of bisimulation between Kripke models. An interested in more
extensive reference reader may consult with textbook like [3].
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Consider topological models M = (X, ν) and M′ = (X ′, ν′). A non-empty
relation Z ⊆ X ×X ′ is a topo-bisimulation between M and M′ if the following
conditions are met for all x ∈ X and x′ ∈ X ′:
Atom if xZx′ then x ∈ ν(p) iff x′ ∈ ν′(p) for all p ∈ Prop.
Zig For all O ∈ τ , Z[O] ∈ τ ′.
Zag For all O′ ∈ τ ′, Z−1[O′] ∈ τ .
Here Z[O] = {x′|∃x ∈ O(xZx′)} denotes the image of O under Z. The
preimage Z−1[O′] is defined analogously.
Topo-bisimulations are closely linked with the notion of modal equivalence.
Evidence for this comes from the following result [1]:
Theorem 2.1. Let M1 = (X1, ν1) and M2 = (X2, ν2) be two topo-models, and
x ∈ X1 and x′ ∈ X2 be two topo-bisimilar points. Then for each modal formula
φ, condition M1, x |= φ holds if and only if M2, x′ |= φ holds. That is, modal
formulas are invariant under topo-bisimulations.
There is the similarity between interior maps and bisimulations. Both require
images and pre-images of opens to be open. Indeed this similarity can be utilized
to show that onto interior maps between topological spaces preserve modal
validity. Here we present a slightly more general result which will be put to use
later. Let f : X 7→ Y denote a partial map from X to Y . When the domain
of f is an open subset of X , and in addition f is an interior mapping from it’s
domain to Y , we call f an interior partial map.
Proposition 2.1. Let X and Y be topological spaces and let f : X 7→ Y be
an onto partial interior map. Then for an arbitrary modal formula φ we have
Y |= φ whenever X |= φ.
Proof. Let U ⊆ X be open and let i : U → X be the identity map. We
proceed by contraposition. Suppose Y 6|= φ for some modal formula φ. Then
there is a valuation ν on Y and a point y ∈ Y such that Y, ν, y |= ¬φ. Consider
a valuation νU on U defined by νU (p) = f
−1(ν(p)). Moreover, consider the
same valuation on X , that is put νX(p) = f
−1(ν(p)) = i(νU (p)). Now pick any
point x ∈ X such that f(x) = y. It is straightforward to check that the pointed
model (Y, ν, y) is topo-bisimlar to (U, νU , x) which in turn is topo-bisimilar to
(X, νX , x). The topo-bisimulations are provided by the graphs of the maps f
and i, respectively. It readily follows that (Y, ν, y) is topo-bisimilar to (X, νX , x).
Hence, by Theorem 2.1 we conclude that X, νX , x |= ¬φ and thus X 6|= φ.
It follows that if Y is a partial interior image of X , then Log(X) ⊆ Log(Y ).
2.4. General spaces
It is well known that neither Kripke semantics, nor topological semantics is
fully adequate for modal logic. In case of Kripke semantics, a fully adequate
generalization is provided by general frames, where valuations are restricted to
modal subalgebras of the powerset algebra of a Kripke frame. A similar approach
has been introduced for topological spaces in [3]: they consider general spaces,
which are topological spaces together with a fixed collection of subsets that is
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closed under set-theoretic operations as well as under operation of topological
closure. In the main part of the paper we are interested in specific valuations
in Euclidean spaces that only take as values geometrically simple sets, namely
in the Boolean algebra with closure generated by planar polygons.
Definition 2.1. A general topological model is a triple (X,A, ν), where
• X = (X, τ) is a topological space;
• A is a modal subalgebra of P(X) (i. e. subset of P(X) closed under
Boolean operations and under the operation of closure C);
• ν : Prop → A (valuation) is a map which sends propositional letters to
specific subsets of X, namely the elements of A.
We refer to (X,A) as general space and to elements of A as admissible sets.
A morphism between general spaces M1 = (X1, τ1, A1) and M2 = (X2, τ2, A2)
is an interior map f : X1 → X2 such that f−1(U) ∈ A1 for each U ∈ A2.
The notion of validity for general spaces is defined as expected. It is a simple
exercise to check that Theorem 2.1 extends to the case of the partial onto interior
maps between general spaces.
2.5. Ultraproducts and first order definability
Definition 2.2. A class K of models for fixed first-order language L is defined
by a set Σ of L-sentences if every model for the language is in K iff it is a model
for Σ. A class of models is elementary if it is defined by some set of first-order
sentences.
To deal with the notion of first order definability we employ the notion of ultra-
product. The purpose of that will be shown below. Suppose U is an ultrafilter
over a nonempty set I, and (Xi) is a family of nonempty sets indexed by I.
Let P =
∏
i∈I Xi be the cartesian product of the family. An element of P are
functions from I to the disjoint union of the Xi’s, such that f(i) ∈ Xi for each
i ∈ I. Given two elements f, g ∈ P we say that f and g are U -equivalent, (and
denote it by f ∼U g) if {i ∈ I|f(i) = g(i)} ∈ U . The relation ∼U defined in this
way is an equivalence relation.
Definition 2.3. Let fU denote the equivalence class of f modulo ∼U . The
ultraproduct of the sets Xi modulo U is the set of all equivalence classes of ∼U .
It is denoted by
∏
U Xi
One can easily expand the above definition of ultraproduct to models:
Definition 2.4. Fix a first-order language L, and let Mi be models of L indexed
by the set I. The ultraproduct
∏
U Mi modulo U is the model described as
follows:
(i) The underlying set of
∏
U Mi is a set
∏
U Xi , where Xi is the underlying
set of Mi.
(ii) Let R be an n-place relation symbol, and Ri its interepretation in the model
Mi The relation RU in
∏
U Mi is given by
RU (f
1
U , . . . , f
n
U ) iff {i ∈ I| Ri
(
f1(i), . . . , fn(i)
)
} ∈ U.
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(iii) Let F be a m-place function symbol, and Fi its interepretation in the model
Mi The function FU in
∏
U Mi is given by
FU (f
1
U , . . . , f
n
U ) = {
(
i, Fi(f
1(i), . . . , fn(i))
)
| i ∈ I}U .
(iv) Let c be a constant, and ai its interpretation in Mi. Then c is interpreted
by the element c′ ∈
∏
U Xi where c
′ = {(i, ai)| i ∈ I}
In the case where all the models are the same, say Mi = M, we speak of ultra-
power of M modulo U .
The following proposition connects the notions of ultraproduct and first-order
definability
Theorem 2.2. ([6] Theorem 6.1.16) A class of models K is defined by means
of a set of first-order sentences if and only if it is closed under isomorphisms
and ultraproducts, while its complement is closed under ultrapowers.
After this preliminary part we are ready to deal with the main matter of the
paper.
3. The Euclidean polytopal spaces, the Logic PL2 and the finite model
property
We are interested in specific general spaces defined over Euclidean spaces
Rn. Let Pn be the boolean algebra of the n-dimensional polytopes in Rn. By a
polytope we mean a finite union of subsets in Rn which are solutions of a system
of linear inequalities. Alternatively, simple polytopes can be described as sets
that are intersections of finitely many hyperplanes in Rn, and the polytopes are
the finite unions of those. To be more precise, a polytope is any subset of Rn
of the form P = {x¯ |
∨∧
(ℓi(x¯) ⊲⊳ ai)} where ℓi are linear forms on Rn, where
ai are real numbers, ⊲⊳ denotes any of the inequality symbols ≥, >,≤, <, while∨
and
∧
denote finite disjunction and finite conjunction. The sets of the form
P = {x¯ |
∧
(ℓi(x¯) ⊲⊳ ai)} we call simple polytopes.
Then it is clear from the definition that the set Pn of all the n-dimensional
polytopes forms a boolean subalgebra of the powerset of Rn (note that the
negation of an inequality is again an inequality). Moreover we have
Proposition 3.1. The boolean algebra Pn is a modal subalgebra of the powerset
of Rn equipped with the closure/interior operators for the Euclidean topology on
Rn.
Proof. To show that Pn is closed under the closure operator, first note that
the closure operator distributes over finite unions. Since every polygon is a finite
union of simple polygons, it suffices to point out that given a nonempty simple
polygon defined by a finite conjunction of inequalities, its closure is just the
closed simple polygon obtained by turning all strict inequalities into non-strict
ones.
Definition 3.1. Let Pn = (Rn, Pn) be the general space defined by polytopes.
We call such a space the n-dimensional Euclidean polytopal space. The modal
logic PLn of the n-dimensional Euclidean polytopal space is defined to be the set
of all modal formulas which are valid on Pn.
PLn := Log(Pn)
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In this paper we concentrate on 2-dimensional polytopal modal logic PL2.
We call this logic the polygonal modal logic for brevity and the corresponding
general space P2 = (R
2, P2) we call polygonal plane.
The admissible sets in P2 are finite unions of generalized planar polygons,
where under a generalized planar polygon we understand a (possibly unbounded)
region in the plane which is an intersection of finitely many (closed or open)
half-planes. It is clear that any point, line, ray or segment also falls under this
definition, as do triangles, pentagons and n-gons in general.
However for our modal-logical purposes, we may restrict attention to usual
bounded polygons, line segments, points, their complements and finite unions
of these. The reason of this is as follows: First of all note, that these bounded
and co-bounded polygons together form a boolean algebra themselves. Now
suppose a modal formula φ is satisfiable at a point x ∈ R2 with an admissible
valuation ν : Prop → Pn. If we take any open triangle T containing x and
change the valuation so that ν′(p) = T ∩ ν(p). Then R2, ν′, x |= φ and ν′ is
now admitting only bounded polygons. On other hand is clear that (R2, ν, x)
and (R2, ν′, x) are topo-bisimilar to each other and by Proposition 2.1 we may
restrict our attention to bounded polygons.
Now we are going to investigate what kind a finite Kripke frame (X,R)
should be to satisfy condition (X,R) |= PL2. It is easy to understand, that if
we are able to investigate finite Kripke frames of PL2, then it facilitates the
task of study of PL2 itself. Hence to investigate the question of finite Kripke
models of PL2, we need to look at finite interior (open and continuous) images
of the polygonal plane. Here we should note that we need to preserve formulas
and hence we need a mapping from polygonal plane induce a homomorphism
of modal algebras. Hence we have to investigate finite interior images of the
polygonal plane such that the pre-image of each point is a finite non-empty
union of planar polygons.
We consider the class of Kripke frames we call crown frames (not to be
confused with the crown graph).
Definition 3.2. A crown frame Cn is a frame (Sn, Qn) such that Sn = {r, s1, · · · , s2n}
and Qn is defined as follows:
rQnr where r is a root,
siQnsi for all si ∈ Sn,
rQnsi for all si ∈ Sn,
siQnsj when i < 2n is even and j = i− 1, i+ 1 ,
s2nQns1 and s2nQns2n−1.
A general crown frame is depicted on figure 1.
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s1 s2n−1 s3 sk+1 sk−1
s2n s2 s2n−2 sk−2 sk
r
· · ·
Figure 1: Crown frame
The following proposition states that crown frames are typical examples of
finite interior images of the polygonal plane Pn.
Proposition 3.2. For any number n ∈ N the crown frame Cn is an interior
image of the polygonal plane P2.
1
Proof. Suppose a number n for Cn is fixed. Consider any point x and arbi-
trary distinct rays l1, . . . , ln emanating from x and enumerated in the clockwise
direction.
x
l1
ln
li
li+1
. . .
. . .
On
Oi
Let Oi denote the open region between li and li+1, where i ∈ {1, . . . , n− 1} and
let On denote the open region between ln and l1.
Define the map f : R2 → Sn by putting f(x) = r, f(li) = s2i and f(Oi) = s2i−1.
It is straightforward to check that f is an interior map. We only expand one
of the less obvious steps in the proof. Suppose U ⊆ R2 is open and suppose
s2k ∈ f(U). Then there exists a point y ∈ lk such that y ∈ U and f(y) = s2k.
Since U is open, if it contains a point from the ray lk, it will intersect both
regions neighbouring lk, namely Ok−1 and Ok+1. It follows that f(U) will
contain both of the points from O ⊆ Sn that s2k is related to. This shows that
the image of U under f is an upset. Hence f is an open map.
The intuition employed in the proof of the above proposition is as follows:
if a point x is ‘close’ to a set A in the plane, then the image of x is related
to the image of A under an interior map. To make it clear, this is encoded
in the following equivalence: x ∈ Cf−1(u) iff f(x)Ru, which is similar to the
1By virtue of mentioned above correspondence between quasi-ordered sets, i.e. reflexive
and transitive Kripke frames, here we consider a crown frame as an Aleksandroff topological
space obtained by declaring its upwards closed subsets open.
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p-morphism condition for Kripke frames. In other words, interior maps preserve
the ‘closeness’ relation between points and sets: x ∈ CA iff f(x) ∈ R−1[f(A)].
In light of the Theorem 2.1, any modal formula satisfiable on one of the
crown frames is also satisfiable on the polygonal plane. Our next aim is to show
the converse. Actually we are going to show that the logic of the class of all
crown frames coincides with PL2.
Theorem 3.1. Let φ be satisfiable on a polygonal plane. Then φ is satisfiable
on one of the crown frames.
Proof. Let ν be a valuation and x be a point such that P2, ν, x |= φ.
Our strategy will be to find a small enough open neighborhood U around x
such that the partial interior map could be built from U onto one of the crown
frames in such a way that the pre-images of possible worlds from the crown
frame have constant valuation for propositional variables occurring in φ.
Suppose φ depends on propositional variables p1, . . . , pk. It is clear that the
truth of φ will not be affected if we assume that all the other propositional
letters are mapped to empty set. Let Ai ::= ν(pi) for i ∈ {1, . . . , k}. Then each
Ai is a finite union of simple polygons. Let S be the collection of all the simple
polygons occurring in the Ais. Let E be the collection of all lines occurring as an
edge of one of the simple polygons in S (in case there is only one such Ai, then
draw any segment with endpoint x). It is obvious that E is finite. Furthermore,
we observe that for any segment I on the plane, if the endpoints of the segment
differ on the valuation of a propositional letter pi, then the segment I must
intersect with one from E, namely the one that is represented as a border of Ai
which I must cross in order to change valuation from one endpoint to the other.
Now, for each line in E, calculate the distance from x to that line and to its
endpoints (if it have such). This will produce a finite number of non-negative real
numbers. Let α be the least positive number thus obtained and let B = B(x, α
2
)
be the open ball with the center at x and the radius α
2
. It is straightforward
that only the lines from E that pass through x (or have it as an endpoint) will
intersect with B. Let us label the intersection points of lines from E with the
border of B in a clockwise direction as x1, x2, . . . , xm with m ≤ k. Let li denote
the open segments (x, xi) and let Oi denote the open sectors of B bounded by
li and li+1 for i ∈ {1, . . . ,m− 1}. Let Om be the remaining open sector defined
by lm and l1. Then B breaks down into the sets {x}, li and Oi.
x
lm
l1. . .
li
li+1 . . .
Om
Oi
x1
xm
xi
xi+1
We define the map f from B onto Cm in the obvious way (see the proof of
Proposition 3.2 from above). This map is easily seen to be an interior map.
We claim more, namely that the valuation of the propositional variables pj
occurring in φ is constant on each of the sets Ei and Oi. Indeed, take any two
points y, z ∈ Oi for some i ∈ {1, . . . ,m} and suppose y ∈ Aj 6∋ z for some
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j ∈ {1, . . . , k}. But then the whole closed segment [y, z] falls inside Oi since the
latter is convex. On the other hand, the endpoints of this segment differ on the
valuation of pj , which means that the segment [y, z] must cross a member of E,
which is impossible. A similar argument shows that no two points can disagree
on the valuation of pj along any of the Ei.
It follows that the valuation µ defined by putting µ(p) = f(ν(p)) for each p
is such that
f(x) ∈ µ(p) iff x ∈ ν(p).
Consequently, the graph of f is a topo-bisimulation between (R2, ν, x) and
(Cm, µ, r). It follows that φ is satisfiable on Cm.
Hence we have proved completeness of the logic with respect to class of finite
crown frames. So the next corollary immediately follows:
Corollary 3.1. The logic PL2 is determined by the class of finite crown frames.
Hence this logic has fmp.
Proof. Just putting together Proposition 3.2 and Theorem 3.1.
Therefore, the task of subsequent investigation of PL2 can be reduced to
the setting of Kripke semantics.
4. Axiomatization
As we proved fmp for PL2, the logic under consideration, our next task is to
axiomatize the logic. To do that we use Jankov-Fine formulas for finite rooted
frames that are not PL2-frames. First of all, we describe the five simplest frames
that falsify PL2. These are depicted below.
B1 B2 B3 B4 B5
Figure 2: Frames that falsify PL2
Indeed that these frames cannot support models of PL2 follows from the
following considerations:
• - If there would exist a model of PL2 on B1 then there would exist two
disjoint finite Boolean combinations of polygons A1, A2 such that CA1 =
CA2, but A1 6= A2.
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• - If B2 would carry a model of PL2 then there would exist a disjoint
finite Boolean combination of polygons A and two disjoint finite Boolean
combinations of polygons A1, A2 such that CA1 = CA2, A1 6= A2 and
A1 ∪A2 ⊆ CA.
• - IfB3 is a model ofPL2 then there would exist a non-empty finite Boolean
combination of polygons A which is a subset of closures of three disjoint
finite Boolean combinations of polygons A1, A2, A3.
• - If B4 is a model of PL2 then there would exist four disjoint finite non-
empty Boolean combinations of polygons A1, A2, A3, A4, such that
CA1 ⊆ CA2 ⊆ CA3 ⊆ CA4.
• - If B5 is a model of PL2 then in the plane there would be two nonempty
disjoint open polygons A and B and a polygon A′ ⊆ A such that A′ is
contained in the closure of A and the complement of A ∪ B is contained
in the closure of A′. This would imply that the complement of A ∪ B is
finite.
All five cases are impossible. We claim that the logic axiomatized by the
Jankov-Fine axioms of these five frames coincides with PL2.
Definition 4.1. Given two Kripke frames F and G we say that F is subre-
ducible to G if there exists a generated subframe of F which maps p-morphically
onto G.
Note that for S4-frames viewed as topological spaces subreduction is nothing else
but the existence of an onto partial interior map. Hence it is not surprising that
any formula satisfiable on a frame is also satisfiable on any frame subreducible
to it. In fact, for a finite rooted frame, there is a characteristic formula that is
satisfiable on precisely the frames subreducible to this frame. Such a formula is
called a Jankov-Fine formula of the frame. The precise definition can be found,
e.g. in [4, pp.143]. Let us denote by ξ(G) the Jankov-Fine formula of the frame
G. Then the following is true:
Proposition 4.1. If ξ(G) is satisfiable on a frame F then F is subreducible to
G.
The proof can be found in [4].
Now it follows immediately from the above proposition that the formula
¬ξ(G) is valid precisely on those Kripke frames which are not subreducible to
G. The formula ¬ξ(G) is called the Jankov-Fine axiom for G.
Consider the formula ξ = ¬ξ(B1)∧¬ξ(B2)∧¬ξ(B3)∧¬ξ(B4)∧¬ξ(B5). This
formula is valid on a Kripke frame if and only if the frame is not subreducible
to any of the frames Bi above. Let us denote by Ξ the logic axiomatized by
ξ over S4, i.e. Ξ :− S4 + ξ . We claim that Ξ = PL2. To show this we first
prove that Ξ has the finite model property and then prove that the finite rooted
frames for the two logics coincide.
Theorem 4.1. The logic Ξ has the finite model property.
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Proof. Note that since B4 is not admitted by Ξ, the logic is of finite depth.
By Segerberg’s Theorem (see, e.g., [5, Theorem 8.85]) any logic of finite depth is
characterized by its finite frames. It follows that Ξ has the finite model property.
Since both Ξ and PL2 are characterized by their finite rooted frames, to
show the equality the following two lemmas suffice.
Lemma 4.1. Each crown frame validates the axiom ξ.
Proof. Let Cn be one of the crown frames. If (a generated subframe of) Cn
is p-morphically mapped to a frame containing a cluster then, since Cn is finite
and transitive, Cn should already contain a cluster. But it does not. Thus Cn
is not subreducible to either one of B1 and B2. Now assume to the contrary
that (a generated subframe of) Cn is p-morphically mapped by g to the frame
B3, the trident. It is clear that the whole of Cn must be taken, since all the
other generated subframes have no more than three points, while the trident
has four. Thus g : Cn → B3 is a p-morphism. Clearly the root is mapped
to the root. No other point can be mapped to the root of the trident again
because all other points have only two strict successors, while the root of the
trident has three. This implies that Cn without the root can be broken down
into three disjoint up-sets, which is not the case—it cannot even be broken down
into two disjoint up-sets, since it is connected. The contradiction shows that Cn
does not subreduce to the trident. It is easily seen that Cn is not subreducible
to B4 because the depth of the p-morphic image of a frame is always less or
equal to the depth of the frame. Finally, to show that Cn is not subreducible
to B5 we reason almost exactly as in the case of B3. Suppose, for the sake
of contradiction, that g is a subreduction of Cn to B5. Note again, that in
that case g must be a reduction, since no point other than the root has three
successors in Cn. By a similar argument, no point other than the root of Cn
can map to the root of B5. Hence the ‘upper part’ of Cn (everything but the
root) breaks down into two disjoint up-sets, which is a contradiction. Hence,
Cn is not subreducible to any of the frames Bi, i = 1, . . . , 5. It follows, that
Cn |= ¬ξ(Bi) for each i. Therefore, Cn |= ξ.
Lemma 4.2. Each rooted finite frame G with G |= ξ is a subreduction of some
crown frame.
Proof. Let G = (W,R) be any rooted frame with G |= ξ and with the root r.
Then G is not subreducible to any of the five forbidden frames Bi, i = 1, . . . , 5.
We will show that G is either a generated subframe or a p-morphic image of
some crown frame Cn.
Let us define xRy as xRy∧x 6= y. We define a partition the set of states W
as follows:
1. G0 = {x ∈W | xRr}
2. G1 = {x ∈W | rRx ∧ ∄y, rRyRx}
3. G2 = {x ∈W | ∃y ∈ G1, yRx}
The sets are disjoint by definition and cover W since the prohibition of the
frame B4 ensures that the depth of G is at most 2.
That G0 = {r} follows from the fact that G is not subreducible to B1 or
B2.
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B1 B2 B3
In case G2 = ∅, since G is not reducible to the trident frame B3, we get |G1| ≤ 2
and it is clear that G is (isomorphic to) a generated subframe of either C1 or
C2.
C1 C2
Now assume G2 6= ∅. Then G is a rooted frame without clusters (otherwise
it would subreduce to either B1 or B2), with at most 2 strict successors from
each G1 point (otherwise it would be subreducible to the trident B3) and all G2
points are only related to themselves (otherwise it would be reducible to B4).
B4
We claim that, G1 ∪ G2 remains connected after removing of the root of the
frame, since otherwise it would be subreducible to the forbidden frame B5.
Indeed, suppose for sake of contrary that G1 ∪ G2 is disconnected in a sense
that two points x, y ∈ G1 ∪ G2 are such that x is not reachable from y by the
reflexive-transitive closure of the relation R ∪R−1. Then G1 ∪G2 breaks down
into finitely many connected components, at least one of which is of depth 1
(since we assumed that G2 6= ∅). Let U be a component of depth 1 and let V
be its complement inside of G1 ∪G2. Then we can map G1 ∩ U to the point 2
of the frame B5, G2 ∩ U to the point 1, and all of the V to the point 4. Send
the root r to the point 3. It is easy to check that the map thus defined is a
p-morphism from G to B5.
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3
4
B5
This is a contradiction showing that the ’upper part’ ofG is connected. Consider
G1∪G2 with a relation R∪R
−1 as an undirected graph Gr. Connectedness says
that there exists a closed path that includes all edges from Gr. Indeed, if we
enumerate all the edges e1, . . . , ek, then there exists a path that connects one
vertex of ei with another vertex of ei+1. The concatenation of all such paths,
with ei between, and ending with a path from a vertex of ek to a vertex of e1 is
a closed path that traverses all the edges. Since at least one such path exists, we
may choose a shortest one, call it l. Let’s write l as a word x0, . . . , x0 starting
from some point x0 ∈ G2. It is clear that xiRxi+1 or xi+1Rxi for each i < m.
If xi ∈ G1 then we have xiRxi−1 and xiRxi+1. It may happen, however, that
even though xi has two distinct successors in G2 (recall that it cannot have more
than two), still xi−1 = xi+1. We wish to resolve such “defects”. If we have yxy
somewhere in l, with x ∈ G1, and xRz 6= y, then we just replace it with yxzxy.
This operation resolves current “defect” and does not add new ones, so after a
finite number of steps we’ll get a path l′ which
(a) traverses all edges in Gr;
(b) is free from the “defects”, i.e. for any point x ∈ G1, if x has two distinct
proper successors y 6= z, then whenever x appears in l′, it is preceded by
one of the y, z and followed by the other.
Let l′ be written as a word x0, x1, . . . , xm, x0. Define S as set of all non-empty
prefixes of l′.
Now we are ready to define the desired p-morphic preimage F of our frame
G and the p-morphism. The intuition is that each path(point) in F is the pre-
image of its last element. Define F = (W ′, Q) as follows: W ′ = {r} ∪ S and Q
is the reflexive closure of the following.
• rQa for all a ∈ S.
• aQb if last(a) R last(b) and b = ax or a = bx, with x ∈ G1 ∪G2.
Here by last(a) we mean the last element of the sequence a.
Let us define g :W ′ →W as g(x) = r if x = r and g(a) = last(a) otherwise.
We now show that (1) F is a crown frame and (2) g is a p-morphism.
(1.) follows from the definition of G and F. Indeed, let the even prefixes
x0, x1, . . . , x2i of l
′ be called s2i and the odd prefixes x0, x1, . . . , x2i+1 be
called s2i+1. It is clear from the way we constructed l
′ that s2iQs2i+1
and s2iQs2i−1. Moreover, since the states in l
′ alternate between G1 and
G2, it is evident that the length of l
′ is odd (counting the last x0 ∈ G2).
Compare this with the presentation of the crown frame given in definition
3.2 to make sure that F is isomorphic to a crown frame.
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(2.) We verify that g is a p-morphism. That g is monotone is almost immediate
from the definition. To verify the back condition: for root it holds trivially
because the frames are transitive. For the points s2i there is nothing to
check as they are only related to themselves. Let g(a) = x ∈ G1 and xRy.
Then a = cx for some l′-prefix c. As xRy, by construction of l′, x and
y are always neighbors in l′, so there also exists a l′-prefix d such that
g(dy) = y and either c = dy or d = cx. By definition then cxQdy, as
desired.
Consequently, the crown frame F is reducible to G.
We note in passing that the subframe G1 ∪ G2 considered in the last part
of the above proof can be represented as a connected graph in yet another way.
Namely, we can take the points of G2 as vertices and the points in G1 as edges
between those points of G2 that they relate to. This turns G1 ∪ G2 into a
connected graph G′. In such a way, finding a coherent path like l′ amounts to
the so called Chinese Postman Problem for G′. Efficient algorithms are known
for this problem, which one can employ to feasibly build a small suitable crown
frame. Here we only concerned ourselves with the existence proof, since that is
sufficient for our axiomatization task.
Proposition 4.2. The logic PL2 is axiomatized by the formula ξ above S4. In
other words, PL2 = Ξ.
Proof. By Theorem 4.1 the logic Ξ has the finite model property. Since any
rooted finite frame for Ξ is a reduction of a crown frame for PL2 by Lemma 4.2
we have Ξ ⊆ PL2. By Lemma 4.1 we also have that each crown frame validates
ξ, hence PL2 ⊆ Ξ. It follows that PL2 = Ξ.
We also present a slightly more intuitive and concise axiomatization of PL2
by the following two formulas:
(I) p→ [¬p→ (p→ p)]
(II) [(r ∧ q)→ γ]→ [(r ∧ q)→ ♦(¬(r ∧ q) ∧ ♦p ∧ ♦¬p)]
Where γ is the formula
♦(p ∧ q) ∧ ♦(¬p ∧ q) ∧ ♦(p ∧ ¬q).
The formula (I) forbids frames B1, B2 and B4, while (II) forbids B3 and B5.
All crown frames validate both (I) and (II), thereby proving:
Theorem 4.2. The logic PL2 is axiomatized by (I) and (II) over S4. In other
words, PL2 = S4+ (I)+ (II).
Note that (I) carries an interesting dimensional meaning. Denote by δA =
CA−A the external boundary of A (closure of A minus A). Then a space X
validates (I) iff δ3A = ∅ for all A. If A is a polygon, then δA is a polygon of
strictly lower dimension. So over the polygonal plane δ3A = ∅.
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5. Complexity of the satisfiability problem.
From the fmp and the finite axiomatization we conclude that our logic PL2
is decidable. Moreover, we calculate the computational complexity of the satis-
fiability problem.
Theorem 5.1. The satisfiability problem of our logic is PSpace complete.
Proof. The encoding in [14] shows that the following problem is PSpace-hard:
for φ and ψ formulas, can φ be satisfied on a saw-model in which ψ is true in
every world? The saw-models in [14] have the form m1e1m2e2 . . .mn, where the
states are the letters, and R is the reflexive closure of the pairs (mi, ei+1) and
(m, ei−1).
Let r,m, e be propositional variables. Let C be the conjunction of these
formulas:
r,m, e are disjoint and one of them holds at each world. (1)
r → ♦m (2)
m → ♦e. (3)
In each model satisfying these formulas everywhere, r is true only at the root,
e is true at all edge worlds, and the middle worlds make m or e true.
It is straightforward to show that the following are equivalent:
• φ is satisfied on a saw-model in which ψ is true in every world;
• r ∧C ∧ ♦((m ∨ e) ∧ φ) ∧((m ∨ e)→ ψ) is satisfiable in our logic.
The upper bound algorithm uses a similar divide and conquer strategy for check-
ing connectedness as used in [14].
Fix a formula θ.
Let sub(θ) be the smallest set containing all subformulas of θ and being
closed under single negations.
Amosaic is a structure (W,R, l) withW = {r,m, e0, e1}, R = {(e,m), (m, e0), (m, e1)}
and l :W 7→ P(sub(θ)).
A mosaic is coherent if it satisfies the following:
Bool Each l(w) is a maximal consistent subset of sub(θ).
Box If ♦φ ∈ sub(θ) and vR∗w and φ ∈ l(w), then ♦φ ∈ l(v).
Middle-Di If ♦φ ∈ l(m), then φ ∈ l(e0) or φ ∈ l(e1).
Edge-Di If ♦φ ∈ l(ei), then φ ∈ l(ei).
A set M of mosaics is saturated if it satisfies the following:
Root All roots in all mosaics in M are labeled by the same set of subformulas.
Witness If (W1, R1, l1) ∈M and ♦φ ∈ l(r1), then there exist a (W2, R2, l2) ∈
M and some w ∈W2 with φ ∈ l2(w).
Paths If m,m′ ∈M , then there arem = m0,m1, . . .mn = m′ inM which form
a path.
We say that a string of mosaicsm0, . . .mn form a path if li(e
i
1) = li+1(e
i+1
0 ).
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From a model we can generate a saturated set of coherent mosaics, and con-
versely, we can build a model from such a set. Thus we obtain:
Claim 5.1. A formula θ is satisfiable if and only if there exists a saturated set
of coherent mosaics with θ in the label of the root.
As a corrollary we obtain that each formula can be satisfied in a model whose
size is at most exponential in the length of the formula.
We now describe a PSpace procedure which, given an input formula θ,
decides whether a saturated set of coherent mosaics with θ in the label of the
root exists. The procedure is like a tableaux algorithm, but instead of working
with sets of formulas, we work with mosaics.
Input A formula θ.
Step root Guess a coherent mosaic m0 with θ in the label of the root r.
Step witnesses For each ♦φ ∈ l(r), guess a coherent mosaic with the same
root label as l(r) and with φ in the label of one of the worlds.
We now have less than |θ| many mosaics, for which we can guess an order,
say m0,m1, . . .mn. We can assume they will be glued together to a model
in that order.
Step path check Now we must check that for each pair mi,mi+1, a path of
mosaics from the first to the second element exists.
This is done with the procedure CheckPath(m,m′), recursively defined as
follows:
CheckPath(m,m′) is true if either lm(e
m
1 ) = lm′(e
m′
0 ) (that is, they can
be glued together) or there exists a coherent mosaic m′′ whose root has
the same label as the root of m and is such that CheckPath(m,m′′) and
CheckPath(m′′,m′) are true.
The procedure outputs that θ is satisfiable only if each step succeeds. The
algorithm is correct by Claim 5.1. It runs in non-deterministic polynomial
space because the size of each mosaic is polynomial in the length of the input
formula, in the witness step we have at most as many mosaics as the length of
the input formula, and by always guessing a mosaic in the middle, the number
of nested recursive calls of the procedure CheckPath is bounded by the length
of the input formula, and thus can also be implemented in non-deterministic
polynomial space. As non-deterministic PSpace equals PSpace by Savitch’
Theorem, the procedure runs in PSpace.
6. Craig Interpolation
Only very few extensions of S4 have the Craig interpolation property [11].
Our logic is not among them, as the following counterexample shows. Consider
the following two formulas:
(A) (r→ ♦(¬r ∧ p ∧ ♦¬p))
(C) (r ∧ ♦s ∧ ♦¬s)→ ♦(¬r ∧ ♦s ∧ ♦¬s)
19
A and C have only the variable r in common. We claim that (1) A → C is
valid, but (2) there is no interpolant for A→ C. That is, there is no formula I
written only in the variable r such that A→ I and I → C are both valid.
In the proof we use the notion of Σ-bisimulations, for Σ a set of variables.
These are bisimulations which only preserve the variables in Σ, not all variables
in the language.
(1) Take any model M satisfying A and the antecedent of C. Then M must
be of depth 3, r is true only at the root, and there are endpoints making s and
¬s true. But then there must be a predecessor of an s and a ¬s end-point. As r
is only true at the root, this predecessor is the state asked for in the consequent
of C.
(2) Take any modelM1 satisfying A and r at the root. Then r is true only at
the root. Thus M1 {r}-bisimulates with the model M0 consisting of a root and
one succesor in which r is only true at the root. LetM2 be the model consisting
of one root and two successors which are end-points. In M2 r is true only at
the root, and one of the end-points makes s true. Then M2 also {r}-bisimulates
with M0. Clearly C is false at the root of M2. Now assume to the contrary
that I is an interpolant. Then, because A is true at the root of M1, I is true
at the root of M1, and thus by the {r}-bisimulation, I is true at the root of
M0, and also at the root of M2. But then C must be true at the root of M2, a
contradiction.
7. First order definability
After all we prove that class of crown frames respect to which the modal logic
PL2 is sound and complete, is not definable by means of first-order language.
Theorem 7.1. The class of crown frames is not first-order definable.
Proof. Let us recall that crown frames have one important property. Namely,
after removing the root the crown frame remains connected, and has finite-
length path between any two possible worlds.
s1
s2n−1
s3
sk+1
sk−1
s2n s2 s2n−2 sk−2 sk
r
· · ·
Note, that for any natural number n ∈ N, there is exactly one crown frame Cn
with 2n+ 1 possible worlds. Hence let us number a family of all crown frames
by means of N, the set of natural numbers. Let sni denotes a point si in n-th
crown frame Cn. Let us consider f(n) = s
n
1 and g(n) = s
n
n+1, two members of∏
n∈N Cn, and a non-principal, that is free ultrafilter U on N. We claim, that
there is no finite path from equivalence class of f to equivalence class of g in the
ultraproduct
∏
U Cn. For sake of contrary suppose, that there is a finite k-tuple
h1, h2, · · · , hk such that [f ] = [h1], [h2], · · · , [hk] = [g] is a path from equivalence
class of f to equivalence class of g. Then there is an element of ultrafilfer A
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(since path is finite) such that for every 1 ≤ i, j ≤ k, A ⊆ {n| hi(n)Qnhj(n)} or
A ⊆ {n| hj(n)Qnhi(n)}. Note that since an ultrafilter U is non-principal then
it doesn’t contain any finite subset as its own element. Since length of path
from sn1 to s
n
n+1 increases with n we get contradiction. Then the class of crown
frames isn’t closed under ultraproducts and hence by Proposition 2.2 the class
is not first order definable.
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