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Abstract
The KArlsruhe TRitium Neutrino experiment (KATRIN) is currently in under con-
struction, with plans to be activated in 2010. The experiment will measure the energy
of electrons recoiling from the three body beta decay of Tritium (Hydrogen with two
neutrons) in order to obtain the mass of the neutrino. The experiment will be sen-
sitive down to 0.2ev/c 2 . My thesis focuses on the one of the calibration sources for
this experiment: the Penning trap electron gun. This calibration source will use ion
storage techniques usually used in high resolution mass spectroscopy to store and ex-
cite electrons to a known energy and then release them with a user-controlled angular
distribution. These electrons will then travel through the experimental apparatus
and be detected as if they were electrons from events in the experiment, thus provid-
ing valuable information on the response of the detector. In this thesis, I performed
simulations in a windows-based ion flight package to measure the characteristic fre-
quencies of an ion caught in the trap as well as to study the response of the system
to driving by microwaves. I also worked on testing of the first two prototypes of the
electron gun itself, concentrating on transitioning from a thermionic electron source
to a photoelectric electron source.
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Chapter 1
Neutrino Mass
1.1 History
The concept of the neutrino was originally conceived by Wolfgang Pauli in 1930 as
a "desperate remedy" to solve the problem of energy conservation in beta decay. As
current knowledge had it, beta decay involved a neutron splitting into a proton and an
electron. In a two body decay with a given amount of energy released, the energies of
the two resultant particles are completely determined due to conservation of energy
and momentum. In the 1920s, scientists had measured the energy of the electron
coming out of the beta decay process as a spectrum, not as the monochromatic peak
that was predicted. This called conservation of energy into question. Pauli's solution
to this problem was to postulate the existence of a third product in the decay. He
introduced the idea of a neutrino, which would be a chargeless lepton, with little or
no mass, that would carry away some of the energy of the decay. If beta decay was a
three body problem and the sum of the energies of the neutrino and the electron were
constant, the observed spectrum of electron energies was allowed without violation of
conservation of energy [7].
In 1934 Enrico Fermi created the framework for the weak interaction, which
describes nuclear decay, and in 1956 Reines and Cowan's Poltergeist experiment
achieved the first successful detection of neutrinos from a nuclear reactor [7]. Since
that time, many experiments have worked to detect and understand the nature of
this mysterious particle. Among them were a long series of experiments detecting
neutrinos from the Sun, which eventually led to the confirmation of the existence of
neutrino oscillations and opened the door to investigations of neutrino mass.
1.2 Neutrino Oscillations
Neutrino oscillations were first predicted by quantum mechanics and were eventually
confirmed by experiments aiming to understand the flux of neutrinos from the Sun.
I will sketch a derivation of neutrino oscillations following the discussion in [4]. Note
that all equations are given in natural units, where h = c = 1. The basic principle
of neutrino oscillations is that the flavor eigenstates in which weak interactions occur
(ve, v, and v,), are not the same as the mass/energy eigenstates. Therefore we may
write the wavefunction of a flavor eigenstate associated with a lepton 1 (e-, •, or 7)
as a superposition of the energy eigenstates vi, each of which has some definite mass
mi. This is shown in equation 1.1.
Here U1u is the neutrino mass matrix. If this is nondiagonal, which occurs only for the
case of multiple mass eigenstates with nondegenerate mass eigenvalues, we expect to
see a mixing of flavor eigenstates with time. In other words, if we shoot a beam of
neutrinos that is initially made up of only vu, we expect that at any later point, if we
measure the composition of the beam, it will no longer be entirely made up of v1 . If
we create a beam of neutrinos at a common, fixed momentum p, >» mi where mi are
the masses of the mass eigenstates, we can approximate the relativistic energy of the
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neutrinos in the beam by Taylor expansion Ei . pv, + 2-. We then specify the beam
of neutrinos to be of v, type, created at x=0 and t=0O and directed along the x-axis of
our coordinate system. Plugging in our Taylor expansion for the energy term, we can
approximate the time-dependent wave-function, again in terms of sums of the mass
eigenstates. This is shown in equation 1.2.
m 2
IT (x, t))0- e Ujje-' vi) (1.2)
If we then place a detector of neutrinos of flavor 1' (v,) at a distance x=L, the count
rate in the detector will be proportional to the probability that the original vs has
mixed into the v, flavor state. This probability (Pu,) is given by (T* (x, t) IT1 (x, t)),
Im 2-m2jL
which has a periodic dependence on -m2pj summed over all i # j and thus a
periodic dependence on L. See [4] for a detailed derivation of this result. This is
the reason for the name "neutrino oscillations:" because flavor type oscillates with
propagation distance. The oscillation length is easily found from the equation for the
mixing probability, to be that given in equation 1.3.
2p, 2E,Lose = 2r m 2  2r 2E  (1.3)
Despite the fact that there are three different neutrino flavors, we can gain some
perspective as to the physical meaning of these equations by considering only two
neutrino flavors and two neutrino eigenstates 1 and 2. The neutrino "mixing angle" 0
is defined by sin 0 = U12 = -U 21 and cos 0 = U1 1 = U22. The mass squared difference
between the two eigenstates is defined as Am 2 = 2m1 -m2 . The probability of finding
a neutrino flavor vj, different than the original flavor v, at a distance x=L from the
origin of the v' beam, is given by equation 1.4, where Am 2 is measured in eV 2 /c 4,
length L is measured in meters and neutrino energy E, is measured in MeV.
(1.27Am2L• (1.4)
Pu = sin 2 (20) sin2 1.27A L (1.4)
Neutrino oscillations were the phenomenon behind the so-called solar neutrino prob-
lem. Experiments measuring only electron type neutrinos saw far fewer neutrinos
from the Sun than were predicted by the standard solar model. This model pre-
dicted a very large flux of only electron type neutrinos from the Sun. Thus, neutrino
oscillations were first verified in experiments on solar neutrinos, and later seen in
experiments examining reactor and atmospheric neutrinos [7]. This confirmation of
neutrino oscillations also confirms that neutrinos are massive particles. From the
previous derivation, we see that for neutrinos to oscillate, there must exist multiple
mass eigenstates with nondegenerate masses. For there to be neutrinos with different
masses, at least one type of neutrino must have a nonzero mass [4]. Unfortunately
neutrino oscillation experiments are only sensitive to the differences between mass
eigenvalues. Thus, they can only give a lower bound on the mass of one neutrino
mass eigenvalue. This lower bound, as measured by the SuperKamiokande experi-
ment detecting atmospheric neutrinos, is m2 or m3 _> A\ 2 , (0.04 - 0.07) eV/c 2
[1].
1.3 Massive Neutrinos and the Standard Model
For over twenty years the Standard Model of particle physics has successfully de-
scribed almost every experimental result in the field. While it has been very suc-
cessful, the Standard Model is very complicated. It is not capable of predicting the
masses of fermions, and is considered in some ways incomplete, and in need of gen-
eralization. Neutrinos could hold the key to further understanding of the complete
picture [4]. Neutrinos are currently parameters of the Standard Model. They are,
as Pauli predicted, chargeless leptons and fermions (they obey the Pauli exclusion
principle). Experiments have proved the existence of three flavors of neutrino, each
associated with a lepton: the electron, muon and tau neutrinos (notated u1 , u, and
v,) respectively. However, neutrinos are possibly one of the few phenomena found not
to be fully described by the Standard Model in its current form. The Standard Model
predicts fundamental symmetries, one of which is the conservation of parity, leading
to invariance under reflection. One important application of this concept is the chi-
rality of a particle. This is the projection of a particle's spin along its direction of
motion. A particle is defined to be "left-handed" when its spin is aligned opposite the
direction of motion and "right-handed" when its spin is aligned with its direction of
motion. For massive particles, that must travel less than the speed of light, chirality
is not invariant under Lorentz transformation. If a particle is traveling less than the
speed of light, there is, by definition, a faster moving frame from which the direction
of motion of the particle will appear reversed, but from which its spin will appear the
same as in the non-moving frame. From this frame, the particle's chirality will appear
reversed from that observed in the stationary frame. If a particle is massless, and
therefore can and will travel at the speed of light, there is no faster moving reference
frame from which reversed chirality could be observed [7].
Every known fermion except for the neutrino has been detected in both left- and
right-handed varieties. In contrast, only left-handed neutrinos and right-handed anti-
neutrinos have been detected. If the neutrino is massive and parity conservation
holds, we should observe both left and right-handed varieties, since a reflection of the
coordinate system (parity reversal) would cause a reversal in the measurement of the
chirality. For measurements to fit with the Standard Model of particle physics, neutri-
nos are expected to be massless. However, as will be discussed further in this section,
neutrino oscillation experiments have proved that neutrinos are massive and therefore
the nature of neutrino mass is very important to further refining the Standard Model
[7].
There are two main theories describing the nature of the massive neutrino. One
theory is that the neutrino is a Dirac particle. In this case, knowing from experimental
evidence that there is a left-handed neutrino state, we know by parity conservation
that there must be a right-handed neutrino state. Also, knowing from experimental
evidence that there is a right-handed anti-neutrino state, by parity conservation we
assume there must be a left-handed anti-neutrino state. In the Dirac description
the right-handed neutrino and the right-handed anti-neutrino are distinct particles.
In this case there are four, distinct states all with the same mass. By reasoning
with the transformation of electric and magnetic fields under CPT (charge, parity
and time) transformation and assuming CPT invariance, it is possible that a Dirac
neutrino would have a magnetic dipole moment but not an electric dipole moment.
This model is inconsistent with current measurements and, if correct would infer that
there exist right-handed neutrinos and left-handed anti-neutrinos that have not been
detected as of yet. The competing theory is that the neutrino is a Majorana particle.
This would mean that the neutrino is equivalent to its own anti-particle. In other
words, the right-handed neutrino is the exact same particle as the right-handed anti-
neutrino. In this case, if CPT invariance holds, the neutrino can have no magnetic or
electric dipole moment [4]. Some current experiments that will be discussed later in
this section, aim to pin down the nature of the neutrino to one of these possibilities.
1.4 Massive Neutrinos in Cosmology
While the fact that neutrinos have mass at all has far reaching implications in par-
ticle physics, the exact value of that mass is also important for other fields such as
cosmology. By far the largest source of neutrinos in the universe was the big bang.
Theories predict that there are at least 109 times more neutrinos left over from the big
bang than baryons (matter like protons and neutrons). These so-called relic neutrinos
make up neutrino Hot Dark Matter (vHDM). The total amount of dark matter in the
universe is better know than in the past but certainly not completely tied down. It
is still, as of yet, unclear how much of the dark matter in the universe is vHDM and
how much is Cold Dark Matter (CDM). A measurement of the neutrino mass along
with the calculated neutrino density in the universe should constrain the amount of
mass in the universe made up of neutrinos, and help to further constrain the amount
of CDM present. One of the main questions having to do with the value of neutrino
mass is how much of the mass of the universe is made up of neutrinos. If neutrinos
are closer to the upper bounds, neutrinos could play a large part in the formation
of the Large Scale Structure (LSS) of the universe. Thus knowing the exact mass of
the neutrino will help to understand the formation of the structure of the universe as
well as to constrain the amount of CDM still unseen in the universe [1].
1.5 Massive Neutrinos in Astrophysics
Neutrino mass also plays a key role in some areas of astrophysics. One of these areas
is the study of Ultra High Energy (UHE) cosmic rays. These cosmic rays are at
energies higher than 1020eV; well above limits placed on cosmic rays from traditional
sources such as protons from quasars. One of the present theories as to the origin
of UHE cosmic rays is known as the Z-burst scenario. This theory postulates that
the flux of UHE cosmic rays is due to the annihilation of a UHE neutrino with a
massive relic neutrino from the big bang, creating a Z-boson. Cosmic rays produced
by neutrinos would be able to go above the energy limits set on cosmic rays caused by
protons and other traditional theoretical sources because very high energy neutrinos
are able to travel over extremely large distances with little to no attenuation. High
energy protons can only travel limited distances given their interaction with photons
from the cosmic microwave background radiation. High energy neutrinos do not
have this problem because they have a much, much smaller cross section for these
interactions than protons. Calculations have been performed to theoretically predict
the mass and energy of UHE neutrinos needed to create this theoretical Z-burst. It
has been determined that a low relic neutrino mass would require a much higher
energy of the UHE neutrinos to produce the UHE cosmic rays observed. In this way
it is theoretically possible that analysis of the shape of the UHE cosmic ray spectrum
above an energy of around 3 x 1019 eV would yield data on the mass of relic neutrinos.
Unfortunately, data describing the UHE cosmic ray flux is limited in statistics and
any fit must make assumptions about systematic errors, such as other contributions
to the UHE cosmic ray flux outside of the Z-burst effect. Current fits to this data
give neutrino masses on the order of leV but better statistics and descriptions of the
UHE cosmic ray flux are needed for any conclusive measurement. The new Pierre
Auger observatory is currently making detailed measurements of the UHE cosmic
ray spectrum. This experiment should be able to better constrain the UHE flux and
obtain better statistics on the spectrum. By comparing the independent data from
fits to the Pierre Auger data and the future KATRIN neutrino mass measurement,
the validity of the Z-burst model could be tested [1].
1.6 Previous Neutrino Experiments
There are two main techniques used to directly measure neutrino flux. Though neutri-
nos interact extremely rarely with matter (a neutrino will, on average, only interact
with matter once while traveling through a light year of lead) the combination of
high neutrino flux and large detectors enable experiments to see and count neutrino
interactions. There are two main types of detectors: radiochemical and Cerenkov
light.
Radiochemical detectors rely on the neutrino capture reaction. This is basically
a beta decay in reverse. This reaction in a radiochemical experiment, will produce a
radioactive isotope, usually with a half life of a few weeks, in the detector chemical.
This isotope can be separated from the detector chemical and counted. The amount
of radioactive isotope found can be used to find the neutrino flux. The basic form of
a neutrino capture reaction is given by equation 1.5, in which A is atomic number
and Z is atomic mass, and is discussed thoroughly in [4].
,e +Z-1 A (I ' ) -- e- +z A (In) (1.5)
The first radiochemical detector was conceived by Ray Davis Jr. in the early 1960s.
The first realization of this type of detector was the Homestake experiment, per-
formed by Brookhaven National Laboratory, which measured the production of "7Ar
in a neutrino capture reaction between solar neutrinos and 37C1 in the scintillation
material. This experiment ran between 1970 and 1994 [2]. Since the neutrino capture
reaction is a charged current reaction with electrons, it is only sensitive to electron
neutrinos [10]. For this reason, along with neutrino oscillation, this and other similar
experiments measured only about 30% of predicted solar neutrino flux. The missing
neutrinos were those that had oscillated to flavors other than v~ during the trip from
the Sun to the Earth. Similar experiments were SAGE, GALLEX and GNO, which
used different scintillation material with different energy thresholds than that at the
original Homestake experiment, but all measured lower than half the predicted solar
neutrino flux [2].
In Cerenkov water experiments, the elastic scattering of a neutrino off of an elec-
tron in the water is measured. This knocks the electron out of the atom and gives it
a large amount of kinetic energy. In fact, the electron is so energetic, that it travels
faster than the speed of light in water and therefore gives off a light cone (the light
equivalent of a sonic boom) in the direction of travel. In Cerenkov experiments, this
light is detected by photomultipliers. The advantages of this technique are that re-
sults are recovered in real time and the reaction is sensitive to all types of neutrinos,
not just electron neutrinos (muon and tau neutrinos do have a smaller cross section
for this reaction than electron neutrinos do). The threshold energy for neutrino detec-
tion for this detection technique is much higher than that for radiochemical techniques
(- 5.5 MeV compared with hundreds of keV). Experiments using this process were
Kamiokande and Superkamiokande (both detecting atmospheric neutrinos) and the
Sudbury Neutrino Observatory (SNO), which detected solar neutrinos using heavy
water (D20). In 2003 SNO obtained neutrino fluxes from all three types of neutri-
nos, not only from the Cerenkov techniques but also from other techniques directly
measuring neutral current reactions by detecting neutrons [7]. Their result was con-
sistent with the neutrino flux expected from the Sun, confirming both the standard
solar model prediction and neutrino oscillations. This result also confirmed that the
neutrino is a massive particle, opening the door to many new questions in neutrino
physics.

Chapter 2
The KATRIN Experiment
2.1 Introduction
The Karlsruhe Tritium Neutrino Experiment (KATRIN) is now in the process of
construction process at the Forschungszentrum Karlsruhe (FZK), in association with
Universitiit Karlsruhe. First activation and measurements are currently expected to
occur in 2010. The goal of this experiment is to measure the mass of the electron
neutrino. KATRIN will be sensitive to masses down to a level of 0.2 eV/c2 and will
constitute the most sensitive measurement of neutrino mass to date. The experiment
makes use of the beta decay of Tritium, which is described by equation 2.1 and has
a half life of about 4500 days.
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H __ He + e- + zi (2.1)
The experiment will use the kinematics of beta decay to arrive at a value for the mass
of the neutrino. A kinematic analysis of the decay yields an analytical form for the
energy spectrum of electrons produced by the decay. This analytic form of the beta
decay spectrum is given in equation 2.2 [12].
d2 (2.2)
didE- = K g F(Ee, Z) .p,. (Ee + m•c2). (Eo - E). · (Eo - E)2 - m2(Le)c a4 (2.2)
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Figure 2-1: Theoretical beta decay spectrum, as plotted in [1].
As this expression shows, the shape of the beta decay spectrum depends upon the
mass of the neutrino m(ve). The effect of the neutrino mass on the spectrum is most
noticeable at the high energy endpoint of the spectrum. By measuring this with
sufficient energy resolution, the mass of the neutrino involved in the decay can be
measured. Thus far this spectrum has not been experimentally measured with good
enough energy resolution to distinguish low neutrino mass (less than 2.2 eV/c 2 ) from
zero neutrino mass [12]. The theoretical Beta decay spectrum is shown in 2.1. This
kinematic approach is attractive because it does not depend on outside assumptions
or modeling. The measurements of the exact values of neutrino eigenstate mass
differences at SNO and other neutrino oscillation experiments are dependent on fitting
data to the quantum mechanical model of neutrino oscillations. While the data fits
this model extremely well, it is not completely provable that the model describes the
physics of the system. The kinematics of beta decay are extremely well understood
and simple. A measurement of neutrino mass with a kinematic experiment would be
conclusive proof of neutrino mass, independent of model [7].
KATRIN will use a Magnetic Adiabatic Collimation combined with an Electro-
static (MAC-E) Filter to measure the beta decay spectrum. Beta electrons released
isotropically from decays in the Tritium source will be collimated and guided by
magnetic fields towards the detector. The magnetic field drops significantly in the
center of the spectrometer, causing the cyclotron motion of the electrons about the
tt t
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Figure 2-2: Magnetic field lines and relative strengths in the main spectrometer. [11]
magnetic field lines to be converted into longitudinal motion. The cylindrical elec-
trodes in the main spectrometer will then be used to set up a retarding potential.
All those electrons with an energy high enough to pass through the retarding poten-
tial set up by the electrodes will then be re-accelerated by an increasing magnetic
field towards the end of the spectrometer and into the detector. A schematic of the
magnetic field lines in this system is given in figure 2.1. This system is effectively
a high band pass filter for electrons, and by varying the electrostatic retarding po-
tential, the band pass is adjustable. By investigating a range of band passes, the
integrated beta decay spectrum can be measured to high accuracy. (all information
here from http://www-ik.fzk.de/tritium/em-design/index.html) Kinematic neutrino
mass measurements have been made before by other experiments, but the sensitiv-
ity of these experiments was only sufficient to put an upper limit on the value, not
to achieve a measurement of the value of the neutrino mass. There have been two
main measurements recently attained using kinematic techniques. These were per-
formed at the Mainz spectrometer at the University of Mainz in Germany with a
quenched condensed solid Tritium source, achieving a limit of m(v,) < 2.2eV/c2 at
95% confidence level and in the Troitsk experiment in Moscow, Russia, which used
a windowless gaseous Tritium source achieving the same limit of m(v,) < 2.2eV/c 2
at 95% confidence level (http://www-ik.fzk.de/tritium/publications/talks/HGF-pre-
meeting.pdf).
2.2 Design and Components
KATRIN aims to increase the sensitivity of the neutrino mass measurement from pre-
vious experiments by a factor of ten, so that the measurement will be sensitive down
to 0.2ev/c 2. This improvement will be achieved through a larger spectrometer, which
is 10 meters in diameter and 23 meters in length, stronger source, better understand-
ing of systematic uncertainties and optimization of energy thresholds (http://www-
ik.fzk.de/tritium/motivation/sensitivity.html). The experiment is designed to achieve
an energy resolution of AE = 0.93 eV at the beta spectrum endpoint of 18.6 keV.
The experiment is made up of several sections. The Windowless Gaseous Tritium
Source (WGTS) is the source of the Tritium and thus the location of the Tritium
decay and neutrino production. It is important that there be a strictly limited about
of Tritium in the spectrometers. It is therefore necessary to have a highly efficient
pumping system to limit the amount of Tritium arriving at the spectrometer. To
this end the Tritium will be differentially pumped to reduce flow by the Differential
Pumping System (DPS). This includes pumping at the rear (DPS-R) and two pumps
at the front (DPS1-F and DPS2-F). The next stage of the pumping is achieved by the
Cryogenic Pumping System (CPS), which is kept at a temperature of 4.5K. This will
cool the Tritium to the point that stray Tritium molecules will be absorbed into the
sides of the CPS. (http://www-ik.fzk.de/tritium/transport/index.html) In the rear
of the transport system will be the rear wall. This will have many functions, among
which is the definition of the potential of the Tritium source, as the wall will be kept
at a steady electrostatic potential [1]. This section is still in the design phase but will
also include the electron gun for calibration ability to monitor the system [8]. See
diagram of the Source and Transport System in Figure 2.2.
Electrons from the Source and Transport System (STS) next enter the pre-spectrometer.
This is a small version of the main spectrometer and its purpose is largely to reject
all electrons not within the highest 200 eV of the beta spectrum. This will reduce
the overall number of electrons moving into the main spectrometer [12]. After the
pre-spectrometer is the main spectrometer, which will, as described above, select elec-
DPS2-R DP1-R1  WGTSr S DPS1-Fj DPS2-F CPS1-F CPS2-F
Figure 2-3: Diagram of the Source and Transport System including the WGTS, DPS
systems and CPS. Note that the design has been altered from this diagram such that
there will be only one module for the DPS-F, one for the DPS-R and one for the CPS
[1].
__________ a _____
Figure 2-4: Diagram of the entire KATRIN experiment. Here the WGTS is labeled
a, the DPS and CPS are labeled b, the pre-spectrometer is c and the main detector
is d [12].
trons at a given energy threshold and reject all below that threshold. The remaining
electrons will pass into the detector to be measured. Overall the entire setup will be
about 70 meters long [12]. See diagram of experimental layout in Figure 2.2.
The heart of the experiment is the WGTS. As mentioned before this is the source of
gaseous Tritium and therefore the location of neutrino and electron production. The
WGTS is a tube about 10 meters long with an inner diameter of about 90 mm. The
Tritium inside has high purity of greater than 95 percent and will be kept at a tem-
perature of approximately 27 K (http://www-ik.fzk.de/tritium/source/index.html).
The Tritium is injected at the center of the tube and transported to both ends by
diffusion. This will create a gradient of Tritium density from the tube, which must
be modeled to account for its effects on the measured energy spectrum. The Tritium
will be pumped out of the WGTS on both sides by the front and rear modules of the
DPS, and recycled to be pumped back in. Injection of Tritium gas into the center of
the WGTS will be continuous. The activity of this source will be around 9.5 x 1010
beta decays per second, which is an enhancement of source strength by a factor of two
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over previous experiments [12]. The source will also provide a magnetic field of about
3.6T to guide the electrons from Tritium decay events out of the source and towards
the pre- and main spectrometers (http://www-ik.fzk.de/tritium/source/index.html).
It is essential for the measurement of electrons from the Tritium decay in the
WGTS that excess Tritium not leak into the spectrometers. According to the design
specifications, there must be no more than 10- 3 counts per second from Tritium de-
cay in the main spectrometer (http://www-ik.fzk.de/tritium/transport/index.html).
Considering that the rate of Tritium flow from the exit of the WGTS to the entrance
of the pre-spectrometer must be reduced by 11 orders of magnitude, there must be
very efficient pumping of the Tritium away from the pre-spectrometer. As mentioned
earlier, this pumping is done by the DPS and CPS. These systems must also be
run at similar magnetic field and temperature to the WGTS to assure stable oper-
ation and ability to calculate column density throughout the system (http://www-
ik.fzk.de/tritium/transport/index.html).
The pre-spectrometer is a downscaled version of the main spectrometer. It is
currently functioning and being tested at FZK. It has a similar design to the main
spectrometer but on a smaller scale. The pre-spectrometer also operates on the prin-
ciple of the MAC-E filter to reject electrons below the highest 200 eV of the beta
decay spectrum. The main body of the pre-spectrometer is a cylindrical chamber
made of stainless steel. The chamber has an outer diameter of 1.7 meters and a
length of 3.38 meters. There are two large superconducting magnets, one on ei-
ther side of the spectrometer, that create a magnetic field of about 200 Gauss inside
the spectrometer. The pre-spectrometer itself is kept at high voltage, while the in-
ner electrodes of the pre-spectrometer are kept at a slightly more negative voltage
(http://www-ik.fzk.de/tritium/pre-spectrometer/index.html). This is to ensure that
stray electrons coming off of the walls of the pre-spectrometer do not enter the cav-
ity to be pulled into the main spectrometer. The spectrometer is kept at very high
vacuum (< 10-11 mbar) by large pumps connected through flanges on the body of
the pre-spectrometer. One major concern is the incidental creation of Penning traps
in the corners of the pre-spectrometer. The inner electrodes are designed to avoid
this occurrence and tests are currently being performed to assure that this will not
interfere with operation during measurements [6].
The main spectrometer is assembled and is now at FZK. Construction of the inner
electrodes is currently being implemented [5]. PICTURE OF MAIN SPECTROM-
ETER? The vessel is constructed mostly of stainless steel with limited amounts of
Cobalt to avoid radioactive decays in the metal that may create excess background
in the measurement. Three pump ports, each with a diameter of 1.7 meters, are
attached to the vessel for vacuum pump connection. Creating a vacuum of sufficient
quality in such a large vessel is a significant challenge, and much work has been put
into the design of the vessel to make this possible. Large U-shaped canals for oil
have been soldered to the outside of the vessel to achieve "bake-out." During this
process, the temperature of the vessel will be brought to 350 degrees Centigrade to
evaporate any water and dirt on the inside surfaces of the vessel. When heated to
this temperature, the vessel will expand by 20 cm, so the transport system and one
side of the support for the spectrometer have been mounted on rails to assure no
damage to the system occurs during this movement. The electric retarding potential
and magnetic field inside the spectrometer must be homogeneous to a great degree
to assure the high energy resolution required for the experiment. The design of the
inner electrodes has been optimized to this end. The detector is designed for high
spacial resolution such that it will be easier to account for small variations in the
homogeneity during analysis. Very exact modeling of the field inside the main spec-
trometer and the rest of the experiment is currently underway to help analyze future
results (http://www-ik.fzk.de/tritium/spectrometer/index.html).
After they have passed the retarding potential, the electrons from the Tritium
decay will be re-accelerated by the magnetic field in the main spectrometer to their
initial energies and be focused into the detector. The focal plane detector (FPD) in the
KATRIN experiment is a multi-pixel detector, constructed with silicon semiconductor
chips with ultra-high energy resolution. The multi-pixel design contributes to the
good spatial resolution. The FPD is designed to detect electrons from the endpoint
of the Tritium decay (18.6 keV), electrons from a pulsed electron gun for calibration
and calibration electrons from a Krypton source, with energies between 17.8 and
32 keV. Materials around the detector have been carefully selected to avoid excess
background and the detector will have over 100 silicon chips for optimized spatial
resolution. In theory the detector need only be able to count electrons occurring
past the energy rejected by the retarding voltage in the main spectrometer. Due to
imperfections in the process background electrons from gamma rays, local radioactive
decays and other sources will be measured by the detector. The spatial resolution
of the detector is important so that these background events may be excluded from
analysis.
Chapter 3
Electron Gun Requirements and
Design
3.1 KATRIN Rear Electron Gun Requirements
KATRIN is expected to yield the most sensitive measurement of neutrino mass to
date. It's design is optimized for this high sensitivity by controlling size of the spec-
trometer, Tritium purity and other factors to allow for greater statistics than have
been achieved as of yet. Higher statistics will not be of help without at the same time
obtaining very precise knowledge of the systematic errors present in the experimental
setup. As for most experiments, calibration is one of the most important projects
leading to the final analysis.
Some of the systematic errors that must be monitored in KATRIN are knowledge
of the Tritium gas column density, the energy loss function for electrons traveling
through the setup and the stability and efficiency of the detector itself. Knowledge
of these systematic errors can be gained through the use of an electron source of high
energy precision that would make calibration measurements on the entire transport
region occupied by electrons from beta decay of the Tritium gas. The Rear Elec-
tron Gun will be this source. The theory and fabrication of this gun has been the
concentration of my thesis work. Knowledge of the energy loss function of electrons
traveling through Tritium gas, which is linked to the inelastic scattering cross section
of electrons on Tritium gas is largely incomplete. The uncertainty in this knowledge
as it pertains to the KATRIN measurements, can be constrained by the use of the
Rear Electron Gun. The gun will also be used to measure the Tritium column density
in the WGTS, and to unfold the response function of the pre- and main KATRIN
spectrometer. "Unfolding" the response function amounts to creating a mapping be-
tween the energy of the beta decay electron entering the pre- and main spectrometer
from the decay of Tritium and the measured energy at the detector. This is necessary
for the results of detection of electrons from the decay of Tritium to be mapped to
the energy of electrons coming from decay events in the WGTS [9].
As can be expected, there are many stringent requirements on the Rear Electron"
Gun to ensure that it can achieve the measurements required for KATRIN's high
sensitivity measurements. Since electrons from the electron gun (egun) will be used
as calibration sources, the initial intensity and energy of the electrons coming from
the gun must be extremely well known. Thus the design of the gun must include
a monitoring method for electron intensity that will have a 0.1 % precision during
calibration runs and the energy resolution of the gun have a spread in energy of at
the most ±0.2 eV. Also, the environment of the rear system is quite extreme, and the
egun must be designed to withstand these conditions. It must be able to operate in
a high magnetic field, be UHV compatible, being able to deal with potential plasma
effects from possible Tritium leakage from the WGTS. Though it is not absolutely
necessary, it would also be advantageous to be able to control the angle of emission of
the electrons. This would allow for more precise and simple mapping of the system's
response function [9].
3.2 A Penning Trap Electron Gun
The group at MIT has proposed the use of an electron gun based on a Penning Trap
for KATRIN's Rear Electron Gun [9]. For detailed theory on Penning Traps and
simulations of the planned trap please see chapter 4. Penning traps have been used
mainly in ion spectroscopy to trap and excite ions in very small regions. The energy
of the ions trapped in this region can be controlled through the use of microwave
excitation. Mass measurements of ions are made in Penning traps by monitoring the
resonance frequencies of ions caught in the trap with known energies [3]. In our case,
by monitoring the eigenmotions of the trapped electrons and using the known mass
of the electron, precise knowledge of the energy of the electrons in the trap can be
inferred without interfering with the electrons themselves. This feature will satisfy
the requirement of well-specified electron energy for the calibration source. Also,
precise control of the excitation of the electron in both longitudinal and transverse
modes will give the user the ability to precisely define the angle of emission of the
electron when it is released from the trap. The advantages of the Penning Trap egun
over a traditional electron gun are ability to function well in a magnetic field, better
response to potential Tritium leakage and the ability to precisely control the angular
distribution of electrons released from the gun [9].
The proposed electron gun has four main components. These are the electron
injection system, the Penning Trap itself, a microwave excitation system to bring the
electrons to the desired energies and a detection and monitoring system to provide
information on the energy and intensity of electrons in the trap to be released. All
of these systems depend on the egun being located in a uniform magnetic field. The
stronger this field is, the better the egun is protected from stray magnetic fields
such as that of the Earth [9]. When it is decided where exactly the egun is to be
located within the KATRIN chain, it will have to be considered how much the residual
magnetic field from the WGTS will effect the operation of the egun and what steps
must be taken in the design of the egun to compensate for this.
3.2.1 Electron Source and Injection
The electron gun's injection mechanism will provide the electrons to be trapped.
The current needed from the electron source is not expected to be very high (- 104
electrons/pulse). A pulsed electron source is optimal for proposed measurements.
Pulsing the source allows timing to contribute to the accuracy of the measurement.
Since electrons travel approximately 70 meters through the STS, pre- and main spec-
trometers to the detector at fairly low speeds (about 26 % the speed of light for an
electron at the endpoint of the beta spectrum) time-of-flight of electrons through the
detector could possibly be used to eliminate lower energy background electrons. The
planned detector timing resolution 500 ns. Thus a pulse length of approximately 1
tps from the electron source is desirable. This final pulse length, which is equivalent
to the timing resolution of the source, will be determined both by the time resolution
of the electron source and the ability with which the trap can be switched on and off.
It would also be desirable to have timing control over the electron injection to ensure
the trap is activated when injected electrons are near to the center of the trap, and for
the ability to test the source without the trap to check for systematic uncertainties in
the electron source function. It will also be important to have good knowledge and
control over the intensity of each pulse in order to measure the inelastic scattering
cross section of electrons on Tritium gas [9].
The electron source was initially planned to be a thermionic source inside a small
enclosure. As will be discussed further in chapter 5, this has been converted to a UV
photoelectric source, which is preferable to the thermionic setup for many reasons.
Electrons coming out of the source will be guided and radially confined by the uniform
trap magnetic field. A thin, insulating layer will be placed between the electron source
and the cavity of the trap on the other side of which will be thin copper layers that
will be held at a positive voltage potential, accelerating the electrons towards these
plates. There will be a small hole in the center of these plates. On the other side
of these plates will be an outer electrode that will initially be at a slightly more
negative potential than the copper plates. In this configuration the electrons will not
emerge from the hole in the copper plates. When the outer electrode is switched
to a slightly positive bias with respect to the copper plates the electrons will freely
travel through the aperture in the copper plates and into the trapping region. In this
way the beam can be controlled electrostatically. Also, due to the small size of the
aperture (' 100pm in diameter) the solid angle of the electrons coming out will be
limited. The potential of the outer electrode also prevents charged ions from entering
the gun.
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Figure 3-1: A schematic of the proposed cylindrical Penning Trap and the gun based
on it as shown in [9]. The position of the fiber through which the UV light enters the
cavity is shown for a photoelectric source configuration is shown on the right of the
figure.
3.2.2 Trap Field Optimization
A detailed explanation of the theory of Penning traps will be presented along with
simulations of the proposed trap in the chapter 4. Here I will only give a broad
sketch of design considerations for the Penning Trap in the egun. More details on
the design can be found in [9]. In an ideal Penning trap with hyperbolic electrodes
there is no coupling between the axial and radial motion of the particle caught in the
trap. However, a cylindrical Penning trap such as the one designed for the egun (see
schematic in figure 3.2.2) is not ideal. There are higher-order terms such as quadrupole
and octopole moments in the electrostatic field that will alter the axial and cyclotron
frequencies of particles in the field and cause unwanted coupling between the two. For
this reason correction electrodes must be used to "buck out" the higher order terms
of the field caused by the non-ideal electrodes. The dimensions of the trap and the
ratios of the potentials on the ring and correction electrodes must thus be optimized.
This optimization is discussed in further detail in chapter 4.
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3.2.3 Microwave Excitation
Once the electrons have been trapped in the Penning trap potential, they will be
excited to the desired energy using microwaves. As the electron gains energy and
moves at higher velocities, the resonance frequency for driving changes quickly. The
electron will thus become out of phase with the fixed frequency driving wave, and
excitation will cease. Thus a wave at fixed frequency cannot be used to excite electrons
in the trap to desired energies [9].
Instead it is better to match the excitation frequency with the cyclotron frequency
of the electron such that the driving force will always be in phase with the electron
and the electron will quickly become excited to high energies. The driving sequence
will thus be a phase-modulated frequency drive with time-dependent frequency. It
would seem that matching the exact frequency of the electron in real time would be
extremely difficult. However, the system does not need to be driven at exactly the
resonance frequency for success and matching can occur at a slightly different phase.
If the sweep is done smoothly most of the electrons in the trap will oscillate about
that frequency. The microwave excitation of the axial motion in the trap can be
achieved in a similar manner [9].
In order to achieve the desired energy resolution of the electrons that will be re-
leased from the trap, the beam must be cleaned of electrons at unacceptable energies.
This can be achieved by providing a fixed frequency wave after the initial drive at
phase-modulated frequency. Electrons that are not at the desired energy will quickly
loose energy and decelerate as they will be far out of phase with the driving frequency
[9].
For cyclotron excitation, the microwaves must be circularly polarized with high
frequency resolution and low noise. Thus, the microwave source must also have high
frequency resolution and very low noise. Optimally, a phase shifter can be used to
ensure the microwaves have the correct polarization. It is also necessary to find a
way to deliver the microwaves to the Penning trap. This will require the properly
designed waveguides for desired frequency ranges. There are many options for delivery
of microwaves to the trap itself. The trap has been designed as a resonant cavity for
the microwaves and will also be functional as a waveguide. Options for microwave
delivery are still being investigated. Finally, the microwaves must be monitored to
ensure proper excitation energies. This will likely be done with a microwave antenna
and a spectrum analyzer [9].
3.2.4 Detection and Trap Monitoring
When the egun is in place in the KATRIN experiment, detection of electrons will
occur at the detector after the electrons have traveled through the STS and the pre-
and main spectrometers. However, for testing of the egun during the design phase
there will need to be an alternate detection method. Initially, we need only to test
the intensity of the electrons and not the energy spectrum. To this end, we have been
using a Faraday cup read out through a picoammeter to measure the electron beam.
After the stability of the trap and the intensity of the output have been tested, the
energy of the beam will be tested by a silicon PIN diode array similar to that in the
actual KATRIN detector [9].
It is possible to have a very accurate knowledge of the electron energy if the axial
and cyclotron frequencies of the electron in the trap are measured accurately. This
is because the relativistic effects of the electron's high kinetic energy shift its axial
and cyclotron frequencies. The axial frequency will be shifted by half the amount
that the cyclotron frequency will be shifted. It is possible to detect these frequencies
using the passive measurement technique of image charges. For this method, it is
necessary to design the inner electrode ring with a gap. This has been incorporated
into the design. Detection by image charges can be achieved as follows. The orbiting
electrons induce current on the electrodes in the trap. In this way these electrons
have an inductance and a capacitance. The entire system can be modeled as an LC
circuit of the electrons in parallel with an LC circuit from the trap itself. By adding a
variable inductor into the trap circuit a tunable RLC circuit is created, the frequency
of which can be matched to the axial or cyclotron frequency of the electron circuit
and thus monitor the frequency of the electrons to fairly good accuracy [9].
Another necessity is calibration of the trap itself. Mainly, this will be achieved
by monitoring the frequencies of trapped electrons. Another parameter, that should
be measured independently, is the strength of the magnetic field. One of the options
for measuring this field is to load heavy ions, with known masses, into the trap and
measure the frequencies at which their resonances occur (these depend on the value
of the magnetic field). This method is somewhat difficult because of the problem of
loading ions into the trap and is still in the planning phase [9].
It will also be essential to understand possible systematic errors in the trap sys-
tem. One of the main sources of possible errors is imperfections in the electric and
magnetic fields in the trap. This could possibly lead to shifting of resonance frequen-
cies. Frequency shifting could also be caused by misalignment of the trap with the
magnetic field. Because we will be trapping many electrons, the Coulomb interac-
tions between all of the electrons in the trap at the same time will have a broadening
effect on the measurement of the axial frequency. Simulations have been performed
to assure that the number of electrons in the trap at any given time will not smear
the frequency so much as to interfere with the necessary energy [9].
Chapter 4
The Penning Trap
4.1 History
The idea of the Penning trap was first conceived of by F. M. Penning in the late
1930s. At the time, he was working on ionization vacuum gauges and proposed using
a magnetic field perpendicular to the momentum of charged particles to improve sen-
sitivity. However, his idea did not include electrodes perpendicular to this magnetic
field for three-dimensional confinement of charged particles. This was first conceived
of by Pierce, who added electrodes on the ends (end hats) of the trap in the axial
direction. Pierce was the also the first to describe what is now the standard for the
Penning trap, which consists of the superposition of a magnetic field and a quadrupole
electric field [3].
4.2 The Ideal Trap
The Penning Trap uses a very strong, homogeneous magnetic field to confine charged
particles in the radial direction and a weak quadrupole electric field for trapping in
the axial direction. The ideal Penning trap has hyperbolic electrodes to provide this
electric field. This field and the electrodes that would create it are shown in figure
4-1 [3]. A Penning trap can be created with non-ideal electrode configuration, using
correction electrodes to cancel out the higher-order potential terms created by ring
electrodes [9]. This will be discussed in section 4.3. Here I will sketch the derivation
of the frequencies of an ideal Penning trap following the derivation in [3].
Figure 4-1: Hyperbolic electrodes and the quadrupole electric field they create in an
ideal Penning Trap. Figure from [3].
With a pure magnetic field B in the z direction, a particle with a charge q and mass
m and a component of velocity v perpendicular to the z direction will feel a Lorentz
force FL = qv' x B perpendicular to the z direction and the velocity, and will follow
a circular path with an angular frequency of w, = -B. In a Penning trap the three-
dimensional trapping of the particle requires a weak electric quadrupole potential
such as that given in equation 4.1, which is written in cylindrical coordinates.
('D(z, r) = d (2 - r2) (4.1)
In this equation Ud~ is the applied trapping voltage between the ring electrode in the
center of the trap and the two end electrodes. d is a characteristic dimension of the
trap defined by
d = + 1/2 (4.2)
where 2ro is the inner ring diameter and 2zo is the closest distance between the end
electrodes. Following the Lorentz force law and applying Newton's second law, the
equations of motion are obtained. These are shown in equations 4.3 and 4.4, where
the electric fields are defined as Ez = -- z and -- = (-) t.
mi = qEz (4.3)
mp= q(E + x B) (4.4)
Solving these equations of motion leads to a solution for the motion of the particles
that is a superposition of three circular paths. The first is a circular trapping motion
along the trap axis. This occurs at the axial oscillation frequency, denoted w,s. The
second is the circular cyclotron motion, which occurs at the reduced cyclotron fre-
quency w+. The third is the circular magnetron motion, which has angular frequency
w_. For the ideal case, these frequencies are given by equations 4.5 through 4.7.
Wz U (4.5)
w+ = -- + (4.6)2 42
wc __2 ww2
w- 2 4 2 (4.7)2 42
Because we require these frequencies to be real, we have a requirement on the rela-
tionship between wc and w-. Plugging in the definitions of these frequencies in terms
of the electric and magnetic field parameters we find a requirement on the relation-
ship between the electric potential, magnetic field and size of the trap to achieve
confinement. This requirement is given as equation 4.8.
-B2 >> , qU~ > 0 (4.8)
m d2
An illustration showing the superposition of these three circular trajectories is given
in figure 4-2[3].
4.3 Cylindrical Electrode Optimization
The electrical potential of a cylindrical Penning trap for a radius r less than the
distance d between the electrodes and the electron source can be expanded about the
center of the trap. This expansion, as well as the axial frequency wz, are given in
zx
Figure 4-2: The trajectories of an electron in an ideal Penning trap. Oscillation in
the axial w, cyclotron w+ and magnetron w_ modes is shown. Figure from [3].
equations 4.9 and 4.10 respectively, where Pk are the Legendre polynomials
V = 2Vo Ck" ( -Pk (cos0) (4.9)
keven
w V= C2 (4.10)
md2
In the ideal trap, all coefficients Ck except for C2 would be zero. For a non-ideal
trap this is not the case and w, shifts in value. However, it is possible to buck out
some of these additional non-ideal terms with correction electrodes. By biasing the
correction electrode to a voltage Ve, the potential due to this electrode will be Ver,
as given in equation 4.11
Vcorr =2 Vc Dk. -Pk(cos(O)) (4.11)
keven
The total potential will thus be Vtot = V + Vr,. Vtot can be expanded in a manner
similar to the expansions of V and VI/r, where the coefficients of Vtot will be Ctotk =
Ck + Dk. The coefficients Ck and Dk can be determined by solving Laplace's equation
in a cylindrical coordinate system. The solutions show that the size of the trap can
be tuned to have D2 = 0,such that Ctot2 = C2, and a ratio of correction voltage to
! 1
original voltage can be found to cancel out the quadrupole coefficient Ctat4 . This
ratio is ! = - . The Ctot6 term can be also be canceled out by selecting the proper
correction electrode length, and so on. Thus there are ratios in the trap that can be
tuned by using solutions to Laplace's equation, to find the perfect configuration to
minimize higher order fields that would disturb trapping. There will also be small
effects on the trap frequencies due to the fields from the endcaps of the gun. These
are discussed thoroughly in [9].
A further consideration for the design of the Penning trap includes the tuning of
the optimal trap magnetic field. This must guide the electrons while not requiring
difficult-to-provide excitation frequencies from the microwave source. For this pur-
pose a field of 0.5 T has been chosen [8]. Finally the material chosen for the trap
construction must be carefully selected for the conductivity [9].
4.4 Relativistic and Energy Loss Corrections
The previous derivation assumes that the electrons are non-relativistic and there will
be no loss of energy due to inelastic collisions or radiative losses. Loss of energy
due to inelastic collisions occurs because some of the kinetic energy of the electron
is lost to heat during a collision. Loss of energy due to radiation occurs because the
acceleration of charge produces radiation, which carries some of the energy of the
electron away. Equations of motion taking these effects into account can be derived
as follows, following the derivation of the modified equations of motion in [9]. The
loss of energy due to radiation and inelastic collisions should be proportional to the
velocity of the electron. Since we plan to drive the electrons in our Penning trap up
to energies near the endpoint of the Tritium beta decay spectrum (18.6 keV) we must
treat the electrons relativistically. It is also necessary in any real system to consider
energy loss mechanisms. The new relativistic equation with energy loss will be
d 1 q
w+4(e^z x -) y) c + -c(t) (4.12)dt V2 mc
where e(t) is the externally produced driving field, and 7y is the coefficient describing
energy loss due to inelastic collisions and radiation. It can be shown, that for a
constant driving frequency, the system will be unstable. If the system is driven with
a frequency that is continually in phase with the electron motion, the electron will
gain energy very quickly. Here I will consider the case of a circularly polarized driving
field c(t) = Eoe'i (t). We can also write the velocity in terms of a polarized vector
with a damping term proportional to the energy loss term in the equation of motion:
P(t) - 0oei(0(t)-YcOt), where 0(t) is the phase of the electron. We can then write two
equations describing the motion of the electron, one for its momentum boost factor
and one for its phase. These are given here as equations 4.13 and 4.14. Note that
in these equations B is the magnitude of the homogeneous magnetic field inside the
trap.
d ( ) w Eo (t)-(t)]-r (4.13)dt v1 cB
d=- w+ - (4.14)
For ease of notation we define the constant g -= E. From these equations of motion
the cyclotron velocity 0 can be found exactly. It's value is:
+(t) - 4gwce - 'ct/4 sinh[y] (4.15)
7yC1 + (4gwceYct/ 4 sinh[yct/4]) 2
Solving for the phase is not as simple and the solution can be found only by expanding
0(t). This can be done because both the velocity 0 and the loss coefficient 7c are
small. This expansion is given as a function of time in equation 4.16.
1 30(t) w+t[1 - 1 (gwct) 2 (1- -Yt)] (4.16)
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These solutions can be combined to find a first order approximation of the total
kinetic energy. The total energy will be the sum of this kinetic energy and the
harmonic oscillator potential energy term created by the magnetic field in the trap.
The total energy is thus given by:
2  yC2 2Kgo 2 2 2 1r[-" sinh()'t/4)2e- s t / 2 + 2mr w . (4.17)
By looking at this equation we can see that the kinetic energy will decay to zero if
the system is undriven.
4.5 Penning Trap Simulations
Since we will be using the measured frequencies of electrons in the trap as an indirect
measurement of the energy of the electrons in the trap (a very important parameter
for unfolding the response function of the detector) it is necessary to simulate the
motion of electrons in a trap with our geometry. I have been simulating electrons
in our trap using SIMION: a Windows-based ion flight simulation program, able to
model ion flight in complex user-defined geometries. The program creates a map of
the electrostatic potential everywhere in the defined geometry by solving Laplace's
equation for user-input electrode geometry, potentials and magnetic poles. This is
achieved functionally by the "refining" of potential arrays created by the user. Elec-
tric and magnetic fields can be simulated in the same geometry by the superposition
of multiple potential arrays. During ion flight time, SIMION tracks several ion pa-
rameters, performing full relativistic corrections. As I will describe below, analysis of
data is made simpler by a variety of options for data recording.
In my simulations I have been using the trap geometry created in SIMION by
Miriam Huntley last spring. For these simulations I am using a ring electrode potential
of 100V and a correction electrode potential of 88.304V. The dimensions of the sim-
ulated trap are radius po = 1.75cm and distance to trapping electrode z0o = 1.709cm.
Using equation 4.2 this gives a characteristic dimension of the trap of d = 1.492cm.
Figure 4.5 shows the path of a 5keV electron, released with equal momentum in the x
and y directions and zero momentum in the z direction, during the first 2j/s of flight.
Here we can see electron already begins to follow a circular path, even early in its
flight.
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Figure 4-3: The path of the electron in x and y during the first 2ps of flight. The
circular motion seen in this path is described by the cyclotron frequency w+. The
radial lines in the trajectory are simply an artifact of the data sampling. Since data
was sampled at a constant rate and the frequency is constant, data points were taken
at fixed phases in the electron's motion. The data points create the radial lines in
the plot.
4.5.1 Initial Frequency Analysis
My first step was to measure the frequencies of electrons of constant energy moving
in the trap. As discussed previously, the movement of ions in a Penning trap is
described by three frequencies: the cyclotron, magnetron and axial frequencies (v+, V_
and v, respectively). The axial frequency is the simplest to obtain from simulations.
Figure 4.5.1 shows the motion of the electron in the axial (z) direction with time.
Since oscillation at the axial frequency is the only motion in the axial direction, I
measured the axial frequency by recording the time whenever the electron crossed
the center of axial oscillation in the axial direction (z=106.05mm). The duration
between consecutive crossings is half a period of the full oscillation. I obtained data
over a time-of-flight of about 8 ps (about 260 periods) and averaged over all periods
to obtain an axial frequency of v, = 35.22MHz for an electron energy of 5keV.
Axial Position versus Time for Undriven Electron
Time (ps)
Figure 4-4: Axial position versus time for a short period of 0.36ps. This oscillation
is very stable in the undriven case.
The measurement of the cyclotron and magnetron frequencies was more complex,
since the motion in the non-axial directions (x and y) of the particle is a superposition
of two circular paths. One of the options for data recording in SIMION is to record a
data point at every velocity reversal. In this mode, when the velocity of the particle
changes from positive to negative (or vice verse) in the x, y or z direction, a data point
is recorded. I obtained data in this mode for the cyclotron and magnetron frequency
analysis. Since the motion of the particle is circular in the x-y plane, the motion in
the x and y directions is equivalent. I chose to analyze data from the y-coordinate
to obtain both the cyclotron and magnetron frequencies. Figure 4.5.1 shows the y
coordinate versus time for all recorded values in a run of about 70 ps. In this figure,
four main groups of points are easily seen: a low, center and high sinusoid, and points
scattered in between these sinusoids. The low and high sinusoids are the extreme y
positions, recorded when y velocity is zero. The sinusoid in the center is made up
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Figure 4-5: Y position recorded at velocity reversals in x,y and z with a sinusoidal fit
to the magnetron motion overlayed.
of points recorded when the x velocity reversed (ninety degrees out of phase with
the y-velocity reversals). The points scattered in between were recorded at z velocity
reversals, when the electron was not at an extreme in x or y.
I was able to obtain the magnetron frequency by fitting a vertically shifted sine
function to this data. Because of memory usage restrictions in the fitting process, I
filtered the data to only use 1 out of 1024 points. Because the axial motion is much
slower than the cyclotron motion, this effectively eliminated the scattered points in
between the three sinusoids and allowed for easier and faster fitting. I performed the
fit using the curve fitting tool in MATLAB with equal weightings for each point. The
fit function and parameters are given in equation 4.18 and the fit is superimposed on
the data in figure 4.5.1. It was difficult to obtain a long run in which many cycles of
the magnetron motion would be recorded because file size quickly becomes unwieldy.
Thus this analysis is only performed her on about 2.5 periods of magnetron oscillation.
y = a * sin(b s t - c) + d (4.18)
Energy (keV) Axial Frequency (MHz) Cyclotron Frequency (GHz)
0.01 35.37 13.943
0.10 35.09 13.941
1.00 35.22 13.916
5.00 35.29 13.807
10.00 35.27 13.674
Table 4.1: Axial and cyclotron frequencies measured for several electron energies.
The fit parameters obtained by the MATLAB curve fitting toolbox were a=0.4781,
b=0.2445, c=2.358 and d=0.0001176. From this data, the magnetron frequency can
be calculated as v_ = 38.9kHz.
To derive the cyclotron motion, I selected a range in which neither the x nor the
y velocity was reversing due to magnetron motion (between 0 and 2.637 ps). When
I recorded data, I obtained time, y-position and x-velocity at each velocity reversal.
From the x-velocity data I was able to eliminate points recorded due to reversal of
x velocity, such that every other data point in my final time array was the time of
a velocity reversal in y. From this time array it was simple to perform a similar
analysis to that used to obtain axial frequency data to obtain the average cyclotron
frequency of v+ = 13.81GHz for 5keV. I repeated the analysis for axial and cyclotron
frequencies for several values of initial electron energy. The results are given in table
4.5.1. there is a noticeable trend in the cyclotron frequency versus energy (higher
energy corresponds to lower frequency). For the axial frequency, the same could be
intimated, but with so little change in the magnitude of the frequency over an energy
range of about 10keV and the variation of the 1keV and 0.1keV points from this trend
it cannot be conclusively stated.
4.5.2 Microwave Excitation Simulations
My next task was to simulate the motion of the electron in the trap during microwave
excitation. The main purpose of this simulation was to find a first order approxima-
tion of the electron energy as a function of time during microwave excitation. It is
also important to simulate this to make sure that the microwave driving is feasible.
If, for some unforeseen reason, the energy added to the electron by the microwave
driving causes it to drop out of the trap, then we must endeavor to learn more about
the process to avoid this in our trap.
To simulate the effect of microwave driving in SIMION, I used the output elec-
tron energy versus time from Benjamin Monreal's C++ code for microwave excitation.
This code solves coupled differential equations to find the energy of an electron con-
tained in a Penning trap and being driven by a circularly polarized electromagnetic
wave. The code assumes a constant cyclotron frequency during this process, which
does not occur in the actual system. The purpose of simulating the frequency of
an electron in the trap with this energy is to find a more precise definition of the
energy of the electron as a function of time. If the frequency versus time profile can
be found by SIMION using the energy versus time profile for a constant frequency,
we can plug the result into the microwave excitation code to create a more accurate
electron energy versus time profile, which can then be plugged back into SIMION to
find an even more accurate frequency versus time profile and so on. By moving data
back and forth between the two simulations in this manner, we can converge on the
correct description of the energy and frequency versus time profiles for an electron in
the trap driven by circularly polarized microwaves.
The energy versus time profile provided by the microwave excitation code is shown
in figure 4.5.2. As one can see, it is basically a linear sweep up in energy from 100.1
eV to 1000 eV (in a period of about 100 /s) and then a constant energy for times
greater than 100ps (though there is actually a slight sinusoidal shape to the "constant
section" if analyzed closely). The data was simulated in 100 ns time steps. SIMION's
time steps are significantly smaller than this. Also, it is difficult in the SIMION
interface to read in and use outside data. Since file size limitations prevented me
from simulating more than 60-95 ps worth of data, all of the data I recorded would
be during the ramp section. To make entry of the energy profile into SIMION simpler,
I fit a line to the energy versus time profile using MATLAB's curve fitting toolbox.
SIMION references user programs in the lua programming language to allow the user
to dynamically change many properties of the system during simulation. The total
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Figure 4-6: Simulated energy versus time profile for an electron in the trap excited
by circularly polarized microwaves (results from Benjamin Monreal's C++ code.)
energy of the ion cannot be defined directly. However, the "otheractions" function
allows the user to read the time, potential at the ion's position, direction and speed
of the ion and redefine the ion's velocity at any point during the flight. (Actually, the
function is much more powerful and allows access to many more ion properties, but the
functions mentioned here were those for which it are useful to my purposes.) At each
time step I obtained the time, and the ion's speed, potential and direction. From the
value of the linear fit energy versus time excitation profile I obtained the total energy
of the ion at each point. Using the value of the potential, I found the new kinetic
energy of the ion such that its total energy would be equal to the value determined
by the excitation profile. Using the lua function "keto-speed" I calculated the ion's
new speed and fed that, along with the ion's initial direction, into SIMION such that
at each time step the direction and position was left alone but the kinetic energy was
adjusted and the total energy followed the excitation profile. The resulting kinetic,
potential and total energy of the electron for a short run (about 2/s) are plotted
in figure 4.5.2. The addition of energy to the electron while it is moving in the
trap will cause its oscillation frequencies and maximum oscillation radii to change.
As with the analysis of the frequencies in the system where the electron energy was
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Figure 4-7: Kinetic, potential and total energy of the electron in SIMION during
flight. The total energy is programmed to match the energy profile given by the
microwave excitation simulation.
constant, I used the y-coordinate data, recorded at velocity reversal times, to analyze
the system frequencies of the system. The plot of all data points in y coordinate
versus t is shown in figure 4.5.2. As in figure 4.5.1 the lines at the top and bottom are
the points recorded at y extrema (with y velocity equal to zero) and the line in the
center is made up of points recorded at x velocity reversals. The scattered points in
the center of the two extrema lines are the points recorded at velocity reversals in the
z direction. One can easily see the difference in this case from that of the undisturbed
electron in the trap. Another difference in these two systems is the energy scale of
the electron. In my simulation of the undisturbed electron in the trap, I gave the
electron had an initial kinetic energy of 5 keV, whereas in this case the electron had
an initial energy of 100.1 eV that slowly increased by microwave excitation. It is
no longer easy to see the magnetron oscillation. Since the electron has such a low
energy, this frequency is much too short to be observed in a reasonable length run.
What is obvious in this dataset, is the increase in the amplitude of the y-coordinate
oscillation as the energy is increased with time. My main goal with this data was to
obtain a record of axial and cyclotron frequency versus time. Once again I removed
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Figure 4-8: Y position of the driven electron in the trap as a function of time. Data
points were again recorded at times of velocity reversals in x,y and z.
the points of velocity reversal in x from the dataset and used the fact that every other
data point in the remaining set was from a velocity reversal in y to find the cyclotron
frequency in y. I performed this analysis small in time steps of about 10,000 points
each. The resulting frequency versus time graph is shown in figure 4.5.2. Generally,
the trend in frequency is upward in time, with a plateau in frequency at about 15 Ps.
By looking at the trend of cyclotron frequency with energy in table 4.5.1 we see that
this upward trend is not predicted. It is possible that the results of this graph are
simply an effect of the averaging process. By zooming in to a short portion of the y
versus t trend during the driving (shown in figure 4-10), we observe a wobble in the
short term radius of the cyclotron motion in the x-y plane. If one set of averaging
points for the frequency do not contain the same phases of this wobble as another,
the outcome of the averaging process could be biased. Ideally we would perform a
fast fourier transform (FFT) of the y data in evenly sampled time steps to analyze
the frequencies as a function of time. Unfortunately, SIMION's default time step size
is extremely small and recording a data point at each time step yields unmanageable
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Figure 4-9: Averaged cyclotron frequency over time during electron driving. Each
point is an average of frequency over 10000 time points.
file sizes in a much shorter simulation time than would be needed to separate out
the axial and cyclotron frequencies, or to observe a substantial shift in either of these
frequencies with driving.
I performed a similar analysis to the cyclotron analysis to obtain the change in
axial frequency with time. As can be seen in figure 4.5.2, the amplitude of the
oscillation in the z direction modulates with the energy increase of the electron. The
frequency of this oscillation also changes in time. By performing the same analysis
as I performed with the y data, except keeping only the points of z velocity reversal,
I was able to find the axial frequency versus time, shown in figure 4.5.2. Like the
results for cyclotron frequency versus time, we see that the axial frequency changes
early in the driving time and then plateaus. Unlike the cyclotron frequency, the
axial frequency decreases with increasing energy. It is difficult to tell if this matches
expectations from the table 4.5.1, since the data in the table is inconclusive as to the
trend in axial frequency with energy. However, the magnitude of the change in axial
frequency during the ramp (• 30%) is far larger than expected (especially since the
frequency measured at undriven energies of between 0.01 and 10 keV did not vary by
more than 0.9%. It is clear that this averaging technique is not sufficient to provide
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Figure 4-10: Y versus t data zoomed in to a short period of uLs. Data points are
once again sampled at velocity reversals and a wobble in the cyclotron oscillation
radius is easily observable. This wobble might be a contributing factor to difficulty
in measuring cyclotron frequency as a function of time.
unbaised data on frequency change with time for the either mode.
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Figure 4-11: Axial position as a function of time during driving of the electron.
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trap. Each point is obtained by averaging the frequency over 10000 points.
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Chapter 5
The Electron Gun Prototype at
MIT
The first prototype of the electron source and Penning trap system for the electron
gun was completed in October of 2007 at Bates National Laboratory and brought to
MIT for testing. The first test of the actual trap was its protection against vacuum
leaks (done at Bates). Further testing and development is ongoing at MIT. The
outer diameter of the cylindrical cavity is about 6.5 cm while the height of the outer
chamber is about 23cm.
5.1 Vacuum Testing
Because electrons must travel through the vacuum chamber to be trapped, a maxi-
mum pressure level of about 10- 5 - 10-6 Torr in the chamber is necessary for successful
functioning. The vacuum pump cannot be immersed in the same high magnetic field
as the trap, so vacuum tubes must be used to connect the chamber to the pump.
Our initial configuration used two vacuum tubes, each about one meter in length, to
connect the pump to the trap. This configuration was successful in maintaining an
acceptable vacuum level in early tests. Despite this setup's early success, we have
found that during the process of disassembly and reassembly of the configuration, the
tubes become a significant source of leakage. For current tests not involving the use of
Figure 5-1: The second prototype of the electron gun connected through a vacuum
tight seal directly to the vacuum pump. This eliminates the usage of vacuum tubes
that could possibly cause leakage.
a magnetic field the trap is interfaced directly to the vacuum pump, but the vacuum
tube leakage must be addressed before tests can be completed with a magnetic field.
5.2 The Electron Source
5.2.1 Thermionic Sources
The first prototype of the trap used a Tantalum disc cathode as a thermionic source
of electrons. In the first test with r 1.25 A of current across the cathode and zero
magnetic field, a current of about 1.5pA was measured on the Faraday cup. When
the magnetic field was turned on to a strength of about 0.2-0.3 T the current mea-
sured in the Faraday cup rose to approximately 2.0pA. After this initial rise, a slow,
steady drop in the measured current was observed. This was later accounted for as a
consequence of the bending of the cathode loop due to the interaction of the current
through the loop with the applied magnetic field.
On top of the intrinsic difficulties in using a current loop in a magnetic field, we en-
countered many other problems with thermionic sources. The voltage applied across
the cathode had to be increased to its final value very slowly to avoid destroying the
cathode. Also, solder on the cathode connections could provide an air pocket that
prevented obtainment of acceptable vacuum levels. We replaced the cathode source
several times due to its delicacy. The need to replace the source is unacceptable for the
final version, as access will not be readily available. Also, opening the vacuum cham-
ber to replace the source provides the opportunity for dirt and other contamination to
enter the trap and make obtaining required vacuum levels more difficult. Finally, the
thermionic source is problematic for the version of the trap implemented at KATRIN
because the electron pulses it provides are not easily controlled in the time domain.
Electrons are boiled off of the surface of the cathode when it is resistively heated past
some threshold temperature from. This electron current cannot be simply turned off
by stopping the current through the cathode, as electrons will continue to boil off
until the cathode cools. For this reason the source in the final design is photoelectric,
with electrons produced by Ultraviolet light striking a metal photocathode. Because
of the difficulty encountered in working with the thermionic sources, we have focused
on converting to a photoelectric source in the current prototype.
5.2.2 The Photoelectric Source
Our photoelectric source is a UVTOP @ultraviolet LED. The emission of our initial
LED was centered at 265 nm, with a visible tail in the blue, while the initial photo-
cathode was copper (work function of 4.65 eV). We have since transitioned to an LED
centered at 255 nm and a stainless steel photocathode (work function of 4.4 eV). The
emission from the LED is collimated, with a total spread of about 200.
In the current setup the LED is coupled to an ultraviolet transmitting fiber that is
coupled into the vacuum chamber and shines on the photocathode. The orientation
of this fiber in the trap is shown in figure 3.2.2 in the previous sections. This orien-
tation was implemented in the second trap prototype, which was delivered to MIT
in early March of 2008. The DC current limit of the LED is about 30mA. Ideally
we wish to pulse the LED, which will allow for higher current levels (providing more
photons). Pulsed operation with good timing resolution of electrons into the trap is
also the mode desired for calibration runs in KATRIN (described in chapter 5), so
it is desirable to test the system in that mode. We initially drove the LED with a
low-duty-cycle oscillator circuit, constructed with a 555 chip. The output of the chip
is high when the input to the chip (applied to pin 2) is in the "trigger" range. This
range includes any voltages below 1V,, where Vc is the voltage supplied to pin 8 of
the chip. The output of the chip is low when the input is in the "threshold" range,
which includes any voltage above 2Vc. The chip can be used as a low-duty-cycle
oscillator providing square pulses by being put in series with two RLC circuit.
We have found some difficulty in detecting the electrons from the photoelectric
source. We are simply not producing enough signal to detect above the noise in our
setup. The strong noise signal may partially be caused by the close proximity of the
vacuum pump to the trap in the current configuration. In an effort to reduce noise
interference, we are currently driving the LED with a pulse generator, which can be
used to trigger our detection mechanism. As of yet we have not obtained a current
measurement above the noise level in the system.
Chapter 6
Conclusion
Neutrino mass is a fundamental question, on which hinges some of the integral ideas
of modern particle theory. What began as a problem of conservation of energy has
led to many more questions. Some of these questions probe the nature of our universe
and the process of its formation, or the processes by which some of the highest energy
electromagnetic waves in the universe are produced. The massive neutrino challenges
the Standard Model of particle physics that has stood unbreakable for nearly twenty
years. The neutrino is the smallest sub-atomic particle we know of, and also the most
mysterious. Its mass is so low it is almost undetectable and current experiments have
only been able to set bounds on this elusive value.
The KATRIN experiment is designed to push the existing limits of the upper
bounds on neutrino mass down by a factor of ten. KATRIN will measure the neutrino
mass by probing the same spectrum that led to Pauli's conception of the neutrino.
Its pure Tritium source, large spectrometer and projected control over systematic
uncertainties, would make it the most sensitive experiment of its type to date. The
knowledge of these systematic uncertainties is essential to KATRIN's success. The
Penning trap electron gun is designed to be one part of the calibration system for this
massive experiment and, as I have described, testing of prototypes and simulations
predicting the measurements made by the trap are underway.
The progress made thus far in the development of a prototype has centered around
testing and replacement of the electron source. We have converted the original,
problematic, thermionic source to a photoelectric source (a UV LED shining on a
stainless steel photocathode). Tests are still in progress to measure the electron
current from this source configuration. Once electron current from the source is
established, the next step will be to accomplish trapping of the electrons. This will
require solving the problem of leakage in the vacuum tubes connecting the vacuum
pump and the vacuum chamber of the trap as the pump cannot be immersed in the
magnetic field required by the trap. Once trapping is established further important
steps will include development and testing of a microwave delivery system for electron
excitation, testing of electron release from the gun and several other milestones on
the road to accomplishing a full calibration run like the one that will be required at
KATRIN for measurement of the Tritium gas column density, inelastic cross section
of electrons on Tritium and the energy response function of the KATRIN detector.
I have run simulations of electrons in the trap in SIMION to learn more about
the signals we will need to analyze to find electron energy. I have simulated the
motion of electrons in the trap at several fixed energies and analyzed their cyclotron
and axial frequencies at these energies, along with the magnetron frequency at an
electron energy of 5keV. My next task in simulations was to simulate excitation of
the electrons in the trap by circularly polarized microwave radiation. I have begun
to implement this using the approximated energy versus time profile of the driven
electron from Benjamin Monreal's C++ code. I was able to study the motion of the
electron in the trap, but tracking of the electron's frequencies during the change in
energy was problematic. Further analysis of the simulation data using Fast Fourier
Transforms could prove very useful in understanding the evolution of axial and cy-
clotron frequency with energy. Another useful step would be the direct simulation of
microwave driving all in SIMION. This could possibly be accomplished by modulat-
ing the electric field seen by the electron during flight using SIMION user programs
and the steps of interplay between the SIMION calculation and the excitation code
could be avoided. This further simulation, as well as the study of the trap release
mechanism is essential to understand and continue to advance the physical system
currently being developed for the KATRIN experiment.
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