A method to derive in-water absorption coefficients from total remote-sensing reflectance 1ratio of the upwelling radiance to the downwelling irradiance above the surface2 analytically is presented. For measurements made in the Gulf of Mexico and Monterey Bay, with concentrations of chlorophyll-a ranging from 0.07 to 50 mg@m 3 , comparisons are made for the total absorption coefficients derived with the suggested method and those derived with diffuse attenuation coefficients. For these coastal to open-ocean waters, including regions of upwelling and the Loop Current, the results are as follows: at 440 nm the difference between the two methods is 13.0% 1r 2 5 0.962 for total absorption coefficients ranging from 0.02 to 2.0 m 21 ; at 488 nm the difference is 14.5% 1r 2 5 0.972; and at 550 nm the difference is 13.6% 1r 2 5 0.962. The results indicate that the method presented works very well for retrieval of in-water absorption coefficients exclusively from remotely measured signals, and that this method has a wide range of potential applications in oceanic remote sensing.
Introduction
An important application of remote sensing is to quantify in-water inherent optical properties, which in turn can be used to estimate biomass, 1 primary production, 2 and heat flux. 3 The most important of the inherent optical properties is the absorption coefficient, as it dominates the downwelling attenuation coefficient and plays an essential role in energy transfer 1e.g., primary production or heat2. Empirical and semianalytical approaches for the derivation of the diffuse attenuation coefficient based on in-water or remote measurements have been discussed. 4, 5 We suggest a method to derive analytically the absorption spectrum of ocean waters exclusively from remote-sensing measurements, and validation comparisons are made with values derived from in-water measurements.
The method suggested uses remote-sensing reflectance, the ratio of output radiance to input total irradiance. In ocean optics, input total irradiance is the downwelling irradiance above the surface 1E d ; symbols used in this paper are summarized in Table  12 , and output radiance is the radiance emanating from the sea surface. Traditionally, water remotesensing reflectance 1R rs 2, which is the ratio of the water-leaving radiance 1L w 2 to E d , has been used for applications such as the derivation of in-water pigment concentration. 6 Because of reflection of skylight from the sea surface, however, it is not always easy to measure R rs accurately, as the sea surface is not flat. In this paper, instead of using R rs , we use total remote-sensing reflectance 1T rs 2, which is defined as the ratio of upwelling radiance above the surface 1L u 2 to E d . The absorption coefficient spectrum of the ocean is then derived from T rs .
Theoretical Considerations
Upwelling radiance above the surface can be expressed as 7 L u 5 L w 1 rL
where L sky is the sky radiance that is reflected into the sensor by the water surface, r is the Fresnel reflectance of the interface, D is a spectral constant, and DE d accounts for possible Sun glint and reflected cloud light from the uneven sea surface. 8 Note that wavelength dependency has been suppressed for brevity.
Dividing both sides of Eq. 112 by E d provides
where R rs is the water remote-sensing reflectance and S rs is the sky input, defined respectively as
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In Eq. 122, both T rs and S rs can be easily measured, but only R rs contains information regarding the in-water constituents. Through Monte Carlo simulations for optically deep water, Gordon et al. 9 found that for nadir-view R rs and a calm sea surface,
with g 1 < 0.0949I and g 2 < 0.0794I. Here Ř rs stands for modeled R rs , and I < t 2 @n 2 is the air-sea interface divergence factor 7 1t is the air-sea transmittance, n is the refractive index of sea water2. The total backscattering coefficient b b 5 b bw 1 b bp , where b bw 1l2 5 0.00381400@l2 4.3 is the backscattering coefficient for water molecules 10, 11 and b bp is the backscattering coefficient for suspended particles. b bp 1l2 can be expressed as 11, 12 
The total absorption coefficient a 5 a w 1 a g 1 a p , in which a w is the absorption coefficient for sea-water molecules and is given by Smith and Baker, 11 a p is the absorption coefficient for suspended particles, and a g is the absorption coefficient for gelbstoff 1yellow substance, or colored dissolved organic matter2. a can also be expressed as 6 Carlo simulations that R rs for sensors in a remotesensing configuration 14 can be approximated as
with g < 0.0936I for l from 440 to 550 nm. The value 0.0936 varies slightly with wavelength and light-field geometry. 14 Through single and quasi-single-scattering theory, 15, 16 Lee et al. [17] [18] [19] found that measured deepwater R rs can be well modeled as
where G < 0. Now, let us assume that Ť rs 5 T rs 1the measured values2; then the ultimate question is how to retrieve useful in-water information from T rs . For T rs spectra from deep waters at N wavelengths 1l 1 , l 2 , . . . , l N 2, ignoring gelbstoff fluorescence and water Raman scattering, 18, 19, 21, 22 there are N equations:
where 0.17 derives from 0.32I 5 0.32 10.98@1342 2 < 0.17. In the N equations, S rs 1l2 can be tightly modeled with three parameters if there are no sky radiance measurements. If there are sky radiance measurements, the number of parameters can be reduced to 2. To simplify the case, let us assume that S rs can be replaced by the measured values S rs ; then the number of unknowns for the N equations is N 1 6, i.e., N for a ph 1l2, 2 for a dg 1l2 3a dg 14402 and S dg 4, 2 for particle scattering 1X and Y 2, and 2 for r and D. If only T rs is available, there will be no certain solution for the above equations unless we dramatically reduce the unknowns regarding a ph 1l2.
Simulation of a ph AlB
Bidigare et al. 23 pointed out that a ph can be reconstructed if the concentrations and the specific absorption coefficients for each pigment are known, but these cannot be known based only on remotely sensed data. Hoepffner and Sathyendranath 24 suggested that a ph can be modeled by a sum of 11 Gaussian bands. The center wavelengths and halfbandwidths of these 11 bands would vary from phytoplankton species to species. Even if the center wavelengths and half-bandwidths can be determined, we still need 11 parameters to simulate a ph 1l2, which would be too many for the available channels on some satellite sensors, such as the Coastal Zone Color Scanner and the Sea-Viewing Wide Field-ofView Sensor.
Methods that use the specific absorption coefficient spectrum 25 or the averaged absorption coefficient curves 26 for subsurface irradiance reflectance have also been suggested. With these approaches, only one unknown 1the pigment concentration or a scale factor2 is needed to model a ph 1l2. Thus, if N is $7, theoretically the series of N equations could be solved and the unknowns related to the absorption, and scattering could be derived. However, these methods require prior knowledge of the a ph curvature for every region 26 and its variation with season. Also, because of the package effect and changing light environments, it is well known that the a ph curves vary widely from sample to sample. [23] [24] [25] [26] [27] No single shape for a ph can be used for any water environments at any time. So for the inverse problem in remote sensing, which is to derive in-water information from remotely sensed data alone, simpler expressions with adequate accuracy for a ph 1l2 would be very useful. Section 3 introduces a simple method to simulate a ph 1l2 that takes the change of a ph 1l2 shape into consideration.
Analysis of a ph data collected from the Gulf of Mexico in April 1993 128 samples2, which covered a chlorophyll concentration range from 0.1 to 40 mg@m 3 , led to a suggested expression for a ph 1l2 by Lee. 19 This expression is a combination of three simple functions involving six parameters. Among the six parameters, two parameters vary only slightly for different waters, and only two parameters have strong effects on the entire a ph 1l2 curve. For the wavelength range of 400 nm # l # 700 nm, this simple mathematical simulation for a ph 1l2 is a ph 1l2 5 a ph1 exp 3 2F 1 ln , 656 # l # 700.
112c2 Figure 1 shows examples of measured versus simulated a ph 1l2 curves, which are normalized at 440 nm. For the 28 samples used in the a ph 1l2 simulation study, the average difference is 11% if the samples are compared wavelength by wavelength. 19 However, the difference drops to approximately 2% when we compare the integrated a ph 1l2 values from 400 to 700 nm. In Eqs. 1122, there are six parameters: a ph1 , F, l 1 , a ph2 , l 2 , and s. Parameter F describes the width of the a ph curve from 400 to 570 nm, 1100 1 l 1 2 is the wavelength of the blue peak, l 2 is the wavelength of the red peak, and 2.355s determines the halfbandwidth around the red peak. For the samples in the report, 19 F varied from 1.6 to 4.2; l 1 varied from 338 to 342 nm, with 80% of the values being equal to 340 nm; l 2 varied from 672 to 675 nm, with most values at 674 nm; and 2.355s ranged from 21 to 34 nm. a ph1 varied from 0.01 to 0.83 m 21 , and a ph2 @a ph1 varied from 0.21 to 0.85. Among the six parameters, l 1 and l 2 did not vary significantly, and a ph2 and s only affect a small range of the a ph curves, where the total absorption coefficients are dominated by the absorption of water molecules. Thus, only two parameters, a ph1 and F, are very important to the a ph curve at wavelengths where significant light is absorbed by phytoplankton.
F, s, and a ph2 @a ph1 are indicators of the package effect. The greater the package effect, the smaller the parameter F, the bigger the bandwidth 2.355s, and the larger the ratio a ph2 @a ph1 . This means that for in vitro phytoplankton pigment absorption coefficients 1i.e., no package effect2, the fatness factor F will be close to 4.2, a ph2 @a ph1 is around 0.2, and the half-bandwidth 12.355s2 around the red peak will be close to 21 nm 1a value similar to that reported by Hoepffner and Sathyendranath 24 2.
The a ph simulation parameters can be related to a ph1 after nonlinear regression analysis. 19 normalized rms error 5.6%. So, whenever we have a value for a ph1 , we can have a simulated a ph 1l2 spectrum based on the relation above. However, for different a ph1 values, the shapes of the a ph 1l2 spectra will also be different, as the package effect is taken into account, at least to the first order.
Absorption-Coefficient Retrieval from T rs
From the above a ph simulations, if we fix l 1 and l 2 at 340 nm and 674 nm, respectively, and use the relation for a ph2 @a ph1 , F, and s versus a ph1 , the number of total unknowns for the N equations is reduced to seven: a ph1 , a dg 14402, S dg , X, Y, r, and D. Now it is possible to derive the seven unknowns if N $ 7.
In our hyperspectral field measurements, there are approximately 200 spectral channels for each T rs and S rs measurement, or approximately 200 equations. To minimize random error in the measurements 1e.g., CCD readout noise2, we used all the available channels.
We have used a 
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AVG l1 l2 is the average value in the wavelength range l 1 to l 2 . The cutoff between 660 and 750 nm is due to the fact that no term is included in the model to express the solar-stimulated chlorophyll fluorescence present in the measured data. The 750-to-830-nm band is important for turbid water environments. 
By minimizing
For the exponent Y, there are no direct measurements available. Part of Y is h 3see Eq. 1624, which changes with the particle suite and size. Generally, it is assumed that h , 29 Because of the similar curvature shapes of the b b and a dg spectra, however, the range for Y cannot simply be set as 0 # Y # 3. When the absorption is dominated by a dg 1very common for coastal waters2, the compensation between the a dg and b b parameters becomes strong, and small amounts of noise or error can affect wide swings in the parameterization. Therefore a narrow range for Y for each station must be specified. From previous model results, 18 This keeps Y within 10% of the regression value for a station but still allows it to vary within 0 # Y # 3 in general.
To provide the first iteration value, the water remote-sensing reflectance 1R rs 2 is set by Eq. 122:
with D derived by forcing R rs 17502 5 0 because of the large water absorption at 750 nm. The Fresnel reflectance r is initially set to 0.018 in approximation 1142 when a vertical polarizer is used for a nadirviewing angle of # 30°. It is adjusted to 0.03 as an initial value when there is no vertical polarizer in front of the sensor. S dg , which depends on the relative abundance between detritus and gelbstoff, varies from sample to sample. 13 By considering a detritus-to-gelbstoff absorption ratio at 440 nm of less than 1.0, we set the range for S dg as 0.012 # S dg # 0.016, as the spectral slope for a g is usually found within 0.011 to 0.019 nm 21 for various ocean waters, 30, 31 with an average 32 of approximately 0.014 nm 21 .
The ranges for a ph1 , a dg 14402, X, and r are much broader: a ph1 , a dg 14402, X, r . 0.
With the above constraints, by minimizing apd, we derive the seven unknowns for measured T rs curves from the waters of Monterey Bay and the Gulf of Mexico.
Derivation of the Total Absorption Coefficient from In-Water Measurements
Based on Monte Carlo simulations, Gordon 33 and Kirk 34 established that
where K d,av is the average downwelling diffuse attenuation coefficient in the euphotic zone. µ d 102 is the subsurface downwelling average cosine and is approximately cos1 j2 for clear-sky days, 33, 34 with j as the subsurface solar-zenith angle. f is a factor to account for the possible changes of the average cosine with increasing depth. In general f is less than 1.0, and through Monte Carlo simulations, Gordon 33 found that f is approximately 0.93. Kirk 34 found that f is a complicated function of µ d 102 and the optical properties of the water. As I < 0.535 1t < 0.98, n < 1.342, R rs < 0.05b b @a from approximation 182. Thus, at least to first order, R rs is the first-iteration value derived with approximation 1142. This process may not provide the correct R rs , however. Because the largest R rs 1l2 value is about 0.005 sr 21 , a 100% error in R rs at this scale will only cause a 10% error in a from approximation 1162. So, as a simple procedure, the R rs value derived with approximation 1142 is accurate enough for the application of approximation 1162.
For clear-sky days and no wave and ship influences, µ d 102 < cos1 j2. 33 However, for field measurements, clear-sky days are not always available, and there is some influence due to the ship presence. 35 Thus it is not easy to get the correct µ d 102 for the variable field situations. In this case, to calculate a with approximation 1162, we derived an effective µ d 35 fµ d 1024 for each station by forcing the K d,av -derived a1l2 to approximate a w 1l2 1 a p 1l2 for l in the range of 600-660 nm. In this way, errors because of seasurface roughness and ship presence could be reduced, and µ d could be estimated for cloudy days when j was uncertain. Comparisons were made with results obtained when f 5 0.93 and µ d 102 5 cos1 j2 were used. , U a , w24 was directly measured, with U a # 30°from nadir and w approximately 90°from the solar plane. Also directly measured was the downwelling sky radiance 1 L sky 2 in the same plane as L u 10 1 2 but from a direction #30°from zenith. Downwelling irradiance was derived by measurement of the radiance 1L G 2 reflected from a standard diffuse reflector 1Spectralon2. Then downwelling irradiance is determined by
Field Measurements
where R G is the reflectance of the diffuse reflector 1,10%2.
B. E d 1z2
Using a Biospherical Instruments Multichannel Environmental Radar 1Model 1048A2, 36 we measured the vertical profiles of the downwelling irradiance 3E d 1z24 of the same sites as above.
Results and Discussion
For the above measurements, we derived a ph1 , a dg 14402, X, and Y, as well as the total absorption coefficients a14402, a14882, and a15502, from T rs by minimizing apd for each station. Also, K d,av at 440, 488, and 550 nm and µ d were derived for the same stations. The major results are summarized in Table 2 . Figure 2 shows examples of K d,av -derived a according to a w 1 a p , and Figs. 3 and 4 show measured T rs and S rs . In the following, the K d,avderived a is considered as measured, and the T rs -derived a is considered as calculated. Figure 5 compares the absorption coefficients derived from T rs and K d 1by derived µ d 2 at 440 nm. Figure 51a2 shows the values at each station, and Fig.  51b2 shows the values plotted against each other in a log-log format. Figures 6 and 7 compare the absorption coefficients derived from T rs and K d 1by derived µ d 2 at 488 nm and 550 nm, respectively. Figure 8 shows examples of the derived and the simulated R rs 1l2 curves, and Fig. 9 shows examples of the measured and the derived a ph 1l2 curves. The derived R rs 1l2 were from Eq. 122, with values for r and D from the minimizing process, and the simulated R rs 1l2 were from approximation 192, with the derived a ph , a dg , X, and Y values. It can be seen that the R rs 1l2 curves fit each other very well 1with a 4% average apd for the 45 stations2. The derived a ph 1l2 also fit the measured a ph 1l2 curves well. We define the difference 1error2 between the values of the measured and the calculated curves, e, as
1202
With a given e, on average the measured value will fall in the range cal 1 1 e # mea # 11 1 e2cal. 1212
This method of error calculating emphasizes that equally large errors occur for underestimation and for overestimation. For example, errors are the same for cal@mea 5 1@3 and for cal@mea 5 3.0. However, traditional rms error is approximately 67% for cal@mea 5 1@3 and 200% for cal@mea 5 3.0. From Eq. 1202, the difference for a14402 is 13.0% for a14402 ranging from 0.02 to 2.0 m 21 1Chl ranged from 0.07 to 50 mg@m 3 ; see Table 22 . Also, from Fig. 5 , it can be seen that T rs -derived a14402 is very consistent with the K d -derived a14402. By linear regression analysis, we find that r 2 is 0.96 1n 5 452 between the two sets of results. Figures 6 and 7 compare a14882 and a15502 for the two methods. The correlation coefficient 1r 2 2 for a14882 is 0.97 between the two sets of results, with a 14.5% error, and r 2 for a15502 is 0.96 with 13.6% error. These results suggested that the method to retrieve a1l2 from T rs 1l2 works very well for this wide dynamic range of water types.
The 13.0% error for a14402 can be caused by any of the following possible factors: 112 there may be errors in the L u , L sky , E d 10 1 2, and E d 1z2 measurements, which will be transferred to T rs , S rs , and K d,av ; 122 the model is developed for homogeneous water, whereas natural water is frequently patchy and somewhat stratified; 132 the a ph simulation is not perfect; 142 there are inconsistencies between the T rs and E d 1z2 measurements as a result of patchiness; and 152 µ d may be a function of wavelength. 33, 34 With the consideration of these possible sources of error, a 13.0% error appears to be quite small, and it can be claimed that the method suggested can not only qualitatively but also quite accurately derive the in-water absorption coefficient for waters from coastal to open ocean.
It must be pointed out that the accuracy in deriving the individual components of the absorption coefficient is likely to be less than the accuracy in deriving the total absorption coefficient. A remote sensor gives one a measure of the total absorption, and the sensitivity of the sensor to an individual component of the absorption depends on the relative contribution of the individual component to the total and the uniqueness of its spectral shape relative to the other components in the total. If the contribution is small, the remote sensor may not be able to distinguish its change. However, if the contribution is large, the remote sensor may easily be able to observe the change. For the comparable data we have, the error is 37.9% when we compare derived and measured a ph 14402 values for the CO 1June 1993, Gulf of Mexico2 cruise. It must also be pointed out that the derived a ph 14402 is an optical average of the upper water column, whereas measured a ph 14402 typically was derived from a sample collected at one depth. Also, the errors associated with the a ph measurement were not determined. The cos1 j2 was calculated for each station assuming no influence from cloud, wave, and ship. When cos1 j2 was used to replace µ d 102 in deriving a from K d,av , the error jumped to 25.9% for the same a14402 range, with r 2 5 0.93. This suggests that the method used to derive µ d is applicable and provides practical improvement over simply using cos1 j2.
It 
Conclusions
The simulation of a ph 1l2 works very well in the retrieval of the in-water absorption coefficients based exclusively on remotely measured data, at least for the data set reported here. Also, the ranges for the model parameters are consistent with ranges reported in the literature. T rs -derived total absorption coefficients are very consistent with the K d -derived values, with only a 13.0% error for waters in which a14402 ranged from 0.02 to 2.0 m 21 1Chl ranged from 0.07 to 50 mg@m 3 
2.
Moreover, coupled in-water and remote-sensing measurements for a wide range of waters are needed in order to test and improve the suggested method, especially for the determination of the ranges of Y and S dg , the retrieval of a1l2 from K d 1l2, and the simulation of a ph 1l2 when there are significant changes of phytoplankton species. 
