ABSTRACT We present the design and simulation of a frequency-diverse aperture for imaging of humansize targets at microwave wavelengths. Predominantly relying on a frequency sweep to produce diverse radiation patterns, the frequency-diverse aperture provides a path to all-electronic operation, sampling a scene without the requirement for mechanical scanning or expensive active components. Similar to other computational imaging schemes, the frequency diverse aperture removes many hardware constraints by placing an increased burden on processing and analysis. While proof-of-concept simulations of scaled-down versions of the frequency-diverse imager and simple targets can be performed with relative ease, the end-toend modeling of a full-size aperture capable of fully resolving human-size targets presents many challenges, particularly if parametric studies need to be performed during a design or optimization phase. Here, we show that an in-house developed simulation code can be adapted and parallelized for the rapid design and optimization of a full-size, frequency-diverse aperture. Using files of human models in stereolithography format, the software can model the entire imaging scenario in seconds, including mode generation and propagation, scattering from the human model, and measured backscatter. We illustrate the performance of several frequency-diverse aperture designs using images of human-scale targets reconstructed with various algorithms and compare with a conventional synthetic aperture radar approach. We demonstrate the potential of one aperture for threat object detection in security-screening applications.
I. INTRODUCTION
The use of microwaves and millimeter-waves for imaging has been the subject of considerable research, driven by the significant advantages associated with these schemes. In particular, radiation in the radio frequency (RF) bands is non-ionizing and thus ideally suited for a variety of imaging applications, including security-screening [1] - [5] , throughwall imaging [6] , [7] , and biomedical imaging [8] , [9] .
To date, the two most widely studied imaging systems leveraging the RF bands are variants of synthetic aperture radar (SAR) and phased arrays. In the case of conventional SAR, a scene is sampled by measurements acquired from a transceiver that is physically moved over an area that forms a synthetic aperture [10] - [16] . Phased arrays and electronically scanned antenna systems, by contrast, populate an aperture with a dense array of antennas, each fed by a module containing a phase shifter and other active components; by controlling the amplitude and phase of the wavefront at every point on the aperture, these systems can perform imaging by synthesizing arbitrarily directed beams with electronic control [17] - [20] . Although good image fidelity has been achieved using SAR or phased array systems, the performance or accessibility of these systems can be limited in many contexts due to such factors as imaging speed or system complexity/cost.
To circumvent some of the limitations associated with traditional hardware and imaging modalities, modern imaging systems increasingly rely on computational imaging approaches that generalize the underlying concept of measurement to enable unusual and more flexible apertures. Systems that leverage computational imaging significantly reduce constraints on the RF system hardware, shifting more of the burden onto reconstruction algorithms and processing [21] - [29] . One such computational imaging platform, based FIGURE 1. Imaging a human-scale target using the frequency-diversity scheme. The inset to the left depicts a simplified version of the parallel-plate cELC metasurface antenna. To the right, each unique field pattern is projected onto the target.
on a frequency-diverse antenna, has been shown to be a viable alternative to address some of the challenges associated with conventional systems [30] - [40] . The frequency-diverse antenna produces a set of radiation patterns as a function of the driving frequency, each of which has a complex and distinct spatial pattern throughout the scene volume. As the frequency is swept, a set of transmit antennas illuminate the scene, with a set of receive antennas collecting the reflected signal from the scene. The scene information is thus collected into measurements taken at a set of frequency points within the operating frequency band. Using computational imaging techniques, the set of measurements can be used to reconstruct an estimate of the scene. In Fig. 1 we depict imaging of a human-scale target with a frequency diverse aperture. As shown in Fig. 1 , the synthesized composite aperture consists of an array of frequency-diverse antennas, producing complex radiation patterns illuminating the target. The antenna radiated fields exhibit strong variation as a function of frequency and are used to encode the scene information.
A number of proof-of-concept frequency-diverse imaging demonstrations at microwave frequencies have been recently presented, based on a metasurface antenna architecture [31] - [40] . The particular metasurface antenna used in [32] - [36] consisted of a parallel-plate waveguide structure with an array of subwavelength, complementary electric (cELC) metamaterial elements (or irises) etched into the upper conductor. The cELC elements act as resonant irises, with resonance frequencies governed by their particular geometry. The cELCs populated the entire upper conductor of the waveguide, laid out in a dense grid, each with a resonance frequency chosen randomly from within the operating frequency band. As the frequency is swept, only those cELCs whose resonance frequency corresponds to the driving frequency couple to the waveguide mode and radiate into the scene space; off-resonance cELCs radiate poorly, mostly resembling a conducting patch. Since at a given frequency only a random subset of the cELCs radiate, the corresponding radiation pattern is very irregular, with a relatively random set of lobes and nulls that vary as a function of frequency.
Given that the novelty and advantage of a frequency diverse imaging system are tied to the unconventional aperture, aperture design becomes the dominant task in the system development. A modeling platform must therefore be able to capture the essential features of the aperture architecture, allowing for performance optimization over certain key parameters. As with any aperture, diffraction and frequency bandwidth limit the amount of information that can be retrieved from a scene, which in turn implies a minimum number of independent measurements that must be obtained from a finitesize aperture to achieve diffraction-limited resolution. For the frequency-diverse metasurface antennas considered here, maximizing the number of measurement modes translates to optimizing the quality (Q-) factor of the antennas as well as maximizing coverage over spatial frequencies (k-space). These two parameters thus play an important role in the analyses and tradeoff studies presented here. The quality (Q-) factor for a metasurface antenna is determined both by the resistive and dielectric losses associated with the waveguide feed, as well as the radiative losses associated with the irises. The Q-factor of the antenna governs the number of distinct radiated fields (or the measurement modes) produced by the antenna over a given frequency bandwidth. It is thus desirable to maximize the Q-factor, minimizing the overlap between the frequency-indexed field patterns sampling the scene.
While a large Q-factor implies a potentially large number of modes, it does not guarantee that these modes will be orthogonal. A means of improving the independence of the measurement modes is to vary both the number and arrangement of irises over the antenna such that coverage in the spatial Fourier domain (k-space) is maximized. A detailed analysis shows that the k-space coverage between any two radiated field patterns can be related to the convolution of their patterns in the k-space; thus, part of an optimization process consists of analyzing the antenna parameters to maximize the k-space coverage [30] , [31] . While the cELC-based metasurface antenna used in [32] - [36] proved the concept of frequency-diverse imaging, the low Q-factor and poor k-space coverage associated with this initial design limited the number of distinct radiative modes available from a frequency sweep. As an alternative approach, cavity-backed metasurface antennas were subsequently developed, in which a set of simple, non-resonant irises were used in place of the cELCs [31] , [37] - [40] . The cavity-backed antennas replace the parallel plate waveguide feed with a closed cavity, achieved by terminating the open edges of the parallelplate waveguide with conducting walls. With the larger field diversity achieved inside the cavity, and the higher radiative Q-factor due to the non-resonant irises, the cavity-backed antenna considerably improves both the measurement mode number and the mode diversity.
In prior work, we have introduced a simulation platform developed in the Matlab environment, which we refer to here as the Virtualizer [34] , to investigate the performance of frequency-diverse apertures. This software platform is capable of simulating the details of the feed structure and radiative VOLUME 4, 2016 properties of the antenna, as well as reflection from arbitrary reflectivity profiles that constitute a scene. In addition, the software can simulate the receive signal backscattered from the scene, and subsequently apply various reconstruction algorithms on the set of measurements to quantify expected imaging performance. Results obtained using the Virtualizer have been shown to be in good agreement with physical implementations, for smaller overall systems [38] .
In terms of overall system design, the antenna design represents only the first step. It is often the case that the large aperture is formed by either introducing multiple feed points into a large aperture, or by tiling the overall aperture area with a collection of antennas. Thus, not only must the antenna parameters be determined-such as the Q-factor or k-space coverage-but system aspects must also be optimized, including the number of antennas; the size of the overall aperture; the placement of the antennas within the overall aperture (system layout); and ratio between the number of transmit and receive antennas. This level of design becomes a challenging task for large apertures designed for imaging human-size targets. Even with simulated and characterized antennas, investigating and optimizing the overall aperture experimentally is not feasible. Therefore, a fully functional simulation platform must be able to simulate not only the underlying frequency-diverse antennas, but also collections of antennas assembled into large overall apertures and large scenes. The simulation component is of particular importance in computational imaging schemes that rely on an accurately known forward model for both system calibration [40] and image reconstruction. Full-scale simulations must therefore be performed efficiently and quickly.
In this paper, we demonstrate the design and optimization of a full-scale frequency-diverse computational imaging system capable of resolving human-size objects. The Virtualizer software is applied to investigate the performance of apertures operating in the K-band frequency regime (17.5-26.5 GHz). In contrast to previous studies, the computational resources required for this effort are considerable, requiring parallelization of the code on graphics processing units (GPUs). Our goal here is to illustrate the level of design possible for large apertures, and demonstrate some of the basic properties of the frequency-diverse architecture with respect to humansize target imaging. This paper is organized as follows: In Section II we summarize the basic aspects of computational imaging and explain the concept of frequency-diverse imaging and image reconstruction. In Section III, we study the fundamental system aspects to synthesize a full-size frequency diverse aperture using the Virtualizer. Section IV demonstrates the implementation of the synthesized aperture for threat-object imaging in security-screening applications. Finally, Section V provides concluding remarks.
II. FREQUENCY-DIVERSE IMAGING AND IMAGE RECONSTRUCTION
The frequency-diverse imaging scheme involves encoding the scene information onto a set of measurements indexed by frequency, using pairs of antennas that produce frequencydependent, complex radiation patterns. The radiated fields scatter from the reflectivity distribution in the scene; multiple scattering is ignored (first Born approximation) and the reflectivity at every point is assumed to be real and isotropic. Within the first Born approximation, the set of measurements are related to the scene reflectivity values by a forward model of the form:
In (1), g is the signal collected from the scene over the operating frequency band and n represents a noise term. E
Tx i
denotes the fields radiated by the i th transmit antenna while E Rx j denotes the fields radiated by the j th receive antenna, both of which are propagated to the scene (at position r and frequency f ) using the dyadic Green's functions [33] , [34] . Applying (1) to a discrete number of voxels in the scene results in a matrix equation, with the combination of the fields from the transmit and receive antennas at those discrete locations forming the measurement matrix, given as H ∝ E Tx E Rx . Therefore, it is evident that the measurement matrix, H, within the imaging integral in (1) includes the radiation pattern information of the antennas. If the measurement matrix is known, then (1) can be used to reconstruct an estimate of the scene reflectivity (or contrast) vector, f, which poses an inverse problem. Given that we use M measurement modes to reconstruct a scene consisting of N three-dimensional (3D) voxels, (1) can be expressed as follows:
Reconstructing the scene in (2), f Nx1 , requires that the measurement matrix H be inverted. However, in general, M = N and therefore H does not possess an inverse. Instead, we can apply approximate reconstruction techniques, such as matched filter and least-squares [36] to obtain an estimate of the scene reflectivity, f est . The matched filter approach can be considered the most basic reconstruction algorithm, as it involves taking the Hermitian transpose (conjugatetranspose) of the measurement matrix H, with just a single matrix multiplication required to reconstruct an estimate of the scene, f est = H † g. Unlike the matched filter algorithm, the least-squares reconstruction is an iterative technique, taking the matched filter reconstruction as an initial estimate of the scene to converge to a better solution by means of a non-linear iterative process. The least-squares algorithm minimizes the objective function arg min g − Hf For an imaging problem on the scale of human-size targets, the scene size can be significant, requiring a very large number of discretization voxels, N . Examining (2), it can be seen that increasing N increases the size of H. An imaging problem producing a large H poses two major challenges. First, calculation and further processing of H can consume a significant amount of time; and second, the amount of memory required to store the elements of H can be prohibitively large. It is therefore desirable to minimize the size of H in (2) . One way of achieving this reduction is to reduce the number of discretization voxels, N , by using a constraint on the reconstruction volume. For example, instead of reconstructing a full rectangular volume enclosing a humansize target, the reconstruction volume boundaries can be reduced to a constrained and conformal region determined by the surface of the target. In an actual implementation of a computational imaging system, a structured light illuminator can be used to locate the target and determine the region of space to voxelize. Commercial sensors that operate at infrared wavelengths, such as the Microsoft Kinect sensor, can potentially be used for this purpose. We refer here to the reduced reconstruction volume as the region of interest (ROI). We mimic the effect of a structured light sensor within the Virtualizer code by applying a padding to the surface of a human-size target, as illustrated in Fig. 2 . 2 illustrates a typical reduction of the target ROI for reconstruction of the RF image, assuming the surface of the target can be determined using an IR or optical sensor. Without applying the constraint, the ROI is defined by the rectangular volume enclosing the human-size object (A in Fig. 2 ). Once the surface constraint is applied, the ROI is reduced to a volume determined by the surface of the object with a padding factor (B in Fig. 2 ). It should be noted that, in the context of security imaging, the padding factor should be selected large enough to ensure that any threat objects placed on the human body remain inside the defined constrained region.
Although the use of surface constraints significantly reduces N , for the imaging problem discussed in this work, calculating the measurement matrix H is still a challenging task. As will be explained in the next section in detail, discretizing the constrained scene at the resolution limit of the synthesized full-size aperture considered in this work results in N = 122, 082 voxels. If we assume that the system supports M ≈ 200, 000 measurement modes, the total amount of memory required for H (when calculated using single precision) is larger than 90 GB. This memory problem is often circumscribed by finding a translationinvariant form or approximation to (1), at which point both simulation and inversion can be carried out via fast Fourier Transforms (FFTs). However, this is not always possible for the general class of multi-offset apertures operating in the radiative near-field. Instead, we employ the partitioning scheme introduced in [41] , which does not rely on translation invariance, but instead uses a multi-scale approach similar to the multilevel fast multi-pole method [42] . In essence, the method consists of three steps. First, the scene is divided into subdomains, and both transmitter and receiver fields are propagated to each subdomain. Second, the fields are divided by a spherical wave phase approximation such that the remainder can be assumed slowly varying within each subdomain. Third, the remainders are interpolated onto the fine grid, and the phase term is then restored. More details can be found in [41] , but for the purpose of this paper, utilizing only two levels, it was shown that this method can approach O(N (3/2) ), compared to O(N 2 ) for the brute force method and O(N log(N )) for FFT-based methods. This gain in speed was sufficient for the human-size modelling shown, while retaining the needed generality to investigate the unusual class of aperture presented. Moreover, it should also be noted that given the storage and processing requirements for the imaging problem discussed in this work, the use of the partitioning approach was important in that it made the calculations computationally feasible due to the reduced memory requirements.
III. MULTI-STATIC FREQUENCY-DIVERSE SYSTEM MODELING FOR IMAGING OF FULL-SIZE HUMAN TARGETS
The tradeoff between the Q-factor and radiation efficiency sets a general limit on the number of modes available from a single frequency-diverse antenna. Additional measurement modes can be obtained by increasing the number of antennas within the composite aperture, leading to a multi-static aperture defined by a number of frequency-diverse antennas. A feasible imaging system thus consists of an array of transmit and receive antennas with a single source that can be sequentially switched to the various transmit antennas. Multistatic operation has the advantage of increasing angular diversity, as the scene can be viewed from multiple angles for different transmit and receive antenna pairs [43] . The efficacy of any particular aperture configuration can be understood within the context of k-space. Because it is desirable to obtain the most information from the fewest measurements possible, the measurement modes should generally minimize the degree of redundancy between any two measurement modes. One means of reducing the number of measurements is to ensure that the measurement modes cover as many spatial frequencies (Fourier space) as possible (k-space support), with minimal overlap. As will be shown later, the coverage in k-space associated with a transmit and receive antenna pair can be determined by the convolution of the fields radiated by the antennas in k-space [30] . Achieving angular and VOLUME 4, 2016 frequency-diverse operation is important in that it enables different subsets of the k-space to be sampled, extending the k-space support. It also ensures that for any given transmit and receive antenna pair, the sampling redundancy in k-space is minimized, increasing the information content collected from the scene as a function of frequency.
Within the context of frequency-diverse imaging, using multiple transmit and receive antennas also increases the total number of measurement modes, M . The total number of measurement modes supported by a frequency-diverse, multistatic imaging system is equal to the number of transmit antennas × number of receive antennas × number of frequency points. Comparing M to N , it is evident that there are three possible conditions for a computational imaging system: over-sampled (M > N ); equally-sampled (M = N ); and under-sampled (M < N ). This observation holds under the condition that the measurement modes are perfectly orthogonal (no correlation between the modes exists) and the scene is discretized at the diffraction limit. However, in reality, the modes exhibit correlation to a certain degree (albeit minimized); therefore, increasing M to reconstruct a scene consisting of N voxels might be desired; however, one needs to consider the size of H as a limiting factor. As given in (2), increasing M also increases the size of H, and thus the size of the data set that must be processed and stored.
To place the frequency-diverse imaging system into context, we first investigate what might be considered a best-case scenario in terms of the orthogonality of the measurement modes. SAR consists of a set of measurements that are essentially orthogonal in k-space and provide maximal coverage of k-space for a given aperture. This orthogonality implies that the information received from the scene at each spatial sampling point is nearly independent from the subsequent sampling points (minimized information redundancy). However, it should be emphasized that although excellent image fidelity can be obtained using the SAR technique, data acquisition time required for SAR can be significant if the antennas are mechanically scanned.
A conventional SAR system can be readily modeled within the Virtualizer framework. As shown in Fig. 3 , to achieve SAR imaging, we define a single, low-gain antenna and assume it is physically positioned at points along a raster scan over a 2 m × 2 m synthesized aperture. The scene consists of a full-size human model, imported as a file in stereolithography (STL) format, and positioned at a distance of d = 1.2 m from the aperture. After importing the STL file, a collection of 3D voxels is built encompassing the region of the model, with each voxel assigned a reflectivity of = 0.8 to approximate the reflectivity of human skin at microwave frequencies [43] ( = 0 denotes a voxel that is non-reflective while = 1 is fully-reflective). An additional padding region, conformal to the model, is also voxelized to ensure all features are captured in the reconstruction. Since voxels within the volume of the model would not be accessible in an actual experiment, interior voxels are ultimately removed from the reconstruction region. The bandwidth for the simulated SAR system is taken from 17.5 GHz to 26.5 GHz (K-band), with the scene sampled at the midband Nyquist limit. The matched filter algorithm is applied for image reconstruction. The simulations presented here were performed using a computer with an Intel Core i7 CPU, 128 GB RAM and NVidia Titan X GPU. The imaging parameters for the SAR scenario are provided in Table 1 . The initial step of the simulation procedure, assuming the properties of the sub-aperture antennas have been computed, is to discretize the region of interest (ROI) into a set of voxels of dimensions consistent with the resolution limit of the synthesized aperture. Using the SAR resolution equations [3] , [36] , the range and cross-range resolution limits corresponding to the specific aperture can be calculated as 1.6 cm and 6.5 mm, respectively. Thus, the constrained ROI is discretized into cubic voxels of size 1.5 cm (range) and 5 mm (cross-range), resulting in N = 122, 082 voxels. From Table 1 , it can be seen that the unconstrained volume consists of N = 872, 336 voxels, suggesting that constraining the ROI reduces the number of voxels (and therefore the size of the measurement matrix H) by a factor of 86%. The padding factor for the constrained ROI is chosen to be 5 cm.
Although the simulated SAR scheme in Fig. 3(a) is monostatic, as will be shown later, the Virtualizer can easily be extended to simulate multistatic configurations. As can be seen in Fig. 3(b) , the SAR image reveals a clear outline of the imaged human model. The simulation time for the considered SAR scenario was calculated to be ≈4 hours. This long computation time is required to simulate raster scanning of the probe antenna at each sampling point on the aperture plane. For each sampling, the fields from the probe antenna are propagated to the scene, a process repeated by the total number of spatial sampling points, 334 × 334 as given in Table 1 . The field propagation at each sampling point was run on the GPU. Due to the parallelized multicore architecture, calculation of the fields using the GPU can be performed in a fast manner. However, for the demonstrated SAR scenario, we are limited by the time required to access the GPU memory at each sampling point. We note that the simulation time for the demonstrated SAR scenario can be optimized by using Fourier-based methods relying on FFT algorithms [3] , [44] , which can readily be implemented in the Virtualizer. The purpose of the SAR imaging scenario simulated here is to provide a comparison for the image reconstruction quality, not to compare reconstruction times.
As described above, there are many paths to the design of a frequency-diverse, metasurface antenna. We first present an analysis of the imaging properties of a metasurface antenna formed using resonant, cELC elements, similar to antennas previously demonstrated in smaller scale studies [32] - [36] . The parallel-plate waveguide metasurface antenna consists of a dielectric substrate with complementary electric (cELC) elements etched into the upper conductor. A depiction of the parallel-plate metasurface antenna structure is shown in Fig. 4 . Each cELC exhibits a Lorentzian resonance response for its effective magnetic polarizability, with the resonance frequency related to the specific geometry of the resonator. As shown in the detail portion of Fig. 4 , certain geometrical features within each cELC element (such as its length) are chosen randomly from a defined range of parameters, such that the resonance frequency of each cELC element has a random value that varies over the operational bandwidthin this case selected to be the K-band (17.5 -26.5 GHz). Only a subset of cELC elements will radiate at any given frequency, such that a frequency sweep will produce a set of frequency-dependent radiation patterns (or measurement modes) interrogating the scene.
For imaging of human-size objects, an important parameter to be decided is the dimension of the overall aperture that will be tiled by a number of antennas. For this analysis, we assume the same synthesized composite aperture dimensions that we used for the SAR analysis in Fig. 3 : 2 m × 2 m. Given that the size of the composite aperture is fixed, the number of the antennas that can be fit within the area covered by the aperture is limited by the size of the antennas. In this work, the dimensions of each of the metasurface antennas filling the aperture are chosen to be 10 cm × 10 cm [31] .
With the sizes of the composite aperture and the antennas filling the aperture selected, the effect of the Q-factor of the constituent aperture antennas must be evaluated. To isolate the impact of the antenna Q-factor on imaging performance, we first consider a small imaging system in the Virtualizer, consisting of eight transmit and eight receive frequencydiverse antennas of the type shown in Fig. 4 imaging a gun phantom. The imaging configuration is shown in Fig. 5 . In this simulation, we vary the Q-factor of the antennas and compare the reconstructed images of the gun phantom as a function of Q-factor. The system parameters for this simulation are given in Table 2 . For the reconstructed images shown in Fig. 6 , we make use of the matched filter reconstruction algorithm with the reconstruction time measured to be 0.03 seconds. The ROI (region B in Fig. 5 ) consists of the phantom, with an additional padding region that includes the space up to 5 cm from the surface of the phantom. The constrained ROI consists of N = 7, 919 voxels, reduced by a factor of 89.1% in comparison to the number of voxels within the full (nonconstrained) volume, N = 73, 017. As can be seen in Fig. 6 , the reconstructed image of the gun phantom improves as the Q-factor of the antennas is increased. The image reconstructed using antennas with Q = 10 in Fig. 6 (a) exhibits considerably high side-lobes. Increasing the Q-factor to Q = 100 in Fig. 6(b) , the actual outline of the gun phantom becomes evident with the side-lobes significantly reduced. Increasing the Q-factor to Q = 250 in Fig. 6(c) and Q = 500 in Fig. 6(d) , the side-lobes are further suppressed. All subsequent simulations are performed with antennas having a Q-factor of Q = 500. Although larger Q-factors correspond to an increased mode number, in reality, there is an inverse relationship between the Q-factor and the radiation efficiency of a frequency-diverse antenna [30] . Therefore, it might not be feasible to achieve an experimental Q-factor of Q = 500 in actual applications. Using the Virtualizer, we can model a frequency-diverse antenna with any desired Q-factor. In this work, we make the assumption that Q = 500 is an upperbound limit and physically realizable.
Any physically realizable system will have noise from various sources added to the signal. The signal to noise ratio (SNR) of an imaging system will be directly impacted by the radiation efficiency of the antennas sampling the scene; therefore, the optimization of the Q-factor represents a tradeoff between mode number and radiation efficiency. Based on systems presented in previous work [38] , the studies presented here assume a 20 dB SNR level introduced into the Virtualizer. The noise was added to the signal collected from the scene, g in (2), and exhibits a Gaussian distribution.
To achieve the full-size aperture needed for imaging of human-size targets, a number of the sub-aperture antennas must be used to fill the aperture area. While increasing the number of antennas increases the total number of measurement modes, M , increasing the number antennas also necessarily increases the dimension of the H-matrix, and the amount of data needed for processing. It is therefore necessary to find the optimum number of antennas, trading off image quality for processing speed. The actual optimum number will depend on many factors, including the desired resolution of the images and the available processing hardware. To illustrate the tradeoff, we fix the size of the composite aperture to 2 m × 2 m, and vary the number of the antennas, as shown in Fig. 7 . For each configuration, a human-size target is imaged. Similar to the SAR scenario considered in Fig. 3 , the padding factor for the constrained ROI is chosen to be 5 cm and the ROI is discretized into cubic voxels in accordance with the range and cross-range resolution limits of the synthesized composite aperture, resulting in N = 122, 082 voxels (constrained ROI). For the distribution pattern of the antennas within the overall aperture, we make use of a random grid as depicted in the system layout shown in Fig. 7 . The system parameters for the simulations are given in Table 3 . The total number of measurement modes for the configurations shown in Fig. 7 are given in Table 4 . It should be noted that for the configurations reported in Table 4 , the number of the transmit and receive antennas is equal. Investigating Table 4 , it can be seen that the upper-bound limit for the number of antennas filling the composite aperture was selected to be 96, modelling a system that is developed and under consideration and will be reported elsewhere [45] . For experimental imaging, a direction we are currently working on, one might consider cross-coupling between the antennas a challenge. However, the antenna cross-coupling can easily be removed as part of a background subtraction.
The reconstructed images of the human-size target are presented in Fig. 8 . For image reconstruction the matched filter technique was used.
From Fig. 8(a) , it is evident that the image reconstructed using the 12-antenna configuration (configuration A) does not provide useful information. This can be attributed to two factors. First, for this configuration the scene is heavily under-sampled, M < N , and M = 3, 600 measurements is not enough to capture the information content of the scene consisting of N = 122, 082 voxels to have a meaningful reconstruction. Second, using only 12 antennas results in a poor sampling of the k-space. We next increase the number of antennas within the synthesized aperture from 12 to 24 (configuration A+B), bringing the number of measurement modes to M = 14, 400. Although slightly improved, as shown in Fig. 8(b) , the reconstructed image using the 24-antenna configuration exhibits similar response to the 12-antenna configuration and the system is still heavily under-sampled. Increasing the number of the antennas to 48 (configuration A+B+C) results in the system producing M = 57, 600 measurement modes. As shown in Fig. 8(c) , the image of the human target reconstructed using the 48-antenna configuration exhibits far better quality. Finally, we increase the number of antennas from 48 to 96 (configuration A+B+C+D), bringing the number of measurement modes to M = 230, 040. Different from the previous configurations, the 96-antenna configuration is over-sampled, M > N . The image of the human-size target reconstructed using the 96-antenna configuration in Fig. 8(d) exhibits much higher fidelity, limited only by the specularity of the target; that is, certain reflections from the target are simply not captured with the available aperture.
The images presented in Fig. 8 were reconstructed using the matched filter algorithm. As mentioned earlier, matched filter reconstruction is a linear operation and does not involve an iterative process. Using iterative approaches, such as least-squares reconstruction, better image estimates can be obtained at the expense of increasing the image reconstruction time. In Fig. 9 , the least-squares images of the human shaped object reconstructed using the 48-antenna and 96-antenna configurations are demonstrated. For leastsquares reconstruction, Tikhonov regularization was used, improving the conditioning of the inverse problem by truncating the singular values below a certain threshold [46] - [48] . Comparing the reconstructed images in Figs. 8 and 9 , it is evident that the images reconstructed using the least-squares algorithm are of better quality.
The simulation process in the Virtualizer can be grouped into three stages; a) partitioning the scene and calculation of the fields, b) forward model, and c) image reconstruction. The calculation time for the first stage (scene partitioning and field calculation) is 1.06 minutes (12-antenna configuration), 1.59 minutes (24-antenna configuration), 3.27 minutes (48-antenna configuration), and 9.52 minutes (96-antenna configuration). Similar to the first stage, as the number of antennas is increased, the simulation time for the forward model (second stage) increases. Here, we particularly focus on two configurations, 48-antenna and 96-antenna, providing meaningful reconstructions of the human-size target as shown in Figs. 8 and 9 . The forward model stage requires 7.03 seconds for the 48-antenna configuration and 18.3 seconds for the 96-antenna configuration. Using the matched-filter algorithm, the image reconstruction (third stage) time was measured to be 2.44 seconds for the 48-antenna configuration and 4.14 seconds for the 96-antenna configuration. Using the least-squares algorithm, the reconstruction time was reported to be 22.6 seconds and 53.7 seconds, respectively. It should be noted here that for a selected ROI, the first stage (scene partitioning and field calculation) needs to be performed only once. Therefore, if a sufficiently large ROI is selected, this step can be pre-calculated, leaving only the forward model and image reconstruction to be performed when the scene is changed.
Another important factor for designing a frequency-diverse imaging system is the ratio between the number of the transmit and receive antennas. For the aperture configurations studied above, the number of the transmit and receive antennas was selected to be equal; for example, the 96-antenna configuration consists of 48 transmit and 48 receive antennas. However, for practical applications, this assumption does not necessarily hold. For most practical applications, this choice depends on the number of the transmit and receive channels supported by the signal source of the system. We can investigate the impact of changing the transmit/receive antenna ratio on the image quality. For this study, we consider the composite aperture consisting of 96 antennas in total and vary the transmit/receive antenna ratio as given in Table 5 . As can be seen in Table 5 , in comparison to configurations I and II, the number of measurement modes supported by configuration III is higher. The reconstructed images of the human-size target obtained using the configurations given in Table 5 are shown in Fig. 10 . Due to the shorter amount of time required for image reconstruction, the matched filter technique was used for this analysis.
Investigating Fig. 10 , it can be seen that the images reconstructed using configurations I and II are noisier in comparison to the image of the human-size target reconstructed using configuration III. This is expected since, as shown in Table 5 , configuration III exhibits more measurement modes, M = 230, 400 in comparison to configurations I and II, providing only M = 100, 800 measurement modes.
For the studies shown up to this point, we have used parallel-plate waveguide cELC metasurface antennas. To demonstrate the versatility of the Virtualizer software, we replace the waveguide metasurface antenna by a Mills-Cross metasurface antenna, previously proposed in [31] . The modeling of the parallel-plate metasurface waveguide antenna in the Virtualizer is realized by approximating the aperture as a collection of radiating magnetic dipoles [33] , [34] . This analytical approximation provides the basis for an extremely good assessment of the behavior of an imaging system, but does not enable direct prediction of the fields or measurement modes associated with an actual device. In particular, coupling between the radiating elements can shift the resonances of the elements, or even modify the driving waveguide mode, such that exact analytical predictions are not possible. However, the Virtualizer software can nevertheless be used to create accurate predictions of imaging performance by importing the fields measured near the aperture plane of an antenna by means of a near-field scan. These fields can be back-propagated to the aperture surface, and converted into a set of equivalent dipoles; once this step is done, all other aspects of the simulation can be applied without further modification. To demonstrate the technique, we fabricated two Mills-Cross cavity antennas, transmit and receive, with the radiating irises etched onto the front surface of the antennas forming a Mills-Cross pattern as shown in Fig. 11 . Note that the irregular cavity walls, formed by a via fence in the actual samples, create a generally irregular field distribution for the driving waveguide modes. Because of the diversity in the waveguide mode, only simple irises are needed to form the metasurface. The number of irises is also reduced to maximize the Q-factor. The Mills-Cross panels exhibit a Q-factor of Q = 330.
We measure the electric fields radiated by the antennas using a planar near-field scanner, NSI200 V-3×3, and import the fields into the Virtualizer. Within the Virtualizer, we then synthesize a full-aperture-configuration A+B+C+D shown in Fig. 7 -using the Mills-Cross antennas. For this analysis, the number of the transmit and receive antennas was selected to be equal, 48 transmit and 48 receive, producing M = 230,400 measurement modes. The system parameters for this simulation are given in Table 6 .
The matched-filter and least-squares reconstructed images of the human-size target are shown in Fig. 12 . As shown in Fig. 12 , both reconstructed images reveal a clear outline of the target with the least-squares reconstructed image exhibiting better quality.
IV. K-SPACE, MODE ORTHOGONALITY AND SINGULAR VALUE DECOMPOSITION ANALYSES
We can use the Virtualizer to perform k-space analyses of different aperture configurations. For a frequency-diverse aperture, it is desired that the modes generated by the antennas sample the Fourier components in the k-space with a minimum redundancy. Sampling the non-overlapping VOLUME 4, 2016 TABLE 6. System parameters for the full-size frequency-diverse aperture with Mills-Cross metasurface antennas imaging a human-size target.
FIGURE 12.
Reconstructed images of the human-sized target using the Mills-Cross antennas (a) matched-filter (b) least-squares.
sections of the k-space maximizes the information content of the modes encoding the scene information. The achievable imaging resolution is governed by the filling of the k-space (k-space support). In order to analyze the overall k-space support of the full-system, we choose a small domain of the size of 10λ×10λ×10λ (λ calculated at 17.5 GHz), enclosing a sub-section of the imaged human-scale target as shown in Fig. 13 .
The fields radiated by the transmit and receive antennas are then propagated to the investigated sub-domain using the 3D Green's function propagator; E Tx vol (r, f ) and E Rx vol (r, f ), respectively, and Fourier transformed into the spectral domain, F E Tx vol (r, f ) and F E Rx vol (r, f ) . Here, the points in the subdomain are denoted by r while the Fourier transform is done for all frequency points (as a function of f ) across the K-band. The overall k-space coverage can be given as the superposed convolution of the Fourier transformed fields swept through all possible transmit and receive antennas across the K-band. The resolution of the overall system can be determined by taking the inverse Fourier transform of the k-space pattern, suggesting that a wider k-space support results in a finer imaging resolution. We first investigate the k-space coverage of the synthesized aperture considered in Fig. 7 as a function of varying the number of transmit and receive antennas filling the aperture. For this analysis, we use the cELC metasurface antennas and calculate the k-space patterns for the 12-antenna (configuration A) and 96-antenna (configuration A+B+C+D) layouts. The obtained k-space patterns are shown in Fig. 14 . Investigating Fig. 14 , it can be seen that increasing the number of antennas filling the composite aperture improves the k-space support. For the analysis shown in Fig. 14, we varied only the number of antennas while the Q-factor of the antennas remained the same, Q = 500. Next, we select the 96-antenna configuration and investigate the k-space pattern as a function of the Q-factor (and therefore mode-diversity). For this study, we set the Q-factor of the antennas to Q = 100 and Q = 500, respectively, and investigate the obtained k-space patterns shown in Fig. 15 . It is evident in Fig. 15 that a superior k-space pattern is obtained when increasing the Q-factor of the antennas. Following the k-space analyses for the composite aperture synthesized using the cELC metasurface antennas, the 96-antenna configuration was synthesized using the MillsCross antennas to provide a comparison between the k-space patterns. In Figs. 16(a) and (b) , the k-space patterns for the two composite apertures are shown. For this demonstration, we highlight two regions in the k-space patterns. The dashed blue circle represents the inner k-sphere calculated at 17.5 GHz with a radius of r 1 = 2w 1 c , where w 1 is the angular frequency at 17.5 GHz. The solid red circle denotes the outer k-sphere exhibiting a radius of r 2 = 2w 2 c , where w 2 is the angular frequency at 26.5 GHz. The 3D representation of the k-spheres is shown in Fig. 16(c) . It should be noted that as the K-band is sampled at 100 frequency points, there are 100 possible k-spheres for this demonstration. However, for the sake of clarity, we show only the upper and lower-bound limits. The k-space patterns demonstrated in Figs. 16(a) and (b) are normalized with respect to the most redundantly sampled Fourier component. Analyzing Fig. 16 , it can be seen that the aperture synthesized using the Mills-Cross antennas samples an increased number of Fourier components, resulting in widening the k-space support. An important metric by which to assess the orthogonality of the measurement modes produced by a frequency diverse imaging system is the singular value spectrum of the measurement matrix H in (2) . One path to assessing the effective information content in the collection of measurement modes can be achieved by means of a singular value decomposition (SVD) analysis of H in the Virtualizer. Reducing the correlation between the measurement modes results in a singular value spectrum that falls off slowly with increasing mode number, improving the conditioning of the H matrix [30] , [31] . For this study, we analyze the singular value spectrum of the full-size aperture, consisting of 96 antennas distributed on a random grid as shown in Fig. 7 (configuration A+B+C+D). We first use the cELC metasurface antennas and investigate the singular value spectrum of the synthetized aperture as a function of varying the Q-factor. We then use the Mills-Cross antennas to synthesize the same aperture and perform the SVD analysis. As shown in Fig. 17(a) , for the SVDs, we make use of a 2D scene with the surface area of the scene selected to be A = 2m 2 , which is in accordance with the surface area of the human-size target imaged in this work. Discretizing the scene at the resolution limit results in N = 41, 209. The calculated SVD patterns are shown in Fig. 17(b) .
It can be seen in Fig. 17(b) that although all three configurations have M = 230,400 modes, the total number of significant singular values is limited to N = 41, 209 as N < M and N corresponds to the diffraction limit. It is evident in Fig. 17(b) that increasing the Q-factor of the antennas increases the orthogonality of the measurement VOLUME 4, 2016 FIGURE 17. SVD analyses (a) system configuration (b) SVD patterns of the full-size aperture filled using different types of frequency-diverse antennas with varying Q-factors.
modes forming the H-matrix. A flat singular value spectrum suggests a minimized correlation between the measurement modes, increasing the information content provided by the modes at adjacent frequency points as the frequency is swept over the K-band.
V. THREAT OBJECT IMAGING AND RANGE COLOR CODING
In this work, using the synthesized frequency-diverse composite aperture, we reconstruct 3D images of the human-scale target. In view of this, we can further benefit from the depth information by color-coding the reconstructed images-a feature potentially relevant in security-screening applications. In view of this, we consider the full-system layout in Fig. 7 using the parallel-plate metasurface antennas depicted in Fig. 4 , and image a human-size target with a gun phantom attached to the body, as shown in Fig. 18 . A significant challenge in security-screening applications is the identification of the threat objects (often metal) from the human body. Similar to metals, human skin is a good reflector within the microwave and millimeter-wave frequency bands [43] . Therefore, the discrimination of the threat objects from the human body can be a difficult task, based on twodimensional sections. This difficulty can clearly be seen in the reconstructed images shown in Fig. 19 . For the images demonstrated in Fig. 19 , the reflectivity values for the humansize target and the gun phantom were selected to be = 0.8 and = 1, respectively. By making use of the nearly tomographic nature of the data supplied in a coherent, RF imaging system, additional post-processing techniques can be implemented to improve 5448 VOLUME 4, 2016 the contrast of threat objects on a person. The reconstructed images shown in Fig. 19 exhibit reflectivity-only information with the brighter regions representing a stronger reflection. However, since metals and human skin exhibit similar reflectivity response within the frequency band of interest in this work, K-band, the object mostly blends in with the human target. Since depth information is also available in the reconstructed image, we can apply depth color-coding along the range dimension. In this scheme, we use different colors to represent the reconstructed voxels as a function of their distance from the aperture. Due to the additional thickness introduced by the threat-objects, when depth color-coded, they appear in a different color from the color of the surface of the body onto which they are attached. The color-coded reconstructed images are shown in Fig. 20 . 
VI. CONCLUSION
This paper has demonstrated the design of a full-size frequency-diverse aperture for imaging of human-size objects. Using the Virtualizer simulation tool, we have analyzed the effect of fundamental system aspects, such as Q-factor, antenna sparsity (number of antennas filling the synthesized aperture) and transmit / receive antenna ratio, on the reconstructed images and k-space response. In addition to the frequency-diverse aperture exhibiting a multistatic operation, we have also designed a SAR aperture performing imaging on a monostatic basis for comparison. Extending the developed concept to security-screening applications, we have shown the imaging of human-size targets with threat objects and implemented a color-coding scheme to facilitate the threat detection. We believe that the Virtualizer holds a significant potential for the design and optimization of imaging systems (monostatic, bistatic and multistatic) without the necessity to perform these studies experimentally, which can be costly and time-consuming. Although shown for the K-band frequency regime, the Virtualizer can readily be extended to millimeter-wave and THz band imaging applications. In 2006, he, along with colleague Prof. J. Pendry, suggested metamaterials could be used to design an electromagnetic cloak, introducing the new design tool of transformation optics. In 2013, he was asked to write an op-ed piece for the New York Times on cloaking research.
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