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Obsahem práce je analýza sentimentu, především z informatického hlediska (okrajově z hle-
diska lingvistického). V lingvistické části je rozebrán pojem sentiment a jazykové metody
pro jeho analýzu, např. lemmatizace, POS tagging, využití seznamu stopwords apod. Větší
pozornost je následně věnována struktuře analyzátoru sentimentu, který je založen na ně-
které z metod strojového učení (metoda podpůrných vektorů, naivní Bayesův klasifikátor
a klasifikátor maximální entropie). Na základě teoretických východisek je navržen a imple-
mentován funkční analyzátor. Experimenty jsou zaměřeny především na porovnání klasifi-
kačních metod a přínos využití jednotlivých metod předzpracování. Úspěšnost sestrojeného
klasifikátoru dosahuje až 84 % v křížové validaci.
Abstract
The theme of the work is sentiment analysis, especially in terms of informatics (marginally
from a linguistic point of view). The linguistic part discusses the term sentiment and lan-
guage methods for its analysis, e.g. lemmatization, POS tagging, using the list of stopwords
etc. More attention is paid to the structure of the sentiment analyzer which is based on some
of the machine learning methods (support vector machines, Naive Bayes and maximum en-
tropy classification). On the basis of the theoretical background, a functional analyzer is
projected and implemented. The experiments are focused mainly on comparing the classi-
fication methods and on the benefits of using the individual preprocessing methods. The
success rate of the constructed classifier reaches up to 84 % in the cross-validation.
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Analýza sentimentu (angl. sentiment analysis) patří do oblasti dolování dat (data mining),
konkrétněji je to metoda získávání informací z nestrukturovaného textu, tedy jedna z metod
dolování z textu (text mining). V širším kontextu tato analýza souvisí se zpracováním
přirozeného jazyka (angl. natural language processing, často se používá zkratka NLP, která
bude využívána i v textu této práce), což je rozvíjející se obor komputační lingvistiky, oblasti
na pomezí informatiky a lingvistiky, která se zabývá komunikací mezi člověkem a počítačem.
[9] [16]
Zpracovat přirozený jazyk tak, aby mu porozuměl stroj (počítač) a mohl s ním dále
pracovat (extrahovat z něj informace, odvozovat další znalosti apod.), je značně náročný
a velmi komplexní problém. Tato oblast patří mezi aktuálně řešené úlohy umělé inteligence.
Z výsledků těží velké množství nástrojů a aplikací, příkladem mohou být internetové textové
vyhledávače či automatické strojové překladače.
Mezi nejzajímavější části NLP patří snahy o porozumění sémantice (významu) nestruk-
turovaného textu. Právě mezi ně se řadí i analýza sentimentu, která se zabývá určováním
postoje autora textu k danému předmětu, tedy (v základním pojetí) zda je jeho vztah
k tomu, o čem píše, spíše pozitivní či negativní. To může být v některých případech obtížné
určit i manuálně (čtenářem – člověkem), o to obtížnější a zároveň o to více motivující je
navrhování a sestrojování automatických systémů (analyzátorů).
Běžným příkladem využití takového analyzátoru jsou komentáře s hodnocením nějakého
výrobku či produktu. Mnoho portálů či internetových obchodů umožňuje, aby zákazník po
zakoupení a vyzkoušení daného produktu zhodnotil, jak je s ním spokojen. Analýza všech
takových příspěvků pod profilem jedné konkrétní prodávané položky pak umožňuje prodejci
zjistit, jaká část zákazníků je s tímto výrobkem spokojena, zda by ho neměl raději stáhnout
z prodeje apod.
Další významnou doménu využití tohoto nástroje představují sociální sítě, které za-
znamenaly za poslední dobu značný rozvoj a nárůst počtu uživatelů i množství obsahu.
Díky tomu jsou zdrojem obrovského množství dat, a to především názorů velkého množství
lidí. Data ze sociálních sítí jsou proto vhodným materiálem pro různé sociální či politické
průzkumy veřejného mínění, přičemž odpadá režie klasických způsobů (oslovování lidí, do-
tazníky apod.), data lze totiž získat automaticky on-line i bez vědomí a spolupráce dota-
zovaných. Konkrétním příkladem využití může být zkoumání názorů na nový sociální jev,
předpovídání výsledků voleb, zjišťování oblíbenosti konkrétního politika či politické strany
aj.
Obsahem úvodních kapitol této práce je základní teoretický výklad oblasti analýzy sen-
timentu (kapitola 2), tj. definice pojmu „sentiment“ a základních principů jeho analýzy,
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ale především popis prvků a součástí, ze kterých se automatický analyzátor sentimentu
skládá (kapitola 3), včetně popisu konkrétních metod, které se v různých fázích (přezpra-
cování, klasifikace apod.) analýzy využívají. Ve 4. kapitole je navržena koncepce systému,
který provádí analýzu sentimentu nad určitým vzorkem dat a zahrnuje také několik metod
předzpracování. V této kapitole jsou také představeny dostupné nástroje a knihovny z dané
oblasti (strojové učení, zpracování přirozeného jazyka apod.) a také několik datových sad,
které jsou vhodné pro experimenty v rámci této práce, tedy pro ověření funkčnosti a zhodno-
cení dosažených výsledků. Implementace navrženého systému je popsána v kapitole 5, a to
jak vzhled a ovládání výsledné aplikace, tak vnitřní struktura a logika (včetně stručného
popisu nejdůležitějších tříd). Kapitola 6 se věnuje experimentům a analyzuje jejich výsledky.
Zaměření experimentů je zejména na porovnání implementovaných metod strojového učení
a zhodnocení vlivu technik předzpracování na úspěšnost klasifikace, část experimentů je
věnována i porovnání výpočetní náročnosti či vlivu parametrů konkrétní klasifikační me-
tody. Závěrečná 7. kapitola pak shrnuje obsah diplomové práce, hodnotí dosažené výsledky
a navrhuje možnosti dalšího rozvoje a pokračování tohoto výzkumu.
Tato diplomová práce navazuje na semestrální projekt se stejným tématem, který byl
autorem vypracován a obhájen v předchozím semestru. Ze semestrálního projektu byla
do práce převzata především teoretická východiska, která byla zpracována za pomoci od-
borné literatury a v rámci diplomové práce jsou sepsána v kapitolách 2 a 3. Dále byl v se-
mestrálním projektu specifikován a navržen výsledný systém, který byl v diplomové práci
upraven a je popsán v kapitole 4. V této kapitole je také zpracován přehled dostupných ná-
strojů a knihoven, které jsou relevantní pro téma práce (implementace algoritmů strojového
učení, knihovny pro práci s přirozeným jazykem aj.), a také několik vybraných datových
sad, které jsou pro analýzu sentimentu dostupné a z nichž některé jsou v implementovaném
systému využity. Tyto přehledy byly také částečně zpracovány v semestrálním projektu,
do diplomové práce byly převzaty a rozšířeny. Náplní diplomové práce pak byla především
implementace navrženého systému pro analýzu sentimentu, se kterým byly následně pro-
váděny experimenty. Kapitoly popisující implementaci a experimenty již tedy byly sepsány
kompletně v rámci diplomové práce.
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Kapitola 2
Základní pojmy a teorie
Tato kapitola se věnuje představení základních pojmů a teorií, které práce dále využívá.
Jedná se především o samotný pojem sentimentu, který je popsán v sekci 2.1. Podkapitola
2.2 pak obsahuje vysvětlení základního konceptu analýzy sentimentu a popis jejích možných
variant.
2.1 Sentiment
Sentiment je lidský pocit, postoj, hodnocení či názor na určitý podnět [13]. Je zpravidla
pozitivní, nebo negativní – vyjadřuje buď náklonost, nebo odpor. Cílem analýzy sentimentu
je automatická extrakce této subjektivní informace z textu a určení postoje autora/mluvčího
[19] [20] [5] [15].
Podle původu lze rozlišit tři typy sentimentu:
• dlouhodobý postoj autora, jeho mínění, ustálený názor na věc;
• aktuální citová reakce na nějaký konkrétní podnět – nevědomé sdělení autora, prů-
chod jeho emocí, nemusí přímo souviset s tématem, ale s aktuálním duševním stavem
autora;
• vědomé, zamýšlené, cílené sdělení autora – autor chce, aby čtenář/posluchač vnímal
daný sentiment a byl jím ovlivněn (nemusí korelovat s autorovým vnitřním postojem
k tématu).
V rámci analýzy sentimentu toto rozdělení nehraje roli. Původ sentimentu v přiroze-
ném jazyce by bylo obtížné automaticky určit a ve většině aplikací by toto zjištění nemělo
význam.
2.2 Analýza sentimentu a její typy
Existují dva základní typy analýzy sentimentu [19] [20]: první se zaměřuje na rozhodování,
zda je daný úsek přirozeného jazyka objektivní, či subjektivní – tedy zda se jedná o prostý
fakt, nebo o názorově zabarvené sdělení. Jde tedy pouze o detekci toho, zda text obsahuje
nějaké prvky sentimentu.
Druhý typ je označován jako detekce polarity a jeho cílem je zjištění, zda je sentiment
obsažený v textu pozitivní, či negativní. V nejjednodušší variantě (bipolární detekci) se
jedná o klasifikaci pouze do těchto dvou základních kategorií. Kategorií však může být
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libovolný počet, často jsou např. zvažovány tři – kromě pozitivní a negativní je to ještě
kategorie neutrální, která odpovídá objektivnímu příspěvku bez sentimentu. Kategorií však
může být i více. Další možností je např. na určité stupnici hodnotit, do jaké míry je postoj
autora pozitivní (či negativní).
Další rozdělení typů analýzy sentimentu záleží na objemu dat v přirozeném jazyce, se
kterým analýza pracuje. Můžeme rozlišit čtyři základní úrovně:
• sentiment na úrovni jednotlivých slov;
• fráze/n-gramy (dvě či více slov, která k sobě mají sémantický vztah);
• větný sentiment (věty, popř. strukturně podobné úseky textu, jako jsou nadpisy článků
aj.);
• celek – dokument, článek, recenze, příspěvek apod.
V rámci experimentů této práce je zvažována analýza bipolární, tedy rozlišení mezi ne-
gativními a pozitivními vzorky. Zaměřeno je na zkoumání větších celků, tedy vět či úryvků





Systém na rozpoznávání sentimentu v přirozeném jazyce často využívá některý běžný al-
goritmus strojového učení [14] [15]. Častěji jsou využívány algoritmy pro učení s učitelem
(supervised learning), při kterém je pro trénování zapotřebí předkládat klasifikátoru ano-
tovaná data. Na základě těchto dat se klasifikátor trénuje a vytváří si vnitřní klasifikační
model, který slouží pro rozhodování. Anotovaná data představují v našem případě soubor
textů, u kterých je explicitně určeno, o jaký sentiment se jedná. Takovou datovou sadu je
pro validní výsledky nutné sestavit manuálně člověkem, který ručně projde texty a určí,
zda na něj text působí pozitivně, negativně či neutrálně.
Po natrénování již lze klasifikátor použít na rozhodování neanotovaných dat (s jistou
mírou chybovosti), resp. je možné jej otestovat na dalších anotovaných datech a zhodnotit,
do jaké míry se výsledek klasifikace shoduje s anotacemi (tedy např. spočítat procentu-
ální úspěšnost a další výkonnostní parametry). Kvalita výsledného klasifikátoru pak záleží
na velkém množství parametrů: na použité klasifikační metodě, způsobu sestavení vektoru
příznaků, využitých metod předzpracování či na kvalitě trénovacích dat (přesnost jejich ano-
tace apod.). V neposlední řadě jsou výsledky ovlivněny způsobem testování, resp. výběrem
testovací množiny (jeden dataset lze rozdělit na trénovací a testovací množinu, a to různými
způsoby, stejně tak lze však trénovat a testovat na odlišných datových sadách). Tradičním
způsobem, který bude využit i v experimentech této práce, je metoda křížové validace, při
které je klasifikátor testován postupně nad různými částmi datové sady, zatímco všechny
zbylé části datasetu jsou použity na trénování.
Možné způsoby vlastní klasifikace, tj. různé klasifikační metody, jsou popsány v pod-
kapitole 3.3. Tyto klasifikátory však nemohou pracovat přímo s nezpracovaným nestruktu-
rovaným textem, na vstupu očekávají tzv. vektor příznaků, který úsek textu reprezentuje.
Vektor příznaků lze ještě před použitím různými způsoby upravovat a předzpracovávat za
účelem zpřesnění výsledků klasifikace. Konstrukci vektoru příznaků z textu v přirozeném
jazyce a základním metodám jeho předzpracování se věnuje sekce 3.1, metodami selekce
příznaků se pak zabývá sekce 3.2.
3.1 Extrakce příznaků z textu a metody předzpracování
Pro analytické zpracování textu v přirozeném jazyce je nejprve zapotřebí text vyjádřit vhod-
ným způsobem – tak, aby mohl být vstupem pro algoritmy strojového učení, ale také aby
současně stále co nejlépe reprezentoval původní text. Vstupem pro většinu metod jsou tzv.
příznaky (angl. features), což je extrahovaná informace o původním objektu. Celý objekt
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je pak reprezentován vektorem těchto příznaků, který by měl mít tu základní vlastnost, že
sobě podobné objekty (z určitého zvoleného úhlu pohledu, v našem případě je to sentiment
obsažený v textu) budou mít podobné příznakové vektory. Vlastní klasifikace (popř. jiná
úloha strojového učení) pak probíhá pouze na základě extrahovaných příznakových vektorů,
se kterými umí metody pracovat.
Správná volba množiny příznaků je pro úspěch klasifikace klíčová. S dobře zvolenými
příznaky dávají algoritmy strojového učení velmi dobré výsledky, nicméně je poměrně ob-
tížné algoritmicky určit, jakým způsobem příznaky zvolit.
Příznak tedy může být v podstatě libovolná informace o objektu, která nám ovšem co
nejlépe pomůže rozhodnout o zařazení objektu do nastavených kategorií. V případě obrázku
to může být jeho velikost, histogram barev, různé informace o hranách či dalších prvcích;
u textu se pak ve většině případů jedná o slova, která jsou v textu obsažena. Vždy však
záleží na typu úlohy – pokud budeme chtít klasifikovat texty do tříd „krátké texty“ a „dlouhé
texty“, vhodným a jednoduchým příznakem pak bude jediné číslo, které bude vyjadřovat
délku textu (např. počet písmen či slov).
Analýza sentimentu je však analýzou sémantickou, v ideálním případě by tedy vektor
příznaků měl nést informaci o slovech v textu, která nesou význam o sentimentu. Mezi
slova v pozitivně laděném textu budou pravděpodobně patřit např. slova „hezké“, „úžasné“
či „spokojený“, text s negativním sentimentem může obsahovat slova typu „špatné“, „zkla-
mání“, „katastrofa“ apod.
Prvotní základní krok je tedy rozdělit text na jednotlivá slova. Příznakový vektor pak
obsahuje pro každé možné slovo (resp. slovo, které se vyskytuje v některém ze zpracová-
vaných textů) počet jeho instancí v daném textu. Pokud bychom tento příznakový vektor
dále neupravovali a použili ho přímo, vedlo by to především k neúměrně vysoké výpočetní
náročnosti, ale pravděpodobně také k nízké kvalitě klasifikace. Tento postup totiž s sebou
nese velké množství problémů:
• celkově velké množství různých slov – značná velikost příznakového vektoru – váha
jednotlivých slov je velmi nízká;
• některá slova se mohou lišit pouze minimálně (různé tvary téhož slova, odvzozená
slova apod.);
• je zahrnuto mnoho synsémantických (neplnovýznamových) slov (tj. např. předložky,
spojky) a slov s oslabeným lexikálním významem (např. sloveso „být“ apod.);
• ztrácí se kontext – např. se neuvažuje význam frází, slovních spojení apod.;
• nezvažuje se opačný či posunutý význam slov při ironii či sarkasmu;
• pravopisné či jiné chyby (chybně zapsané slovo je reprezentováno samostatnou polož-
kou v příznakovém vektoru);
• celkový sentiment textu jako celku nemusí odpovídat sentimentu všech obsažených
slov atd.
Některé z těchto problémů nelze úplně eliminovat, často s nimi může být problém i při
manuální klasifikaci člověkem (např. ironie/sarkasmus). Jiné však lze odstranit (či alespoň
zmírnit jejich negativní dopad) několika základními metodami předzpracování, které jsou
popsány dále.
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Kromě těchto metod lze také využít některého algoritmu tzv. selekce příznaků, který
vybere určité množství příznaků (tj. zredukuje velikost příznakového vektoru) tak, aby tato
selekce přispěla co nejvíce ke kvalitní klasifikaci. Těmto metodám se věnuje samostatná
podkapitola 3.2.
3.1.1 Redukce počtu příznaků – filtrování
Větší množství příznaků, které poskytneme algoritmu strojového učení, dává sice obecně
lepší výsledky (čím více má klasifikátor informací, tím lépe dokáže rozhodovat), současně
se ale zvyšuje výpočetní doba potřebná pro jeho práci (ať už jde o trénování, či pozdější
klasifikaci) [5] [15]. V praxi je tedy velmi často velikost příznakového vektoru redukována
tak, aby bylo dosaženo rozumné výpočetní náročnosti při zachování co nejlepších výsledků.
Problém, které příznaky je dobré filtrovat a které naopak ponechat, však není triviální.
Kritérií může být mnoho, většinou se příznakům přiřadí určitá váha a filtrují se ty, které mají
menší váhu než zadaný práh. Další možností je ponechat n příznaků s nejvyšší vahou, popř.
n příznaků s nejnižší vahou odfiltrovat. Váha je určována metodami, které jsou založeny na
různých veličinách, statistikách a pravděpobnostech. Některé z nich jsou popsány v sekci
3.2. Základní nejjednodušší metodou v případě analýzy textu však může být i filtrování slov
na základě pouhého počtu výskytu daného slova. Počet výskytů je pak váha pro příznaky
a pro redukci je stanoven minimální práh, tedy minimální počet výskytů daného slova napříč
zkoumanými texty. Tím se např. odstraní slovo, které se vyskytuje pouze jednou v jediném
textu.
Zmíněný základní způsob redukce však může výsledky výrazně zhoršit, význam z hle-
diska sentimentu mohou nést i slova, která se vyskytují méně často. Lepší je proto použít
jiný, inteligentnější způsob redukce, např. některý z algoritmů selekce příznaků (viz kapitola
3.2).
3.1.2 Stopwords
Stopwords (česky někdy „stopslova“) je seznam slov, která nejsou z hlediska významu rele-
vantní pro sémantickou analýzu (tj. především synsémantika a slova s oslabeným lexikálním
významem) a jejich odstraněním z textu lze jednak snížit výpočetní náročnost (redukcí pří-
znakového vektoru), ale také zvýšit kvalitu strojové analýzy. Z hlediska slovních druhů se
jedná především o předložky, spojky, zájmena či způsobová slovesa. V angličtině patří mezi
významná stopwords také členy.
Význam tohoto kroku spočívá zejména v tom, že stopwords patří v textech mezi nej-
frekventovanější slova, jejich odstraněním tedy dochází k výrazné redukci. Tato slova jsou
uvedena v seznamech, kterých pro každý jazyk existuje velké množství. Aplikace této me-
tody předzpracování tedy spočívá ve výběru konkrétního seznamu stopslov, jeho případné
úpravě a posléze použití tak, že slovo z textu je zařazeno do příznakového vektoru jen tehdy,
pokud není v seznamu obsaženo.
Velmi významnou podmnožinou stopwords jsou interpunkční znaménka a další grafické
značky. Na první pohled by se mohlo zdát, že se jedná o klasická stopslova (např. tečka na
konci věty není pro sentimentální analýzu relevantní), jejich výskyt je navíc velmi vysoký.
V jistých případech ovšem i tato znaménka či značky mobou být z hlediska sentimentu
velmi významná – srov. např. tzv. emotikony, u kterých je sentiment skupiny symbolů
(např. „:-(“ či „=)“) zcela evidentní. Dalším příkladem mohou být znaménka „+“ a „–“1.
1Od znaménka „–“ je zapotřebí odlišit pomlčku, pro kterou se používá stejný symbol.
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Seznam stopslov je tedy zapotřebí vybírat pečlivě.
3.1.3 Lemmatizace
Lemmatizace je proces převodu slova na jeho základní tvar, který se nazývá lemma [11].
Tento tvar je vhodný a používaný pro automatické zpracování jazyka, je to jeho reprezen-
tativní slovníková podoba, díky které je umožněno lepší strojové porozumění textu. Tímto
procesem je opět snížena velikost slovníku (resp. vektoru příznaků) – různé tvary téhož
lemmatu jsou sjednoceny do jednoho, kterému je pak přiřazen jako váha součet výskytů
jeho variant.
Lemma vzniká abstrakcí morfologických vlastností daného slovního tvaru, je to tedy
množina forem se stejným kořenem, které se liší pouze morfologickými afixy. V praxi se
jedná především o tyto skupiny:
• časování sloves – jejich převod do infinitivu, tedy eliminace koncovek pro různé
osoby, pro různé časy a způsoby. Příkladem v českém jazyce je převod typu „mluvila“
→ „mluvit“, v angličtině pak „moves“ → „move“ či „moved“ → „move“;
• skloňování podstatných jmen – jejich převod do prvního pádu jednotného čísla
(v češtině např. „stolech“ → „stůl“, v angličtině „trees“ → „tree“, „brother’s“ →
„brother“);
• skloňování přídavných jmen – týká se pouze českého jazyka, jedná se o převod do
prvního pádu jednotného čísla v mužském rodě („chytrou“ → „chytrý“);
• skloňování zájmen – jedná se opět o převod do prvního pádu jednotného čísla („něj“
→ „on“, v agličtině „him“ → „he“).
Z uvedených příkladů je patrné, že pro text v českém jazyce je tato procedura výrazně
náročnější, a to díky tomu, že čeština je jazyk s výrazně rozvinutou flexí (tj. ohebností
slov – skloňování, časování apod.). Automatická lemmanizace bez ručních korekcí je proto
v současné době velmi obtížná. V angličtině naproti tomu lze tento problém řešit poměrně
úspěšně.
Přínos lemmanizace je zjevný: sjednotí tvary téhož slova, čímž redukuje příznakový
vektor a současně zvyšuje váhu daného slova. Lemma je ve většině případů základním
nositelem významu všech jeho slovních tvarů, není to však pravidlem – v určitých případech
můžeme lemmatizací ztratit význam a tím příspět k horšímu výsledku klasifikace. Příkladem
z češtiny může být slovo „nervy“, které je většinou používáno v obrazných vyjádřeních typu
„lézt na nervy“, „ztratit nervy“. Po lemmatizaci dostáváme výraz „nerv“, který již prakticky
výlučně nese význam z oblasti fyziologie.
Dalším problémem je rozlišování homonym (slov se stejnou podobou, avšak jiným vý-
znamem). Řešením je využití kontextu, což však výrazně zvyšuje složitost lemmatizace.
Podobný problém tvoří ustálené fráze a víceslovná spojení, které mohou nést jiný význam
než jejich jednotlivá slova samostatně. Pozitivní vliv lemmatizace na výsledky analýzy sen-
timentu tak nemusí být absolutní.
3.1.4 POS tagging
POS je zkratkou anglického výrazu „part of speech“ [9] [11] [3], který odpovídá českému
termínu „slovní druh“. POS tagging je tedy automatický proces, při kterém je u jednotlivých
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slov v textu určen slovní druh. Výstupem je však více informací, kromě slovního druhu jsou
to další doplňující údaje o tvaru slova, resp. parametry příslušící danému slovnímu druhu.
Touto technikou tak lze uchovat dodatečné informace o slovu, které jsou ztraceny ji-
nými kroky předpzracování, např. lemmatizací. POS tagging je však často využíván i jako
pomocný krok při analýze textu, např. při zmíněné lemmatizaci může pomoci řešit nejedno-
značnosti díky tomu, že uchovává určitou informaci o kontextu slova. Dalším přínosem může
být i samotné určení slovního druhu, což je možné využít při váhování příznaků pro algorit-
mus strojového učení – určité slovní druhy totiž obvykle nesou více sentimentu než ostatní,
jedná se především o přídavná jména, příslovce či některé typy sloves. Pokud tedy tyto
slovní druhy upřednostníme před ostatními, může to vést k lepším a přesnějším výsledkům
klasifikace.
3.1.5 N-tice a N-gramy
V obou případech se jedná o uvedení více slov v rámci jednoho příznaku (standardně jeden
příznak odpovídá jednomu slovu). N-tice nejsou uspořádané a mohou se skládat z libovol-
ných slov věty, popř. i celého textu. N-gram je uspořádaná n-tice slov, slova navíc musí být
ve stejném pořadí v textu přímo za sebou.
Význam n-gramů spočívá v zahrnutí víceslovných spojení, frází apod. Pokud u slov
v textu umíme určit slovní druhy (POS tagging), lze toho využít a hledat n-gramy, které
budou mít určitou strukturu. Typickým příkladem (dobře využitelným pro analýzu sen-
timentu) je vyhledávání bigramu „přídavné jméno + podstatné jméno“ (např. „kvalitní
výrobek“), popř. složitější n-gramy jako „podstatné jméno + sloveso + přídavné jméno“
(např. „výrobek je špatný“). Nevýhodou této techniky je přílišná specifičnost, stejný n-gram
se bude vyskytovat pouze v malém množství dat.
Toto omezení však nefiguruje při použití obecnějších n-tic. U těch ovšem výrazně roste
velikost příznakových vektorů, proto použití této techniky vybízí ke konstrukci velkých
vektorů, které jsou ale v zápětí redukovány např. některým algoritmem selekce příznaků.
Zůstane tedy jen menší množství příznaků, které ale mají největší význam.
3.2 Algoritmy selekce příznaků
Pokud jsou příznakové vektory příliš velké, znamená to pro klasifikační úlohu především
vysokou výpočetní náročnost. Často ale také vektor obsahuje velké množství zbytečných
příznaků, které snižují kvalitu klasifikace [7] [3] [15]. Je tedy zapotřebí příznaky redukovat
tak, aby byly ponechány ty nejvíce relevantní – ty, které nejvíce přispívají ke kvalitní klasi-
fikaci. Právě k této úloze slouží řada algoritmů tzv. selekce (výběru) příznaků, které budou
popsány v této podkapitole. Volba vhodné metody selekce příznaků může značně redukovat
velikost vektoru příznaků a výrazně tak urychlit dobu výpočtu (jak trénovaní, tak vlastní
klasifikace), navíc dochází často i ke zlepšení výsledků (přesnosti klasifikátoru).
Obecný princip všech těchto metod spočívá v tom, že pro klasifikaci má větší váhu (tj.
je důležitější) ten příznak, který je ve zvažovaných třídách obsažen nerovnoměrně. Např.
pokud je 90 % výskytu jistého slova obsaženo v textech třídy A, znamená to, že je toto
slovo (resp. příznak) velmi silným indikátorem pro třídu A a mělo by mít přiřazenou velkou
váhu, aby pomohl klasifikátoru s rozhodnutím.
Pro tzv. nevyvážené datasety, tj. datasety s nestejně objemnými třídami, je ještě někdy
využívána informace o procentuálním zastoupení tříd v datasetu. Příznaky charakteristické
pro třídy s různým zastoupením pak mohou mít přiřazenou různou váhu.
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Vstupem pro algoritmy selekce příznaků jsou počty výskytů každého příznaku v jednot-
livých kategoriích. Z nich jsou posléze počítány různé pravděpodobnosti:
• P(t,C) – pravděpodobnost toho, že se daný příznak vyskytuje v některé kategorii;
• P(t) – tzv. test existence, tj. pravděpodobnost výskytu příznaku napříč všemi kate-
goriemi;
• P(C) – test příslušnosti – pravděpodobnost, že příznak přísluší dané kategorii;
• P(t|C) – podmíněná pravděpodobnost výskytu příznaku v kategorii – pravděpodob-
nost existence daného příznaku za předpokladu, že se nachází v určité kategorii.
Výstupem každého z algoritmů je pak hodnota pro každý z příznaků. Tato hodnota
reprezentuje váhu příznaku pro klasifikaci – v případě redukce vektoru příznaků pak lze
eliminovat příznaky s nejnižší vahou.
3.2.1 Mutual information
Tato veličina bývá někdy překládána jako transinformace. Vyjadřuje vzájemnou závislost










Jinými slovy hodnota výsledku vyjadřuje, jaké množství informace dvě zadané náhodné
veličiny sdílejí, tedy do jaké míry to, že známe hodnotu jedné náhodné proměnné, ovlivní
neznámost druhé.
V případě dvou na sobě nezávislých veličin platíMI = 0, tj. znalost jedné veličiny nijak
neovlivňuje znalost druhé. Pokud naopak obě proměnné označují identické veličiny, je MI
rovno neurčitosti první náhodné veličiny. Pro úplnost ještě uveďme, že MI je symetrická
(tedy platí: MI(X,Y ) =MI(Y,X)) a její hodnota je vždy nezáporná.
3.2.2 Information gain
Alternativními označeními této metody jsou např. relativní entropie či informační diver-
gence. Jde o míru rozdílu dvou pravděpodobnostních rozdělení, resp. pro náhodné veličiny
X a Y udává velikost ztráty informace, pokud použijeme X k aproximaci veličiny Y. Vztah
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Části tohoto výpočetního předpisu se nápadně podobají předpisu pro MI a lze je sku-
tečně nahradit výpočtem algoritmu MI. To je vhodné zejména tehdy, pokud chceme vypo-






P (tk, Ci)MI(tk, Ci) + P (tk, Ci)MI(tk, Ci) (3.3)
Metoda IG poskytuje opět nezáporný výsledek, narozdíl od MI však není symetrická.
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3.2.3 Chi square
Chi square, tedy χ2, je algoritmus, který je využíván ve statistice v tzv. chi-square testu.
Zjednodušeně řečeno jde o ověření, zda určitá množina dat vyhovuje dané distribuční funkci.
K výpočtu se využívá dalších dvou pomocných veličin (ty lze případně také využít samo-
statně pro selekci příznaků). Prvním je koeficient GSS, jehož předpisem je
GSS(tk, Ci) = P (tk, Ci)P (tk, Ci)− P (tk, Ci)P (tk, Ci) (3.4)
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(3.5)
Posléze již hodnotu koeficientu NGL pouze umocníme a sečteme hodnoty pro všechny









Hodnota tohoto koeficientu udává poměr šance výskytu události (v našem případě pří-
tomnost příznaku) v jedné skupině (třídě) a šance výskytu ve všech ostatních skupinách.










Např. pokud máme pouze dvě skupiny (třídy sentimentu), tak hodnota OR = 1 zna-
mená, že se příznak vyskytuje v obou třídách se stejnou pravděpodobností. Pokud OR > 1,
znamená to pravděpodobnější výskyt v první třídě, hodnota OR < 1 naopak indikuje větší
pravděpodobnost ve druhé. Hodnota je však vždy nezáporná.
3.2.5 Relevancy score
Tato metoda používá podobně jako OR podmíněnou pravděpodobnost. Udává míru ne-
vyváženosti výskytu daného příznaku v textech dané třídy. Algoritmický předpis je tedy











Analýza sentimentu se řadí mezi úlohy, které lze obecně označit jako klasifikace dokumentů
[13]. Cílem klasifikační úlohy je rozdělit vstupní data do několika výstupních tříd (v našem
případě je to např. pozitivní a negativní třída článků). K řešení klasifikačních úloh se velmi
často používají algoritmy strojového učení, které podávají velmi dobré výsledky [3] [14] [15].
Metody strojového učení lze v základním pojetí rozdělit na
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• algoritmy učení s učitelem – při učení (trénování) jsou klasifikátoru předávána
na vstup tzv. anotovaná data, je tedy určen správný výstup (třída). S ním může
klasifikátor porovnat svůj skutečný výstup a podle toho provést úpravu svého modelu;
• algoritmy učení bez učitele – učí se na základě neanotovaných dat, u kterých není
určeno, do které ze tříd patří. Klasifikátor pak určí třídy např. na základě podobnosti
dat, resp. jejich vzdálenosti v prostoru příznaků. Typickým příkladem jsou shlukovací
metody (K-means, hierarchické shlukování apod.);
• tzv. posilované učení či učení se zpětnou vazbou, při kterém systém dostává od
okolí (prostředí) určitou formu zpětné vazby, tzv. odměnu, podle které hodnotí svoji
úspěšnost a upravuje model tak, aby dosahoval co nejlepších výsledků.
Pro klasifikaci textu se většinou využívají metody učení s učitelem. Na základě zkuše-
ností z předchozích výzkumů [14] [5] [15] byly zvoleny tři metody, které budou v rámci této
práce zvažovány a posléze implementovány a porovnány. Jde o metodu SVM2, dále Na-
ive Bayes classifier (Naivní Bayesův klasifikátor) a třetí je maximum entropy (maximální
entropie). Těmto klasifikačním metodám se věnují následující podkapitoly.
3.3.1 Support Vector Machines
V základu se jedná o binární lineární klasifikátor, který rozděluje data podle jejich přízna-
kového vektoru do dvou tříd [1] [14] [3]. Jedná se o algoritmus učení s učitelem, pro trénování
tedy očekává anotovaná vstupní data s uvedenou třídou. Vektor příznaků vstupních dat je
promítán do prostoru, ve kterém je hledána optimální nadrovina (hyperplane), která oddělí
data do daných tříd. V případě dvojrozměrného prostoru (vektor příznaků se pak skládá ze
dvou položek) odpovídá nadrovina přímce, která oddělí body do dvou polorovin. Výsledná
oddělující nadrovina má být optimální, tedy co nejlépe oddělující data obou tříd – tj.
taková, která je co nejvíce vzdálená od nejbližších příznakových vektorů vstupní množiny
dat (hodnota minima vzdáleností bodů od nadroviny je co největší).
Obrázek 3.1: Ilustrace práce metody SVM [12]
Nejbližší vstupní příznakové vektory (body) se nazývají podpůrné vektory (support vec-
tors) a reprezentují nalezenou nadrovinu, podle nich nese metoda svůj název. Jedná se tedy
2Support vector machines, česky metoda podpůrných vektorů
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o určitý vzorek ze vstupních trénovacích dat, který nejlépe pomáhá rozdělit všechna data do
tříd. Tento princip je hlavní výhodou metody SVM – natrénovaný model je reprezentován
jen malým vzorek vstupních dat.
Princip metody SVM je zobrazen na obrázku 3.1. Jedná se o dvojrozměrný prostor
příznaků, vektory vstupních dat jsou odděleny do dvou tříd (modrá kolečka a červené
čtverce). Vybarvené obrazce reprezentují podpůrné vektory, uprostřed nich je oddělující
nadrovina.
Pokud vstupní data (resp. množina příznakových vektorů) nejsou lineárně separovatelná,
jsou převáděna do vyšších dimenzí pomocí transformačních jader (funkcí). Např. máme jed-
norozměrný prostor příznaků a v něm body „−1“ a „1“ se třídou A a body „−2“ a „2“ ve
třídě B. Tyto body nejsou lineárně separovatelné (nelze najít hodnotu, která by oddělo-
vala třídy). Nyní provedeme transformaci funkcí f(x) = (x, x2). V novém dvojrozměrném
příznakovém prostoru patří do třídy A vektory (−1, 1) a (1, 1) a do třídy B patří (−2, 4)
a (2, 4). Tyto body lze v prostoru oddělit např. přímkou y = 2, 5. Příklad je ilustrován
obrázkem 3.2.
Obrázek 3.2: SVM – převod dat do vyšší dimenze. V horní části data v jednorozměrném
prostoru příznaků, dole pak převedená do dvojrozměrného, kde již jsou lineárně separova-
telná.
Hledanou optimální nadrovinu lze v prostoru příznaků vyjádřit pomocí váhového vek-
totuW , který odpovídá orientaci nadroviny, a báze b, která vyjadřuje její polohu (vzhledem
k počátku daného prostoru). Nadrovina je pak vyjádřena vztahem
W ·X + b = 0 (3.9)
kde X je vektor v příznakovém prostoru. Pro prvky (vektory) první třídy pak platí vztah
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W ·X + b > h, kde h je minimální vzdálenost podpůrného vektoru od nadroviny. Do druhé
třídy pak náleží prvky, pro které platí vztah W ·X + b < −h.
Z principu je metoda binární, umí tedy klasifikovat pouze do dvou tříd. Pro aplikaci
SVM na problému s více třídami se využívá přístupu „one-against-one“: instance metody
je spuštěna pro všechny možné kombinace tříd a výsledek je určen metodou hlasování.
3.3.2 Naive Bayes classifier
Tato metoda je založena na teorii podmíněné pravděpodobnosti [9] [1] [14], ve které predikát
P (X|Y ) vyjadřuje pravděpodobnost jevu X, pokud nastal jev Y. Při výpočtech je využita
Bayesova věta:
P (X|Y ) = P (Y |X) · P (X)
P (Y )
(3.10)
V případě klasifikace textu do tříd (např. tříd sentimentu) zjišťujeme pravděpodobnost
P (Ci|T ), což je pravděpodobnost, že text T náleží do třídy Ci. Třídou klasifikovaného textu
je pak třída s největší hodnotou této pravděpodobnosti. Bayesova věta má v tomto případě
tvar
P (Ci|T ) = P (T |Ci) · P (Ci)
P (T )
(3.11)




kde si je množina trénovacích vzorů se třídou Ci a S je množina všech trénovacích vzorů
(celé trénovací množiny).
Text je v našem případě reprezentován určitým vektorem příznaků T = (t1, ..., tn),
vektor má tedy n prvků (n slov z daného textu). Prvek P (T |Ci) vyjadřuje pravděpodobnost,
že se v textu třídy Ci vyskytují prvky vektoru T , platí tedy vztah




Posledním prvkem Bayesovy věty ve tvaru pro klasifikaci textu je jmenovatel P (T ),
tedy pravděpodobnost výskytu jednotlivých složek vektoru T v celé trénovací množině.
Tuto hodnotu lze vyjádřit jako







kde m je počet tříd. Hodnota však zůstává pro všechny třídy konstantní, lze tedy vy-
počítat pro jednu třídu a pro ostatní hodnotu dosadit.
Celkově tedy dostáváme pro metodu Naive Bayes k určení třídy textu vztah ve tvaru







Hodnotu pravděpodobnosti P (Ci|T ) pak spočteme pro každou třídu Ci, text T pak
náleží do třídy s nejvyšší hodnotou P (Ci|T ).
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3.3.3 Maximum Entropy
Klasifikátor maximální entropie je založen na podobném principu jako Naivní Bayesův [14]
[9] [5]. Opět je zde vypočítávána podmíněná pravděpodobnost a textu je přiřazena třída, pro
kterou metoda vrátí nejvyšší hodnotu pravděpodobnosti. Jde však o komplexnější model,
který nepředpokládá žádný vztah mezi příznaky (oproti tomu Bayesův model předpokládá
jejich statistickou nezávislost).
Základní odhad pravděpodobnosti je v tomto modelu vypočítán na základě exponenci-
álního rozložení podle vztahu






kde Fi,C je funkce nabývající hodnoty 1 (pro text T , který má i-tý příznak), nebo 0.
Parametr λi,C je váha i-tého příznaku pro danou třídu (vysoká hodnota naznačuje, že je
příznak pro určení třídy C velmi důležitý). Jeho hodnota je nastavená tak, aby výsledné
rozložení mělo co nejvyšší entropii (odtud název metody), což se děje za pomoci iterační








To odpovídá součtu hodnot pro všechny třídy. Tato normalizační funkce zajišťuje, že




Tato kapitola se věnuje návrhu výsledného systému, který byl posléze v rámci diplomové
práce implementován. V podkapitole 4.1 jsou zmíněna vybraná vývojová prostředí a knihov-
ny, které mohou pomoci při implementaci takového systému. Obsahem podkapitoly 4.2 je
pak rozbor a výběr datových sad (úseky textů, které jsou anotovány pro klasifikaci senti-
mentu), které budou použity pro ověření funkčnosti implementovaného systému a provádění
experimentů.
Jedním z cílů této práce je implementovat funkční analyzátor sentimentu, který bude
založen na principech popsaných v předchozí kapitole. Základem tedy bude algoritmus
strojového učení, který bude provádět klasifikaci textu podle jeho sentimentu do dvou tříd:
pozitivní a negativní. V kapitole 3.3 byly představeny tři klasifikační metody – ve výsledném
systému budou připraveny k použití všechny tři a experimenty se posléze zaměří na jejich
porovnání.
Výsledný systém pro analýzu sentimentu bude mít tři hlavní součásti. Třetí z nich bude
zmíněný klasifikátor (implementující jeden z algoritmů strojového učení). Ten však pro
trénování a klasifikaci očekává vektor příznaků, který bude z textu v přirozeném jazyce
vytvářet první komponenta systému. Poslední, druhá komponenta, se bude starat o úpravy
a předzpracování příznaků. V kapitolách 3.1 a 3.2 bylo popsáno velké množství metod, které
lze v tomto kroku využít. Cílem práce je implementovat podstatnou část těchto technik,
a to modulárně, aby bylo možné použít jejich libovolnou podmnožinu. V rámci experimentů
bude zkoumáno a ověřováno, do jaké míry tyto metody přispívají ke zlepšení výsledků klasi-
fikace, popř. zda nejsou výsledky některou z technik naopak zhoršeny. Pozornost bude také
věnována různým kombinacím těchto metod, protože je možné, že některé z nich mohou být
pro klasifikaci přínosnější ve spolupráci s jinou, či ve spolupráci s konkrétním klasifikačním
algoritmem apod. V neposlední řadě bude nad různými datasety ověřeno, do jaké míry
úspěšnost klasifikace konkrétní kombinace metod závisí na zvolené doméně, nad kterou je
analýza sentimentu prováděna (hodnocení produktů, komentáře k filmům apod.). Zkou-
mána bude také výpočetní náročnost klasifikace při použití daného klasifikátoru a určité
množiny technik předzpracování.
Pro názornost je koncept výsledného systému zobrazen na obrázku 4.1. Vstupem sys-
tému mohou být anotované texty (trénovací dataset) nebo neanotovaný text (pokud je
již analyzátor natrénovaný). Prvním blokem analyzátoru je „předzpracování“. Ten obsa-
huje první dvě kompomenty zmíněné dříve, tj. transformace textu v přirozeném jazyce na
vektor příznaků a jeho následné zpracování (redukce, optimalizace), výstupem je tedy pří-
znakový vektor. Ten je následně předán klasifikátoru (jednomu ze tří popsaných algoritmů
strojového učení), který určí třídu (sentiment) vstupního textu (zařazení do pozitivní či
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Obrázek 4.1: Konceptuální architektura navrhovaného systému pro analýzu sentimentu
negativní třídy). V případě trénování či křížové validace ho porovná se skutečnou třídou
vzorku a na základě tohoto porovnání buď mění model pro klasifikaci (při trénování), či
počítá úspěšnost klasifikace (při testování).
4.1 Vývojová prostředí a knihovny
V současné době existuje velké množství nástrojů pro vývoj systémů, které využívají algo-
ritmy strojového učení. Jedná se o vývojová prostředí (tedy nástroje s GUI) a knihovny pro
různé programovací jazyky (pouze API pro budování vlastních programů). Práce s využitím
vývojových prostředí je většinou jednodušší, na druhou stranu ale jistým způsobem omezuje
uživatele. Psaní vlastního kódu, který pouze využívá funkce z knihovny, může přinést větší
volnost a širší možnosti.
Mezi nejvyužívanější nástroje s grafickým uživatelským rozhraním patří např. Weka1
Univerzity Waikato na Novém Zélandě či Rapid Miner2 vyvinutý na Technické univerzitě
v Dortmundu v Německu. V obou případech se jedná o prostředí postavená na Javě s in-




Jak již bylo zmíněno, použití knihoven má oproti vývojovým prostředím několik výhod
a i z těchto důvodů je tento směr zvolen pro implementaci systému navrženého v této práci.
Mezi knihovnami pro jazyk Java je významný především nástroj Java-ML3 neboli Java
Machine Learning Library. Tato knihovna poskytuje rozhraní pro velkou škálu algoritmů
strojového učení a je využívána v mnoha projektech.
Vzhledem k tomu, že obsahem práce je analýza textových dat, velkou výhodou může
být využití knihovny, která je zaměřena na zpracování přirozeného jazyka a která usnadní
získávání příznakových vektorů z nestrukturovaného textu a jejich následné použití klasi-
fikačními algoritmy strojového učení. V této oblasti významně působí výzkumná skupina
The Natural Language Processing Group4 na Stanfordově univerzitě. Jedná se především
o rozsáhlý nástroj nástroj CoreNLP5 [10], který obsahuje velkou škálu nástrojů pro práci
s přirozeným jazykem (různá předzpracování a analýzy textu). Lze jej využít jednak jako
samostatnou aplikaci příkazové řádky, stejně tak i ale jako knihovnu s rozhraním pro velké
množství jazyků (Java, Python, Perl, C#, .NET, Ruby a další). Dalším nástrojem od této
výzkumné skupiny je Stanford Classifier6, který obsahuje techniky pro klasifikaci textu.
Některé z nich jsou obsaženy i v CoreNLP, nicméně ne všechny. I tento produkt lze využít
přímo přes příkazovou řádku, stejně tak i jako knihovnu pro různé programovací jazyky.
Tyto dva nástroje jsou volně dostupné pod licencí GNU General Public License a budou
využity pro implementaci navrženého systému.
Pro zpracování a anylýzu textových dat je vedle Javy také velmi často využíván skrip-
tovací jazyk Python. I pro něj existuje řada knihoven, příkladem může být scikit-learn7,
všestranný a rozsáhlý nástroj pro strojové učení, PyBrain8, zaměřený na neuronové sítě,
posilované učení a evoluční algoritmy. Mezi další patří méně rozsáhlé knihovny PyML9 či
mlpy10.
4.2 Datové sady
Pro trénování a následné otestování navrženého analyzátoru sentimentu, tedy konkrétněji
řečeno klasifikátoru, je zapotřebí mít datovou sadu textů v přirozeném jazyce. Pro zvolené
metody navíc tato sada musí být anotovaná (tj. textům musí být přiřazena třída – v našem
případě třída sentimentu). Dataset také musí mít přiměřenou velikost: na příliš malém
vzorku dat nelze kvalitně natrénovat klasifikátor (ani jej korektně otestovat), naopak příliš
objemný dataset může znamenat vysoké výpočetní nároky a dlouhou dobu pro provádění
experimentů.
Pro získání datové sady existují dvě možnosti. První je vytvořit si vlastní – shromáž-
dit vybrané texty a ručně je anotovat. Druhou možností je využít již existující dataset.
Výhodou první varianty je to, že dataset bude sestaven na míru – od výběru typů textů
přes jejich rozsah až po jejich celkový počet a počet textů příslušících jednotlivým třídám.
Také můžeme více věřit ve správnost anotací. Nevýhodou je vysoká časová náročnost této










na vytvoření ještě další výhodu, která se projeví zejména tehdy, pokud vybereme vhodný
(ověřený) dataset. V takovém případě se zvyšuje i pravděpodobnost, že datová sada bude
pro analýzu sentimentu vhodná (čím více byla v minulosti využívána, tím více byla záro-
veň ověřována), navíc lze naše výsledky porovnat s výsledky experimentů předchozích prací
se stejným datasetem. I z těchto důvodů byla pro experimenty této práce zvolena druhá
možnost.
V současné době již analýza sentimentu zaznamenala velký rozvoj a v anglickém jazyce
pro ni existuje poměrně velké množství anotovaných datových sad. Určitou část tvoří data
ze sociálních sítí, jako je např. dataset [17] obsahující bezmála 6 000 tzv. „tweetů“, tedy
příspěvků ze sítě Twitter11. Tato data jsou anotována do čtyř tříd sentimentu: pozitivní,
negativní, neutrální (neobsahující žádný zjevný sentiment) a irelevantní (cizí jazyk, spam
apod.).
V této práci se zaměřujeme spíše na různé recenze a hodnocení produktů – i v této
oblasti existuje mnoho datasetů. Např. v práci [2] bylo pracováno s datovou sadou, kte-
rou tvoří zpětná vazba zákazníků na serveru Amazon12. Hodnocené produkty jsou ze čtyř
různých odvětví: kuchyňské spotřebiče, knihy, DVD a elektronika. V každém z uvedených
odvětví je několik tisíc hodnocení. Každý příspěvek kromě samotného hodnotícího textu
v přirozeném jazyce obsahuje i ohodnocení pomocí hvězdiček (1–5) a podle něj je text v da-
tasetu zařazen do třídy pozitivní (více než 3 hvězdičky), negativní (méně než 3 hvězdičky)
a neutrální (3 hvězdičky), tato třída však není v datasetu obsažena (příspěvky byly odfil-
trovány) a lze tedy experimentovat pouze s bipolární analýzou sentimentu. Další možností
by bylo klasifikovat příspěvky do pěti tříd sentimentu (podle počtu hvězdiček). Nevýhodou
tohoto (a podobných datasetů) je fakt, že anotace příspěvků není provedena ručně – je
sice pravděpodobné, že komentář s větším množstvím hvězdiček bude obsahovat pozitivní
sentiment, nicméně není to nijak zaručeno.
Další zajímavou skupinou, která je zvažována, jsou hodnotící komentáře k filmům (popř.
dalším formám uměleckých děl). Autoři článku [8] sestavili velmi rozsáhlou datovou sadu
(50 000 příspěvků) z komentářů ze serveru IMDb13, která je anotovaná na základě bodů
přidělovaných filmu společně s textovým hodnocením. Komentáře s hodnocením 1–4 body
jsou kategorizovány jako negativní, jako pozitivní jsou pak označeny příspěvky se 7–10
body. Podobně jako u předchozího datasetu se tedy nejedná o ručně anotované příspěvky
(přítomnost daného sentimentu tedy není zaručena) a opět nejsou zahrnuty neutrální pří-
spěvky (5 nebo 6 bodů). Dataset dále obsahuje odděleně data pro metody učení bez učitele
(tedy neanotovaná), která obsahují příspěvky s různým hodnocením.
Pro úspěšnější analýzu sentimentu jsou však výhodnější datové sady, které jsou sesta-
veny ručně, tj. u jejichž textů určí člověk, zda obsahují skutečně jasně interpretovatelný
sentiment, tedy laděný pozitivně či negativně. Příkladem takového datasetu je [6]. Ten
ve skutečnosti obsahuje tři různé datasety ze třech různých odvětví: komentáře k zakou-
peným produktům na serveru Amazon, hodnotící komentáře k filmům z portálu IMDb
a hodnocení navštívených podniků (většinou restaurací apod.) na serveru Yelp14. Z textů
z těchto zdrojů jsou však vybrány a do datasetu zařazeny pouze jednotlivé věty, které ob-
sahují poměrně jasně určitelný sentiment. Datasety jsou vyvážené, v každé ze tří domén je
500 pozitivních a 500 negativních vzorků. Opět zde nenajdeme neutrální třídu, byly cíleně
vybírány věty s jasným sentimentem.
11Sociální síť, https://twitter.com/
12Americký internetový obchodní portál, http://www.amazon.com/
13Internet Movie Database, mezinárnodní on-line databáze filmů, http://www.imdb.com/
14http://www.yelp.com/
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Pro experimenty v této práci byl tedy zvolen dataset [6] především pro jeho kvalitu
(dataset je ručně anotovaný a obsahuje pouze věty s výrazným sentimentem). V neposlední
řadě je ale velkou výhodou také jeho rozmaninost, díky které lze porovnávat experimenty
nad různými doménami (komentáře zákazníků k zakoupeným produktům vs. hodnocení
filmů). Lze tedy ověřit, nakolik je implementovaný systém pro analýzu sentimentu obecný




Úvodní část této kapitoly se zaměřuje na popis implementace analyzátoru, tedy výběr
programovacího jazyka a knihoven, zmíněny jsou také implementované součásti (metody
předzpracování, klasifikační algoritmy apod.). V další části této kapitoly (sekce 5.1) je po-
psána výsledná aplikace z pohledu uživatele, tedy její uživatelské rozhraní. Tato podkapitola
tedy slouží i jako stručná uživatelská příručka. V druhé podkapitole (sekce 5.2) je naopak
popsána vnitřní struktura aplikace, tedy základní informace o zdrojových souborech, nej-
důležitějších třídách a zajímavých implementačních detailech.
Pro implementaci navrženého systému byl zvolen jazyk Java. Patří mezi vysokoúrov-
ňové, strukturované a objektově orientované jazyky, což umožňuje vysokou čitelnost a roz-
šiřitelnost kódu výsledné aplikace. Mělo by tedy být poměrně snadné pochopit vnitřní
strukturu nástroje a dále ho rozvíjet – např. implementovat další techniky předzpracování
či jiné klasifikační metody a zlepšovat tak přesnost analýzy sentimentu. Dalším důvovem
pro tuto volbu byla vhodnost jazyka pro tento úkol, a to díky standardním součástím ja-
zyka (snadná práce s textem – s řetězci apod.), ale i velkým množstvím rozšíření a knihoven
právě pro zpracování přirozeného jazyka a strojové učení.
Z knihoven byly pro implementaci zvoleny nástroje vyvinuté na Stanfordově univerzitě,
které byly zmíněny v podkapitole 4.1. Jedná se o nástroj Stanford Classifier, ze kterého byly
využity některé klasifikační algoritmy strojového učení, ale především rozsáhlá knihovna
CoreNLP. Ta byla využita pro vnitřní reprezentaci datasetů i jednotlivých textů, jejich zá-
kladní zpracování (převedení na vektor příznaků) apod. Jednou z klíčových využitých funkcí
je lemmatizace, kterou nástroj umí nad větami provést. Pro účely správné lemmatizace je
interně prováděna i další ze zmíněných metod předzpracování textu: POS tagging, tedy
určení slovních druhů.
Kromě zmíněných metod byla dále implementována technika odstranění stopslov, kterou
nástroj Stanford CoreNLP nenabízí. K tomu byl použit seznam „Default English stopwords
list“ z projektu Ranks NL1. Po horších výsledcích s tímto seznamem (viz kapitola 6) byl
ručně sestaven druhý, vlastní seznam stopslov, který z něj vychází (byly z něj odstraněny
především slova se záporem, tedy „not“, „aren’t“ apod.).
Pro vlastní klasifikaci byly implementovány všechny tři navržené metody strojového
učení. Z nástroje CoreNLP je využit tzv. Lineární klasifikátor, který je založen na algoritmu
maximální entropie. Pro Naivní Bayesův klasifikátor byla použita implementace z knihovny
Stanford Classifier. Třetím navrženým algoritmem je metoda podpůrných vektorů, pro tu
byly využity obalovací třídy z CoreNLP, jako výpočetní jádro metody však byl použit
1http://www.ranks.nl/stopwords/
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nástroj SVM light2 [4], optimalizovaná implemtentace algoritmu SVM.
Nástroj Stanford CoreNLP obsahuje kromě mnoha tříd pro analýzu textů také kom-
pletní analyzátor sentimentu3 [18]. Ten je založen na statickém slovníku, který byl pečlivě
vytvářen z mnoha ručně anotovaných dat. Sentiment u textu je pak určen za pomoci důklad-
ného rozboru, věty textu jsou syntakticky i sémanticky anotovány, je budována stromová
reprezentace vět, která vystihuje strukturu a závislosti mezi větnými členy i s určenými
slovními druhy (POS tagging). Sentiment je následně určen od nejnižší úrovně, tedy od
slov (resp. lemmat), postupně procházením stromu od listů směrem ke kořenu. Např. slovo
„beautiful“ má sice samo o sobě (na nejnižší úrovni) přiřazeno silně pozitivní sentiment,
výše ve stromu se však k němu může přidat slovo „not“, které je ve větě před slovem „be-
autiful“ a jehož přidáním se změní sentiment tohoto nového úseku textu („not beautiful“)
na negativní. Díky této technice je analyzátor schopen lépe reagovat právě na výrazy se
záporem apod.
Vestavěný analyzátor sentimentu z CoreNLP byl do aplikace také zahrnut a lze ho
pro klasifikaci použít místo zmíněných třech algoritmů strojového učení. Je možné s ním
provádět testy nad stejnými datasety a výsledky poté porovnat s úspěšností algoritmů.
Cílem této práce bylo dosáhnout za pomoci algoritmů strojového učení srovnatelných či
dokonce lepších výsledků.
5.1 Výsledná aplikace
Aplikaci lze použít pro velkou řadu experimentů s analýzou sentimentu. Umožňuje práci ve
dvou základních režimech. Prvním je metoda křížové validace, kterou je analyzátor s da-
ným nastavením testován nad jistou datovou sadou. Druhým režimem je interaktivní tes-
tování, před kterým je nad daným datasetem analyzátor natrénován a poté lze již zadávat
věty, kterým je přiřazena jedna ze dvou tříd sentimentu (pozitivní či negativní). Pro každý
z experimentů lze zvolit různé nastavení (použité techniky předzpracování, algoritmus pro
klasifikaci apod.).
Vzhled výsledné aplikace je zachycen na snímcích na obrázku 5.1. V levé části je úvodní
menu, které se zobrazí po spuštění aplikace. První položkou menu je Settings, tedy nastavení
analyzátoru.
V pravé části obrázku 5.1 je snímek panelu nastavení. Nastavit lze všechny zmíněné
implementované součásti a metody. Podržením kurzoru nad položkou nastavení lze zobrazit
stručnou nápovědu k této položce, např. celý název metody (na obrázku zobrazen celý název
metody SVM – Support vector machines) či popis struktury souboru, který lze použít jako
vlastní dataset či seznam stop slov. První nastavovanou položkou je volba, zda provádět
lemmatizaci – tedy zda použít lemmata jako příznaky (namísto slov ve tvaru, ve kterém
jsou přímo v textu).
Dále lze zvolit, zda používat seznam stopslov, a pokud ano, který: volba „use basic“
znamená použití základního seznamu z Ranks NL, alternativou je „use improved“ pro vyu-
žití ručně upraveného seznamu. Třetí možností (resp. čtvrtou, pokud počítáme jako první
možnost „don’t use“, tj. nevyužití metody odstranění stopslov) je práce s vlastním sezna-
mem stopslov. K této volbě je zapotřebí vyhledat soubor (či zadat jeho název), ve kterém





Obrázek 5.1: Vzhled aplikace – úvodní menu a nastavení parametrů analýzy (předzpraco-
vání, volba klasifikačního algoritmu apod.)
Pod nastavením metody odstraňování stopslov se nachází výběr algoritmu pro klasi-
fikaci. Možnosti jsou čtyři, tři z nich odpovídají navrženým metodám strojového učení:
maximální entropie, Naive Bayes a metoda podpůrných vektorů. Při zvolení čtvrté položky
„stanford“ je pro analýzu sentimentu použit referenční analyzátor z nástroje CoreNLP [10]
[18]. Při této volbě nehraje roli nastavení dříve zmíněných položek, tento nástroj má nasta-
veny svoje vlastní metody předzpracování.
Posledním nastavitelným parametrem je volba datové sady. K dispozici jsou tři datasety,
resp. tři části zvoleného datasetu [6], které obsahují data ze tří různých domén: hodnocení
produktů (Amazon), komentáře k filmům (IMDb) a kritika restaurací a dalších zařízení
(Yelp). I zde existuje podobně jako u seznamu stopslov možnost provádět experimenty nad
svým vlastním datasetem. Soubor s ním musí mít opět určitý formát: na každém řádku
jeden anotovaný úsek textu, text je od anotace oddělen tabulátorem, anotace (tj. sentiment
daného textu) je buď „1“ (pozitivní sentiment), nebo „0“ (negativní).
Po nastavení parametrů analýzy se tlačítkem „Back“ vrátíme do úvodního menu, ze kte-
rého lze provádět dva typy experimentů. Po kliknutí na druhou položku menu „Cross-
validation“ je zapotřebí zadat počet iterací (který odpovídá počtu segmentů, na které bude
vybraný dataset rozdělen). Podle tohoto počtu je následně provedena křížová validace nad
daným datasetem. Po dokončení jsou vypsány výsledky jednotlivých iterací i celková úspěš-
nost klasifikátoru.
Pro druhý typ experimentů slouží třetí volba úvodního menu: „Train & recognize“. Po
zvolení této položky je klasifikátor (nastavený podle panelu „Settings“) naučen nad celým
zvoleným datasetem. Po dokončení trénování lze v dialogu zadávat úseky textu, který je
následně klasifikován. Text je i s určeným sentimentem („POSITIVE“ nebo „NEGATIVE“)
připsán do oblasti uvnitř okna. Těmito experimenty lze ověřit, co všechno analyzátor sen-
timentu zvládne, a na co už nestačí. Také lze např. zjistit, do jaké míry klasifikátor dokáže
zobecňovat, tedy nakolik úspěšně dokáže po natrénování nad datasetem obsahujícím hod-




Zdrojové soubory jsou rozděleny do dvou balíčků. Prvním je gui, který obsahuje třídy pro
vytvoření a řízení grafického uživatelského rozhraní. Druhý balíček sentimentanalyzator
zahrnuje vnitřní logiku aplikace pro analýzu sentimentu, tedy třídy pro reprezentaci data-
setu, klasifikátoru apod.
5.2.1 Balíček sentimentanalyzor
V balíčku sentimentanalyzator je celkem pět tříd. Třída SentimentAnalysis obsahuje
pouze ústřední metodu main, která je výchozím bodem celé aplikace. V současné verzi je zde
vytvořena instance třídy Window z balíčku gui, která následně přebírá řízení další činnosti
aplikace.
Stěžejní třídou balíčku sentimentanalyzator (ale i celé aplikace) je třída Sentiment-
Analyzator. Ta reprezentuje vlastní nástroj pro analýzu sentimentu, tedy především kla-
sifikátor určitého typu (SVM, Naive Bayes apod.). Mezi důležité metody patří zejména
crossTest() pro křížovou validaci nad zadaným datasetem, která výsledky tiskne na
stdout, ale i přímo do textové oblasti v uživatelském rozhraní. Probíhá zde i měření vý-
početního času. Druhou důležitou metodou je train() pro druhý typ experimentů – ta
natrénuje klasifikátor nad celou datovou sadou. Tuto metodu doplňuje metoda decide(),
která rozhodne o zadaném parametru, zda se jedná o text s pozitivním či negativním sen-
timentem.
Při libovolném typu experimentu je zapotřebí se specificky postarat o Naivní Bayesův
klasifikátor, jehož implementace vyžaduje předání kompletní množiny příznaků, tedy všech
slov (resp. lemmat), která se v textech mohou vyskytovat. Třída SentimentAnalyzator také
obsahuje specifické metody pro práci s referenčním analyzátorem CoreNLP (ten např. ne-
musí být trénován, je pouze načten model pro klasifikaci), jako je např. testStanford() pro
testování jeho úspěšnosti (odpovídá křížové validaci ostatních klasifikátorů) či decideStan-
ford(), pomocí které analyzátor z CoreNLP určí sentiment úseku textu. Tyto specifické
metody jsou volány ze standardních metod po zjištění, o jaký typ analyzátoru se jedná.
Jedním z atributů třídy SentimentAnalyzator je odkaz na instanci další třídy z tohoto
balíčku, MyClassifierFactory. Ta slouží jako obalovací třída pro ClassifierFactory
z knihovny CoreNLP, resp. jako společné rozhraní pro jednotlivé typy (NaiveBayesClassi-
fierFactory, SVMLightClassifierFactory a LinearClassifierFactory) a stará se o ně
specifickým způsobem. Další pomocnou třídou je TextWithSentiment, jejíž funkce je pouze
sdružení textu a jeho anotace (určení sentimentu) do jedné struktury.
Poslední třídou v balíčku sentimentanalyzator je velmi významná třída MyDataset.
Není pouze obalovacím prostředkem pro práci s datasetem, ale je např. zodpovědná za
většinu technik pro předzpracování (lemmatizace, stopslova aj.). Datovou sadu načte ze za-
daného souboru a uchovává ji jako seznam instancí zmíněné třídy TextWithSentiment. Pro
křížovou validaci implementuje metody getTrainDataset() a getTestDataset(), které
vrátí určitou podmnožinu (na základě pořadového čísla iterace, velikosti datasetu a dal-
ších parametrů) datasetu ve vhodném formátu pro trénování/testování. Přitom využívá
pomocné třídy z knihovny CoreNLP, jako např. Sentence, RVFDatum či RVFDataset, které
jsou vstupem pro klasifikační metody z této knihovny (a knihovny Stanford Classifier, která
používá podobná rozhraní). Pokud má být použita lemmatizace, je při konstrukci datasetu
nastaven atribut useLemmas na hodnotu true a při jakékoliv práci s datasetem jsou slova
převáděna na jejich lemmata. Pro využití stopslov je při konstrukci ze zadaného souboru
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pomocí metody loadStopWords() načten jejich seznam do atributu stopWords, pomocí
kterého je v průběhu analýzy každý úsek textu kontrolován. Kontrola je prováděna meto-
dou removeStopWords(), která funguje jako filtr: parametrem je seznam slov daného úseku
textu a návratová hodnota nový seznam, ze kterého jsou odstraněna stopslova.
5.2.2 Balíček gui
Grafické uživatelské rozhraní aplikace využívá rozšířený Java framework Swing. Výchozím
bodem je konstruktor třídy Window, která je potomkem třídy JFrame a reprezentuje okno
aplikace. V něm je vytvořeno úvodní menu, ale především panely pro všechny činnosti
analyzátoru. Třída Window je odpovědná za vzhled aplikace a hlavně za základní logiku uži-
vatelského rozhraní, tedy za přecházení mezi jednotlivými panely (nastavení, experimenty
aj.), ukončení programu apod. Druhou třídou v balíčku gui je Menu, která se stará pouze
o vykreslení a funkčnost prvků (tlačítek) úvodního menu.
Obsáhlejší třídou je Settings, která je odvozena od třídy JPanel a která vykresluje
a řídí panel s nastavením analyzátoru. Veškeré možnosti nastavení byly popsány v předchozí
kapitole 5.1. Třída Settings se stará o vykreslení a umístění zmíněných prvků nastavení,
manipulaci s těmito prvky (např. textová pole pro zadání vlastních souborů s datasetem
či seznamem stopslov je viditelné pouze tehdy, pokud je zvolená možnost „vlastní data-
set/seznam stopslov“). Veškeré nastavení zadané uživatelem je uchováváno ve veřejných
atributech, aby mohlo být využito při spouštění experimentů.
O experimenty se stará panel třídy Results (opět odvozen od JPanel). V aplikaci ko-
existují dvě instance tohoto panelu, každému typu experimentů („cross-validation“ a „train
& recognize“) přísluší jedna. Vzhled těchto dvou panelů je totiž stejný: v okně aplikace je
především velké textové pole, do kterého jsou vypisovány výsledky experimentů, vstup je
od uživatele přijímán za pomoci dialogových oken. Třída obsahuje dvě metody, které od-
povídají právě konkrétnímu typu experimentů: crossValidation() a trainRecognize().
Obě přijímají jediný parametr, kterým je odkaz na panel typu Settings s nastavením. Me-
tody komunikují s uživatelem za pomoci dialogových oken a vypisují výsledky do textové
oblasti. Pracují s třídami a metodami z balíčku sentimentanalyzator. Pro sestavení da-
tasetu používají pomocnou metodu makeDataset, která vytvoří instanci třídy MyDataset
se zadaným nastavením z panelu třídy Settings. Obě metody také samozřejmě vytvářejí
instanci třídy SentimentAnalyzator zadaného typu (SVM, Naive Bayes atd.) a invokují
jeho odpovídající metody, tj. při křížové validaci metodu crossTest(), v případě druhého
typu experimentů pak metody train() a decide().
Poslední součástí zdrojových souborů je balíček sentimentanalyzator.resources, který





Tato kapitola přináší popis výsledků experimentů, které byly sestrojeným analyzátorem
sentimentu prováděny nad zvolenými datasety. Aplikace umožňuje dva základní typy ex-
perimentů. Prvním je standardní křížová validace nad datasety, té se týkají experimenty
popsané v této práci (v následujících podkapitolách).
Druhým typem experimentů (kterým odpovídá třetí položka menu aplikace) je natré-
nování analyzátoru nad datasetem a následné ruční testování jednotlivých vět, resp. úseků
textu. Výsledky těchto experimentů jsou však velmi subjektivní a obtížně interpretovatelné.
Objektivně lze pouze deklarovat, že tato část aplikace je funkční a že analyzátor dává ro-
zumné výsledky, tj. po natrénování s vhodným nastavením určuje správný sentiment u vět,
které jasný a výrazný sentiment obsahují. Úspěšnost je pochopitelně nižší u textů s méně
jasným sentimentem či např. u textů obsahujících ironii apod.
V následujících podkapitolách budou popsány výsledky provedených experimentů prv-
ního typu. První z nich (6.1) se zaměřuje na srovnání tří navržených a implementovaných
klasifikačních metod včetně srovnání s referenčím analyzátorem z nástroje Stanford Co-
reNLP. Experimenty proběhly nad třemi různými datasety, každému z nich se věnována
samostatná část, celkové výsledky jsou pak uvedeny v tabulce 6.1. Podkapitola 6.2 se za-
bývá hodnocením použitých technik předpracování, tedy do jaké míry bylo jejich zařazení
přínosné. Dále bylo zkoumáno, jak se liší doba výpočtu (tj. doba trénování a testování)
jednotlivých metod a jak je tato doba ovlivněna technikami předzpracování (sekce 6.3).
Poslední podkapitola 6.4 se věnuje podrobněji jednomu z použitých algoritmů strojového
učení, metodě podpůrných vektorů, a zkoumá vliv hodnoty parametru C na úspěšnost ana-
lýzy sentimentu.
6.1 Porovnání klasifikačních metod
Základní experimenty byly zaměřeny na porovnání tří klasifikačních algoritmů strojového
učení, které byly pro analýzu sentimentu vybrány a implementovány. Kromě srovnání těchto
tří metod byla do experimentů zahrnuta i čtvrtá: klasifikace referenčním analyzátorem
z nástroje CoreNLP. Metody tedy budou srovnávány mezi sebou, ale i hodnoceny vzhledem
k výsledku tohoto analyzátoru. Pro důkladné porovnání byly zvažovány výsledky nad třemi
různými datasety: zákaznické hodnocení produktů ze serveru Amazon, komentáře diváků
k filmům z mezinárodní filmové databáze IMDb a úryvky z recenzí podniků (restaurací
apod.) ze serveru Yelp.
Úspěšnost daného klasifikátoru nad datasetem je vyhodnocena za metodou křížové vali-
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1. dataset (Amazon) 2. dataset (IMDb) 3. dataset (Yelp)
Stanford CoreNLP 73.4 % 79.4 % 74.6 %
Linear (MaxEnt) 83.8 % 78.5 % 84 %
Naive Bayes 76 % 69.6 % 74.1 %
SVM 83 % 77.7 % 83.9 %
Tabulka 6.1: Výsledky křížových validací všech metod
dace s parametrem 10, dataset je tedy rozdělen na deset částí a experiment probíhá iteračně:
v každé iteraci je úspěšnost změřena nad jednou částí (tedy jednou desetinou datasetu),
tomuto testování předchází v každé iteraci trénování klasifikátoru nad zbylou částí data-
setu (tedy nad ostatními devíti segmenty). Celkové výsledky (průměrná úspěšnost ze všech
iterací) jsou shrnuty v tabulce 6.1, průběh jednotlivých experimentů je znázorněn i grafy,
ve kterých lze sledovat i úspěšnost v jednotlivých iteracích. Zajímavé je zejména zjištění,
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Obrázek 6.1: Porovnání úspěšnosti metod nad prvním datasetem (Amazon)
6.1.1 První dataset (Amazon)
Průběh deseti iterací křížové validace nad prvním datasetem je znázorněn grafem 6.1. Na ose
x je v tomto grafu (stejně jako v grafech následujících) pořadové číslo iterace a na ose y dílčí
procentuální úspěšnost klasifikátoru v dané iteraci. Díky tomu je zjevné, že pokud jeden
z modelů dosáhl v určité iteraci horšího výsledku, bylo to do určité míry způsobeno tím,
že daná část datasetu (určená v této iteraci pro testování) byla obecně těžší na rozpoznání
sentimentu, protože nižší úspěšnost lze sledovat i u ostatních modelů (např. v iteraci č. 4).
Obdobné je to s vyšší úspěšností nad potenciálně kvalitnější částí datasetu (např. iterace
č. 3).
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I ze zobrazeného průběhu je vidět, že nejlepších výsledků dosahovala metoda podpůr-
ných vektorů (SVM) a metoda maximální entropie (implementovaná pod označením lineární
klasifikátor), ta dosáhla nejlepšího celkového výsledku 83,8 %, metoda SVM dosáhla na rov-
ných 83 %. Výrazně horšího výsledku dosáhl Naivní Bayesův klasifikátor s úspěšností 76 %.
Všechny tři implementované algoritmy však dosáhly lepšího výsledku než referenční nástroj
ze Stanfordovy univerzity. Jeho celková úspěšnost nad tímto datasetem dosáhla na pouhých
73,4 %. V experimentech nad datovou sadou obsahující hodnocení zakoupených produktů
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Obrázek 6.2: Porovnání úspěšnosti metod nad druhým datasetem (IMDb)
6.1.2 Druhý dataset (IMDb)
Výsledky nad druhým datasetem však dopadly výrazně jinak, jak je parné z grafu 6.2. Me-
toda maximální entropie a SVM opět dosahují podobných a dobrých výsledků (snad ještě
lépe než u prvního datasetu je zde mezi nimi vidět vzájemná korelace), tentokrát však po-
dobných výsledků dosáhl i referenční analyzátor z CoreNLP. S celkovým výsledkem 79,4 %
dokonce obě tyto metody strojového učení překonává, ačkoliv lepší z nich, maximální etropii,
pouze o necelé procento (78,5 %). SVM zaostává téměř o dvě procenta (77,7 %). I z průběhu
v grafu je jasné, že Naivní Bayesův klasifikátor dopadl o poznání hůře: s úspěšností 69,6 %
je bezmála o deset procent slabší než analyzátor Stanford CoreNLP.
Za povšimnutí rozhodně stojí fakt, že zatímco tři algoritmy strojového učení reagují na
data opět velmi podobně (nízká úspěšnost např. v iteracích 3 a 5, vysoká naopak ve 4. a 6.
iteraci), výsledky referenčního analyzátoru vykazují naprosto jiný průběh. Především je ale
nutné vysvětlit, z jakého důvodu je při křížové validaci nad tímto datasetem nejúspěšnější
klasifikátor Snadford CoreNLP, který nad první datovou sadou naopak podával výsledky
nejhorší.
Po ruční analýze datových sad lze říci, že je to způsobeno různě obtížnými doménami.
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Zatímco dataset ze Serveru Amazon obsahuje spíše jednodušší a jasnější hodnocení, se kte-
rými si metody strojového učení zvládly poradit, ve druhém datasetu, který je tvořen ko-
mentáři filmových diváků, jsou ve větším množství zastoupeny obtíženější texty. Příkladem
mohou být texty obsahující ironii, tj. slova s určitým sentimentem, ale text jako celek má
vyjadřovat sentiment opačný. Další náročnou skupinou jsou věty jako „I wasn’t expecting
Oscar material, but this?“, která obsahuje jen málo slov negativního sentimentu, některá
slova naopak mohou být vyhodnocena jako pozitivní (výraz „Oscar“ se bude s velkou prav-
děpodobností vyskytovat spíše ve velmi pozitivních komentářích). Zatímco implementované
algoritmy strojového učení si s tímto jevem neporadí, důkladný rozbor věty referenčním ana-
lyzátorem může být úspěšnější (zápor ve výrazu „wasn’t“ může znegovat pozitivní sentiment
následujících slov).
Podobně pracuje Stanfordský klasifikátor s texty, ve kterých se v jedné větě vyskytuje
gramatická negace a negativní rys obsažený ve významu slova. Příkladem může být věta
„The soundtrack wasn’t terrible, either.“, kterou klasické metody vyhodnotí jako negativní,
protože neobsahuje slova se zjevným pozitivním sentimentem, ale naopak „terrible“ bude
vyhodnoceno jako silně negativní a záporu ve „wasn’t“ bude rovněž přisuzován negativní
sentiment. Podrobný rozbor referenčního analyzátoru však odhalí vztah mezi těmito výrazy
a sentiment celku tak může změnit v pozitivní.
Poslední obtížnou kategorii, která byla zaznamenána, tvoří v datasetu z IMDb pří-
spěvky, jejichž sentiment je vyjádřen číselným hodnocením. Tímto způspbem je vyjádřeno
základní hodnocení filmu (uživatel přiřadí 1 až 10 bodů/hvězdiček), které je následně dopl-
něno slovním komentářem. Některé komentáře však mohou obsahovat pouze okomentované
číselné hodnocení, jako např.: „I’ll give this film 10 out of 10!“. Tento text však neobsa-
huje žádná slova s jasným pozitivním sentimentem a číselný výraz „10“ může naopak nést
dokonce negativní sentiment, protože se velmi často vyskytuje také v negativních komen-
tářích, např. „Rating: 1 out of 10. “, „1/10 – and only because there is no setting for 0/10.“
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Obrázek 6.3: Porovnání úspěšnosti metod nad třetím datasetem (Yelp)
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6.1.3 Třetí dataset (Yelp)
Průběh křížové validace nad třetím zvažovaným datasetem, který obsahuje texty ze serveru
Yelp (hodnocení restaurací a dalších zařízení), je znározněn grafem 6.3. Tentokrát je opět
nejúspěšnější dvojice algoritmů strojového učení: SVM a lineární klasifikátor (MaxEnt).
Jejich celková úspěšnost je téměř stejná, o něco lepší je maximální entropie s rovnými
84 %, metoda podpůrných vektorů však s úspěšností 83,9 % zaostává minimálně. Poměrně
vyrovnaných výsledků dosáhly referenční analyzátor Stanfordovy univerzity s úspěšností
74,6 % a Naivní Bayesův klasifikátor s úspěšností 74,1 %. Výsledky těchto klasifikátorů se
tedy liší pouze o půl procenta.
Výsledky experimentů nad třetí datovou sadou se tedy podobají výsledkům nad sadou
první. Rozdíl mezi dvěma úspěšnějšími metodami (MaxEnt a SVM) se téměř vyrovnal,
podobně jako rozdíl mezi dvojicí slabších klasifikátorů (Naive Bayes a Stanford CoreNLP).
Naopak odstup úspěšnosti mezi těmito dvojicemi se ještě zvětšil. Tentokrát ze tří implemen-
tovaných algoritmů strojového učení byly jen první dva úspěšnější než referenční klasifikátor
(a to výrazně, bezmála o deset procent), třetí (Naivní Bayesův) nástroj z CoreNLP nepře-
konal.
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Obrázek 6.4: Srovnání úspěšnosti všech kombinací technik předzpracování, klasifikátor Ma-
xEnt, křížová validace nad prvním datasetem
Dalším pohledem na experimenty je zkoumání, do jaké míry zvýšily úspěšnost jed-
notlivých klasifikačních metod implementované techniky předzpracování. První z nich je
lemmatizace (převod slov na jejich lemmata, viz kapitola 3.1), v rámci které je v použité
implementaci zapotřebí provádět i POS tagging (určování slovních druhů). Další imple-
mentovanou metodou předzpracování je odstranění stopslov, a to např. pomocí základního
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seznamu stopslov sestaveného v rámci projektu Ranks NL. Použití tohoto seznamu stopslov
však úspěšnost klasifikace v některých případech dokonce snížilo (viz graf 6.5), proto byl
ručně sestaven upravený seznam stopslov (z původního byly odstraněny především výrazy
se záporem).
V rámci experimentů lze tedy jako příznaky použít buď slova, nebo jejich lemmata, pří-
znakové vektory lze pak použít buď ze všech slov/lemmat v textu, nebo je nejprve filtrovat
prvním (původním) či druhým (ručně upraveným) seznamem stopslov. Celkově tedy šest
různých kombinací pro každou z metod strojového učení. Porovnání všech šesti způsobů
předzpracování při křížové validaci lineárního klasifikátoru (maximální entropie) nad prv-
ním datasetem zobrazuje graf 6.4. Jak je zřetelné i z dalších grafů, lemmatizace úspěšnost
klasifikace výrazně zvyšuje. Dále tedy byla pozornost zaměřena na vliv použití seznamu
stopslov, v grafech 6.5 a 6.6 je již zobrazena úspěšnost pouze čtyř kombinací předzpraco-
vání (pouze jedna z nich bez lemmatizace, tedy za použití slov jako příznaků). Zvlášť je
zobrazen sloupec úspěšnosti referenčního analyzátoru, u kterého je předzpracování vnitřně
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Obrázek 6.5: Porovnání vlivu technik předzpracování na úspěšnost klasifikace jednotlivých
metod, křížová validace nad prvním datasetem (Amazon)
Graf 6.5 porovnává celkovou úspěšnost všech klasifikačních metod při křížové validaci
nad prvním datasetem při použití různých kombinací technik předzpracování. Konkrétní
číselné výsledky jsou uvedeny v tabulce 6.2. Lze rozeznat velký přínos lemmatizace u všech
tří metod, zajímavější je však fakt, že použití základního seznamu stopslov úspěšnost klasi-
fikace naopak snížilo, v případě SVM a Naivního Bayesova klasifikátoru až téměř na úroveň
úspěšnosti analýzy bez lemmatizace. Dokonce u těchto dvou metod ani při použití ručně
upraveného seznamu stopslov nedosáhneme tak vysoké úspěšnosti jako při klasifikaci bez
odstraňování stopslov, ačkoliv se úspěšnost oproti využití základního seznamu výrazně zvy-
šuje. V případě lineárního klasifikátoru je však při použití upraveného seznamu stopslov
dosaženo absolutně nejvyšší úspěšnosti nad tímto datasetem (83,8 %).
Metoda odstranění stopslov tedy nemusí být pro úlohu rozpoznávání sentimentu pří-








slova, bez použití se-
znamu stopslov
79.3 % 74.0 % 80.4 % 73.4 %
lemmata, bez použití
seznamu stopslov
83.0 % 76.0 % 83.8 % 73.4 %
lemmata, základní se-
znam stopslov
81.0 % 74.1 % 81.0 % 73.4 %
lemmata, ručně upra-
vený seznam stopslov
83.8 % 75.5 % 83.0 % 73.4 %
Tabulka 6.2: Výsledky jednotlivých metod při použití různé kombinace technik předzpra-
cování, křížová validace nad prvním datasetem (Amazon)
dolování z textových dat, je v tomto případě nevhodné. Je zapotřebí vytvořit nové, spe-
cifické kolekce stopslov (resp. upravit ty obecné), s těmi lze úspěšnost klasifikace mírně
zvýšit.
Výsledky experimentů nad druhým datasetem (viz graf 6.6 a tabulka 6.3) jsou však
mírně odlišné. I zde je zjevné značné zvýšení úspěšnosti při použití lemmat místo slov. Za
zmínku však stojí především to, že v tomto případě využití i původního seznamu stopslov
přináší mírné vylepšení výsledků, a to u všech třech algoritmů. Samozřejmě u všech vychází
nejlépe použití ručně upraveného seznamu stopslov, a to zejména u MaxEnt klasifikátoru,
u kterého tak úspěšnost dosáhla 78,5 %, což je nad tímto datasetem nejlepší výsledek mezi
metodami strojového učení (lepší je jen referenční analyzátor s úspěšností 79,4 %).
Nad druhým datasetem tedy dosáhl nejlepšího výsledku referenční analyzátor. Úspěš-
nost implementovaných metod strojového učení byla o něco nižší, nicméně při použití ručně
upraveného seznamu stopslov to bylo např. pouze o necelé procento (lineární klasifiká-
tor). Zajímavé je především to, že oproti prvnímu datasetu bylo i se základním seznamem
stopslov dosaženo lepších výsledků než bez použití této techniky předzpracování.
Experimenty nad třetím datasetem již v kontextu zkoumání vlivu technik předzpraco-







slova, bez použití se-
znamu stopslov
73.0 % 67.3 % 71.8 % 79.4 %
lemmata, bez použití
seznamu stopslov
76.8 % 69.2 % 75.6 % 79.4 %
lemmata, základní se-
znam stopslov
77.1 % 69.4 % 76.9 % 79.4 %
lemmata, ručně upra-
vený seznam stopslov
78.5 % 69.6 % 77.7 % 79.4 %
Tabulka 6.3: Výsledky jednotlivých metod při použití různé kombinace technik předzpra-
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Obrázek 6.6: Porovnání vlivu technik předzpracování na úspěšnost klasifikace jednotlivých
metod, křížová validace nad druhým datasetem (IMDb)
6.3 Doba výpočtu
Dalším zkoumaným jevem byla doba výpočtu, resp. doba trénovaní a testování klasifiká-
toru. Zatímco metodám strojového učení trvala jedna iterace křížové validace nad první
datovou sadou okolo jedné sekundy (celá iterace, tedy trénování i testování), referenčnímu
analyzátoru Stanford CoreNLP trvala jedna iterace okolo desíti sekund, a to se jedná pouze
o testování nad daným vzorkem (neprovádí se žádné trénování). Graficky toto srovnání při-
náší graf 6.7, z něj je však zjevný pouze zmíněný rozdíl, pro porovnání tří strojových metod
musíme vyřadit referenční analyzátor, viz graf 6.8. Výrazná je zejména nestabilita doby
výpočtu u Naivního Bayesova klasifikátoru, čas potřebný pro jednu iteraci u zbývajících
dvou metod je naopak téměř konstantní, u rychlejšího lineárního je to více než 0,7 sekundy
a u SVM lehce nad 0,9 sekund.
Dalším aspektem, který dobu výpočtu ovlivňuje, je použití předzpracování. Výše zmí-
něné údaje se týkají použití lemmatizace, která výpočetní náročnost výrazně zvyšuje: pokud
lemmatizace není prováděna, jedna iterace křížové validace trvá přibližně 0,2 sekundy al-
goritmu maximální entropie a mezi 0,3 a 0,4 sekundy u SVM. Lemmatizace sice mírně
redukuje velikost příznakových vektorů (různé tvary slova jsou mapovány na jedno lemma),
toto zrychlení trénování a testování je však kompenzováno právě provedením lemmatizace,
v rámci které probíhá POS tagging a celkově je poměrně výpočetně náročná.
V neposlední řadě je zapotřebí zjistit, do jaké míry se mění časová náročnost při
(ne)použití seznamů stopslov. Konkrétní příklad (metoda MaxEnt, použitá lemmatizace,
křížová validace nad prvním datasetem) je znázorněn grafem 6.9. Použitím této operace
sice dochází k mírnému zpomalení při tvorbě příznakových vektorů, nicméně na rozdíl od
lemmatizace v tomto případě převažuje zrychlení, kterého je dosaženo při trénování a tes-
tování díky redukci příznakových vektorů (z těch je odstraněno poměrně velké množství
příznaků, které patří mezi frekventovaná stopslova). Nejrychlejší jsou iterace s použitím
základního seznamu stopslov (ten je nejobsáhlejší, je tedy odstraňováno nejvíce stopslov
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Obrázek 6.7: Doba výpočtu iterací křížové validace jednotlivých metod
upraveného seznamu, v některých případech jsou rychlejší dokonce i iterace bez použití
seznamu stopslov (projevuje se režie při odstraňování stopslov). Rozdíly jsou však poměrně
malé, maximálně v řádu setin sekundy. Významnější roli to může hrát při použití rozsáh-
lejších datových sad.
6.4 Parametr C u metody SVM
Poslední část experimentů se zaměřila na metodu podpůrných vektorů. Byla hledána vhodná
hodnota parametru C a bylo ověřováno, do jaké míry změna hodnoty tohoto parametru
ovlivňuje úspěšnost klasifikace.
Výsledky jsou znázorněny grafem 6.10, na ose y je opět dosažená úspěšnost v křížové
validaci při různých nastaveních parametru C (osa x). Zvýrazněny jsou i nejvyšší hodnoty.
Při použití seznamu stopslov (původního i upraveného) je dosaženo maxima s hodnotou C
parametru 0,4 až 0,5. Při nepoužití seznamu stopslov (ať už jsou požita lemmata či slova)
je maximální úspěšnosti dosaženo při vyšších hodnotách C. Celkově však lze říci, že je
úspěšnost nižší při nízkých hodnotách C (méně než 0,3), při vyšších je úspěšnost kolísavá.
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Tématem této diplomové práce byla analýza sentimentu. Tato úloha dolování dat z textu
byla podrobně popsána a teoreticky rozebrána. Skládá se ze dvou základních fází: první
je získání vektoru příznaků textu a jeho předzpracování, druhou pak vlastní klasifikace.
V kapitole 3 byly představeny různé konkrétní metody, které se v těchto fázích používají.
Pro předzpracování jsou to různé metody pro redukci příznakového vektoru za účelem
zvýšení úspěšnosti, např. lemmatizace či odstranění stopslov. Pro vlastní klasifikaci jsou to
metody strojového učení, pro implementaci v rámci této práce byly zvoleny tři: maximální
entropie, Naivní Bayesův klasifikátor a metoda podpůrných vektorů.
V rámci 4. kapitoly byl prezentován konceptuální návrh systému pro analýzu senti-
mentu, byl proveden rozbor dostupných nástrojů a knihoven a také přehled vhodných
datových sad. Na základě návrhu byl implementován funkční analyzátor s grafickým uži-
vatelským rozhraním, který umožňuje provádět experimenty s různým nastavením, a to
především volbu klasifikační metody (jeden z algoritmů strojového učení) a datové sady
(na kterou se provede křížová validace, či pomocí které je klasifikátor natrénován). Nasta-
vit lze také techniky předpzracování, tj. zda použít lemmatizaci (v rámci které je proveden
i POS tagging) a zda využít techniku odstraňování stopslov (a pokud ano, který seznam
stopslov použít). Podrobnějšímu popisu výsledné aplikace se věnuje kapitola č. 5.
Jádrem této práce byly experimenty s implementovaným analyzátorem. Tři algoritmy
strojového učení byly srovnány, nejlepších výsledků dosahuje lineární klasifikátor (imple-
mentace maximální entropie) s úspěšností až 84 % při křížové validaci nad zvolenými da-
tasety. Velmi podobných výsledků dosahuje i metoda podpůrných vektorů, zatímco Naivní
Bayesův klasifikátor má úspěšnost výrazně nižší.
Výsledky těchto metod byly také porovnány s výsledky tzv. referenčního analyzátoru,
který je obsažen v používaném nástroji CoreNLP Stanfordovy univerzity. Nad některými
datasety bylo implementovanými metodami strojového učení dosaženo výrazně lepších vý-
sledků, není to však pravidlem. Referenční analyzátor je úspěšnější nad obtížnějšími daty,
která obsahují sentiment více skrytý, spojení gramatické negace a negace obsažené ve vý-
znamu slova, ironii apod. V případě méně obtížných dat (tj. s jasnějším sentimentem) do-
sáhly lepších výsledků implementované algoritmy strojového učení. Jejich výhoda je také ve
výrazně nižší výpočetní náročnosti, rozpoznávání referenčním analyzátorem je až desetkrát
pomalejší než trénování a testování zmíněných metod dohromady. Pro reálné použití však
mají tyto algoritmy velkou nevýhodu: potřebují trénovací anotovaná data z dané domény,
na kterých se naučí sentiment rozpoznávat. Ty nemusí být vždy k dispozici. Nástroj z Co-
reNLP je bez jakéholiv učení připraven k použití a je využitelný velmi obecně, není omezen
na konkrétní doménu.
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Ačkoliv bylo dosaženo poměrně vysoké úspěšnosti, lze výsledky nadále zlepšovat. Přede-
vším s obtížnějšími daty (srov. komentáře diváků k filmům) mají zmíněné metody problémy.
Pomoci by mohla implementace dalších metod předpzracování, které by dokázaly sestavit
ještě kvalitnější příznakové vektory z textů v přirozeném jazyce. V teoretické části této
práce jich bylo zmíněno velké množství a jen část z nich byla implementována. Příkladem
dalšího možného rozšíření by bylo používání n-gramů, ty by mohly vyřešit problémy se
zápornými výrazy, které otáčí sentiment následujícího slova („It wasn’t bad.“). To by však
mohlo výrazně zvětšit velikost příznakových vektorů a tím i výpočetní náročnost. Řešením
by mohla být důsledná redukce vektorů, např. využitím algoritmů selekce příznaků.
Práce ověřila, že i jednoduché algoritmy strojového učení jsou schopné do určité míry
rozpoznat sentiment v přirozeném jazyce. Nicméně jejich schopnost se v současné době stále
ještě nevyrovná schopnostem člověka, k tomu vede ještě dlouhá cesta.
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Přiložené CD (stejně jako adresář odevzdaný elektronicky) obsahuje kompletní elektro-
nickou verzi diplomové práce: implementovaný program pro analýzu sentimentu, zdrojové
soubory tohoto programu a také elektronickou verzi technické zprávy. Konkrétněji:
• README.TXT – textový soubor obsahující stručný popis obsahu CD a návod na zpro-
voznění aplikace
• doc.pdf – technická zpráva o DP, podrobný popis/dokumentace
• doc/ – adresář se zdrojovými soubory dokumentace (pro systém LATEX)
• program/ – adresář obsahující spustitelnou aplikaci pro analýzu sentimentu:
program/SentimentAnalyzator.jar; pokud v adresáři program/lib/ nejsou knihovny,
je nutné je stáhnout (návod viz příloha B)
• src/ – zdrojové soubory, projekt pro prostředí NetBeans
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Příloha B
Návod na zprovoznění aplikace
Pro správné fungování aplikace na rozpoznávání sentimentu je zapotřebí, aby adresář lib
vedle spustitelného programu SentimentAnalyzator.jar obsahoval využité knihovny, které
jsou v práci popsány. Pokud obsaženy nejsou (např. kvůli jejich velikosti), je zapotřebí pro-
vést následující kroky:
• stáhnout vybrané knihovny (viz odkazy níže)
• po stažení rozbalit, vyjmout z případných vnořených adreářů
• umístit do adresáře /program/lib/
• následně je možné spustit aplikaci /program/SentimentAnalyzator.jar
B.1 Knihovna Stanford CoreNLP
• stránky projektu: http://stanfordnlp.github.io/CoreNLP/
• odkaz pro stažení:
http://nlp.stanford.edu/software/stanford-corenlp-full-2015-12-09.zip
B.2 Knihovna Stanford Classifier
• stránky projektu: http://nlp.stanford.edu/software/classifier.html
• odkaz pro stažení:
http://nlp.stanford.edu/software/stanford-classifier-2015-12-09.zip
B.3 Implementace metody SVM – knihovna SVM light
• stránky projektu: http://svmlight.joachims.org/
• odkaz pro stažení (binární soubor pro Windows 32 bit):
http://download.joachims.org/svm_light/current/svm_light_windows32.zip
• důležité je vyjmutí souborů z původních adresářů a umístění přímo do /program/lib/,
např. SVM light je staženo v adresáři svm_light/, ze kterého je zapotřebí oba soubory
vyjmout
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