Singular initial-value problems in second-order ordinary differential equations of Lane-Emden type are investigated. In this study, we shall introduce a further development in the Adomian decomposition method to overcome the difficulty at the singular point of non-homogeneous, linear and non-linear Lane-Emden-like equations; especially when the singularity appears on the right-hand side of this type of equations. A more general concept of this type of initial-value problem is introduced with various examples. The numerical results of these examples are compared with exact solutions when available.
Introduction
Singular and nonsingular initial-value problems in ordinary differential equations occur in several models of non-Newtonian fluid mechanics, mathematical physics, astrophysics, etc., [5, 8] . For example: the theory of internal structure of stars, cluster of galaxies, thermal behavior of a spherical cloud of gas acting under the mutual attraction of its molecules and theories of thermionic currents are modeled by means of Lane-Emden equations (hereafter LEEs). The basic problem of our interest is the singular initial-value problem in the linear second-order ordinary differential Lane-Emden-like equation, which can be generalized as follows:
where A, B and n are real constants, f (x, y) is a continuous real valued function, and g(x) ∈ C(0, 1], i.e., the case when the function g(x) may be undefined at the origin. For n = 2, Russell and Shampine [12] have investigated Eq. (1) for the functions g(x) = 0 and f (x, y) = ky + h(x) and they have proved that a unique solution exists if h(x) ∈ C[0, 1] and −∞ < k ≤ π 2 . Three-point difference methods of second-order accuracy have been applied in [12] . Recently, Ramose [10, 11] has developed linearization methods for the numerical solution of (1) with n = 2 and B = 0. He applied these methods to a variety of homogeneous and nonhomogeneous, linear and nonlinear LEEs. Moreover, Bender et al. [4] dealt with similar kinds of nonlinear problems by applying a perturbative technique. In many of his papers, Seidov [13] has also applied the perturbation method when n = 2, A = 1, B = 0, g(x) = 0 and f (x, y) = y m . In [13] , Seidov stated that the LEE can be solved analytically only for three values of m(m = 0, 1, 5). Nevertheless, for other values of m the LEE can be solved only numerically. By applying the Adomian decomposition method, Wazwaz [16] [17] [18] has also investigated the initial-value problem in (1) with different initial conditions and various f (x, y) and g(x) ∈ C[0, ∞). In these references, Wazwaz selected g(x) as a well-defined function at the origin.
In this paper, we study the singular initial-value problem in (1) by considering further progress, i.e., the case when the function g(x) may be undefined at the point x = 0 and g(x) ∈ C(0, 1]. In this case, we should note that many numerical techniques (like Runge-Kutta and perturbation methods) fail to solve the problem. Therefore, we will introduce a more general concept of the Adomian decomposition method to overcome the singularity presented on the right-hand side of (1). The basic idea of this concept stated that, if the point a is a point of accumulation of the domain of a function, then we introduce the set of values of the function as x → a. For example, the set of values of cos(1/x) as x → 0 is the set [−1, 1]. In this example, the function cos(1/x) behaves almost like a continuous function about the point 0, and this function can be considered roughly, as a solution of the differential equation y = x −2 sin(1/x), with the initial value (or initial condition) y(0) = [−1, 1]. In fact, cos(1/x) is a solution of the given equation such that for any c ∈ [−1, 1] there exists a sequence {x n }, with x n → 0, and f (x n ) → c.
Remark 1.
If a function f (x) is defined on the set I and a is an accumulation (or limit) point of I , we use the symbol f a for the set of values of f (x) at the point a. That is
and as
For example, the initial-value problem: y = f (x, y), y(x 0 ) = y 0 can be considered as a special form of the (singular) initial condition problems of type y = f (x, y), y x 0 = [y 1 , y 2 ], where y 1 , y 2 are real numbers and y 0 ∈ [y 1 , y 2 ]. Definition 1. The function f (x) is said to be s-continuous (set-continuous or symmetric continuous) at the point
Similarly we can define the right s-continuity and left s-continuity, for instance, the function f is right s-continuous at the point x = a if f a+ = [A, B] for some real numbers A and B. 
for some constant α, where α is independent of ε and δ. Moreover, the s-Lebesgue integral of the function can be defined as
For example the function
It is not the purpose of this paper to investigate s-Lebesgue integrability, thus, we will not discuss this approach in detail. We would just like to note that for the integrable functions on [a, b], we have
is continuous on a < τ < b. Furthermore, F(τ ) is right s-continuous at a and left s-continuous at b.
We further note that s-continuous and s-Lebesgue integrable functions have a lot of elegant properties and it seems that, they may play an important role in different fields. For instance, if a controllable process that changes regularly has infinitely many extreme values, then its corresponding mathematical model may have s-continuous and s-Lebesgue integrable type of functions.
Extended problem and analysis
In general, initial-value problems in second-order ordinary differential equations can be written as
For example, the analogue of problem (1) with n = 2 in its extended form is the problem
The next example demonstrates that even in the solutions of traditional differential equations the scope of problems can be improved. Consider the following initial-value problem corresponding to the Euler equation
It is not difficult to show that y = x sin(ln x) and y = x cos(ln x) satisfy this initial-value problem. But if we use the substitution x = e u , then we get
with constant coefficients. This equation has no solution, since the general solution of the last problem is y = C 1 e u cos u + C 2 e u sin u,
. Problems of this type would be interesting from the point of view of applications in mechanics. Now we return to the main problem, Eq. (1), assuming that g(x) is right s-continuous at x = 0. Following [1, 14] , we rewrite (1) in the form
where the differential operator L n is defined by
In order to overcome the singularity of (1) at x = 0, and in view of the last equation the corresponding inverse operator of L n is considered as a two-fold operator defined by:
Operating with L −1 n on the first two terms of (1), it follows that
and applying integration by parts on the first term of the inner integral leads to
and Eq. (1) becomes
The Adomian decomposition method introduces the solution y(x) by an infinite series
and if the function f (x, y) is nonlinear, it can be expressed by an infinite series of polynomials A n as
where the components y j (x) and A j are determined recursively by Adomian [2, 3] and Wazwaz [15] . Substituting (5) and (6) into (4) gives
To determine the components y j (x), we use the recursive relation
Now we shall generalize the results of Russell and Shampine in [12] , when the right-hand side of (1) is not continuous at x = 0. The following theorem can be used as a model for the analysis of the existence and uniqueness of the solution of (1) when n = 2, and it can be extended for other values of n. Theorem 1. There exists a unique solution of the problem
Proof. First of all let us prove that the problem
has a unique solution, where
. The general solution of this linear differential equation is
and
So as x → 0, taking c = 0 we have that the problem (9) has a solution ϕ(x). If φ(x) is the second solution, then their difference ϕ(x) − φ(x) is the solution of z + 2 x z = 0 with initial value z(0) = 0 and so ϕ(x) − φ(x) = 0. Thus, the system of equations
associated with the problem has a solution, since the second equation has a solution for every fixed function y 1 , that is, the successive (Picard) approximations converge to the solution of the system. It is clear that this solution is unique, otherwise the problem
has the trivial solution, which is impossible [12] . We should further note that the function ln x here can be replaced by any other s-Lebesgue integrable function with derivative less than 1/x.
In the following section, we will introduce some problematic examples (where g(x) is undefined at the point x = 0) to demonstrate the convergence of the method discussed above.
Application and discussion

Example 1
Consider the following linear, singular initial-value problem with y exact = x ln x y − 1
Operating with L −1 −1 (n = −1 in Eq. (3)) on both sides, it follows that
For this problem, the recursive relations in (7) lead to ) appear in y 0 , y 1 and y 1 , y 2 , respectively, with opposite signs. By neglecting these terms from the infinite series solution, we obtain the exact solution y(x) = x ln x.
Example 2
Now, let us consider the initial-value problem
Operating with L −1 2 (n = 2 in Eq. (3)) on both sides of (13), it follows from (7) that
2 (y k ), k 0, and proceeding as before we can find the first few components of y(x) as follows: 
of the problem given in (13), since From Table 1 , it can be seen clearly that the true error (difference between the right-hand side of (13) and the value found from Eq. (14)) is negligible. Moreover, this error can be reduced more and more by considering more terms of the series solution in (14) .
Lemma 1. If g(x) is a continuous and bounded function on the interval
Proof. Now we have
where M = sup{|g(x)|} and the function ϕ(x) = x 0 t n−α g(t)dt is continuous and ϕ(0) = 0. Then
and so the statement of this Lemma is true for
where g(x) ∈ C [0,1] . However, we further note that the method under consideration converges even, if the righthand side of Eq. (1) is of the form g(x) = g 1 (x)
, see Example 4 below with g(x) = (sin(ln x) + cos(ln x))/x 2 . Furthermore, this discussion can also be generalized for the s-Lebesgue integrable righthand side functions.
Example 3
Now consider the following initial-value problem with n = 3, α = 1, g(x) = sin(ln x) + cos(ln x), in Lemma 1:
Operating with L −1 3 on both sides, we have
and the recursive relations in (7), for this problem, lead to
[19 cos(ln x) − 17 sin(ln x)] . . . 
Example 4
Consider the initial-value problem
Operating with L −1 2 on both sides, we have
and using the corresponding recursive relations, the components of the series solution can be computed as:
[19 219 cos(ln x) − 31 398 sin(ln x)], . . . and thus the series solution can be written as:
where K = 299 500 164 665 000. It can be seen clearly that this series solution converges over the solution interval 0 < x ≤ 1.
Example 5
Consider the following singular, nonlinear initial-value problem
2 to both sides of the last equation, we have
2 (ln y). Using the decomposition series for the linear function y(x) and the polynomial series for the nonlinear term as suggested by Adomian [1] [2] [3] , we obtain the recursive relationship
where the Adomian polynomials A j for any nonlinear function F(y) are defined by:
Thus we have Calculating derivatives and using the Taylor series of the function ln(y), we note that the absolute error presented in (16) does not exceed ( 377 9 797 760 ) over the solution interval 0 < x ≤ 1. Some numerical results related to the problem under consideration are shown in Table 2 . To increase the accuracy of the results or to decrease the error, we increase the number of components y k in Eq. (16).
Example 6
Finally, let us consider the following singular, nonlinear initial-value problem with y exact = x ln x
Applying L −1 −1 to both sides of the last equation, we have
Following the procedure discussed above, we obtain the recursive relationship
where the first few terms of the Adomian polynomials for the nonlinear term F(y) = y 2 can be derived directly from Eq. (15) as: Table 3 Some numerical values of the problem presented in Example 6 where the other components can be found in a straightforward manner. The approximate solution using seven terms (y approx (x) = y 0 + y 1 + · · · + y 6 ) compared with the exact solution (y exact (x) = x ln x) is presented in Table 3 . The last column of Table 3 is devoted to the true error (y exact (x) − y approx (x)). By studying the terms presented in y 0 carefully, we can see that it is suitable to use the modified Adomian decomposition method applied by Wazwaz [18] , i.e., it is suitable to use y 0 with the corresponding recursive formula and write y(x) = x ln x + x 4 (ln x) 2 8 − 
Thus we have
y 1 (x) = L −1 −1 (A 0 ) = −x 4 (ln x) 2 8 +x i y exact (x i ) y approx (x i )
Final remarks
From the last two examples, we see clearly that the method and ideas developed in this paper can be applied to the case of nonlinear singular initial-value problems. For the existence and uniqueness of the solutions of equations of the type y + g(x)y = f (x, y), we refer to the standard theory in [7] and the research observations in [6, 9] , where the Lipschitzianity of f in the first argument is considered. Using these results it is possible to establish existence and uniqueness results for the problems of the type y + n x y + g(x)y = ϕ(y), y(0) = A, y (0) = B, where ϕ(y) is s-Lebesgue integrable and may be discontinuous (undefined) at x = 0. Here we demonstrated the convergence of the decomposition method using exercises. The difficulty in using the Adomian decomposition method due to the existence of a singular point at x = 0, is investigated here for equations with discontinuous right-hand sides. If the right-hand side of the equation is an sLebesgue integrable function of x, or y, then the Adomian decomposition method can be applied. This gives the proposed scheme a wider applicability. The singular initial-value problem can be generalized for the class of scontinuous functions. The nonlinear terms are vital to the progress in many applied sciences involving dynamical systems and the Adomian decomposition method can be applied for the nonlinear equations with oscillating righthand side terms.
