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1 Introduction
The Indian Ocean dipole (IOD) is an important ocean–
atmosphere coupled phenomenon in the tropical Indian 
Ocean, which produces an anomalous zonal sea surface 
temperature (SST) gradient along the equator (Saji et al. 
1999; Webster et al. 1999; Murtugudde et al. 2000). The 
anomalous zonal SST gradient is strongly coupled with 
anomalous equatorial winds (Saji et al. 1999; Webster et al. 
1999). Specifically, positive phase of IOD events are char-
acterized by anomalous SST warming in the western Indian 
Ocean and cooling in the eastern Indian Ocean, accom-
panied by easterly winds at the equator (Saji et al. 1999; 
Webster et al. 1999; Murtugudde et al. 2000; Li et al. 2002, 
2003; Saji and Yamagata 2003a); negative phase of IOD 
events are characterized by opposite SST and wind anom-
aly patterns. In addition to this, the subsurface sea tempera-
ture anomalies present an east–west dipole pattern (Rao 
et al. 2002; Feng and Meyers 2003). In association with 
the anomalous sea temperatures and winds, positive IOD 
events often cause severe flooding in eastern Africa and 
serious droughts in Indonesia and Australia; negative IOD 
events have the opposite effects on the climate (Ansell et al. 
2000; Black et al. 2003; Zubair et al. 2003; Behera et al. 
2005). Not only do IOD events affect rim regions (Birkett 
et al. 1999; Ansell et al. 2000; Black et al. 2003), they also 
modulate the climate in remote areas by planetary atmos-
pheric waves (Saji and Yamagata 2003b).
Phase-locking is an important characteristic of IOD 
events, whereby the occurrence, peak, and decay of IOD 
events are phase-locked to the seasonal cycle (Saji et al. 
1999; Webster et al. 1999; Li et al. 2002, 2003; Krishna-
murthy and Kirtman 2003; Lau and Nath 2004; Cai et al. 
2005; Zhong et al. 2005; Behera et al. 2006). Wajsowicz 
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(2004) showed that IOD events often reverse their sign in 
winter, peak in autumn, and reverse their sign again in the 
following winter; this is observed both in reanalysis and 
model results. The results indicate that winter is impor-
tant as IOD variability often emerges or decays during this 
period.
Due to the large influence of IOD events on the cli-
mate in near and far regions, there is great interest in 
studying the predictability of the events. Previous studies 
have shown that the lead time for skillful IOD prediction 
is about 1–2 seasons (Wajsowicz 2004, 2005; Luo et al. 
2005, 2007; Zhao and Hendon 2009; Shi et al. 2012). On 
one hand, the poor skill may be due to imperfect numeri-
cal models unable to simulate the basic characteristics of 
IOD events (Gualdi et al. 2003; Wajsowicz 2004; Yamagata 
et al. 2004; Cai et al. 2005). Alternatively, errors in the ini-
tial fields due to the sparse availability of observation data 
may also be a major limitation to improved skills. It has 
been observed that whatever the start month the predictive 
skills for the IOD region decrease rapidly during winter, 
and this is called the winter predictability barrier (WPB) 
phenomenon (Luo et al. 2007). By calculating the anom-
aly correlation coefficients of the IOD indices between 
the ideal observation (i.e., the “true state” of the positive 
IOD events in the model) and the model predictions (i.e., 
the predicted positive IOD events, with initial errors super-
imposed) in the Geophysical Fluid Dynamics Laboratory 
Climate Model version 2p1 (GFDL CM2p1), Feng et al. 
(2014a) demonstrated the existence of the WPB in both the 
growing and decaying phases of the positive IOD events, 
as a result of initial errors. Feng and Duan (2014) further 
reported that the dominant pattern of initial sea tempera-
ture errors, which are most likely to cause the occurrence 
of a significant WPB, shows an east–west dipole in both the 
surface and subsurface components. Therefore initial sea 
temperature errors with an east–west dipole pattern prob-
ably cause the occurrence of the WPB and, in turn, result in 
the failure of predicting the occurrence and decay of IOD 
events, which usually happen in winter (Wajsowicz 2004). 
This emphasizes the importance of initial field accuracy in 
skillfully predicting IOD events.
To improve the initial field accuracy, the Indian Ocean 
Observing System (IndOOS; http://www.incois.gov.in/
Incois/iogoos/home_indoos.jsp) has been developed, which 
is a long-term observational network, based on multiple 
platforms. Despite this, the low resolution of the current 
observations in the tropical Indian Ocean is still a limita-
tion to improved forecasts. Therefore, there is an urgent 
need for more observations. However, collecting observa-
tional data over the vast Indian Ocean is costly and not easy 
to implement. A strategy called targeted observations may 
reduce prediction errors to a greater degree than the same 
number of non-targeted observations; that is to say, a small 
number of targeted observations will reduce the prediction 
errors as much as a large number of non-targeted observa-
tions (Morss et al. 2001; Kim et al. 2004). This strategy 
where observations are collected in specific regions that 
are sensitive to IOD events to reduce the prediction uncer-
tainties may be an effective solution to reduce the WPB in 
IOD prediction. The key question from this is: how do we 
find the observing locations (i.e., the sensitive areas) for 
advancing beyond the WPB of IOD predictions?
Different methods were applied to explore the sensi-
tive areas of the El Niño Southern Oscillation (ENSO) and 
tropical cyclones for targeted observations; these methods 
can generally be divided into two categories. One cat-
egory consists of the adjoint-based methods, in which the 
adjoints of the forward tangent propagator of the models 
were calculated (Kim et al. 2004), such as singular vec-
tors (SVs; Palmer et al. 1998) and conditional nonlinear 
optimal perturbation (CNOP; Mu and Duan 2003). The 
second category was ensemble-based methods, such as 
the ensemble Kalman filter (Hamill and Snyder 2002), 
the ensemble transform technique (Bishop and Toth 1999) 
and the ensemble transform Kalman filter (Bishop et al. 
2001). Some results of these studies have already been 
implemented in field experiments, showing the efficiency 
of these proposed methods (Bergot 1999; Szunyogh et al. 
2000).
To the authors’ knowledge, there were no adaptive 
observational studies targeting IOD events. In this study, 
we will conduct perfect model predictability experiments 
to explore the observing locations (i.e., the sensitive areas) 
for advancing beyond the WPB of IOD predictions with 
an ensemble approach. As positive IOD events have larger 
effects on the climate and more frequently occur under cur-
rent climate change conditions, compared with negative 
ones (Ashok et al. 2001, 2003; Vinayachandran et al. 2002; 
Abram et al. 2003; Black et al. 2003; Annamalai and Mur-
tugudde 2004; Yamagata et al. 2004; Behera et al. 2005; 
Hong et al. 2008; Cai et al. 2009; Weller and Cai 2013), 
only positive IOD events are considered.
The remainder of the paper is organized as follows. The 
model and experimental strategy are described in Sect. 2. 
The effects of initial error patterns on prediction uncertain-
ties in the model are described in Sect. 3. The sensitive 
areas to enable advancement beyond the WPB in predicting 
positive IOD events are explored in Sect. 4. And finally, a 
summary and discussion are presented in Sect. 5.
2  Model and experimental strategy
The model used in this study is the GFDL CM2p1, an 
ocean–atmosphere–land–ice coupled model. The oceanic 
component of the coupled model is the Modular Ocean 
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Model version 4 (MOM4p1), released in December 2009, 
which is a numerical representation of the ocean’s hydro-
static primitive equations (Griffies 2009). The horizontal 
resolution is 1 × 1 in most regions, with the meridional 
resolution reducing to 1/3 at the equator. In total, there are 
50 unevenly spaced vertical levels, with a 10 m resolution 
in the upper 225 m of ocean. The atmospheric component 
of the GFDL CM2p1 is the GFDL atmosphere model, 
AM2p12b (GFDL Global Atmospheric Model Develop-
ment Team 2004). Its horizontal resolution is 2.5 × 2, and 
there are 24 vertical levels in total. The different compo-
nents are coupled with each other through the Flexible 
Modeling System and exchange fluxes every two hours. 
The GFDL CM2p1 has been used to study the predictabil-
ity of IOD events in previous research (Feng et al. 2014a, b; 
Feng and Duan 2014; Song et al. 2008) and was found to 
simulate the climatoloty and interannual variability of the 
Indian Ocean well.
In the present study, the GFDL CM2p1 is run for 
150 years, including the forcing of aerosols, land cover, 
tracer gases and insolation in 1990; the last 100 years are 
analyzed after a 50 year spin-up, to reduce the effects of 
initial adjustments. Ten positive IOD events are randomly 
chosen as the “true states” (i.e., reference states) to be pre-
dicted (Fig. 1), from all of those in which the IOD index 
exceeds 0.5 standard deviations for at least 3 consecutive 
months (Song et al. 2007). The IOD indices of these posi-
tive IOD events usually reverse their signs from negative 
to positive in winter, peak in autumn and reverse the signs 
again in the following winter (Feng et al. 2014a), which is 
consistent with the observational results (Wajsowicz 2004). 
The winter season here refers to the time period from Janu-
ary to March. In perfect model predictability experiments, 
the model is assumed to be perfect and so any prediction 
errors are caused by initial errors. The detailed experimen-
tal strategy is stated below.
As the ocean actively forces the atmosphere in the tropi-
cal Indian Ocean, we only perturbed the sea temperature 
and analyzed the effect of initial sea temperature errors 
on the prediction uncertainties of IOD events in this study. 
Considering the mean thermocline depth is about 110–
130 m in the tropical Indian Ocean (Song et al. 2007), the 
sea temperature anomalies at 95-m depth can reflect the 
variation of the thermocline depth to some extent, which 
is closely related to the evolution of IOD events (Rao 
et al. 2002; Vinayachandran et al. 2002). Besides, the SST 
anomalies are also closely linked with the evolution of IOD 
events. Therefore, initial errors are only superimposed on 
sea temperatures at the sea surface and at 95-m depth in the 
reference state IOD events, which could probably reflect 
the effects of sea temperature perturbations on the predic-
tion uncertainties of positive IOD events.
Recent researches have shown that initial errors causing 
significant prediction errors for coupled ocean–atmospheric 
modes (e.g., El Niño-Southern Oscillation (ENSO), Kuro-
shio Large Meander (KLM), Atlantic and Pacific block-
ings, etc.) may have dynamical growth behavior similar to 
the events themselves (Yu et al. 2009; Jiang and Wang 2010; 
Duan et al. 2013; Wang et al. 2012). Furthermore, Duan et al. 
(2009) demonstrated that such kinds of initial errors for El 
Niño would be most likely to cause a significant “spring pre-
dictability barrier”. These results encourage us to investigate 
the sensitive initial errors related to the WPB of IOD events 
with an ensemble approach by superimposing initial errors 
derived from IOD-related sea temperature anomalies. More-
over, due to a 4-year dominant period of IOD events in the 
GFDL CM2p1 model (Feng and Duan 2014), there is usu-
ally a positive IOD event and a negative IOD event within 
Fig. 1  IOD indexes of 10 reference state IOD events used in this 
study. R1–R10 denote the IOD events with the model year 1, 3, 11, 
20, 59, 81, 88, 90, 92, 95, respectively. The stars signify the start 
months July(−1), October(−1), and January(0) (“−1” indicates the 
year preceding the IOD year; “0” indicates the IOD year), and the 
integrations starting from these start months bestride the winter in the 
growing phase of positive IOD events; the triangles signify the start 
months April(0), July(0), and October(0), and the predictions from 
these start months bestride the winter in the decaying phase
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4 years; therefore, the patterns of sea temperature anomalies 
within 4 years are plentiful. So we sample the temperature 
anomalies at the sea surface and at 95-m depth in the tropical 
Indian Ocean every other month from the 4 years preceding 
each reference state IOD event to make initial errors as plen-
tiful as possible; that is, there are 24 pairs of initial errors 
altogether for each positive IOD event.
Based on the above discussions, for each positive IOD 
event, 24 pairs of initial errors are superimposed on the 
initial sea temperature fields at both the sea surface and 
95 m depth, in the tropical Indian Ocean (45°E–115°E, 
10°S–10°N) (Fig. 2). Then the model is integrated for 
12 months from six different start months: July, October in 
the year preceding the IOD year, and January, April, July 
and October in the IOD year (Fig. 1). For simplicity, the 
six start months are respectively labeled as July(−1), Octo-
ber(−1), January(0), April(0), July(0), and October(0) in 
the following discussions (where “−1” indicates the year 
preceding the IOD year and “0” indicates the IOD year). 
The integrations starting from July(−1), October(−1), and 
January(0) bestride the winter in the growing phase of the 
positive IOD events, and from April(0), July(0), and Octo-
ber(0) bestride the winter in the decaying phase. The pre-
diction errors are then obtained, which are the absolute 
values of the difference in the IOD index between the pre-
dicted positive IOD events and the “true state” of the posi-
tive IOD events.
To impartially compare the relative impact of differ-
ent initial errors on the predictability of positive IOD 
events, the initial errors are constrained by T1′ = T1/δ1 and 
T2
′ = T2/δ2, where T1 and T2 represent the surface and sub-
surface components of the original initial errors, T1′ and 
T2
′ represent the surface and subsurface components of 
the final initial errors, superimposed on the “true state” 
of positive IOD events, and δ1 and δ2 represent positive 
numbers which are chosen to ensure the same magnitude 
between T1′ and T2
















2 are set as 2.4°, where the grid point 
(i, j) ranges over 45°E–115°E, 10°S–10°N. In this case, 
the initial error at any gridpoint (i, j) in the tropical Indian 
Ocean is smaller than the standard deviation of analysis 
errors of sea surface temperature along the equator (i.e., 
0.2 °C; Kaplan et al. 1998), indicating that the initial errors 
analyzed in this study may exist in the analysis errors and 
that the magnitude of our initial errors is reasonable set. 
As only two levels of sea temperatures are perturbed in 
the tropical Indian Ocean and the perturbations on the sea 
temperatures are small, no significant initial shock exists 
during the integrations even though regid boundaries are 
used in this study (not shown).
3  Effect of initial error patterns on the prediction 
uncertainties
Based on the same experimental strategy, Feng and Duan 
(2014) chose initial errors that cause the fastest error 
growth in winter and analyzed their dominant pattern using 
Combined Empirical Orthogonal Function (CEOF) analy-
sis. They demonstrated that the dominant pattern of those 
initial errors that are most likely to cause a significant WPB 
presents a large-scale east–west dipole, in both the surface 
and subsurface (i.e., 95 m depth) components (hereafter 
referred to as the dipole pattern).
In this paper, by comparing the relative effects of the 
dipole pattern initial errors and spatially correlated noise on 
prediction uncertainties, we verify the effect of initial error 
patterns on the prediction uncertainties of positive IOD 
events. Specifically, we superimpose spatially correlated 
Fig. 2  Schematic diagram of 
the experimental design. The 
black bold line R indicates the 
IOD index of a reference state 
IOD event. The 24 colored lines 
indicate the predictions with 24 
different initial errors super-
imposed on the initial fields of 
the reference state IOD event. 
These predictions are integrated 
for 12 months from the same 
start month. The prediction 
errors are the absolute values of 
the difference in the IOD index 
between the predicted positive 
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noises on the initial fields of the positive IOD events 
and integrate them for 12 months from the start months 
July(−1) and July(0). The integrations starting from these 
2 months are used to illustrate predictions spanning winter, 
in the growing phase and the decaying phase, respectively, 
of the positive IOD events. Then the prediction errors in 
winter caused by spatially correlated noises are compared 
with those caused by dipole pattern initial errors, to verify 
the effect of initial error patterns on IOD predictions.
For each start month, we choose ten pairs of initial errors 
that are most likely to cause a significant WPB from the 
240 pairs of initial errors mentioned in Sect. 2 and ensure 
that the absolute values of the pattern correlation coeffi-
cients between those initial errors and the corresponding 
leading mode of the aforementioned CEOF analysis are 
largest (Fig. 3a–d, also see Feng and Duan 2014). These 
initial errors therefore represent the initial errors of the 
dipole pattern and are hereafter called the dipole pattern 
initial errors. The corresponding prediction errors for these 
initial errors are analyzed.
In consideration that analysis fields are based on both 
first guess (FG) fields and observations, and errors in 
analysis fields are likely correlated both horizontally and 
vertically due to the use of FG fields that have strongly 
correlated errors, we generated three pairs of fields with 
spatially correlated noise to contrast with the dipole pat-
tern initial errors. They possess the surface and subsurface 
components and have the same magnitude as the dipole 
pattern initial errors. For simplicity, the surface and sub-
surface components of the spatially correlated noise fields 
are the same; and they are generated to follow a multivari-
able normal distribution X~Np(0,
∑






Fig. 3  The surface component (a) and subsurface component (b) 
for the leading mode of the Combined Empirical Orthogonal Func-
tion analysis of initial errors that are most likely to cause a significant 
WPB for start month July(−1); c and d are as above, but for the start 
month July(0); A, B, C, and D in the black boxes represent the areas 
where the large values of the dominant pattern are located. e, g, and i 
are the surface components of three pairs of fields with spatially cor-
related noise in the tropical Indian Ocean; and f, h, and j are the sub-
surface components (units:  °C)
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and covariance matrix ∑. The subscript p denotes the total 
number of the grid points in the tropical Indian Ocean 
(45°E–115°E, 10°S–10°N). Each value in ∑ describes the 
correlation coefficient between the grid point x and y and 
is defined as �s(x)s(y)� = e−
|x−y|
ξ , where |x − y| denotes the 
distance between the grid point x and y, and the correla-
tion length ξ is defined as 220 km. As ∑ is not a diagonal 
matrix, these noise fields are spatially correlated.
To ensure that the magnitude of spatially correlated 
noises is the same as that of the dipole pattern initial errors, 
the spatially correlated noises are constrained by T′ = T/δ, 
where T represents the surface and subsurface components 
of the original spatially correlated noises, T′represents the 
surface and subsurface components of the final spatially 
correlated noises, superimposed on the “true state” of posi-







2  is set as 2.4°, where the grid 
point (i, j) ranges over 45°E–115°E, 10°S–10°N. Three 
pairs of spatially correlated noises are generated in total 
and their spatial patterns are shown in Fig. 3e–j, which are 
in striking contrast to the dipole pattern initial errors. These 
three pairs of spatially correlated noises are respectively 
superimposed on the initial fields of each “true state” posi-
tive IOD event. After 12 months of integration, 30 predic-
tions are obtained for each start month.
The prediction errors in winter that are caused by the 
spatially correlated noises are then compared with those 
caused by the dipole pattern initial errors (Fig. 4). In most 
cases, the prediction errors in winter caused by the dipole 
pattern initial errors are larger than those caused by the 
three pairs of spatially correlated noises; this is particularly 
apparent in their composite and is true for both of the start 
months July(−1) and July(0). These results indicate that 
the dipole pattern initial errors have a larger effect on the 
prediction uncertainties of positive IOD events in winter, 
compared with the spatially correlated noises. Therefore, 
they probably result in a failure of the predictions for the 
occurrence and decay of positive IOD events.
To further evaluate the effects of initial errors with dif-
ferent spatial patterns on the prediction uncertainties of 
positive IOD events, the seasonal growth rate of prediction 
errors is calculated. The error growth rate (κ) in a season is 
defined as κ = (γn+1 − γn-1)/2, where γn-1 is the prediction 
error in the first month of the season and γn+1 is the predic-
tion error in the last month. A positive κ signifies an increase 
of the prediction error for a given season, and a negative κ 
signifies a decrease; the larger the positive value of κ, the 
faster the prediction error grows in that season. For the 
dipole pattern initial errors, κ is positive and largest in win-
ter, indicating that the prediction errors grow fastest in win-
ter and show a strong seasonally dependent evolution; there-
fore, the dipole pattern initial errors favor the occurrence of 
a significant WPB. By contrast, for almost all of the spa-
tially correlated noises, the seasonal growth rates of predic-
tion errors are small or even negative in winter, indicating 
that no WPB occurs. This contrast is also reflected in their 


































































Fig. 4  The prediction errors in winter for each individual case super-
imposed with the dipole pattern initial errors and three pairs of fields 
with spatially correlated noise for (a) start month July(−1), and (b) 
start month July(0) (color plots). The bars represent the average mean 
of each kind of initial errors
Table 1  The composite error growth rates during each of the four 
seasons for IOD events superimposed with dipole pattern initial 
errors and three pairs of fields with spatially correlated noise for start 
months July(−1) and July(0)
JAS summer, OND autumn, JFM winter, AMJ spring (units: month−1)
Composite κ JAS OND JFM AMJ
From July(−1)
 Dipole pattern errors 0.117 −0.003 0.404 −0.051
 Correlated noise −1 0.233 0.124 −0.148 0.353
 Correlated noise −2 0.168 0.110 0.046 0.280
 Correlated noise −3 0.254 0.063 −0.071 0.202
From July(0)
 Dipole pattern errors 0.186 −0.030 0.361 −0.085
 Correlated noise −1 0.216 0.017 −0.019 0.063
 Correlated noise −2 0.254 −0.114 0.166 −0.031
 Correlated noise −3 0.195 0.047 0.181 0.087
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that the dipole pattern initial errors cause larger prediction 
errors, and are more favorable for the fastest error growth in 
winter, compared with the spatially correlated noises; there-
fore, the dipole pattern initial errors are more likely to lead 
to the occurrence of a significant WPB.
These results emphasize the close relationship between 
the spatial patterns of initial errors and the occurrence of 
a significant WPB. If we can filter out the initial errors of 
dipole structure by carrying out intensive observations over 
the tropical Indian Ocean, we could probably decrease the 
prediction errors in winter and, in turn, greatly improve 
the forecast skills for the occurrence and decay of positive 
IOD events. However, carrying out intensive observations 
over the vast tropical Indian Ocean is costly and not easy 
to implement; therefore, targeted observations may be an 
effective solution to this issue, as discussed in the introduc-
tion. Feng and Duan (2014) showed that the large values of 
the dipole pattern initial errors are localized within a few 
areas. This indicates that the initial errors in these regions 
may make a large contribution to the prediction uncertain-
ties and provide information regarding the sensitive areas 
for advancing beyond the WPB of IOD predictions, which 
is further explored in the following section.
4  Identification of sensitive areas to advance 
beyond the WPB
For start month July(−1), the large values of the dipole 
pattern initial errors are mainly located at 10°S–Equator, 
90°E–110°E (A of Fig. 3a) in the surface component and 
5°S–5°N, 85°E–105°E (B of Fig. 3b) in the subsurface 
component. For start month July(0), the large values are 
mainly located at 10°S–Equator, 70°E–90°E (C of Fig. 3c) 
in the surface component and at 5°S–5°N, 85°E–105°E (D 
of Fig. 3d) in the subsurface component. The four areas A, 
B, C, and D have the same size. Two experiments are con-
ducted on each pair of initial errors, which are most likely 
to cause a significant WPB. 26 pairs of initial errors for 
start month July(−1) and 24 pairs for start month July(0), 
which show the fastest growth in winter and are most likely 
to cause a significant WPB, are respectively chosen to par-
ticipate in these experiments.
Firstly, for each pair of initial errors (hereafter referred 
to as “the whole initial errors”), the errors at A and C from 
the surface component and at B and D from the subsur-
face component are eliminated (for start months July(−1) 
and July(0), respectively), and the remaining errors in the 
tropical Indian Ocean (45°E–115°E, 10°S–10°N), are 
superimposed on the same initial fields as the whole ini-
tial errors. After 12 months of integration, the prediction 
errors are obtained. This type of experiments is called Exp-
S, in which errors over small areas are eliminated from the 
whole initial errors. Secondly, and in contrast, for each pair 
of initial errors, only the errors at A and C in the surface 
component, and at B and D in the subsurface component 
(for start months July(−1) and July(0), respectively), are 
superimposed on the same initial fields as the whole ini-
tial errors, and the rest of the initial errors in the tropical 
Indian Ocean (45°E–115°E, 10°S–10°N) are eliminated. 
Then they are integrated for 12 months and the prediction 
errors are obtained. This type of experiments is referred to 
as Exp-L, in which errors over large areas are eliminated 
from the whole initial errors. In addition, the predictions 
with the whole initial errors superimposed are called Exp-
all. The only difference among these three types of experi-
ments is in the different initial errors.
The prediction errors in different experiments are com-
pared in Fig. 5. The points beneath the diagonal line indi-
cate that the prediction errors in winter in Exp-all are larger 
than those in Exp-S (Figs. 5a, c) and Exp-L (Figs. 5b, d). 
For most cases, the prediction errors in Exp-all are larger 
than 1; however, by partially eliminating the initial errors 
(i.e., the Exp-S or the Exp-L), the prediction errors 
decrease rapidly, which is highlighted by the concentra-
tion of the points in the bottom right part of Fig. 5. These 
results indicate that partially eliminating the initial errors in 
the tropical Indian Ocean can reduce the prediction errors 
in winter and improve the forecast skills of IOD events 
spanning winters. This conclusion is true for both of the 
start months, July(−1) and July(0). We further take a case 
as an example to examine the SST component of predic-
tion error fields in winter in different experiments (Fig. 6). 
Apparently, the errors in Exp-all are large in both the west-
ern pole (50°E–70°E, 10°S–10°N) and the eastern pole 
(90°E–110°E, 10°S–0°) of IOD events, resulting in large 
prediction uncertainties in winter. However, the tempera-
ture errors decrease in both Exp-S and Exp-L, especially in 
Exp-S. These results again demonstrate that the prediction 
errors decrease largely when partially eliminating initial 
errors in the tropical Indian Ocean.
It is worth noting that, the total area from which the 
initial errors in Exp-S are eliminated, is only one-sixth 
of that in Exp-L; therefore, to impartially compare the 
impacts of eliminating initial errors, per unit area, on the 
prediction uncertainties of positive IOD events in differ-
ent experiments, the cost effectiveness, CE, is defined as 
CE = I/N = ((P1 − P0)/P0)/N, where I is the impact of par-
tially eliminating initial errors on the prediction uncertain-
ties in winter in the different experiments, P1 is the predic-
tion errors in Exp-S or Exp-L, P0 is the prediction errors 
in Exp-all, and N is the size of the areas from which the 
initial errors are eliminated. For convenience, N is set as 1 
in Exp-S and 6 in Exp-L. The negative or positive CE indi-
cates an improvement or decline, respectively, of the fore-
cast skills of IOD events spanning winter, by eliminating 
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Fig. 5  The prediction errors in winter for each individual case; the y-axis represents the prediction errors in Exp-S (a and c), and in Exp-L 




Fig. 6  SST component of prediction error fields in winter for a case 
in Exp-all (a), Exp-S (b), and Exp-L(c) (units:  °C)
Fig. 7  The cost effectiveness of each individual case in Exp-S and 
Exp-L for a start month July(−1); and b start month July(0); the 
numbers above each graph are the average mean of the cost effective-
ness in Exp-S and Exp-L
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the initial errors per unit area; the larger the absolute value 
of the negative CE, the greater the improvement of the fore-
cast skills.
It is apparent that the CE is negative for most cases in 
Exp-S and Exp-L (Fig. 7); this indicates an improvement of 
the forecast skills of IOD events spanning winter, by elimi-
nating the initial errors, per unit area in these experiments. 
In addition, the absolute values of the negative CE in Exp-S 
are significantly larger than those in Exp-L, suggesting a 
greater improvement of the forecast skills by Exp-S. This 
is also reflected in their average values: the average cost 
effectiveness is −50.94 and −40.92 % in Exp-S, and −6.34 
and −8.01 % in Exp-L, for start months July(−1) and 
July(0), respectively. That is to say, by solely eliminating 
the initial errors in one-seventh of the tropical Indian Ocean 
(45°E–115°E, 10°S–10°N) in Exp-S, the prediction errors in 
winter could largely be reduced by more than 40 %. Physi-
cally, the large values of the dipole pattern initial errors in 
Exp-L develop rapidly under the Bjerknes feedback and 
cause large prediction errors. By contrast, the errors in 
Exp-S do not show a large development and cause small 
prediction errors (not shown). Therefore, the improvement 
of the forecast skills is greater by Exp-S than Exp-L, and the 
prediction uncertainties of positive IOD events in winter are 
more sensitive to the initial errors at A and B for start month 
July(−1), and C and D for start month July(0).
By eliminating the initial errors over areas A and B, the 
prediction errors in the winter of the growing phase will 
probably decrease rapidly, and the forecast skills for the 
occurrence of positive IOD events will be largely improved. 
Corresponding to this, by eliminating the initial errors 
over areas C and D, the prediction errors in the winter of 
the decaying phase will probably decrease rapidly, and the 
forecast skills for the decay of positive IOD events will be 
largely improved. These sensitivity experiments, showed 
that, these areas [i.e., A and B for start month July(−1), 
C and D for start month July(0)] have great effects on the 
IOD predictions spanning winter for most cases.
The analysis in this study demonstrates that the predic-
tion uncertainties of positive IOD events in winter are sen-
sitive to the initial errors in the areas where the large val-
ues of the dipole pattern initial errors are located. Feng and 
Duan (2014) showed that the errors in the subsurface com-
ponent of the dipole pattern initial errors are larger than 
those in the surface component. The question then arises, 
as to whether the prediction uncertainties of positive IOD 
events in winter are more sensitive to the initial errors in 
the subsurface large value areas (i.e., B and D) than those 
in the surface large value areas (i.e., A and C).
For each pair of initial errors that are most likely to 
cause a significant WPB (i.e., the whole initial errors), by 
eliminating the initial errors in the surface and subsurface 
large value areas respectively, their impacts on the predic-
tion uncertainties of positive IOD events can be compared. 
Specifically, for start months July(−1) and July(0), respec-
tively, the initial errors at A and C are eliminated from 
the surface component of the whole initial errors, and the 
remaining initial errors are superimposed on the original 
initial fields. After 12 months of integration, the predic-
tion errors are obtained. These experiments are called Exp-
surf, in which the initial errors in the surface large value 
areas are eliminated. Similarly, the initial errors at B and D 
(respectively, for each start month) are eliminated from the 
subsurface component, and the remaining initial errors are 
superimposed on the original initial fields. These experi-
ments are referred to as Exp-sub, in which the initial errors 
in the subsurface large value areas are eliminated.
The points beneath the diagonal line within Fig. 8 indi-
cate that the prediction errors in winter in Exp-all are larger 
than those in Exp-surf or Exp-sub. The solid lines in red 
and green represent the linear best fit for the points in Exp-
surf and Exp-sub, respectively; the slopes of these lines 
Fig. 8  The prediction errors in winter for each individual case; the 
y-axis represents the prediction errors in Exp-surf and Exp-sub; the 
x-axis represents those in Exp-all; the solid lines in red and green 
represent the linear best fit for the points in Exp-surf and Exp-sub, 
respectively. Graphs a and b show those for start month July(−1) and 
July(0), respectively
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indicate the ratio of the prediction errors in winter in Exp-
surf and Exp-sub, respectively, to those in Exp-all. If the 
slope is smaller than that of the diagonal line, by elimi-
nating the initial errors in the surface or subsurface large 
value areas, the prediction errors in winter for most cases 
decrease and, on average, they improve the forecast skills; 
the smaller the slope, the greater the improvement. It is 
apparent that most red and green points concentrate in the 
bottom right part of the figures, indicating that the predic-
tion errors in winter largely decrease with the elimination of 
the initial errors from the surface or subsurface large value 
areas; therefore, the forecast skills of the IOD events span-
ning winter greatly improve. This is in accordance with the 
results showing that the slopes of the red and green lines 
are smaller than that of the diagonal line. The conclusions 
are true for both of the start months July(−1) and July(0). 
Furthermore, the slope of the green line is smaller than that 
of the red line for both of the start months July(−1) and 
July(0), indicating that, in general, the improvement of the 
forecast skills of the IOD events spanning winter in Exp-
sub is greater than that in Exp-surf. That is to say, the pre-
diction uncertainties in winter are generally more sensitive 
to the initial errors in the subsurface large value areas than 
to those in the surface large value areas.
Furthermore, the impacts of partially eliminating initial 
errors on the prediction uncertainties of the IOD events 
in winter (i.e., I) in both Exp-surf and Exp-sub are shown 
in Fig. 9. As the areas A and B, as well as C and D, have 
the same size, the impact I could impartially compare 
the effects of eliminating initial errors on the prediction 
uncertainties of positive IOD events in different experi-
ments. Negative and positive impacts indicate a decrease or 
increase, respectively, of the prediction errors in winter. It 
is apparent that, for most cases, the impacts are negative in 
Exp-surf and Exp-sub, indicating a decrease of the predic-
tion errors and an improvement of the forecast skills for the 
IOD events spanning winter. Moreover, the average extent 
of improvement by eliminating the initial errors in the sub-
surface large value areas is greater than that by eliminat-
ing the initial errors in the surface large value areas, with 
an average impact of −50.14 and −59.96 % in Exp-sub, 
and −36.52 and −45.77 %, in Exp-surf, for start months 
July(−1) and July(0), respectively, indicating that the pre-
diction uncertainties in winter are more sensitive to the ini-
tial errors in the subsurface large value areas.
It should be noted, that the average impact on the pre-
diction uncertainties of IOD events in Exp-sub is approxi-
mately equal to, and even greater than, that in Exp-S, for 
start months July(−1) and July(0), respectively, but the 
size of the areas where initial errors are eliminated in Exp-
sub is only half of that in Exp-S. Therefore, in consid-
eration of the CE, eliminating the initial errors in just the 
subsurface large value areas could effectively decrease the 
prediction errors in winter and largely improve the fore-
cast skills of IOD events; that is, the prediction uncertain-
ties of IOD events are exquisitely sensitive to initial errors 
over the subsurface large value areas. These results sug-
gest that the subsurface large value areas are the sensitive 
areas for advancing beyond the WPB of IOD predictions. 
As the subsurface large value areas (i.e., B and D) for start 
months July(−1) and July(0) are in the same general area, 
if initial errors are reduced by carrying out intensive obser-
vations at 95 m depth in the eastern tropical Indian ocean 
(5°S–5°N, 85°E–105°E), the forecast skills for the occur-
rence and decay of positive IOD events will probably be 
largely improved.
5  Summary and conclusions
The Indian Ocean dipole (IOD), which is an important ocean–
atmosphere coupled phenomenon at the inter-annual time-
scale in the tropical Indian Ocean, has strong effects on the 
climate in rim regions and areas further afield. In this study, 
using the GFDL CM2p1 model, the observing locations (i.e., 
the sensitive areas) are explored, to advance beyond the win-
ter predictability barrier (WPB) of predicting positive IOD 
events; this is done using perfect model predictability experi-
ments, in which the model is assumed to be perfect and any 
prediction errors are only caused by initial errors.
Fig. 9  The impacts of each individual case on the prediction 
uncertainties in winter in Exp-surf and Exp-sub (a) at start month 
July(−1); and (b) at start month July(0); the numbers above each 
graph are the average impacts in Exp-surf and Exp-sub
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Firstly, the effects of initial error patterns on the predic-
tion uncertainties of positive IOD events are explored. By 
superimposing dipole pattern initial errors and spatially 
correlated noises on the initial fields of the true state IOD 
events, in turn, we found that the prediction errors in winter 
caused by dipole pattern initial errors are larger than those 
caused by the spatially correlated noises. Further, the pre-
diction errors caused by dipole pattern initial errors show a 
significant seasonally dependent evolution, with the fastest 
growth in winter, indicating the occurrence of the WPB. By 
contrast, the seasonal growth rates of the prediction errors 
caused by spatially correlated noises are small or nega-
tive in winter, indicating that no WPB occurs. Feng et al. 
(2014b) pointed out that the climatology in winter (i.e., the 
weakest coupling) may favor the rapid variation of pertur-
bations in winter closely related to IOD events. Under such 
climatology, the dipole pattern initial errors are more likely 
to cause the fastest error growth in winter, and in turn a sig-
nificant WPB.
Secondly, we further identified the areas that have large 
effects on the prediction uncertainties of positive IOD 
events in winter. Two experiments were conducted (i.e., 
Exp-S and Exp-L) on each pair of initial errors that were 
most likely to cause a significant WPB. In Exp-S, the initial 
errors in the areas where the large values of the dipole pat-
tern initial errors are located, were eliminated. In Exp-L, 
only the initial errors in these areas were retained, and the 
rest of the initial errors were eliminated. We found that par-
tially eliminating initial errors in the tropical Indian Ocean 
can reduce the prediction errors in winter and improve the 
forecast skills of IOD events spanning winter. The abso-
lute values of the cost effectiveness in Exp-S are signifi-
cantly larger than those in Exp-L; that is, the improvement 
in Exp-S is significantly greater than that in Exp-L, per 
unit area. These conclusions are true for both of the start 
months, July(−1) and July(0). These sensitivity experi-
ments showed that, by eliminating the initial errors over 
the areas, where the large values of the dipole pattern ini-
tial errors are located, the prediction errors in winter will 
largely decrease and the forecast skills for the occurrence 
and decay of positive IOD events will be greatly improved. 
Therefore, the prediction uncertainties of IOD events in 
winter are sensitive to the initial errors over these areas. If 
initial errors are reduced by carrying out intensive obser-
vations in these areas, the prediction errors in winter will 
probably be reduced, and in turn improve the forecast skill, 
which provides information regarding the sensitive areas of 
the positive IOD events for advancing beyond the WPB.
Of further interest, we investigated the relative effects of 
the initial errors in the surface and subsurface large value 
areas on the prediction uncertainties of IOD events. We dem-
onstrated that the average extent of improvement on the fore-
cast skills spanning winter by eliminating the initial errors in 
the subsurface large value areas is greater than that by elimi-
nating the initial errors in the surface large value areas, for 
both of the start months July(−1) and July(0); that is to say, 
the prediction errors in winter are more sensitive to the ini-
tial errors in the subsurface large value areas than those in 
the surface large value areas. Based on this, in consideration 
that the absolute values of the cost effectiveness in Exp-sub 
are larger than those in Exp-S, eliminating the initial errors 
at only 95 m depth in the eastern tropical Indian Ocean (5°S–
5°N, 85°E–105°E) (i.e., the subsurface large value areas) 
could effectively decrease the prediction errors of the grow-
ing and decaying phases of IOD events in winter and largely 
improve the forecast skills for the occurrence and decay of 
IOD events. Therefore, the prediction uncertainties of IOD 
events are exquisitely sensitive to initial errors over these 
areas and these areas probably are the observing locations 
(i.e., the sensitive areas) for advancing beyond the WPB of 
IOD predictions. Intensive observations should be carried out 
in the eastern tropical Indian Ocean (5°S–5°N, 85°E–105°E) 
at 95 m depth, which would probably largely reduce the pre-
diction errors in winter and greatly improve the forecast skills 
for the occurrence and decay of positive IOD events.
We should realize the limitation of the results pre-
sented in this article. Actually, limited to the experimental 
strategy used in the present study, we could not reveal the 
optimal observing locations that have the most potential 
for advancing beyond the WPB. That is to say, in addition 
to the observing locations identified in the present study, 
there may exist other observing locations for advancing 
beyond the WPB. Considering that the sensitivity experi-
ments have verified the validity of the observing locations 
identified here in advancing beyond the WPB of IOD pre-
dictions, we argue that these observing locations are valid 
and acceptable, although they may not be the optimal ones. 
These results are preliminary and only qualitatively indica-
tive; however, they encourage us to further explore the 
optimal observing locations for IOD predictions by using 
advanced mathematical methods such as the CNOP (Mu 
and Duan 2003), which is a fully nonlinear method and has 
been adopted in tropical cyclones for targeted observations 
(Qin and Mu 2011). In addition, in the present study we 
only explored the effects of sea temperatures in the tropi-
cal Indian Ocean on IOD predictions and identified the 
sensitive areas for advancing beyond the WPB. In fact, 
one should further investigate how the Pacific Ocean or 
other oceans affect IOD predictions and explore the associ-
ated sensitive areas. And the validity of the sensitive areas 
in improving IOD forecast skill should also be tested by 
OSSEs and OSEs (observing system experiments) with a 
data assimilation method. In any case, for targeted obser-
vations associated with IOD predictions, substantial work 
remain to be done. It is expected that the IOD forecast skill 
can be greatly improved based on comprehensive studies.
1184 R. Feng et al.
1 3
Acknowledgments We thank the two anonymous reviewers for 
their constructive suggestions and comments that helped in improv-
ing the manuscript significantly. This work was jointly sponsored by 
the National Programme on Global Change and Air-Sea Interaction 
(No. GASIIPOVAI-06), and the National Natural Science Foundation 
of China (Nos. 41506032 and 41530961).
Open Access This article is distributed under the terms of the 
Creative Commons Attribution 4.0 International License (http://crea-
tivecommons.org/licenses/by/4.0/), which permits unrestricted use, 
distribution, and reproduction in any medium, provided you give 
appropriate credit to the original author(s) and the source, provide a 
link to the Creative Commons license, and indicate if changes were 
made.
References
Abram NJ, Gagan MK, McCulloch MT et al (2003) Coral reef death 
during the 1997 Indian Ocean dipole linked to Indonesian wild-
fires. Science 301:952–955
Annamalai H, Murtugudde R (2004) Role of the Indian Ocean in 
regional climate variability. Earth Clima Ocean-Atmos Interact 
147:213–246
Ansell T, Reason CJC, Meyers G (2000) Variability in the tropical 
southeast Indian Ocean and links with southeast Australian win-
ter rainfall. Geophys Res Lett 27(24):3977–3980
Ashok K, Guan Z, Yamagata T (2001) Impact of the Indian Ocean 
dipole on the relationship between the Indian monsoon rainfall 
and ENSO. Geophys Res Lett 28(23):4499–4502
Ashok K, Guan Z, Yamagata T (2003) Influence of the Indian Ocean 
dipole on the Australian winter rainfall. Geophys Res Lett 
30(15). doi:10.1029/2003GL017926
Behera SK, Luo JJ, Masson S, Delecluse P, Gualdi S, Navarra A, Yama-
gata T (2005) Paramount impact of the Indian Ocean dipole on the 
East African short rains: a CGCM study. J Clim 18(21):4514–4530
Behera SK, Luo JJ, Masson S, Rao SA, Sakuma H, Yamagata T 
(2006) A CGCM study on the interaction between IOD and 
ENSO. J Clim 19(9):1688–1705
Bergot T (1999) Adaptive observations during FASTEX: a systematic 
survey of upstream flights. Q J R Meteorol Soc 125:3271–3298
Birkett C, Murtugudde R, Allan T (1999) Indian Ocean climate event 
brings floods to East Africa’s lakes and the Sudd Marsh. Geo-
phys Res Lett 26(8):1031–1034
Bishop CH, Toth Z (1999) Ensemble transformation and adaptive 
observations. J Atmos Sci 56:1748–1765
Bishop CH, Etherton BJ, Majumdar SJ (2001) Adaptive sampling 
with the ensemble transform Kalman filter. PartI: theoretical 
aspects. Mon Weather Rev 129:420–436
Black E, Slingo J, Sperber KR (2003) An observational study of the 
relationship between excessively strong short rains in coastal east 
Africa and Indian Ocean SST. Mon Weather Rev 131(1):74–94
Cai W, Hendon HH, Meyers G (2005) Indian Ocean dipole variability in 
the CSIRO Mark 3 coupled climate model. J Climate 18:1449–1468
Cai W, Cowan T, Sullivan A (2009) Recent unprecedented skewness 
towards positive Indian Ocean Dipole occurrences and its impact 
on Australian rainfall. Geophys Res Lett 36(11):L11705
Duan W, Liu X, Zhu K, and Mu M (2009) Exploring the initial errors 
that cause a significant “spring predictability barrier” for El Niño 
events. J Geophys Res Oceans (1978–2012) 114(C4). doi:10.10
29/2008JC004925
Duan W, Yu Y, Xu H, and Zhao P (2013) Behaviors of nonlineari-
ties modulating the El Niño events induced by optimal pre-
cursory disturbances. Clim Dyn 40:1399–1413. doi:10.1007/
s00382-012-1557-z
Feng R, Duan WS (2014) The spatial patterns of initial errors related to 
the “winter predictability barrier” of the Indian Ocean dipole. Atmos 
Ocean Sci Lett 7:406–410. doi:10.3878/j.issn.1674-2834.14.0018
Feng M, Meyers G (2003) Interannual variability in the tropical 
Indian Ocean: a two-year time-scale of Indian Ocean Dipole. 
Deep-Sea Res II 50:2263–2284
Feng R, Duan WS, Mu M (2014a) The “winter predictability bar-
rier” for IOD events and its error growth dynamics: results from 
a fully coupled GCM. J Geophy Res Oceans 119:8688–8708. 
doi:10.1002/2014JC10473
Feng R, Mu M, Duan WS (2014b) Study on the “winter persistence 
barrier” of Indian Ocean dipole events using observation data 
and CMIP5 model outputs. Theor Appl Climatol 118(3):523–
534. doi:10.1007/s00704-013-1083-x
GFDL Global Atmospheric Model Development Team (2004) The 
new GFDL global atmosphere and land model AM2–LM2: eval-
uation with prescribed SST simulations. J Clim 17:4641–4673
Griffies SM (2009) Elements of MOM4p1: GFDL Ocean Group. 
Technical Report No. 6, NOAA/Geophysical Fluid Dynamics 
Laboratory, Princeton, NJ
Gualdi S, Guilyardi E, Navarra A, Masina S, Delecluse P (2003) The 
interannual variability in the tropical Indian Ocean assimulated 
by a CGCM. Clim Dyn 10:567–582
Hamill TM, Snyder C (2002) Using improved background-error 
covariance from an ensemble Kalman filter for adaptiveobserva-
tions. Mon Weather Rev 130:1552–1572
Hong CC, Li T, Ho L, Kug JS (2008) Asymmetry of the Indian Ocean 
dipole. Part I: observational Analysis. J Clim 21(18):4834–4848
Jiang Z, Wang D (2010) A study on precursors to blocking anomalies 
in climatological flows by using conditional nonlinear optimal 
perturbations. Q J R Meteorol Soc 136(650):1170–1180
Kaplan A, Cane MA, Kushnir Y, Clement AC, Blumenthal MB, 
Rajagopalan B (1998) Analyses of global sea surface tem-
perature 1856–1991. J Geophys Res 103(C9):18567–18589. 
doi:10.1029/97JC01736
Kim HM, Morgan MC, Morss RE (2004) Evolution of analysis error 
and adjoint-based sensitivities: implications for adaptive obser-
vations. J Atmos Sci 61:795–812
Krishnamurthy V, Kirtman BP (2003) Variability of Indian 
Ocean: relation to monsoon and ENSO. Q J R Meteorol Soc 
129(590):1623–1646
Lau NC, Nath MJ (2004) Coupled GCM simulation of atmosphere–
ocean variability associated with zonally asymmetric SST 
changes in the tropical Indian Ocean. J Clim 17(2):245–265
Li T, Zhang Y, Lu E, Wang D (2002) Relative role of dynamic 
and thermodynamic processes in the development of the 
Indian Ocean dipole: an OGCM diagnosis. Geophys Res Lett 
29(23):25-1–25-4. doi:10.1029/2002GL015789
Li T, Wang B, Chang CP, Zhang Y (2003) A theory for the Indian 
Ocean dipole–zonal mode. J Atmos Sci 60(17):2119–2135
Luo JJ, Masson S, Behera S, Shingu S, Yamagata T (2005) Seasonal 
climate predictability in a coupled OAGCM using a different 
approach for ensemble forecasts. J Clim 18(21):4474–4497
Luo JJ, Masson S, Behera S, Yamagata T (2007) Experimental fore-
casts of the Indian Ocean dipole using a coupled OAGCM. J 
Clim 20(10):2178–2190. doi:10.1175/JCLI4132.1
Morss RE, Emanuel KA, Snyder C (2001) Idealized adaptive obser-
vation strategies for improving numerical weathe prediction. J 
Atmos Sci 58:210–232
Mu M, Duan WS (2003) A new approach to studying ENSO predict-
ability: conditional nonlinear optimal perturbation. Chin Sci Bull 
48:747–749
Murtugudde R, McCreary JP, Busalacchi AJ (2000) Oceanic pro-
cesses associated with anomalous events in the Indian Ocean 
with relevance to 1997–1998. J Geophy Res Oceans (1978–
2012) 105(C2):3295–3306
1185Estimating observing locations for advancing beyond the winter predictability barrier of…
1 3
Palmer TN, Gelaro R, Barkmeijer J, Buizza R (1998) Singular vec-
tors, metrics, and adaptive observations. J Atmos Sci 55:633–653
Qin XH, Mu M (2011) A study on the reduction of forecast error 
variance by three adaptive observation approaches for tropical 
cyclone prediction. Mon Weather Rev 139:2218–2232
Rao AS, Behera SK, Masumoto Y, Yamagata T (2002) Interannual 
variability in the subsurface Indian Ocean with special emphasis 
on the Indian Ocean Dipole. Deep-Sea Res II 49:1549–1572
Saji NH, Yamagata T (2003a) Structure of SST and surface wind vari-
ability during Indian Ocean dipole mode events: cOADS obser-
vations. J Clim 16(16):2735–2751
Saji NH, Yamagata T (2003b) Interference of teleconnection patterns 
generated from the tropical Indian and Pacific Oceans. Clim Res 
25:151–169
Saji NH, Goswami BN, Vinayachandran PN, Yamagata T (1999) A dipole 
mode in the tropical Indian Ocean. Nature 401(6751):360–363
Shi L, Hendon HH, Alves O, Luo JJ, Balmaseda M, Anderson D 
(2012) How predictable is the Indian Ocean dipole? Mon Weather 
Rev 140(12):3867–3884. doi:10.1175/MWR-D-12-00001.1
Song Q, Vecchi GA, Rosati AJ (2007) Indian Ocean variability 
in the GFDL coupled climate model. J Clim 20:2895–2916. 
doi:10.1175/JCLI4159.1
Song Q, Vecchi GA, Rosati AJ (2008) Predictability of Indian Ocean 
sea surface temperature anomalies in the GFDL coupled model. 
Geophys Res Lett 35(2):L02701. doi:10.1029/2007GL031966
Szunyogh I, Toth Z, Majumdar S, Morss R, Etherton B, Bishop C (2000) 
The effect of targeted observations during the 1999 Winter Storm 
Reconnaissance program. Mon Weather Rev 128:3520–3537
Vinayachandran PN, Iizuka S, Yamagata T (2002) Indian Ocean 
dipole mode events in an ocean general circulation model. Deep 
Sea Res Part II 49(7):1573–1596
Wajsowicz RC (2004) Climate variability over the tropical Indian 
Ocean sector in the NSIPP seasonal forecast system. J Clim 
17(24):4783–4804
Wajsowicz RC (2005) Potential predictability of tropical Indian 
Ocean SST anomalies. Geophys Res Lett 32(24):L24702. doi:
10.1029/2005GL024169
Wang Q, Mu M, Dijkstra HA (2012) Application of the conditional 
nonlinear optimal perturbation method to the predictability study 
of the Kuroshio large meander. Adv Atmos Sci 29(1):118–134
Webster PJ, Moore AM, Loschnigg JP, Leben RR (1999) Coupled 
ocean-atmosphere dynamics in the Indian Ocean during 1997-
1998. Nature 401(6751):356–360
Weller E, Cai W (2013) Asymmetry in the IOD and ENSO telecon-
nection in a CMIP5 model ensemble and its relevance to regional 
rainfall. J Clim 26:5139–5149
Yamagata T, Behera SK, Luo JJ, Masson S, Jury MR, Rao SA (2004) 
Coupled ocean-atmosphere variability in the tropical Indian 
Ocean. Earth’s Climate 147:189–212
Yu Y, Duan WS, Mu M (2009) Dynamics of nonlinear error growth 
and season-dependent predictability of El Niño events in the 
Zebiak-Cane model. Q J R Meteorol Soc 135:2146–2160. 
doi:10.1002/qj.526
Zhao M, Hendon HH (2009) Representation and prediction of the 
Indian Ocean dipole in the POAMA seasonal forecast model. Q J 
R Meteorol Soc 135(639):337–352. doi:10.1002/qj.370
Zhong A, Hendon HH, Alves O (2005) Indian Ocean variability and 
its association with ENSO in a global coupled model. J Clim 
18(17):3634–3649
Zubair L, Rao AS, Yamagata T (2003) Modulation of Sri Lankan 
Maha rainfall by the Indian Ocean dipole. Geophys Res Lett 
30(2):1063. doi:10.1029/2002GL015639
