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A THEORY OF DUALITY FOR ALGEBRAIC CURVES
TRISTRAM DE PIRO
Abstract. We formulate a refined theory of gr
n
, using the meth-
ods of [7], and use the theory to give a geometric interpretation
of the genus of an algebraic curve. Using principles of duality,
we prove generalisations of Plucker’s formulae for algebraic curves.
The results hold for arbitrary characteristic of the base field L, with
some occasional exceptions when char(L) = 2, which we observe
in the course of the paper.
1. A refined theory of grn
The purpose of this section is to refine the general theory of grn, in
order to take into account the notion of a branch for a projective alge-
braic curve. We will rely heavily on results proved in [7]. We also refer
the reader there for the relevant notation. Unless otherwise stated,
we will assume that the characteristic of the field L is zero, making
the modifications for non-zero characteristic in the final section. By
an algebraic curve, we always mean a projective irreducible variety of
dimension 1.
Definition 1.1. Let C ⊂ Pw be a projective algebraic curve of degree
d and let Σ be a linear system of dimension R, contained in the space
of algebraic forms of degree e on Pw. Let φλ belong to Σ, having finite
intersection with C. Then, if p ∈ C ∩ φλ and γp is a branch centred at
p, we define;
Ip(C, φλ) = Iitalian(p, C, φλ)
IΣp (C, φλ) = I
Σ
italian(p, C, φλ)
IΣ,mobilep (C, φλ) = I
Σ,mobile
italian (p, C, φλ)
Iγp(C, φλ) = Iitalian(p, γp, C, φλ)
IΣγp(C, φλ) = I
Σ
italian(p, γp, C, φλ)
1
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IΣ,mobileγp (C, φλ) = I
Σ,mobile
italian (p, γp, C, φλ)
where Iitalian was defined in [7].
It follows that, as λ varies in ParΣ, we obtain a series of weighted
sets;
Wλ = {nγ1p1 , . . . , nγ
n1
p1
, . . . , nγ1pm , . . . , nγ
nm
pm
}
where;
{p1, . . . , pi, . . . , pm} = C ∩ φλ, for 1 ≤ i ≤ m,
{γ1pi, . . . , γ
j(i)
pi , . . . , γ
ni
pi
}, for 1 ≤ j(i) ≤ ni, consists of the branches of
C centred at pi
and
I
γ
j(i)
pi
(C, φλ) = nγj(i)pi
By the branched version of the Hyperspatial Bezout Theorem, see
[7], the total weight of any of these sets, which we will occasionally
abbreviate by C ⊓ φλ, is always equal to de. Let r be the least inte-
ger such that every weighted set Wλ is defined by a linear subsystem
Σ′ ⊂ Σ of dimension r.
Definition 1.2. We define;
Series(Σ) = {Wλ : λ ∈ ParΣ}
dimension(Series(Σ)) = r
order(Series(Σ)) = de
We then claim the following;
Theorem 1.3. .
(i). r ≤ R, with equality iff every weighted set Wλ of the series is
cut out by a single form of Σ.
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(ii). r  R iff there exists a form φλ in Σ, containing all of C.
Proof. We first show the equivalence of (i) and (ii). Suppose that (i)
holds and r  R. Then, we can find a weighted set W and distinct el-
ements {λ1, λ2} of ParΣ such that W = Wλ1 = Wλ2 . Let {φλ1 , φλ2} be
the corresponding algebraic forms of Σ and consider the pencil Σ1 ⊂ Σ
defined by these forms. We claim that;
W = C ⊓ (µ1φλ1 + µ2φλ2), for [µ1 : µ2] ∈ P
1 (∗)
This follows immediately from the results in [7] that the condition of
multiplicity at a branch is linear and the branched version of the Hy-
perspatial Bezout Theorem. Now choose a point p ∈ C not contained
in W . Then, the condition that an algebraic form φλ passes through
p defines a hyperplane condition on Park, hence, intersects ParΣ1 in a
point. Let φλ0 be the algebraic form in Σ1 defined by this parameter.
Then, by (∗), we have that;
W ∪ {p} ⊆ C ⊓ φλ0
Hence, the total multiplicity of intersection of φλ0 with C is at least
equal to de + 1. By the branched version of the Hyperspatial Bezout
Theorem, C must be contained in φλ0 . Conversely, suppose that (i)
holds and there exists a form φλ0 in Σ containing all of C. Let W be
cut out by φλ1 and consider the pencil Σ1 ⊂ Σ generated by {φλ0, φλ1}.
By the same argument as above, we can find φλ2 in Σ1, distinct from
φλ1, which also cuts out W . Hence, by (i), we must have that r  R.
Therefore, (ii) holds.
The argument that (ii) implies (i) is similar.
We now prove that (ii) holds. Using the Hyperspatial Bezout The-
orem, the condition on ParΣ that a form φλ contains C is linear. Let
H be the linear subsystem of Σ, consisting of forms containing C and
let h = dim(H). Let K ⊂ Σ be a maximal linear subsystem, having
finite intersection with C. Then K has no form in common with H and
dim(K) = R−h−1. We claim that every weighted set in Series(Σ) is
cut out by a unique form from K. For suppose thatW = C⊓φλ is such
a weighted set and consider the linear system defined by < H, φλ >.
If φµ belongs to this system and has finite intersection with C, then
clearly (C ∩φλ) = (C ∩φµ). Using linearity of multiplicity at a branch
and the Hyperspatial Bezout Theorem again (by convention, a form
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containing C has infinite multiplicity at a branch), we must have that
(C ⊓ φλ) = (C ⊓ φµ). Now consider K∩ < H, φλ >. We have that;
codim(K∩ < H, φλ >) ≤ codim(K) + codim(< H, φλ >)
. = (h + 1) + (R− (h + 1)) = R.
Hence, dim(K∩ < H, φλ >) ≥ 0. We can, therefore, find a form φµ
belonging to K such that W = (C ⊓ φµ). We need to show that φµ is
the unique form in K defining W . This follows by the argument given
above. It follows immediately that r = dim(K) = R − h − 1. Hence,
r  R iff h ≥ 0. Therefore, (ii) is shown.

Using this theorem, we give a more refined definition of a grn.
Definition 1.4. Let C ⊂ Pw be a projective algebraic curve. By
a grn on C, we mean the collection of weighted sets, without repeti-
tions, defined by Series(Σ) for some linear system Σ, such that r =
dimension(Series(Σ)) and n = order(Series(Σ)). If a branch γjp ap-
pears with multiplicity at least s in every weighted set of a grn, as just
defined, then we allow the possibility of removing some multiplicity con-
tribution s′ ≤ s from each weighted set and adjusting n to n′ = n− s′.
Remarks 1.5. The reader should observe carefully that a grn is defined
independently of a particular linear system. However, by the previous
theorem, for any grn, there exists a g
r
n′ with n ≤ n
′ such that the follow-
ing property holds. The grn′ is defined by a linear system of dimension
r, having finite intersection with C, such that each there is a bijec-
tion between the weighted sets W in the grn′ and the Wλ in Series(Σ).
The original grn is obtained from the g
r
n′ by removing some fixed point
contribution.
We now reformulate the results of Section 2 and Section 5 in [7] for
this new definition of a grn. In order to do this, we require the following
definition;
Definition 1.6. Suppose that C ⊂ Pw(L) is a projective algebraic
curve and Cext ⊂ Pw(K) is its non-standard model. Let a grn be given
on C, defined by a linear system Σ after removing some fixed point con-
tribution. We define the extension gr,extn of the g
r
n to the nonstandard
model Cext to be the collection of weighted sets, without repetitions,
defined by Series(Σ) on Cext, after removing the same fixed point con-
tribution. Note that, by definability of multiplicity at a branch, see
A THEORY OF DUALITY FOR ALGEBRAIC CURVES 5
Theorem 6.5 of [7], if γjp is a branch of C and;
Iitalian(p, γ
j
p, C, φλ) ≥ k, (λ ∈ ParΣ(L))
then;
Iitalian(p, γ
j
p, C, φλ) ≥ k, (λ ∈ ParΣ(K))
Hence, it is possible to remove the same fixed point contribution of
Series(Σ) on Cext. See also the proof of Lemma 1.7.
It is a remarkable fact that, after introducing the notion of a branch,
the definition is independent of the particular linear system Σ. This is
the content of the following lemma;
Lemma 1.7. The previous definition is independent of the particular
choice of linear system Σ defining the grn.
Proof. We divide the proof into the following cases;
Case 1. Σ ⊂ Σ′;
By the proof of Theorem 1.3, we can find a linear system Σ0 ⊂ Σ ⊂ Σ
′
of dimension r, having finite intersection with C, such that the grn is
defined by removing some fixed contribution from Σ0. Here, we have
also used the fact that the base point contributions (at a branch) of
{Σ0,Σ,Σ
′} are the same. Again, by Theorem 1.3, if Wλ′ is a weighted
set defined by Σ′ on Cext, then it appears as a weighted set Vλ′′ defined
by Σ0 on C
ext. Hence, it appears as a weighted set Vλ′′ defined by
Σ on Cext. By the converse argument and the remark on base point
contributions, the proof is shown.
Case 2. Σ are Σ′ are both linear systems of dimension r, having
finite intersection with C, such that degree(Σ) = degree(Σ′) = n;
By Theorem 1.3, every weighted set W in the grn is defined uniquely
by weighted sets Wλ1 and Vλ2 in Series(Σ1) and Series(Σ2) respec-
tively. Let (Cns,Φns) be a non-singular model of C. Using the method
of Section 5 in [7] to avoid the technical problem of presentations of Φns
and base point contributions, we may, without loss of generality, assume
that there exist finite covers W1 ⊂ ParΣ×C
ns and W2 ⊂ ParΣ′ ×C
ns
6 TRISTRAM DE PIRO
such that;
jk,Σ(λ, pj) ≡ Mult(W1/ParΣ)(λ, pj) ≥ k iff Iitalian(p, γ
j
p, C, φλ) ≥ k
jk,Σ′(λ
′, pj) ≡Mult(W2/ParΣ′ )(λ
′, pj) ≥ k iff Iitalian(p, γ
j
p, C, ψλ′) ≥ k
Then consider the sentences;
(∀λ ∈ ParΣ)(∃!λ
′ ∈ ParΣ′)∀x ∈ C
ns[
∧n
k=1(jk(λ, x)↔ jk(λ
′, x))]
(∀λ′ ∈ ParΣ)(∃!λ ∈ ParΣ)∀x ∈ C
ns[
∧n
k=1(jk(λ
′, x)↔ jk(λ, x))] (*)
in the language of < P 1(L), Ci >, considered as a Zariski structure
with predicates {Ci} for Zariski closed subsets defined over L, (see
[12]). We have, again by results of [12] or [5], that < P 1(L), Ci >≺<
P 1(K), Ci >, for the nonstandard model P (K) of P (L). It follows
immediately from the algebraic definition of jk in [12], that, for any
weighted set Wλ′1 defined by Series(Σ) on C
ext, there exists a unique
weighted set Vλ′2 defined by Series(Σ
′) on Cext such that Wλ′1 = Vλ′2,
and conversely. Hence, the proof is shown.
Case 3. Σ are Σ′ are both linear systems of dimension r, having
finite intersection with C;
Let n1 = degree(Σ) and n2 = degree(Σ
′). Then the original grn is
obtained from Series(Σ), by removing a fixed point contribution of
multiplicity n1 − n, and, is obtained from Series(Σ
′), by removing a
fixed point contribution of multiplicity n2 − n. We now imitate the
proof of Case 2, with the slight modification that, in the construction
of the sentences given by (∗), we make an adjustment of the multi-
plicity statement at the finite number of branches where a fixed point
contribution has been removed. The details are left to the reader. 
Now, using Definition 1.6, we construct a specialisation operator
sp : gr,extn → g
r
n. We first require the following simple lemma;
Lemma 1.8. Let C ⊂ Pw(L) be a projective algebraic curve and let
Cext ⊂ Pw(K) be its nonstandard model. Let p′ ∈ Cext be a non-
singular point, with specialisation p ∈ C. Then there exists a unique
branch γjp such that p
′ ∈ γjp.
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Proof. We may assume that p′ 6= p, otherwise p would be non-singular
and, by Lemma 5.4 of [7], would be the origin of a single branch γp.
Let (Cns,Φ) be a non-singular model of C, then p′ must belong to
the canonical set V[Φ], hence there exists a unique p
′′ ∈ Cns such that
Φ(p′′) = p′. By properties of specialisations, p′′ ∈ Cns ∩ Vpj for some
pj ∈ Γ[Φ](x, p). Hence, by definition of a branch given in Definition 5.15
of [7], we must have that p′ ∈ γjp. The uniqueness statement follows as
well. 
We now make the following definition;
Definition 1.9. Let C ⊂ Pw(L) be a projective algebraic curve and
let Cext ⊂ Pw(K) be its non-standard model. Given a grn on C with
extension gr,extn on C
ext, we define the specialisation operator;
sp : gr,extn → g
r
n
by;
sp(γp′) = γ
j
p, for p
′ ∈ NonSing(Cext) and γjp as in Lemma 1.8.
sp(γjp) = γ
j
p, for p ∈ Sing(C
ext) = Sing(C) and {γ1p , . . . , γ
j
p, . . . , γ
s
p}
enumerating the branches at p.
sp(n1γ
j1
p1
+ . . .+ nrγ
jr
pr) = n1sp(γ
j1
p1
) + . . .+ nrsp(γ
jr
pr),
for a linear combination of branches with n1 + . . .+ nr = n
It is also a remarkable fact that, after introducing the notion of a
branch, the specialisation operator sp is well defined. This is the con-
tent of the following lemma;
Lemma 1.10. Let hypotheses be as in the previous definition, then, if
W is a weighted set belonging to gr,extn , its specialisation sp(W ) belongs
to grn.
Proof. We may assume that there exists a linear system Σ, having finite
intersection with C, such that dimension(Σ) = r and degree(Σ) = n1,
with the grn and g
r,ext
n both defined by Series(Σ), after removing some
fixed point contributionW0 of multiplicity n1−n. LetW be a weighted
set of the gr,extn , then W ∪W0 = (C ⊓ φλ′), for some unique λ
′ ∈ ParΣ.
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We claim that sp(W ∪W0) = C ⊓ φλ, for the specialisation λ ∈ ParΣ
of λ′ (∗). As sp(W0) = W0, it then follows immediately from linearity
of sp, that sp(W ) belongs to the grn as required. We now show (∗).
Let p ∈ C and let γp be a branch centred at p. By γ
ext
p , we mean the
branch at p, where p is considered as an element of Cext. We now claim
that;
Iγp(C, φλ) = Iγextp (C, φλ′) +
∑
p′∈(γp\p)
Iγext
p′
(C, φλ′) (∗∗)
Let (Cns,Φ) ⊂ Pw
′
(L) be a non-singular model of C, such that γp
corresponds to Cns,ext ∩ Vq, where q ∈ Γ[Φ](x, p) and Vq is defined rela-
tive to the specialisation from P (K) to P (L). Let Cns,ext,ext ⊂ Pw
′
(K ′)
be a non-standard model of Cns,ext, such that γextq corresponds to
Cns,ext,ext ∩ Vq, where Vq is defined relative to the specialisation from
P (K ′) to P (K). Then, for p′ ∈ (γp \ p), we can find q
′ ∈ Vq ∩ C
ns,ext
such that γp′ corresponds to Vq′ ∩C
ns,ext,ext. We may choose a suitable
presentation ΦΣ1 of Φ, such that Base(Σ1) is disjoint from Γ[Φ](x, p),
and, therefore, disjoint from Γ[Φ](x, p
′), for p′ ∈ (γp \ p). Let {φλ} de-
note the lifted family of on Cns from the presentation ΦΣ′ . In this case,
we have, by results of [7], that;
Iγp(C, φλ) = Iq(C
ns, φλ)
Iγextp (C, φλ′) = Iq(C
ns, φλ′)
Iγext
p′
(C, φλ′) = Iq′(C
ns, φλ′) (1)
By summability of specialisation, see [5];
Iq(C
ns, φλ) = Iq(C
ns, φλ′) +
∑
q′∈Cns∩(Vq\q)
Iq′(C
ns, φλ′) (2)
Combining (1) and (2), the result (∗∗) follows, as required. Now,
suppose that a branch γp occurs with non-trivial multiplicity in
sp(C ⊓φλ′). By Definition 1.9, the contribution must come from either
Iγextp (C, φλ′) or Iγextp′
(C, φλ′), for some p
′ ∈ (γp \ p). Applying sp to
(∗∗), one sees that the branch γp occurs with multiplicity Iγp(C, φλ).
It follows that sp(C ⊓ φλ′) = C ⊓ φλ, hence (∗) is shown. The lemma
then follows.

We can now reformulate the results of Section 2 and Section 5 of [7]
in the language of this refined theory of grn. We first make the following
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definition;
Definition 1.11. Let C ⊂ Pw be a projective algebraic curve and let
a grn be given on C. Let W be a weighted set in this g
r
n or its extension
gr,extn and let γp be a branch centred at p. Then we say that;
γp is s-fold (s-plo) for W if it appears with multiplicity at least s.
γp is multiple for W if it appears with multiplicity at least 2.
γp is simple for W if it is not multiple.
γp is counted (contato) s-times in W if it appears with multiplicity
exactly s.
γp is a base branch of the g
r
n if it appears in every weighted set.
γp is s-fold for the g
r
n if it is s-fold in W for every weighted set W
of the grn.
γp is counted s-times for the g
r
n if it is s-fold for the g
r
n and is counted
s-times in some weighted set W of the grn.
We then have the following;
Theorem 1.12. Local Behaviour of a grn
Let C be a projective algebraic curve and let a grn be given on C. Let
γp be a branch centred at p, such that γp is counted s-times for the g
r
n.
If γp is counted t times in a given weighted set W , then there exists
a weighted set W ′ in gr,extn such that sp(W
′) = W and sp−1(tγp) con-
sists of the branch γp counted s-times and t− s other distinct branches
{γp1, . . . , γpt−s}, each counted once in W
′.
Proof. Without loss of generality, we may assume that the grn is defined
by a linear system Σ of dimension r, having finite intersection with C.
LetW be the weighted set defined by φλ in Σ. Suppose that s = 0, then
γp is not a base branch for Σ. Hence, by Lemma 5.25 of [7], we can find
λ′ ∈ Vλ, generic in ParΣ, and distinct {p1, . . . , pt} = C
ext∩φλ′∩(γp \ p)
such that the intersections at these points are transverse. LetW ′ be the
weighted set defined by φλ′ in g
r,ext
n . By the proof of (∗) in Lemma 1.10,
we have that sp(W ′) = W . By the construction of sp in Definition 1.9,
10 TRISTRAM DE PIRO
we have that sp−1(tγp) consists of the distinct branches {γp1, . . . , γpt},
each counted once in W ′. If s ≥ 1, then γp is a base branch for
Σ. By Lemma 5.27 of [7], we have that IΣ,mobileitalian (p, γp, C, φλ) = t − s.
The result then follows by application of Lemma 5.28 in [7] and the
argument given above. 
We now note the following;
Lemma 1.13. Let a grn be given on a projective algebraic curve C.
Let W0 be any weighted set on C with total multiplicity n
′. Then the
collection of weighted sets given by {W ∪W0} for the weighted sets W
in the grn defines a g
r
n+n′.
Proof. Let the original grn be obtained from a linear system Σ of dimen-
sion r and degree n′′, having finite intersection with C, after remov-
ing some fixed point contribution J of total multiplicity n′′ − n. Let
{φ0, . . . , φr} be a basis for Σ and let {n1γ
j1
p1
, . . . , nmγ
jm
pm} be the branches
appearing in W0 with total multiplicity n1 + . . . + nm = n
′ (†). Let
{H1, . . . , Hm} be hyperplanes passing through the points {p1, . . . , pm}
and let G be the algebraic form of degree n′ defined by Hn11  . . . H
nm
m .
Let Σ′ be the linear system of dimension r defined by the basis
{G  φ0, . . . , G  φr}. As we may assume that C is not contained in
any hyperplane section, Σ′ has finite intersection with C. We claim
that grn′′(Σ) ⊂ g
r
n′′+n′deg(C)(Σ
′), in the sense that every weighted set
Wλ defined by g
r
n′′+n′deg(C)(Σ
′) is obtained from the corresponding Vλ
in grn′′(Σ) by adding a fixed weighted set W1 ⊃ W0 of total multi-
plicity n′deg(C) (∗). The proof then follows as we can recover the
original grn by removing the fixed point contribution J ∪ (W1 \ W0)
from grn′′+n′deg(C)(Σ
′). In order to show (∗), let W1 be the weighted set
defined by C ⊓G. By the branched version of the Hyperspatial Bezout
Theorem, see Theorem 5.13 of [7], this has total multiplicity n′deg(C).
We claim thatW0 ⊂W1 (∗∗). Let γ
j
p be a branch appearing in (†) with
multiplicity s. By construction, we can factor G as Hs R, where H is
a hyperplane passing through s. We need to show that;
Iγjp(C,H
s
 R) ≥ s
or equivalently,
Ipj(C
ns, Hs  R) = Ipj(C
ns, H
s
 R) ≥ s
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for a suitable presentation Cns of a non-singular model of C, see
Lemma 5.12 of [7], where we have used the ”lifted” form notation
there. Using the method of conic projections, see section 4 of [7], we
can find a plane projective curve C ′ birational to Cns, such that the
point pj corresponds to a non-singular point q of C
′ and;
Ipj(C
ns, H
s
 R) = Iq(C
′, H
s
R) = Iq(C
′, H
s
 R)
The result then follows by results of the paper [6] for the intersec-
tions of plane projective curves. This shows (∗∗). We now need to
prove that, for an algebraic form φλ in Σ and a branch γ
j
p of C;
Iγjp(C, φλ G) = Iγjp(C, φλ) + Iγjp(C,G)
This follows by exactly the same argument, reducing to the case of
intersections between plane projective curves and using the results of
[6]. The result is then shown.

Theorem 1.14. Birational Invariance of a grn
Let Φ : C1 ! C2 be a birational map between projective algebraic
curves. Then, given a grn on C2, there exists a canonically defined g
r
n
on C1, depending only on the class [Φ] of the birational map. Con-
versely, given a grn on C1, there exists a canonically defined g
r
n on C2,
depending only on the class [Φ−1] of the birational map. Moreover,
these correspondences are inverse.
Proof. By Lemma 5.7 of [7], [Φ] induces a bijection;
[Φ]∗ :
⋃
O∈C2
γO →
⋃
O∈C1
γO
of branches, with inverse given by [Φ−1]
∗
.
Then [Φ]∗ extends naturally to a map on weighted sets of degree n
by the formula;
[Φ]∗(n1γ
j1
p1
+ . . .+ nrγ
jr
pr) = n1[Φ]
∗(γj1p1) + . . .+ nr[Φ]
∗(γjrpr)
for a linear combination of branches {γj1p1, . . . , γ
jr
pr} with
n = n1+ . . .+nr. Therefore, given a g
r
n on C2, we obtain a canonically
defined collection [Φ]∗(grn) of weighted sets on C1 of degree n (∗). It
is trivial to see that [Φ−1]∗ ◦ [Φ]∗(grn) recovers the original g
r
n on C2,
by the fact the map [Φ]∗ on branches is invertible, with inverse given
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by [Φ−1]∗. Let Cns be a non-singular model of C1 and C2 with mor-
phisms Φ1 : C
ns → C1 and Φ2 : C
ns → C2 such that Φ ◦ Φ1 = Φ2
and Φ−1 ◦ Φ2 = Φ1 as birational maps (see the proof of Lemma 5.7
in [7]). We then have that [Φ]∗(grn) = [Φ
−1
1 ]
∗ ◦ [Φ2]
∗(grn). It remains
to prove that this collection given by (∗) defines a grn on C1. We will
prove first that [Φ2]
∗(grn) defines a g
r
n on C
ns (†). Let the original grn
on C2 be defined by a linear system Σ, having finite intersection with
C2, such that dimension(Σ) = r and degree(Σ) = n
′, after removing
some fixed branch contribution of multiplicity n′ − n. We may assume
that n′ = n, as if the fixed branch contribution in question is given by
W0 and g
r
n∪W0 = g
r
n′, then [Φ2]
∗(grn)∪ [Φ2]
∗(W0) = [Φ2]
∗(grn′), hence it
is sufficient to prove that [Φ2]
∗(grn′) defines a g
r
n′. Let W1 be the fixed
branch contribution of the grn on C2 and let g
r
n′′ ⊂ g
r
n be obtained by re-
moving this fixed branch contribution. It will be sufficient to prove that
[Φ2]
∗(grn′′) defines a g
r
n′′ on C
ns as [Φ2]
∗(grn) = [Φ2]
∗(grn′′)∪[Φ2]
∗(W1) and
we may then use Lemma 1.13. Let ΦΣ1 and ΦΣ2 be presentations of the
morphisms Φ1 and Φ2. We may assume that Base(Σ1) and Base(Σ2)
are disjoint. Let {φλ} denote the lifted family of forms on C
ns, de-
fined by the linear system Σ and the presentation ΦΣ2 . We claim that
[Φ2]
∗(grn′′) is defined by this system after removing its fixed branch con-
tribution. In order to see this, we first show that for any branch γjp of C;
IΣ,mobile
γjp
(C, φλ) = I
Σ,mobile
pj
(Cns, φλ) (∗) (1)
where pj corresponds to γ
j
p in the fibre Γ[Φ2](x, p), see Section 5 of
[7]. By Definition 2.20 and Lemma 5.23 of [7], we have that;
IΣ,mobilepj (C
ns, φλ) = Card(C
ns ∩ (Vpj \ pj) ∩ φλ′) for λ
′ ∈ Vλ, generic
in ParΣ
IΣ,mobile
γjp
(C, φλ) = Card(C∩(γ
j
p\p)∩φλ′) for λ
′ ∈ Vλ, generic in ParΣ
As (γjp \ p) is in biunivocal correspondence with (Vpj \ pj) under the
morphism Φ2, we obtain immediately the result (∗). Now, using Lemma
5.27 of [7], we have that, if γjp appears in a weighted set Wλ of the g
r
n′′
with multiplicity s, then the corresponding branch γpj appears in the
weighted set [Φ2]
∗(Wλ) with multiplicity equal to s = I
mobile
pj
(Cns, φλ).
Again, using Lemma 5.27 of [7], we obtain that [Φ2]
∗(Wλ) is given by
Cns ⊓ φλ, after removing all fixed point contributions of the linear sys-
tem Σ. We, therefore, obtain that [Φ2]
∗(grn′′) is defined by Σ, after
removing all fixed point contributions, as required. This proves (†).
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We now claim that, for the given grn on C
ns, [Φ−1]∗(grn) defines a g
r
n
on C1, (††). Let ΦΣ3 be a presentation of the morphism Φ
−1. If φλ
is a form belonging to the linear system Σ defined on Cns, using the
presentations ΦΣ1 and ΦΣ3 of Φ and Φ
−1, we obtain a lifted form φλ on
C1 and a lifted form φλ on C
ns again. We now claim that, for p ∈ Cns;
IΣ,mobilep (C
ns, φλ) = I
Σ,mobile
p (C
ns, φλ) (2)
In order to see this, first observe that we can obtain the lifted system
of forms {φλ} directly from the linear system Σ4, obtained by compos-
ing bases of the linear systems Σ1 and Σ3. The corresponding morphism
ΦΣ4 defines a birational map of C
ns to itself, which is equivalent to the
identity map Id. Now the result follows immediately from Definition
2.20 and Lemma 2.16 of [7], both multiplicities are witnessed inside
the canonical set W of ΦΣ4 , which, in this case, is just the domain of
definition of ΦΣ4 on C
ns, see Definition 1.30 of [7]. Now, returning to
the proof of (††), we may suppose that the given grn on C
ns is defined
by the linear system Σ, after removing all fixed point contributions.
Combining (1) and (2), we have that, for a branch γjp of C1;
IΣ,mobile
γjp
(C1, φλ) = I
Σ,mobile
pj
(Cns, φλ) = I
Σ,mobile
pj
(Cns, φλ)
The result now follows from the same argument as above, using
Lemma 5.27 of [7]. This completes the theorem.
Remarks 1.15. Using the quoted Theorem 1.33 of [7], one can use
the Theorem to reduce calculations involving grn on projective algebraic
curves to calculations on plane projective curves. We will use this
property extensively in the following sections.

We finally note the following;
Lemma 1.16. For a given grn, we always have that r ≤ n.
Proof. The proof is almost identical to Lemma 2.24 of [7]. We leave
the details to the reader.

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2. A Theory of Complete Linear Series on an Algebraic
Curve
We now develop further the theory of grn on an algebraic curve C,
analogously to classical results for divisors on non-singular algebraic
curves. We will first assume that C is a plane projective algebraic
curve, defined by some homogeneous polynomial F (X, Y, Z). Without
loss of generality, we will use the coordinates x = X/Z and y = Y/Z for
local calculations on the curve C, defined in this system by f(x, y) = 0.
Using Theorem 1.14, we will later derive general results for grn on an
algebraic curve from the corresponding calculations for the plane case.
We consider first the case when r = 1. By results of the previous
section, a g1n is defined by a pencil Σ of algebraic curves {φ(x, y) +
λφ′(x, y) = 0}λ∈P 1 (in affine coordinates), after removing some fixed
point contribution, where, by convention, we interpret the algebraic
curve φ(x, y) +∞φ′(x, y) = 0 to be φ′(x, y) = 0. We assume that the
g1n is, in fact, cut out by this pencil. Now suppose that γp is a branch
of C. We may assume that p corresponds to the origin O of the affine
coordinate system (x, y), (use a linear transformation and the result of
Lemma 2.1) By Theorem 6.1 of [7], we can find algebraic power series
{x(t), y(t)}, with x(t) = y(t) = 0, parametrising γp. We can now sub-
stitute the power series in order to obtain a formal expression of the
form;
φ(x(t),y(t))
φ′(x(t),y(t))
= t
iu(t)
tjv(t)
= ti−ju(t)v(t)−1, where {u(t), v(t), u(t)v(t)−1}
are units in L[[t]].
We then define;
ordγp(
φ
φ′
) = i− j,
valγp(
φ
φ′
) = 0, if i > j, ( φ
φ′
has a zero of order i− j)
ordγp(
φ
φ′
) = j − i,
valγp(
φ
φ′
) =∞, if i < j, ( φ
φ′
has a pole of order j − i)
ordγp(
φ
φ′
) = ordt(h(t)− h(0)),
valγp(
φ
φ′
) = h(0), if i = j and h(t) = u(t)v(t)−1
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Observe that in all cases, ordγp gives a positive integer, while valγp
determines an element of P 1. In order to see that this construction
does not depend on the particular power series representation of the
branch, we require the following lemma;
Lemma 2.1. Let {C, γp, φ, φ
′, g1n,Σ} be as defined above, then;
ordγp(
φ
φ′
) = Iγp(C, φ− λφ
′), if γp is not a base branch for the g
1
n
and φ
φ′
(p) = valγp(
φ
φ′
) = λ.
ordγp(
φ
φ′
) = IΣ,mobileγp (C, φ−λφ
′), if γp is a base branch for the g
1
n and
λ = valγp(
φ
φ′
) is unique such that,
for µ 6= λ;
Iγp(C, φ− λφ
′) > Iγp(C, φ− µφ
′).
Proof. Suppose that γp is not a base branch for the g
1
n, then
φ
φ′
(p) = λ
is well defined, if we interpret (c/0) = ∞ for c 6= 0, and φ − λφ′ is
the unique curve in the pencil passing through p. It is trivial to check,
using the facts that φ(p) = φ(x(0), y(0)) and φ′(p) = φ′(x(0), y(0)),
that, in all cases, valγp(
φ
φ′
) = λ as well. By Theorem 6.1 of [7], we have
that;
Iγp(C, φ− λφ
′) = ordt[(φ− λφ
′)(x(t), y(t))]
If λ = 0, then φ(p) = 0 and φ′(p) 6= 0, hence, by a straightfor-
ward algebraic calculation, φ(x(t), y(t)) = tiu(t), for some i ≥ 1,
and φ′(x(t), y(t)) = v(t) for {u(t), v(t)} units in L[[t]]. Therefore,
ordγp(
φ
φ′
) = ordtφ(x(t), y(t)) and the result follows.
If λ = ∞, then φ(p) 6= 0 and φ(p) = 0, hence, φ(x(t), y(t)) = u(t)
and φ′(x(t), y(t)) = tjv(t), for some j ≥ 1, and {u(t), v(t)} units in
L[[t]]. Therefore, ordγp(
φ
φ′
) = ordtφ
′(x(t), y(t)) and the result follows.
If λ 6= {0,∞}, then φ(x(t), y(t)) = u(t) and φ′(x(t), y(t)) = v(t) with
{u(t), v(t)} units in L[[t]]. As v(t) is a unit in L[[t]], we have that;
ordt(
u(t)
v(t)
− u(0)
v(0)
) = ordt(v(t)(
u(t)
v(t)
− u(0)
v(0)
)) = ordt(u(t)−
u(0)
v(0)
v(t))
Hence, by definition of ordγp;
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ordγp(
φ
φ′
) = ordt[(φ− λφ
′)(x(t), y(t))]
and the result follows.
Now suppose that γp is a base branch for the g
1
n, then φ(p) = φ
′(p) =
0 and we have that φ(x(t), y(t)) = tiu(t) and φ′(x(t), y(t)) = tjv(t), for
some i, j ≥ 1 and {u(t), v(t)} units in L[[t]]. Again, we divide the proof
into the following cases;
i > j. In this case, by definition, valγp(
φ
φ′
) = 0. We compute;
ordt(φ(x(t), y(t))− λφ
′(x(t), y(t))) = ordt(t
iu(t)− λtjv(t))
When λ = 0, we obtain, by Theorem 6.1 of [7], that Iγp(C, φ) = i
and, for λ 6= 0, that Iγp(C, φ− λφ
′) = j. Using Lemma 5.27 of [7], we
obtain that IΣ,mobileγp (C, φ) = i− j = ordγp(
φ
φ′
), as required.
i < j. In this case, by definition, valγp(
φ
φ′
) = ∞. The computation
for ordγp is similar, with the critical value being λ =∞.
i = j. We compute;
ordt(φ(x(t), y(t))− λφ
′(x(t), y(t))) = ordt[t
i(u(t)− λv(t))]
Again, there exists a unique value of λ = u(0)
v(0)
= valγp(
φ
φ′
) 6= {0,∞}
such that ordt(u(t)−λv(t)) = k ≥ 1. By the same calculation as above,
we have that IΣ,mobileγp (C, φ− λφ
′) = k, for this critical value of λ. By a
similar algebraic calculation to the above, using the fact that v(t) is a
unit, we also compute ordγp(
φ
φ′
) = k, hence the result follows.

We now show the following;
Lemma 2.2. Given any algebraic curve C ⊂ Pw, with function field
L(C), for a non-constant rational function f ∈ L(C) and a branch γp,
we can unambiguously define ordγp(f) and valγp(f).
Proof. The proof is similar to the above. We may, without loss of gen-
erality, assume that p corresponds to the origin of a coordinate system
(x1, . . . , xw). Using Theorem 6.1 of [7], we can find algebraic power
series (x1(t), . . . , xw(t)) parametrising the branch γp. By the assump-
tion that f is non-constant, we can find a representation of f as a
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rational function φ(x1,...,xw)
φ′(x1,...,xw)
in this coordinate system, such that the
pencil Σ defined by {φ, φ′} has finite intersection with C, hence defines
a g1n. Using the method above, we can define ordγp(
φ
φ′
) and valγp(
φ
φ′
)
for this representation. The proof of Lemma 2.1 shows that these are
defined independently of the particular power series parametrising the
branch. We need to check that they are also defined independently
of the particular representation of f . Suppose that {φ1, φ2, φ3, φ4} are
algebraic forms with the property that φ1
φ2
= φ3
φ4
as rational functions on
C. We claim that, for any branch γp of C, ordγp(
φ1
φ2
) = ordγp(
φ3
φ4
) and
valγp(
φ1
φ2
) = valγp(
φ3
φ4
), (∗). In order to see this, let U ⊂ NonSing(C)
be an open subset of C, on which φ1
φ2
and φ3
φ4
are defined and equal. Let
g1n and g
1
m on C be defined by the pencils Σ1 = {φ1 − λφ2}λ∈P 1 and
Σ2 = {φ3−λφ4}λ∈P 1 . Let V = U \Base(Σ1)∪Base(Σ2). Then V ⊂ U
is also an open subset of C, which we will refer to as the canonical set.
Now, suppose that γp ⊂ V . We will prove (∗) for this branch. As both
φ1
φ2
and φ3
φ4
are defined and equal at p, using the argument in Lemma
2.1, we have that valγp(
φ1
φ2
) = valγp(
φ3
φ4
). It is therefore sufficient, again
by Lemma 2.1, to show that;
Iγp(C, φ1 − λφ2) = Iγp(C, φ3 − λφ4), for
φ1
φ2
(p) = φ3
φ4
(p) = λ (†)
Suppose that Iγp(φ1−λφ2) = m, then, by Lemma 5.25 of [7], we can
find λ′ ∈ Vλ ∩P
1 and {p1, . . . , pm} = V ∩Vp ∩ (φ1− λ
′φ2) = 0 witness-
ing this multiplicity. As {p, p1, . . . , pm} lie inside V , we also have that
{p1, . . . , pm} ⊂ V ∩ Vp ∩ (φ3 − λ
′φ4) = 0, hence Iγp(C, φ3 − λφ4) ≥ m.
The result (†) then follows from the converse argument.
Now, suppose that γp is one of the finitely many branches of C, not
lying inside V . We will just consider the case when γp is a base branch
for both the g1n and the g
1
m defined above, the other cases being similar.
In order to prove (∗) for this branch, it is sufficient, by Lemma 2.1, to
show that;
IΣ1,mobileγp (C, φ1−λφ2) = I
Σ2,mobile
γp (C, φ3−µφ4), for the critical values
{λ, µ}
and that the critical values {λ, µ} coincide, (††).
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Using the argument to prove (†), witnessing the corresponding mul-
tiplicities in the canonical set V , it follows that for any ν ∈ P 1;
IΣ1,mobileγp (C, φ1 − νφ2) = I
Σ2,mobile
γp (C, φ3 − νφ4), (†††)
If the critical values {λ, µ} were distinct, we would have that;
IΣ1,mobileγp (C, φ1 − λφ2) > I
Σ1,mobile
γp (C, φ1 − µφ2)
|| ||
IΣ2,mobileγp (C, φ3 − λφ4) < I
Σ2,mobile
γp (C, φ3 − µφ4)
which is clearly a contradiction. Hence, λ = µ and the result (††)
follows from (†††). The lemma is shown. 
Lemma 2.3. Birational Invariance of ordγp and valγp
Let Φ : C1 ! C2 be a birational map between projective algebraic
curves with corresponding isomorphisms Φ∗ : L(C2)→ L(C1) and
[Φ]∗ :
⋃
p∈C2
γp →
⋃
q∈C1
γq . Then, for non-constant f ∈ L(C2)
and γp a branch of C2, ordγp(f) = ord[Φ]∗γp(Φ
∗f) and valγp(f) =
val[Φ]∗γp(Φ
∗f).
Proof. Let f be represented as a rational function by φ1
φ2
, as in Lemma
2.2, and consider the g1n on C2, defined by the linear system Σ =
{φ1 − λφ2}λ∈P 1 . Let ΦΣ1 be a presentation of the birational map Φ.
Using this presentation, we may lift the system Σ to a corresponding
linear system {φ1 − λφ2}λ∈P 1. It is trivial to check that Φ
∗f is repre-
sented by the rational function φ1
φ2
. The proof of Theorem 1.14 shows
that, for a branch γp of C2;
IΣ,mobileγp (C2, φ1 − λφ2) = I
Σ,mobile
[Φ]∗γp
(C1, φ1 − λφ2), (∗)
We now need to consider the following cases;
Case 1. γp and [Φ]
∗γp are not base branches for Σ on C2 and C1.
Case 2. γp is not a base branch, but [Φ]
∗γp is a base branch for Σ on
C2 and C1.
Case 3. γp is a base branch and [Φ]
∗γp is a base branch for Σ on C2
and C1.
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For Case 1, we have, by Lemma 2.1 and (∗);
ordγp(
φ1
φ2
) = Iγp(C2, φ1 − λφ2) = I[Φ]∗γp(C1, φ1 − λφ2) = ord[Φ]∗γp(
φ1
φ2
)
where φ1
φ2
(p) = φ1
φ2
(q) = valγp(
φ1
φ2
) = valγq(
φ1
φ2
) = λ and [Φ]∗γp = γq.
For Case 3, we have, by Lemma 2.1, (∗) and a similar argument to
the previous lemma, to show that the critical value λ = valγp(
φ1
φ2
) is also
the critical value valγq(
φ1
φ2
) for the lifted system at the corresponding
branch [Φ]∗γp, that;
ordγp(
φ1
φ2
) = IΣ,mobileγp (C2, φ1−λφ2) = I
Σ,mobile
[Φ]∗γp
(C1, φ1−λφ2) = ord[Φ]∗γp(
φ1
φ2
)
Case 2 is similar, we leave the details to the reader.
The lemma now follows from the previous lemma, that the definitions
of ordγp(f), ord[Φ]∗γp(Φ
∗f),valγp(f) and val[Φ]∗γp(Φ
∗f) are independent
of their particular representations.

We now show;
Lemma 2.4. Let C be a projective algebraic curve, then, to any non-
constant rational function f on C, we can associate a g1n on C, which
we will denote by (f), where n = deg(f), (flatness?).
Proof. We define the weighted set (f = λ) as follows;
(f = λ) := {nγ1 , . . . , nγr}
where {γ1, . . . , γr} = {γ : valγ(f) = λ} and nγ = ordγ(f).
As λ varies over P 1, we obtain a series of weighted setsWλ on C. We
claim that this series does in fact define a g1n. In order to see this, let f
be represented as a rational function by φ
φ′
. As before, we consider the
pencil Σ of forms defined by (φ− λφ′)λ∈P 1 . We claim that the series is
defined by this system Σ, after removing its fixed branch contribution,
(∗). In order to see this, we compare the weighted sets (f = λ) and
C⊓(φ−λφ′). For a branch γp which is not a fixed branch of the system
Σ, we have, using Lemmas 2.1 and 2.2, that;
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γp ∈ (f = λ) iff valγp(f) = λ iff
φ
φ′
(p) = λ iff p ∈ C ∩ (φ− λφ′)
In this case, by Lemmas 2.1 and 2.2, we have that;
nγp = ordγp(f) = ordγp(
φ
φ′
) = Iγp(C, φ− λφ
′)
For a branch γp which is a fixed branch of the system Σ, we have,
by Lemmas 2.1 and 2.2, that;
γp ∈ (f = λ) iff valγp(
φ
φ′
) = λ iff p ∈ C ∩ (φ− λφ′) and λ is a critical
value for the system Σ at γp.
In this case, by Lemmas 2.1 and 2.2, we have that;
nγp = ordγp(f) = ordγp(
φ
φ′
) = IΣ,mobileγp (C, φ− λφ
′) (1)
Let Iγp = minµ∈P 1Iγp(C, φ − µφ
′) be the fixed branch contribution
of Σ at γp. Then, at the critical value λ for the system Σ;
IΣ,mobileγp (φ− λφ
′) = Iγp(C, φ− λφ
′)− Iγp (2)
Hence, the result (∗) follows from (1), (2) and the definition of
C ⊓ (φ− λφ′).
Finally, we show that n = deg(f). Let Γf be the correspondence
determined by the rational map f : C  P 1. By classical arguments,
deg(f) is equal to the cardinality of the generic fibre Γf(λ), for λ ∈ P
1.
Fixing a presentation φ
φ′
for f , if U ⊂ NonSing(C) is the canonical
set for this presentation, one may assume that the generic fibre Γf (λ)
lies inside U . By Lemma 2.17 of [7], one may also assume that the
corresponding weighted set of the g1n defined by (f = λ) consists of
n distinct branches, centred at the points of the generic fibre Γf (λ).
Therefore, the result follows.

Remarks 2.5. By convention, for a non-zero rational function c ∈
L \ {0}, we define (c = 0) and (c = ∞) to be the empty weighted sets.
The notion of a weighted set in a g1n, generalises the classical notion of
the divisor on a non-singular curve. Using the above theorem, we can
make sense of the notion of linear equivalence of weighted sets.
We make the following definition;
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Definition 2.6. Linear equivalence of weighted sets
Let C be an algebraic curve and let A and B be weighted sets on C
of the same total multiplicity. We define A ≡ B if there exists a grn on
C such that A and B belong to this grn as weighted sets.
Theorem 2.7. Let hypotheses be as in the previous definition. If A ≡
B, then there exists a rational function g on C, such that A is defined
by (g = 0) and B is defined by (g = ∞), possibly after adding some
fixed branch contribution.
Proof. If r = 0 in the definition, then we must have that A = B.
Hence, we obtain the statement of the theorem by adding the fixed
branch contribution A to the empty g00, defined by (c = 0) = (c =∞),
for a non-constant c ∈ L∗. Otherwise, by the definition of a grn, we
may, without loss of generality, find a pencil Σ of algebraic forms,
{φ− λφ′}λ∈P 1, having finite intersection with C, such that;
A = C ⊓ (φ− λ1φ),
B = C ⊓ (φ− λ2φ
′) (λ1 6= λ2)
Let f be the rational function on C defined by φ
φ′
. If A and B have
no branches in common (with multiplicity), (†), then the pencil Σ can
have no fixed branches and, by Lemma 2.4, we have that;
A = (f = λ1)
B = (f = λ2) (λ1 6= λ2)
Now we can find an algebraic automorphism α of P 1, taking λ1 to 0
and λ2 to ∞. We will assume that {λ1, λ2} 6=∞, in which case α can
be given, for a coordinate z on P 1, by the Mobius transformation z−λ1
z−λ2
.
The other cases are left to the reader. Let g be the rational function
on C defined by α ◦ f . Now, suppose that γ is a branch of C, with
valγ(f) = λ and ordγ(f) = m. Then, we claim that valγ(g) = α(λ)
and ordγ(g) = m, (∗). If λ 6= {λ2,∞}, using the method before Lemma
2.1, we obtain the following power series representation of g at γ;
(λ+µtm+o(tm))−λ1
(λ+µtm+o(tm))−λ2
= [(λ−λ1)+µt
m+o(tm)] 1
(λ−λ2)
[1− µ
(λ−λ2)
tm+o(tm)]
= λ−λ1
λ−λ2
+ tm[µ(λ−λ2)−µ(λ−λ1)
(λ−λ2)2
] + o(tm)
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= λ−λ1
λ−λ2
+ tm[µ(λ1−λ2)
(λ−λ2)2
] + o(tm)
and the claim (∗) follows from the assumption that λ1 6= λ2. If
λ = λ2, we obtain the following power series representation of g at γ;
(λ+µtm+o(tm))−λ1
(µtm+o(tm))
= 1
tm
 [(λ− λ1) + µt
m + o(tm)]  [µ+ o(1)]−1
which gives that valγ(g) = ∞ = α(λ2) and ordγ(g) = m, using the
fact that λ 6= λ1. Finally, if λ = ∞, the Mobius transformation at ∞
is given by
1
z
−λ1
1
z
−λ2
= 1−λ1z
1−λ2z
and g may be represented at γ by φ−λ1φ
′
φ−λ2φ′
. We
then obtain the power series representation of g at γ;
(tiu(t)−λ1ti+mv(t))
(tiu(t)−λ2ti+mv(t))
= (u(t)−λ1t
mv(t))
(u(t)−λ2tmv(t))
=
[1−λ1tm
v(t)
u(t)
]
[1−λ2tm
v(t)
u(t)
]
= 1 + (λ2 − λ1)t
mw(t) + o(tm), for {u(t), v(t), w(t)}
units in L[[t]]
which gives that valγ(g) = 1 = α(∞) and ordγ(g) = m, using the
fact that λ1 6= λ2 again. This gives the claim (∗). It follows that
the weighted sets (f = λ) correspond exactly to the weighted sets
(g = α(λ)), in particularly the g1n defined by (f) and (g), as in Lemma
2.4, is the same. With this new parametrisation of the g1n, we then
have that;
A = (g = 0)
B = (g =∞)
Hence, the result follows, with the assumption (†). If A and B
have branches in common, with multiplicity, we let A ∩ B denote the
weighted set consisting of these common branches (with multiplicity).
Then, the same argument holds, replacing A by A \B = A− (A ∩B)
and B by B \ A = B − (A ∩ B). After adding the fixed branch con-
tribution (A ∩ B) to the g1n defined by (g), we then obtain the result.
Note that, by Lemma 1.13, this addition defines a g1n+n′, where n
′ is
the total multiplicity of (A ∩B).

Remarks 2.8. The definition we have given of linear equivalence of
weighted sets on a projective algebraic curve C generalises the modern
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definition of linear equivalence for effective divisors on a smooth pro-
jective algebraic curve. More precisely we have;
Modern Definition; Let A and B be effective divisors on a smooth
projective algebraic curve C, then A ≡ B iff A−B = div(g), for some
g ∈ L(C)∗.
See, for example, p161 of [11] for relevant definitions and notation.
We now show that our definition is the same in this case. First, ob-
serve that there exists a natural bijection between the set of effective
divisors on C, in the sense of [11], and the collection of weighted sets
on C, (∗). This follows immediately from the fact, given in Lemma
5.29 of [7], that, for each point p ∈ C, there exists a unique branch γp,
centred at p. Secondly, observe that the notion of div(g), for g ∈ L(C),
as given in [11], is the same as the notion of div(g) which we give in
Definition 2.9 below, (taking into account the identification (∗)), (†).
This amounts to checking that, for a point p ∈ C, with corresponding
branch γp;
vp(g) = ordγp(g) (††)
where vp(g) is defined in p152 of [11], and we temporarily adopt
the convention that ordγp(g) = 0 if valγ(g) 6= {0,∞} and ordγp(g) is
counted negatively if valγp(g) = ∞. First, one can use the fact, given
in Lemma 4.9 of [7], together with remarks from the final section of this
paper, that there exists a birational map φ : C ! C ′, such that C ′ is
a plane projective algebraic curve, and p corresponds to a non-singular
point p′ ∈ C ′ with {p, p′} lying inside the canonical sets associated to
φ. Using the calculation given below, in Lemma 2.10, for ordγp, and
the definition of vp, one can assume that vp(g) ≥ 0 and g ∈ Op,C. Let
g′ ∈ L(C ′) denote the corresponding rational function to g on L(C).
It is then a trivial algebraic calculation, using the fact that the local
rings Op,C and Op′,C′ are isomorphic, to show that vp(g) = vp(g
′). It
also follows from Lemma 2.3 that ordγp(g) = ordγp′ (g
′). Hence, it is
sufficient to check (†) for the plane projective curve C ′. We may, with-
out loss of generality, assume that vp(g
′) ≥ 1 and that g′ is represented
in some choice of affine coordinates {x, y} by the polynomial q(x, y).
If Q(X, Y, Z) denotes the projective equation of this polynomial and p
corresponds to the origin of this coordinate system, then;
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vp(g
′) = Ip(C,Q) = length(
L[x,y]
<h,q>
)
where h is a defining equation for C ′ in the coordinate system {x, y}
and Ip is the algebraic intersection multiplicity. It also follows from
Lemma 2.1, that;
ordγp(g
′) = Iγp(C,Q)
Hence, it is sufficient to check that;
Ip(C,Q) = Iγp(C,Q)
This calculation was done in the paper [6], hence (††) and therefore
(†) is shown. Thirdly, it remains to check that the definitions of linear
equivalence are the same. In order to see this, observe that we can
write (for effective divisors or weighted sets A and B);
A−B = (A\B)+(A∩B)]−[(B\A)+(A∩B)] = (A\B)−(B\A), (†††)
If A ≡ B in the sense of weighted sets (Definition 2.6), then the
calculation (†††) (which removes the fixed branch contribution) and
Theorem 2.7 shows that A − B = div(g), for some rational func-
tion g ∈ L(C), where, here, div(g) is as defined in Definition 2.9.
By (†), it then follows that A ≡ B as effective divisors. Conversely,
if A ≡ B as effective divisors, then there exists a rational function
g ∈ L(C) such that A − B = div(g), in the sense of the modern def-
inition given above. The above calculations (†††) and (†) then show
that div(g) = (A \ B)− (B \ A), in the sense of Definition 2.9 below.
It follows, by Lemma 2.4, that there exists a g1n to which (A \ B) and
(B \ A) belong as weighted sets. Adding the fixed branch contribution
(A∩B) to this g1n, we then obtain that A ≡ B in the sense of Definition
2.6, as required.
Definition 2.9. Let C be a projective algebraic curve and let f be
a non-zero rational function on C. Then we define div(f) to be the
weighted set A−B where;
A = (f = 0), B = (f =∞)
We now require the following lemma;
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Lemma 2.10. Let C be a projective algebraic curve, and let f and g
be non-zero rational functions on C. Then;
div( 1
f
) = −div(f)
div(fg) = div(f) + div(g)
div(f
g
) = div(f)− div(g)
Proof. In order to prove the first claim, it is sufficient to show that, for
a branch γ of C;
valγ(f) = 0 iff valγ(
1
f
) =∞
valγ(f) =∞ iff valγ(
1
f
) = 0
and ordγ is preserved in both cases. This follows trivially from the
relevant power series calculation at a branch. Namely, we can repre-
sent f by φ
φ′
and 1
f
by φ
′
φ
. Substituting the branch parametrisation, we
obtain that;
valγ(f) = 0, ordγ(f) = m iff f ∼ t
mu(t), m ≥ 1, u(t) ∈ L[[t]] a unit.
iff 1
f
∼ t−mu(t)−1
iff valγ(f) =∞, ordγ(f) = m
and the calculation for valγ(f) =∞, ordγ(f) = m is similar.
In order to prove the second claim, we need to verify the following
cases at a branch γ of C;
Case 1. If valγ(f) = valγ(g) ∈ {0,∞}, ordγ(f) = m and ordγ(g) = n
then valγ(fg) ∈ {0,∞} and ordγ(fg) = m+ n
Case 2. If valγ(f) 6= valγ(g) ∈ {0,∞}, ordγ(f) = m and ordγ(g) = n
then valγ(fg) ∈ {0,∞} and ordγ(fg) = |m− n|
Case 3. If exactly one of valγ(f) and valγ(g) is in {0,∞}, with
ordγ(f) or ordγ(g) = m
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then valγ(fg) ∈ {0,∞}, with ordγ(fg) = m.
Case 4. If neither of valγ(f) and valγ(g) are in {0,∞}
then valγ(fg) is not in {0,∞}
If f is represented by φ
φ′
and g is represented by ψ
ψ′
, then we can rep-
resent fg by φψ
φ′ψ′
. The proof of these cases then follow by elementary
power series calculations at the branch γ. For example, for Case 2, if
valγ(f) = 0 and ordγ(f) = m, valγ(g) =∞ and ordγ(g) = n, then we
have;
f ∼ tnu(t), g ∼ t−mv(t), fg ∼ tnt−mu(t)v(t) = tn−mw(t),
for {u(t), v(t), w(t)} units in L[[t]].
The third claim follows from the first two claims.

We now claim the following;
Theorem 2.11. Transitivity of Linear Equivalence
Let C ′ be an algebraic curve. If A,B,C are weighted sets on C ′ of
the same total multiplicity, then, if A ≡ B and B ≡ C, we must have
that A ≡ C.
Proof. By Theorem 2.7, we can find rational functions f and g on C ′,
such that;
(A \B)− (B \ A) = div(f)
(B \ C)− (C \B) = div(g)
By Lemma 2.9, we have that;
div(fg) = (A \B)− (B \ A) + (B \ C)− (C \B)
By drawing a Venn diagram, one easily checks that;
(A \B)− (B \A) = (A∩Bc ∩Cc)+ (A∩Bc ∩C)− (Ac ∩B ∩Cc)−
(Ac ∩ B ∩ C)
+
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(B \C)− (C \B) = (A∩B ∩Cc) + (Ac ∩B ∩Cc)− (Ac ∩Bc ∩C)−
(A ∩ Bc ∩ C)
||
(A \C)− (C \A) = (A∩Bc ∩Cc) + (A∩B ∩Cc)− (Ac ∩Bc ∩C)−
(Ac ∩ B ∩ C)
Hence, div(fg) = (A \ C) − (C \ A). Now, given the g1n defined by
the rational function fg, as in Lemma 2.4, it follows that (A \ C) and
(C \ A) belong to this g1n as weighted sets. We can now add the fixed
branch contribution A ∩ C to this g1n, giving a g
1
n+n′, to which A and
C belong as weighted sets. Therefore, the result follows.

As an immediate corollary, we have;
Theorem 2.12. Let C be a projective algebraic curve, then ≡ is an
equivalence relation on weighted sets for C of a given multiplicity.
We also have;
Theorem 2.13. Linear Equivalence preserved by Addition
Let C ′ be a projective algebraic curve and suppose that {A,B,C,D}
are weighted sets on C ′ with;
A ≡ B and C ≡ D
then;
A+ C ≡ B +D
Proof. By Definition 2.6, we can find a grn containing C and D as
weighted sets. If s is the total multiplicity of A, then, by Lemma 1.13,
we can add the weighted set A as a fixed branch contribution to this
grn and obtain a g
r
n+s, containing A + C and A + D as weighted sets.
Hence, by Definition 2.6 again, we have that;
A+ C ≡ A +D (1)
Similarily, one shows, by adding D as a fixed branch contribution to
the gr
′
n′ containing A and B as weighted sets, that;
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A+D ≡ B +D (2)
The result then follows immediately by combining (1), (2) and using
Theorem 2.11.

We now develop further the theory of grn on a projective algebraic
curve C. We begin with the following definition;
Definition 2.14. Subordinate grn
Let {grn, g
t
n} be given on C with the same order n. Then we say that;
grn ⊆ g
t
n
if every weighted set in grn is included in the weighted sets of the g
t
n.
We now claim the following;
Theorem 2.15. Amalgamation of grn
Let {grn, g
s
n} be given on C, having a common weighted set G, then
there exists t with r ≤ t, s ≤ t and a gtn such that g
r
n ⊆ g
t
n and g
s
n ⊆ g
t
n.
Proof. Assume first that {grn, g
s
n} have no fixed branch contribution and
are defined exactly by linear systems. Then we can find algebraic forms
{φ0, ψ0} such that;
G = (C ⊓ φ0 = 0) = (C ⊓ ψ0 = 0)
and;
grn is defined by C ⊓ (ǫ0φ0 + ǫ1φ1 + . . .+ ǫrφr = 0)
gsn is defined by C ⊓ (η0ψ0 + η1ψ1 + . . .+ ηsψs = 0)
Now consider the linear system Σ defined by;
ǫφ0ψ0 + ψ0(ǫ1φ1 + . . .+ ǫrφr) + φ0(η1ψ1 + . . .+ ηsψs) = 0
and let gtm be defined by Σ. As deg(ψ0φ0) = deg(ψ0) + deg(φ0), we
have that m = 2n. We claim that the fixed branch contribution of gt2n
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is exactly G, (∗). In order to see this, observe that we can write an
algebraic form in Σ as;
ψ0φǫ¯ + φ0ψη¯
If γ is a branch counted w-times in G, then, using the proof at the
end of Lemma 1.13 and linearity of multiplicity at a branch, see [7];
Iγ(C, ψ0φǫ¯) = Iγ(C, ψ0) + Iγ(C, φǫ¯) ≥ w
Iγ(C, φ0ψη¯) = Iγ(C, φ0) + Iγ(C, ψη¯) ≥ w
Iγ(C, ψ0φǫ¯ + φ0ψη¯) = min{Iγ(C, ψ0φǫ¯), Iγ(C, φ0ψη¯)} ≥ w (†)
Hence, γ is w-fold for the gt2n and G is contained in the fixed branch
contribution of the gt2n. In order to obtain the exactness statement, (∗),
first observe that, if γ is a fixed branch of the gt2n, then, in particular,
it belongs to (C ⊓ φ0ψ0 = 0). Hence, it belongs either to (C ⊓ φ0 = 0)
or (C ⊓ ψ0 = 0). Hence, it belongs to G. Now, using the fact that the
original {grn, g
s
n} had no fixed branch contribution, we can easily find
φǫ¯0 and ψη¯0 with G disjoint from both (C ⊓φǫ¯0 = 0) and (C ⊓ψη¯0 = 0).
Then, by the same argument (†), we obtain, for a branch γ of G;
Iγ(C, ψ0φǫ¯0 + φ0ψη¯0) = w
hence, γ is counted w-times in C⊓(ψ0φǫ¯0+φ0ψη¯0 = 0) and, therefore,
(∗) holds, as required. Now, as G had total multiplicity n, removing
this fixed branch contribution from the gt2n, we obtain a g
t
n. We then
claim that grn ⊆ g
t
n and g
s
n ⊆ g
t
n, (∗∗). By Definition 2.14, it is sufficient
to check that, if {W1,W2} are weighted sets appearing in {g
r
n, g
s
n}, de-
fined by (C⊓φǫ¯ = 0) and (C⊓ψη¯ = 0), then they appear in the g
t
n. We
clearly have that both ψ0φǫ¯ and φ0ψη¯ belong to Σ and the calculation
(†) shows that;
C ⊓ (ψ0φǫ¯ = 0) =W1 +G
C ⊓ (φ0ψη¯ = 0) =W2 +G
Hence, the result (∗∗) follows after removing the fixing branch con-
tribution G. The fact that r ≤ t and s ≤ t then follows easily from the
definition of the dimension of a grn and Theorem 1.3.
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Now consider the case when the {grn, g
s
n} are defined exactly by linear
systems and have a fixed branch contribution. Let G1 ⊆ G and G2 ⊆ G
be these fixed branch contributions and let G3 = G1 ∩ G2. We claim
that the fixed branch contribution of the gt2n defined by Σ, as given
above, in this case is exactly G3+G. The proof is similar to the above
and left to the reader. Now, removing the fixed branch contribution G,
we obtain a series gtn with fixed branch contribution G3. A similar proof
to the above, left to the reader, shows that this gtn contains the original
series {grn, g
s
n}. Finally, we need to consider the case when the {g
r
n, g
s
n}
are defined, after removing some fixed branch contribution from linear
series. Let G1 and G2, with total multiplicity r1 and r2, be these fixed
branch contributions and let {grn+r1, g
s
n+r2} be the series obtained from
adding these fixed branch contributions to {grn, g
s
n}. In this case, the
linear system Σ, as given above, defines a gt2n+r1+r2 . We claim that the
weighted set G∪G1∪G2, of total multiplicity (n+r1+r2), is contained in
the fixed branch contribution of this series. This follows from a similar
calculation, using the method above, the details are left to the reader.
Removing this weighted set from the gt2n+r1+r2 , we obtain a g
t
n and a
similar calculation shows that this contains the original {grn, g
s
n}, again
the details are left to the reader. 
As a corollary, we have;
Theorem 2.16. Let a grn be given on C, then there exists a unique g
t
n
on C, with r ≤ t ≤ n, such that;
grn ⊆ g
t
n
and, for any gsn such that g
r
n ⊆ g
s
n, we have that;
gsn ⊆ g
t
n
Proof. By Lemma 1.16, we can find r ≤ t ≤ n and a gtn on C, with
grn ⊆ g
t
n and t maximal with this property. If g
r
n ⊆ g
s
n, then {g
s
n, g
t
n}
would contain a common weighted set. By Theorem 2.15, we could
then find t′ ≤ n such that s ≤ t′, t ≤ t′ and gsn ⊆ g
t′
n , g
t
n ⊆ g
t′
n .
If gsn  g
t
n, then, by elementary dimension considerations, we would
have that t < t′ ≤ n and grn ⊂ g
t′
n , contradicting maximality of t.
Hence, gsn ⊆ g
t
n. The uniqueness statement also follows from a similar
amalgamation argument, using Theorem 2.15.

A THEORY OF DUALITY FOR ALGEBRAIC CURVES 31
We can then make the following definition;
Definition 2.17. We call a grn on C complete if it cannot be strictly
contained in a gtn of greater dimension. If G is any weighted set on C
of total multiplicity n, then we define |G| to be the unique complete gtn
to which G belongs.
We then have that;
Theorem 2.18. Let G be a weighted set on C, then, G ≡ G′ if and
only if G′ belongs to |G|. In particular, G ≡ G′ if and only if |G| = |G′|.
Proof. The proof of the first part of the theorem is quite straightfor-
ward. By definition, if G′ belongs to |G|, then G ≡ G′. Conversely, if
G′ ≡ G, then, by Definition 2.6, we can find a g1n, containing the given
weighted sets G and G′. By Theorem 2.16, we can find a unique com-
plete gtn on C, with 1 ≤ t ≤ n, such that g
1
n ⊆ g
t
n. As G belongs to this
gtn as a weighted set, it follows by Definition 2.17 that |G| = g
t
n. Hence,
G′ belongs to |G| as required. For the second part, if G ≡ G′, then, by
the first part, G′ belongs to |G|. It follows immediately from Defini-
tion 2.17 and Theorem 2.16, that |G| ⊆ |G′|. Reversing this argument,
we have that |G′| ⊆ |G|, hence |G| = |G′| as required. Conversely, if
|G| = |G′|, then clearly G ≡ G′ by Definition 2.6. 
We now make the following definition;
Definition 2.19. Linear System of a Weighted Set
Let G be a weighted set on a projective algebraic curve C, then we
define the Riemann-Roch space L(C,G) or L(G) to be the vector space
defined as;
{g ∈ L(C)∗ : div(g) +G ≥ 0} ∪ {0}
where div(g) was defined in Definition 2.9.
Remarks 2.20. That L(G) defines a vector space follows easily from
Lemma 2.10, the fact that, for non-constant rational functions {f, g, f+
g} ⊂ L(C) and a branch γ of C, we have that;
ordγ(f + g) ≥ min{ordγ(f), ordγ(g)}, (∗)
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where, for this remark only, ordγ is counted negatively if valγ is in-
finite, and an argument on constants, (∗∗). We now give a brief proof
of (∗);
We just consider the following 2 cases;
Case 1. valγ(f) <∞ and valγ(g) <∞
We then have, substituting the relative parametrisations, that;
f ∼ c + c1t
m + . . . and g ∼ d + d1t
n + . . ., where ordγ(f) = m ≥ 1,
ordγ(g) = n ≥ 1 and {c1, d1} ⊂ L are non-zero. Then;
f + g ∼ (c+ d) + c1t
m + d1t
n + . . .
If (f+g)−(c+d) ≡ 0, as an algebraic power series in L[[t]], then (f+
g) = (c+ d) as a rational function on C, contradicting the assumption.
Hence, we obtain that ordγ(f + g) = min{ordγ(f), ordγ(g)}, if m 6= n
or m = n and c1 + d1 6= 0, and ordγ(f + g) > min{ordγ(f), ordγ(g)}
otherwise. Hence, (∗) is shown in this case.
Case 2. valγ(f) = valγ(g) =∞
We then have that;
f ∼ c1t
−m + . . . and g ∼ d1t
−n + . . ., where ordγ(f) = −m ≤ −1,
ordγ(g) = −n ≤ −1 and {c1, d1} ⊂ L are non-zero. Then;
f + g ∼ c1t
−m + d1t
−n + . . .
By the assumption that f + g is not a constant, if m = n and
c1+ d1 = 0, we must have higher order terms in t in the Cauchy series
for (f + g), hence ordγ(f + g) > min{ordγ(f), ordγ(g)}. Otherwise,
we have that ordγ(f + g) = min{ordγ(f), ordγ(g)}, hence (∗) is shown
in this case as well.
The remaining cases are left to the reader. One should also consider
the case of constants, (∗∗). Technically, one cannot define ordγ for a
constant in L. However, we did, by convention, define div(c) = 0, for
c ∈ L∗, in Remarks 2.5.
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We now show the following;
Lemma 2.21. For a weighted set G, dim(L(G)) = t + 1, where t is
given in Definition 2.17. In particular, L(G) is finite dimensional.
Proof. Let t be given by Definition 2.17. If t = 0, then G = (0) and
L(G) = L. This follows easily from the well known fact that the only
regular functions on a projective algebraic curve are the constants (see,
for example, [11], p59). In this case, we then have that dim(L(G)) = 1,
as required. Otherwise, let t ≥ 1 be given as in Definition 2.17, with
the unique complete gtn containing G. After adding some fixed branch
contribution W , we can find a linear system Σ, having finite intersec-
tion with C, with basis {φ0, . . . , φj, . . . , φt} defining this g
t
n. Moreover,
we may assume that C ⊓ φ0 = G ∪W , (∗). Let {f1, . . . , fj, . . . , ft} be
the sequence of rational functions on C defined by fj =
φj
φ0
. We claim
that;
div(fj) +G ≥ 0, for 1 ≤ j ≤ t (∗∗)
In order to show (∗∗), it is sufficient to prove that, for a branch γ
with valγ(fj) = ∞, we have that γ belong to G and, moreover, that
γ is counted at least ordγ(fj) times in G. Let Σj be the pencil of
forms defined by (φj − λφ0)λ∈P 1. By the proof of Lemma 2.4, we have
that (fj = ∞) is defined by (C ⊓ φ0), after removing the fixed branch
contribution of this pencil. By (∗) and the fact that the fixed branch
contribution of Σj includes W , we have that (fj = ∞) ⊆ G. Hence,
(∗∗) is shown as required. By Definition 2.19, we then have that fj
belongs to L(G). We now claim that there do not exist constants
{c0, . . . , cj, . . . , ct} ⊂ L such that;
c0 + c1f1 + . . .+ cjfj + . . .+ ctft = 0 (∗ ∗ ∗)
as rational functions on C. If so, we would have that;
c0φ0 + c1φ1 + . . .+ cjφj + . . .+ ctφt
vanished identically on C, contradicting the fact that Σ has finite
intersection with C. Hence, by (∗ ∗ ∗), {1, f1, . . . , ft} ⊂ L(G) are
linearly independent and dim(L(G)) ≥ t+1. Conversely, suppose that
dim(L(G)) ≥ k + 1, then we can find {1, f1, . . . , fj, . . . , fk} ⊂ L(G)
which are linearly independent, (†). By the usual method of equating
denominators, we can find algebraic forms {φ0, . . . , φk} of the same
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degree, such that fj is represented by
φj
φ0
, for 1 ≤ j ≤ k. Let Σ be the
linear system defined by this sequence of forms. By (†), Σ has finite
intersection with C. Let W , having total multiplicity n′, be the fixed
branch contribution of this system and let (C ⊓ φ0) = G0 ∪ W . We
claim that G0 ⊆ G, (††). Suppose not, then there exists a branch γ
with IΣ,mobileγ (C, φ0) = s, where γ is counted strictly less than s-times
in G. By the definition of IΣ,mobileγ , we can find a form φλ belonging to
Σ, distinct from φ0, witnessing this multiplicity. Consider the pencil Σλ
defined by (φλ−µφ0)µ∈P 1. We then clearly have that I
Σλ,mobile
γ (C, φ0) =
s as well, (†††). Let fλ =
φλ
φ0
. By the proof of Lemma 2.4, we have
that (fλ =∞) is defined by (C ⊓ φ0), after removing the fixed branch
contribution of Σλ. By (†††), it follows that the branch γ is counted s-
times in (fλ =∞) and therefore div(fλ)+G  0. However, fλ is a linear
combination of {1, . . . , fk}, hence fλ ∈ L(G), which is a contradiction.
Hence, (††) is shown. Now, consider the gkn defined by Σ. Let W
′ be
the weighted set G\G0 of total multiplicity n
′′. By Lemma 1.13, we can
add the weighted setW ′ to the gkn and obtain a g
k
n+n′′ with fixed branch
contribution W ′∪W . Now, removing the fixed branch contribution W
from this gkn+n′, we obtain a g
k
n+n′′−n′ containing G exactly as a weighted
set. It follows, from Definition 2.17, that k ≤ t. Hence, in particular,
dim(L(G)) is finite and dim(L(G) ≤ t + 1. Therefore, the lemma is
proved.

We now extend the notion of linear equivalence to include virtual,
or non-effective, weighted sets.
Definition 2.22. We define a generalised weighted set G on C to be
a linear combination of branches;
n1γ
j1
p1
+ . . .+ nrγ
jr
pr
where {n1, . . . , nr} belong to Z. If {n1, . . . , nr} belong to Z≥0, we call
the weighted set effective. Otherwise, we call the weighted set virtual.
We define n = n1 + . . .+ nr to be the total multiplicity or degree of G.
Remarks 2.23. It is an easy exercise to see that there exist well defined
operations of addition and subtraction on generalised weighted sets. It
is also easy to check that any generalised weighted set G may be written
uniquely as G1−G2, where {G1, G2} are disjoint effective weighted sets.
Definition 2.24. Let A and B be generalised weighted sets on C of
the same total multiplicity. Let {A1, A2} and {B1, B2} be the unique
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effective weighted sets, as given by the previous remark. Then we define;
(A1 −A2) ≡ (B1 − B2) iff (A1 +B2) ≡ (B1 + A2)
and;
A ≡ B iff (A1 − A2) ≡ (B1 − B2)
Remarks 2.25. Note that if {A′1, A
′
2} and {B
′
1, B
′
2} are any effective
weighted sets such that;
A = A′1 − A
′
2 and B = B
′
1 −B
′
2
then A ≡ B iff A′1 +B
′
2 ≡ B
′
1 + A
′
2
The proof is just manipulation of effective weighted sets. We clearly
have that;
A1 + A
′
2 = A
′
1 + A2 and B1 +B
′
2 = B
′
1 +B2 (∗)
We then have;
A ≡ B iff A1 +B2 ≡ B1 + A2(Definition 2.20)
iff A1 + A
′
2 +B2 ≡ B1 + A2 + A
′
2 (Theorem 2.12)
iff A′1 + A2 +B2 ≡ B1 + A2 + A
′
2 (by (*))
iff A′1 +B2 ≡ B1 + A
′
2 (Theorem 2.12)
iff A′1 +B2 +B
′
1 ≡ B1 +B
′
1 + A
′
2 (Theorem 2.12)
iff A′1 +B1 +B
′
2 ≡ B1 +B
′
1 + A
′
2 (by (*))
iff A′1 +B
′
2 ≡ B
′
1 + A
′
2 (Theorem 2.12)
We then have;
Theorem 2.26. Transitivity of Linear Equivalence
Let C ′ be an algebraic curve. If A,B,C are generalised weighted sets
on C ′ of the same total multiplicity, then, if A ≡ B and B ≡ C, we
must have that A ≡ C.
Proof. Let {A1, A2}, {B1, B2} and {C1, C2} be the effective weighted
sets as given by Remarks 2.23. Then, by Definition 2.24, we have that;
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(A1 +B2) ≡ (B1 + A2) and (B1 + C2) ≡ (C1 +B2)
By Theorem 2.12, we have that;
(A1 +B1 +B2 + C2) ≡ (C1 +B1 +B2 + A2)
It then follows, by Definition 2.6, that there exists a g1n, containing
(A1+B1+B2+C2) and (C1+B1+B2+A2) as weighted sets. Clearly
(B1 +B2) is contained in the fixed branch contribution of this g
1
n. Re-
moving this fixed branch contribution, we obtain;
A1 + C2 ≡ C1 + A2
By Definition 2.20, we then have that A ≡ C as required.

It follows immediately from Theorem 2.11 and Theorem 2.22 that;
Theorem 2.27. Let C be a projective algebraic curve, then ≡ is an
equivalence relation on generalised weighted sets for C of a given total
multiplicity.
Remarks 2.28. Again, the definition of linear equivalence that we
have given for generalised weighted sets on a smooth projective alge-
braic curve C is equivalent to the modern definition for divisors. More
precisely, we have;
Modern Definition; Let A and B be divisors on a smooth projective
algebraic curve C, then A ≡ B iff A−B = div(g), for some g ∈ L(C)∗.
See, for example, p161 of [11] for relevant definitions and notation.
In order to show that our definition is the same, use Remarks 2.8 and
the following simple argument;
A ≡ B as generalised weighted sets iff A1 +B2 ≡ B1 + A2
where {A1, A2, B1, B2} are the effective weighted sets given by Defi-
nition 2.24. Then;
A1 +B2 ≡ B1 + A2 iff (A1 +B2)− (B1 + A2) = div(g) (g ∈ L(C)
∗)
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by Remarks 2.8, where div(g) is the modern definition. By a straight-
forward calculation, we have that;
(A1 +B2)− (B1 + A2) = A−B as divisors or generalised weighted
sets.
Hence, the notions of equivalence coincide.
We also have;
Theorem 2.29. Linear Equivalence Preserved by Addition
Let C ′ be a projective algebraic curve and suppose that {A,B,C,D}
are generalised weighted sets on C ′ with;
A ≡ B and C ≡ D
then;
A+ C ≡ B +D
Proof. Let {A1, A2}, {B1, B2}, {C1, C2} and {D1, D2} be effective weighted
sets as given by Remarks 2.19. Then, by Definition 2.20, we have that;
A1 +B2 ≡ B1 + A2 and C1 +D2 ≡ D1 + C2
Hence, by Theorem 2.20;
A1 +B2 + C1 +D2 ≡ B1 + A2 +D1 + C2 (∗)
We clearly have that;
A+C = (A1+C1)− (A2+C2) and B+D = (B1+D1)− (B2+D2)
as an identity of generalised weighted sets. Moreover, as
(A1 +C1), (A2 +C2), (B1+D1) and (B2 +D2) are all effective, we can
apply Remarks 2.23 and (∗) to obtain the result. 
We now make the following definition;
Definition 2.30. Let G be a generalised weighted set on a projective
algebraic curve C, then we define |G| to be the collection of generalised
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weighted sets G′ with G′ ≡ G. We define order(|G|) to be the total
multiplicity (possibly negative) of any generalised weighted set in |G|.
Remarks 2.31. If G is an effective weighted set, the collection defined
by Definition 2.30 is not the same as the collection given by Definition
2.17, as it includes virtual weighted sets. Unless otherwise stated, we
will use Definition 2.17 for effective weighted sets. This convention is
in accordance with the Italian terminology, we hope that this will not
cause too much confusion for the reader.
We now show that the notions of linear equivalence introduced in
this section are birationally invariant;
Theorem 2.32. Let Φ : C1 ! C2 be a birational map. Let A and
B be generalised weighted sets on C2, with corresponding generalised
weighted sets [Φ]∗A and [Φ]∗B on C1. Then A ≡ B, in the sense of
either Definition 2.6 or 2.24, iff [Φ]∗A ≡ [Φ]∗B.
Proof. Suppose that A ≡ B in the sense of Definition 2.6. Then, there
exists a grn on C2 containing A and B as weighted sets. By Theorem
1.14, there exists a corresponding grn on C1, containing [Φ]
∗A and [Φ]∗B
as weighted sets. Hence, again by Definition 2.6, [Φ]∗A ≡ [Φ]∗B. The
converse is similar, using [Φ−1]∗. If A ≡ B in the sense of Definition
2.24, then the same argument works.

As a result of this theorem, we introduce the following definition;
Definition 2.33. Let Φ : C1 ! C2 be a birational map. Then, given
a generalised weighted set A on C2, we define;
[Φ]∗|A| = |[Φ]∗A|
where, in the case that A is effective, |A| can be taken either in the
sense of Definition 2.17 or Definition 2.30.
Remarks 2.34. The definition depends only on the complete series |A|,
rather than its particular representative A. This follows immediately
from Definition 2.17, Definition 2.30 and Theorem 2.32.
We finally introduce the following definition;
Definition 2.35. Summation of Complete Series
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Let A and B be generalised weighted sets, defining complete series
|A| and |B|, in the sense of Definition 2.30. Then, we define the sum;
|A|+ |B|
to be the complete series, in the sense of Definition 2.30, containing
all generalised weighted sets of the form A′ + B′ with A′ ∈ |A| and
B′ ∈ |B|. If A and B are effective weighted sets with |A|, |B| taken in
the sense of Definition 2.17, then we make the same definition for the
sum in the sense of Definition 2.17.
Remarks 2.36. This is a good definition by Theorem 2.13 and Theo-
rem 2.29.
Definition 2.37. Difference of Complete Series
Let A and B be generalised weighted sets, defining complete series |A|
and |B|, in the sense of Definition 2.30. Then, we define the difference;
|A| − |B|
to be the complete series, in the sense of Definition 2.30, containing
all generalised weighted sets of the form A′ − B′ with A′ ∈ |A| and
B′ ∈ |B|. If A and B are effective weighted sets with |A|, |B| taken
in the sense of Definition 2.17, then we can in certain cases define a
difference in the sense of Definition 2.17. (This is called the residual
series, the reader can look at [10] for more details)
Remarks 2.38. This is again a good definition, for generalised weighted
sets {A,B}, it follows trivially from the previous definition and the fact
that {A,−B} are also generalised weighted sets.
3. A geometrical definition of the genus of an algebraic
curve
The purpose of this section is to give a geometrical definition of the
genus of an algebraic curve. In the case of a singular curve, this cannot
be achieved using purely algebraic methods. Our treatment follows the
presentation of Severi in [10].
We begin with the following lemma;
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Lemma 3.1. Let C be a projective algebraic curve, and suppose that
a g1n is given on C, with no fixed branch contribution. Then there
exist a finite number of weighted sets Wλ in the g
1
n, possessing multiple
branches.
Proof. We may assume that the g1n is defined by a pencil Σ, having
finite intersection with C. Let θ(λ) be the statement;
θ(λ) ≡ ∀y[(y ∈ φλ ∩ C)→ y ∈ NonSing(C) ∧ R.Multy(C, φλ) = 1]
See also Lemma 2.17 of [7]. Then θ defines a constructible condition
on ParΣ and moreover, using Lemma 2.17 of [7], we have that θ holds
on an open subset U ⊂ ParΣ. For λ ∈ U , we have that the intersec-
tion (C ∩ φλ) is transverse, in the sense of Lemma 2.4 of [7], and is
contained in W . Now, using Lemma 5.29 of [7] and the definition of
(C ⊓φλ), it follows that each branch of the corresponding weighted set
Wλ is counted once and lies inside W . Hence, if Wλ is a weighted set,
possessing multiple branches, we must have that λ ∈ (ParΣ \ U). As
ParΣ has dimension 1, this is a finite set, hence the result follows. 
We now make the following definition;
Definition 3.2. Let C be a projective algebraic curve and suppose that
a g1n is given on C, with no fixed branch contribution. Then we define
the Jacobian of this g1n to be the weighted set;
Jac(g1n) = {αγ1 , . . . , αγj , . . . , αγr}
where {γ1, . . . , γj, . . . , γr} consists of the finitely many branches which
are multiple for some weighted set Wλj of the g
1
n and γj appears with
multiplicity αγj + 1 in Wλj .
Remarks 3.3. This is a good definition by Lemma 3.1 and the fact
that any branch γ can only appear in one weighted set Wλ, using the
hypothesis that the g1n has no fixed branches.
We now analyse further the Jacobian of a g1n, with no fixed branch
contribution. Using Theorem 1.14 of this paper and Theorem 4.16 of
[7], we will derive general results for projective algebraic curves from
consideration of the case where C is a plane projective curve, having
at most nodes as singularities, (†). Until the end of Theorem 3.21, this
assumption will be in force.
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Lemma 3.4. Let the g1n, without fixed branch contribution, be given on
C. Then there exists a rational function h on C, defining this g1n, such
that the weighted set;
G = (h =∞)
consists of n distinct branches, each counted once, lying inside
NonSing(C).
Proof. By Theorem 2.7, we may assume that the given g1n is defined by
(g) for some rational function g on C. Using the proof of Lemma 3.1, we
may assume, that, for generic λ ∈ P 1, the weighted set (g = λ) consists
of n distinct branches, lying inside NonSing(C), each counted once.
Using the proof of Theorem 2.7, we can find a Mobius transformation
α of P 1, taking λ to ∞, such that h = α ◦ g also defines the given g1n
and such that G = (h =∞) = (g = λ). The result follows.

We now show the following, the reader should refer to [7] for the
relevant notation;
Lemma 3.5. Suppose that deg(C) = m, then there exists a homo-
graphic change of variables of P 2, such that, in this new coordinate
system (x′, y′);
(i). The line at ∞ cuts C transversely in m distinct non-singular
points.
(ii). The tangent lines to C parallel to the y′-axis all have 2-fold
contact (contatto), and are based at non-singular points of C.
(iii). The branches of J = Jac(g1n) and G = (h = ∞) are all in fi-
nite position, with base points distinct from the points of contact in (ii).
Proof. We use the fact that a generic point of C has character (1, 1).
The proof of this result requires duality arguments, which may be found
later in the paper. It follows, by Remark 6.6 of [7], that there exist
only finitely many non-ordinary branches. Hence, there exist finitely
many tangent lines {lγ1 , . . . , lγr}, based at {p1, . . . , pr}, (possibly with
repetitions), such that;
42 TRISTRAM DE PIRO
Iγj (C, pj, lγj ) ≥ 3, (for 1 ≤ j ≤ r)
By assumption, C has at most finitely many nodes as singularities.
Let {q1, . . . , qs} be the base points of these nodes and suppose that
{lγ
q1
1
, lγ
q2
1
, . . . , lγ
q1s
, lγ2qs} are the 2s tangent lines (possibly with repeti-
tions) corresponding to these nodes. Let {lγ′1 , . . . , lγ′t} define the tan-
gent lines to each of the branches appearing in (Jac(g1n) ∪ G). Now
choose a point P not lying on C or any of the above defined tan-
gent lines. Let Σ = {lPλ }λ∈P 1 be the pencil defined by all lines passing
through the point P . Then Σ defines a g1m on C without fixed branches.
By the proof of Lemma 3.1, for generic λ, lPλ intersects C transversely
in m distinct branches, based at non-singular points of C. Moreover,
we may assume, using the fact that the pencil has no base branches,
that (C ⊓ lPλ ) is disjoint from Jac(g
1
n) and G (∗). By construction,
we also have that, if lPx belongs to Σ and defines the tangent line lγx
to a branch γx based at x, in the sense of Definition 6.3 of [7], then
x ∈ NonSing(C), lPx has 2-fold contact (contatto) with the branch γx,
(∗∗), and the branch γx does not appear in (Jac(g
1
n) ∪G),(***). Now
choose a homography, sending the point [0 : 1 : 0] and the line Z = 0,
in the original coordinates [X : Y : Z], to P and lPλ . Let [X
′ : Y ′ : Z ′]
be the new coordinate system defined by this homography. For the
affine coordinate system (x′, y′), defined by x′ = X
′
Z′
and y′ = Y
′
Z′
, we
have that the line at∞ has the property (i), and, by (∗), the branches
of Jac(g1n) and G are all in finite position. The lines parallel to the
y′-axis correspond to the lines, exluding lPλ , in the pencil defined by Σ,
in this new coordinate system. Hence, (ii) follows immediately from
(∗∗) and (iii) then follows from (∗ ∗ ∗). The lemma is proved.

We now claim the following;
Lemma 3.6. Let C be given in the coordinate system defined by Lemma
3.5, henceforth denoted by (x, y). Then the g1m on C, given by the lines
parallel to the y-axis, and the line at∞, is defined by (x), as in Lemma
2.4. Moreover, J ′ = Jac(g1m) consists exactly of the branches of contact
between C and the lines parallel to the y-axis, while G′ = (x = ∞)
consists of m distinct branches, centred at non-singular points of C.
Proof. In order to prove the first claim, first observe that, by its con-
struction, the given g1m has no fixed branch contribution. Moreover, it
is generated by the lines X = 0 and Z = 0, that is defined by the pencil
of lines (X−λZ)λ∈P 1. By Lemma 2.4, because x is represented by (
X
Z
),
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as a rational function on C, we have that the series (x) is defined by
(X − λZ)λ∈P 1 , after removing its fixed branch contribution. As this
series has no fixed branch contribution, the result follows. In order to
compute J ′ = Jac(g1m), we need to determine;
{λ ∈ P 1 : C ⊓ (X − λZ) contains a multiple branch}
This corresponds to the set;
{λ ∈ P 1 : Iγp(C, p, (X − λZ)) ≥ 2}, for some p ∈ C ∩ (X − λZ), γp
a branch at p.
As C has at most nodes as singularities, the order of each branch γ
on C is 1, see Definition 6.3 of [7]. Using Theorem 6.2 of [7], we then
have that Iγp(C, p, (X − λZ)) ≥ 2 iff (X − λZ) is the tangent line lγp
of γp. By construction of the g
1
m, this can only occur if (X−λZ) is the
tangent line to an ordinary branch, see Definition 6.3 of [7] again, cen-
tred at a non-singular point of C, (∗). When λ =∞, the corresponding
line in the pencil is given by the line at ∞, which cuts C transversely,
hence this possibility is excluded. Therefore, the only possible values
of λ occur for lines parallel to the y-axis. By (∗), for such a branch γp
of contact, we have;
Iγp(C, p, (X − λZ)) = 2
Now, by definition, multγp(Jac(g
1
m)) = 2 − 1 = 1. Hence, the re-
sult follows. For the final part of the lemma, it is easy to verify that
{γ ∈ C : valγ(x) = ∞} correspond to the branches of intersection be-
tween C and the line at∞. The result then follows by (i) of Lemma 3.5.

We now claim;
Lemma 3.7. Let γ be a branch of C, in finite position, with coordi-
nates (a, b), which does not belong to J ′ = Jac(g1m). Then one can find
a power series representation of γ of the form;
y(x) = b+ c1(x− a) + c2(x− a)
2 + . . . (∗)
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Remarks 3.8. In the representation (∗), given in Lemma 3.7, we have
slightly abused the terminology of Theorem 6.2 in [7]. We mean, here,
that (x, y(x)) should parametrise the branch γ, in the sense that, for
any algebraic function F (x, y), F (x, y(x)) ≡ 0 iff F vanishes on C,
otherwise F has finite intersection with C and;
ord(x−a)F (x, y(x)) = ord(x−a)F (a+ (x− a), b+ c1(x− a) + . . .)
= Iγ(a,b)(C, F )
Proof. (Lemma 3.7)
First make the linear change of coordinates x′ = x−a and y′ = y−b,
so that, in this new coordinate system, the branch γ is centred at
(0, 0). Using Theorem 6.2 of [7], we can find algebraic power se-
ries {x′(t), y′(t)}, parametrising the branch γ in the coordinate system
(x′, y′), of the form;
x′(t) = a1t+ a2t
2 + . . .
y′(t) = b1t+ b2t
2 + . . .
It is then a trivial calculation to check that;
x(t) = a+ a1t+ a2t
2 + . . .
y(t) = b+ b1t + b2t
2 + . . .
parametrises the branch γ in the coordinate system (x, y), with the
terminology similar to the previous remarks.
Using the fact that the branch has order 1, which is preserved by the
homographic change of coordinates, the vector (a1, b1) 6= 0. If a1 = 0,
then the tangent line lγ to the branch, in the coordinate system (x
′, y′),
would be parallel to the y′-axis, hence the translation of lγ by (a, b),
which is the tangent line to γ in the coordinate system (x, y) would
be parallel to the y-axis. Therefore, by Lemma 3.6, γ would belong
to J ′ = Jac(g1m), contradicting the assumption of the lemma. Hence,
we can assume that a1 6= 0. As
dx′
dt
|t=0 6= 0, we can apply the inverse
function theorem to the power series x′(t) and find an algebraic power
series t(x′), with dt
dx′
|x′=0 6= 0, such that x
′(t(x′)) = x′. Then we can
write;
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y′(t(x′)) = b1t(x
′) + b2t(x
′)2 + . . .
We claim that the sequence (x′, y′(t(x′))) parametrises the branch γ
in the coordinate system (x′, y′), (∗). We clearly have that, for any
algebraic function F (x′, y′);
F (x′(t), y′(t)) ≡ 0 iff F (x′(t(x′)), y′(t(x′))) ≡ 0 iff F (x′, y′(t(x′))) ≡ 0
If ordtF (x
′(t), y′(t)) = m <∞, then we have;
F (x′(t), y′(t)) = tmu(t), for a unit u(t) ∈ L[[t]].
We then have that;
F (x′, y′(t(x′))) = t(x′)mu(t(x′)), (1)
As dt
dx′
|x′=0 6= 0, we have that;
t(x′) = x′v(x′), for a unit v(x′) ∈ L[[x′]], (2)
Combining (1) and (2) gives that;
F (x′, y′(t(x′))) = (x′v(x′))mu(x′v(x′)) = (x′)mv(x′)mu(x′v(x′)),
where v(x′)mu(x′v(x′)) is a unit in L[[x′]]
This implies that ordx′F (x
′, y′(t(x′))) = m as well, hence (∗) is shown.
It follows easily that the sequence (a+x′, b+y′(t(x′))) parametrises the
branch γ in the coordinate system (x, y), with the above extension of
terminology. Hence, if we let y(x) = b+ y′(t(x− a)), then so does the
sequence (x, y(x)), with the convention of Remarks 3.8. The lemma is
then shown.

Now let C be defined in the coordinate system (x, y) by f = 0 and
let h be the rational function, given by Lemma 3.4, in this coordinate
system. With hypotheses as in Lemma 3.7, any rational function θ
formally determines a Cauchy series θ(x, y(x)), in (x − a), see the ex-
planation at the beginning of Section 2, which we will also denote by
θ.
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We have that;
f(x, y(x)) ≡ 0
and, hence;
fx + fy
dy
dx
= 0, dy
dx
= −fx
fy
dh
dx
= hx + hy
dy
dx
= hx + hy −
fx
fy
= hxfy−hyfx
fy
(∗)
The calculation (∗) should be justified carefully at the level of Cauchy
series. The first part and the case when h belongs to the polynomial
ring L[x, y] was considered in Lemma 2.10 of [7], (∗∗). In general, we
can find {h1, h2} in L[x, y] such that h =
h1
h2
. Using the result (∗∗) and
the quotient rule for differentiating rational functions, it is sufficient to
check that for the formal (algebraic) power series in (x−a), determined
by h2;
d(1/h2)
dx
= dh2
dx

−1
(h2)2
(∗ ∗ ∗)
This can be shown by a similar calculation to that in Lemma 2.10 of
[7]. Namely, we can find a sequence of polynomials {hm2 }m≥0 in (x−a),
converging to h2 in the power series ring L[[x− a]]. The result (∗ ∗ ∗)
holds for each {hm2 }, hence, by general continuity results for multipli-
cation in L[[x− a]], it is sufficient to show that;
d(1/hm2 )
dx
→ d(1/h2)
dx
and
dhm2
dx
→ dh2
dx
The second part of this calculation was done in Lemma 2.10 of
[7], (even in non-zero characteristic). The first part follows from the
second part by representing (1/h2) as (x − a)
−nu2(x − a), for some
n ≥ 0 and a unit u2(x − a) ∈ L[[x − a]], and finding a sequence of
units {um2 (x − a)}m≥1 in L[[x − a]] such that u
m
2 → u2 and (1/h
m
2 ) =
(x−a)−num2 . One can then use the product rule for an algebraic power
series and the function (x− a)−n, along with continuity of addition in
L[[x− a]].
Using (∗), we can consider dh
dx
as a rational function on the curve C
and, for a branch γ, define valγ(
dh
dx
) and ordγ(
dh
dx
). For convenience, we
will use the notation ordγ(
dh
dx
) = −k, for a positive integer k, to mean
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that valγ(
dh
dx
) =∞ and ordγ(
dh
dx
) = k. We now claim the following;
Lemma 3.9. Let γ be a branch of C, distinct from G∪G′∪J ′, then, for
the g1n defined by Lemma 3.1, γ is counted (contato) s-times in some
weighted set iff ordγ(
dh
dx
) = s−1. If γ belongs to G, then ordγ(
dh
dx
) = −2.
Proof. For the first part of the lemma, suppose that γ is counted s-
times in some weighted set. Then, by Lemma 3.4, valγ(h) < ∞ and
ordγ(h) = s. By Lemma 3.7 and the construction before Lemma 2.1,
h determines an algebraic power series, at the branch γ, of the form;
h = λ+ (x− a)sψ(x− a), with ψ(0) 6= 0, λ <∞
We then have that;
dh
dx
= (x− a)s−1[sψ(x− a) + (x− a)ψ′(x− a)]
At x = a, the expression in brackets reduces to sψ(0) 6= 0, hence
ordγ(
dh
dx
) = s − 1 as required. The converse statement is also clear by
this calculation. If γ belongs to G, then, by Lemma 3.4, valγ(h) = ∞
and ordγ(h) = −1. Then h determines an algebraic power series at γ
of the form;
h = (x− a)−1ψ(x− a), with ψ(0) 6= 0
We then have that;
dh
dx
= −(x− a)−2[ψ(x− a)− (x− a)ψ′(x− a)]
At x = a, the expression in brackets reduces to ψ(0) 6= 0, hence
ordγ(
dh
dx
) = −2 as required. 
It remains to consider the branches G′ ∪ J ′. We achieve this by the
following geometric constructions;
(i). Construction for G′;
We use the change of variables x = 1
x′
and y = y
′
x′
. This is a homog-
raphy as the map;
Θ : (x′, y′) 7→ ( 1
x′
, y
′
x′
)
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is the restriction to affine coordinates of the map;
Θ : [X ′ : Y ′ : Z ′] 7→ [Z ′ : Y ′ : X ′]
As Θ is a homography, the character of corresponding branches is
preserved. Let F (x′, y′) define the equation of C in this new coordinate
system. The point P , given by [0 : 1 : 0], relative to the coordinate
system (x, y), is fixed by this homography, hence the weighted set G′1,
corresponding to G′, consists of branches in finite position relative to
the coordinate system (x′, y′), and is defined by C ⊓ (x′ = 0). As
the branches of G′1 are simple, they cannot coincide with any of the
branches of contact of tangents to C parallel to the y′-axis. Hence, we
can apply the power series method given by Lemma 3.7. Let H(x′, y′)
be the rational function corresponding to h(x, y) from Lemma 3.4. We
claim the following;
Lemma 3.10. Let hypotheses be as in (i). Then, for every branch γ
of G′1, we have that ordγ(
dH
dx′
) = 0.
Proof. By (i) and (iii) of Lemma 3.5, we have that G = (h =∞) and
G′ are disjoint. Hence, for every branch γ of G′, valγ(h) < ∞. For a
given branch γ of G′, let valγ(h) = c and consider the rational function
h− c. We clearly have that valγ(h− c) = 0. If ordγ(h− c) ≥ 2, then γ
would be multiple for (h = c), hence, by Lemma 3.4, would belong to
J = Jac(g1n). This contradicts the fact, from (i) of Lemma 3.5, that J
and G′ are disjoint. Therefore, we must have that ordγ(h− c) = 1. It
follows that, for any branch γ of G′1, we can find a constant c such that
ordγ(H− c) = 1 as well. Now, if γ is centred at (a, b) in the coordinate
system (x′, y′), then, using the method of Lemma 3.7, H determines
an algebraic power series at γ of the form;
H(x′, y′(x′)) = c+ c1(x
′ − a) + . . . (c1 6= 0)
It follows, from differentiating this expression, that ordγ(
dH
dx′
) = 0 as
required.

We now claim;
Lemma 3.11. Let hypotheses be as in (i). Then;
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dH
dx′
= dh
dx
. dx
dx′
as an identity of Cauchy series, for corresponding branches satisfying
the requirements that they are in finite position and are not branches
of contact for tangent lines parallel to the y′-axis or y-axis respectively.
Proof. Let γ′ and γ be such corresponding branches, centred at p′ =
(a, b) and p = ( 1
a
, b
a
), of F = 0 and f = 0 respectively. Let γ′ be
parametrised, as in Lemma 3.7, by the sequence (x′, y′(x′)). Then, we
claim that the sequence;
(x(x′, y′(x′)), y(x′, y′(x′))) = (x(x′), y(x′, y′(x′))) = ( 1
x′
, y
′(x′)
x′
)
parametrises the corresponding branch γ, in the sense of Remarks
3.8, (∗). This follows easily from the fact that the morphism Θ, given
in (i), is a homography of P 2, hence, in particular, one has that, for
any algebraic function θ;
Iγ′(p
′, C,Θ∗(θ)) = Iγ(p, C, θ)
We now claim that;
(x(x′), y(x′, y′(x′))) = (x(x′), y(x(x′))), (∗∗)
as an identity of algebraic power series in (x′−a). By (∗) and Lemma
3.7, both sequences define valid parametrisations, (θ1(x−a), θ2(x−a))
and (θ1(x− a), θ3(x− a)) in the sense of Remarks 3.8, of γ. Moreover,
we clearly have that the initial terms of both sequences are identically
equal. Now, observe that ord(x′−a)(x(x
′)− 1
a
) = 1, hence we may apply
the method of Lemma 3.7 (Inverse Function Theorem), in order to find
an algebraic power series t(z) ∈ zL[[z]] such that;
θ1(t(x
′ − a)) = 1
a
+ (x′ − a)
and
( 1
a
+ (x′ − a), θ2(t(x
′ − a))), ( 1
a
+ (x′ − a), θ3(t(x
′ − a)))
both define valid parametrisations of γ in the sense of Remarks 3.8,
(∗ ∗ ∗). Now, supposing that θ2(t(x
′ − a)) = θ3(t(x
′ − a)), then
(θ2 − θ3)(t(x
′ − a)) ≡ 0, hence, it follows straightforwardly that
(θ2 − θ3)(x − a) ≡ 0 and θ2(x − a) = θ3(x − a). Then (∗∗) is shown.
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We may, therefore, assume that;
θ2(t(x
′ − a)) =
∑∞
n=0 an(x
′ − a)n, θ3(t(x
′ − a)) =
∑∞
n=0 bn(x
′ − a)n
and an 6= bn for some n ≥ 1. Consider the rational function
ψn =
1
n!
dny
dxn
on C, given by the explanation after the proof of Lemma
3.7. By (∗∗∗) and Lemma 2.1, we would then have that both valγ(ψn) =
an and valγ(ψn) = bn, which is clearly a contradiction. Hence, the claim
(∗∗) is shown.
Now, we have, by (∗∗), for the corresponding branches γ′ and γ;
H(x′, y′(x′)) = h(x(x′), y(x′, y′(x′))) = h(x(x′), y(x(x′))), (†)
Applying the chain rule for differentiating Cauchy series, (††), to the
composition;
H : x′ 7→ x(x′) 7→ h(x(x′), y(x(x′)))
and using (†), the lemma follows. However, we should still justify
the use of (††) in the following form;
A Chain Rule for Cauchy Series.
Let q(x′) ∈ L(x′) be a rational function, such that q(a) is defined as
an element of L, and let h(x) define a Cauchy series in Frac(L[[x]]).
ThenH(x′) = h(q(x′)−q(a)) defines a Cauchy series in Frac(L[[x′−a]])
and;
dH
dx′
= dh
dx
|(q(x′)−q(a)).
dq
dx′
, (∗)
as an identity of Cauchy series in Frac(L[[x′ − a]]).
In order to see the first part of the claim, observe that q(x′)−q(a) can
be expanded as an algebraic power series in (x′ − a)L[[x′ − a]], hence
the formal substitution of q(x′) − q(a) in h(x) determines a Cauchy
series in Frac(L[[x′ − a]]). For the second part of the claim, choose
a sequence {hm}m≥0 of polynomials in L[x, 1/x] such that {hm} → h
in the non-archimidean topology induced by the standard valuation on
the field Frac(L[[x]]). Let Hm(x
′) = hm(q(x
′) − q(a)) be the corre-
sponding rational function, which also determines a Cauchy series in
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the field Frac(L[[x′− a]]). By the chain rule for rational functions, (∗)
holds, replacing H by Hm and h by hm. Hence, the identity (∗) also
holds at the level of Cauchy series in Frac(L[[x′ − a]]). We have that
the sequence {Hm}m≥0 → H , in the non-archimidean topology induced
by the standard valuation on the field Frac(L[[x′ − a]]). This follows
from the fact that, for sufficently large m;
ord(x′−a)(h− hm)(q(x
′)− q(a)) ≥ ordx(h− hm)
By calculations shown above (even in non-zero characteristic), we
have that (dhm
dx
)m≥0 →
dh
dx
and (dHm
dx′
)m≥0 →
dH
dx′
. The result (∗) then
follows by continuity of multiplication in L[[x′ − a]] and uniqueness of
limits.

We now combine Lemmas 3.10 and Lemmas 3.11, in order to obtain;
Lemma 3.12. Let C be given in the original coordinate system (x, y),
then, for every branch γ of G′, we have that ordγ(
dh
dx
) = 2.
Proof. By Lemma 3.11 and the fact that x(x′) = 1
x′
, we have;
dH
dx′
= − 1
x′2
dh
dx
= −x2 dh
dx
, (∗)
This identity holds at the level of Cauchy series in L[[x′ − a]] for
corresponding branches satisfying the conditions of Lemma 3.10. How-
ever, using Lemma 3.10, we can also consider G = dH
dx′
+ 1
x′2
dh
dx
as a
rational function on the curve C. By (∗), for an appropriate branch
γ, satisfying the conditions of Lemma 3.10, we have that the Cauchy
series expansion of G at γ is identically zero. By Lemma 2.1, this can
only occur if G vanishes identically on C. Hence, we can assume that
(∗) holds at the level of rational functions on C as well. By Lemma
3.10, we found that, for a branch γ of G′1, ordγ(
dH
dx′
) = 0. Using the
fact that the branches of G′1 are centred at x
′ = 0, we have, straightfor-
wardly, that, for such a branch γ, ordγ(−x
′2 dH
dx′
) = 2. Using Lemma 2.3,
applied to the homography Θ given in (i), we have that ordγ(
dh
dx
) = 2
for any given branch of G′, as required.

(ii). Construction for J ′;
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We use the change of variables x = y′ and y = x′. This is a homog-
raphy as the map;
Θ : (x′, y′)→ (y′, x′)
is the restriction to affine coordinates of the map;
Θ : [X ′ : Y ′ : Z ′] 7→ [Y ′ : X ′ : Z ′]
Again, as Θ is a homography, the character of corresponding branches
is preserved. Let F (x′, y′) denote the equation of C in this new coordi-
nate system. The point P , given by [0 : 1 : 0], relative to the coordinate
system (x, y), corresponds to the point [1 : 0 : 0] in the coordinate sys-
tem (x′, y′). Hence, the weighted set J ′1, corresponding to J
′, consists
of branches in finite position relative to the coordinate system (x′, y′),
defined by the branches of contact between C and tangents parallel to
the x′-axis. In particular, they cannot be branches of contact between
C and tangents parallel to the y′-axis. Hence, we can again apply the
power series method given by Lemma 3.7. Let H(x′, y′) be the ratio-
nal function corresponding to h(x, y) from Lemma 3.4. We claim the
following;
Lemma 3.13. Let hypotheses be as in (ii). Then, for every branch γ
of J ′1, we have that ordγ(
dH
dx′
) = 0.
Proof. The proof is similar to Lemma 3.10. By (iii) of Lemma 3.5, we
have that G = (h = ∞) and J ′ are disjoint. Hence, for every branch
γ of J ′, valγ(h) < ∞. For a given branch γ of J
′, let valγ(h) = c and
consider the rational function h−c. We then have that valγ(h−c) = 0.
If ordγ(h − c) ≥ 2, then γ would be multiple for (h = c), hence, by
Lemma 3.4, would belong to J = Jac(g1n). This contradicts the fact,
from (iii) of Lemma 3.5, that J and J ′ are disjoint. Therefore, we must
have that ordγ(h− c) = 1. It follows that, for any branch γ of J
′
1, we
can find a constant c such that ordγ(H−c) = 1 as well. Now, if γ is cen-
tred at (a, b) in the coordinate system (x′, y′), then, using the method
of Lemma 3.7, H determines an algebraic power series at γ of the form;
H(x′, y′(x′)) = c+ c1(x
′ − a) + . . . (c1 6= 0)
By differentiating this expression, we have that ordγ(
dH
dx′
) = 0 as
required.

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We now make an obvious extension to Lemma 3.7;
Lemma 3.14. Let γ be a branch of C, in finite position, with coordi-
nates (a, b), such that the tangent line of γ is not parallel to the x-axis.
Then one can find a power series representation of γ of the form;
x(y) = a+ c1(y − b) + c2(y − b)
2 + . . . (∗)
Proof. The proof is the same as Lemma 3.7. 
We can also make a similar extension to the remarks made between
the proof of Lemma 3.7 and Lemma 3.9. Namely, we can define dx
dy
, dh
dy
(as rational functions on C), and we have that;
dx
dy
= − fy
fx
, dh
dy
= hyfx−hxfy
fx
We now claim the following;
Lemma 3.15. Let C be given in the original coordinate system (x, y)
and let γ be a branch of C, centred at (a, b), with the property that its
tangent line lγ is neither parallel to the x-axis nor to the y-axis. Then
the sequences (x(y), y(x(y)) and (x(y), y) both parametrise the branch
γ and moreover;
(x(y), y(x(y))) = (x(y), y)
as an identity of sequences of algebraic power series in L[[y − b]].
Proof. By Lemmas 3.7 and 3.14, the sequences (x, y(x)) and (x(y), y)
both parametrise the branch γ, as algebraic power series, in L[[x− a]]
and L[[y − b]] respectively. Moreover, we claim that;
ord(y−b)(x(y)− a) = 1, (∗)
This follows from a close inspection of the proof of Lemma 3.7, using
the fact that {a1, b1} given there are both non-zero, by the hypotheses
on the branch γ. Now, by (∗) and the fact that y(x) defines an alge-
braic power series in L[[x − a]], the substitution of x(y) for x in this
power series defines an algebraic power series in L[[y− b]]. We need to
show that the sequence (x(y), y(x(y))) still parametrises γ, (∗∗). The
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proof is very similar to Lemma 3.7. Suppose that F (x, y) is an alge-
braic function. Then we have that;
F (x, y(x)) ≡ 0 iff F (x(y), y(x(y))) ≡ 0 iff F vanishes on C.
If ord(x−a)F (x, y(x)) = m <∞, then we have;
F (x, y(x)) = (x− a)mu(x, a), where u(x, a) is a unit in L[[x− a]].
We then have that;
F (x(y), y(x(y))) = (x(y)− a)mu(x(y), a), (1)
By (∗), we have that;
(x(y)− a) = (y − b)v(y, b), where v(y, b) is a unit in L[[y − b]], (2)
Combining (1) and (2) gives that;
F (x(y), y(x(y))) = (y − b)mv(y, b)mu((y − b)v(y, b)), where u(x) is a
unit in L[[x]]
It is easily checked that v(y, b)mu((y − b)v(y, b)) defines a unit in
L[[y − b]]. Hence;
ord(y−b)F (x(y), y(x(y))) = m
as well. This proves (∗∗) as required. In order to show the last
part of the lemma, we use (∗) above and the method of Lemma 3.11,
(uniqueness of parametrisation of a branch with given first term in the
sequence, this was the proof of (∗∗) in that Lemma). The details are
left to the reader.

Lemma 3.16. Let C be given in the original coordinate system (x, y).
Then;
dh
dy
= dh
dx
.dx
dy
(∗)
where the identity can be taken either at the level of Cauchy series,
for branches γ of C with the property that they are in finite position
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and their tangent line is neither parallel to the x-axis nor to the y-axis,
or at the level of rational functions on C.
Proof. For a branch γ, centred at (a, b), satisfying the requirements of
the lemma, we consider the composition;
h : y 7→ x(y) 7→ h(x, y(x))|x(y) = h(x(y), y(x(y))) = h(x(y), y) (†)
where the final identity comes from Lemma 3.15. Applying a chain
rule for Cauchy series, (††), to (†), we obtain the result (∗) at the level
of Cauchy series. Again, we justify (††) in the following form, one
should compare the result with the version given in Lemma 3.11;
Another Chain Rule for Cauchy Series.
Let x(y) define an algebraic power series in L[[y − b]], with constant
term x(b) = a, and let h(x) define a Cauchy series in Frac(L[[x− a]]).
Then g(y) = h(x(y)) defines a Cauchy series in Frac(L[[y − b]]) and;
dg
dy
= dh
dx
|x(y).
dx
dy
(∗∗)
as an identity of Cauchy series in Frac(L[[y − b]]).
The first part of the claim follows easily from the obvious fact that
x(y) − a belongs to (y − b)L[[y − b]], hence, as h(x) is a Cauchy se-
ries in Frac(L[[x − a]]), the formal substitution of x(y) in h(x) (and
dh
dx
) defines a Cauchy series in Frac(L[[y − b]]). In order to show (∗∗),
let {xn(y)}n≥1 define a sequence of polynomials in L[y − b] with the
property that {xn(y)}n≥1 → x(y) in the non-archimidean topology on
L[[y − b]] and xn(b) = a. Let gn(y) = h(xn(y)) be the corresponding
Cauchy series in Frac(L[[y − b]]). Then we have that;
dgn
dy
= dh
dx
|xn(y).
dxn
dy
as an identity of Cauchy series in Frac(L[[y − b]]), by the proof of
the previous version of the Chain Rule in Lemma 3.11. Now, by proofs
given in the paper [7], we have that (dxn
dy
)n≥1 →
dx
dy
as algebraic power
series in L[[y − b]]. We now claim that dh
dx
|xn(y) →
dh
dx
|x(y) as Cauchy
series in Frac(L[[y − b]]), (∗ ∗ ∗). In order to see this, observe that
we can write dh
dx
= h0 + h1, where h1 belongs to (x− a)L[[x − a]], and
h0 =
dh
dx
−h1 is a finite sum of terms of order at most 0. We then have,
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by explicit calculation, that;
h1 =
∑
m≥1 am(x− a)
m
h1(x(y))− h1(xn(y)) =
∑
m≥1 am[(x(y)− a)
m − (xn(y)− a)
m]
=
∑
m≥1 am[[(xn(y)− a) + (x− xn)(y)]
m − (xn(y)− a)
m]
=
∑
m≥1 am(x− xn)(y)rm(y), with ord(y−b)rm(y) ≥ m− 1
Using the definition of convergence, given any s ≥ 1, we can find
n(s) such that ord(y−b)(x − xn(s))(y) ≥ s. The above calculation then
shows that ord(y−b)[h1(x(y)) − h1(xn(s)(y))] ≥ s as well. Hence, we
must have that {h1(xn(y))}n≥1 → h1(x(y)) in L[[y − b]]. As h0 is a
finite sum of terms, it follows easily, by continuity of the basic op-
erations {+, .}, that {h0(xn(y))}n≥1 → h0(x(y)) in Frac(L[[y − b]]).
Hence, the result (∗ ∗ ∗) follows. A similar argument shows that
{gn(y)}n≥1 → g(y) in Frac(L[[y − b]]). Hence, using arguments in
[7], we have that (dgn
dy
)n≥1 → g in Frac(L[[y − b]]), as well. Now, (∗∗)
follows from uniqueness of limits and continuity of multiplication for
the non-archimidean topology on Frac(L[[y − b]]).
In order to complete the proof of Lemma 3.16, it remains to prove
that the identity (∗) may be taken at the level of rational functions
on C. This follows from the same argument given at the beginning of
Lemma 3.12.

We now show the following;
Lemma 3.17. Let hypotheses be as in (ii), then;
dH
dx′
= dh
dy
= dh
dx
dx
dy
= − fy
fx
dh
dx
where the identities may be taken either at the level of Cauchy series,
for corresponding branches satisfying the requirement that they are in
finite position and are not branches of contact for tangent lines parallel
to the x′-axis or y′-axis and tangent lines parallel to the x-axis or y-axis
respectively, or at the level of rational functions on C.
Proof. Let γ and γ′ be such corresponding branches, centred at (a, b)
and (b, a) respectively, in the coordinate systems (x′, y′) and (x, y). By
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Lemma 3.7, we can find a parametrisation (x′, y′(x′)) of γ such that;
dH
dx′
= d
dx′
H(x′, y′(x′)), (1)
as a Cauchy series in Frac(L[[x′− a]]). As the morphism Θ given in
(ii) is a homography, we have that the sequence;
(x(x′, y′(x′)), y(x′, y′(x′))) = (y′(x′), x′)
also parametrises γ′ in the sense of Remarks 3.8, see the correspond-
ing proof of Lemma 3.11. Moreover, we have that;
H(x′, y′(x′)) = h(y′(x′), x′), (2)
as a Cauchy series in Frac(L[[x′ − a]]), by definition of H and h.
By the hypotheses on γ′, we can find a parametrisation of γ′, given by
Lemma 3.14, of the form (x(y), y). Making the substitution y = x′,
gives an identical parametrisation (x(x′), x′) in the variable x′. Using
the uniqueness result for such parametrisations, see the proof of Lemma
3.11, we have that;
(y′(x′), x′) = (x(x′), x′), (3)
as sequences of algebraic power series in Frac(L[[x′−a]]). We, there-
fore, have, combining (1), (2) and (3), that;
dH
dx′
= d
dx′
h(y′(x′), x′) = d
dx′
h(x(x′), x′) = dh
dy
|y=x′
This gives the first identity at the level of Cauchy series in
Frac(L[[x′ − a]]). The second identity, at the branch γ′, for Cauchy
series, comes from Lemma 3.16. The third identity, for Cauchy series,
follows from the remarks made between Lemmas 3.14 and 3.15. In
order to obtain the identities at the level of rational functions on C,
it is sufficient to consider the case dH
dx′
= dh
dy
, the other identities hav-
ing already been considered previously. Let G be the rational function
corresponding to dh
dy
in the coordinate system (x′, y′). We may consider
dH
dx′
−G as a rational function on the curve C, in this coordinate system.
For a parametrisation (x′, y′(x′)) of the branch γ, we then have that;
dH
dx′
(x′, y′(x′)) = dH
dx′
= dh
dy
|y=x′ =
dh
dy
(y′(x′), x′) = G(x′, y′(x′))
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Hence, (dH
dx′
− G)(x′, y(x′)) ≡ 0. This implies, by arguments already
shown in this paper, that dH
dx′
− G vanishes identically on C, hence
dH
dx′
= dh
dy
as rational functions on C, as required.

We can now show the following;
Lemma 3.18. Let C be given in the original coordinate system (x, y),
then, for each branch γ of J ′, ordγ(
dh
dx
) = −1.
Proof. By Lemma 3.17, we have that;
dH
dx′
= − fy
fx
dh
dx
, (∗)
as an identity of rational functions on C. We now claim that, for a
branch γ of J ′, ordγ(−
fy
fx
) = 1 (∗∗). In order to see this, observe that,
by (ii) of Lemma 3.5, such a branch is based at a non-singular point q
of C. Hence, the vector (fx, fy), evaluated at q, is not identically zero.
By hypotheses on γ, that the tangent line is parallel to the y-axis, we
have that fy(q) = 0, hence fx(q) 6= 0. In particular, this implies that
0 < valγ(fx) < ∞ and, therefore, that ordγ(−fx) = 0. It also implies
that valγ(fy) = 0. In order to show (∗∗), it is therefore sufficient to
prove that ordγ(fy) = 1. By the result of Lemma 2.1, this is equivalent
to showing that;
Iγ(C, fy = 0) = 1, (†)
We achieve this by the following method;
Let q = (a, b) and let lγ be the tangent line to the branch γ. By the
assumption that γ belongs to J ′ ,(ii) of Lemma 3.5 and the fact that
γ is based at the non-singular point q, we have;
Iγ(C, lγ) = Iq(C, lγ) = Iq(f = 0, lγ) = 2
As was shown in the paper [6], Iq is symmetric for plane algebraic
curves. Hence, we must have that;
Iq(lγ , C) = Iq(lγ, f = 0) = 2, (††)
as well. By the assumption that lγ is parallel to the y-axis, we clearly
have that the sequence (a, b+ t) parametrises this tangent line. Hence,
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using Lemma 2.1 and (††), we have that;
ordtf(a, b+ t) = 2 and f(a, b+ t) = t
2u(t) for a unit u(t) ∈ L[[t]]
Applying the Rule for differentiating algebraic power series, given in
Lemma 3.7, we have that;
fy(a, b+ t) = 2tu(t) + t
2u′(t), (1)
Hence;
ordtfy(a, b+ t) = Iq(lγ, fy = 0) = Iq(fy = 0, lγ) = 1
This clearly implies that fy = 0 is non-singular at q and that the
tangent line l(fy=0) is distinct from lγ . Hence, the intersection between
C and fy = 0 is algebraically transverse at q, therefore, as was shown
in [6], we obtain (†) and then (∗∗) follows as well.
In order to finish the proof of the lemma, we use the fact from Lemma
3.13, that, for a branch γ of J ′, ordγ(
dH
dx′
) = 0. Combined with (∗) and
(∗∗), it follows easily that ordγ(
dh
dx
) = −1 as required.

We can now summarise what we have shown in the following theo-
rem;
Theorem 3.19. Theorem on Differentials
Let hypotheses and notation be as in the remarks immediately before
Lemma 3.9, then;
(dh
dx
= 0) = J ∪ 2G′ and (dh
dx
=∞) = J ′ ∪ 2G
In particular, one has that J + 2G′ ≡ J ′ + 2G.
Proof. By Lemma 3.9, a branch γ, distinct from G∪G′∪J ′, is counted
in (dh
dx
= 0) exactly if it appears in J = Jac(g1m), and is, moreover, also
counted with the same multiplicity. By Lemma 3.12, each branch γ of
G′ is counted twice in (dh
dx
= 0). Again, by Lemma 3.9, each branch
γ of G is counted twice in (dh
dx
= ∞). Finally, by Lemma 3.18, each
1An alternative argument is required when char(L) = 2, we leave the details to
the reader
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branch γ of J ′ = Jac(g1n) is counted once in (
dh
dx
=∞). Hence, the first
part of the lemma is shown. As dh
dx
defines a rational function on C,
if s = deg(dh
dx
), then, by Lemma 2.4, we can associate a g1s , defined by
(dh
dx
), to which J + 2G′ and J ′ + 2G belong as weighted sets. Hence,
by the definition of linear equivalence given in Definition 2.6, we have
that J + 2G′ ≡ J ′ + 2G as required.

Remarks 3.20. In the above theorem, one may assume that G and
G′ denote any 2 weighted sets of the given g1n and g
1
m respectively. In
order to see this, suppose that G1 and G
′
1 are any two such weighted
sets. Then we claim that;
J ′ + 2G1 ≡ J
′ + 2G and J + 2G′1 ≡ J + 2G
′ (∗)
In order to show (∗), by Theorem 2.7 we may assume that G−G1 =
div(f1) and G
′−G′1 = div(f2) for rational functions {f1, f2} on C. By
Lemma 2.9, we then have that;
2G− 2G1 = div(f
2
1 ) and 2G
′ − 2G′1 = div(f
2
2 )
Hence, in particular, by Lemma 2.4 and Definition 2.6;
2G ≡ 2G1 and 2G
′ ≡ 2G′1 (∗∗)
The claim (∗) then follows by adding the fixed branch contributions J ′
and J to the series defining the equivalences in (∗∗) and using Lemma
1.13. From (∗), we deduce the equivalence;
J ′ + 2G1 ≡ J + 2G
′
1
immediately from Theorem 3.19 and Theorem 2.10, as required.
We now improve Theorem 3.19 as follows;
Theorem 3.21. Let a g1n1 and g
1
n2 be given on C, with no fixed branch
branch contribution. Then, if J1 = Jac(g
1
n1), J2 = Jac(g
1
n2) and
{G1, G2} denote any 2 weighted sets appearing in {g
1
n1
, g1n2}, then;
J1 + 2G2 ≡ J2 + 2G1
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Proof. By Lemma 3.4, we can find rational functions {h1, h2}, defining
the {g1n1, g
1
n2
} on C, satisfying the conclusion of the lemma with respect
to G∞1 = (h1 =∞) and G
∞
2 = (h2 =∞). An inspection of Lemma 3.5
shows that we can also obtain the conclusion there with J1 replacing
J and G∞1 replacing G. Now one can follow through the proof up to
Theorem 3.19, in order to obtain;
J1 + 2G
′ ≡ J ′ + 2G∞1 and J2 + 2G
′ ≡ J ′ + 2G∞2
By Remarks 3.20, we can replace G∞1 by G1 and G
∞
2 by G2, in order
to obtain;
J1 + 2G
′ ≡ J ′ + 2G1 and J2 + 2G
′ ≡ J ′ + 2G2
We then obtain, by Theorem 2.24;
J1 − 2G1 ≡ J
′ − 2G′ ≡ J2 − 2G2
Hence, by Theorem 2.23;
J1 − 2G1 ≡ J2 − 2G2
and, therefore, the lemma follows from Theorem 2.24 again.

We now improve Definition 3.2.
Definition 3.22. Let C be a projective algebraic curve and let an ar-
bitrary g1n be given on C. Let K be the fixed branch contribution of this
g1n, with total multiplicity m and let g
1
n−m be obtained by removing this
fixed branch contribution. Then we define;
Jac(g1n) = 2K + Jac(g
1
n−m)
Remarks 3.23. Note that, as a consequence of the definition, if a g1n
is given on C, then a branch γ, which is counted β times for the g1n and
β+α times in a particular weighted set of the g1n, is counted 2β+α−1
times in Jac(g1n).
We then have an improved version of Theorem 3.21;
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Theorem 3.24. Let C be a plane projective algebraic curve and let
a g1n be given on C. Then, if G is any weighted set in this g
1
n and
J = Jac(g1n), then the series |J − 2G| is independent of the particular
g1n.
Proof. Suppose that a g1n1 and a g
1
n2
are given on C and let {K1, K2} be
their fixed branch contributions of multiplicity {m1, m2} respectively.
Removing these contributions, we obtain a g1n1−m1 and a g
1
n2−m2
on C
with no fixed branch contributions. Let {G1, G2} be weighted sets of
{g1n1, g
1
n2}, then we can find weighted sets {G
′
1, G
′
2} of {g
1
n1−m1 , g
1
n2−m2}
such that;
G1 = K1 +G
′
1 and G2 = K2 +G
′
2 (∗)
Let J ′1 = Jac(g
1
n1−m1) and J
′
2 = Jac(g
1
n2−m2), then we have, by The-
orem 3.21;
J ′1 + 2G
′
2 ≡ J
′
2 + 2G
′
1
Therefore, by Theorem 2.12;
(J ′1 + 2K1) + 2(K2 +G
′
2) ≡ (J
′
2 + 2K2) + 2(K1 +G
′
1)
If J1 = Jac(g
1
n1) and J2 = Jac(g
1
n2), we then have, by Definition 3.22
and (∗), that;
J1 + 2G2 ≡ J2 + 2G1
Hence, the result follows by Theorem 2.24 and Definition 2.25. 
We now transfer this result to an arbitrary projective algebraic curve
C, using birationality. We first require;
Lemma 3.25. Let [Φ] : C1 ! C2 be a birational map. Let a g
1
n be
given on C2, with corresponding [Φ]
∗(g1n) on C1. Then we have that;
[Φ]∗(Jac(g1n)) = Jac([Φ]
∗(g1n))
Proof. The result follows trivially from the fact that [Φ]∗ defines a
bijection on branches, see Lemma 5.7 of [7], the definition of Jac(g1n)
given in Definition 3.22 and the definition of [Φ]∗(g1n) given in Theorem
1.14.

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We can now extend Theorem 3.24;
Theorem 3.26. Let C be an arbitrary projective algebraic curve and
let a g1n be given on C. Then, if G is any weighted set in this g
1
n and
J = Jac(g1n), then the series |J − 2G| is independent of the particular
g1n.
Proof. By Theorem 1.33 of [7], we find a birational Φ : C! C ′, with
C ′ a plane projective curve. Suppose that a g1n1 and a g
1
n2
are given on
C. Let {G1, G2} be weighted sets of {g
1
n1
, g1n2} and let {J1, J2} be the
Jacobians of {g1n1, g
1
n2}. Using Lemma 3.25, we, therefore, obtain that
{[Φ−1]∗(G1), [Φ
−1]∗(G2)} are weighted sets of {[Φ
−1]∗(g1n1), [Φ
−1]∗(g1n2)}
and {[Φ−1]∗(J1), [Φ
−1]∗(J2)} are Jacobians of {[Φ
−1]∗(g1n1), [Φ
−1]∗(g1n2)}.
By the result of Theorem 3.24, we obtain;
[Φ−1]∗(J1)− 2[Φ
−1]∗(G1) ≡ [Φ
−1]∗(J2)− 2[Φ
−1]∗(G2)
Applying [Φ]∗ to this equivalence, using Theorem 2.32 and the fact
that this map is linear on branches, we obtain that;
J1 − 2G1 ≡ J2 − 2G2
Hence, by Definition 2.30, |J1 − 2G1| = |J2 − 2G2| as required. 
Using this result, we are able to show the following;
Theorem 3.27. Let C be a projective algebraic curve and let a grn be
given on C. Then, if {g1n, g
1′
n } are any two series with;
g1n ⊆ g
r
n and g
1′
n ⊆ g
r
n
then;
Jac(g1n) ≡ Jac(g
1′
n )
Proof. Let {G,G′} be weighted sets of {g1n, g
1′
n } and let {J, J
′} be their
Jacobians. By Theorem 3.26, we have that;
J − 2G ≡ J ′ − 2G′
As {G,G′} both belong to the same grn, we also have that G ≡ G
′.
By Theorem 2.29, we then obtain that J ≡ J ′ as required.
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
As a result of this theorem, we can make the following definition;
Definition 3.28. Jacobian Series
Let C be a projective algebraic curve and let a grn be given on C, with
r ≥ 1, then we define Jacob(grn) to be the complete series containing
the Jacobians Jac(g1n) for any g
1
n ⊆ g
r
n.
Remarks 3.29. If we choose any two subordinate g1n ⊆ g
r
n, g
1′
n ⊆ g
r
n
then, we have, by Theorem 2.18 and Theorem 3.27, that |Jac(g1n)| =
|Jac(g1
′
n )|. Hence, there does exist a complete linear series with the
property required of the definition.
We now make the further;
Definition 3.30. Let C be a projective algebraic curve and let G be an
effective weighted set, defining a complete series |G|, with dim(|G|) ≥
1. Then, we define;
|Gj| = Jacob(|G|)
We then have;
Theorem 3.31. Fundamental Theorem of Jacobian Series
Let C be a projective algebraic curve and let {A,B} be effective
weighted sets on C, with multiplicity {m,n} respectively, defining com-
plete series |A| and |B|, with dim(|A|) ≥ 1 and dim(|B|) ≥ 1. Then;
|(A+B)j | = |Aj|+ |2B| = |Bj |+ |2A|
Proof. Consider first the complete series |A| + |B| = |A + B|. By the
hypotheses, we can find a g1m ⊆ |A|, (∗). Adding B as a fixed branch
contribution to this g1m, we obtain a g
1
m+n ⊆ |A + B|. We then have,
by Definition 3.22;
Jac(g1m+n) = Jac(g
1
m) + 2B
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It then follows immediately from Remarks 3.29 and Definition 3.30
that;
|(A+B)j | = |Jac(g
1
m) + 2B| = |Jac(g
1
m)|+ |2B|
Again, by Remarks 3.29, (∗) and Definition 3.30, we have that;
|Jac(g1m)| = |Aj |
Hence,
|(A+B)j | = |Aj|+ |2B|
as required. The remaining equality is similar.

We now have;
Theorem 3.32. Canonical Series
Let C be a projective algebraic curve and let A be an effective weighted
set, such that dim(|A|) ≥ 1, (∗). Then the series;
|Aj | − |2A|
depends only on C and not on the choice of A with the requirement
(∗).
Proof. Suppose that {A,B} are effective weighted sets satisfying (∗).
By Theorem 3.31, we have that;
|Aj |+ |2B| = |Bj|+ |2A|
Subtracting the series |2A|+ |2B| from both sides, we obtain that;
|Aj | − |2A| = |Bj | − |2B|
as required.

We now make the following;
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Definition 3.33. Genus of a Projective Algebraic Curve
Let C be a projective algebraic curve, then we define the genus ρ of
C by the formula;
2ρ− 2 = r − 2n
where n = order(|A|) and r = order(|Aj|), for any effective weighted
set with the property that dim(|A|) ≥ 1.
Remarks 3.34. This is a good definition by Theorem 3.32.
It is clear from the definition that the genus ρ is rational. We also
have;
Theorem 3.35. The genus ρ is a birational invariant.
Proof. Let Φ : C ! C ′ be a birational map. If A is an effective
weighted set on C ′ with dim(|A|) ≥ 1, then [Φ]∗A is an effective
weighted set on C with dim(|[Φ]∗A|) ≥ 1. We clearly have that
order(|A|) = order(|[Φ]∗A|). We also have that Jacob(|[Φ∗]A|) =
[Φ]∗(Jacob(|A|)), using Lemma 3.25. In particular, we then have that
order(|Aj|) = order(|([Φ
∗]A)j|). The result then follows immediately
from Definition 3.33. 
Theorem 3.36. Let C be a plane projective algebraic curve of order
n, having d nodes as singularities, then;
ρ = (n−1)(n−2)
2
− d
In particular, the genus ρ of any projective algebraic curve is an
integer.
Proof. Fix a generic point P in the plane, and consider the pencil of
lines passing through P . This defines a g1n on C, where n = order(C).
Using Lemma 3.5 and the corresponding coordinate system (x, y), we
may assume that Jac(g1n) consists exactly of the non-singular branches
of C (each counted once) in finite position, whose tangent lines are
parallel to the y-axis. (Here, the branch formulation of a g1n is critical,
the lines in the given pencil passing through the nodes of C make no
contribution to Jac(g1n) as they pass through each branch of the node
transversely.) It follows that r in Definition 3.33 is exactly the num-
ber of these branches. By Remarks 4.2 below, this is exactly the class
of C, which gives the following formula relating the class and the genus;
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2ρ− 2 = r − 2n, (†)
Now, applying the Plucker formula, given in Section 4, we have;
r = n(n− 1)− 2d, (∗)
Combining (†) and (∗), we obtain;
ρ = n(n−1)−2d
2
− (n− 1) = (n−1)(n−2)
2
− d
as required. The remaining part of the theorem then follows imme-
diately from Theorem 3.35 and the fact that any projective algebraic
curve is birational to a plane projective curve, having at most nodes as
singularities. (Note when C has no nodes, the genus gives the number
of alcoves of n lines in general position).

Theorem 3.37. Let C be a plane projective curve of order n, having
d nodes as singularities, then;
d ≤ (n−1)(n−2)
2
In particular, ρ ≥ 0, for any projective algebraic curve.
Proof. By (∗) of Theorem 3.36, we have;
d ≤ n(n−1)
2
≤ (n−1)(n+2)
2
, (∗∗)
As the parameter space Parn−1 of plane curves, having dimension
n − 1, has dimension (n−1)(n+2)
2
, by (∗∗), we can find a plane curve
C ′ of order n − 1, passing through the d nodes of C and through
(n−1)(n+2)
2
− d further non-singular points of C. As C is irreducible,
the curve C ′ cannot contain C as a component, therefore, by Bezout’s
Theorem, must intersect C in exactly n(n − 1) points, counted with
multiplicity. Using Lemma 1.11 of [9], we have the total intersection
multiplicity contributed by the nodes is at least 2d, and, clearly, the
total intersection multiplicity contributed by the further non-singular
points is at least (n−1)(n+2)
2
− d. Therefore,
n(n− 1) ≥ (2d+ (n−1)(n+2)
2
− d)
which gives that;
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(n−1)(n−2)
2
≥ d
as required. Again, using the fact that any projective algebraic curve
is birational to a plane projective curve, having at most nodes as sin-
gularities, and combining the first part of this theorem with Theorem
3.36, we obtain that ρ ≥ 0.

We now require the following definition;
Definition 3.38. Let C be a projective algebraic curve. We say that
C is rational if it is birational to a line.
We now show the following result;
Theorem 3.39. Let C be a projective algebraic curve, then C is ratio-
nal if and only if its genus ρ = 0.
Proof. By Theorem 3.35, it is sufficient to show that the genus of a
line is zero. As a line in the plane has no nodes and is of order 1, this
follows immediately from Theorem 3.36. Conversely, suppose that the
genus ρ of C is zero. We can assume that C is a plane projective curve,
having just d nodes as singularities. By Theorem 3.36, we then have
that;
d = (n−1)(n−2)
2
(1)
Now, consider the linear system Σ of curves of degree (n−1), passing
through the d nodes of C. As Parn−1 has dimension
(n−1)(n+2)
2
, using
(1), this system has dimension;
h ≥ (n−1)(n+2)
2
− (n−1)(n−2)
2
= 2(n− 1) (2)
In particular, as we can assume that that n ≥ 2, otherwise the result
is proved, we have that h ≥ 2. Now, choose a further (2n − 3) non-
singular points on C. By (2), there exists a linear system Σ1 of plane
curves of degree (n − 1), passing through the d nodes of C and these
further non-singular points, and this system has dimension;
h1 ≥ (2n− 2)− (2n− 3) = 1 (3)
Now, as C is irreducible, any form Fλ in the linear system Σ1 has fi-
nite intersection with C, hence, using the Branched Version of Bezout’s
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Theorem, given in Theorem 5.13 of [7], given a curve Fλ belonging to
Σ1, C ⊓ Fλ defines an effective weighted set Wλ of total multiplicity
n(n − 1). We, therefore, obtain a gh1n(n−1) on C. By construction, the
number of base branches for this gh1n(n−1) is at least;
2d+ (2n− 3) = (n− 1)(n− 2) + (2n− 3) = n(n− 1)− 1
We consider the following cases;
(i). One of these n(n− 1)− 1 base branches is 2-fold for the gh1n(n−1).
(ii). There exists a further base branch for the gh1n(n−1). (†)
Using the Branched Version of Bezout’s theorem again, we would
then have that the total intersection multiplicity of intersection is con-
tributed by the base branches. By Theorem 1.3, this implies that some
form contains all of C, contradicting the fact that C is irreducible.
Hence, (†) cannot occur. It follows that each base branch is 1-fold,
for the gh1n(n−1) and there are exactly n(n − 1) − 1 base branches. By
Definition 1.4, we can remove this base branch contribution, in order
to obtain a gh11 with no base branches. By Lemma 1.16 and (3), we
then have that h1 = 1. The g
1
1 then obtained is simple, by Definition
2.29 of [7], hence, by Lemma 2.30 of [7], defines a birational map to
P 1. This proves the theorem.

Remarks 3.40. The characterisation of rational curves in terms of
the vanishing of their genus may lead to applications in the field of
Zariski structures, see the remarks immediately after Theorem 1.3 of
[7]. As the technique we have used to define the genus of an algebraic
curve is geometric rather than algebraic, one would hope to extend the
definition to Zariski curves, and therefore, to find examples of non-
algebraic Zariski curves which exhibit properties of lines.
4. A Plucker Formula for Plane Algebraic Curves
The purpose of this section is to give a geometric proof of an el-
ementary Plucker formula for plane projective algebraic curves. The
proof that we give depends on the method of the Italian school, how-
ever the underlying geometrical idea is due to Plucker. One can find
other modern algebraic proofs, see, for example [1]. In order to state
the theorem, we first require the following definition;
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Definition 4.1. Class of a Plane Algebraic Curve
Let C ⊂ P 2 be a plane projective algebraic curve. Then we define
the class of C to be the number of its tangent lines passing through a
generic point Q ∈ P 2.
Remarks 4.2. In order to see that this is a good definition, let F (X, Y, Z)
be a defining equation for C. For a non-singular point p of C, the equa-
tion of the tangent line lp is given by;
FX(p)U + FY (p)V + FZ(p)W = 0
For the finitely many singular points {p1, . . . pj , . . . , pr}, which are
the origins of branches {γ11 , . . . , γ
t(1)
1 , . . . , γ
1
r , . . . , γ
t(r)
r }, we obtain finitely
many tangent lines {lγ11 , . . . , lγt(1)1
, . . . , lγ1r , . . . , lγt(r)r }. It is easily checked
that the union V of these finitely many tangent lines is defined over the
field of definition of C. Hence, we may assume that Q does not lie on
any of these tangents. It also follows from duality arguments, see Sec-
tion 5, that there exist finitely many bitangent lines {l1, . . . , ls} (Check
this). Again, it is easily checked that the union W of these finitely
many tangent lines is defined over the field of definition of C. Hence,
we can assume that Q does not lie on any of these bitangents. Now,
the condition Cl≥m(Q) that there exist at least m tangent lines, centred
at non-singular points of C, passing through Q, is given by;
∃x1 6=...6=xm[
∧
1≤j≤m(NS(xj)∧FX(xj)Q0+FY (xj)Q1+FZ(xj)Q2 = 0)]
The condition Cl=m(Q) that there exist exactly m tangent lines, cen-
tred at non-singular points of C, passing through Q, is given by;
Cl≥m(Q) ∧ ¬Cl≥m+1(Q)
It is clear that each predicate Clm is defined over the field of definition
of C, hence, if it holds for some generic Q ∈ P 2, it holds for any
generic Q ∈ P 2. Finally, observe that for generic Q, there can only
exist finitely many tangent lines passing through Q. (We leave the
reader to check this result.) Hence, the class does define a non-negative
integer m ≥ 0. Observe that it is possible for m = 0, for example if C
is a line. Also, observe that it is possible for ¬Clm(P ) (m ≥ 0) to hold,
if P is not generic, for example if C is strange. Excluding exceptional
cases, one can show, using duality arguments, that a generic point of
a projective algebraic curve is an ordinary simple point. In this case,
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it follows that the union W of the tangent lines to non-ordinary simple
points is defined over the field of definition of C, hence that the class
is witnessed by ordinary simple points.
We now give a statement of the elementary Plucker formula;
Theorem 4.3. Let C be a plane projective algebraic curve of order n
and class m, with d nodes. Then;
n +m+ 2d = n2
Remarks 4.4. We refer the reader to the papers [7] and [9] for some
relevant terminology. The reader should observe that we are using the
weaker definition of a node as the origin of exactly 2 non-singular
branches with distinct tangent directions. The original formula is usu-
ally stated with cusps, however we will not require this stronger version.
Proof. Theorem 4.3
Let the class of m of C be witnessed by a generic point Q of P 2.
Let {τ1, . . . , τm} be the finitely many tangents of C passing through Q.
We can assume that these tangent lines are all based at non-singular
points of C and do not coincide with the tangent directions of any of
the finitely many nodes of C. Choose a line l, passing though Q, which
does not coincide with any of these tangent lines and does not inter-
sect C in any of the finitely many nodes. Let {X, Y, Z} be a choice of
coordinates such that the line l corresponds to Z = 0, hence defines
the line at infinity in the affine coordinate system {x = X
Z
, y = Y
Z
}. Let
F (x, y) = 0 define C in this coordinate system. By construction, we
have that the tangent lines {τ1, . . . , τm} are all parallel in the coordi-
nate system {x, y}. Let (α, β) be the gradient vector of each of these
lines. We define the translation Ct of C as follows;
Ct = {(x, y) : (x− tα, y− tβ) ∈ C} = {(x, y) : F (x− tα, y− tβ) = 0}
Now observe that we can find polynomials λ(i,j)(t), for 0 ≤ (i+j) ≤ n,
such that;
F (x− tα, y − tβ) = F (x, y; t) =
∑
0≤(i+j)≤n λ(i,j)(t)x
iyj (∗)
Let {T0, T1} be coordinates for P
1 such that t = T0
T1
. Making the
substitutions {t = T0
T1
, x = X
Z
, y = Y
Z
} in (∗), and projectivising the
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resulting equation, by multiplying through by a suitable denomina-
tor, we obtain an algebraic (not necessarily linear) family of curves,
parametrised by P 1. Let Part ⊂ P
n(n+3)
2 = Parn be the image of the
map;
Φ : P 1 → P
n(n+3)
2 , T0
T1
7→ (λ(0,0)(
T0
T1
) : . . . : λ(i,j)(
T0
T1
) : . . .)
Then Part defines a projective algebraic curve, parametrised by P
1,
whose points determine each curve in the algebraic family {Ct}t∈P 1.
For a given t0 ∈ Part, we can define a tangent line lt0 to Part by;
(λ(0,0)(t0) + µλ
′
(0,0)(t0) : . . . : λ(i,j)(t0) + µλ
′
(i,j)(t0), . . .)
Remarks 4.5. Observe that, in the case when t0 is a smooth point of
Part, lt0 defines the tangent line of Part at t0 in the sense of Section 1
of [7], (∗). This follows easily from the fact that, for any homogeneous
polynomial G(X(0,0), . . . , X(i,j), . . .) vanishing on Part, we have from;
G(λ(0,0)(t), . . . , λ(i,j)(t), . . .) = 0
that;
∂G
∂X(0,0)
|λ(0,0)(t)λ
′
(0,0)(t) + . . .+
∂G
∂X(i,j)
|λ(i,j)(t)λ
′
(i,j)(t) + . . . = 0 (1)
and from;
G(sλ(0,0)(t0), . . . , sλ(i,j)(t0), . . .) = 0
that;
∂G
∂X(0,0)
|λ(0,0)(t0)λ(0,0)(t0) + . . .+
∂G
∂X(i,j)
|λ(i,j)(t0)λ(i,j)(t0) + . . . = 0 (2)
In order to extend these considerations to singular points, let U =
Φ−1(NonSing(Part)) and consider the covers V ⊂ U × P
n(n+3)
2 and
V ∗ ⊂ U × P
n(n+3)
2 defined by;
V = {(t, y) : y ∈ lΦ(t)}
V ∗ = {(t, λ) : Hλ ⊃ lΦ(t)}
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Let V¯ and V¯ ∗ define the Zariski closure of these two covers inside
P 1 × P
(n+1)(n+2)
2 . Let Parnst be a nonsingular model of Part with bi-
rational map Φ′ : Parnst ! Part and let Φ
′′ = Φ′−1 ◦ Φ. Using the
method of Lemma 6.13 in [7], one can show that, for t0 ∈ P
1 \ U , the
fibre V¯ ∗(t0) consists of parameters for forms Hλ containing the tangent
line lγjp , where Φ(t0) = p and the branch γ
j
p corresponds to pj ∈ Par
ns
t ,
with Φ′′(t0) = pj. Using the duality argument in Lemma 5.3 below, one
then deduces that the fibre V¯ (t0) defines the tangent line lγjp , (∗∗).
It then follows, by combining the arguments (∗) and (∗∗), that, even
for a singular point t0 of Part, lt0 defines a tangent line to the branch
corresponding to Φ′′(t0).
Following the Italian terminology, we refer to the pencil of curves
defined by lt0, for given t0 ∈ P
1, as the curves infinitamente vicine to
Ct0, and we refer to any curve in the pencil, distinct from Ct0, by;
F (x, y; t0 + dt0)
This notation is motivated by the following fact;
Let Φ : P 1 → Part be the parametrisation of Part, then, for any
polynomial representation of Φ of the form;
Φ : t 7→ (λ0(t) : λ1(t) : . . .)
lt0 is generated by (λ0(t0) : λ1(t0) : . . .) and (λ
′
0(t0) : λ
′
1(t0) : . . .)
The proof of this fact follows easily from the above remarks or from
the observation that, if h(t) is a polynomial with;
(λ0(t) : λ1(t) : . . .) = h(t)(µ0(t) : µ1(t) : . . .)
then (λ′0(t0) : λ
′
1(t0) : . . .) corresponds to;
h(t0)(µ
′
0(t0) : µ
′
1(t0) : . . .) + h
′(t0)(µ0(t0) : µ1(t0) : . . .)
and hence belongs to the tangent line generated by;
{(µ0(t0) : µ1(t0) : . . .), (µ
′
0(t0) : µ
′
1(t0) : . . .)}
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We now continue the proof of Theorem 4.3;
Claim 1: Let t0 = 0, then the algebraic curve Cdt0 , infinitamente
vicine to Ct0 = C, passes through the finitely many points {p1, . . . , pm}
which witness the class of C and, moreover;
Ipj(Ct0 , Cdt0) = 1, for 1 ≤ j ≤ m
In order to prove Claim 1, let pj = (aj, bj) be such a point, then we
obtain a parametrisation of the tangent line lpj of the form;
(x(s), y(s)) = (aj + αs, bj + βs)
We may assume, see Remarks 4.2, that pj is an ordinary simple point,
hence that Ipj(Ct0 , lpj) = 2. This implies that;
F (x(s), y(s); t) = F (x(s)− αt, y(s)− βt) = (s− t)2u(s− t),
u(s− t) a unit in L[[s− t]] (∗)
Now, differentiating both sides of the equation (∗) with respect to t,
we obtain that;
∂F
∂t
|(x(s),y(s),t) = −2(s− t)u(s− t)− (s− t)
2u′(s− t)
= −(s− t)[2u(s− t) + (s− t)u′(s− t)]
Setting t = 0, we obtain that;
Fdt0(x(s), y(s)) = −s[2u(s) + su
′(s)]
Hence, Ipj(Cdt0 , lpj) = 1. This implies, by arguments given in [6],
that Ipj(Ct0 , Cdt0) = 1 as well.
Claim 2: Let p be a non-singular point of C, in finite position, then
Cdt0 passes through p iff p is one of the finitely many points {p1, . . . , pm}
witnessing the class of C.
One direction of the claim follows immediately from Claim 1. Con-
versely, suppose that p = (p1, p2) lies in finite position and Cdt0(p1, p2),
(†). We have a parametrisation of the line Lp of the form;
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(x(t), y(t)) = (p1 + αt, p2 + βt)
where Lp denotes any of the tangent lines witnessing the class of C,
translated to p. We then have that;
F (x(t), y(t); t) = F (p1, p2) = 0 (∗∗)
Differentiating (∗∗) with respect to t, we obtain that;
Fx|(x(t),y(t);t)x
′(t) + Fy|(x(t),y(t);t)y
′(t) + Ft|(x(t),y(t);t) = 0
Setting t = 0, we obtain that;
Fx|pα+ Fy|pβ + Fdt0 |p = 0, (∗ ∗ ∗)
By (†), (∗∗) and the fact that p is non-singular, we obtain that Lp is
the tangent line to C at p. Hence, p must witness the class of C.
Claim 3. Let {q1, . . . , qn} be the finitely many points lying at infin-
ity. Then Cdt0 passes through qj , for 1 ≤ j ≤ n, and, moreover;
Iqj(Ct0 , Cdt0) = 1
The points at infinity are given by the intersections of C with the
line l passing through Q. By the choice of l, given at the beginning
of the proof, these intersections all define non-singular points of C. If
q ∈ (C∩l) and Iq(C, l) ≥ 2, then l would define the tangent line of C at
q. This contradicts the fact that l was chosen to avoid the finitely many
tangent lines {τ1, . . . , τm} witnessing the class of C. Hence, Iq(C, l) = 1,
(†), and the fact that there exist n distinct points at infinity then fol-
lows by an application of Bezout’s theorem, using the assumption that
deg(C) = n. We now claim that, if q ∈ (C ∩ l), then q belongs to
{Ct}t∈P 1, (∗). In order to see this, first observe that the line l at in-
finity (defined by Z = 0 in the choice of coordinates {X, Y, Z}) is fixed
by the translation θt along the tangent lines witnessing the class of C;
θt : (x, y) 7→ (x−tα, y−tβ) : (X : Y : Z) 7→ (X−tαZ : Y −tαZ : Z)
The claim (∗) then follows from the fact that Ct is defined as Zero(F◦
θt) and the defining equation F of C vanishes on q. We further claim
that q belongs to Cdt0 , for t0 = 0, (∗∗). In order to see this, choose a
system of coordinates {x′, y′} such that q = (q1, q2) is in finite position.
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It is a simple algebraic calculation to show that we can find a polyno-
mial G(x′, y′; z¯) such that the family of curves {Ct}t∈P 1 is represented
by G(x′, y′; Φnew(t)), for a choice of morphism Φnew : P 1 → P
n(n+3)
2 . As
before, let Parnewt be the image of P
1 under the morphism Φnew. It is
a straightforward algebraic calculation to show that, if θ : P 2 → P 2 is
chosen to be a homographic change of variables, then the correspond-
ing induced morphism Θ : P
n(n+3)
2 → P
n(n+3)
2 , on the parameter space
for projective algebraic curves of degree n, is also a homography. By
construction, we have that Θ ◦ Φ = Φnew, (∗ ∗ ∗), where Φ denoted
the old parametrisation of Part. As Θ is a homography, using the
identity (∗ ∗ ∗) and the chain rule, we obtain that, for corresponding
points {Φ(t),Φnew(t)} of {Part, Par
new
t }, the tangent line lΦ(t) of Part
is mapped by Θ to the tangent line lΦnew(t) of Par
new
t . It therefore
follows that, for given t0 ∈ P
1, the curves infinitamente vicine to Ct0
(see Remarks 4.5), can be computed by differentiating with respect to
the parameter t in either of the coordinate systems {{x, y}, {x′, y′}}.
By (∗), we have that;
G(q1, q2; t) = 0, for t ∈ P
1
Therefore, differentiating with respect to t, we have that;
∂G
∂t
(q1, q2; t) = 0
In particular, setting t = t0 = 0, we obtain the claim (∗∗). We now
consider the pencil of curves defined by {Ct0, Cdt0}, which clearly has
finite intersection with l, hence defines a g1n. By (∗∗), we have that the
set of intersections (C ∩ l) are base points (branches) for this g1n. By
(†) and results of [7], we have that the base branch contribution of any
of these intersections is 1. In particular, it follows that, for a generic
choice of Cdt0 , that Iqj(l, Cdt0) = 1, for 1 ≤ j ≤ n. Now applying the
usual argument on tangent lines, we obtain that Iq(Ct0 , Cdt0) = 1, for
1 ≤ j ≤ n as well. The result of Claim 3 then follows.
Claim 4. Let {p1, . . . , pd} be the d nodes of C. Then Cdt0 passes
through pj , for 1 ≤ j ≤ d, and, moreover;
Ipj(Ct0 , Cdt0) = 2
Let pj = (cj, dj) be such a point, and let;
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(x(t), y(t)) = (cj + αt, dj + βt)
be a parametrisation of any of the tangent lines {τ1, . . . , τm}, trans-
lated to pj. We have that;
F (x(t), y(t); t) = F (cj , dj) = 0 (∗)
Moreover, as (x(t), y(t)) defines a node of the translated curve Ct, we
have that Fx|(x(t),y(t);t) = 0 and Fy|(x(t),y(t);t) = 0. Hence, differentiating
(∗) with respect to t, we obtain that;
Ft|(x(t),y(t);t) = 0
Setting t = 0, we obtain that Fdt0 |pj = 0, that is Cdt0 passes through
pj. Hence, the first part of the claim is shown. The second part of the
claim depends heavily on a geometric argument. Let lt0 be the tan-
gent line to Part, at t0, as given immediately before Remarks 4.5. As
explained in Remarks 4.5, the curve Cdt0 corresponds to a point Q on
lt0 , and we denote by O, the point corresponding to Ct0 in Part, hence
lt0 = lOQ. By Remarks 4.5, the line lt0 defines the tangent line to the
branch γt00 , corresponding to t0, in the parametrisation Φ : P
1 → Part.
Similarly to the argument in Remarks 4.5, let;
U = (Φ−1(NonSing(Part)) \ {t0}) ⊂ P
1
and consider the covers V ⊂ U×P
(n+1)(n+2)
2 and V ∗ ⊂ U×P
(n+1)(n+2)
2
defined by;
V = {(t, y) : y ∈ lOΦ(t)}
V ∗ = {(t, λ) : Hλ ⊃ lOΦ(t)}
Let V¯ and V¯ ∗ define the Zariski closure of these two covers inside
P 1 × P
n(n+3)
2 . Using the method of Lemma 6.14 in [7], one can show
that the fibre V¯ ∗(t0) consists of parameters for forms Hλ containing
the tangent line lt0 . Using the duality argument in Lemma 5.4 below,
one then deduces that the fibre V¯ (t0) defines the tangent line lt0 . The
details are left to the reader. We now have that V¯ (t0, Q) holds, hence,
as t0 is regular for the cover (V¯ /P
1), given generic t′0 ∈ Vt0 ∩ P
1, we
can find Q′ ∈ VQ ∩ P
n(n+3)
2 , such that V¯ (t′0, Q
′), hence, Q′ belongs to
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lOΦ(t′0). Denote by DQ′ the plane curve of order n corresponding to
the point Q′ in Parn We now consider the pencil of curves P defined
by the line lOΦ(t′0) ⊂ Parn. By construction, this pencil contains the
plane curves {Ct0 , Ct′0 , DQ′}. As t
′
0 ∈ Part, the plane curve Ct′0 is an
infinitesimal translation of Ct0 in the direction defined by the tangent
lines {τ1, . . . , τm}. By the assumption at the beginning of the proof,
for a given node pj , this direction does not coincide with either of its
two distinct tangent lines {lγ1pj
, lγ2pj
}. We are, therefore, able to apply
Theorem 1.13 of [9], to conclude that Ct0 ∩Ct′0 ∩Vpj consists of exactly
two distinct points {p1j , p
2
j}, situated on the branches {γ
1
pj
, γ2pj} of Ct0 ,
and moreover these intersections are transverse. By elementary facts
on linear systems, {p1j , p
2
j} are base points for the pencil defined by
P, and, moreover, Ct0 ∩ Ct′0 = Ct0 ∩DQ′. It follows immediately that
Ct0 ∩DQ′ ∩ Vpj also consists of exactly the two points {p
1
j , p
2
j}. Again,
by elementary facts on linear systems, see [7] for more details, these
intersections are also transverse. We have, therefore, shown, using the
non-standard definition of intersection multiplicity, given in [6] or [7],
that Ipj(Ct0 , Cdt0) = 2. Hence, Claim 4 is shown.
We now complete the proof of Theorem 4.3. Combining Claims
1,2,3 and 4, the total multiplicity of intersection between C and Cdt0
is n +m + 2d. By construction, deg(C)deg(Cdt0) = n.n = n
2. Hence,
Bezout’s Theorem gives that n + m + 2d = n2, as required. By the
results of [6], Plucker’s formula also holds for the algebraic definition
of intersection multiplicity.

Remarks 4.6. The proof that we have given follows Plucker’s original
geometrical idea and the presentation of Severi in [10]. Although long,
the methods used are almost entirely geometrical, and adapt easily to
handle cases where the singularities of C are more complicated. The
reader is invited to extend the approach to these situations. One can
find algebraic proofs in the literature, for example in [1]. Unfortunately,
these proofs generally fail to give a precise calculation of intersection
multiplicity for C and some other curve C ′, a problem that we observed
in Remarks 1.12 of [9].
5. The Transformation of Branches by Duality
The purpose of this section is to give a general account of the theory
of duality and to develop the connection with the theory of branches
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given in [7]. We first give a brief account of Grassmannians on Pw. We
define;
Gw,j = {Pj ⊂ P
w}, (0 ≤ j ≤ w)
where Pj is a plane of dimension j. It follows from classical well
known arguments that Gw,j may be given the structure of a smooth
algebraic variety, see for example [1] p193. (These arguments begin
with the observation that Gw,j can be identified with the set of j + 1-
dimensional subspaces of a w + 1-dimensional vector space over L.)
The fact that Gw,j defines a projective algebraic variety follows from
the Plucker embedding;
ρ : Gw,j → P (∧
j+1Lw+1) = PC
w+1
j+1 −1
given by sending a j + 1 dimensional subspace of Lw+1, with basis
{v1, . . . , vj+1}, to the multivector v1∧. . .∧vj+1. It is easily checked that
the Plucker map ρ defines a morphism of algebraic varieties, is injec-
tive on points and its differential dρx has maximal rank, for x ∈ Gw,j.
In the case when the underlying field L = C, one can then use the
Immersion Theorem and Chow’s Theorem to show that Image(ρ) has
the structure of a projective algebraic variety. In general, one can show;
The image of the Grassmannian Gw,j under the Plucker embedding
ρ is defined by a linear system of quadrics.
For want of a convenience reference, we leave the reader to check that
the proof given of this result in [1] holds for arbitrary characteristic.
We now observe the following duality between Gw,j and Gw,w−(j+1), for
0 ≤ j ≤ w − 1;
Lemma 5.1. If Pj ⊂ P
w is a j-dimensional plane, then;
{λ ∈ Pw∗ : Hλ ⊃ Pj} (1)
determines a w − (j + 1)-dimensional plane P ∗w−(j+1) in P
w∗. Con-
versely, if P ∗w−(j+1) ⊂ P
w∗ is a w − (j + 1)-dimensional plane, then;
{x ∈ Pw : x ∈
⋂
λ∈P ∗
w−(j+1)
Hλ} (2)
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determines a j-dimensional plane Pj in P
w. Moreover, these corre-
spondences are inverse and determine a closed projective variety;
I ⊂ Gw,j ×Gw,w−(j+1)
Proof. The proof is quite elementary. If Pj ⊂ P
w is a j-dimensional
plane, then one can find an independent sequence {a¯0, . . . , a¯j} defining
it,(∗), see Section 1 of [7]. The condition that a hyperplane Hλ contains
Pj is then given by the conditions;
a0iλ0 + a1iλ1 + . . .+ awiλw = 0, (0 ≤ i ≤ j)
It is elementary linear algebra, using (∗), to see that these conditions
determine a plane of codimension (j + 1) in Pw∗. For the converse di-
rection, if P ∗w−(j+1) ⊂ P
w∗ is a w− (j +1)-dimensional plane, then one
can find an independent sequence {b¯0, . . . , b¯w−(j+1)} defining it, (∗∗).
The condition that x ∈ Pw is contained in the intersection of the planes
defined by P ∗w−(j+1) is then given by the conditions;
x0b0i′ + x1b1i′ + . . .+ xwbwi′ = 0, (0 ≤ i
′ ≤ w − (j + 1))
By the same elementary linear algebra argument, using (∗∗), these
conditions determine a plane of codimension (w − j) in Pw, that is a
plane of dimension j. The fact that these correspondences are inverse
follows immediately from the relations;
a0ib0i′ + a1ib1i′ + . . . + awibwi′ = 0, (0 ≤ i ≤ j, 0 ≤ i
′ ≤ w − (j + 1))
(†)
and an elementary dimension argument. The final part of the lemma
follows by checking that the relations (†) can be defined by matrix mul-
tiplication on representatives of Gw,j and Gw,w−(j+1). If {UI} and {UJ}
define the standard open affine covers of these Grassmannians, as given
on p193 of [1], then these relations clearly define closed algebraic sub-
varieties II,J ⊂ UI × UJ . Using standard patching arguments, we then
obtain a closed algebraic subvariety I ⊂ Gw,j×Gw,w−(j+1) determining
the duality correspondence.

Remarks 5.2. The duality correspondence I clearly induces bijective
maps, in the sense of model theory;
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∗ : Gw,j → Gw,w−(j+1)
∗−1 : Gw,w−(j+1) → Gw,j
When the underlying field L has characteristic 0, it follows that they
define isomorphisms in the sense of algebraic geometry. However, in
non-zero characteristic, it is difficult to determine whether these maps
define morphisms or are seperable, therefore, whether the maps are
inverse in the sense of algebraic geometry. As we will be concerned
with the behaviour of algebraic curves under duality, we will be able
to deal with this problem using arguments on Frobenius that we have
already seen in [7]. The reader should also note that ∗ is not canonical,
even as a set theoretic map, for it depends on a particular identification
of Pw and Pw∗. We will, henceforth, denote the (set theoretic) inverse
∗−1 by ∗. This is motivated by the fact that we can identify Pw naturally
with Pw∗∗, in which case the relation (2), defining ∗−1 in the previous
lemma, becomes an instance of the relation (1).
As an application of the above, we have;
Lemma 5.3. Tangent Variety of a Projective Algebraic Curve
Let C ⊂ Pw be any projective algebraic curve and let;
V ⊂ NonSing(C)× Pw be {(x, y) : x ∈ NonSing(C) ∧ y ∈ lx}
Then V defines an irreducible algebraic variety and, if V ⊂ C × Pw
defines its Zariski closure, then, for a singular point p, which is the
origin of branches {γ1p , . . . , γ
m
p }, the fibre V (p) consists exactly of the
finite union
⋃
1≤j≤m lγjp of the tangent lines to the m branches at p.
Proof. The fact that V defines an irreducible algebraic variety follows
easily from arguments given in Section 1 of [7]. Let Gw,1 be the Grass-
mannian of lines in Pw, let Gw,w−2 be the Grassmannian of planes of
codimension 2 in Pw∗ and let I be the duality correspondence between
Gw,1 and Gw,w−2, as defined in Lemma 5.1. Without loss of generality,
we can find algebraic forms {G1, . . . , Gw−1} defining NonSing(C), see
Section 1 of [7]. For each Gj , with 1 ≤ j ≤ w − 1, the differential dGj
determines a morphism;
dGj : NonSing(C)→ P
w∗ : x 7→ dGj(x) = (
∂Gj
∂X0
(x) : . . . :
∂Gj
∂Xn
(x))
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We then obtain a morphism;
Φ1 : NonSing(C)→ Gw,w−2 : x 7→ (dG1(x), . . . , dGw−1(x)) = Px
Using the duality correspondence I and the observation that, for
x ∈ NonSing(C), the tangent line lx is determined by the intersection
of the hyperplanes determined by dGj(x), for 1 ≤ j ≤ w − 1, see Sec-
tion 1 of [7], we obtain a morphism;
Φ2 : NonSing(C)→ Gw,1 : x 7→ lx
By construction, we must clearly have the duality I(lx, Px), when-
ever x ∈ NonSing(C), (†). Let C1 = Im(Φ1) and C2 = Im(Φ2). Let
ΓΦ1 ⊂ C × C1 and ΓΦ2 ⊂ C × C2 be the irreducible correspondences
defined by Graph(Φ1) and Graph(Φ2). Let Γ
∗
Φ2
⊂ C × Gw,w−2 be the
dual correspondence to ΓΦ2 defined by;
Γ∗Φ2(x, y) ≡ ∃z(ΓΦ2(x, z) ∧ I(z, y))
We then have that Γ∗Φ2 defines a closed irreducible projective variety.
By (†), Γ∗Φ2 agrees with ΓΦ1 on the open subset obtained by restricting
to NonSing(C). Hence, we have that ΓΦ1 defines the dual correspon-
dence to ΓΦ2 . Let WΦ1 ⊂ C × C1 × P
w∗ and WΦ2 ⊂ C × C2 × P
w be
defined by;
WΦ1 = {(y, P, z) : ΓΦ1(y, P ) ∧ z ∈ P}
WΦ2 = {(y, l, z) : ΓΦ2(y, l) ∧ z ∈ l}
We have thatWΦ1 andWΦ2 are closed irreducible projective varieties.
Let p13 : C × C1,2 × P
w → C × Pw be the projection map. Let V ∗ be
defined as in Lemma 6.13 of [7]. We have that p13(WΦ1) and p13(WΦ2)
agree with V ∗ and V , restricted to NonSing(C), hence p13(WΦ1) = V¯
∗
and p13(WΦ2) = V¯ . It follows that, for a singular point p of C, the
fibre V¯ (p) consists of a finite number of lines determined by the planes
appearing in the fibre V¯ ∗(p). The result of the theorem then follows
from the description of the fibre V¯ ∗(p) given in Lemma 6.13 of [7]. 
One can also formulate the following ”desingularised version” of
Lemma 5.3;
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Lemma 5.4. Let C ⊂ Pw be any projective algebraic curve, with
a choice of nonsingular model Cns ⊂ Pw
′
and birational morphism
Φ : Cns → C. Then;
Desingularised Version of Lemma 5.3:
Let U = Φ−1(NonSing(C)) ⊂ Cns and let;
V ⊂ U × Pw be {(x, y) : x ∈ U ∧ y ∈ lΦ(x)}
Then V defines an irreducible algebraic variety and if V ⊂ Cns×Pw
defines its Zariski closure, then, for pj ∈ C
ns, corresponding to a branch
γjp of C, the fibre V (pj) consists exactly of the tangent line lγjp .
Proof. The proof is merely a question of changing the parameter space
from C to Cns and adapting the argument of the previous lemma. The
details are left to the reader.

In a similar vein, we also have;
Lemma 5.5. Intuitive Construction of Tangent Lines
Let C ⊂ Pw be a projective algebraic curve and let O ∈ C be a given
fixed point, possibly singular. Let;
V ⊂ (NonSing(C) \ {O})× Pw be {(x, y) : x ∈ NonSing(C) ∧ y ∈
lOx}
Then V defines an irreducible algebraic variety and, if V ⊂ C ×
Pw defines its Zariski closure, then, if O is the origin of branches
{γ1p , . . . , γ
m
p }, the fibre V (O) consists exactly of the finite union
⋃
1≤j≤m lγjp
of the tangent lines to the m branches at O.
Proof. The proof is the same as Lemma 5.3, except that we use the
definition of V ∗ given in Lemma 6.14 of [7] and the description of the
fibre V¯ ∗(O) given in Lemma 6.14 of [7].

We also require the following result;
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Lemma 5.6. Convergence of Intersections of Tangents
Let C ⊂ P 2 be a plane projective algebraic curve, not equal to a
line, let O be a nonsingular point, which is the origin of a branch γO
of character (1, k − 1), (k ≥ 2), and suppose that char(L) is zero or
coprime to k. Let;
V ⊂ (NSing(C)\{O})×P 2 = {(x, y) : x ∈ NSing(C)∧y ∈ lO∩ lx}
Then V defines a generically finite cover of NonSing(C). Moreover,
if V¯ ⊂ C × P 2 defines its Zariski closure, then the fibre V¯ (O) consists
exactly of the point O.
Proof. The fact that V defines a generically finite cover of Nonsing(C)
follows easily from the assumption that C is not a line. The infinite
fibres of the cover V correspond to the, at most, finitely many points
{p1, . . . , pn} ⊂ (NonSing(C) \ {O}) such that lO defines their tangent
line. Let U = (NonSing(C) \ {O, p1, . . . , pn}) and let V
res be the re-
striction of the cover V to U . We clearly have that V¯ (O) = V¯ res(O)
and that the fibres of V res consist of a unique intersection. In partic-
ular, the Zariski closure V¯ res is irreducible. Using the fact that O is
nonsingular and an important property of Zariski structures, given in
Theorem 3.3 of [12], it follows that the fibre V¯ res(O), hence the fibre
V¯ (O) also consists of a unique point O′. In order to show that O = O′,
we employ an argument using infinitesimals;
We may assume that O lies at the origin (0, 0) of the affine coor-
dinate system (x, y) and that the tangent line lO corresponds to the
line y = 0 in this coordinate system. Using Lemma 3.7, we can find a
parametrisation of the branch γO, in the sense of Theorem 6.1 of [7],
of the form (t, y(t)), where y(t) is an algebraic power series. By the as-
sumption on the tangent line lO, the definition of a parametrisation in
Theorem 6.1 of [7] and the assumption on the character of the branch,
we must have that ordt(y(t)) = k, so we can assume that y(t) = t
ku(t),
for the given k ≥ 2, where u(t) ∈ L[[t]] is a unit. Let F (x, y) define C
in the coordinate system (x, y), then we have that;
F (t, y(t)) = 0 and Fx|(t,y(t)).1 + Fy|(t,y(t)).y
′(t) = 0, (∗)
as a formal identity in the power series ring L[[t]], see [7] for similar
calculations. We now work in the nonstandard model K = L[[ǫ]]alg . It
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follows easily from the paper [4] that we can interpret ǫ as an infinitesi-
mal in V0. By construction, we clearly have that the identity (∗) holds,
replacing t by ǫ, (∗∗). By definition of the specialisation map, given in
[4], and (∗∗), we then have that (ǫ, y(ǫ)) ∈ NonSing(C)∩V(0,0). Using
(∗∗) again, we also have that the equation of the tangent line l(ǫ,y(ǫ)) in
the nonstandard model K is given by;
(y − y(ǫ)) = y′(ǫ)(x− ǫ) (∗ ∗ ∗)
We now compute the intersection of l(ǫ,y(ǫ)) with y = 0. By (∗ ∗ ∗),
we obtain that;
l(0,0) ∩ l(ǫ,y(ǫ)) = (xǫ, 0), where xǫ =
(ǫy′(ǫ)−y(ǫ))
y′(ǫ)
Using the assumption on char(L), it is easy to calculate that ordt(ty
′(t)−
y(t)) ≥ k and ordt(y
′(t)) = k − 1. It follows that ordt(xt) ≥ 1, consid-
ered as an element of L[[t]], hence, by the definition of the specialisation
map in [4], we must have that xǫ ∈ V0 and (xǫ, 0) ∈ V(0,0) = VO. By
construction, we have that V¯ res((ǫ, y(ǫ)), (xǫ, 0)), hence, by specialisa-
tion, we have that V¯ res(O,O). It follows that the fibre V¯ res(O) consists
exactly of the point O as required. 
We now make the following definition;
Definition 5.7. Let C ⊂ P 2 be a plane projective curve. We define a
nonsingular point p, which is the origin of a branch γp having character
(1, r), for r ≥ 2, to be a flex. We define p to be an ordinary flex, if
r = 2.
We now consider the duality construction applied to plane projective
curves. We claim the following;
Lemma 5.8. Let C ⊂ P 2 be a plane projective curve, defined in the
coordinate system {X, Y, Z} by the irreducible polynomial F (X, Y, Z).
Then, if C is not a line, the differential;
dF : NonSing(C)→ P 2∗ : x 7→ lx = (
∂F
∂X
(x) : ∂F
∂Y
(x) : ∂F
∂Z
(x))
defines a morphism, with the property that C∗ = Im(dF ) ⊂ P 2∗ is
also a plane projective curve. If char(L) 6= 2, then the following con-
ditions are equivalent;
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(i). C has finitely many flexes.
(ii). dF : C! C∗ defines a birational morphism and C = C∗∗.
In particular, if char(L) = 0, then (ii) always holds, hence any plane
projective curve over L, with char(L) = 0, can only have finitely many
flexes, and if C has infinitely many flexes, the duality morphism dF is
inseperable.
Proof. The fact that dF defines a morphism on NonSing(C) follows
easily from the fact that the partial derivatives { ∂F
∂X
, ∂F
∂Y
, ∂F
∂Z
} cannot
all vanish at a nonsingular point of C. By basic results in algebraic
geometry, the image Im(dF ) ⊂ P 2∗ is constructible and irreducible.
As C is not a line, it must have infinite distinct tangent lines, hence,
C∗ = Im(dF ) defines a plane projective algebraic curve. We first show;
(i)⇒ (ii)
As C has finitely many flexes, there exists an open subset U ⊂
NonSing(C) with the property that, for x ∈ U , the corresponding
branch γx has character (1, 1). As C
∗ is a projective algebraic curve, we
can find a further open set V ⊂ U such that dF (V ) ⊂ NonSing(C∗).
If G(U, V,W ) is a defining equation for C∗, then, using the first part
of this Lemma and Lemma 5.1, in order to identify P 2∗∗ with P 2, we
obtain a morphism;
dG : NonSing(C∗)→ P 2
We now claim that;
(dG ◦ dF ) = IdV : V → P
2 (∗)
This implies immediately that C∗∗ = C and dF : C ! C∗ is
a birational map, with birational inverse dG : C∗ ! C. We now
show (∗). Suppose that x0 ∈ V , with corresponding y0 = dF (x0) ∈
NonSing(C∗). As the branch γx0 has character (1, 1), and char(L) 6= 2,
we have that the result of Lemma 5.6 holds for x0, (replacing O in the
Lemma). That is, if V1 ⊂ C × P
2 is the closed subvariety given in
Lemma 5.6, then the fibre V1(x0) = x0 and, if x ∈ C, with x 6= x0,
then V1(x) = lx0 ∩ lx. As y0 ∈ NonSing(C
∗), we can apply Lemma
5.5, and obtain a closed subvariety V2 ⊂ C
∗ × P 2∗ such that the fibre
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V2(y0) = ly0 and, if y ∈ C
∗, with y 6= y0, then V2(y) = ly0y. Shrink-
ing V if necessary, we can assume that if x ∈ V with x 6= x0, then
dF (x) 6= y0 and lx ∩ lx0 is a point, (†). Now, define the closed relation
S ⊂ V × P 2 × P 2∗ by;
S(x, x′, y) ≡ V1(x, x
′) ∧ V2(dF (x), y)
By construction of {V1, V2}, we have that if x ∈ V with x 6= x0,
then the fibre S(x) = {(x′, y) : x′ ∈ lx0 ∩ lx, y ∈ ly0dG(x)}. Using the
assumption (†), the fibre S(x) consists of a point and a line. More-
over, the point of intersection lx0 ∩ lx ∈ P
2 is in dual correspondence
with the line ly0dF (x) ⊂ P
2∗, (∗∗). Using Lemma 5.1, this follows
from determining the intersection of the pencil of lines parametrised
by ly0dF (x) = ldF (x0)dF (x). By construction of dF , this is exactly the
intersection of tangent lines lx0 ∩ lx.
We now use (∗∗) and a simple limiting argument, to show that this
duality must also hold for the fibre S(x0). Let R2 ⊂ P
2 × P 2∗ be the
incidence relation, given by R2(u, v) iff v ∈ Hu, where Hu is the linear
form with coefficients given by u. By (∗∗), we have that;
S(x) ⊂ R2 (x ∈ V, x 6= x0) (∗ ∗ ∗)
Using elementary model theoretic arguments, (∗ ∗ ∗) is a closed con-
dition on V . Hence, we must have that S(x0) ⊂ R2 as well, (∗ ∗ ∗∗).
Again, by construction of {V1, V2}, we have that the fibre S(x0) =
{(x0, y) : y ∈ ly0}. By (∗ ∗ ∗∗), this shows that x0 must be in dual
correspondence with ly0 . We, therefore, must have that dG(y0) = x0,
hence (∗) is shown.
(ii)⇒ (i).
There are two approaches to this problem. We will show later in
the section that if (ii) holds and [(dF )−1]∗ is the induced bijection on
branches guaranteed by Lemma 5.7 of [7], then, for a given branch
γ of C with character (α, β), the corresponding branch γ∗ of C∗ has
character (β, α). If C had infinitely many flexes, this would imply that
C∗ had infinitely many singular points, which is impossible. Hence, (i)
must hold. For now, we will give a more direct algebraic proof.
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Suppose that (ii) holds and C has infinitely many flexes. By Re-
marks 6.6 of [7] and using a similar argument to the above, we can
assume that there exists an open U ⊂ NonSing(C), with the property
that dF (U) ⊂ NonSing(C∗) and every p ∈ U is a flex. For ease of
notation, we abbreviate the dual morphism dF by F dual. We will show
directly that if p is in U , then;
dF dual(a,b) : Tp,C → TF dual(p),C∗ is identically zero, (∗).
where we have used the differential and tangent space notation, given
on p170 of [2]. By standard algebraic considerations, see Section 1 of
[7], this implies that the morphism F dual is ramified in the sense of alge-
braic geometry at every point of U . Using results of [8], see particularly
Theorem 2.8, and a standard results about Zariski covers, that there
can only exist finitely many ramification points, we conclude that the
morphism Fdual is inseperable. In particular, it cannot be birational as
required.
In order to show (∗), let {X, Y, Z} be a choice of coordinates for
P 2(L) and, without loss of generality, assume that U ⊂ (Z 6= 0).
Working in the coordinate system {x = X
Z
, y = Y
Z
},without loss of gen-
erality, we can assume that a given flex O of U is located at the origin
(0, 0) of the coordinate system (x, y) and its tangent line corresponds
to y = 0. Arguing as in Lemma 5.5, we can find a parametrisation of
the branch γO of the form (t, y(t)), where ordty(t) ≥ 3. As in Lemma
5.6, we can consider xǫ = [ǫ : y(ǫ) : 1] as defining a point in C ∩ VO,
for an appropriate choice of non-standard model K. The coordinates
of F dual(xǫ) in the dual space P
2∗ are then given by taking the cross
product φ(ǫ)× φ′(ǫ), where φ(ǫ) = (ǫ, y(ǫ), 1). We have;
φ(ǫ)× φ′(ǫ) = (ǫ, y(ǫ), 1)× (1, y′(ǫ), 0) = (−y′(ǫ), 1, ǫy′(ǫ)− y(ǫ))
so F dual(xǫ) = [−y
′(ǫ) : 1 : ǫy′(ǫ)−y(ǫ)] ∈ C∗∩VF dual(O), see also the
corresponding calculation in Lemma 5.6. Now let {U, V,W} be projec-
tive coordinates for P 2∗(L) and let {u = U
V
, w = W
V
}. Let F dualu and
F dualw be the components of F
dual with respect to the affine coordinate
system (u, w). Then;
F dualu (ǫ, y(ǫ)) = −y
′(ǫ) F dualv (ǫ, y(ǫ)) = ǫy
′(ǫ)− y(ǫ)
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Differentiating these expressions with respect to ǫ, see [7] for the jus-
tification of such calculations in non-zero characteristic, we obtain;
∂F dualu
∂x
|(ǫ,y(ǫ)).1 +
∂F dualu
∂y
|(ǫ,y(ǫ)).y
′(ǫ) = −y′′(ǫ)
∂F dualv
∂x
|(ǫ,y(ǫ)).1 +
∂F dualv
∂y
|(ǫ,y(ǫ)).y
′(ǫ) = ǫy′′(ǫ) (∗∗)
Now setting ǫ = 0 in (∗∗) and using the fact that ordty(t) ≥ 3, we
obtain immediately the result (∗), hence this direction of the lemma is
shown.
In order to finish the result, observe that if char(L) = 0, one can use
Lemma 5.6 directly and the argument of the first part of this Lemma
((i) ⇒ (ii)) to show directly that the dual morphism dF : C ! C∗
is birational. If C has infinitely many flexes, then one can use the
argument of the second part of the Lemma ((ii) ⇒ (i)) to show that
the dual morphism dF : C → C∗ is inseperable.

Remarks 5.9. For the remainder of this section, we will always as-
sume that char(L) 6= 2 a given projective algebraic curve C has finitely
many flexes. As the duality morphism is then birational, this will allow
us to use the theory of branches that we have have developed in previ-
ous papers. The exceptional case that C has infinitely many flexes was
studied extensively in the paper [3]. We give a brief summary of the
main results;
(Corollary 2.2) Let C be a non-singular projective algebraic curve of
degree n, with infinitely many flexes. Then, if char(L) = p 6= 2, we
have that p|n− 1.
(Proposition 3.7) Let C be a non-singular projective algebraic curve
of degree p+ 1, with infinitely many flexes, and char(L) = p 6= 2, then
C is projectively equivalent to the plane curve with equation;
XY p + Y Zp + ZXp = 0
In particular, by direct calculation, the duality morphism dF is purely
inseperable, hence, biunivocal, and C = C∗∗.
(Corollary 4.3, Lemma 4.4 and Proposition 4.5)
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Let C be a generic non-singular projective algebraic curve of degree
dp + 1, with (d > 1), then the duality morphism dF is biunivocal, but
C 6= C∗∗.
The case of singular projective algebraic curves with infinitely many
flexes is more difficult. For example, the graph of Frobenius, given by;
Y Zp−1 = Xp
has degree p, infinitely many flexes and is singular. The dual curve
C∗ is given by X = 0, in particular C∗∗ is a point, hence C 6= C∗∗, and
the duality morphism dF is purely inseperable, therefore, biunivocal.
We will return to these examples and the case when char(L) = 2 in
the final section of this paper.
We now make the following definition;
Definition 5.10. Let C ⊂ P 2 be a plane projective curve. We define
a multiple tangent line l of C to be a line which is tangent to at least
2 branches of C.
We now prove the following;
Lemma 5.11. Let C be a projective algebraic curve, not equal to a
line, with finitely many flexes, then every multiple tangent line of C
corresponds to a singularity of C∗, in particular, C has finitely many
multiple tangent lines.
Proof. By the hypotheses and Lemma 5.7, the duality morphism dF is
birational. By Lemma 5.7 of [7], the duality morphism induces a bi-
jection [(dF )−1]∗ between the branches of C and of C∗. We first claim
the following;
Let γ be a branch of C with tangent line lγ, and let Oγ be the point
defined by lγ in P
2∗, then the corresponding branch [(dF )−1]∗(γ) of C∗
passes through Oγ. (∗)
The claim (∗) is trivially true, by definition of the duality morphism,
if γ is centred at a non-singular point of C, (∗∗). Otherwise, we obtain
the result by a straightforward limiting argument;
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We use the notation and variety V¯ of Lemma 5.4. Then define
S ⊂ Cns × P 2 × P 2∗ by;
S(x, y, z) ≡ V (x, y) ∧ Γ[Φ◦dF ](x, z)
where Φ◦dF : Cns → C∗ is a birational morphism. LetR1 ⊂ P
2×P 2∗
be the incidence relation defined by R1(u, v) iff u ∈ Hv, where Hv is
the linear form with coefficients given by v. If x ∈ Φ−1(NonSing(C)),
then, by (∗) and Lemma 5.4, we have that the fibre S(x) consists of the
tangent line lΦ(x) ⊂ P
2 and its corresponding point of the dual space
dF ◦ Φ(x) ∈ P 2∗. In particular S(x) ⊂ R1, (∗ ∗ ∗). As S and R1 are
closed varieties, the relation (∗ ∗ ∗) holds for all x ∈ Cns. Now fix any
branch γ of C with corresponding point Qγ ∈ C
ns, then, by (∗∗∗), the
fibre S(Qγ) consists of the tangent line lγ and its corresponding point
Oγ ∈ P
2∗. From the definition of S we have that Φ ◦ dF (Qγ) = Oγ.
Hence, the corresponding branch [(dF )−1]∗(γ) of C∗ must be centred
at Oγ, see Lemma 5.7 of [7]. Therefore, the result (∗) is shown.
Now, if l is a multiple tangent line to C, by the previous definition,
there exist at least 2 distinct branches {γ1, γ2} of C such that l = lγ1 =
lγ2 . By the claim (∗), if Ol is the corresponding point of P
2∗, then
the corresponding branches {[(dF )−1]∗(γ1), [(dF )
−1]∗(γ2)} of C
∗ both
pass through Ol. By Lemma 5.4 of [7], Ol must be a singular point of
C∗. Hence, the Lemma follows immediately from the fact that a plane
projective curve can only have finitely many singular points.

Lemma 5.12. Let C be a projective algebraic curve, with finitely many
flexes, then Cl(C), as defined in Definition 4.1, is the same as deg(C∗)
and deg(C) is the same as Cl(C∗). In particular, if C has at most
nodes as singularities, then;
deg(C∗) = n(n− 1)− 2d
Proof. By Definition 1.12 of [7], deg(C∗) is given by the number of
distinct intersections {p1, . . . , pn} of C
∗ with a generic line l ⊂ P 2∗.
Let Ol be the corresponding generic point of P
2 and let {Lp1 , . . . , Lpn}
be the corresponding lines of P 2. We clearly have that each line Lpj
passes throughOl, for 1 ≤ j ≤ n. If {U[dF ], V[dF ]} are the canonical open
subsets of {C,C∗}, with respect to the birational morphism dF , see
Section 1 of [7], we can assume that all the intersections {p1, . . . , pn} lie
inside V[dF ]. Let {q1, . . . , qn} be the corresponding non-singular points
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of C. By the definition of the duality map dF , the tangent line lqj is
exactly Lpj , for 1 ≤ j ≤ n. Hence, by Definition 4.1, we must have that
Cl(C) ≥ n. If Cl(C) ≥ n+1, we could, without loss of generality, find
a further qn+1, distinct from {q1, . . . , qn}, lying inside U[dF ], witnessing
the class of C, see Definition 4.1. In this case, the tangent line lqn+1
would pass through O, hence, again just using the definition of the
duality map dF , the corresponding point pn+1 of P
2∗ would lie on
C∗ ∩ l ∩ V[dF ]. This would give at least n + 1 intersections of C and
l, which is a contradiction. Hence, Cl(C) = deg(C∗) = n as required.
The claim that deg(C) = Cl(C∗) follows from the same argument,
replacing C by C∗ and C∗ by C∗∗, and using the fact that C = C∗∗.
Finally, the relation deg(C∗) = n(n − 1) − 2d follows immediately
from the Plucker formula, proved in Theorem 4.3, and the relation
Cl(C) = deg(C∗), which we have just shown.

We now show the following important result;
Theorem 5.1. Transformation of Branches by Duality
Let C be a plane projective algebraic curve, with finitely may flexes,
then, if γ is a branch of C with character (α, β), such that {α, α+β} are
coprime to char(L) = p, the corresponding branch of C∗ has character
(β, α).
Remarks 5.13. One can find algebraic ”proofs” of this result in the
literature. These proofs use a local parametrisation of the branch and
an analysis of the resulting parametrisation after applying the duality
morphism. Unfortunately, such proofs fail to give the correct answer
in the case when C has infinitely many flexes. The explanation of
this discrepancy is that in such cases, the resulting ”parametrisations”
fail to give parametrisations in the sense of Theorem 6.1 of [7]. One
requires the fact that the duality morphism is birational in order to show
this stronger claim. This suggests that a geometric proof of this result
is required. The one that we give is based on Severi’s methods.
Proof. Let γ0 be a given branch of C, with character (α, β), as in the
statement of the theorem, centred at O, and let lγ0 be its tangent line.
By (∗) of Lemma 5.11, the corresponding branch γ0∗ of C∗ is centred
at the corresponding point O′ = Ol0γ of the dual space P
2∗. Let l be a
generic line through O′, and let Al be the corresponding point of the
dual space P 2. As Ol0γ ∈ l, we have, by duality, that Al ∈ lγ0 , and,
by genericity, that Al 6= O. The line l then parametrises the pencil
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of lines passing through Al. Now pick a further generic point B be-
longing to l and let lB be the corresponding line in the dual space P
2.
Again, as B ∈ l, we obtain, by duality that Al ∈ lB, and, by genericity,
that lB 6= lγ0 . Now choose a parametrisation Φ : P
1 → lB such that
Φ(0) = Al. We will denote the corresponding pencil of lines in P
2∗
by {lt}t∈P 1 . By construction, we have that l0 = l and that the pencil
{lt}t∈P 1 is centred at B. Now, considering P
2∗ as parametrising the
set of lines in P 2, it defines a g2n on C, where n = deg(C). Each line
lt ⊂ P
2∗, then defines a g1n ⊂ g
2
n on C. We will denote this g
1
n by g
1,t
n .
By a suitable choice of coordinates, we may, without loss of gener-
ality, assume that the line lB corresponds to the line l∞ in the affine
coordinate system {x = X
Z
, y = Y
Z
}, the point Φ(0) = Al corresponds
to [0 : 1 : 0], the point O corresponds to [0 : 0 : 1] and the point Φ(∞)
corresponds to [1 : 0 : 0]. By choice of lB, we can assume that the line
l∞ intersects C transversely in ordinary simple points {p1, . . . , pn}. Let
tj = Φ
−1(pj) and let U = P
1 \ {t1, . . . , tn,∞}. By the choice of Al,
we can assume that 0 ∈ U . Now, for t ∈ U , the corresponding g1,tn ,
defined above, has no fixed branch contribution. We then have that
g1,tn = (ht), where ht is the non-constant rational function on C defined
by ht(x, y) = x − ty, see Lemma 2.4. In particular, we have that g
1,0
n
is defined by (x = 0). Now let U[dF ] be the canonical set associated to
the birational morphism dF : C! C∗, and let V ⊂ U[dF ] be obtained
by removing;
(i). All the finitely many flexes from U[dF ].
(ii). All the finitely many points on C ∩ l∞ from U[dF ].
(iii). All the finitely many non-singular points of U[dF ], whose
tangent line is parallel to the y-axis.
Now, using the method before Lemma 3.9, we can, for t 6=∞, define
the rational function dht
dx
. By the calculation there, if C is defined by
f(x, y) = 0 in the coordinate system (x, y), we have that;
dht
dx
= hxfy−hyfx
fy
= 1 + tfx
fy
Then, using the notation of Lemma 2.4, for t ∈ U \ {0}, (dht
dx
= 0)
is the same as (− fy
fx
= t), considered as weighted sets on C. As − fy
fx
is a non-constant rational function on C, then, by Lemma 2.4, we can
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associate a gm1 = (−
fy
fx
) to it.
Let Jt = Jac(g
1,t
n ), see Definition 3.2 and Definition 3.22. Then Jt
consists of a weighted set of branches {α1γ
t
1, . . . , αrγ
t
r}. We claim the
following;
(Jt ∩ V ) = (g
m
1 ∩ V ) for (t ∈ U \ {0}) (†)
In order to show (†), let γ be a branch of V . By the definition of
V , γ is centred at the finite position (a, b), has character (1, 1) and its
tangent line lγ is not parallel to the y-axis. Let (x, y(x)) be a parametri-
sation of γ, in the form given by Lemma 3.7. If γ belongs to Jt, then
ordγ(ht) = 2, valγ(ht) < ∞ and ht determines an algebraic power se-
ries at the branch γ;
ht = λ+ (x− a)
2ψ(x− a) with ψ(0) 6= 0, λ <∞
We then have that;
dht
dx
= (x− a)[2ψ(x− a)] + [(x− a)ψ′(x− a)] (char(L) 6= 2)
At x = a, the expression in brackets reduces to 2ψ(0) 6= 0, hence
ordγ(
dht
dx
) = 1 and valγ(
dht
dx
) = 0. This shows that γ is counted once in
the weighted set (dht
dx
= 0), and, therefore, once in the weighted set Wt
of the corresponding g1m defined above. If γ belongs to the g
1
m, then,
valγ(
dht
dx
) = 0, for some t ∈ U \ {0}. Reversing the above argument,
using the fact that valγ(ht) <∞, we obtain that ordγ(
dht
dx
) = 2, hence
γ belongs to Jt as required. Therefore, (†) is shown. Note that an
almost identical argument to the above was carried out in Lemma 3.9.
We now consider the behaviour of the g1m at the branch γ
0. We
claim that γ0 is counted β times in the weighted set W0 of this g
1
m,
(††). Let (x(s), y(s)) be a parametrisation of the branch at (0, 0). Us-
ing the definition of a parametrisation in Theorem 6.1 of [7] and the
fact that the tangent line lγ0 is given by x = 0, we obtain immedi-
ately that ordsx(s) = α + β and ordsy(s) = α. Using the fact that
f(x(s), y(s)) = 0, we obtain that;
fx|(x(s),y(s))x
′(s) + fy|(x(s),y(s))y
′(s) = 0
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If either fx or fy is identically zero on C, then the image of the map
dF is contained in a line, which implies, by Lemma 5.8, that C has in-
finitely many flexes. Hence, we must have that x′(s) ≡ 0 iff y′(s) ≡ 0.
If both x′(s) ≡ 0 and y′(s) ≡ 0, we can find algebraic power series
{x1(s), y1(s)} such that x(s) = x1(s
p) and y(s) = y1(s
p). This would
contradict the construction of a parametrisation, as defined in Theo-
rem 6.1 of [7], see also the method used in [8], Remarks 2.3. Hence, we
have x′(s) 6= 0, and y′(s) 6= 0, and;
− fy
fx
|(x(s),y(s)) =
x′(s)
y′(s)
By the assumption on {α, β} in the statement of the theorem, we
obtain that ords(−
fy
fx
|(x(s),y(s))) = (α + β − 1)− (α − 1) = β. By defi-
nition of the g1m, this implies (††).
Now consider the g1m′ on C
∗, given by the pencil {lt}t∈P 1 . By The-
orem 1.14, and the fact that C and C∗ are birational, this transfers
to a g1m′ on C. By choice of B, the g
1
m′ on C and C
∗ have no base
branches. We claim that g1m = g
1
m′, (†††). Let {V, V
′} be canonical sets
associated to the birational map dF : C! C∗, where V was defined
above. Then, using Lemma 2.17 of [7], there exists an open subset
U ′ ⊂ U ⊂ P 1 such that, for t ∈ U ′, the corresponding weighted sets
{Wt,W
′
t} of the {g
1
m, g
1
m′} on C, consist of branches(points) which are
simple for {Wt,W
′
t} respectively, based inside V or V
′. In this case, a
point p ∈ W ′t corresponds to a transverse intersection between lt and
C∗. The line lp in the dual space C is then a tangent line to a non-
singular point p′ of C, having character (1, 1). We, therefore, have that
Ip′(C, lp) = 2, hence p
′ is counted once for Jac(g1,tn ). Combining this
with the result (†), we obtain that Wt =W
′
t , hence (†††) is shown.
We now finish the proof of the theorem. By Theorem 1.12, the fact
that the g1m on C has no fixed branches, and the result (††), for generic
t ∈ V0, the weighted set Wt ∩ C ∩ γ
0 of the g1m consists of β distinct
branches(points), centred in U ′ ∩ γ0. By (†††), these correspond to
β transverse intersections C∗ ∩ lt ∩ γ
0∗. It follows immediately that
Iγ0∗(C
∗, l0) = β, hence, as l0 = l was chosen to be generic through O
′,
the order of the branch is β. We now follow through the same argument,
replacing C by C∗ and C∗ by C∗∗ = C. It follows immediately that
the class of the branch γ0∗ must be the order of the branch γ0. Hence,
the character of the branch γ0∗ is (β, α) as required.

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Remarks 5.14. The assumption that {α, α+β} are co-prime to char(L) =
p is necessary. Consider the projective algebraic curve C defined by;
y = xp + xp+2
In projective coordinates, this is defined by Y Zp+1 = XpZ2 + Xp+2
and the duality morphism dF is given by;
dF : [X : Y : Z] 7→ [2Xp+1 : −Zp+1 : 2XpZ − Y Zp]
(x, y) 7→ (−2xp+1, y − 2x)
The duality morphism is clearly seperable, hence C must have finitely
many flexes. C is non-singular in the affine coordinate system (x, y),
and the character of the unique branch γ0 of C at the origin (0, 0) is
(1, p− 1). The proof of the theorem shows that the order of the corre-
sponding branch γ∗0 of C
∗ is (p+ 1) 6= (p− 1), for char(L) 6= 2.
One can easily construct further examples using appropriate rational
parametrisations.
6. A Generalised Plucker Formula
The purpose of this section is to give a geometric proof of a generali-
sation of the Plucker formula of Section 4. We also discuss the question
of representation of plane algebraic curves in greater detail. We first
require the following definition;
Definition 6.1. We will define a plane projective algebraic curve C to
be normal if it is has finitely many flexes and all its branches γ have
character (α, β), with {α, α+ β} coprime to char(L) = p.
We first show the following;
Lemma 6.2. Let C be a normal plane projective curve with class(C) =
m, as defined in Definition 4.1, genus(C) = ρ, as defined in Definition
3.33 and order(C) = n. Then;
ρ = 1
2
[m+
∑
γ(α(γ)− 1)]− (n− 1)
where the sum is taken over the finitely many singular branches and,
for such a branch γ, α(γ) gives the order of the branch. In particular,
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if C is a normal projective curve, having at most nodes as singularities,
we obtain the formula shown earlier;
ρ = m
2
− (n− 1)
Proof. By Remarks 4.2 and the fact that C has finitely many flexes,
we can suppose that, for generic P , the m tangent lines of C pass-
ing through P are based at ordinary simple points. In particularly, P
does not lie on any of the finitely many tangent lines belonging to the
singular branches of C. We consider the g1n defined by the pencil of
lines passing through P . We have that Jac(g1n) consists exactly of the
m ordinary branches witnessing the class of C and the finitely many
singular branches γ, each counted α(γ)− 1 times. In particular;
order(Jac(g1n)) = m+
∑
γ(α(γ)− 1)
Now we obtain the first part of the lemma from the fact that order(g1n) =
n and Definition 3.33 of the genus of C. If C has at most nodes as sin-
gularities, then it has no singular branches. Therefore, (α(γ)− 1) = 0
for any branch γ of C. The second part of the lemma then follows from
the previous formula.

Using duality, we have;
Lemma 6.3. Let C be a normal plane projective algebraic curve, not
equal to a line, with the invariants {m,n, ρ} as defined above. Then;
ρ = 1
2
[n+
∑
γ(β(γ)− 1)]− (m− 1)
where the sum is taken over the finitely many flexes, and, for such a
branch γ, β(γ) gives the class of the branch.
Proof. As C is normal and not equal to a line, we may apply Lemma
5.8, Lemma 5.12 and Theorem 5.1. In particular, we have that C∗ has
finitely many flexes, and, as in the previous lemma, for generic P , the
tangent lines of C∗, passing through P , are based at ordinary simple
points. We consider the g1n′ on C
∗ defined by the pencil of lines pass-
ing through P . We have that n′ = order(C∗) = class(C) = m and
class(C∗) = order(C) = n by Lemma 5.12. We also have that Jac(g1m)
consists exactly of the n ordinary branches witnessing the class of C∗
and the finitely many singular branches, each counted (β(γ)−1) times,
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by Theorem 5.1. Hence;
order(Jac(g1m)) = n+
∑
γ(β(γ)− 1)
where the sum is taken over the finitely many flexes of C, using
the fact that C and C∗ are birational, given in Lemma 5.8. We also
have that ρ = genus(C) = genus(C∗) by Lemma 5.8 and Theorem
3.35. Hence, we obtain the first part of the theorem from the fact that
order(g1m) = m and Definition 3.33 of the genus of C
∗.

Theorem 6.4. Generalised Plucker Formula
Let C be a normal plane projective algebraic curve, not equal to a
line, with {m,n} defined as in the previous lemmas. Then;
3m− 3n =
∑
γ(β(γ)− 1)−
∑
γ(α(γ)− 1)
where the sums are taken over the finitely many flexes and finitely
many singular branches of C respectively. In particular, if C is a plane
projective curve, having at most nodes as singularities and no flexes,
then it is either a line or a smooth conic.
Proof. The first part of the theorem follows immediately by combining
the first formulas given in Lemma 6.2 and Lemma 6.3. If C is a smooth
plane projective curve, having at most nodes as singularities and no
flexes, then it must be normal as all its branches γ have character
(1, 1) (char(L) 6= 2). If C is not a line, then we can apply the first part
of the theorem, to obtain that m = n. Using the Plucker formula given
in Theorem 4.3, we have that m = n2− n− 2d, where d is the number
of nodes of C. Hence, n2 − n− 2d = n, which gives that d = n(n−2)
2
. If
n ≥ 3, this contradicts Theorem 3.37. Hence, n = 2 and d = 0. The
second part of the theorem then follows.

We now apply the above formulas to the study of normal plane pro-
jective curves, having at most nodes as singularities.
Theorem 6.5. Let C be a normal plane projective curve, not equal to
a line, having at most nodes as singularities, with the convention on
summation of branches given above and {m,n, ρ, d} as defined in the
previous lemmas. Then, we obtain the class formula;
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3m− 3n =
∑
γ(β(γ)− 1) (1)
and the genus formula;
6ρ+ 3n− 6 =
∑
γ(β(γ)− 1) (2)
and the node formula;
3n(n− 2)− 6d =
∑
γ(β(γ)− 1) (3)
In particular, if C has at most ordinary flexes, and i is the number
of these flexes, we obtain the class formula, referred to as Plucker III’
in [10];
3m = 3n+ i (4)
and the genus formula;
6ρ = i− 3n+ 6 (5)
and the node formula, referred to as Plucker III in [10];
6d = 3n(n− 2)− i (6)
Proof. The class formula (1) follows from the Generalised Plucker for-
mula and the fact that (α(γ) − 1) = 0 for any branch γ of C, as C
has at most nodes as singularities. The genus formula (2) follows from
(1) and the formula ρ = m
2
− (n − 1), given in Lemma 6.2. The node
formula (3) follows from (1) and the Plucker formulam = n(n−1)−2d,
given in Theorem 4.3. The formulas (4), (5), (6) all follow immediately
from the corresponding formulas (1), (2), (3) and the fact that;
i =
∑
γ(β(γ)− 1)
as an ordinary flex has character (1, 2), hence, for the corresponding
branch γ, (β(γ)− 1) = 1.

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