In an effort to fully use deterministic stratigraphic forward-modeling techniques in subsurface stratigraphic analysis, we developed a computer interface to routinely create synthetic logs and one-dimensional and two-dimensional (2-D) seismic responses from 2-D stratigraphic simulations. Each 2-D stratigraphic model can contain up to 200 timelines defining age-equivalent stratigraphic layers with laterally variable lithofacies and depths. Synthetic gamma ray, density and velocity responses are calculated for the simulated lithofacies using user-specified rock and fluid properties. Vertically incident synthetic seismograms are created using calculated reflection coefficients and user-defined input wavelets. Because stratigraphic simulations provide chronostratigraphy as a known, log correlations and the interpolated seismic geometries follow timelines exactly.
INTRODUCTION
Prediction of reservoir and seal distribution (i.e., stratigraphic prediction) is of extreme importance to petroleum exploration in both greenfield and mature provinces. Although direct imaging of reservoirs and seals using seismic techniques may be possible in some well-calibrated basins, it is still necessary in most cases to use geologically based models (e.g., interpreted cross sections) defined from interpretations of seismic and log data to aid in the prediction of reservoir and seal. Better predictive models necessitate both a better understanding of the geology (e.g., stratigraphy and controls) and how the strata are imaged in the subsurface. Our paper examines the relationships between example synthetic subsurface data sets and stratigraphic models which are generated from two-dimensional (2-D) stratigraphic simulations assuming certain infill type, controls, and parameters.
The principles of sequence stratigraphy (e.g., Vail et al., 1977; Posamentier et al., 1988) state that observed stratal geometries and lithofacies distributions are the product of base level (e.g., relative sea level), sediment supply and production, and sediment distribution mechanisms. An important corollary of sequence stratigraphy for hydrocarbon exploration is that analysis of seismically resolvable stratal geometries (tens to hundreds of meters) can aid in the prediction of gross lithofacies distribution. Additionally, these stratal geometries in conjunction with paleontological stratigraphic and paleo-environmental data can be used to empirically derive first-order infill controls (e.g., relative sea level) (Vail et al., 1977) . Although sequence stratigraphy, in principle, constitutes a powerful predictive tool, in practice, the technique is subjective partly because limited subsurface resolution precludes exact or unique interpretations and partly because the variability and interaction of infill controls through time may be too complex to accurately derive without making simplifying assumptions (e.g., constant subsidence and/or sediment supply).
Deterministic simulation of stratigraphy offers the stratigrapher the ability to rigorously investigate the controls on basin infill and the development of depositional sequences. Several stratigraphic-simulation computer programs have been developed within the last few years which permit the generation of chronostratigraphic-lithostratigraphic models as the consequence of changes in base level (i.e., eustasy, and subsidence or uplift), sediment input or production, and distribution mechanisms (e.g., Read et al., 1986; Jervey, 1988; Scaturo et al., 1989; Strobel et al., 1989; Tetzlaff and Harbaugh, 1989; Lawrence et al., 1990) . Although the algorithms vary, a common thread exists between these simulation programs in that their output models consist of timeline geometries and superposed lithoclasses and/or depositional environment classes. Thus, the models can be compared to sequence stratigraphic interpretations of seismic, log, and/or outcrop data. Importantly, basin infill controls (e.g., eustasy) derived from sequence stratigraphic interpretations can be routinely and objectively used within stratigraphic simulation programs.
Stratigraphic simulations can be used to aid lateral prediction of reservoir and seal away from well control and to test stratigraphic concepts by simulating the observed stratigraphy in a given area such that the simulation results reasonably match observations. Shell Research has conducted several exploration-related studies using a stratigraphic simulation and basin modeling program described by Lawrence et al. (1990) . Published examples of these studies include the Baltimore Canyon basin fill, offshore Sarawak, and offshore Gulf of Mexico , the Paris basin and the Arabian platform (Aigner et al., 1991) , the Georges Bank basin (Shuster and , and the Permian basin (Shuster and Childers, 1992) .
Although these studies were useful, evaluation and use of the simulation results were typically not straightforward. For the most part, evaluation consisted of visually comparing the modeled stratigraphy with an interpreted cross section (e.g. Lawrence et al., 1990) . Additionally, the computer-generated models often were complex and had to be simplified and/or interpreted to permit comparison with interpreted cross sections. What was really needed was the ability to visualize the simulation results as log and seismic data, thus making the results directly comparable to subsurface data without necessarily having to rely on comparison with an interpreted cross section. This problem was solved by writing a series of subroutines which permitted simple "translation" of the stored modeled lithofacies data into density, velocity, and gamma ray responses, thus creating synthetic log suites for user-defined locations along the simulated section. Synthetic log cross sections can then be created preserving the modeled timelines (i.e., chronostratigraphic correlations). Additionally, interfaces to log-based synthetic seismic software (Shell proprietary software and vendor software such as SIERRA-QUIKLOG) enabled the calculation of one dimensional (1-D) and 2-D synthetic seismograms from the simulated velocity and density logs at user-specified bandwidths.
Specifically, this technique allows for the rapid creation of 2-D synthetic seismograms and stratigraphic cross sections from complex lithologic models (e.g., 200 laterally variable layers). Most importantly, these models are deterministically based, and thus direct relationships between infill controls and seismic responses, for example, can be noted. Direct comparisons of stratigraphic simulation results and real subsurface data are now possible. This paper shows examples of stratigraphic simulations and the synthetic cross sections derived from these stratigraphic simulations. We also discuss the implications to exploration-scale stratigraphy.
STRATIGRAPHIC SIMULATION PROGRAM AND SYNTHETIC LOG ALGORITHMS
The stratigraphic modeling program used in this study simulates the infill of a basin in two dimensions as a function of eustasy, subsidence or uplift, and sediment input or distribution . Because the program and its algorithms were described in depth by Lawrence et al. (1990) , we give here only a brief summary. The program is used to model clastic, carbonate, and mixed clastic and carbonate deposition using subroutines which track available accommodation space (i.e., relative sea level) and sediment deposition and/or erosion through time on a regular x-y grid of nodes starting from a prescribed set of initial conditions (Figure 1 ; Table 1 ). Available accommodation space is calculated from user-input eustatic curves (e.g., sinusoids or digitized curves such as the Haq et al., 1988, curve) , subsidence histories (e.g., user-defined rates or backstripped curves from well data), flexural (elastic) subsidence or uplift due to sediment loading, and compaction of previously deposited sediments (i.e., lithology and depth-dependent compaction functions). In general, as relative sea level fluctuates, the loci of deposition and erosion will move basinward (falling sea level) and landward (rising sea level), resulting in the observed stratal packaging (Figure 1 ). At small time increments, intersection points between sea level and the subsided or compacted substrate are determined and tracked. In the simulated clastic system, the rate of sediment accumulation decreases in a basinward direction away from this intersection point at a user-specified exponential decay (foreset shape function). Integration yields the amount (area) of sediment available for deposition. Deposition will then occur, filling the available space such that (1) all the sediment is deposited and (2) the user-specified foreset shape is maintained. Erosion and redeposition of previously deposited material is also accounted for in both nonmarine (subaerial) and submarine settings.
In carbonate systems, preferential production of sediment in shallow water settings is simulated such that the sediment production rates decrease with increasing water depth. Additionally, the sediment produced in the carbonate "factory" is redistributed according to specified wave and wind directions and foreset shape functions simulating both intraplatform and basinward dispersion of platform-derived material. In mixed clastic and carbonate systems, clastic poisoning of the carbonate "factory" will occur above a pre-set tolerance threshold such that the carbonate production rate decreases with increasing clastic deposition. Consequently, both mixing of clastics and carbonates and reciprocal deposition is simulated. Additional routines allow for simulation of such processes as slope failure and downslope movement (clastics and carbonates), sabkha gypsum deposition, and pelagic sedimentation, using userdefined criteria.
Although gross lithofacies are assigned according to the depositional algorithms described above, specific siliciclastic, carbonate, and mixed facies lithologies are computed as a function of criteria including water depth, wave energy (e.g., normal and storm wave bases), distance from shoreline, climatic parameters (e.g., evaporation rate), and channel size and avulsion (nonmarine). For a detailed discussion of the program and its algorithms, see .
Synthetic gamma ray, density, and sonic (velocity) logs are calculated from the simulated lithofacies for each time-step using user-specified baseline values for siliciclastic, carbonate, anhydrite, and pelagic or hemipelagic lithologies (e.g., Table 2 ). Various subroutines track, calculate, and store the percentages of siliciclastics, carbonates, anhydrite, and pelagics, and also the percentages of sand vs. shale and grainstone vs. mudstone, based on simulated depositional facies. Gamma ray responses for end-member lithologies (e.g., sand vs. shale) are set by the user, and mixed-lithology responses are calculated based on the percentage of each rock type. For the synthetic density logs, the user defines minimum and maxi-
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Stratigraphic Forward Models mum effective porosities for end member lithologies, end-member grain densities, and the density of the pore fluid (e.g., Table 2 ). The density response is then calculated based on the simulated lithologic mixture either assuming no depth dependence (density as a function of lithology and porosity) or depth dependence (density as a function of lithology and burial depth). Depth dependence is defined by empirical trend curves for lithologic classes. Cementation is not directly addressed; porosity is assumed to be related either to depositional lithofacies and/or depth (the user, however, can specify minimum and maximum porosities equivalent to observed values for the target interval). The velocity or sonic response is calculated either using the Gardner et al. (1974) empirical relationship,
or by the use of trend curves for lithologic classes. It should be noted that the calculations of density and velocity assume no pressure or temperature effect nor variations in fluid content or properties.
Example 1: Clastic Systems (Subregional Scale)
We generated a high-resolution model of idealized clastic sequences using the 2-D stratigraphic simulation program. This model was produced by running a simulation for 4 m.y. at 20,000-year time steps. The input eustatic curve consisted of two superposed sinusoids: 2-m.y. frequency, 100-m amplitude (thirdorder fluctuation), and 0.1-m.y. frequency, 15-m amplitude (fourth-order fluctuation) ( Table 1 ). The input subsidence rate (at each node) was 100 m/m.y. Input subsidence rates were held constant for the duration of the model run and across the modeled section (Table 1) . Nevertheless, the calculated subsidence varied as a function of the sediment load distribution (i.e., elastic flexure of a rigid [10 22 N·m] lithosphere was assumed) and sediment type (i.e., compaction of shales vs. sands). The calculated subsidence was maximized in the downdip areas (i.e., locus of shelf margins in Figure 2 ) and decreased in the updip areas. Sediment input was held constant at a maximum rate of 800 m/m.y. (Table 1) .
The modeled lithofacies and timelines are shown in Figure 2a . The model shows the development of two third-order depositional sequences comprised of fourth-order subsequences. The third-order depositional sequences can each be subdivided into three major components: (1) bounding unconformities (sequence boundaries), which represent erosion and nondeposition during third-order eustatic falls; (2) transgressive facies, including backstepped shoreface sands which grade upwards into marine shales (hemipelagics), representing the maximum flooding interval; and (3) regressive facies comprised of marine shales which grade (i.e., coarsen) upwards into shoreface and nonmarine sands. Although not shown on Figure 2a , each fourth-order subsequence is similarly capped by a disconformity in the updip nonmarine facies tract. Figure 2b illustrates a synthetic cross section (gamma ray) generated from the modeled stratigraphy without timelines (top) and with the modeled timelines. Only the updip shelf wells are shown in the cross section. The synthetic logs ( Figure 2b ) show well-developed coarsening-upwards signatures indicative of the regressive offlap. The transgressive onlap is expressed by a relatively rapid transition from coarse-grained shoreface and coastal plain sands to fine-grained offshore marine shales. Figure 2c shows the computed 2-D seismic display (reflectivity) generated from the calculated density and velocity logs. A 1-D synthetic seismogram is shown in Figure 2d . The synthetic seismograms were created using an input zero-phase wavelet with corner frequencies of 6-12-30-40 Hz. Figure 3 shows an enlargement of the stratigraphic (Figure 3a ) and seismic models (Figure 3b ). Typical seismostratigraphic geometries, such as offlaping clinoforms with toplapping and downlapping event terminations, are expressed in the synthetic seismic display (e.g., Figures 2c, 3b) . Lateral amplitude variations due to variations in lithology are also readily observable. Additionally, at least three different seismic facies can be differentiated from the model (Figure 4a ): (1) a transparent facies, which is associated with marine shale bottomset deposits (transparent facies), (2) a variable-amplitude, subhorizontal, low-continuity event facies associated with the coastal onlap or backstep (onlapping facies), and (3) a variable-amplitude, moderate-continuity, basinward-dipping event facies indicative of the regressive offlap (offlapping facies).
Sequence stratigraphic interpretation of the syn- thetic seismogram is not as straightforward as theory might suggest. Moreover, because the stratigraphic relationships and controls are known, some specific observations can be made regarding the applicability of the sequence stratigraphic model. First, the thirdorder sequence boundaries can be recognized based on toplap and onlap terminations; the sequence boundaries, however, are not delineated by continuous seismic reflections (Figure 4b ). The simulated sequence boundaries represent erosional surfaces resulting from the fourth-order sea level falls superposed on the third-order sea level falls (Figure 3a) . Consequently, different lithologies and thicknesses of units are superposed along the sequence boundaries, resulting in lateral variations in seismic amplitude and polarity (Figure 4b) . A relatively high-amplitude event corresponding to the transgressive surface (Figure 4b ) at this bandwidth yields the most continuous seismic event(s) and is arguably the most objectively defined correlative marker(s) for each of the depositional sequences. Marine shales corresponding to flooding surfaces may be more useful marker horizons in certain settings (e.g., Galloway, 1989) than Exxon-type sequence boundaries (i.e., unconformities), but it should be noted that the seismic event corresponding to the flooding surface is slightly time transgressive (i.e., it crosses time lines) (e.g., Figure 3) . Second, because sediment accumulation occurred in the outer shelf and basin environments, there is no single seismic event which comprises a downlap surface on the synthetic display. The clinoform reflections progressively fade out (i.e., decrease in amplitude) in a basinward direction, giving rise to apparent downlap terminations. A seismic interpreter might be tempted to interpret a single downlap surface by connecting the apparent downlap terminations (e.g., Figure 4b ), but the interpreted surface would be a lithostratigraphically significant surface indicative of facies changes rather than a chronostratigraphically significant surface indicative of sediment starvation and condensation. Third, although a transgressive system tract can be easily identified on the modeled data (i.e., onlapping facies in Figure 4a) , it is extremely difficult to differentiate lowstand or shelf-margin systems tracts from highstand systems tracts. In this particular example, the highstand and shelf-margin (i.e., lowstand) systems tracts are gradational and connected. A simple division of third-order regressive (progradational) from transgressive (retrogradational-stacking) systems tracts from the seismic data is suggested from this particular model. In summary, this example (Figures 2-4) illustrates specific relationships for one idealized clastic model where both the infill controls and stratal distribution are unequivocally known, and the modeled subsurface expression of the same stratigraphy. Although this model cannot be directly compared to one specific real-world example, the model results have direct implications for subsurface interpretation and interpretatively based predictive models.
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Example 2: Carbonate Systems (Sequence Scale)
A high-resolution simulation of the lower-middle San Andres Formation, Northwest shelf, Permian basin, was generated as part of a study of carbonate cyclicity and controls on reservoir and seal distribution (Shuster and Childers, 1992) . The location of the simulated profile for example 2 is shown in Figure 5 . The purpose of that study was to calibrate proprietary algorithms for lithofacies prediction in carbonate depositional systems (Shuster and Childers, 1992) . Figure 6a shows the modeled carbonate and anhydrite lithofacies distributions. The simulation was run using 0.005 m.y. Table 1 ). The eustatic signal was empirically derived by optimizing the "fit" of the simulated vs. the interpreted (logbased) stratigraphy (Shuster and Childers, 1992) for the input subsidence and sediment distribution parameters. Subsidence input came from tectonic subsidence curves derived from ten wells along the line of cross section (average rate = approximately 100 m/m.y.). Carbonate production rates were assumed to be 1200 m/m.y. A very low clastic input rate of 50 m/m.y. was used. Dunham lithofacies (Dunham, 1962) were modeled as a function of wave energy, particle availability, and water depth. Anhydrite was simulated for sabkha environments based on evaporation and marine water recharge rates typical for the modern Persian Gulf sabkha environments. All sediment input parameters were held constant for the duration of the program run.
The resulting stratigraphic model ( Figure 6a ) shows a complex distribution of lithofacies. Both fourth-order (labeled A-J) and fifth-order cyclic shoaling-upward packing of the lithofacies can be recognized; however, not all cycles are complete, and rapid variations in lithofacies are ubiquitous. The variations in lithofacies are due to lateral variations in subsidence, compaction, and deposition rates. Grainstone and packstone bodies occur both as offlapping pods and as intraplatform and platform margin buildups. Anhydrites are present as discontinuous layers capping shoaling-upward cycles in the lower part of the model, but are developed as continuous zones in the upper part of the model. Since the third-order eustatic input represents one half of a sinusoid, the lower part of the model by definition is the transgressive systems tract, and the upper part is the highstand systems tract. Note that the transgressive systems tract in this simulation is typified by progradation associated with higher order sea level falls. The highstand systems tract is characterized by thinner, vertically stacked cycles. The underlying Yeso Formation and overlying upper San Andres and Brushy Canyon equivalents (Sarg and Lehmann, 1986) were not modeled.
Synthetic log responses ( Figure 6b ) were calculated using baseline in-situ parameters (e.g., gamma ray response and minimum and maximum porosities) from actual well data. Based on comparison with observations made from cores and outcrop from the lower-middle San Andres Formation (unpublished), subtidal marine and deep lagoonal facies were assumed to be limestones, and peritidal-shallow water facies were assumed to be dolomite. Bulk densities for the carbonates were cal-culated assuming either limestone or dolomite grain densities and variations in porosity based on the simulated Dunham lithofacies (grainstones = 10% porosity and mudstones = 1% porosity). The pore fluid was modeled as brine.
The synthetic density and velocity (Gardner et al., 1974) were used to calculate acoustic impedances and reflection coefficients. Synthetic reflectivity seismograms (Figure 6c, d ) (normal incidence) were created using a zero-phase input wavelet with 6-12-30-40 Hz corner frequencies. The synthetic seismograms indicate that the intrasequence seismic events are mainly produced by acoustic impedance contrasts associated with anhydrite-carbonate or anhydrite-mixed clastic and carbonate interfaces. The highest amplitudes correspond to limestone-anhydrite interfaces. The reflectivity is notably higher in the highstand systems tract (upper part of the model) due mainly to the anhydrite distribution. Buildups can be identified at this bandwidth, but the seismic resolution precludes detailed interpretation.
Example 3: Mixed Clastic-Carbonate Systems (Basin Scale)-First Iteration
Basin-scale simulations of Wolfcampian-Guadalupian strata in part of the Midland basin were completed as part of a study investigating eustatic controls on Permian sequences. These simulations were run along a profile shown on Figure 5 . The simulations were run for a 38-m. (Table  1) . Subsidence was held constant at 30 m/m.y. for the duration of the model run, but the subsidence was modified internally by both flexure and compaction. Sediment input (clastic) and production (carbonate) rates are given in Figure 2 . As in example 2, eustasy was empirically derived given the input subsidence and sediment input histories.
The simulation results (Figure 7a ) show a package of highly progradational clastic-dominated sequences (Wolfcampian) topped by a package of aggradationalprogradational carbonate-dominated sequences (Leonardian). In the simulation, the clastics and car-420 Stratigraphic Forward Models bonates were deposited reciprocally as a function of sea level variations. The Wolfcampian section consists of clastics deposited as deltaic or shoreface complexes during lowstands and falling sea level. During rising sea level, retrogradation of the clastics occurred, and a thin veneer of carbonates was deposited in shallow water environments. The Leonardian-Guadalupian equivalent section consists of (1) shallow water carbonates deposited during rising and highstand sea level, (2) sabkha anhydrites deposited during late sea level highstands, and (3) shelf-margin deltaic and deep-water clastics that bypassed the shelf and were deposited in deep water during falling and lowstand sea level. Figure 7 compares the stratigraphic model ( Figure  7a ) with the density log cross section (Figure 7b) and the 2-D (Figure 7c ) and 1-D (Figure 7d ) synthetic seismograms. As with examples 1 and 2, reflection coefficients were calculated from the density and sonic logs and then convolved with a zero-phase input wavelet of 6-12-30-40 Hz. The log cross section (Figure 7b) shows the lateral and vertical density variations produced by the distribution of clastics (low density), carbonates (medium density), and anhydrite (high density). In general, the model predicts an increase in density upsection (from Wolfcampian to Guadalupian), and a decrease in density within the Leonardian and Guadalupian equivalent strata basinward due to lowstand clastics. The results of this simulation compare to an equivalent strati-
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Stratigraphic Forward Models graphic cross section across the Eastern shelf, Midland basin (West Texas Geological Society, 1984) ( Figure 8a ). The synthetic seismogram created from our stratigraphic model is shown in Figure 8c . Reflectivity and seismic character on the 2-D synthetic seismogram (Figure 7c ) varies as a function of the modeled lithofacies variations in the following manner. The lower part of the seismic equivalent to Wolfcampian strata shows a relatively high-amplitude package of dipping events corresponding to the offlapping, clastic-dominated sequences. The modeled Leonardian section is characterized by a low-amplitude zone at the shelf margin, which varies basinward into moderately high-amplitude, subparallel events characterizing the bottomsets. The modeled upper Leonardian and Guadalupian equivalent strata (top part of section) (Figure 7c ) are comprised of high-amplitude, high-continuity events both in the basin and on the shelf. The basin events reflect intercalated lowstand clastics and highstand carbonates. The seismic character on the shelf is mainly the result of interbedded anhydrite and carbonates. A comparison (Figure 8 ) between the simulated regional stratigraphy, the 2-D synthetic seismogram, and part of a cross section of Permian strata across the Eastern shelf, Midland basin (West Texas Geological Society, 1984) shows a reasonable visual fit between the synthesized stratigraphy and the cross section. In this case, the geology is known a priori; in frontier basins, however, the geology may be unknown but seismic data may be available. Thus, simulations could be run attempting to best fit the seismic geometries and amplitudes and, in doing so, generate a constrained lithologic model.
Example 4: Refined Iterations
The above example (e.g., Figure 7 ) is only a part of a simulation across the whole of the Midland basin and Central Basin platform ( Figure 5 ). It also made use of greatly simplified input parameters and did not incorporate subsidence input derived from well data (not shown). In an effort to make a more realistic model and test the procedure at various scales, more complicated simulations and simulations at variable scales were generated. Backstripped tectonic subsidence curves derived from six wells were incorporated. Modeling attempts with the Ross and Ross (1987) eustatic curve failed to reproduce the observed stratigraphy using a wide range of sediment input parameters. Therefore, empirically derived, sinusoidal sea level curves were used (see Figure 9 ). Note that the sediment-supply parameters were changed during the 40-m.y. duration simulation ( Figure 9 ). The simulation of deep-water turbidites necessitated the incorporation of out-of-theplane supply (OOP in Figure 9 ) in addition to in-plane derived turbidites. Deep-water Ochoan evaporites were handled by introducing excess pelagic sediments (iteration 2 in Figure 9) .
Results of the second-modeling iteration show a better fit to the geologic cross section (Figure 10 ). In particular, the different styles of carbonate platform growth along the Eastern shelf and the Central Basin platform are well produced. Figure 11 shows the synthetic seismic section produced from the modeled output. The interbedded carbonates and clastics (Wolfcampian equivalents) produced relatively high amplitude seismic events across the shelf margin ( Figure 11 ). The increased reflectivity at the shelf margins and slope is a direct function of the distribution of lowstand clastics. The continuous high-amplitude reflection at the top of the synthetic display (Figure 11 ) marks the evaporite-carbonate contact. Although the change from early progradation to later aggradation is apparent, topset reflectors are conspicuously absent in the synthetic seismograms. The absence of topset reflectors can be explained by the stratigraphic simulations. In a third iteration (Figure  12 ), the module which enables the deposition of sabkha anhydrite (Shuster and Childers, 1992) was activated, and anhydrites were deposited at or near exposure surfaces, resulting in the generation of well-defined seismic topset reflections. Figure 13 shows a synthetic density log spliced into the 2-D synthetic seismic section generated from the third iteration. These derived sections can be powerful tools for investigating the geological causes of seismic reflections.
DISCUSSION
As the simulation examples show, stratigraphic models and synthetic subsurface log and seismic data can be generated for clastic, mixed clastic and carbonate, and carbonate sequences at a variety of scales and resolutions. These models are based on sequence stratigraphic principles, in that the user specifies eustasy, subsidence, and sedimentation input. Synthetic seismic and log sections also can be produced that contain the added value of state-of-the-art time-stratigraphic prediction between points of control, logical and consistent correlation of lithologies, and accurate representation of chronostratigraphic surfaces.
Explorationists and stratigraphers are faced with the problems of making predictions of reservoir and seal distribution away from known points of control. In most cases, this necessitates making predictive geological models (e.g., geologic cross sections) based on interpretations of seismic and log data. Sequence stratigraphy (e.g., Posamentier et al., 1988 ) is a genetically based approach which can be used to "guide" predictive stratigraphic-model building by defining a depositional sequence and systems tract framework from a given data set. The interpreted sequence stratigraphy also can be used to infer fluctuations in relative sea level (i.e., eustasy and subsidence) and sediment supply, which may have global or basinwide exploration significance. However, the forward modeling examples presented in this paper suggest that sequence stratigraphic interpretation may not be so straightforward. As an interpretive exercise, we suggest that the reader interpret the synthetic data sets and attempt to derive the gross lithofacies distribution and infill history (i.e., infill parameters). Moreover, it should be remembered that these models are twodimensional and are limited to a relatively narrow range of depositional processes and controls. Also, the synthetic data sets are ideal, and are not obscured by faulting, folding, or poor data quality. Real world systems are much more complex.
The point to be made is that interpretation-based stratigraphic models and inferred infill controls derived from even ideal data sets will at best be firstorder approximations. It also may be difficult to independently test the accuracy of the interpretations and implicit assumptions. The examples and approach discussed in this paper may afford a way of testing and possibly improving geologically based stratigraphic prediction techniques such as sequence stratigraphy by giving the interpreter a simulated data set where the stratigraphic "answers" are known a priori. This is not to say that computer-based stratigraphic forward modeling could or should replace interpretation. Forward modeling only allows testing of "what if" scenarios for given assumptions (i.e., algorithms and input parameters). However, quantitative forward-modeling results are consistently reproducible, and the relationship of the output (e.g., synthetic seismic section) and the input (e.g., infill history) is known. Additionally, the stratigraphic forward-model output is unique: variations in input parameters will invariably alter the output; however depending on the simulated systems' sensitivity, the changes may not be significant (i.e., resolvable). In as much as the component simulation algorithms are physically sound and can be tested and calibrated against real data sets (e.g., the Permian basin) using parameters within a realistic range, then "what if" scenarios become geologically meaningful.
In the future, this type of modeling may allow for direct comparison of simulation results with log and seismic data, possibly minimizing subjective interpretations. The number and variability of input parameters, and the complexity of the geologic system (e.g., factors controlling sediment erosion, transportation, and deposition) preclude exact fits with real subsurface data. Nevertheless, forward modeling provides an opportunity to better understand the relationship between basin infill controls, stratigraphy, and the log and seismic expression of the stratigraphy. Moreover, this approach potentially could be used to make "stratigraphically smart" and testable predictions of reservoir and seal distribution.
CONCLUSIONS
(1) Two-dimensional stratigraphic simulations can be used to generate synthetic log and seismic displays. Combined stratigraphic and seismic modeling can be applied to a variety of exploration problems ranging from basin to prospect scale, and in clastic, carbonate, and mixed clastic and carbonate systems.
(2) Synthetic seismic and log displays derived from numerically generated stratigraphic cross sections are potentially powerful tools for understanding the relationships between basin infill controls (e.g., eustasy, subsidence, and sediment input), stratigraphy, and the subsurface expression of that stratigraphy. Models from well-constrained stratigraphic examples from the Permian basin and an idealized clastic system illustrate some of these control-response relationships.
(3) Linked stratigraphic and seismic modeling should thus help in seismic interpretation and lateral prediction of reservoir and seal. Ideas concerning infill controls and lithologic distribution (e.g., reservoir and seal) based on interpretations can be tested and revised. Using this type of approach, the geologist may be able to better understand and, thus, better predict stratigraphy. 
