We derive the asymptotic variance of Blinder-Oaxaca decomposition effects. We show that the delta method approach that builds on the assumption of fixed regressors understates true variability of the decomposition effects when regressors are stochastic. Our proposed variance estimator takes randomness of regressors into consideration. Our approach is applicable to both the linear and nonlinear decompositions, for the latter of which only a bootstrap method is an option. As our derivation follows the general framework of m-estimation, it is straightforward to extend to the cluster-robust variance estimator. We demonstrate the finite-sample performance of our variance estimator with a Monte Carlo study and present a real-data application.
Introduction
Since the influential seminar works by Blinder (1973) and Oaxaca (1973) , the decomposition method has been used to analyze racial, gender, and intertemporal differences and more. In addition to the original linear model to decompose wages, the method has been extended to nonlinear models to analyze limited dependent variables such as binary and count data outcomes. The decomposition method became a popular tool in empirical studies not only in labor economics but also in other areas such as health economics. Fortin et al. (2011) provides an excellent survey of the decomposition method. Moreover, the recent discussion about the connection to the literature of treatment effects (Fortin et al., 2011; Kline, 2011) makes the decomposition method a even more valuable tool for applied researchers.
Although the decomposition method has been used for a long time, it is relatively recently that statistical inference of the decomposition analysis has been discussed. In early times, results of the decomposition analysis were presented without standard errors. Oaxaca and Ransom (1998) propose the variance estimator derived by the delta method. However, it builds on the implicit assumption of fixed regressors. When regressors are stochastic, which is a more plausible assumption in most empirical studies, the delta method variance tends to overstate statistical significance by ignoring the variability of regressors. Jann (2008) suggests a variance estimator with stochastic regressors for the linear decomposition. Kline (2014) also derives the asymptotic distribution of a variant of the linear decomposition and shows that ignoring of the variability of regressors results in incorrect inference.
The primary contribution of this paper is to derive the asymptotic variance of the nonlinear decomposition, which is also applicable to the linear decomposition. For nonlinear models, as Fortin et al. (2011) suggest, only a bootstrap approach has been a valid option. However, the bootstrap estimation of the variance is often computationally demanding.
Therefore, the analytical variance estimator of nonlinear models must be of practical use for applied researchers. Monte Carlo experiments demonstrate that our proposed variance estimator indeed leads to correct statistical inference. A real-data application also show that our variance estimates are almost identical to the bootstrap estimates.
Secondly, since our derivation of the asymptotic variance is based on the general framework of m-estimation, it is easily extendable to various settings. As an example, we extend our variance estimator to a cluster-robust variance following Cameron et al. (2011) . Our Monte Carlo study shows that our variance estimator performs well even in the presence of clustering correlation. In addition, the analytical variance is essential to obtain asymptotic refinement through the bootstrap method for more reliable inference Cameron et al. (2008) .
The rest of this paper is organized as follows. In the next section, we introduce the decomposition analysis. Section 3 discusses the estimator of the decomposition effects and derives the asymptotic distribution. ection 4 presents results of a Monte Carlo study, followed by a real-data application in Section 5. Section 6 concludes.
Decomposition Analysis
This section introduces the decomposition analysis. Our focus is the decomposition in the mean of outcome. See Fortin et al. (2011) for recent developments of the decomposition beyond the mean.
Let y i be an outcome of interest and let d i be an indicator of group such as race and gender, d i = 0, 1, for an observation i, i = 1, . . . , N . The decomposition can be written as
where the subscript indicates a potential outcome. We observe 
By the law of iterated expectation
This assumption holds for the decomposition analysis since being a particular gender or race is obviously predetermined. Now the expectation conditional on x i is assumed to be a parametric function of x i with a parameter vector β j : E [y ji |x i ] = F (x i ; β j ). For instance, the OLS decomposition specifies F (x i ; β j ) = x i β j . In this case, the first curly bracket in the right-hand of the equation (1) 
which is the difference due to different effects of observable characteristics. This term is referred to as a coefficient effect. It can also be interpreted as the average treatment effect on the treated under certain conditions.
1 The second bracket is E [y 0i
, which is the difference due to differences in the characteristics, which is referred to as an endowment effect. When the reference group is switched to d i = 0, the difference can alternatively be decomposed as
of which the first and second curly brackets measure the coefficient and endowment effects, respectively.
Several nonlinear decomposition models are proposed: for example, probit and logit models (Fairle, 2006) , Tobit model (Bauer and Sinning, 2010) , and count data models (Bauer et al., 2007) . Bauer and Sinning (2008) also discuss other nonlinear models. For example, for the probit model, F (x i ; β j ) = Φ(x i β j ), where Φ(·) is the cdf of standard normal. For the Tobit model with the outcome left-censored at 0, the conditional expectation function is x i β j Φ(x i β j ) + σ j φ(x i β j ), where φ(·) is the pdf of standard normal.
Note that the conditional expectation involves the parameter σ j , the standard deviation 1 See Kline (2011) for the conditions under which this term has a causal interpretation.
of a disturbance term, in addition to the coefficient vector β i . For count data models, it is occasionally necessary to solve the problem of excess zeros using zero-inflated or hurdle models. The conditional expectation function of the hurdle negative binomial model is exp(x i β j )/{(1 − (1 + α j exp(x i β j )) −1/α j )(1 + exp(z i γ j ))}, where α j is the dispersion parameter. The regressors x i affect positive counts of outcome while z i governs the probability that zero counts occur. These regressors may or may not be identical. Hereafter, we generalize the notation of conditional expectation functions to F (w i ; θ j ), where w i is a vector of all regressors and θ j is a vector of all parameters. See Appendix B for the specified functional forms of F (w i ; θ j ) for the models considered in this paper.
As shown in the equation (1), the decomposition effects can be expressed as linear combinations of the conditional expectations. Let µ be a vector with four elements, each of which is defined as follows:
Then, the coefficient effect is µ 11 − µ 01 . In matrix notation, it can be written as R c µ,
where R c = (1, −1, 0, 0). Given the variance of µ, V ( µ), the variance of the coefficient effect is R c V ( µ)R c . Likewise, the variance of the endowment effect, µ 01 − µ 00 , is computed as R e V ( µ)R e by setting R e = (0, 1, 0, −1) , and the variances of those effects with switched references can also be obtained by modifying R c and R e . Therefore, estimating the variance of the decomposition effects is reduced to the estimation of variance of µ.
The estimation of µ is straightforward. We estimate θ j from relevant samples and compute the conditional expectation functions with relevant estimates and samples. However, estimating its variance is not as straightforward. Oaxaca and Ransom (1998) to obtain asymptotic refinement through the bootstrap methods (Horowitz, 2001 ).
In the next section, we describe the estimation of µ and derive its asymptotic variance.
The derivation starts by noting that the estimation of µ involves sequential steps. Then, we follow the derivation of the variance of sequential m-estimation. The framework of the m-estimation enables us to extend to the cluster-robust variance easily.
Estimation

Estimation of µ
The estimation of µ involves two steps sequentially. The first step estimates the parameters of the conditional expectation functions, θ = (θ 1 , θ 0 ) by OLS or MLE (or generally mestimation). At the second step, we estimate µ using the estimated parameters θ. When deriving the asymptotic variance of µ, it is necessary to take into account the fact that θ is estimated at the first step.
At the first step, θ is estimated by solving the equations:
where h θi (θ) is a vector defined as
where τ 1 and τ 0 are Pr(d i = 1) and Pr
is the contribution to the log likelihood by an observation i. The equation (3) is the first order conditions for an m-estimation of θ. 4 This step is equivalent to estimating θ j with a corresponding sample separately.
3 Precisely speaking, the probabilities τ 1 and τ 0 are also estimated by
However, it is not necessary to account for the variability from the estimation of these probabilities. See Appendix A for details.
4 Clearly, we can interpret our estimation procedure as an estimating equation estimator.
The second step estimates µ by solving the sample counterpart of the equation (2):
where h µi (µ, θ) is defined as
It is equivalent to computing the conditional expectations with relevant samples and estimated parameters. The fact that θ is estimated at the first step needs to be taken into account in deriving the asymptotic variance of µ.
Proposition 1 Under the regular conditions, we have the asymptotic distribution of µ as follows:
where V ( θ) is the asymptotic variance of θ, and
See Appendix A for the proof.
The term G µθ V ( θ)G µθ corresponds to the delta method approach. The matrix S µµ represents variability due to variation in w i , which would arise even if the true value of θ were known. Since S µµ is a positive definite matrix, the variance estimator based on the delta method approach understates the true variance. Put it differently, ignoring the variation in
We estimate V ( µ) by
One of the concerns regarding statistical inference that empirical researchers often face is correlation within cluster. It is well-known that ignoring clustering tends to underestimate standard errors, and consequently it leads to overstate statistical significance (Moulton, 1986) . A panel data structure necessitates the clustering correlation as well (Arrelano, 1987; Liang and Zeger, 1988 ). An advantage of seeing the estimation of µ as m-estimation is the extension to the cluster robust estimator is straightforward by following Cameron et al.
(2011), which even makes it possible to control for multiway clustering. For example, suppose that G denotes the number of clusters, and there are N g observations within each cluster:
Then, the one-way clustering robust variance estimator is
where V c ( θ) is the cluster robust variance of θ. 
Alternative Estimation
This subsection discusses an alternative to µ and its asymptotic variance. As mentioned previously, Jann (2008) 
) although the last term asymptotically vanishes (Jann, 2008) . However, this derivation cannot be extended to nonlinear models since µ jk is not the function of the product of the two vectors, w i and θ j , but the average of
To explore more, define
We estimate µ jk by F (w k ; θ j ). As θ and w = (w 1 , w 0 ) are asymptotically independent, the asymptotic variance of µ is
where G µµw = ∂ µ/∂µ w and G µθ = ∂ µ/∂θ. This expression has parallel structure to V ( µ).
The first term arises from the fact the regressors are stochastic while the second term expresses the variability that comes from θ. However, for the nonlinear models, the asymptotic distributions of µ and µ are not equivalent. Thus, it is not appropriate to use V ( µ) to make an inference on µ. For comparison, we estimate V ( µ) in addition to V ( µ) in the Monte Carlo simulations and the real-data application in the following sections.
Monte Carlo Simulation
In this section we conduct the Monte Carlo simulation study to see the performance of the variance estimators discussed in the preceding sections. Besides the linear decomposition based on OLS, we consider several nonlinear models: Specifically, probit and logit for a binary outcome, Tobit for a censored outcome, and Poisson and Negative Binomial (NB) for a count data outcome. For the OLS, probit, and Tobit models, the data generating process (DGP) is y * ji = β 0j + β 1j x 1i + β 2j x 2i + ε ji , where ε ji ∼ N (0, 1). Then, y ji = y * ji for the OLS, y ji = 1(y * ji > 0) for probit, and y ji = y * ji × 1(y * ji > 0) for Tobit, where 1(·) is an indicator function. For the logit model, y ji = 1(β 0j + β 1j x 1i + β 2j x 2i + ε ji > 0), where ε ji follows the logistic distribution. For the Poisson and Negative Binomial models, y ji is generated to have a mean equal to exp(β 0j + β 1j x 1i + β 2j x 2i ). For the Negative Binomial model, the dispersion parameter α j is set to 0.5. We set the coefficients and DGPs of regressors the same for each group d i : β 0j = 0.5, β 1j = 1, and β 2j = −0.5 for j = 0, 1, and two regressors are distributed as x 1i ∼ N (0, 1) and x 2i ∼ χ 2 10 , the latter of which is subtracted by 10 and divided by √ 20
to have mean 0 and variance 1. Hence, the true values of coefficient and endowment effects are zero for all experiments. This is for a practical reason that we cannot compute the true values analytically unless the DGPs are the same across groups for the nonlinear models.
We consider the sample sizes N = 1, 000 and 5, 000. Instead of fixing the size of each group, we allow it to vary at each replication. Specifically, the value of d i is assigned as respectively. As expected, the sampling distributions differ between µ and µ for the nonlinear models. Especially, the endowment effects of Poisson and NB models show large differences.
The endowment effects based on µ, i.e., R e µ, exhibit twice as large variation as that on µ,
i.e., R e µ, and these differences do not vanish even with larger samples.
Columns (3)- (5) are the averages of estimated standard errors over 10,000 replicates.
By comparing column (1) and column (3), we can see that the averages of our proposed standard errors that account for the variability of regressors are very close to the Monte Carlo a The standard deviations of 10,000 replicates. Endowment (E) and Coefficient (C) effects are computed with d i = 1 as a reference group. That is, E=R e µ and C=R c µ (column (1)) and E=R e µ and C=R c µ (column (2) (4), the difference between our proposed variance estimator and the delta method variance estimator arises due to S µµ . It can be shown that for the endowment effect, R e S µµ R e = β 0 Var(x 1 )β 0 + β 0 Var(x 0 )β 0 , where Var(x j ) is the variance of x i conditional on d i = j. Since these two terms are positive, our proposed variance will always be larger than the delta method variance. On the other hand, for the coefficient effect, R c S µµ R c = β 1 Var(x 1 )β 1 + β 0 Var(x 1 )β 0 − 2β 1 Var(x 1 )β 0 . When β 1 = β 0 , the last term completely cancel out the first two terms. This implies that when β 1 and β 0 are close to each other, our proposed variance estimator will also get close to the delta method variance estimator. The same argument applies to the nonlinear models.
Columns (6)-(8) report the relative frequencies of the rejection of the null hypothesis that E=R e µ=0 or C=R c µ = 0 at the 5% significance level. Since the true values of E and C are zero in our setting, the relative frequencies measure a size of the test. As column (6) shows, there are little size distortions when the test statistics are computed with our proposed variance estimator except for the tests for the Poisson and NB models, which are under-sized when the sample size is small. Column (7) shows that the delta method variance leads to severe size distortions when the endowment effects are examined. Column (8) shows that computing the test statistics based on V ( µ) results in severe size distortions. It is because that the variance V ( µ) does not represent the variability of µ properly. Table 2 reports the rejection probabilities that based on V ( µ) for different values of d * . As d * gets smaller and smaller, the sizes become more and more distorted, in particular, for the Poisson and NB models. The size distortions tend to be less severe when N = 5, 000 than when N = 1, 000.
In addition to the case where each observation is independent of one another, we also consider the case where observations are correlated with clusters. To do so, we restrict the regressor x 2 to vary only at a cluster level and add cluster-specific error components. More specifically, we consider the following DGP:
ε i ∼ N (0, 1) and ε g ∼ N (0, 1) for g = 1, . . . , G. In this exercise, we consider only OLS, probit, and Tobit models. As before, y ji = y * ji for the OLS, y ji = 1(y * ji > 0) for probit, and
for Tobit, and there is no difference in DGP by group. Besides, we also add the clustering correlation to the group assignment process:
ν g ∼ N (0, 0.01), following Kline (2014) . We set the number of clusters as G = 25, 50, and 100. There are 40 observations in each cluster. That is, N g = 40 and N = 40 × G. Table 3 reports the results. As columns (2) and (4) show, the standard errors that ignore clustering underestimate the true variability of the decomposition effects and lead to over-rejection of the true null hypothesis. When the clustering correlation is taken into account, our proposed variance estimator is able to estimate the true variability. However, when the number of clusters is smaller, the cluster-robust variance estimator becomes biased downward. This result is consistent with the findings in the previous literature. It is because the cluster-robust variance builds on the assumption that G goes to infinity. However, as the analytical form of the cluster-robust variance estimator is presented, it is feasible to correct
bias by asymptotic refinement using the bootstrap method (Cameron et al., 2008) .
Real-Data Application
This section illustrates a real-data application. The data set used for this application is from the RAND Health Insurance Experiment (HIE). Appendix C for the definitions and summary statistics of these variables. In the benchmark computations of standard errors, we assume that each observation is independent of one another. Besides, as the data have a panel structure, that is, multiple observations per individual, we also compute the standard errors controlling for clustering at an individual level. In addition to the various ways of estimating standard errors discussed above, we also compute the bootstrap standard errors for comparison. as noted above, the bootstrap approach is still useful along with the analytical variance in order to obtain asymptotic refinement. As expected, the delta method approach underestimates the standard errors of the endowment effect compared to the proposed and bootstrap estimators by ignoring the variability of the regressors. We can also see that the standard errors based on µ do not coincide with the bootstrap standard errors.
Conclusion
This paper derives the asymptotic variance of the decomposition effects that are applicable to both linear and nonlinear cases. Our proposed estimator is an useful alternative to the bootstrap approach, which is the mostly used variance estimator in the applied literature of the nonlinear decomposition. We confirm the validity of our proposed variance estimator with the Monte Carlo simulations and the real-data application.
Our derivation of the asymptotic variance is in general settings, employing the framework of m-estimation. It makes it easy to extend the variance estimator to control for clustering correlation. our approach is also straightforward for further extensions. This section briefly mentions to several possible extensions.
First, we illustrate the decomposition using OLS and MLE since the literature has exclusively used these estimation methods. Our approach is clearly applicable to a nonlinear least squares model since it is one of m-estimators. It is also possible to extend to the decomposition based on generalized method of moments (GMM). Therefore, we are able to accommodate a variety of models.
Second, the decomposition may have additional terms besides the endowment and coefficient effects described in the paper. For example, the "threefold" decomposition (Daymont and Andrisani, 1984 ) is often applied. In this case, the additional term is simply a combination of the elements of µ like the other two effects, and therefore, it is possible to estimate the variance in the same way as other two effects by setting R properly. Also, the decomposition may also involve the F (·) evaluated with the parameters other than θ 1 or θ 0 . For example, the parameters are estimated from a pooled sample or a weighted average of θ 1 and θ 0 . We are able to apply the proposed approach by modifying the moment conditions at the first step and/or the second step.
Third, while the previous sections cover aggregate decompositions, the decomposition analysis often determines the contribution of each regressor to the endowment and coefficient effects (the "detailed" decomposition). Because of its linearity, the estimation of the detailed decomposition and its variance is straightforward for the OLS decomposition. We can simply divide the conditional expectations in (2) into the contribution of each regressor.
For the nonlinear decomposition, there is no unified approach for the detailed decomposition. 8 However, in principle, we can modify our approach so that we can estimate the asymptotic variance of the detailed decomposition for the nonlinear models.
The capability of these extensions values our proposed variance estimator further.
Appendices A Proof of Proposition 1
The derivation of asymptotic variance of µ is based on the sequential two-step estimation by Newey (1984) . Murphy and Topel (1985) and Pagan (1986) also derive similar results, and Newey and McFadden (1994) and Cameron and Trivedi (2005) illustrate the derivation in a clear fashion. Let δ = (θ , µ ) . Then, δ can be estimated by solving the equations (3) and (3.1) simultaneously. The consistency of δ requires the population moment condition that
Under the regular conditions, the asymptotic distribution is
where
Therefore, we can obtain the asymptotic variances of θ and µ:
In our context, this expression can be simplified. First, G µµ is simply a 4 × 4 identity matrix with a negative sign. Second, S θµ = S µθ = 0. To see this, note that E(h θi h µi ) = (4). Under the assumption of homoskedasticity or the information matrix equality, V ( θ) can be simplified further. We do not make such assumptions in the Monte Carlo simulation and the real-data application in this paper.
E [E(h
The expression (A.1) shows that when G µθ = lim N −1 N i=1 E(∂h µi /∂θ) = 0, as in the case of our study, it is necessary to account for the variability of θ in the second step. Looking at the opposite way, it reveals why we do not need to take the variability of τ in estimating θ and µ. It is easy to verify that E(∂h θi /∂τ ) = 0 and E(∂h µi /∂τ ) = 0, where τ = (τ 1 , τ 0 ) .
Therefore, the variability of τ does not influence the asymptotic variance of θ and µ. 
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