We proved direct and inverse theorems on B-spline quasi-interpolation sampling representation with a Littlewood-Paley-type norm equivalence in Sobolev spaces W 
Introduction
The purpose of the present paper is to study B-spline quasi-interpolation sampling representations with Littlewood-Paley-type norm equivalence in Sobolev spaces of a mixed smoothness, linear sampling algorithms on Smolyak grids based on them for recovery of functions from these spaces, and the optimality of these algorithms. Let us first briefly describe some main results. The historical comments will be given after.
We are interested in quasi-interpolation sampling representation and sampling recovery of functions on R 
where for a family Φ m = {ϕ y } y∈G d (m) of functions we define the linear sampling algorithm
The upper index s indicates that we restrict to Smolyak grids here. Let 1 < p, q < ∞ and r > max( 
To study optimality of linear sampling algorithms of the form (1.4) for recovering f ∈ F from n of their values, we can use also the sampling width
For 1 < p < q ≤ 2 or 2 ≤ p < q < ∞ and r > max(
2 ), as a consequence of (1.5) and a result on linear width proven in [22] we obtain the asymptotic order
(1.7)
The sparse grids G d (m) for sampling recovery and numerical integration were first considered by Smolyak [37] . In [38] - [41] and [10] - [12] Smolyak's construction was developed for studying the trigonometric sampling recovery and sampling width for periodic Sobolev classes and Nikol'skii classes having mixed smoothness. Recently, the sampling recovery for Sobolev and Besov classes having mixed smoothness has been investigated in [5, 6, 17, 18, 20, 34, 35, 44] . In particular, for non-periodic functions of mixed smoothness linear sampling algorithms on Smolyak grids have been recently studied in [43] (d = 2), [17, 18, 20, 35] using B-spline quasiinterpolation sampling representation. For 1 ≤ p, q ≤ ∞, 0 < θ ≤ ∞ and r > 1/p, the asymptotic order of the Smolyak sampling width r s n (U r p,θ , L q ) has been established in [17, 20] where U r p,θ is the Besov class of uniform mixed smoothness r. The first asymptotic order of sampling width r n (U r p,∞ , L q ) for 1 < p < q ≤ 2, r > 1/p, among classes of mixed smoothness was obtained in [10, 11] . For Sobolev classes of mixed smoothness, the first asymptotic order of sampling width r n (U r 2 , L ∞ ) was obtained in [40] .
It is remarkable to notice that so far the asymptotic orders of the sampling widths r n (U r p,θ , L q ) and r n (U r p , L q ) are known only in some cases with the condition p < q, for which the sampling algorithms R m on the Smolyak grid G d (m) are asymptotically optimal. Even the asymptotic order of the "simplest" sampling widths r n (U r 2 , L 2 ) is still an outstanding open problem.
In numerical applications for approximation problems involving a large number of variables, Smolyak grids was first considered in [46] . For non-periodic functions of mixed smoothness of integer order, linear sampling algorithms on Smolyak grids have been investigated in [4] employing hierarchical Lagrangian polynomials multilevel basis. There is a very large number of papers on Smolyak grids and their modifications in various problems of approximations, sampling recovery and integration with applications in data mining, mathematical finance, learning theory, numerical solving of PDE and stochastic PDE, etc. to mention all of them. The reader can see the surveys in [4, 31, 25] and the references therein.
Quasi-interpolation based on scaled B-splines with integer knots and constructed from function values at dyadic lattices, possesses good local and approximation properties for smooth functions, see [9, p. 63-65] , [8, p. 100-107] . It can be an efficient tool in some high-dimensional approximation problems, especially in applications ones. Thus, one of the important bases for sparse grid high-dimensional approximations having various applications, are the Faber functions (hat functions) which are piecewise linear B-splines of second order [4, 25, 27, 26, 28, 24, 3] . The representation by Faber basis can be obtained by the B-spline quasi-interpolation (see, e. g., [17] ).
A central role in sampling recovery of functions having a mixed smoothness, or more generally an anisotropic smoothness play sampling representations which are based on dyadic scaled B-splines with integer knots or trigonometric kernels and constructed from function values at dyadic lattices. These representations are in the form of a B-spline or trigonometric polynomial series provided with discrete equivalent norm for functions in Hölder-Nikol'skii-and Besov-types spaces of a mixed smoothness. By employing them we can construct sampling algorithms for recovery on Smolyak-type grids of functions from the corresponding spaces which in some cases give the asymptotically optimal rate of the approximation error. While the quasi-interpolation and trigonometric sampling representation theorems are already established for Hölder-Nikol'skii-and Besov-types spaces of a mixed smoothness [11, 14, 17, 18] , they are almost not formulated for Sobolev-type spaces of a mixed smoothness. Only a few particular cases are known for a small uniform mixed smoothness [7, 43] . The relations (1.1) and (1.3) present a Littlewood-Paley-type theorem on B-spline quasi-interpolation sampling representation for periodic Sobolev-type spaces of arbitrary uniform mixed smoothness. Independently from the present paper, a trigonometric counterpart of this theorem as well sampling recovery based on it have been investigated in [6] .
Finally, we refer the reader to the survey [19] for various aspects, recent development and bibliography on sampling recovery of functions having mixed smoothness and related problems.
The paper is organized as follows. In Section 2, we present a B-spline quasi-interpolation sampling representation for continuous functions on T d , and prove an explicit formula for the coefficient functionals in this representation. In Section 3, we prove direct and inverse Littlewood-Paley-type theorem for Sobolev spaces W We fixed an even number ℓ ∈ N and take the cardinal B-spline M = M ℓ of order ℓ. Let Λ = {λ(s)} |j|≤µ be a given finite even sequence, i.e., λ(−j) = λ(j) for some µ ≥ ℓ 2 − 1. We define the linear operator Q for functions f on R by
where
The operator Q is local and bounded in C(R) (see [8, p. 100-109] ). An operator Q of the form (2.1)-(2.2) is called a quasi-interpolation operator in C(R) if it reproduces P ℓ−1 , i.e., Q(f ) = f for every f ∈ P ℓ−1 , where P ℓ−1 denotes the set of d-variate polynomials of degree at most ℓ − 1 in each variable.
If Q is a quasi-interpolation operator of the form (2.1)-(2.2), for h > 0 and a function f on R, we define the operator
We define the integer translated dilation M k,s of M by
Then we have for k ∈ Z + ,
where the coefficient functional a k,s is defined by
Notice that Q k (f ) can be written in the form:
where the function L k is defined by
From (2.4) and (2.5) we get for a function f on R,
+ , let the mixed operator Q k be defined by
where the univariate operator Q ki is applied to the univariate function f by considering f as a function of variable x i with the other variables held fixed. We define the
where M k,s is the mixed B-spline defined in (2.9), and 10) and the univariate coefficient functional a ki,si is applied to the univariate function f by considering f as a function of variable x i with the other variables held fixed.
Since M (ℓ 2 k x) = 0 for every k ∈ Z + and x / ∈ (0, 1), we can extend the univariate B-spline M (ℓ 2 k ·) to an 1-periodic function on the whole R. Denote this periodic extension by N k and define
Since the function L Λ defined in (2.7) is 1-periodic, from (2.6) it follows that for a function f on T,
. In a way similar to the proof of [18, Lemma 2.2] one can show that for every f ∈ C(T d ),
For convenience we define the univariate operator Q −1 by putting Q −1 (f ) = 0 for all f on I. Let the operators q k be defined in the manner of the definition (2.8) by
(2.14)
From the equation Q k = k ′ ≤k q k ′ and (2.13) it is easy to see that a continuous function f has the decomposition f = 
where c k,s are certain coefficient functionals of f . In the multivariate case, the representation (2.15) holds true with the c k,s which are defined in the manner of the definition (2.10) by
See [17] for details. Thus, we have proven the following periodic B-spline quasi-interpolation representation for continuous functions on T d .
Lemma 2.1 Every continuous function f on T d is represented as B-spline series
converging in the norm of C(T d ), where the coefficient functionals c k,s (f ) are explicitly constructed as linear combinations of at most m 0 of function values of f for some m 0 ∈ N which is independent of k, s and f .
A formula for the coefficients in B-spline quasi-interpolation representations
In this subsection, we find an explicit formula for the coefficients c k,s (f ) in the representation (2.16) related to the ℓth difference operator ∆ 
Recall that a d-variate Laurent polynomial is call a function P of the form
where A is a finite subset in Z d and z
Sometimes we also write T
[P ]
. Notice that any operation over polynomials generates a corresponding operation over operators T [P ] h . Thus, in particular, we have
By definitions we have
We say that a d-variate polynomial is a tensor product polynomial if it is of the form P (z) = d j=1 P j (z j ), where P j (z j ) are univariate polynomial in variable z j . Lemma 2.2 Let P be a tensor product Laurent polynomial, h ∈ R d with h j = 0, and ℓ ∈ N. Assume that
h (g) = 0 for every polynomial g ∈ P ℓ−1 Then P has a factor D ℓ and consequently,
where P * is a tensor product Laurent polynomial.
Proof. By the tensor product argument it is enough to prove the lemma for the case d = 1. We prove this case by induction on l. Let P (z) = n s=−m c s z s for some m, n ∈ Z + . Consider first the case l = 1. Assume that
h (g) = 0 for every constant functions g. Then replacing by g 0 = 1 in (2.19) we get T
h (g 0 ) = n s=−m c s = 0. By Bézout's theorem P has a factor (z − 1). This proves the lemma for l = 1. Assume it is true for l − 1 and T
[P ]
h (g) = 0 for every polynomial g of degree at most l − 1. By the induction assumption we have
We take a proper polynomial g l of degree l − 1 (with the nonzero eldest coefficient). Hence ψ l = ∆ l−1 h (g l ) = a where a is a nonzero constant. Similarly to the case l = 1, from the equations 0 = T
(ψ l ) we conclude that P 1 has a factor (z − 1). Hence, by (2.20) we can see that P has a factor (z − 1)
l . The lemma is proved.
Let us return to the definition of quasi-interpolation operator Q of the form (2.1) induced by the sequence Λ as in (2.2) which can be uniquely characterized by the univariate symmetric Laurent polynomial
Let the d-variate symmetric tensor product Laurent polynomial P Λ be given by
For the periodic quasi-interpolation operator
given as in (2.11), from (2.3) we get
Let us first find an explicit formula for the univariate operator Q k (f ). We have for k > 0,
From (2.22) and the refinement equation for M , we deduce that
By the identities
In a similar way we obtain
We define
we receive the following representation for q k (f ), 26) and for k > 0,
From the definitions of Q k and q k it follows that
Hence, by Lemma 2.2 we prove the following lemma for the univariate operators q k .
Lemma 2.3 We have
(2.28)
where P * even , P * odd are a symmetric Laurent polynomial. Therefore, in the representation (2.26)-(2.27) of Q k (f ), we have for k > 0,
Equivalently, in the representation (2.15) of Q k (f ), we have for s ∈ I(0)
and for k > 0 and s ∈ I(k),
Proof. Consider the representation (2.15) for Q k (f ) and d = 1. If g is arbitrary polynomial of degree at most ℓ − 1, then since Q k reproduces g we have Q k (g) = 0 and consequently, c k,s (g) = 0 for k > 0. The equations (2.26)-(2.27) give an explicit formula for the coefficient c k,s (g) as T
[Peven] 
29)
Proof. Indeed, from the definition of c k,s (f ) and Lemma 2.3 we have for every
Examples
The operator Q is induced by the sequence Λ as in (2.2) which can be uniquely characterized by the univariate symmetric Laurent polynomial P Λ . In this subsection, we give some examples of the univariate symmetric Laurent polynomial P Λ characterizing quasi-interpolation operator Q of the form (2.1). For a given P Λ , the Laurent polynomials P * even and P * odd can be computed from (2.23)-(2.25).
Let us consider the case ℓ = 2 when M (x) = (1 − |x − 1|) + is the piece-wise linear cardinal B-spine with knot at 0, 1, 2. Let Λ = {λ(s)} j=0 (µ = 0) be a given by λ(0) = 1. If N k is the periodic extension of M (2 k+1 ·), then
where I(k) := {0, 1, ..., 2 k+1 − 1}. Consider the related periodic nodal quasi-interpolation operator for functions f on T and k ∈ Z + ,
We have
, and
Hence,
and for k > 0,
We show that after redefining N k,2s as ϕ k,s , the quasi-interpolation representation (2.16) becomes the classical periodic Faber series. We introduce the univariate hat functions ϕ k,s by
where Z(0) := {0} and Z(k) := {0, 1, ...,
and the d-variate periodic Faber system F d by
For functions f on T, we define the univariate linear functionals λ k,s by
Let the d-variate linear functionals λ k,s be defined as
where the univariate functional λ ki,si is applied to the univariate function f by considering f as a function of variable x i with the other variables held fixed. It is well known that the d-variate periodic Faber system F d is a basis in C(T d ), and a function f ∈ C(T d ) can be represented by the Faber series 32) converging in the norm of C(T d ).
Let us consider the case ℓ = 4 when M (x) is the cubic cardinal B-spine with knot at 0, 1, 2, 3, 4. We define a sequence Λ of the form (2.2) inducing a quasi-interpolation Q via the polynomial P Λ as in (2.21) which uniquely defines Λ. One of possible choices is
Then, we have
and
3 Direct and inverse theorems of sampling representation
Function spaces of mixed smoothness
We define the univariate Bernoulli kernel
and the multivariate Bernoulli kernels as the corresponding tensor products
Let r > 0 and 0 
and f W r p := ϕ p for f represented as in (3.1). For 1 < p < ∞, the space W r p coincides with the set of all f ∈ L p such that the norm
is finite, wheref (s) denotes the usual sth Fourier coefficient of f . There are some different equivalent definitions of W r p , for instance, in terms of Weil fractional derivatives (see, e.g, [13] ).
We use the notations:
with C an absolute constant not depending on n and/or f ∈ W, and A n (f ) ≍ B n (f ) if A n (f ) ≪ B n (f ) and B n (f ) ≪ A n (f ). Denote by ⌊y⌋ the integer part of y ∈ R. For a function f ∈ L p and a vector k ∈ Z d + we define the set
and the function
For the following lemma see [33] (also [2, Chapter III, 15.2]).
Lemma 3.1 Let 1 < p < ∞ and r > 0. Then we have the following norm equivalence
The following lemma has been proven in [45] .
Lemma 3.2 Let 1 < p < ∞ and r < ℓ. Then we have the following norm equivalence
be the mixed (ℓ, u)th modulus of smoothness of f (in particular, ω
If 0 < p, θ ≤ ∞, r > 0 and ℓ > r, we introduce the quasi-semi-norm |f | B
For 0 < p, θ ≤ ∞ and 0 < r < l, the Besov space B 
Maximal functions
For a locally integrable function f on T, the Hardy-Littlewood maximal function is defined as 
From a result in [21] follows Lemma 3.3 Let 1 < p < ∞ and f k k∈Z d + be a sequence of locally integrable functions on T d . The we have
Let m, n ∈ R d with positive components. For a continuous function f on T d , the Peetre maximal function is defined as
If n = (n, ..., n), we write P m,n (f, x) := P m,n (f, x). Lemma 3.4 For the univariate trigonometric polynomial f of degree ≤ m, we have
where C > 0 is a constant independent of f, m, h.
For the proof of the following lemma see [45] .
Lemma 3.5 Let 1 < p < ∞ and f k k∈Z d + be a sequence of trigonometric polynomials f k of degree m (k) , and
Then we have The we have
where C > 0 is a constant independent of f and m
Direct theorem of sampling representation
In this subsection we prove the following direct theorem of B-spline sampling representation in Sobolev space of mixed smoothness. 
and I n (k) := n + I * (k) for n ∈ {0, .., ℓ − 1} d . Then we can split q k (f ) into a sum as
and consequently, to prove (3.2) it is sufficient to show that each term in sum in the right hand side ≪ f W r p . We prove this for instance, for the term corresponding to n = 0. Let us rewrite the inequality to be proven in the following more convenient form
For a vector k ∈ Z d + we define the function
Notice
which yields the inequality
We give a preliminary estimate for the terms in the right hand side
In the next step, we establish an estimate for q * k (f k+m ). Denote by σ(k, s) the support of the B-spline N k,s . Then by the construction, for every k ∈ Z d + , the intersection of the interiors of σ(k, s) and σ(k, s ′ ) is empty for different s, s ′ ∈ I * (k), and
Hence, we derive that
Fix a number ν > 0 such that max(
2 ) < ν < r. From the last inequality we want to the following inequality
We first obtain the univariate case of this inequality which is of the form
from the inequality for every k ∈ Z + ,
Let x ∈ T and k ∈ Z + be given. Then by (3.8) there is a s ∈ I * (k) such that x ∈ σ(k, s).
and therefore,
If k > 0, by Lemma 2.3 we have
Notice that for a continuous function g and a ≥ 0,
All these together give
On the other hand, if m ≥ −k we have by Lemma 3.4 another estimate the trigonometric polynomial f k+m of degree 2 k+m ,
Hence, there holds the inequality
Indeed, if m < 0 and m + k ≥ 0,
and consequently, by (3.13),
which together with the equation h (k) = ℓ −1 2 −k and (3.15) proves (3.16) m < 0 and m + k ≥ 0. In the case m < 0 and m + k < 0, (3.16) is trivial because by definition f k+m = 0. By combining (3.12), (3.14) and (3.14) we prove (3.11). The d-variate inequality (3.9) can be easily derived from the univariate inequality (3.11) by a tensor product argument.
We are now in position to estimate A m (f ). Indeed, putting for m ∈ Z d , 17) from (3.6) and (3.11) and Lemmas 3.5 and 3.1 it follows that
Hence, by (3.6), (3.17) and the inequalities ℓ − r > 0 and ν − r < 0, we have
The proof is complete.
Theorem 3.1 has been proven in [7] for the case ℓ = 2 in terms of Faber series (see Subsection 2.3).
Inverse theorem of sampling representation
Theorem 3.2 Let 1 < p < ∞ and 0 < r < ℓ − 1. Then for every function f on T d represented as a B-spline series 20) we have f ∈ W r p and
whenever the right hand side is finite.
Proof. For k ∈ Z d + , let I * (k) be the subset in I(k) defined in the proof of Theorem 3.1. By the same argument as in the proof of Theorem 3.1 it is sufficient to prove that for a function f on T d represented as a B-spline series
we have
whenever the right hand side is finite. Due to Lemma 3.2 the last inequality is equivalent to 
The 
For a given x ∈ T, we preliminarily estimate the univariate integral
If m > 0, from the definition (2.17) we derive that
Notice that for k + m ≥ 0, the B-splines N k+m,s have the ℓ − 1 derivative uniformly bounded by C2
with an absolute constant C. Hence, we get for |h| ≤ 2 −k ,
and consequently,
Taking account that q * k+m = 0 for k + m < 0, and summing up we arrive at the estimate
We introduce some notations: with the sum over k changing to the supremum when θ = ∞, whenever the right hand side is finite. proven in [22] (see also [23] ).
Corollary 4.4 has been proven in [5] for the case 2 = p < q ≤ ∞.
Final remarks. All the results in this paper can be in a natural way extended to the Sobolev space W r p and class U r p of nonuniform mixed smoothness r with r = r 1 = · · · = r ν < r ν+1 ≤ r ν+2 ≤ · · · ≤ r d by using the same methods and techniques. In particular, the direct and inverse Littlewood-Paley-type theorems of B-spline sampling representation for the space W The direct and inverse theorems of B-spline sampling representation for Sobolev spaces of mixed smoothness in Section 3 can be also easily extended to Triebel-Lizorkin spaces of mixed smoothness. With the extended theory of trigonometric sampling representation to Triebel-Lizorkin spaces the authors of [6] are able to strengthen the results for Sobolev spaces and remove the smoothness restriction r > max( 
