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Chemotaxis is critical during development, tissue repair, immune response and cancer 
metastasis. The excitable network hypothesis can account for recent observations of 
propagating waves of signal transduction and cytoskeleton events as well as behaviors of 
migrating cells. However, the molecular feedback loops involved in these networks that bring 
about excitability are poorly understood. We show that during random migration and in 
response to chemoattractants, cells maintain complementary spatial and temporal distributions 
of Ras activity and PI(3,4)P2 in Dictyostelium cells. In addition, depletion of PI(3,4)P2 leads 
to elevated Ras activity, cell spreading and altered migratory behavior. Furthermore, RasGAP2 
and RapGAP3 bind to PI(3,4)P2 and the phenotypes of cells lacking these genes mimic those 
with low PI(3,4)P2 levels, providing a molecular mechanism. These findings suggest that Ras 
activity drives PI(3,4)P2 down causing the PI(3,4)P2-binding GAPs to dissociate from the 
membrane, further activating Ras, completing a positive feedback loop essential for 
excitability.  
Furthermore, we demonstrated that there is an ongoing flow of vesicular PI(3,4)P2 through the 
cell and a compensatory forward flow along the membrane, which establishes a back-to-front 
gradient of PI(3,4)P2. Specifically, first, we show that PI(3,4)P2 localized to the lagging edge 
of Dictyostelium and neutrophils. Surprisingly, this lagging edge component also localizes to 
retracting leading edge protrusions and nascent macropinosomes, even in the absence of PIP3. 
Second, PI(3,4)P2 is internalized on macropinosomes and transported on microtubules into the 
cytosol. Once internalized, the macropinosomes break up into smaller PI(3,4)P2-enriched 
vesicles, which dock and fuse to the plasma membrane at the cell rear. Third, we determined 
that the PI(3,4)P2 molecules incorporated at the back diffuse along the membrane towards the 
front, where they are degraded. Last, a stochastic mathematical model confirmed that this cycle 
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brings about a stable back-to-front gradient. This reverse fountain flow of PI(3,4)P2 in 
establishing the back-to-front gradient could be essential for polarity in cell migration. Taken 
together, our findings uncovered a mutually inhibitory Ras-PI(3,4)P2 mechanism essential for 
excitability, and shed light on the dynamics and role of PI(3,4)P2 in regulating polarity in cell 
migration. Our work provides novel frameworks to control cell migration in many 
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1.1 Importance of directed cell migration 
Throughout phylogeny, migrating cells possess an internal compass which enables them to 
sense and move towards or away from gradients of extracellular, soluble chemoattractants or 
repellants, respectively. In-depth studies over the past century have revealed that chemotaxis 
plays a crucial role in the development and physiology of uni- and multicellular organisms. In 
bacteria, archaea and protozoa, cells perform chemotaxis for the purposes of seeking nutrients 
in the environment, intercellular aggregation and multicellular morphogenesis, and spreading 
infection within the host (1-3). Apart from chemotaxis, cells possess the ability to sense and 
move along gradients of other environmental stimuli, such as light, electric fields(4, 5), surface 
stiffness(6), shear forces, temperature(7), and substrate-bound signaling molecules(8-10).  
In metazoans, directed cell migration is required during embryonic development and in adults. 
During embryogenesis, concerted movement of epithelial sheets bring about gastrulation, while 
precursor cells residing in different stem cell regions, such as neural crest, brain ventricles, 
somites and primitive streak, leave their niche and move towards their target sites (11-15). In 
adults, guided migration is critical for several processes such as trafficking of immune cells 
towards invading pathogens, coordinated movement of keratinocytes and fibroblasts into the 
wound site during its healing, motility of sperm towards the egg during fertilization, homing 
of endogenous stem cells to maintain tissue homeostasis (16-19).  
Irregularities in directional migration gives rise to congenital abnormalities, such as neuronal 
migration disorders, and inflammatory diseases, such as various allergies and infections, 
atherosclerosis, angiogenesis and cancer metastasis (20-23). The concepts outlined here also 
shed light on understanding cell migration in development and diseases. 
1.2 Varied cellular protrusions in a vast range of physiological functions 
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Migratory cells move with the help of a diverse array of morphological appendages, which lead 
to different migration modes. Bacteria, protozoa and sperm rely on flagella and cilia for 
propulsion and movement (24, 25). Leukocytes and amoebae move by rhythmically extending 
and retracting discrete actin-rich protrusions, which may appear as wide cup-like structures at 
the top and sides of the cell or narrower ones situated closer to the substratum. These are 
traditionally referred to as macropinosomes or pseudopods, respectively (Figure 1A and B) (23, 
26, 27). In certain cases of amoeboid motion, due to contractile pressure, the plasma membrane 
detaches from the actomyosin cortex and causes cytoplasmic extensions or ‘blebs’ to appear 
(Figure 1C) (28-30). Keratocytes glide with the help of a single, broad, actin-filled, anterior 
protrusion and can preserve their shape and direction during motion (30, 31). Mesenchymal 
cells, such as fibroblasts, move on the extracellular matrix (ECM) with the help of sheet-like 
lamellipodia and thin, finger-like filopodia, which form at the leading edge of the cell (Figure 
1D and E) (32, 33). The attachment to the ECM causes these cells to move at a speed of 0.2-1 
µm/min, while cells displaying amoeboid or keratocyte-like migration move at a speed of 5-20 
µm/min (34).  
Under different physiological conditions, variations of this general scheme can give rise to a 
diversity of protrusions and migration modes in cells. 1) Blood cells of myeloid and monocytic 
lineages or metastatic cancer cells form actin-rich ventral projections called podosomes or 
invadopodia, respectively, which degrade the ECM through secretion of matrix 
metalloproteinases, and help cells migrate across extracellular barriers (Figure 1F) (35). 
Interestingly, in patients suffering from Wiskott–Aldrich syndrome, dendritic cells and 
macrophages have defective podosome formation (36). 2) Polarized epithelial cells display 
acto-myosin enriched apical regions with broad, F-actin rich lamella-like protrusions at the 
baso-lateral surface. Their migration is limited due to intercellular interactions (Figure 1G) (37, 
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38). 3) During oogenesis and embryogenesis,  cells move collectively, including Drosophila 
border cell clusters, which detach from the follicular epithelium and migrate toward the oocyte 
(39, 40); Drosophila tracheal cell clusters, which branch out to form the tracheal system and 
zebrafish lateral line primordium, which migrates to form the lateral line sensory system 
(Figure 1H) (41). 4) Though not technically cell migration, the process of cytokinesis resembles 
two cells migrating away from each other. Consistently, F-actin rich protrusions and myosin, 
which segregate to the anterior or posterior regions of migrating cells move to the poles or 
furrow of dividing cells during cytokinesis (Figure 1I) (42, 43). Thus, varied actin-dependent 
protrusions are crucial for a vast range of cellular functions, including morphogenesis, tissue 
regeneration, immunity and cell division.  
 
Figure  1. Snapshots of diverse cellular protrusions. 
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Throughout the illustration, all cells and their protrusions are shown in top (upper) and side (lower) views, except 
for polarized epithelial cells (G), which is shown only in side view. F-actin is denoted as mesh of green lines, 
acto-myosin as a heavy orange line, and the extracellular matrix (ECM) is shown in yellow. For migratory cells, 
the direction of migration is from left to right, as shown with a grey arrow. The respective migratory speeds are 
mentioned below each grey arrow. Wide and cup-shaped macropinosomes (A) or narrower and longer pseudopods 
(B) are F-actin rich structures which extend and retract rhythmically near the top and sides of the amoeboid cell, 
or near the substratum, respectively. (C) In some instances, cells move with the help of bulky cytoplasmic 
structures or ‘blebs’ which form by detachment of cell membrane from the actomyosin cortex due to contractile 
pressure. Cells move at a fast speed of 5-20 µm/min with the help of macropinosomes, pseudopods or blebs. (D)  
Fibroblasts move on the ECM with the help of a broad, thin, F-actin filled anterior protrusion called lamellipodia. 
The actin network of these structures sometimes protrudes further to form thin, finger-like projections called 
filopodia (E). Due to the focal adhesion-based attachment of these cells to the ECM, they move at a far slower 
speed of 0.2-1 µm/min. (F) Macrophages and some cancer cells form polymerized actin-rich ventral protrusions, 
referred to as podosomes or invadopodia, which also secrete metalloproteases to degrade the ECM. (G) Epithelial 
cells polarize along the apical-basal axis and migrate very slowly as epithelial sheets. (H) During oogenesis and 
embryogenesis, actin polymerization directly pushes forward the plasma membrane of Drosophila border cells 
and Xenopus neural crest cells in the form of a broad lamellipodia, and help the cells to migrate collectively. (I) 
During cytokinesis, F-actin and actomyosin localize to the poles and cleavage furrow, giving the dividing cell the 
appearance of two cells migrating away from each other.   
 
1.3 Spatiotemporal regulation of signal transduction and cytoskeletal 
networks 
In migrating cells, many of the signaling molecules, including both lipids and proteins, that 
mediate polarity and directed cell migration are selectively localized or activated at the leading 
edge. While others, initially present on the membrane/cortex dissociate from the protrusions. 
These asymmetrically distributed molecules are referred to as “front” or “back”, respectively. 
A growing list of such spatially restricted molecules is shown in Figure 2A. For example, front 
events such as Ras, TORC2, PI3K activation, PKB localization or PIP3 accumulation occur at 
the tips of protrusions of the vegetative and polarized cells, and back events such as PTEN or 
Myosin II dissociation from pseudopods and localization to the tail of the cells (44-47). We use 
the terms “events” or “activities” throughout the review to refer to localization/accumulation 
or activation/deactivation of components. These complementary distributions of molecules and 
activities are a crucial first step in establishing polarity and guiding cell migration and are 
maintained even in the absence of a chemoattractant gradient (Figure 2B). The same 
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complementary pattern of front and back events is observed even when the actin skeleton is 
disrupted by Latrunculin A. As shown in Figure 2C, in Latrunculin A-treated cells, front 
components such as PI3K are localized in the cytosol and back components like PTEN are on 
the membrane. In response to uniform chemoattractant, front components redistribute evenly 
over the cortex or membrane, whereas back components translocate into the cytosol.  When 
the cells are exposed to a gradient of chemoattractant, front events show an accumulation in a 
‘dancing crescent’ whose orientation oscillates around the direction of the gradient. The 
behavior of the back events such as PI(3,4)P2 accumulation is diametrically opposed and faces 
away from the gradient (48) (Figure 2C).  
There are situations which parallel migration where these complementary distributions are 
conserved. For example, during macropinocytosis, the extending edges of the forming cups are 
decorated with front components like PIP3, whereas back components like PTEN localize to 
the base (Figure 2D) (49). During cytokinesis, back components move uniformly to the 
membrane, while front components localized to the cytosol. As the cell elongates, front 
proteins associate with the cell membrane at the poles while back proteins accumulate at the 
cleavage furrow together with the acto-myosin ring (Figure 2E) (50). In epithelial cells, front 
events are localized to the basolateral surfaces, and back events are at the apical side (51) 
(Figure 2F). In multinucleated mutants or fused giant Dictyostelium cells, which display waves 
of actin polymerization, the same complementary patterns of front and back events are again 
observed as shown in Figure 2G (52). Most of the basal surface is occupied by back markers, 
except in the region of actin polymerization where the front molecules appear.  
We have observed that cytoskeletal activity alone produces only transient, narrow extensions.  
Upstream signal transduction networks are needed to provide coordination of cytoskeletal 
activities across protrusive cellular structures. When accompanied by signal transduction 
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events, such as Ras and PI3K activation or PTEN inhibition, the protrusions are sustained, 
reaching out wider or longer (53). The complementary distributions of these front and back 
events observed have an important role in regulating protrusions. In Dictyostelium, the 
coordinated activity of at least thirteen biosensors suggests that activation of the entire signal 
transduction network accompanies each protrusion. The molecular components involved in cell 
migration are remarkably conserved between the social amoeba, Dictyostelium and mammalian 
cells. Dictyostelium cells are easily cultivable in the laboratory, well suited for live cell imaging 
and are naturally migratory cells and have a haploid genome which is completely sequenced 
and annotated. This makes the amoeba an excellent model system for studies of eukaryotic cell 
migration (54). 
Furthermore, as described below, small shifts in these upstream events can elicit a striking 
transition in different protrusive activities and migratory modes (44, 55). These observations 
are not accounted for in the classical view of cell migration. It is believed that different types 
of protrusions, such as filopodia and lamellipodia, are the results of activations of specific 
regulators of the actin-myosin cytoskeleton, such as Arp2/3 and formins (56-58), and signal 
transduction networks merely provide directionality to these protrusions. In the following 
sections, we discuss emerging insights into the role of spontaneous signal transduction events 




Figure  2. Complementary front and back cellular events.  
A. Components of front (up) and back (bottom) are listed. (B). Front activities, such as Ras or PI3K activation, 
occur at the protrusions of migrating polarized cells, respectively (denoted in dark green, top row). These front 
activities are complemented with back activities, which localize to the trailing edge of the cells (denoted in red, 
top row). (C). Upon global or gradient chemoattractant stimulation, latrunculin A-treated cells also show 
opposite distribution of front (top) and back (bottom) activities. (D). During macropinocytosis, front activities is 
at the macropinocytic cup, and back activities are at the back of the cup and cell. (E). During cytokinesis, these 
front molecules are found at the poles of the dividing cells and the back molecules accumulate at the cleavage 
furrow. (F). In epithelial cells, the front events are localized to the basolateral surfaces (green, top), and the back 
events are at the apical side (red, bottom). (G). This complimentary pattern of front and back molecules is 
conserved in fused Dictyostelium cells.  
 
1.4 Excitability of signal transduction and cytoskeletal networks 
Accumulating evidence points to the fact that these signal transduction and cytoskeletal 
activities are excitable. Excitability has served as an emerging framework to decipher 
numerous biological systems, from neuronal action potentials to cardiac calcium waves, from 
yeast glycolytic oscillations to vertebrate segmentation. Excitable systems have characteristic 
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hallmarks such as all-or-none response, refractoriness and wave propagation. Quantitative 
measurement in Dictyostelium has directly demonstrated the excitable nature of the signal 
transduction and cytoskeletal networks. For example, Huang et al. showed that activation of 
Ras, in response to short and long supra-threshold stimuli is the same and are followed by a 
refractory period of ~50 seconds (59). Consistently, signal transduction and cytoskeletal 
constituents propagate as waves on the cortex and annihilate when oppositely-directed waves 
collide, further supporting the existence of excitability (see Figure 2E) (60). With similar 
observations being described in other cell types including neutrophils (61, 62), macrophages 
(63), and mast cells (64-66), excitability is likely a conserved feature of many molecular 
networks. 
The signal transduction and cytoskeletal events appear to operate as distinct, yet closely 
interacting, excitable systems. In Dictyostelium, molecular events in cell migration can be 
broadly classified into two networks, the Signal Transduction Excitable Network (STEN) and 
the Cytoskeletal Excitable Network (CEN) (Figure 3A). Differences between STEN and CEN 
are manifested in their responding kinetics to global stimulus, as well as localization 
morphologies in spontaneous wave patterns. In response to cAMP addition, STEN components, 
including phospholipids, Ras/Rap small GTPases, and PKBs, show a level/activity increase 
with kinetics slower than CEN components including F-actin, Rac, coronin, and HPSC300. 
Consistently, in spontaneous traveling waves, STEN components show diffuse bands while 
CEN display sharp ‘two-peak’ morphologies and puncta associated with the trailing peak 
(Figure 3B).  These differences in kinetics and localization highlight the intrinsic differences 
in excitability between STEN and CEN. On the other hand, STEN and CEN are closely coupled 
and entrained. Acute perturbations at different nodes suggest that STEN drives CEN to form 
waves. CEN also regulates the triggering of STEN, possibly through RapGAP1 and GflB (55). 
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Future work is required to reveal more detailed biochemical interactions and integrate them on 
a systematic level. 
 
Figure  3. Summary of STEN and CEN networks with positive and negative feedback loops.  
(A) Positive feedback in STEN is brought about by mutual inhibition between Ras/Rap activity and PI(3,4)P2 
and PI(4,5)P2 at the cell cortex and delayed negative feedback due to PKB activation by PIP3 and TorC2. (B). 
The corresponding B, F, and R states are depicted on basal surface of a fused Dictyostelium cell. Time-lapse 
Confocal images (left) showing distribution of LimE (red) and PHcrac (green) during wave propagation at the 
basal surface of a migrating fused Dictyostelium cell. White dashed line marks the outline of the fused cell 
(Right). F represents the F state, B represents the B state and R represents the R state. The B-state region is 
characterized by low Rap/Ras, TorC2, and PI3K activity and high PI(3,4)P2 and PI(4,5)P2 levels.  As a region 
transitions to the F-state, Rap/Ras activity increases, PI(3,4)P2 decreases strongly, and PI(4,5)P2 decreases 
slightly.  There is a slower rise in PKB activity due to the elevation of TorC2 and PIP3.  A refractory period (R 
state) follows associated with lower Rap/Ras activity and higher PI(3,4)P2/PI(4,5)P2 levels and PKB activity.  
The PKBs feed into CEN, promoting F-actin polymerization and loss of cortical myosin.  In turn, the activated 
cytoskeletal activity provides fast positive and slow negative feedbacks to STEN.  
 
1.5 Wave patterns, cortical dynamics and cellular protrusions. 
The idea that wave propagation controls protrusion formation has been supported by recent 
evidence. It was found that fast undulations of CEN cover the cell periphery, but sustained 
protrusions are only formed when significant STEN activities drive CEN to support wave 
propagation (47, 53, 55, 59). Furthermore, the dynamic properties of wave propagation closely 
mirror those of pseudopods in migrating cells. Innately, waves of STEN and CEN have limited 
range – they gradually decrease speed and eventually extinguish rather than propagating 
persistently. Similarly, pseudopods only grow to a defined size before collapsing rather than 
expanding continually (67, 68). Thus, STEN and CEN waves, serving as the drivers of 
protrusions, can account for the extension and retraction dynamics of pseudopods. 
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Recent experiments with acute perturbations further support the causal relationship between 
wave properties and protrusion determination (Figure 4). First, within minutes of lowering 
threshold of STEN activation, by decreasing PIP2 or increasing Ras/Rap activities using 
chemically induced dimerization, waves propagate with elevated speed and range. 
Consequently, narrower pseudopods become wider lamellipodia-like protrusions and the cell 
migratory mode shifts from amoeboid to keratocyte-like and oscillatory (Figures 4B and F). 
Second, increasing PKBs activities produces negative feedback in STEN, but also promotes 
coupling between STEN and CEN. This raises the threshold of STEN, and simultaneously 
lowers threshold of CEN, leading to slower wave propagation and more wave initiation centers 
(Figure 3A). This generates numerous spiky filopodia-like protrusions (Figures 4C and G). 
Similarly, recruiting RacGEF1 to the membrane produces positive feedback in CEN, and 
delayed negative feedbacks in STEN. This lowers the threshold of CEN and increases threshold 
of STEN, leading to disrupted wave patterns and many diffuse actin patches (Figure 3A). As a 
result, sustained protrusions cannot be formed due to a lack of wave propagation, and the cells 
generate ruffles on the cortex and lose the ability to move (Figures 4D and H). All these 
transitions occur in a much faster time scale than that of gene regulation. Thus, tweaking the 
feedback loops within and between STEN and CEN leads to a range of wave patterns, which 
results in a spectrum of interchangeable cellular protrusions.  
Future work is needed to advance the hypothesis that set points of the STEN-CEN machinery 
determine various types of cellular protrusions. Sophisticated higher resolution imaging is 
required to directly visualize and analyze wave propagation patterns at sites of different 
protrusions, given the challenges posed by the highly dynamic and three-dimensional nature of 
the cortex of migrating cells. Moreover, the extent to which this model is conserved must be 
tested. It is possible that different cells types have different expression levels of the STEN-
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CEN components innately, which holds the networks of each cell at a specific set point. Thus, 
different cells display specific types of protrusions predominantly. Finally，the connection 
between the wave properties and specific cytoskeleton nucleators needs investigation.  
 
Figure  4. Cartoon of Perturbations and different wave patterns & cellular protrusions. 
 (A-D). Cartoons depicting the cortical wave patterns corresponding to cellular morphology in fused giant cells 
(top) or single cells (bottom). Cells without perturbations of the threshold of STEN/CEN (A); with perturbations 
of lowering the threshold of STEN (B); with perturbations of lowering of the threshold for CEN/raising that of 
STEN (C); with perturbations of lowering of the threshold of CEN/removing STEN (D). (E-H) Confocal images 
corresponding to (A-D), showing LimE patterns (CEN) on the basal surface of fused Dictyostelium cells (top) 
and on the protrusions of single cells (bottom).  Cells without perturbations of the threshold of STEN/CEN. (E); 
with perturbations of lowering PI(4,5)P2 by recruitment of 5-phosphatase Inp54p (lowers the threshold for 
STEN) (F); with perturbations of recruitment of PKBA (lowers the threshold of CEN and raises that of STEN) 
(G); with perturbations of recruiting RacGEF1 (lowers the threshold of CEN/extinguishes STEN) (H). Scale bar 




It is interesting to note that blebs, usually thought to be controlled by hydrostatic pressure rather 
than any actin regulators, are nevertheless associated with Ras activation (Figure 5), pointing 
to the possibility of using the STEN-CEN framework to fully comprehend bleb formation. 
Figure  5. Blebs are associated with Ras activation.  
The time-lapse confocal images of the same cell were obtained every 2 s. Confocal images showing blebs under 
bright field (top) and Ras activity sensor, Ras-binding domain of Raf-1 (RBD-GFP) under confinement in a 
Dictyostelium cell. Red arrows point to newly forming blebs.  
 
1.6 Molecular mechanisms giving rise to excitability. 
Activator-inhibitor systems are typically used to explain wave propagation and excitability. In 
these systems, the activator is controlled by an autocatalytic loop, and generates the inhibitor, 
which provides negative feedback to the activator (69). Further refinement of this model 
proposes that local regions of the cell cortex transition between inactive, active, and refractory 
states, designated as B, F, and R, respectively. Mutual inhibition between the B and F states 
creates the positive feedback loop. The F and R states are related through a delayed negative 
feedback loop. In resting cells, most of the cortex is in the B state. Once initiated, waves 
propagate outwardly because diffusion of F state components triggers activation in adjoining 
B but not R region (70). Computational analyses based on such reaction–diffusion equations 
are able to simulate the distributions of F, B and R during wave propagation.  
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My thesis reported the mutually inhibitory interactions between Ras/Rap and PI(3,4)P2/ 
PI(4,5)P2 activities comprise a positive feedback loop, consistent with assigning these 
components as F and B, respectively. When cells are stimulated, Ras is activated, while 
PI(3,4)P2 levels drop significantly, and PI(4,5)P2 levels drop slightly. When PI(3,4)P2 levels 
are lowered with genetic or synthetic tools in the cells，Ras/Rap activities are elevated (Figure 
3A). Purified Lowe oculocerebrorenal syndrome protein (OCRL) homolog, Dd5P4, has been 
shown to generate PI(3,4)P2 from PI(3,4,5)P3 in vitro, and Li and Edwards et al have reported 
PI(3,4)P2 level is low in Dd5P4 null cells. An example is shown in Figure 6, wild-type cells 
display one to three small patches of Ras activity, but the Dd5P4 null cells, which have lower 
PI(3,4)P2 levels, display higher Ras activities.  
 
Figure  6. RBD activities in wild-type Ax3 cells and in Dd5P4- cells.  
Confocal images showing RBD patches in wild-type Ax3 cells and three independently generated Dd5P4- cell 
lines.  Dd5P4- cells from Dictybase stock center, Dd5P4- cells from Devreotes lab, Dd5P4- cells from Cai lab. 
Cells are treated with Latrunculin A for 20 min. Scale bar 10μm. 
 
Similarly, Miao et al found that acute lowering of PI(4,5)P2 levels promotes Ras/Rap activities. 
These regulations of Ras/Rap activities by PI(3,4)P2/ PI(4,5)P2 may occur through GEF and 
GAP proteins. In fact, Li and Edwards et al found that PI(3,4)P2 binds to and regulates RasGAP 
and RapGAP proteins(48). These results add to the emerging role of PI(3,4)P2 in multiple 




Figure  7. The cellular functions of PI(3,4)P2. 
 (A). PI(3,4)P2 metabolism pathways. (B). Dynamics, localization, and roles of PI(3,4)P2 during cell migration, 
endocytosis, macropinocytosis and cytokinesis (71-73). PI(3,4)P2 localizes to the leading edge and lagging edge 
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during cell migration (48, 74-76). PI(3,4)P2 localizes to the early endosome, multivesicular body (MVB), and 
lysosome during clathrin mediated endocytosis (77-80). PI(3,4)P2 localizes to the back of the macropinocytic 
cups and early macropinosomes during micropinocytosis (79, 81-85). PI(3,4)P2 localizes to the cleavage furrow 
during cytokinesis (C). The other cellular functions of PI(3,4)P2 highlighted in pink box. PI(3,4)P2 activates AKT 
by the direct interaction with its PH domain(86). PI(3,4)P2 regulates cytoskeleton, and displays oscillations in 
waves in mast cells (63, 65, 87). PI(3,4)P2 plays a role in aggregating actin and promoting neuritogenesis (88). 
PI(3,4)P2 inhibits mTOR1 activities(89). PI(3,4)P2 regulates ion channels and transporters (90, 91). TAPP-
PI(3,4)P2 interaction controls activation of glycolysis during B cell activation(92). PI(3,4)P2 is important in focal 
adhesion regulation(93). During phagocytosis, PI(3,4,5)P3 is converted to PI(3,4)P2 during closure of the 
phagocytic cup(94). Production of PI(3,4)P2 promotes NK cell effector function(95).   
 
As positive feedback grows, negative feedback builds in a delayed manner. Charest et al. found 
that Dictyostelium cells lacking PKBA and PKBR1 display persistently high RasC activity in 
pull-down assays, suggesting a negative feedback loop involving the phosphorylation of 
upstream components by downstream PKBs (96, 97) . Miao et al. showed that in immobilized 
cells lacking PKBs, RBD patches are more frequent but the patches are rapidly quenched by 
recruitment of PKBA (55). These observations suggest that activation of PKBs serves as a 
negative feedback loop. Possible mechanisms may include inhibition of RasGEF, Aimless, and 
activation of PI5K to increase PI(4,5)P2 synthesis. Interestingly, PIP3 as an activator of PKBA, 
plays a negative role in STEN, while it is also an important positive regulator of actin 
polymerization.  This may occur through a series of PKBA substrates (Figure 3A).  
Some other feedback loops have also been described. For example, a positive-feedback loop 
appears to link cytoskeletal events and PIP3 because inhibition of either reduces the 
spontaneous activation of the other (98, 99). There is other evidence that such a positive 
feedback path involving Ras exists (100). It has been reported that the cortex of vertebrate and 
invertebrate oocytes and embryos is also an excitable medium. Positive feedback is mediated 
by Rho autoactivation and negative feedback is mediated by F-actin-mediated Rho inhibition 
(101). Taken together, these suggest that individual molecular regulators of various protrusions 
are feeding into the same overall molecular machinery. Global properties and feedback loops 
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of the Ras/Rap-centered STEN and Rac/F-actin centered CEN are the true determinants of 
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Cell migration is central in physiological and pathological conditions such as immune response 
and cancer metastasis. The excitable network hypothesis can account for recent observations 
of propagating waves of signal transduction and cytoskeleton events as well as behaviors of 
migrating cells. However, the molecular feedback loops involved in these networks that bring 
about excitability are poorly understood. Here we provide evidence for a positive feedback 
loop based on a mutual inhibitory interaction between Ras and the phosphoinositide PI(3,4)P2. 
Our results uncover a novel and important role of PI(3,4)P2 in the regulation of Ras activity, 





Cell migration mediates a large number of key physiological activities during development and 
in the adult. These processes require coordination of signal transduction and cytoskeletal events, 
which regulate the dynamics and localization of cellular protrusions and contractions. For 
instance, local activations of Ras GTPases and PI3K pathways link to Rho GTPases, which 
mediate cytoskeletal rearrangements (10, 98-100, 102, 103). 
The behavior of the signal transduction and the cytoskeleton networks suggest that they are 
excitable, and has led to the “excitable network hypothesis” for cell migration (69). In 
migrating Dictyostelium cells, waves of Ras and PI3K activation, propagate along the cell 
cortex, while back protein, PTEN, dissociates from the membrane generating coordinated 
“shadow” waves. Theoretical models of excitability involving activator-inhibitor feedback 
loops have been remarkably successful in accounting for the behaviors of migrating cells but 
the molecular events comprising the loops are not well understood (104-108). 
Phosphoinositides have played a prominent role in the molecular definition of excitable signal 
transduction networks. PI(3,4,5)P3 and PI(4,5)P2, the product of PTEN, have come to 
characterize the front (F) and back (B) states in excitable network models (109). Evidence of 
PI(4,5)P2 accumulation at the rear of cells and in the furrow during cytokinesis has supported 
these models (110, 111). Synthetic depletion of PI(4,5)P2 leads to significant hyperactivation 
of cellular protrusions. However, in migrating cells, back to front gradients of PI(4,5)P2 are 
modest, suggesting the existence of more important regulators of back activities. PI(3,4,5)P3 
can also be converted to PI(3,4)P2. This phosphoinositide has been associated with 
phagocytosis and pinocytosis, but its role in cell migration is relatively understudied (71, 74, 
77, 79, 94, 112, 113). 
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In a previous study, we identified a novel pleckstrin homology (PH) domain-containing 
Dictyostelium-specific back protein, Callipygian (CynA), which binds to membranes, 
dissociates selectively from protrusions, and associates with the rear of polarized cells (114). 
This promotes polarity and increases migration efficiency. Here we characterize CynA’s 
binding partner PI(3,4)P2 and provide evidence for the existence of a mutually inhibitory 
positive feedback loop between Ras and PI(3,4)P2. This regulatory feedback loop appears to 
be a major regulator of the signal transduction network excitability, and therefore a critical 






2.3.1 Back to Front Gradient and Transient Chemoattractant-Induced 
Depletion of PI(3,4)P2 
We used a chemically inducible dimerization system in Dictyostelium to clamp PIP2 at low 
levels or the activities of Ras/Rap GTPases at high levels, as would be expected to transiently 
Figure 8 shows the behavior of CynA in relation to spontaneous actin polymerization in a 
randomly migrating cell. As previously reported (114), a tandem PH-domain biosensor, 
tPHCynA-KikGR, is depleted from actin-rich protrusions at the front of cells (Figure 8A). A 
resulting gradient in tPHCynA-KikGR membrane association from back to front is apparent. 
Kymographs of the cell perimeter show that this dynamic relationship is tightly maintained as 
the cell migrates (Figure 8B). A construct with four PH-domains, ttPHCynA-GFP, which may 
have greater sensitivity, detected a similar gradient but it extended further along the sides 
toward the front in polarized cells (Figure 9A). 
Several assays of supernatants from cells expressing CynA-derived constructs indicate that 
these proteins are biosensors for PI(3,4)P2. When applied to filters spotted with multiple 
phosphoinositides (“PIP-strips”), CynA-GFP, tPHCynA-GFP, and ttPHCynA-GFP bound 
strongly to PI(3,4)P2, slightly to PI(3,4,5)P3, and negligibly to all other lipids (Figure 8C, and 
Figure 9B and C). Controls with supernatants from cells expressing PHCrac-YFP, showed 
preferential binding to PI(3,4,5)P3, to a lesser extent to PI(3,4)P2, while PHPLCδ-YFP showed 




Figure  8. Back to Front Gradient of PI(3,4)P2.  
(A) Growth stage wild-type Ax3 cell co-expressing tPHCynA -KikGR (green) and LimE-RFP (red). (B) 
Kymographs of tPHCynA and LimE intensity on the perimeter of cell in (A) undergoing random migration. 
Confocal images collected at 5 s intervals. Scale bars represent 5 μM.(C) Binding of supernatants from cells 
expressing full length CynA-GFP, tPHCynA -GFP, or cPHTAPP1 –GFP to PIP strips. (D) “Pull-down” assay 
showing TIRF images of tPHCynA -GFP binding to tethered vesicles containing PI(3,4,5)P3, PI(4,5)P2, or 
PI(3,4)P2 (top row). DiD staining of vesicles (bottom row).(E). Quantification of tPHCynA -GFP binding in 
“pull-down” assays. Background fluorescence spots in the GFP channel obtained by adding lysates to vesicles 
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lacking PIs were subtracted from all samples. Error bars are SEM.(F) Growth stage wild-type Ax2 cell co-
expressing ttPHCynA -GFP (green) and LimE-RFP (red). (G) 4-hour stage wild-type Ax3 cells expressing 
PHCRAC -RFP and tPHCynA -GFP were treated with 5 μM latrunculin A for 20 min and then stimulated with 
cAMP. Time-lapse confocal representative images showing redistributions of PHCRAC -RFP (red) and 
tPHCynA -GFP (green) in the same cell. Images were collected at -10, 0, and 10s. Scale bars represent 5 
μM.(H) Confocal images of tPHCynA -GFP (top) in independent experiment similar to that in (A) at 
representative times. Corresponding kymograph of cortical tPHCynA intensity (bottom). Scale bars represent 5 
μM.(I) Field of 4-hour stage wild-type Ax3 cells expressing tPHCynA -KikGR 60s before and 360s after 
exposure to a micropipette containing 1 μM cAMP. Scale bars represent 10 μM.(J) Time-lapse images of an 
individual cell in the micropipette assay. Kymograph of the cortical tPHCynA -KikGR intensity is shown at 
bottom. Scale bars represent 5 μM. (K) Fluctuations in the angle of the tPHCynA -GFP crescents. To determine 
the positions of the crescents, the angle was defined by measuring the angle formed by two lines: the line drawn 
between the centroid of the cell and the center of the crescent, and the line drawn between the centroid of the 
cell and the tip of the micropipette. Crescent fluctuations of four cells from experiments in (I) are shown. (n=6). 
 
Similarly, in a TIRF microscopy-based assay, CynA-GFP, tPHCynA-GFP and ttPHCynA-GFP 
bound specifically to surface-tethered lipid vesicles containing PI(3,4)P2, with little binding to 
vesicles containing PI(3,4,5)P3 or PI(4,5)P2, or controls (Figures 8D and E, and Figure 9D-K). 
Control supernatants from cells expressing PHPLCδ-GFP showed binding to PI(4,5)P2 (Figure 
9L). In addition to its localization at the back, ttPHCynA-GFP was also found to be associated 
with focal patches at the base of protrusions at the front, as was another PI(3,4)P2 sensor, C-
terminal PH domain of TAPP1 (cPHTAPP1-GFP). On “PIP-strips” cPHTAPP1-GFP 





Figure  9. Binding specificities of PIs.  
(A) Confocal images of CynA-GFP, tPHCynA-GFP, and ttPHCynA-GFP in randomly migrating growth-stage, 
wild-type Ax3 cells. (B) Quantification of tPHCynA-GFP binding specificity, normalized to intensity of 
PI(3,4,5)P3 spot. *P < 0.05 versus; Data are represented as mean ± S.E.M. (C) “PIP” strips of multi-PIP, 
ttPHCynA-GFP, PHCrac-YFP, PHPLC-YFP and an empty vector blank control. (D and F) TIRF images of “pull-
down” assays with vesicles containing indicated phosphoinositides incubated with supernatants of cells 
expressing CynA-GFP and ttPHCynA-GFP (top rows). Vesicles stained with DiD (bottom row). (E and G) 
Quantification of CynA-GFP (E) and ttPHCynA-GFP (F) “pull-down” assays in (D) and (F). Background 
fluorescence spots in the GFP channel obtained by adding lysates in the absence of lipid vesicles were 
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subtracted from all samples. Error bars: SD of data from 10 or more imaging areas. (H-J) Quantification of 
CynA-GFP (H), tPHCynA-GFP (I) and ttPHCynA-GFP (J) “pull-down” assays. Background fluorescence spots in 
the GFP channel obtained by adding lysates in the absence of lipid vesicles were subtracted from all samples. 
Error bars: SD of data from 10 or more imaging areas. (K) Quantification of CynA-GFP, tPHCynA-GFP and 
ttPHCynA-GFP “pull-down” assays of no vesicles control. (L) TIRF images of PI(4,5)P2 containing vesicles 
incubated with supernatants of cells expressing tPHPLC-GFP (left) in HEK293 cells. Vesicles stained with DiD 
(right).  
 
However, association of cPHTAPP1-GFP with the back of the cell was not apparent (Figure 
9F, Figure 10A). In mammalian cells, TAPP1 has been reported to localize to the front (31), 
while in zebrafish neutrophils, it was found at the leading and trailing edges (74). To resolve 
these apparent discrepancies, we reexamined the distribution of the cPHTAPP1-GFP. We 
reasoned that perhaps the TAPP1 biosensor lacked sufficient sensitivity for detection at the 
back of the cell during live cell imaging. To assess this possibility, we fixed cells. Under these 
conditions it was clear that cPHTAPP1-RFP was also present on the membrane in a gradient 
from back to front which resembled that detected by tPHCynA-KikGR (Figure 10A). 
Since PI(3,4)P2 is a product of PI(3,4,5)P3, which increases during cell activation, one might 
expect PI(3,4)P2 to also increase; instead, it decreased. In cells treated with latrunculin A, 
tPHCynA-KikGR displayed a relatively uniform distribution around the cell perimeter. Within 
10 seconds of addition of chemoattractant, cAMP, tPHCynA-KikGR dissociated from the 
membrane and moved to the cytosol, indicating a decrease in PI(3,4)P2. Simultaneously, 
PI(3,4,5)P3 on the membrane increased as previously shown (Figure 9G). The PI(3,4)P2 
decrease was transient with levels returning to baseline and exceeding it by 380s (Figure 9H, 
Figure 10B). The magnitude of the response in individual cells varied, but the kinetics were 
similar (Figure 10C). Using a fixation protocol, we also detected a drop of cPHTAPP1-RFP 
binding to the membrane (Figure 10D and E). We also assayed phosphoinositide levels and 
phosphorylation of downstream Ras effector PKBR1 following lysis in the presence and 
absence of cAMP plus GTPγS. Consistent with previous results, PI(3,4,5)P3 and p-PKBR1 
levels increased and PI(4,5)P2 levels were unchanged, however PI(3,4)P2 levels decreased 
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(Figure 10F and G). Furthermore, in cells expressing constitutively active Ras mutant, 
RasCQ62L, which are known to have elevated PI(3,4,5)P3 levels, tPHCynA-KikGR was no 
longer detectable on the membrane (Figure 10H-J). 
 
Figure  10. Transient Chemoattractant-Induced Depletion of PI(3,4)P2. 
 (A) Confocal images showing localization of Phalloidin (green) and cPHTAPP1-RFP (red) in fixed cells. Scale bars 
represent 5 μm.(B and C) 4-hour stage wild-type Ax3 cells expressing tPHCynA-GFP were treated with 5 μM 
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latrunculin A for 20 min and then stimulated with cAMP. Time-lapse confocal images were collected every 5s. 
Fractional changes of membrane and cytosol intensity of 6 individual cells and corresponding heat maps ordered 
by magnitude of tPHCynA-GFP decrease were shown. (D) Sets of 4-hour stage wild-type Ax3 cells expressing 
cPHTAPP1-RFP were treated with 5 μM latrunculin A for 20 min (left), and then taken before or 10s after addition 
of cAMP. Cells were fixed and imaged. Scale bars represent 10 μm. Data are represented as mean ± S.E.M. (n=41) 
**P < 0.01 versus –cAMP group. (E) Quantification of the ratio of total minus cytosol to cytosol intensity of 
cPHTAPP1-RFP. (F) Cells expressing the indicated biosensors were lysed in the absence or presence of 40 µM 
GTPγS and 10 µM cAMP. After 2 minutes, lysates were diluted 10-fold, and pellets collected by centrifugation. 
Representative western blots of the PH domain translocation assay with anti-GFP for PHCrac-YFP, tPHCynA-GFP, 
ttPHCynA-GFP, PHPLC-YFP and p-PKBR1 before (-) and after (+) cAMP stimulation in the whole cell (WC) and 
in the pellet (P) are shown. (G) Quantification of levels of phospholipid in pellet in (F). *P < 0.05 versus –cAMP 
group. Data are represented as mean ± S.E.M. (n=3). (H) Confocal images showing cPHCynA-GFP in Ax2 cells 
expressing RasC (left) and constitutively active Ras mutant, RasCQ62L (right). (I and J) A scan across the cell of 
(H) showing that cPHCynA-KikGR was no longer detectable on the membrane. 
 
When latrunculinA-treated cells were exposed to a gradient of chemoattractant, PI(3,4)P2 
levels initially decreased, then within several minutes, showed a continuous accumulation 
toward the low side of the gradient (Figure 9 I and J). Interestingly, the angle of orientation of 
the rear-facing crescent of PI(3,4)P2 oscillated with respect to the axis of the micropipette 
(Figure 9K). Oscillations in the orientation of PI(3,4,5)P3 crescents facing the gradient have 
been reported (115). Taken together, these observations show that the behavior of PI(3,4)P2 is 
diametrically opposed to that of front events like PI(3,4,5)P3 generation and Ras activation. 
2.3.2 Deletion of OCRL Homologue Dd5P4 Leads to Lowered PI(3,4)P2 and 
Elevated Ras and Rap Activity 
Purified Lowe Oculocerebrorenal Syndrome Protein (OCRL) homologue, Dd5P4, has been 
shown to generate PI(3,4)P2 from PI(3,4,5)P3 in vitro and we reasoned that deletion of Dd5P4 
might lower levels of PI(3,4)P2. Indeed, the membrane to cytosolic ratio of tPHCynA-KikGR 
was 3.3 ±0.2 in wild-type cells but 1.2 ±0.1 in Dd5P4- cells, suggesting that the PI(3,4)P2 





Figure  11. Deletion of OCRL Homologue Dd5P4 Leads to Lowered PI(3,4)P2 and Elevated Ras Activity.  
(A) Representative confocal images of tPHCynA-KikGR in growth stage, wild-type Ax3 and Dd5P4- cells treated 
with 5 μM latrunculin A. (B) Ratio of membrane to cytosol intensity of tPHCynA-KikGR in wild-type Ax3 and 
Dd5P4- cells; mean±S.E.M (n=18). (C) Representative confocal images of RBD-GFP in migrating growth 
stage, wild-type Ax3 and Dd5P4- cells. Scale bars represent 10 μM. (D) Kymographs of cortical RBD-GFP 
intensities in representative individual cells from (C). (E and F) Basal surface area (E) and fraction of cell 
perimeter covered by RBD-GFP patches (F) in cells from (C). *P < 0.05 versus Ax3 group; mean±S.E.M 
(n=18). (G) Elevated RalGDS activity in Dd5P4-cells. Representative confocal images of Ax3 and Dd5P4- cells 
expressing RalGDS-GFP are shown. Scale bar 5 μm.(H) Kymographs of movies of cells in G. (I) Quantification 
of RalGDS patch activity in Ax3 and Dd5P4- cells. Fraction of the perimeter occupied by RalGDS patches was 
quantified (see methods), n=35. (J) Time-lapse confocal images of individual cells from independent experiment 
similar to that in (C) highlighting oscillatory Dd5P4- cell. Scale bars represent 10 μM.  (K). Color-coded tracing 
of cell outlines at 4 min intervals of several cells from independent experiment similar to that in (C). Scale bars 




We noted that the Dd5P4- cells were also larger than wild-type cells. Expression of Dd5P4-
GFP restored Dd5P4- cell size to wild-type proportions and PI(3,4)P2 to wild-type levels, 
further demonstrating the important role of this activity (Figures 12A and B). 
 
Figure  12. Expression of Dd5P4-GFP restored Dd5P4- cell size.  
(A) Phase-contrast images in Ax3 cells, Dd5P4- cells, Ax3 cells expressing Dd5P4-GFP, and Dd5P4- cells 
expressing Dd5P4-GFP. Scale bars represent 10 μm. (B) Cell area in different groups in (A). ***P < 0.001 
versus Ax3 group; ###P < 0.001 versus Dd5P4- group. Data are represented as mean ± S.E.M. 
 
The Dd5P4- cells displayed significantly increased random migratory behavior and enhanced 
Ras and Rap activity, consistent with the role of these GTPases in regulating protrusive activity 
(33). Wild-type cells expressing Ras activity sensor, RBD-GFP, showed typical amoeboid 
profiles with several 1-2 µm-sized pseudopods with elevated activity at the membrane. In 
contrast, the Dd5P4- cells were dramatically spread with large wide fronts decorated with 
RBD-GFP (Figure 11C). Kymographs and quantification of the cell perimeter showed that 
while wild-type cells typically display 1-3 discreet patches of activity, the Dd5P4- cells 
displayed higher Ras activity which occupied a significant portion of the cell perimeter (Figure 
12D). The basal surface area and relative extent of Ras activation in wild-type was 97±4.4 µm2, 
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and 0.11±0.02, while in Dd5P4- cells they were 256±13 µm2 and 0.32±0.04 (Figure 11E and 
F). Similar increases of Rap activity were observed using Rap biosensor RalGDS in Dd5P4- 
cells (Figures 11G-I). 
Consistent with these elevated activities, the Dd5P4- cells were often observed to oscillate, 
displaying a nearly isometric protrusion with high Ras activity, a strong retraction during which 
Ras activity was extinguished, followed by another global spreading event (Figure 11J). Even 
though they appeared less polarized, the Dd5P4- cells moved apart and scattered more rapidly 
than wild-type cells, and move much faster than wild-type cells (Figure 11K).  
2.3.3 Lowering of PI(3,4)P2 by Exogenous INPP4B Leads to Hyperactive 
Cell Behavior 
We sought to synthetically lower PI(3,4)P2 using 4-phosphatase, INPP4B, to further 
demonstrate its role in regulation of cell behavior. We expressed a fragment of INPP4B fused 
to FRB, INPP4B510-924-FRB, in wild-type cells together with a plasma membrane tethered 
FKBP and various biosensors. Upon rapamycin addition, INPP4B510-924-FRB was recruited 
to the membrane and tPHCynA-GFP dissociated and moved to the cytosol (Figure 13A). The 
decrease in PI(3,4)P2 on the membrane occurred gradually and reached its lowest levels within 
10 min (Figure 13B and C). 
Lowering PI(3,4)P2 led to an increase in cellular spreading and protrusive activity. Figure 13D 
shows a control cell expressing FRB, and two examples of cells expressing INPP4B510-924-
FRB. FRB recruitment had little effect, while bringing INPP4B510-924-FRB to the membrane 
led to a substantial increase in area, perimeter and protrusive activity (Figure 13D and E). Many 
cells intermittently displayed oscillations, undergoing periods of spreading and retraction, upon 




Figure  13. Lowering of PI(3,4)P2 by Exogenous INPP4B Leads to Hyperactive Cell Behavior.  
(A) Growth-stage, wild-type Ax3 cells expressing mCherry-FRB-INPP4B510-924 (red), N150-tFKBP and 
tPHCynA-GFP (green) were treated with 5 μM latrunculin A for 20 min. The time-lapse confocal images of the 
same cell were obtained every 20 s for 1 h. Representative images before (top) and 30 min after rapamycin 
(Rapa) treatment (bottom) are shown. Scale bars represent 10 μM. (B) Fractional changes of ratio of membrane 
to cytosol intensity of tPHCynA-GFP in experiment in (A). (n=5). (C) Kymograph of cortical tPHCynA-GFP 
membrane intensity of representative cell from (A). (D) Randomly migrating growth-stage, cells were imaged 
every 20 sec. Confocal images of three individual cells showing the transition of the cell migratory modes 
before and after rapamycin treatment. Wild-type Ax3 cells expressing mCherry-FRB-INPP4B510-924 (red) and 
N150-tFKBP in the second and third rows. Control cells in the first row are expressing mCherry-FRB (red) 
instead of mCherry-FRB-INPP4B510-924. Scale bars represent 10 μM. (E) Cell areas and cell perimeters were 
quantified before and after addition of rapamycin for control (red) and experimental cells (blue) in an 
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independent experiment similar to that in (D). (n=12). (F and G) Normalized areas of 6 control (F) and 6 
experimental cells (G) at 1 min intervals. Rapamycin was added at t=0. Cells were segmented into amoeboid or 
oscillatory migratory modes, black and red respectively using MATLAB. (H) Centroid tracks showing random 
movement of cells from (D) before and after rapamycin addition. Each track lasts 10 min and was repositioned 
to the same origin. Quantification of the cell speed is on the right. (n=18). (I) Time-lapse confocal images of 
Dd5P4- cells expressing mCherry-FRB-INPP4B510-924 and N150-tFKBP before (left) and 30 min after (right) 
rapamycin treatment. Scale bars represent 10 μm. (J) Basal surface area covered by tPHCynA-GFP in cells from 
(I). ***P < 0.001 versus AX3 group; mean±S.E.M (n=10).  
 
In contrast, control cells with recruitment of FRB showed only infrequent gentle oscillations 
(Figure 13F). The highly active cells with recruited INPP4B510-924-FRB displayed greater 
random motility. The average speed increased from 3.6 ± 1.2 µm/min to 8.9 ± 2.9 µm/min 
(Figure 13H). 
We combined the two independent perturbations of lowering PI(3,4)P2 by expressing 
INPP4B510-924-FRB in the Dd5P4- cells. As shown in Figure 13I and J, the cells became 
extremely spread on the surface with larger basal area, suggesting that the effects of the two 
perturbations were additive. Recruitment of INPP4B510-924-FRB is not expected to increase 
PI(3,4,5)P3 levels as likely occurs in Dd5P4- cells. This suggests that the increase of cell 
spreading and enhanced random motility in these cells is primarily due to lowered PI(3,4)P2. 
2.3.4 The contribution of PI(3,4,5)P3 to Ras activity 
We further dissected the relative contributions of PI(3,4,5)P3 to PI(3,4)P2 levels and Ras 
activity by inhibiting PI3K. The sensitivity of the elevated Ras activity in wild-type and Dd5P4- 
cells to PI3K inhibition was time dependent. Wild-type cells treated with LY294002 
immediately round up with few RBD patches; after about 30-45 min the RBD patches largely 
return, and the cells resume random motility (116) (Figure 14A and B). Surprisingly, 
PI(3,4,5)P3 depletion led to dramatically increased PI(3,4)P2 levels as the cells rounded up. 
The Dd5P4- cells are more resistant to LY294002 treatment, remaining more active than wild-





Figure  14. The contribution of PI(3,4,5)P3 to Ras activity.  
(A) Confocal representative images of vegetative, wild-type Ax3 (top row) and Dd5P4- cells (bottom row) 
expressing RBD-GFP treated with 50 μM LY294002 for -1(left), 5 (middle) and 51 min (right). Scale bars 
represent 10 μM. (B) Quantification of fraction of cell perimeter covered by RBD-GFP patches in (A). (C) 
Representative confocal images of tPHCynA-GFP in growth stage wild-type Ax3, Pten- and Dd5P4- cells treated 
with 5 μM latrunculin A. (D) Ratio of membrane to cytosol intensity of tPHCynA. mean±S.E.M (n=18).(E) RBD 
patch dynamics in Latrunculin A treated cells. Representative images from time-lapse movies of Latrunculin A 
treated cells expressing RBD-GFP are shown above 180° rotated views of t-stacks generated from 4 min time-
lapses. (F) Quantification of the fraction of the perimeter from cells in (E), occupied by RBD patches. (n=18). 
*** p<.005. (G) Quantification of the number of RBD patches generated during four minute time-lapse movies 




The broad bands of RBD along the cell perimeter were broken into 2-3 smaller patches but 
after about 25-40 min the cells recovered to the original phenotype (Figure 14A). Also, in 
Dd5P4- cells, the increase in PI(3,4)P2 upon PI(3,4,5)P3 depletion was blunted. 
Next we examined PI(3,4)P2 levels and Ras activities in pten- cells which have elevated PIP3 
levels, and compared them with those in the Dd5P4- cells. In latrunculin A treated cells, the 
relative PI(3,4)P2 levels were 1, 0.94 and 0.53 in wild-type, pten- and Dd5P4- cells respectively 
(Figure 14C and D); Ras activity is confined to 0-2 patches in Ax3 cells, whereas in Dd5P4- 
cells the patches occupied almost the entire cell perimeter. In pten- cells the patches of Ras 
activity were smaller than those in wild-type cells, however, there were many more patches 
over time (Figure 14E-G). Taken together, these observations suggest that the elevated Ras 
activity in Dd5P4- cells is largely dependent on decreased PI(3,4)P2. Nevertheless, there is a 
contribution of feedback from PI(3,4,5)P3. 
2.3.5 RasGAP2 and RapGAP3 Bind to and are Regulated by PI(3,4)P2 
In order to further explore the activation of Ras and Rap coinciding with the decreases in 
PI(3,4)P2, we examined the behavior of RasGAP family member, RasGAP2 (RG2), and 
RapGAP family member, RapGAP3 (RG3) (117). The position of these proteins in the family 
hierarchies and domain structures are shown in Figures 15A and B. We first noticed that these 
proteins localized to cup-shaped protrusions at the leading edge of the cell but were displaced 
to the base of the structures away from F-actin biosensor LimE (Figure 15C and D). In addition, 
RG2 and RG3 associated strongly with the rear of the cell, away from the sites of protrusion. 
Careful examination of the kinetics of the formation of the cup-shaped protrusions showed that 
RG2 and RG3 appeared late in the lifetime of these structures as the levels of LimE were 
waning (Figure 15E-H). Although the lifetime of different protrusions varied, we were able to 
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compile the kinetic behavior of LimE versus RG2 or RG3 by dividing the total duration of each 




Figure  15. RasGAP2 and RapGAP3 Bind to and are Regulated by PI(3,4)P2.  
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(A) Unrooted phylogenetic trees of Dictyostelium genes with consensus RasGAP and RapGAP domains. 
Uniprot IDs are listed for uncharacterized genes. (B) Domain organization of RasGAP2 (RG2), accession 
number DDB_G0278483, and RapGAP3 (RG3), accession number DDB_G0271806. (C and D) Single confocal 
sections of cells co-expressing RFP tagged RG2 (C) or RG3 (D) with LimE-GFP. Arrows point to the 
localization of GAP proteins to the base of cup-shaped macropinosome crowns.  (E) Selected frames from time-
lapse movies of RG2-RFP and GFP-LimE co-expressing cells. Arrows point to the accumulation of RG2 at the 
base of macropinocytotic crowns and nascent macropinosomes. (F) Analysis of RG3 localization as in (E). (G) 
Selected frames from time-lapse movies of RG3-RFP and GFP-LimE co-expressing cells. Arrows point to the 
accumulation of RG3 at the base of macropinocytotic crowns and nascent macropinosomes. (H) Analysis of 
RG3 localization as in (G). (I) 4-hour stage Ax2 cells expressing RG3-RFP were treated with 5µm Latrunculin 
A for 10 minutes prior to beginning the time course. cAMP was added at time zero. (J) Binding of RG2-GFP 
and RG3-GFP to the indicated lipids immobilized on “PIP strips” see methods. (K) Confocal representative 
images of Ax3 and Dd5P4 null cells co-expressing LimE and one of RG2-GFP, or RG3-GFP. 
 
Further evidence suggested that RG2 and RG3 behave kinetically like PI(3,4)P2 biosensors 
and in fact bind to PI(3,4)P2. In latrunculin A treated cells, RG2 and RG3 distributed uniformly 
around the cell perimeter. Within 10 seconds of addition of chemoattractant, RG2 and RG3 
dissociated from the membrane, moved to the cytosol, and then returned to the membrane by 
40 s (Figure 15I). Controls showed that the response was specific for chemoattractant. On PIP-
strips, both RG2 and RG3 bound to PI(3,4)P2 and PI(3,4,5)P3 (Figure 15J).  
To further demonstrate the role of PI(3,4)P2 in regulating RG2 and RG3, we investigated the 
distribution of these proteins in Dd5P4- cells, which have low levels of PI(3,4)P2 (Figure 11A 
and B). While F-actin activity was excessively elevated in the form of rapidly propagating actin 
waves in Dd5P4- cells, RG2 and RG3, were absent from the membrane (Figure 15K). Taken 
together these results suggest that RG2 and RG3 bind to PI(3,4)P2 and are regulated by the 
dynamic distributions of this phosphoinositide. 
2.3.6 Deletion of RasGAP2 and RapGAP3 Leads to Ras and Rap Activation 
and the Hyperactive Phenotype 
We next examined the changes in wave behavior that accompanied the transitions to different 
RG2 and RG3 suppressed Ras and Rap activity and controlled protrusion size and number. 
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Deletion of RG2 led to significantly elevated Ras activity. In wild-type cells, activity patches 
are confined to about 1 µm, while in RG2- cells, they nearly covered the cell perimeter (Figure 
16A). Similarly, in RG3- cells, patches of Rap activity and protrusions were also elevated 
(Figure 16B). In latrunculin A treated RG2- and RG3- cells, the respective patches occupied 
more than half of the cell perimeter, whereas in wild-type cells, they occupied less than 20%. 
Kymographs of latrunculin A treated cells further demonstrated the dramatic change in the 
amount of active Ras and Rap in RG2- and RG3- cells, respectively (Figure 16C-F). These 
elevated activities led to increases in random motility. Tracks of individual cells demonstrated 
that the RG2- and RG3- cells moved further from starting points compared to the wild-type 
cells. The average speed of wild-type cells was 5± 0.25 µm/min, while those of the RG2- and 
the RG3- cells were 8± 0.34 µm/min and 8 ± 0.3 µm/min respectively (Figure 16G and H). 
These results implicate RG2 and RG3 as important regulators of protrusion dynamics and 
motility. 
 




(A) Ras patch dynamics in wild-type and RG2-cells. Selected frames from time lapse movies of Raf1-RBD-
GFP expressing wild-type and RG2- cells. (B) Similar experiments as in A showing Rap1 (of RalGDS-
GFP) patch dynamics in RG3- cells. (C) Comparison of Ras patch dynamics in latrunculin A treated cells. 
Frames from time lapse movies were stacked vertically to create –time stacked kymographs which are 
shown in two 180degree rotated views. (D) Quantification of the portion of the cell perimeter from C 
encompassed by RBD patches. *** p<.001. (E) Similar experiments as in C illustrating Rap1 patch 
dynamics using RalGDS-GFP biosensor. (F) Experiments in E were quantified as in D. Scale bar 
7µm. *** p<.001. (G and H) Rose plots of cell tracking data from time lapse movies of RG2- and RG3- 
cells. Quantification of the cell speed is on the right respectively. 
 
2.3.7 Deletion of Dd5P4 Allows Axenic Growth in The Presence of NF-1 
Elevated Ras activity is associated with increased macropinocytosis and previous studies have 
shown that mutations that confer axenic growth to Dictyostelium cells map to the RasGAP, 
neurofibromin homolog, NF-1. Since Dd5P4-, RG2- and RG3- cells have more protrusive 
activity than wild-type axenic cells, we tested the extent to which NF-1 expression would 
prevent their growth in axenic media. The growth of wild-type, RG2- and RG3- cells was 
largely inhibited. However, Dd5P4- cells expressing NF-1 were able to grow, albeit slowly, in 
axenic media (Figure 17A and B). Consistently, pinocytosis was elevated in NF-1 expressing 
Dd5p4- cells (Figure 17C). These results show that significant lowering PI(3,4)P2 elevates Ras 
activity sufficiently to allow cells to grow under axenic conditions. 
 
 
Figure  17. Ax3 carries a loss of function mutation at the NF-1 locus which confers axenic growth.  
Expressing NF-1-WT in these and Ax3 derived RG2- and RG3- cells leads to cell death under axenic growth 
conditions. 
(A) Cells expressing, GFP (vector control) NF-1 WT or an NF-1 ‘arginine finger’ mutant were removed from 
bacterial co-culture and grown under axenic conditions for two days before cell growth was scored (see 
methods). (B) Cell growth time course over 8 days as in A. Error bars standard error. (C) Pinocytosis assays using 




2.3.8 Simulation of Cell Behavior Based on Mutually Inhibitory Positive 
Feedback Loop 
The mutual inhibition between Ras activity and PI(3,4)P2 described here would be expected to 
comprise a positive feedback loop, providing a molecular basis for the excitable network 
hypothesis. Previous implementations of these models employed an activator which positively 
regulates itself, and a delayed inhibitor which returns the system to basal. Here we introduce 
three states: F, B and R, in which mutual inhibition between F (reflected by Ras activity), and 
B (reflected by PI(3,4)P2) constitutes the positive feedback loop, and R serves as the delayed 
inhibitor (Figure 18A and B). Computational analysis showed that during activation, F rises 
rapidly as B falls. These events are followed by a delayed rise of R, which returns the system 
toward its basal state. There is an undershoot in F and an overshoot in B before they return to 
the basal state (arrows), which is generated by the transient excess in R over F (Figure 18B). 
When F, B and R are allowed to diffuse, spontaneously triggered waves of F and R propagated 
laterally as in previous models. Correspondingly, regions devoid of B create shadow waves in 
the F enriched zones (Figure 18C). 
We used a 1D model of this modified excitable system coupled to a viscoelastic cell model in 
the level set framework to determine the distribution of F, B, and R states on the protrusive 
structures which drive migration. In the absence of a protrusion, the membrane is in the B state. 
As noise triggers a protrusion, there is a local decline in B state, and a corresponding rise in F 
state. These activities propagate outwardly generating a cup-like protrusion. At the base of the 
cup-like protrusion, B state activity transiently rises above its basal level, corresponding to the 
overshoot of B (Figure 18D and E). These simulations are consistent with our observations of 
the distributions of front and back markers along the membrane and at the cup-shape 
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protrusions (Figure 18F, 5C and D). As expected, R state activity trails the outwardly 
propagating F state (Figure 18D and E). 
 
Figure  18. Simulation of Cell Behavior Based on Mutually Inhibitory Positive Feedback Loop.  
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(A) Three state model of excitability. Front (F) in red, Back (B) in green, and Refractory (R) in blue are 
connected by positive (arrows) and delayed negative (bars) feedback loops. (B) Typical responses of the F, B 
and R states when the system is triggered. Arrows emphasize the undershoot and overshoot in F and B 
respectively.  (C) Simulated kymographs generated using a one-dimensional discretized domain resembling the 
cell perimeter. Left, shadow wave activity of B, with the dark regions denoting the lowest levels and bright 
green the overshoot; middle, F and B activity; right, all three states. The horizontal dashed white line 
corresponds to the time-course shown in (B). (D) Level set simulations modeling the protrusion forces 
corresponding to the dashed line in the center panel of (C). (E) Close up of the the time course, left to right, of a 
single protrusion from (D). (F) Left, Ras regulation of PI(3,4,5)P3 production showing positive feedback. Right, 
molecular architecture of the mutually Inhibitory Ras-RasGAPs-PI(3,4)P2 feedback loop. (G) Schematic 





Our results reveal a mutual inhibitory interaction between Ras activation and PI(3,4)P2 that is 
central for cell migration. We show that chemoattractants, which activate Ras, as well as 
expression of RasCQ62L, lead to a reduction of PI(3,4)P2. Since RG2 binds to PI(3,4)P2, its 
dissociation from the membrane leads to a further increase in Ras activity, which in turn further 
decreases PI(3,4)P2, creating a powerful positive feedback loop (Figure 18F and G). There is 
a similar loop involving RG3. Rap1 has been reported to lie upstream of RasC (33), but the 
regulation of both GAPs by PI(3,4)P2 suggests there are separate, interconnected loops. This 
model is consistent with our observations of the patterns of Ras and Rap activities and 
PI(3,4)P2 in migrating cells and the phenotypes resulting from perturbations. Moreover, the 
discovery of these positive feedback loops provides critical insight to molecular mechanisms 
of excitability. 
The Role of PI(3,4)P2 in Cell Migration 
The localization of PI(3,4)P2 at the back of the cell as well as at protrusions at the leading edge 
of the migrating cells can be explained by our model (71, 74, 118-120). High resolution time-
resolved observation of protrusions at the leading edge revealed that PI(3,4)P2 is actually 
depleted during the early stage of a protrusion but then becomes enriched late in the cycle as 
PI(3,4)P2 rebounds onto the membrane during retraction at the central region of the protrusion. 
Thus, back proteins can transiently localize to the front at the base of the protrusions. The fact 
that the TAPP1 biosensor underrepresents PI(3,4)P2 at the back likely explains why most 
previous investigators have reported that PI(3,4)P2 is exclusively a leading edge component. 
Gene deletions that modify PI(3,4)P2 levels have been previously reported to create migratory 
and growth phenotypes in mammalian cells. SHIP1 null granulocytes have been reported to 
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show increased responses to cytokines and chronic progressive hyperplasia (121). The 
hyperactive phenotypes in SHIP1 gene deletions have been attributed to elevated PI(3,4,5)P3 
levels present in these cells (122). However, our results raise the possibility that these 
phenotypes are due to lowered PI(3,4)P2 rather than elevated PI(3,4,5)P3 levels. PI3K 
inhibition only partially reduced the hyperactivity of Dd5P4- cells, strongly suggesting that the 
lowered PI(3,4)P2 leading to high Ras activity, is the major mediator of this phenotype (Figure 
13, and 18F). Our observations that inhibition of PI3K partially reduced Ras activity and 
elevated PI(3,4)P2, while loss of Pten increased Ras activity, are consistent with the existence 
of a PI(3,4,5)P3-Ras feedback loop (59). 
Other RasGAPs including NFaA, NF-1 and C2GAP have also been implicated in the regulation 
of Ras activity in Dictyostelium. The reported loss of functions of these phenotypes (123-125) 
are consistent with our observations of RG2- and RG3- cells. Remarkably, this suggests that 
each of these five GAPs independently contribute to the regulation of Ras or Rap activities. 
Going forward, it will be important to determine whether NFaA, NF-1 and C2GAP are also 
regulated by PI(3,4)P2 as are RG2 and RG3. Only deletion of NF-1 confers the ability to grow 
in axenic media, suggesting that it might be the major regulator of macropinocytosis (123). 
Interestingly, deletion of Dd5P4 did allow cells to grow in axenic media, indicating that 
depleting PI(3,4)P2 might produce a level of Ras activation similar to the loss of NF-1. 
However, the exact relationship between Ras activity and axenic growth remains to be 
determined 
PI(3,4)P2, Excitable Networks, and Cellular Protrusions 
There appears to be a consistent pattern of phospholipid regulation involved in cup-like 
protrusions in migrating cells and in various internalization events. The PI(3,4)P2 found in the 
central region of an expanding protrusion persists at that zone and is internalized on 
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macropinosomes (126). It has been previously reported that PI(3,4)P2 decorates phagocytic 
cups and internalized phagosomes (127). This suggests that as we found here for 
macropinocytosis, PI(3,4)P2 may also act as a negative regulator during phagocytosis. 
PI(3,4)P2 is associated with the late stage of endosomes, indicating similarity to phagosomes 
and macropinosomes (71, 79). It will be interesting to determine whether PI(3,4)P2 binding 
proteins also negatively regulate all of these events. 
The regulation of the localization of PI(3,4)P2 interacting GAPs RG2 and RG3, is also 
consistent with the observed elevation of Ras and Rap activity at the initiation and edges of an 
expanding protrusion and its rapid decline in the central, older region of the cup-shaped 
protrusions (128). Furthermore, the back to front gradient, which we observed with all the 
PI(3,4)P2 biosensors, is largely derived from the depletion of PI(3,4)P2 at the protrusions at 
the leading edge, while PI(3,4)P2 production at the back might also play a role. 
The excitable network hypothesis which comprises positive and delayed negative loops 
between hypothetical F and Rstates has been remarkably successful in accounting for wave 
propagation and the spectrum of behaviors of migrating cells. The Ras-PI(3,4)P2 feedback loop 
we identified, provides significant insights into the molecular mechanism of excitability. Our 
findings suggest that in addition to F and R states, a separate B state is characterized by high 
PI(3,4)P2 and low Ras activity, whereas the F state is characterized by low PI(3,4)P2 and high 
Ras activity. The switch between the states is controlled in part by the reversible recruitment 
of PI(3,4)P2-binding RasGAPs, and as yet uncharacterized regulation of the enzymes that 
control PI(3,4)P2. The excitable network model is therefore consistent with the observed 
localization of B state associated proteins along the membrane and at the base of protrusions 
at the leading edge of the cell. 
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The interaction between Ras and PI(3,4)P2 that we identified here provides the most complete 
description of a feedback loop that mediates cell migration and raises interesting questions for 
further research. First, what are the key enzymes, in addition to Dd5P4, which control PI(3,4)P2 
levels and how are all of these enzymes regulated by Ras? How is this regulation achieved in 
the presence and absence of PI(3,4,5)P3? Second, what is the mechanism by which the GAPs, 
RG2 and RG3, bind to PI(3,4)P2? What are the key domains in these proteins that mediate the 
binding? Do other Ras Gaps, such as NF-1 and C2Gap, also bind to PI(3,4)P2 and are they 
coordinately regulated with RG2 and RG3? Finally, how are the various Ras regulatory loops, 
which have been previously suggested, synchronized with the Ras-PI(3,4)P2 positive feedback 




Cell Culture and differentiation 
Wild-type Dictyostelium discoideum cells of the AX3 strain, which is an established lab cell 
line because of its ability to form fruiting bodies upon starvation and its morphology and 
behavior during chemotactic assays, were used in this study. All cells were grown at 22 °C 
axenically in HL5 media on tissue culture dishes for cell line maintenance or in suspension to 
obtain high cell densities in preparation for cell differentiation. Cells expressing LimEΔcoil-
RFP, PHCRAC-RFP, PHTAPP1-GFP, PHPLC-YFP, RBD-GFP, RalGDS-GFP, INPP4B510-924-FRB, 
RG2-GFP, RG3-GFP, or various CynA constructs were generated by electroporation of the 
appropriate plasmids. Cells were selected and maintained in HL5 media containing 20 μg/mL 
G418, 50 μg/mL Hygromycin B, or both. To induce differentiation, cells were washed twice 
in development buffer (DB: 5 mM Na2HPO4, 5 mM KH2PO4, 2 mM MgSO4, and 0.2 mM 
CaCl2) and then starved in suspension in DB at 2 × 107 cells/mL for 1 h. Cells were then pulsed 
with 50 nM cAMP every 6 min for 4–6 h. Differentiation and imaging experiments were 
conducted at room temperature. Cells were used within 2 months of thawing from frozen stocks. 
For experiments using pharmacological inhibitors, Latrunculin A or LY294002 were diluted 
in DB from stock solution in dimethylsulfoxide (DMSO). For microscopy, cells were plated in 
DB buffer to reduce the auto fluorescence associated with HL5 and the photosensitivity of 
growing cells, which allowed for prolonged and frequent imaging. 
Plasmid Construction 
To make membrane-anchored FKBP constructs, sequences encoding the first 150 amino acids 
at the N terminus of PKBR1, and tandem FKBPs were linked and cloned into pCV5. Sequences 
encoding mCherry, FRB, and 510-924 amino acids of INPP4B were linked and cloned into 
pCV5. The linker sequence between mCherry and FRB is 5′-GGAGCAAGTGGA-3′and two 
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repeats of 5′-AGTGCTGGTGGT-3′ were used between FRB and INPP4B510-924. cPHTAPP1 and 
tPH-CynA-KikGR were cloned into KF2 (10). Dd5P4-GFP construct was gift from Peter J M 
Van Haastert, University of Groningen, Groningen. LimE -RFP, PHCRAC-RFP and PHPLC-YFP 
and various of CynA-GFP plasmids were created in previous studies. RG3-GFP constructs 
were a gift from Dr. Taeck Jeon Chosun University. RasGAP2, RG2, was cloned from genomic 
DNA using primers Fwd GCTCGAG ACAATAC CGTTTGGAAAAGTAGTAAT 
AAAAATTTTA GGAG CA AGGG and Rev TTATTTTTTT GATTTT TCAATTA 
ATATCTTTGGTTCTTG into expression vector KF2. A combination of biosensor (pCV5), 
mCherry-FRB-INPP4B510-924 (pCV5), and myr-FKBP-FKBP (pCV5) was used, and the cells 
were cultured with G418 (20 μg/ML). 
Deletion strains 
Dd5P4- cells were from DictyBase. The Dd5P4- strain was previously created and reported. 
The new RG2- and RG3- strains were created by replacing the ORF region + 951936 to 
+954731 with a Blasticidin S resistance (BSR) cassette. The deletion construct was created by 
amplifying the 5’ and 3’ end for homologous recombination using Primers 5’ Fwd; 
GACAATACCGTAATTTG GA AAAGTAGTAATAAAAATTTTAGG 
5’Rev;GAGGCGACAAACACACC AGCGTCGC ATAAAATTAC and 3’Fwd; CTCA AC 
AAA AACAAGAAC CAAAGATATTAATTG 3’ Rev; CCAACAGGAATCGAACC 
TGTTATT CAGC TT TG AATGTTGGG respectively. These PCR products were cloned 
using the pLPBLP plasmid. The final cassette was amplified and transformed into the AX2 
strain. Clonal isolates were selected on a K. aerogenes lawn. The single clones were screened 




Growth-phase cells were placed in an eight-well coverslip chamber (Lab-Tek, Thermo 
Scientific, Nunc) and allowed to adhere for 5-20 min before imaging. Cells were incubated 
with latrunculin A (5 mM stock solution in DMSO) in DB for 10-30 min before imaging started. 
5 μM rapamycin (553210, Calbiochem) or 50 μM LY294002 (50 mM stock solution in DMSO) 
was used and added into the chamber during live cell imaging. Confocal imaging was 
performed using a Zeiss LSM780 single-point laser-scanning microscope (Zeiss AxioObserver 
with 780-Quasar confocal module; 34-channel spectral, high-sensitivity gallium-arsenide 
phosphide detectors, GaAsP). Time-lapse images were acquired with DIC, GFP, and RFP 
(where applicable) illumination at 3- to 25-s intervals for 20-180 min. Images are quantified 
using MATLAB to isolate signal on the membrane to convert to time kymographs. Phase image 
acquisition and micropipette assay were performed using phase illumination on a Zeiss 
Observer.Z1 inverted microscope (Axiovision software) equipped with a 40 X oil objective. 
Phosphoinositide assays 
As previously described (1) cells expressing PHCRAC-YFP, cPHTAPP1-GFP, PHPLC-YFP, RG2-
GFP, RG3-GFP, multi-PIP control or various CynA-GFP constructs were washed, resuspended 
and starved in DB at 2 × 107 cells/mL for 3 h. Then cells were washed twice, and resuspended 
in cold 10 mM sodium phosphate buffer (pH 7.2) with protease inhibitor (complete tablets, 
Roche). Samples were filter lysed and were centrifuged for 10 min at 10,000 × g at 4 °C. The 
supernatant was collected and added to an equal volume of 2× Binding Buffer [300 mM NaCl, 
10 mM sodium phosphate buffer, 0.5% Nonidet P-40] and incubated with the previously 
blocked PIP Strips (P-6001, PIP Strips, Echelon) at 4 °C for 3 h. Samples of the supernatant 
before and after incubation with PIP Strips, were collected for immunoblotting. PIP strips were 
washed three times with PBST and then incubated with anti-GFP primary antibody (mouse, 
monoclonal; Roche) overnight at 4 °C. The next day the PIP strips were washed with PBST, 
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incubated with an HRP conjugated anti-mouse secondary antibody (GE Healthcare). The signal 
was then detected by chemiluminescence imager. MultiPIP Grip (G-9901, PIP Strips, echelon) 
was performed as a positive control, which contains lyophilized, recombinant GST-tagged 
LL5α-PH domain protein which has affinity for all phosphoinositide polyphosphates. 
Single-molecule binding assay 
Lipid vesicles were prepared by probe sonication with 1,1’-dioctadecyl-3,3,3’,3’-
tetramethylindodicarbocyanine percholorate (DiD) as a label. Lipids were presented on 
unilamellar vesicles, containing phosphatidylcholine (PC), biotin-phosphatidylethanol-amine 
(PE), DiD, and specific phospholipids (PI(3,4)P2, PI(4,5)P2 or PI(3,4,5)P3). The lipid vesicles 
were immobilized on biotin-PEG-passivated microscope slides aided by neutravidin at single-
vesicle resolution and visualized by a prism-type total internal reflection fluorescence (TIRF) 
microscope. As described above, cells supernatants from cells expressing cPHTAPP1-GFP, 
PHCRAC-YFP, PHPLC-YFP and various CynA-GFP constructs were collected and were present 
in the flow chamber during data acquisition. Standard deviation from mean was calculated from 
10 or more different imaging areas. Single-molecule co-localization and assembly plot analysis 
are described previously (99). 
Cell fixation 
Dictyostelium cells expressing cPHTAPP1-GFP, cPHTAPP1-RFP or Dd5P4-GFP were allowed to 
attach to coverglass in a two-well chamber and cultured overnight in low fluorescence media 
(ForMedium, Norfolk UK). Cells were fixed with 2% buffered paraformaldehyde with .25% 
Glutaraldehyde and 0.1% Triton X-100 in HL5 for 10 minutes at room temperature, then 
quenched in 1mg/mL Sodium Borohydride for three minutes, then washed twice with TBS 
(supplemented with 0.25% BSA and 0.05% Triton X-100). The cells were visualized using the 
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Zeiss LSM800 confocal microscope. In each experiment, images from different samples were 
taken consecutively using identical settings. 
cAMP Stimulation Assay 
Cells were developed in suspension, by pulsing with 50 nM cAMP every 6 min at 2 × 107 
cells/mL for 4-5 h. Then, cells were diluted in 450 μl DB and were plated in 8-well chambers 
and allowed to adhere for 5-20 min. Cells were incubated with latrunculin A for 20-30 min. 
Time-lapse images at 5 s intervals were acquired using confocal microscope during which 50 μl 
cAMP solution (10 μM) was added. The chamber and the cells could not be perturbed to keep 
observing the same cells in the same field. Time-lapse confocal imaging was performed again 
with stimulation by the same concentration of cAMP. The same process was repeated three 
times using other wells of cells. 
Micropipette assay 
Differentiated cells were plated on one-well coverslip chambers (NalgenNunc; LabTek) filled 
with 1-2 mL DB. A micropipette filled with 1 μM cAMP was placed into the middle of the 
field. Chemotaxis assays using a micropipette were recorded under the Zeiss Observer Z.1 
inverted microscope. Images were taken at 10% lamp intensity, 200 msec exposure, and 40x 
oil objective. All experiments were performed at RT. 
PH domain translocation assay 
The assay was performed as described previously (100). Briefly, differentiated cells were 
shaken at 200 rpm in DB treated with 5 mM caffeine for 30 min at a density of 8 × 107 cells/mL, 
washed with PM buffer (5 mM Na2HPO4, 5 mM KH2PO4, and 2 mM MgSO4) twice, 
resuspended to 2 × 107 cells/mL in PM buffer, and kept on ice before assay. 200 μl aliquots of 
cells were filter lysed in PM buffer (with protease and phosphatase inhibitors) and in the 
absence or presence of 40 µM GTPγS and 10 µM cAMP. Reactions were incubated on ice for 
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2 min before being stopped by addition of 1 mL cold PM. Membranes were collected by 
centrifugation for 5 min at 15,000 × g. The cell lysates (whole cell) and membrane fractions 
(pellets) were collected. 
Immunoblotting 
Samples were resuspended in SDS sample buffer and boiled for 5 min. Electrophoresis was 
performed using 4–15% Tris·HCl polyacrylamide gels (#5671085, Criterion, Bio-Rad), and 
proteins were then transferred to a polyvinylidene fluoride membrane. The membranes were 
blocked and incubated with primary antibodies in 5% BSA in TBST overnight. Then specific 
fluorescent conjugated secondary antibody was applied and prepared for imaging as per 
manufacturer’s protocol (LI-COR Biosciences). Blots were then imaged on a LI-COR Odyssey 
CLx at high resolution and signal intensities were measured using image J. The primary 
antibodies used in the studies were: Anti–phospho-PKC (pan) antibody (rabbit monoclonal 
antibody), which was used to detect the phosphorylation of the ALs of both PKBA and PKBR1; 
Anti-Actin C4 1:1000 (MAB1501) (Cell Signaling); anti-GFP antibody (mouse, monoclonal; 
Roche). 
The cell outlines were obtained manually and imposed on the images. The cell outline overlays 
were obtained using the ‘Find Edges’ and ‘Time-Lapse Color Coder’ in Fiji. 
The cell tracking presented were analyzed using the Tracking tool available from Gradientech 
(Uppsala Sweden).  
Simulation of the front (F), back (B) and refractory (R) system 
The excitable network is described by three interacting states. State F is mutually inhibitory to 
state B and initiates a negative feedback loop through state R. The system can be described by 
the following three partial differential equations: 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕























= 𝐷𝐷𝑅𝑅∇2𝑅𝑅 −  𝑐𝑐1𝑅𝑅 + 𝑐𝑐2𝜕𝜕 +  𝑐𝑐3 
The input signal is the stochastic variable un which is modeled as a normal random process 




= 𝐷𝐷𝑛𝑛∇2𝑢𝑢𝑛𝑛 −  𝑑𝑑1𝑢𝑢𝑛𝑛 + 𝑈𝑈𝑁𝑁 
,where UN is a normal random process of zero-mean and 0.2 variance. 
The constants b1 and b2 are large so as to ensure a quasi-stationary distribution, such that: 
Substituting this reciprocal relation to the excitable state equation, one can get the standard 
excitable two-species system described previously published work. These simulations were 
done on a one-dimensional space system – discretized into 314 points. Diffusion was simulated 
through the central difference approximation. The SDE toolbox of MATLAB was used for this 
purpose.  
The simulations of cellular morphology were done using the level set framework (LSM). The 
LSM method and the parameters used are exactly similar to those discussed in our previous 
work.  
Image Analysis 
All images were processed using Fiji (like ImageJ) (National Institutes of Health) and 
MATLAB R2016a (MathWorks). To quantify the translocation of biosensors upon cAMP 
stimulation, the mean intensity of the membrane portion and cytosol portion were measured 
and the ratio was calculated using image J. Cells were segmented by a multistep process using 
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commands from the Image Processing Toolbox in MATLAB, and the kymographs were also 
created by MATLAB. Colors were assigned linearly in the same fashion across all kymographs, 
with blue indicating the lowest intensity and red the highest intensity. Biosensor patches were 
defined regions of fluorescent intensity that are two-fold over background. 
Statistical Analysis 
Mean values and standard deviations/ standard error of the mean were calculated and used to 
assess differences between two groups by GraphPad Prism 5.0. One-way ANOVA was carried 
out for multiple comparisons by GraphPad Prism 5.0. P-values < 0.05 was considered a 
statistically significant difference. Representative images presented in figures were repeated in 
more than three independent experiments. 
2.6 Author contributions 
X.L. performed most experiments, and M.E. performed experiments regarding RasGAP and 
RapGAP. N.S. and J.C. performed single-molecule binding assays. S.B. conducted 
computational simulations. J.B. and Y.L. made the constructs and RG2- and RG3- cell lines. 
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The ability of cells to polarize and move toward external stimuli plays a crucial role in 
development, as well as normal and pathological physiology. Migrating cells maintain dynamic 
complementary distributions of Ras activity and phosphatidylinositol-3,4-bisphosphate 
(PI(3,4)P2). Here we show lagging edge component PI(3,4)P2 also localizes to retracting 
leading edge protrusions and nascent macropinosomes, even in the absence of 
phosphatidylinositol 3,4,5-trisphosphate (PIP3). Once internalized, the macropinosomes break 
up into smaller PI(3,4)P2-enriched vesicles, which fuse to the plasma membrane at the cell rear. 
The phosphoinositide then diffuses towards the front, where it is degraded. A computational 
model confirmed that this cycle brings about a stable back-to-front gradient. These results 




Chemotaxis or directed cell migration, is fundamental for a multitude of physiological and 
pathophysiological processes including organ formation during development, angiogenesis, 
wound healing, immune responses and cancer metastasis (44, 47, 128, 129). In response to 
chemical stimulus, migrating cells display functionally distinct leading and lagging edges by 
relocating proteins or their activities selectively to the poles. Some events such as Ras and 
PI3K activation, or PIP3 accumulation are selectively activated or localized at the leading edge 
and are referred to as ‘front’ events. Others, like Myosin II and PTEN distributions, behave in 
a complementary fashion and are referred to as ‘back’ events. These distributions of front and 
back molecules or activities are a crucial first step in establishing polarity and guiding cell 
migration, and are maintained even in the absence of a chemoattractant gradient (67, 102, 130-
133). 
There exist different physiological situations such as macropinocytosis that parallel cell 
migration where such complementary distributions of molecules are conserved. Both 
macropinocytosis and migration require extensions of actin driven protrusions. During 
macropinocytosis in Dictyostelium amoeba, the extending edges of the forming cups are 
decorated with front components, such as activated Ras and PIP3, whereas back components 
like PTEN, Myosin II, PI(3,4)P2, and GAP proteins localize to the base (48, 49, 83, 102, 134-
137). The conserved arrangement of these molecules in the macropinocytic cups and along the 
cell perimeter of migrating cells suggests a relationship between these two processes.  
PI(3,4)P2 is reported to be important in both macropinocytosis and cell migration. In 
macropinocytosis, transient and sequential emergence of PI(3,4,5)P3 and PI(3,4)P2 is 
necessary (71, 82, 126, 135, 138). In migrating Dictyostelium cells and zebrafish neutrophils, 
PI(3,4)P2 is distributed in a back-to-front gradient (48, 74). There is a mutual inhibition 
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between PI(3,4)P2 and Ras activities: when Ras is activated in the front, PI(3,4)P2 goes down; 
conversely, depletion of PI(3,4)P2 leads to elevated Ras activity. This mutual inhibitory 
feedback loop ensures that the back of the cell is silent, and the front is active. The resemblance 
between the back-to-front gradient across the cell and across the macropinocytic cups led us to 
hypothesize that PI(3,4)P2-decorated macropinosomes could be a crucial component linking 
macropinocytosis and cell migration. 
Here, we demonstrate that there is an ongoing flow of vesicular PI(3,4)P2 through the cell and 
a compensatory forward flow along the membrane, which establishes a back-to-front gradient 
of this phosphoinositide. Previous models have suggested that such vesicular and plasma 
membrane flows are important for cell migration, although the directions were reversed (139-
141). Our findings show that PI(3,4)P2 is internalized on macropinosomes and transported on 
microtubules into the cytosol. These anterior macropinosomes break up into several smaller 
PI(3,4)P2-enriched vesicles, which dock and fuse at the rear of the migrating cell. This 
surprising reverse fountain flow of PI(3,4)P2 and its role in establishing the back-to-front 





3.3.1 PI(3,4)P2 at the back diffuses towards the front 
In migrating Dictyostelium amoeba, PI(3,4)P2, observed using a tandem PH-domain 
biosensor tPH-CynA, is distributed to the back and is complementary to F-actin and active 
Ras (Figures 19A and B). To investigate the dynamic distribution of PI(3,4)P2 at the back, 
we fused a green-to-red photoconvertible fluorescence Kikume Green-Red (KikGR) with 
tPH-CynA and expressed it in the cells. Using the Zeiss 780 bleaching mode with a 405 nm 
laser, photoconversion caused a decrease in green fluorescence and a simultaneous increase 
in red fluorescence. We photo-converted tPH-CynA-KiKGR in a small region of the 
membrane at the back of the cell and tracked the green and red channels. Photoconverted 
tPH-CynA diffused symmetrically along the membrane towards the front by 50 s (Figure 19C 
and D). The signal decreased by less than 10 percent in the first 60 s (and less than 20% in 
the first 5 minutes) following photoconversion, indicating there is little exchange of 
membrane and cytosolic PI(3,4)P2 biosensor (Figure 19E). The lateral diffusion of the 
photoconverted tPH-CynA on the membrane was found to be 2.05 μm2/s by comparing the 
experimental profiles with the simulated profiles from a stochastic simulation for a wide 
range of diffusion constants (see Methods). At the side of the cell, the distribution of 
photoconverted PI(3,4)P2 biosensor spread asymmetrically, skewed towards the back of the 
cell and the total fluorescence decreased gradually during 145 s, the increase in the skewness 
was 52% in 60 s (Figure 19F and G). We reasoned that PI(3,4)P2 diffuses bi-directionally on 
the membrane on the side of the cell, but it is degraded faster toward the front. Taken 
together, these observations suggest that there is a source of PI(3,4)P2 at the rear of the cell 




Figure  19. Small PI(3,4)P2 vesicles supply PI(3,4)P2 to the back of migrating Dictyostelium cells.  
(A). Confocal images of growth stage wild-type Dictyostelium AX3 cell co-expressing tPH-CynA-KikGR 
(green) and an F-actin biosensor LimE-RFP (red). Front and back of the cell are shown. (B). Time lapse 
confocal images of growth stage AX3 cell co-expressing tPH-CynA-KikGR (green) and an activated Ras 
biosensor, RBD-mCherry (red). Front and back of the cell are shown. (C). Time-lapse confocal images of tPH-
CynA-KikGR expressing AX3 cells. Back region of cells was photoconverted from green fluorescence to red at 
t=0s. Front and back of the cell are shown, box showing the photoconverted region. (D). Profiles of the 
converted red fluorescence at the back remain almost symmetric over time. (E)..Temporal profile of normalized 
intensity of total converted red fluorescence. Mean ± SEM is shown for n = 14 cells. (F). Time-lapse confocal 
images of tPH-CynA-KikGR expressing AX3 cells during photoconversion. Side region of cells was 
photoconverted at time 0. Green fluorescence was converted to red. Front and back of the cell are shown. Box 
shows the photoconverted region. (G). Profiles of the converted red fluorescence at side become skewer (steeper 
near the front) over time. (H). Confocal fluorescent images of tPH-CynA-KikGR (top) and CAR1-mcherry 
(bottom) Dictyostelium AX3 cell showing the bleached area and the side (blue) and middle (red) boxes where 
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the fluorescence recovery is monitored. Front and back of the cell are shown. (I). The graphs depict the recovery 
of CAR1-mcherry (left) and tPH-CynA-KikGR (right). (J). Time-lapse confocal images of tPH-CynA-KikGR 
expressing AX3 cells showing docking events at the back of a migrating Dictyostelium cell. Front and back of 
the cell are shown. (K). Time-lapse confocal images of PH-CynA-HALO expressing AX3 cells showing high 
PH-CynA vesicles accumulation at the back of a migrating Dictyostelium cell. Front and back of the cell are 
shown. (L). Time-lapse confocal images of tPH-CynA-KikGR (green) expressing AX3 cells. Back cortical 
region of cell was photoconverted at time 0. Green fluorescence was converted to red. Front and back of the cell 
is shown, box showing the photoconverted region. 
3.3.2 Small PI(3,4)P2 vesicles supply PI(3,4)P2 to the back of migrating cells 
To determine the nature of the source of PI(3,4)P2 at the back, we conducted fluorescence 
recovery after photobleaching (FRAP). As a control we used chemoattractant receptor cAR1, 
which is uniformly distributed on the plasma membrane of cells. We photobleached a small 
portion of the periphery at the back of the cell and carefully monitored the fluorescence 
recovery. As expected, for cAR1, the recovery proceeds in a vectoral fashion from the adjacent 
unbleached areas of the membrane, since the receptor diffuses in the plane of the membrane. 
In contrast, for tPH-CynA there was an even fluorescence recovery in the middle and 
boundaries of the bleached zone (Figure 19H and I). Since the biosensor stably marks PI(3,4)P2 
(Figure 19E), this shows that there is a cytosolic source of PI(3,4)P2. 
We next carefully examined the dynamic behavior of PI(3,4)P2 at the back using two similar 
biosensors with different affinities and tags, tPH-CynA-KikGR and PH-CynA-HALO. With 
both biosensors, we observed small PI(3,4)P2-containing vesicles docking in the back region 
(Figures 19J and K). To confirm this result, we photoconverted the intracellular pool of small 
vesicles close to the membrane at the back of the cell. We found that PI(3,4)P2-containing 
small intracellular vesicles moved close to the membrane, and appeared to dock with it, 
whereupon PI(3,4)P2 diffused away quickly (Figure 19L). We propose that small vesicles fuse 
with membrane and diffuse fast, but we allow the possibility that vesicles dock at the back and 
then slide along the membrane to the front.  
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3.3.3 PI(3,4)P2 trails F-actin and PIP3 on the leading edge macropinosomes 
Having established that the STEN and CEN patterns could be recreated, we next considered 
the kinetics of wave propagation. To understand the origins of these vesicles, we sought the 
first appearance of enriched PI(3,4)P2. There was a low amount of PI(3,4)P2 on the membrane 
at the front of the cells, which disappeared from newly formed actin-rich protrusions. PI(3,4)P2 
then appeared de novo as the leading edge protrusions retracted or evolved into nascent 
macropinosomes(Li et al., 2018).  We directly compared the localization of PI(3,4)P2 with 
newly polymerized F-actin. Time lapse two-color images showed that F-actin appeared on the 
tips of forming macropinosomes in the regions where PI(3,4)P2 had disappeared, then 
gradually dissipated as the structures closed. Simultaneously, PI(3,4)P2 appeared and remained 
on the fully formed macropinosomes. The changes in intensity and distribution of these two 
biosensors on the forming macropinosomes were shown (Figure 20A). Quantification of 
relative intensities of F-actin and PI(3,4)P2 on macropinosomes at different time points showed 
that PI(3,4)P2 lags F-actin and lasts longer (Figure 20C).  
Next, we compared the dynamic localization of PI(3,4)P2 with PIP3, detected by the biosensor 
PH-Crac. PIP3 resembles the pattern of F-actin, increasing and then decreasing during the 
formation of macropinosomes. Again, dynamic distributions of tPH-CynA showed a 
complementary pattern only appearing on the forming macropinosomes (Figures 20B and D). 
This distribution of PI(3,4)P2 was further demonstrated by another established biosensor PH-
TAPP1, which localized to macropinosomes only as PIP3 is subsiding (Figure 20E). These 
data showed that lagging edge component PI(3,4)P2 localized to retracting protrusions and 




To determine the prevalence of PI(3,4)P2-enriched vesicles in membrane trafficking, we 
applied the lipophilic dye, FM4-64. It fluoresces only when it is incorporated in the plasma 
membrane and, once internalized, it becomes trapped in intracellular vesicles (46). Thus, FM4-
64 labelling is a useful tool to visualize the membranes of pre-macropinosomes. When FM4-
64 was added during a live cell imaging sequence, we observed increasing plasma membrane 
labeling within 100 s. By 110s the signal internalizes to label intracellular compartments or 
macropinosomes, which were labelled by PI(3,4)P2. Taken together, PI(3,4)P2 is detectable on 
majority of the dye labeled macropinosomes at the leading edge of the cells (Figure 20F). 
 
Figure  20. PI(3,4)P2 trails F-actin and PIP3 on the leading edge macropinosomes.  
(A). Time-lapse confocal images of Dictyostelium AX3 cell co-expressing tPH-CynA-KikGR (green) and 
LimE-RFP (red). Front and back of the cell is shown. (B). Time-lapse confocal images of Dictyostelium AX3 
cell co-expressing tPH-CynA-GFP (green) and PH-Crac-RFP (red). (C). Relative intensities of tPH-CynA-
KikGR on macropinosomes and LimE-RFP on macropinosomes in experiments in A. (D). Relative intensities of 
tPH-CynA-KikGR on macropinosomes and PH-Crac-RFP on macropinosomes in experiment in B. (E). Time-
lapse confocal images of AX3 cell co-expressing PH-Crac-GFP (green) and another established PI(3,4)P2 
biosensor tPH-TAPP1-RFP (red). (F). Time-lapse confocal images of tPH-CynA-KikGR (green) expressing 




3.3.4 PI(3,4)P2 appears in absence of  PIP3 
We next assessed the relative contribution of PIP3 degradation to PI(3,4)P2 levels on the 
vesicles and plasma membrane with PI3K inhibitors and in PI3K1-2- cells. In wild-type cells, 
we investigated PI(3,4)P2 dynamics before and after addition of PI3K inhibitor, wortmannin. 
Surprisingly, PI(3,4)P2 remained on the plasma membrane at the back of the cell after 
wortmannin treatment while PIP3 was depleted (Figure 21A). Kymograph showed that over 
time PIP3 disappeared and line scan quantification demonstrated that dynamics distribution of 
PI(3,4)P2 is similar before and after PI3K inhibition (Figure 21B and C). To verify this result, 
we first treated cells with Latrunculin A to eliminate the cell shape changes, and then treated 
cells with the well-established PI3K inhibitor LY2924002. Again, PI(3,4)P2 remained on the 
membrane and, in fact, its level was even higher (Figures 21D and E). To confirm this 
observation, we treated PI3K1-2- cells with latrunculin A and found that even though there is 
no detectable PIP3 on the membrane, PI(3,4)P2 levels are nearly maintained (Figures 21F and 
G). Furthermore, PI3K1-2- cells expressing tPH-CynA-KiKGR and LimE-RFP showed that 
localization of PI(3,4)P2 on macropinosomes was also maintained (Figures 21H and I). Taken 
together, these observations suggest that PI(3,4)P2 dynamics can be regulated in the absence 




Figure  21. PI(3,4)P2 appears in absence of PIP3.  
(A). Time-lapse confocal images of wild-type AX3 cells expressing tPH-CynA-KikGR (green) and PH-crac 
(red) before and after PI3K inhibition by 2 µM Wortmannin. (B). Kymographs of PH-Crac intensity on the 
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perimeter of one cell undergoing random migration in (A). (C).  Intensity plot across the white dotted line in 
tPH-CynA-KikGR expressing cell before and after Wortmannin treatment in (A). (D). Confocal images of tPH-
CynA-KikGR expressing wild-type Dictyostelium AX3 cells before (left) and after (right) LY2924002 
treatment. (E). Ratio of membrane to cytosol intensity of tPH-CynA-KikGR in wildtype Dictyostelium AX3 
cells before and after LY2924002 treatment, **P ≤ 0.01 versus -LY2924002 group (mean±SEM, n = 7). (F). 
Confocal images of tPH-CynA-KikGR (green) and PH-Crac (red) expressing wild-type Dictyostelium AX3 cells 
(left) and PI3K1-2- Dictyostelium cells (right) treated with 5 µM Latrunculin A. (G). Ratio of membrane to 
cytosol intensity of tPH-CynA-KikGR in wildtype Ax3 and PI3K1-2- cells. There was no statistically 
significant difference of the biosensor on the membrane between the two groups (mean±SEM, n = 17).   (H). 
Confocal images of tPH-CynA-KikGR (green) and LimE (labeling F-actin) expressing PI3K1-2- cells. Front 
and back of the cell are shown and white arrow showing the back localization. (I). Confocal images of tPH-
CynA-KikGR (green) expressing PI3K1-2- cells, white box showing the vesicle, and white arrow showing the 
back localization.  
3.3.5 PI(3,4)P2 macropinosomes are transported along microtubules and 
break apart 
To determine the relationship between PI(3,4)P2-enriched vesicles and the microtubule 
network, we fixed cells expressing the PI(3,4)P2 biosensor, tPH-CynA-KikGR, stained them 
with an anti-α-tubulin antibody, and performed z-stack confocal microscopy. In untreated wild-
type AX3 cells, the microtubular network was intact and PI(3,4)P2-enriched vesicles appeared 
to be associated with microtubules (Figure 22A).  
Treatment of the wild-type AX3 cells with 20 µM Nocodazole for 5 min caused a substantial 
disassembly of the microtubule network. Simultaneously, more PI(3,4)P2-enriched vesicles 
were seen, which were no longer associated with the microtubules and were clustered around 
the closure of the macropinocytic cups (Figure 22B). The LimE channel demonstrated that 
macropinocytic cups continued to form, but the increase in the number of vesicles in the tPH-
CynA channel was due to a slower disappearance (Figures 22C and D). The macropinosomes 
were trapped along the membrane and were unable to be internalized in 50 sec (Figure 22E). 
The number of vesicles viewed per minute and the vesicle lifetime increased upon Nocodazole 
treatment (Figure 22F).  
We investigated whether inhibition of processing of PI(3,4)P2-enriched macropinocytic 
vesicles by genetic perturbation would abrogate its accumulation at the back of a migrating 
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Dictyostelium cell. To test this hypothesis, we used a racH- Dictyostelium strain whose vesicle 
trafficking is disrupted due to defective acidification of early endosomes. This impairs 
macropinocytosis and chemotaxis (142, 143). As shown in Figure 22G, whereas a back-to-
front gradient in PI(3,4)P2 membrane association was apparent in wild-type Dictyostelium 
AX2 cells, in the racH- null cells “back“ regions were weaker and there were more cytosolic 
PI(3,4)P2-enriched vesicles. Line scans of pixel intensity across wild-type or mutant cells 
confirmed greater PI(3,4)P2 accumulation at the back of wild-type cells (Figure 22H).  
Next, we quantified the lifetimes of the PI(3,4)P2-enriched vesicles, their numbers per unit of 
time, surface areas, and membrane-cytosol ratio. In racH- cells, the vesicles were almost twice 
as long-lived as those in wild-type AX2 cells (Figure 22I). The vesicles in the mutant were also 
40% greater in number and 63% larger (Figures 22J and K). Moreover, the plasma membrane-
to-cytosol ratio of PI(3,4)P2 was 2.30 ± 0.67 in wild-type AX2 cells but 0.88 ± 0.76 in racH- 
null cells (Figure 22L and M). Assuming that the degradation rate of PI(3,4)P2 is the same in 
the mutant and wild-type, this result suggests that at least 50% of the PI(3,4)P2 on the 




Figure  22. Macropinocytic vesicle processing is necessary for PI(3,4)P2 enrichment at the back of 
migrating cells.  
(A). Confocal images showing localization of PI(3,4)P2 ( tPH-CynA-KiKGR ; green) and α-tubulin (red) in 
fixed wild type Dictyostelium AX3 cells in 3D. (B). Confocal images showing localization of PI(3,4)P2 (green) 
and α-tubulin (red) in fixed AX3 cells after Nocodazole treatment in 3D. (C). Time-lapse confocal images 
showing dynamic localization of PI(3,4)P2 (green) and F-actin (red) in wild-type Dictyostelium cells. 
Nocodazole was added at time 0 during live cell imaging. (D). Color-coded tracing of vesicle at 10-sec intervals 
from experiment in C. (E). Time-lapse confocal images showing dynamic localization of PI(3,4)P2. Nocodazole 
was added at time 0 during the live cell imaging. (F). Quantification of vesicle number, vesicle number/min, and 
vesicle lifetime (s) from experiment in E. **P ≤ 0.01 versus After Nocodazole group; mean±SEM (n = 10). (G). 
Time-lapse confocal images of individual cells of growth-stage wild-type Dictyostelium AX2 or RacH- strain 
highlighting tPH-CynA-KikGR-coated macropinocytic vesicles and back-to-front membrane gradient. Images 
were captured every 7 sec. 
(H). Intensity plot across wild-type Dictyostelium AX2 or RacH- strain in image “147 s” shown in (G). (I). 
Lifetime, (J) number or (K) area of tPH-CynA-KikGR coated macropinocytic vesicles in wild-type AX2 and 
RacH− cells. *P ≤ 0.05, ****P ≤ 0.0001 versus AX2 group; mean ± SEM (n = 20). (L).   Representative confocal 
images of tPH-CynA-KikGR in wild-type Dictyostelium AX2 or RacH− cells treated with 5 μM latrunculin A 
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Scale bar: 5 μm. (M)  Ratio of membrane to cytosol intensity of tPH-CynA-KikGR in wild-type Dictyostelium 
AX2 and RacH− cells. ****P ≤ 0.0001 versus AX2 group; mean ± SEM (n = 33). 
 
Under live-cell 3D super-resolution imaging, we further found the macropinosomes are 
transported into the cytosol where they appear to break apart into smaller “satellite” vesicles 
and disappear (Figure 23A). In Nocodazole treated or RacH- cells, macropinosomes remained 
on the perimeter and were not processed into the smaller vesicles. Taken together, these results 
suggest that PI(3,4)P2-enriched macropinosomes are transported along microtubules into the 
cytosol where they are likely to be processed into smaller vesicles and disperse. 
3.3.6 A link between PI(3,4)P2 on front macropinosomes and the back to 
front gradient of PI(3,4)P2 
Our observations on the “satellite” vesicles suggest these might be the same as the docking 
vesicles at the back (Figure 19J-L). To gain insight into the connection between PI(3,4)P2 on 
the front macropinosomes and the back-to-front gradient of plasma membrane, we 
photoconverted the PI(3,4)P2 biosensor, tPH-CynA-KiKGR, on late-macropinosomes at the 
leading edge of the cells and tracked the signal. Figure 23B shows an example of photo-
conversion of a front macropinosome which eventually resulted in increased signal at the back 
of the cell. We quantified the relative percentage of green and red signal upon photoconversion. 
An average 4.97% of green fluorescence was converted to red while 51.43% of the generated 
red fluorescence ended up at the back, indicating that vesicles labelled with PI(3,4)P2 biosensor 
travel all the way to the back of membrane before the biosensor dissociates (Figure 23C). The 
data argues against the alternative possibility that the biosensor dissociates from the 
macropinosomes and rebinds to smaller vesicles which go to the back (Figure 23D).  
Observation of docking and fusing events in single cells are limited by the small cell boundary. 
Electrofused “giant” cells provide a more accessible system for characterizing these dynamics. 
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Giant cells have multiple “front” regions, which include F-actin, ruffles, and macropinosomes, 
and “back” regions which lack these events(Gerhardt, Ecke et al., 2014, Gerisch, Ecke et al., 
2013). In these cells, we observed large and small PI(3,4)P2 vesicles arising in multiple front 
regions and others docking at the nearby back regions. This is consistent with docking activities 
observed in single cells (Figure 23E). 
 
Figure  23. A link between PI(3,4)P2 on front macropinosomes and the back to front gradient of 
PI(3,4)P2.  
 (A). Time-lapse confocal images of tPH-CynA-KikGR expressing Dictyostelium AX3 cells. Below are zoomed 
in images from images above. Yellow arrows point to small satellite vesicles. (B). Time-lapse confocal images 
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of tPH-CynA-KikGR expressing Dictyostelium AX3 cells. The macropinosome at the front of the cell was 
photoconverted at time 0. White arrow points to PI(3,4)P2 localization at the back of the membrane. Cell front 
and back are shown, box showing the photoconverted region. (C). Pie chart quantification of percentage of 
relative intensity of total green fluorescence (not converted) and converted red fluorescence (converted), 
showing 4.97% of total fluorescence was converted to red (top). Bottom: 4.97% of total fluorescence was 
converted to red, and around 50% of converted red fluorescence end up at the back of membrane (red), less than 
50% of the converted red fluorescence not at back (orange).  (D). Schematic representation of two potential 
working alternative possibilities. Red dots show photoactivated tPH-CynA, green dots show not converted tPH-
CynA. Left shows that if the biosensor remains associated with the vesicles, a larger proportion of the red signal 
will appear at the back. Right shows that if the biosensor disassociates from the vesicles, a much smaller amount 
of the red signal will appear at the back. (E). Time-lapse confocal images of tPH-CynA-KikGR in giant 
Dictyostelium AX3 cells. 
 
We developed a stochastic mathematical model to explore the effect of different vesicle fusion 
parameters on the creation and maintenance of a stable back region in a cell (see methods). We 
found that for creation of a stable back, the directed insertion of the satellite vesicles into the 
regions of highest PI(3,4)P2 levels on the membrane was an important condition (Figure 24A). 
 
Figure  24. Simulated kymographs.  
(A). Kymograph with random insertion of the satellite vesicles with same set of parameters as used in the case 
of less polarized cell. (B). Kymograph with directed insertion of the satellite vesicles with increased mean 
arrival time (20 sec) and the same decay rates as of the less polarized cell. The longer arrival time results 
discontinuities in the back profile (indicated by the white arrows) as explained in the results section of the 
manuscript. 
 
Other important parameters were the mean arrival time of the PI(3,4)P2 vesicles, and the rate 
of PI(3,4)P2 diffusion and decay (Figures 25A and B). Increase in the mean arrival time 
resulted discontinuity in the back profile unless the decay rate was reduced appropriately 
(Figures 24B). Figures 25A and B show the results of increasing the mean arrival time of the 
PI(3,4)P2 vesicles and decreasing the PI(3,4)P2 decay rates. These changes created a broader 
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back without causing a large change in the overall amount (the change was less than 10%). A 
broader distribution of PI(3,4)P2 at the back would imply a larger fraction of the cell is inactive, 
which would make the cell more polarized. Consistently, our experimental results showed that 
the decay rate in more polarized cells was indeed four-fold lower than that in less polarized 
cells, and the extent of cell membrane covered by PI(3,4)P2 is smaller in less polarized cells 
compared to more polarized cells. The mean relative width of the back regions and decay rate 
obtained from the simulated kymographs was consistent with experimental results (Figures 




Figure  25. A link between PI(3,4)P2 on front macropinosomes and the back to front gradient of 
PI(3,4)P2.  
(A). Simulated kymograph of a less polarized cell with a narrow PI(3,4)P2 enriched region. The white dashed 
lines correspond to the periphery of the back regions which spanned on average 30% of the cell perimeter. (B). 
Simulated kymograph of a more polarized cell with broader PI(3,4)P2 enriched region compared (A). Slower 
vesicle arrival time and reduced decay rate for PI(3,4)P2 was assumed in comparison to parameters used for the 
simulation in (A). (C). Total intensity profiles (Mean ±SEM) of tPH-CynA-KikGR on the membrane over time 
show different decay rates for less polarized (green, n = 5) and more polarized (red, n = 8) Dictyostelium cells. 
The dashed lines show the respective single exponential fit to the data. Mean half time for vegetative cells = 7.5 
min; for developed cells = 55 min (from single exponential fit to the data). (D). The boxplot shows the relative 
width of the back regions in less (green) and more (red) polarized Dictyostelium cells. The square markers of 
respective colors show the mean relative width of the back regions obtained from the simulated kymographs in 
(A) and (B). *** P < 0.001 (n = 5). (E). Schematic representation of our previous study demonstrating the 
mutual inhibition between Ras activity and PI(3,4)P2 which establishes polarity even in immobilized latrunculin 
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A treated cells in a chemotactic gradient (with stationary back) or in caffeine treatment (with rotating back). In 
Dictyostelium, caffeine is used to inhibit the synthesis of the chemoattractant cAMP. (F). Schematic 
representation of the working model in less polarized Dictyostelium cells. PI(3,4)P2 is internalized on 
macropinosomes and transported into the cytosol. These anterior macropinosomes break up into smaller 
PI(3,4)P2 vesicles, which dock and fuse at the rear of the cell. (G). Schematic representation of the working 
model in more polarized Dictyostelium cells. Slow vesicle arrival of the PI(3,4)P2 vesicles and slower decay 
rates of PI(3,4)P2 created a broader back. 
 
To access how much the vesicular trafficking contributes to the overall production of PI(3,4)P2, 
we measured turnover before and after Latrunculin A treatment. Latrunculin A acutely blocks 
macropinosomes formation. After Latrunculin A treatment, there was a 30% decrease of tPH-
CynA on the membrane and a photoconversion experiment showed that the degradation rate of 
PI(3,4)P2 decreased 3-fold (Figures 26, and Figure 19E). Together these data suggest that the 
vesicular trafficking is responsible for more than 50% of the levels of PI(3,4)P2, which is 
consistent with the estimate made above when vesicular trafficking is blocked by racH- mutant 
cells (Figures 22L and M).  
 
Figure  26. Temporal profile of PI(3,4)P2 on the membrane.  
(A). Confocal fluorescent images of tPH-CynA-KikGR in Dictyostelium AX3 cell before and after Latrunculin 
A treatment were shown. Latrunculin A was added during images at time 0. (B). Temporal profile of normalized 
intensity of total fluorescence of tPH-CynA-KiKGR on the membrane of cells in (A) was shown (Mean ± 
SEM). (C). Small membrane region of Latrunculin A treated cells was photoconverted at time 0. Temporal 
profile of normalized intensity of total converted red fluorescence was shown (Mean ± SEM). The signal 




3.3.7 Dynamics of PI(3,4)P2 in human neutrophils 
As PI(3,4)P2 is distributed to the back of migrating Dictyostelium, complementary to F-actin 
and active Ras (Figures 19A and B), we sought to investigate its spatio-temporal distribution 
in migrating human leukemia neutrophil-like HL-60 cells. In Dictyostelium cells, the two 
biosensors for PI(3,4)P2, tPH-CynA and PH-TAPP1, display slightly different patterns, despite 
the fact that they are identical on lipid strips and have preference to PI(3,4)P2. Li and Edwards 
et al. have previously established in Dictyostelium that tPH-CynA and PH-TAPP1 colocalize 
to the base of macropinocytic cups and back of the cell membrane (48, 144). However, while 
tPH-CynA labeled both structures strongly, the labelling of the back by PH-TAPP1 was 
relatively weaker (Figures 27A-C). In fixed cells with depleted cytosolic signal, the presence 
of PH-TAPP1 as a sharp band on the membrane at the back was detectable and colocalized 





Figure  27. Comparison of PH-TAPP1 and tPH-CynA in Dictyostelium.  
(A-C) Three examples of confocal images showing localization of PI(3,4)P2 ( tPH-CynA-KiKGR; green) and 
cPH-TAPP1-RFP (red) in wild type Dictyostelium AX3 live cells. (D). Confocal images showing localization of 
PI(3,4)P2 ( tPH-CynA-KiKGR ; green) and cPH-TAPP1 (red) in fixed wild type Dictyostelium AX3 cells. 
 
Whereas tPH-CynA did not express in HL-60 cells, the distribution of PH-TAPP1 was similar 
in HL-60 cells and Dictyostelium. We used cPHX3-TAPP1-GFP, recently developed in the 
Hammond lab, as the biosensor for PI(3,4)P2 in HL-60 cells. We generated a stable HL-60 cell 
line expressing both RFP-LifeAct (another F-actin biosensor in human cells) and 
cPHX3TAPP1-GFP. Under live cell imaging, PI(3,4)P2 accumulated on the membrane, in a 
broad band at the front and a thin faint line at the back of migrating neutrophils (Figures 28A-
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C). We further examined the distribution of PI(3,4)P2 in fixed HL-60 cells which have depleted 
cytosolic signal. Under these conditions, the presence of PI(3,4)P2 as a sharp band on the 
membrane at the back is clear (Figures 28D and E). Consistently, PI(3,4)P2 was found at the 
leading and trailing edges in zebrafish neutrophils (74).  
Next, we looked for PI(3,4)P2-enriched vesicles using the cPHX3TAPP1-GFP biosensor in 
HL-60 cells. We observed an intracellular pool of PI(3,4)P2-enriched vesicles clustered 
towards the back of the neutrophils (Figures 28F and G). Some of these vesicles appeared very 
close to the membrane at the back and then disappear, suggesting that they might be fusing at 




Figure  28. Dynamic localization of PI(3,4)P2 in neutrophils.  
(A). Time-lapse confocal images of human leukemia neutrophil-like HL-60 cell line stably co-expressing 
PI(3,4)P2 biosensor, trimers of the isolated cPH (residues 169–329 in human TAPP1) (cPHx3TAPP1-GFP), and 
RFP-LifeAct (labelling F-actin) showing front and back localization of PI(3,4)P2. Yellow arrow points to 
PI(3,4)P2 localization at the back of the membrane. Front and back of the cell is shown. (B-C) Confocal images 
of HL-60 cell line stably co-expressing PI(3,4)P2 biosensor cPHx3TAPP1-GFP and RFP-LifeAct. Yellow arrow 
points to PI(3,4)P2 localization at the back of the membrane. Front and back of the cell are shown. (D). 
Confocal images showing front and back localization of PI(3,4)P2 in fixed HL-60 cells. Yellow arrow points to 
PI(3,4)P2 localization at the back of the membrane. (E). A maximum intensity projection of Z-stack of confocal 
images showing front and back localization of PI(3,4)P2 in fixed HL-60 cells. Yellow arrow points to PI(3,4)P2 
localization at the back of the membrane.(F). Time-lapse confocal images of HL-60 cell co-expressing 
cPHx3TAPP1-GFP and RFP-LifeAct showing PI(3,4)P2 vesicles at the back of cells. Yellow arrow points to 
PI(3,4)P2 vesicle localization at the back of the HL-60 cell. (G). Time-lapse confocal images of HL-60 cell 
expressing cPHx3TAPP1-GFP showing PI(3,4)P2 vesicles at the back of cells. Yellow arrow points to some 





All together, our studies can be summarized in the model shown in Figures 25E-G. Our 
previous study demonstrated the mutual inhibition between Ras activity and PI(3,4)P2 
establishes polarity even in immobilized Latrunculin A treated cells in the presence of a 
chemoattractant gradient or caffeine (Figure 25E) (48, 103, 109). We now propose an 
additional mechanism involving a specific vesicle recycling path which sharpens the back-to-
front gradient in migrating Dictyostelium cells. PI(3,4)P2 disappears from protrusions at the 
leading edges of macropinocytic cups, and then accumulates on the macropinosomes at the end 
of the internalization process. The macropinosomes are processed into smaller satellite 
PI(3,4)P2 tagged vesicles which then dock at the back. The PI(3,4)P2 molecules incorporated 
at the back diffuse along the membrane towards the front, where they are degraded (Figure 
25F). In more polarized cells, owing to a slower arrival time of PI(3,4)P2 vesicles and a slower 
decay rate of PI(3,4)P2 on the membrane, the PI(3,4)P2 signal at the back broadens and extends 
further to the front (Figure 25G). Our results suggest that a similar mechanism could exist in 
polarized migrating mammalian cells. 
Excitable network hypothesis and the formation of macropinocytic cups 
This model is consistent with the excitable network hypothesis, which has been proposed to 
explain the behaviors of migrating cells (145). According to this hypothesis, propagating waves 
have an active region where front molecules are high and back molecules are low. This region 
is followed by a refractory region, where front molecules are very low and back components 
strongly accumulate (53, 59, 69). Here, our findings suggest macropinosomes are formed by a 
spreading wave whose trailing edge forms the base of the macropinocytic cups. This suggests 
that the base of the macropinocytic cups would be in a refractory state, which is heavily 
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decorated by the back molecule PI(3,4)P2. If PI(3,4)P2 is delivered to the back of the cell as 
we propose, it would shut off this region and further polarize the cell. 
Many other signaling molecules such as PTEN, Myosin II, IQGAP1 and 2, cortexillin I and II, 
RasGAP2 (RG2) and RapGAP3 (RG3) localize to the back of the cells (47, 48, 146). Among 
those molecules, PTEN, RG2, RG3, and Myosin II are also reported to localize to the base of 
the cups or retracting protrusions. In addition, RG2 and RG3 bind to PI(3,4)P2 in vitro. Our 
results raise the possibility that the cells might be bringing the refractory state carrying many 
of those molecules from front to back. 
Regulation of vesicle recycling controls polarity 
In the reverse fountain flow model, we were proposing that vesicular trafficking plays an 
important role in polarity. Yet, the vesicle recycling mechanism we described is more obvious 
in less polarized cells. How can we explain this apparent discrepancy? Highly polarized cells 
are generally characterized by their typical elongated morphology, which is a result of having 
a larger proportion of the cell with elevated back markers. In fact, our simulations showed that 
the relatively longer arrival time of the vesicles and the slower decay rate increased the back 
region. Subsequently, experiment measurements did show a slower decay rate in highly 
polarized cells. Thus, both experimental data and simulation results are consistent in supporting 
the reverse fountain flow model (Figure 25).  
PI(3,4)P2 is a distinct signaling component during cell migration 
Our observations are consistent with an emerging view that PI(3,4)P2 is a signaling molecule 
on its own right, regulating cellular events (84). Numerous studies have shown PI(3,4)P2 
localize to the leading/lagging edge during cell migration, early endosomes and lysosomes 
during clathrin-mediated endocytosis, and back of macropinocytic cups and early 
macropinosomes. This PI(3,4)P2 localization dynamics regulate all of these processes and there 
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appears to be a consistent pattern of PI(3,4)P2 localization involved in protrusion formation 
during cell migration and other aforementioned cellular events (79, 82, 147-149).  
In some studies of cell motility and cytoskeletal events, PI(3,4)P2 acts as a negative regulator 
(150). Huttenlocher’s group reported that Src-homology 2-containing inositol 5’ phosphatase 
(SHIP) limits the motility of neutrophils and their recruitment to wounds in live zebrafish (75). 
Observations by Wu showed that PI(3,4)P2 defines the refractory period of the oscillation in 
cortical waves in mast cells (65, 87). Our lab reported that PI(3,4)P2 negatively regulates cell 
motility by inhibiting Ras activity, even in the absence of PIP3.  
Our results depart from the canonical view that PI(3,4)P2 is only a byproduct of PIP3 
hydrolysis (151). We demonstrated in mammalian neutrophils and in Dictyostelium cells that 
the level of PI(3,4)P2 was maintained on the plasma membrane under PI3K inhibition (Figures 
21A-E). Additionally, in PI3K1-2- Dictyostelium cells, PI(3,4)P2 still accumulated on the 
membrane at the back of the cells and the macropinosomes (Figures 21F-I). This suggests that 
a fraction of PI(3,4)P2 must come from a source other than PIP3 and there is regulation of 
enzymes that generate PI(3,4)P2 from PI3P or PI4P. As there are multiple phosphoinositide 
kinases in Dictyostelium that have not been characterized, it is possible that one of these 
corresponds to a novel PI3K. 
Endocytic trafficking of PI(3,4)P2 as a universal means of establishing polarity  
Our current findings reveal that the PI(3,4)P2 decorated macropinosomes and its connection 
with PI(3,4)P2 gradient at the rear of the plasma membrane in regulating polarity during cell 
migration. Consistently, there are reports suggesting recycling of PI(3,4)P2 tagged vesicles and 
other endocytic events play an important role in polarity of epithelial cells. A study by the 
Bryant group recently described the function of PI(3,4)P2 in apical domain morphogenesis in 
MDCK cysts. Apical PI(3,4)P2 is supplied by the endosomal pool, rather than conversion from 
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basolateral PIP3 by SHIP1 and is a determinant of apical membrane identity (152). These 
observations reinforce the parallels between basolateral and apical surfaces of epithelial cells 
and front and back of migrating cells (153-155). Another parallel could be the establishment 
of polarity during cytokinesis, where PI(3,4)P2 is found elevated in the cleavage furrow (145). 
The potential role of vesicular trafficking in cytokinesis has not been investigated.  
Reverse-fountain flow model of PI(3,4)P2 
During migration, the additional membrane required to enable the expending protrusions could 
come from unfolding of invaginations of the membrane or from vesicular trafficking.  
Multiple different studies have suggested that cells migrate following a fountain flow model: 
membrane precursor vesicles fuse with the anterior cell membrane at the protrusions, both the 
dorsal and ventral membranes flow toward the rear, and membrane is internalized at the rear 
(140, 156). In support of the fountain flow models, it has been shown that blocking of vesicular 
trafficking is required for movement, and that particles sticking on the outside of the cells as 
well as photobleached membrane patches flow from the front to the back.  
In our reverse-fountain flow model, PI(3,4)P2-enriched vesicles are taken from 
macropinosomes at the anterior protrusion and eventually fuse to the membrane at the rear. 
Furthermore, plasma membrane PI(3,4)P2 at the rear diffuses towards the front. While this 
reverse-fountain flow model of PI(3,4)P2 sheds light on the role of this phospholipid in 
regulating polarity during cell migration, further study is needed to determine the direction of 
flow of other membrane components. One study showed that photoactivation of cAR1 did 
move towards the front, which support the reverse fountain flow model (Traynor & Kay, 2007). 
In addition, vesicles containing adenylyl cyclase fuse with the back of Dictyostelium cells and 
vesicles carrying growth factor receptor fuse at the back of cells (46, 157). A recent study by 
Moreau et al showed that migrating immature dendritic cells form macropinosomes at their 
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leading edge which traverse the cytoplasm and ultimately release their fluid content at the back 
(158). This agrees with our model. Membrane folding, fountain flow model or reverse fountain 




Cell Culture and differentiation 
Wild-type Dictyostelium discoideum cells of AX3 and AX2 strains were used in this study. 
These strains are established lab cell lines because they can form fruiting bodies upon 
starvation and their morphology and behavior can be easily examined during chemotactic 
assays. RacH- strain, generated in AX2 background, was provided by Dr. Miho Iijima (JHU) 
and generated as described previously (142). All of these strains were cultured axenically in 
HL5 medium at 22 °C, either in suspension for obtaining high cell densities for cell 
differentiation or on tissue culture dishes for cell line maintenance. Cells expressing 
LimEΔcoil-RFP, PH-Crac-RFP, cPHx3-TAPP1-GFP, tPH-CynA-KikGR, PHCynA-HALO or 
CAR1-KikGR constructs were generated by electroporation of the appropriate plasmids in 
wild-type or mutant cells. Transformed cells were selected and maintained in HL5 medium 
containing 20 μg/mL G418, 50 μg/mL Hygromycin B, or both. For microscopy, cells were 
plated in DB buffer to reduce HL5 medium-associated autofluorescence and photosensitivity 
of growing cells. This enabled prolonged and frequent imaging of cells.  
Neutrophil-like HL-60 cells, used in this study, were procured from Dr. Orion Weiner 
(UCSF). Cells were grown in RPMI 1640 medium containing HEPES (ThermoFisher 
Scientific # 22400089) and heat-inactivated fetal bovine serum (10% v/v; Gibco). Cultures 
were maintained at a density of 0.1–1.0 million cells/ml at 37°C/5% CO2. Differentiated HL-
60s were obtained by adding 1.5% (vol/vol) DMSO (Sigma-Aldrich) to actively growing 
cells (at a density of 0.3 million cells/ml) followed by incubation for an additional 5-6 days 
(159).  
Human embryonic kidney 293 (HEK293T) cells were used to generate lentivirus to perform 
lentivirus transduction in HL-60 cells. HEK293T cells were grown in DMEM (Mediatech) 
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containing 10% (vol/vol) heat-inactivated fetal bovine serum and maintained at 37°C/5% 
CO2. 
Plasmid Construction 
cPHx3TAPP1-GFP and pPamCherry1-C1-TAPP1-cPHx3 was provided by Gerald R.V. 
Hammond (Pitt) and Brady D. Goulden (144). It was subsequently cloned into pDM358 
vector or SFFV vector. RFP-LifeAct was obtained from Stephen Desiderio Lab (JHU) and 
was subsequently cloned into SFFV vector (Addgene Cat # 79121). LimEΔcoil-RFP, cPH-
TAPP1-RFP, PH-Crac-RFP and  tPH-CynA-KikGR constructs were created in previous 
studies (48). C-terminal HALO-tagged PHCynA construct was generated by cloning the 
PHCynA ORF from tPH-CynA-KikGRk-KF2 construct using the primers 5’ Fwd; 
TATAAGATCTAAAAAAATGAAATCCTCAAATGGTGTCGGTTGTAC and 3’ Rev; 
TATAACTAGTTGAAATTGGTTTTGGCGGAAGAGGAG into BglII/SpeI sites of 
pHK12neo plasmid.  
Lentivirus transduction of HL-60 cells 
HEK293T cells were seeded into six-well plates and grown until 80% confluent. For each 
well, 5 μg cPHx3TAPP1-GFP in SFFV vector,1.25 μg VSVG, and 3.5 μg cytomegalovirus 8.91 
vector were mixed and prepared for transfection using Lipofectamine® 3000 following 
manufacturer’s instructions. After transfection, cells were grown for an additional 1-3 days, 
after which virus-containing supernatants were harvested. 50-200 uL virus was mixed with 1 
million HL-60 cells in growth medium supplemented with polybrene (8 μg/ml), and 
incubated overnight. HL-60 cells expressing cPHx3TAPP1-GFP or RFP-LifeAct were selected 




Growth-phase Dictyostelium or differentiated HL-60 cells were placed on uncoated or 
fibronectin-coated eight-well coverslip chamber slide (Lab-Tek, Thermo Scientific, Nunc). 
Confocal imaging was performed with the help of a Zeiss LSM780 single-point laser-
scanning microscope. Time-lapse images were obtained with DIC, GFP, or RFP illumination 
at 3- to 25-s intervals for 20-180 min. 
Confocal microscopy with FM4-64. Dictyostelium cells were pretreated with 0.1 M sorbitol 
in PB to reduce formation of contractile vacuoles, which tend to get extensively labeled with 
FM4-64 dye (160). 2 μM FM4-64 was added to cells during the live cell imaging.  
Confocal microscopy with Photoconversion. Cells expressing tPH-CynA-KikGR were 
visualized using a 488 nm Argon laser and a 40X objective. For photoconversion of KikGR, 
a 405 nm diode laser was used with 1x5 iterations. Furthermore, a region of interest was 
moved to the center of the viewing field, and the field diaphragm was closed to its smallest 
opening to make a photoconvertible spot using a 541 nm laser for red fluorescence excitation. 
Imaging of both photoconverted and unconverted KikGR was done using 488 nm Ag laser 
for green fluorescence and 541 nm laser for red fluorescence in multi-track mode. 
Fluorescence recovery after photobleaching (FRAP). To minimize the contribution of 
diffusion from above and below the bleach box, the box was expanded to include a portion of 
the top and bottom membranes. A section of the cell periphery in zoom was exposed to two 
iterations of saturating 488-nm laser light causing a partial bleach.  
PHCynA-HALO labelling and imaging using HaloTag® TMR Ligand. PH-CynA-Halo 
expressing Dictyostelium cells were harvested, washed in DB, and incubated with 3 µM TMR 
conjugated HaloTag ligand (Promega) for 30 mins at RT. Excess stain was washed away 
using DB, and cells were imaged using the Zeiss LSM780 confocal microscope. 
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Cell fixation. Growth stage Dictyostelium cells were allowed to attach to cover-glass for 
30min to 2 hours in an eight-well chamber slide. Cells were incubated with freshly made 
fixative (2% buffered paraformaldehyde, 0.25% glutaraldehyde, and 0.1% Triton X-100 in 
HL5) for 10 minutes at room temperature, and subsequently quenched in 1mg/mL sodium 
borohydride for 3 minutes. Cells were then washed twice with TBS (supplemented with 
0.25% BSA and 0.05% Triton X-100) and visualized using the Zeiss LSM780 confocal 
microscope. In each experiment, images from different samples were taken consecutively 
using identical settings. 
Cell fusion by electroporation 
Growth phase  tPH-CynA-KikGR expressing Dictyostelium cells were grown in suspension, 
harvested, washed, and resuspended in SB (17 mM Soerensen buffer containing 15 mM 
KH2PO4 and 2 mM Na2HPO4, pH 6.0) at a density of 15 million cells/ml. 10 ml of cells 
were rolled gently for 20-45 min. 800 μl of rolled cells were transferred to a 4‐mm‐gap 
electroporation cuvette. Electroporation was carried out with the following settings: 1,000 V, 
3 μF for once, and 1,000 V, 1 μF for three times, with 1–2 s between pulses. 50 μl of cells 
were then transferred to the center of a well in an 8‐well chamber, and was allowed to adhere 
for 10 min. 450 μl of SB (containing 2 mM CaCl2 and 2 mM MgCl2) was added to the well, 
and was pipetted gently to resuspend the cells evenly. Unadhered cells were removed by 
washing with 450 μl of fresh SB, after which the attached cells were incubated for 1 h for 
recovery before imaging(55). 
Computational Study 
In this present study we modeled the cell membrane as a 1D spatial domain of length 40 μm 
with periodic boundary condition. The arrival of the satellite vesicles on the membrane was 
modeled as a discrete Poisson process with a variable mean arrival time – (a) for the vegetative 
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cell: 𝜆𝜆𝑣𝑣𝑣𝑣𝑣𝑣 = 10 s, (b) for the developed cell: 𝜆𝜆𝑑𝑑𝑣𝑣𝑣𝑣 = 40 s. We assumed two separate pools of 
PI(3,4)P2 molecules: PI(3,4)P2 on the docked vesicle (U) and on the membrane (V). For the 
purpose of modeling we simplified the process of vesicle fusion as follows: 
(a) At a randomly chosen time instant 𝜕𝜕𝑎𝑎  (𝜕𝜕𝑎𝑎~ chosen with an exponential distribution with 
mean arrival time 𝜆𝜆 ), 𝑛𝑛 (𝑛𝑛~Normal distribution) molecules of U per unit length (i.e. 
𝑛𝑛 × 𝑒𝑒 total molecules where 𝑒𝑒 is the radius of the vesicle) appeared on the membrane 
centered around a docking site, 𝑥𝑥𝑑𝑑. The docking site, 𝑥𝑥𝑑𝑑,  is randomly selected sampled 
either from a probability distribution with the cumulative density function, 𝜕𝜕𝑉𝑉(𝑙𝑙) =
 ∑ 𝑣𝑣𝑘𝑘
𝑛𝑛𝑣𝑣𝑙𝑙
𝑘𝑘=0  where 𝑣𝑣𝑘𝑘 is the value of V at spatial index 𝑘𝑘 (directed insertion case) or from a 
discrete uniform distribution (random insertion case).  
(b) During the docking time interval, 𝛥𝛥𝜕𝜕𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘, U remained unchanged. 
(c) After 𝛥𝛥𝜕𝜕𝑑𝑑𝑑𝑑𝑑𝑑𝑘𝑘, U converted to V which diffuses freely on the membrane. 
The mathematical description of the model is given as follows: 
∂U
∂t
= δ(x,t)(xd, ta) − k−u �1 − 𝕀𝕀Δtdock(t)�U 
∂V
∂t
= k−u �1 − 𝕀𝕀Δtdock(t)�U − d�x, V(x, t)�V + DV∇
2V  
where, 𝕀𝕀Δtdock and 𝛿𝛿(𝑥𝑥,𝑡𝑡)(𝑥𝑥𝑑𝑑, 𝜕𝜕𝑎𝑎) are, respectively, the indicator and Kronecker delta functions 
defined as follows: 
𝕀𝕀tdock(𝜕𝜕) = �
1,   if 𝜕𝜕 ∈ Δtdock
0,   if 𝜕𝜕 ∉ Δtdock
 
𝛿𝛿(𝑥𝑥,𝑡𝑡)(𝑥𝑥𝑑𝑑, 𝜕𝜕𝑎𝑎) = �
1,   if 𝑥𝑥 ∈ 𝑥𝑥𝑑𝑑 , 𝜕𝜕 = 𝜕𝜕𝑎𝑎




The Kronecker delta function models the arrival of a vesicle at a particular site and the 
indicator function restricts the fusion of U (the PI(3,4)P2 on the vesicle to the membrane) 
until the end of the docking period. The following decay function, 𝑑𝑑(∙) was used: 
 
d�𝑥𝑥, V(𝑥𝑥, 𝜕𝜕)� = 𝑘𝑘1 + 𝑘𝑘2  
1
𝑘𝑘3 + V(𝑥𝑥, 𝜕𝜕)2
 
Whereas the first part of the decay function denotes a spatially independent basal decay rate, 
the second part represents the effect of spatially variable decay rate as observed 
experimentally (the skewed distribution of the photoconverted red fluorescent profile 
validated this assumption). 
The stochastic simulations of the model were performed using URDME(161) approach using 
custom code written in MATLAB 2019b (MathWorks, Natick, MA, USA). The simulation 
domain was considered as a 1D domain of length 40 µm with spatial grid resolution of 0.1 
µm. The completely unpolarized cell membrane ((U,V) = (0,0)) was taken as the initial 
condition. 
For the estimation of the diffusion constant in Figure 19D, a simple diffusion model was 
simulated using the URDME as explained above using the converted red fluorescence profile 
at 0 sec as the initial condition. The optimum diffusion coefficient was obtained by 
minimizing the following cost function: 
��𝑉𝑉𝑣𝑣𝑥𝑥𝑒𝑒(𝑥𝑥, 𝜕𝜕𝑘𝑘) − 𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥, 𝜕𝜕𝑘𝑘)�
2   
𝑘𝑘
 
Quantification and Statistical Analysis 
Image Analysis 
All images were processed using Fiji (like ImageJ) (National Institutes of Health) and 
MATLAB. The mean intensity of the membrane portion and cytosol portion were measured, 
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and the ratio was calculated using image J as described previously(48). Cells were segmented 
by a multistep process using commands from the Image Processing Toolbox in MATLAB. 
Colors were assigned linearly in the same fashion across all kymographs, with blue indicating 
the lowest intensity and red the highest intensity. Biosensor patches were defined regions of 
fluorescent intensity that are two folds over background.    
Statistical Analysis 
Mean values and standard deviations/ standard error of the mean were calculated and used to 
assess differences between two groups by GraphPad Prism. P-values ≤ 0.05 were considered 
statistically significant, throughout this study. Images presented in figures are representative 
of more than three independent experiments.  
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Cell migration requires coordination of signal transduction and cytoskeletal events, which 
regulate the dynamics and localization of cellular protrusions and contractions. The behavior 
of the signal transduction and the cytoskeleton networks suggest that they are excitable and 
has led to the “excitable network hypothesis” for cell migration. In migrating Dictyostelium 
cells, waves of Ras and PI3K activation, propagate along the cell cortex, while back protein, 
PTEN, dissociates from the membrane generating coordinated “shadow” waves. Theoretical 
models of excitability involve activator-inhibitor feedback loops, and the molecular events 
comprising the loops provide a novel framework for understanding the behaviors of 
migrating cells.  
In my thesis we revealed a complete description of a mutual inhibitory feedback loop between 
Ras activation and PI(3,4)P2 that is central for cell migration. We show that chemoattractants, 
which activate Ras, lead to a reduction of PI(3,4)P2. Since RG2 binds to PI(3,4)P2, its 
dissociation from the membrane leads to a further increase in Ras activity, which in turn further 
decreases PI(3,4)P2, creating a powerful positive feedback loop (Figure 18F and G). There is 
a similar loop involving RG3. This is consistent with our observations of the patterns of Ras 




The mutual inhibition between Ras activity and PI(3,4)P2 establishes polarity even in 
immobilized Latrunculin A treated cells in the presence of a chemoattractant gradient. We next 
proposed an additional mechanism involving a specific vesicle recycling path which sharpens 
the back-to-front gradient in migrating Dictyostelium cells. This “reverse fountain flow” of 
PI(3,4)P2 regulates polarity in cell migration: First appearing on macropinosomes derived from 
protrusions, it is delivered to the back on small vesicles and then diffuses to the front.  A 
resulting back-to-front gradient contributes to polarity during cell migration. This model is 
consistent with the excitable network hypothesis, which has been proposed to explain the 
behaviors of migrating cells. According to this hypothesis, propagating waves have an active 
region where front molecules are high and back molecules are low. This region is followed by 
a refractory region, where front molecules are very low and back components strongly 
accumulate (53, 59, 69, 145). Here, our findings suggest macropinosomes are formed by a 
spreading wave whose trailing edge forms the base of the macropinocytic cups. This suggests 
that the base of the macropinocytic cups would be in a refractory state, which is heavily 
decorated by the back molecule PI(3,4)P2. If PI(3,4)P2 is delivered to the back of the cell as 
we propose, it would shut off this region and further polarize the cell. Our results raise the 
possibility that the cells might be bringing the refractory state carrying many of those molecules 
from front to back.  
The discovery of these positive feedback loops provides critical insight to molecular 
mechanisms of excitability. The excitable network hypothesis for cell migration may provide 
a novel framework for understanding morphological changes in cells. In this thesis, we 
described a complete feedback loop between Ras and PI(3,4)P2 that mediates cell migration, 
and showed that the vesicular trafficking of PI(3,4)P2 plays an important role in polarity in cell 
migration. Going forward, it will be important to determine how are PI(3,4)P2 degraded from 
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the front of the membrane and the motor proteins that transport PI(3,4)P2 during recycling, and 
the extent to which the same or similar excitable networks are used in migrating cells in 
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