Non-blocking data structures allow scalable and thread-safe accesses to shared data. They provide individual operations that appear to execute atomically. However, it is often desirable to execute multiple operations atomically in a transactional manner. Previous solutions, such as software transactional memory (STM) and transactional boosting, manage transaction synchronization in an external layer separated from the data structure's own thread-level concurrency control. Although this reduces programming effort, it leads to overhead associated with additional synchronization and the need to rollback aborted transactions.
INTRODUCTION
With the growing prevalence of multi-core systems numerous highly concurrent non-blocking data structures have emerged [8, 27, 31, 39] . Researchers and advanced users have been using libraries like LibCDS 1 , Tervel 2 and Intel TBB 3 , which are packed with efficient concurrent implementations of fundamental data structures. High level programming languages such as C#, JAVA and Scala also introduce concurrent libraries, which allow users who are unaware of the pitfalls of concurrent programming to safely take advantage of the performance benefits of increased concurrency. These libraries provide operations that appear to execute atomically when invoked individually. However, they fall short when users need to execute a sequence of operations atomically (i.e., compose operations in the manner of a transaction). For example, given a concurrent map data structure, the following code snippet implementing a simple ComputeIfAbsent pattern [11] is error prone.
i f ( ! map . c o n t a i n s K e y ( key ) ) { v a l u e = . . . // some c o m p u t a t i o n map . put ( key , v a l u e ) ; }
The intention of this code is to compute a value and store it in the map, if and only if the map does not already contain the given key. The code snippet fails to achieve this since another thread may have stored a value associated with the same key right after the execution of containsKey and before the invocation of put. As a result, the thread will overwrite the value inserted by the other thread upon the completion of put. Programmers may experience unexpected behavior due to the violation of the intended semantics of ComputeIfAbsent. Many Java programs encounter bugs that are caused by such non-atomic composition of operations [36] . Because of such hazards, users are often forced to fall back to locking and even coarse-grained locking, which has a negative impact on performance and annihilates the non-blocking progress guarantees provided by some concurrent containers.
The problem of implementing high-performance transac-tional data structures 4 is important and has recently gained much attention [2, 11, 12, 13, 19, 21, 26] . We refer to a transaction as sequence of linearizable operations on a concurrent data structure. This can be seen as a special case of memory transactions where the granularity of synchronization is on the data structure operation level instead of memory word level. We consider a concurrent data structure "transactional" if it supports executing transactions 1) atomically (i.e., if one operation fails, the entire transaction should abort), and 2) in isolation (i.e., concurrent executions of transactions appear to take effect in some sequential order).
Software transactional memory (STM) [22, 37] can be used to conveniently construct transactional data structures from their sequential counterparts: operations executed within an STM transaction are guaranteed to be transactional. Despite the appeal of straightforward implementation, this approach has yet to gain practical acceptance due to its significant runtime overhead [3] . An STM instruments threads' memory accesses by recording the locations a thread reads in a read set, and the locations it writes in a write set. Conflicts are detected among the read/write sets of different threads. In the presence of conflicts, only one transaction is allowed to commit while the others are aborted and restarted. Apart from the overhead of metadata management, excessive transaction aborts in the presence of data structure "hot-spots" (memory locations that are constantly accessed by threads, e.g., the head node of a linked list) limit the overall concurrency [21] . The inherent disadvantage of STM concurrency control is that low-level memory access conflicts do not necessarily correspond to high-level semantic conflicts.
In this paper, we present lock-free transactional transformation: a methodology for transforming high-performance lock-free base data structures into high-performance lockfree transactional data structures. Our approach is applicable to a large class of linked data structures-ones that comprise a set of data nodes organized by references. We focus our discussion here on the data structures that implement the set abstract data type with three canonical operations Insert, Delete, and Find. Linked data structures are desirable for concurrent applications because their distributed memory layout alleviates contention [38] . The specification for the base data structures thus defines an abstract state, which is the set of integer keys, and a concrete state, which consists of all accessible nodes. Lock-free transactional transformation treats the base data structure as a white box, and introduces a new code path for transactionlevel synchronization using only the single-word CompareAndSwap (CAS) synchronization primitive. The two key challenges for high-performance data structure transaction executions are: 1) to efficiently buffer write operations so that their modifications are invisible to operations outside the transaction scope; and 2) to minimize the penalty of rollbacks when aborting partially executed transactions.
To overcome the first challenge, we employ a cooperative transaction execution scheme in which threads help each other finish delayed transactions so that the delay does not propagate across the system. We embed a reference to a transaction descriptor in each node, which stores the instructions and arguments for operations along with a flag indicating the status of the transaction (i.e., active, commit-4 Also referred as atomic composite operations [11] ted, or aborted). A transaction descriptor is shared among a group of nodes accessed by the same transaction. When an operation tries to access a node, it first reads the node's descriptor and proceeds with its modification only if the descriptor indicates the previous transaction has committed or aborted. Otherwise, the operation helps execute the active transaction according to the instructions in the descriptor.
To overcome the second challenge, we introduce logical rollback -a process integrated into the transformed data structure to interpret the logical status of the nodes. This process interprets the logical status of the nodes left behind by an aborted transaction in such a way that concurrent operations observe a consistent abstract state as if the aborted transaction has been revoked. The logical status defines how the concrete state of a data structure (i.e., set of nodes) should be mapped to its abstract state (i.e., set of keys). Usually the mapping is simple-every node in the concrete state corresponds to a key in the abstract state. Previous works on lock-free data structures have been using logical deletion [18] , in which a key is considered removed from the abstract state if the corresponding node is bit-marked. Logical deletion encodes a binary logical status so that a node maps to a key only if its reference has not been bit-marked. We generalize this technique by interpreting a node's logical status based on the combination of transaction status and operation type. The intuition behind our approach is that operations can recover the correct abstract state by inversely interpreting the logical status of the nodes with a descriptor indicating an aborted transaction. For example, if a transaction with two operations Insert(3) and Delete(4) fails because key 4 does not exist, the logical status of the newly inserted node with key 3 will be interpreted as not inserted.
We applied lock-free transaction transformation on an existing lock-free linked list and a lock-free skiplist to obtain their lock-free transactional counterparts. In our experimental evaluation, we compare them against the transactional data structures constructed from transactional boosting, a word-based STM, and an object-based STM. We execute a micro-benchmark on a 64-core NUMA system to measure the throughput and number of aborts under three types of workloads. The results show that our transactional data structures achieve an average of 40% speedup over transactional boosting based approaches, an average of 10 times speedup over the word-based STM, and an average of 3 times over the object-based STM. Moreover, the number of aborts generated by our approach are 4 orders of magnitude less than transactional boosting and 6 orders of magnitude less than STMs. This paper makes the following contributions:
• To the best of our knowledge, lock-free transactional transformation is the first methodology that provides both lock-free progress and semantic conflict detection for data structure transactions.
• We introduce a node-based conflict detection scheme that does not rely on STM nor require the use of an additional data structure. This enables us to augment linked data structures with native transaction support.
• We propose an efficient recovery strategy based on interpreting the logical status of the nodes instead of explicitly revoking executed operations in an aborted transaction.
• Data structures transformed by our approach gain substantial speedup over alternatives based on transactional boosting and the best-of-breed STMs; Due to cooperative execution in our approach, the number of aborts caused by node access conflict is brought down to a minimum.
• Because our transaction-level synchronization is compatible with the base data structure's thread-level synchronization, we are able to exploit the considerable amount of effort devoted to the development of lockfree data structures.
The rest of the paper is organized as follows. In Section 2, we explain our methodology in details. We present the template for building transactional linked lists and skiplists in Section 3. We reason about the correctness and progress properties of our algorithms in Section 4. The performance evaluation is presented in Section 5. In Section 6, we review existing approaches on constructing transactional data structures. We conclude the paper in Section 7.
LOCK-FREE TRANSACTIONAL TRANS-FORMATION
Any transactional data structure must cope with two tasks: conflict detection and recovery. In previous works [12, 21] , locks were commonly used to prevent access conflict, and undo logs were often used to discard speculative changes when a transaction aborts. In this work we introduce lockfree transactional transformation: a methodology that streamlines the execution of a transaction by abolishing locks and undo logs. Our lock-free transactional transformation combines three key ideas: 1) node-based semantic conflict detection; 2) interpretation-based logical rollback; and 3) cooperative transaction execution. In this section, we explain these ideas and introduce the core procedures that will be used by transformed data structures: a) the procedure to interpret the logical status of a node; b) the procedure to update an existing node with a new transaction descriptor; and c) the transaction execution procedure that orchestrates concurrent executions.
For clarity, we list the constants and data type definitions in Algorithm 1. In addition to the fields used by the base lock-free data structure, we introduce a new field inf o in Node. NodeInfo stores desc, a reference to the shared transaction descriptor, and an index opid, which provides a history record on the last access (i.e., given a node n, n.inf o.desc.ops[n.desc.opid] is the most recent operation that accessed it). A node is considered active when the last transaction that accessed the node had an active status (i.e., n.inf o.desc.status = Active). A descriptor [24] is a shared object commonly used in lock-free programming to announce steps that cannot be done by a single atomic primitive. The functionalities of our transaction descriptor is twofold: 1) it stores all the necessary context for helping finish a delayed transaction; and 2) it shares the transaction status among all nodes participating in the same transaction. For set operations, we pack the high-level instructions including the operation type and the operand using only 8 bytes per operation. We also employ the pointer marking technique described by Harris [18] to designate logically deleted nodes. The macros for pointer marking are defined in Algorithm 2. The M ark flag is co-located with the inf o pointers. ...
Algorithm 2 Pointer Marking
1: int M ark ← 0x1 2: define SetMark(p) (p | M ark) 3: define ClearMark(p) (p & ∼ M ark) 4: define IsMarked(p) (p & M ark)
Node-based Conflict Detection
In our approach, conflicts are detected at the granularity of a node. If two transactions access different nodes (i.e. the method calls in them commute [21] ), they are allowed to proceed concurrently. In this case, shared-memory accesses are coordinated by the concurrency control protocol in the base data structure. Otherwise, threads proceed in a cooperative manner as detailed in Section 2.4. For set data types, each node is associated with a unique key, thus our conflict detection operates at the same granularity as the abstract locking used by transactional boosting. We illustrate an example of node access conflict in Figure 1 . At the beginning, Thread 1 committed a transaction t1 inserting keys 1 and 3. Thread 2 attempted to insert keys 4 and 2 in transaction t2, while Thread 3 was concurrently executing transaction t3 to delete keys 3 and 4. Thread 3 was able to perform its first operation by updating the inf o pointer on node 3 with a new NodeInfo. However, it encounters a conflict when attempting to update node 4 because Thread 2 has yet to finish its second operation. To enforce serialization, operations must not modify an active node. In order to guarantee lock-free progress, the later return op = Find or op = Delete transaction must help carry out the remaining operations in the other active transaction.
Our synchronization protocol is pessimistic in that it assigns a node to a transaction as soon as an operation requires it, for the duration of the transaction. Moreover, node-based conflict detection effectively compartmentalizes the execution of transactions. Completed operations will not be affected should a later operation in the transaction experience contention and need to retry (most lock-free data structures use CAS-based retry loops). Each node acts as a checkpoint; once an operation successfully updates a node, the transaction advances one step towards completion. Data-based conflict detection, due to the lack of such algorithm-specific knowledge, has to restart the whole transaction upon conflict.
Logical Status Interpretation
To achieve isolation in transaction executions, a write operation needs to buffer or "hide" its update until the transaction commits; and to achieve atomicity it needs to revoke its modifications upon transaction abort. In the context of data structure transactions, existing strategies undo the operations by invoking their inverse operations [21] . This would incur a significant penalty because the compute cycles spent on the inverse operations do not contribute to the overall throughput and introduce additional contention. We approach the recovery task from another angle: an aborted transaction does not need to physically invoke the inverse methods; executed operations in an aborted transaction just need to appear to have be undone. We achieve this by having operations inversely interpret the logical status of nodes accessed by operations in an aborted transaction. Both physical undo and our logical undo reach the same goal of restoring the abstract state of the data structure.
In Algorithm 3, we list the function to interpret the logical status of a node according to the value of the transaction descriptor. Function IsNodePresent, verifies that a node associated with a specific key is present. This is a common test found in existing linked data structures. Given a node's presence, function IsKeyPresent verifies if the key should be logically included in the abstract state, and returns a boolean value based on the combination of operation type and transaction status. For a node most recently accessed by an Insert operation, its key is considered present if the return retry transaction has successfully committed. On the contrary, according to the semantics of Delete, a successful operation must remove the key from the set. Thus for a node most recently accessed by a Delete operation, its key is considered present if the transaction has aborted. These two opposite interpretations also match previous observations that Insert and Delete are a pair of inverse operations [21] .
Since the Find operation is read-only, no rollback is needed. The node's key is always present regardless the status of the transaction. A special case is the operations in an active transaction, which we treat as committed but are visible only to subsequent operations within the same transaction scope.
Logical Status Update
As mentioned above, the logical status of a node depends on the interpretation of its transaction descriptor. In a transformed data structure, an operation needs to change a node's logical status before performing any necessary lowlevel node manipulations. This is done by updating the node's NodeInfo pointer as shown in Algorithm 4. Given a node n, the function UpdateInfo reads its current inf o field (line 4. 2 5 ), verifies its sanity, and attempts to update n.inf o through the use of CAS (line 4.15). It returns a tri-state value indicating whether the operation succeeded, failed, or should be retried. We make sure that any other active transaction accessing n is completed by helping execute its remaining operations (line 4.7). However, we have to avoid helping the same transaction because of the hazard of infinite recursions. This is prevented by the condition check on line 4.6. We also skip the update and report success if the operation has already been performed by other threads (line 4.8). Due to the use of the helping mechanism, the same operation may be executed multiple times by different threads. The condition check on line 4.8 allows us to identify the node accessed by threads that execute the same transaction, and ensures consistent results. We validate the presence of the key on line 4.10 and test if the key's presence 
Transaction Execution
We consider the transaction execution model in which a transaction explicitly aborts upon the first operation failure. The ExecuteTransaction in Algorithm 5 is the entry point of transaction execution, which is invoked by the thread that initiates a transaction. The ExecuteOps function executes operations in sequence starting from opid. For threads that help to execute a delayed transaction, the opid could be in the range of [1, desc.size]. In each step of the while loop (line 5.13), the return value of the previous operation is verified. We require the operations to return a boolean value indicating if the executions are successful. A false value indicates the precondition required by the operation is unsatisfied and the transaction will abort. Once all operations complete successfully we atomically update the transaction status with a Committed flag (line 5.26). It is not necessary to retry this CAS operation as a failed CAS indicates that some other thread must have successfully updated the transaction status. The thread that successfully executed the CAS will be responsible for performing physical node deletion (line 5.27), which will be explained in Section 3.
By adopting cooperative transaction execution, our approach is able to eliminate the majority of aborts caused by access conflicts. Although rare, potential livelock is possible if two threads were to access two of the same nodes in opposite order. In such cases, both threads will be trapped in infinite recursions helping execute each other's transaction. We detect and recover from this hazard by using a per-thread help stack, which is a simple stack containing Desc pointers. This is similar to a function call stack, except it records the invocation of ExecuteOps. A thread initializes its help stack before initiating a transaction. Each time a thread begins to help another transaction, it pushes the transaction descriptor onto its help stack. A thread pops its help stack once the help completes. Cyclic dependencies among transactions can be detected by checking for duplicate entries in the help stack (line 5.9). We recover by aborting one of the transactions as shown on line 5.10.
APPLICATION EXAMPLES
In this section we demonstrate the application of our lockfree transaction transformation on linked lists and skiplists based sets. The process involves two steps: 1) identify and encapsulate the base data structure's methods for locating, inserting, and deleting nodes; and 2) integrate the UpdateInfo function (Algorithm 4) in each operation using the templates provided in this section.
The first step is necessary because we still rely on the base algorithm and its concurrency control to add, update, and remove linkage among nodes. This is a refactoring process, as we do not alter the functionality of the base implementations. Although implementation details such as argument types and return values may vary, we need to extract the following three functions: Do LocatePred, Do Insert, and Do Delete. We add a prefix Do to indicate these are the methods provided by the base data structures. For brevity, we omit detailed code listings, but express the general functionality specifications. Given a key, Do LocatePred returns the target node (and any necessary variables for linking and unlinking a node, e.g., its predecessor). Do Insert creates the necessary linkage to correctly place the new node in the data structure. Do Delete removes any references to the node. Note that some lock-free data structures [10, 18] employ a two-phased deletion algorithm, where the actual node removal is delayed or even separated from the first phase of logical deletion. In this case, we only expect Do Delete to perform the logical deletion as nodes will be physically removed during the next traversal.
Algorithm 6 lists the template for the transformed Insert function. The function resembles the base node insertion algorithm with a CAS-based while loop (line 6.4). The only addition is the code path for invoking UpdateInfo on line 6.7. The logic is simple: on line 6.6 we check if the data structure already contains a node with the target key. If so, we try to update the node's logical status, otherwise we fall back to the base code path to insert a new node. Should any of the two code paths indicate a retry due to contention, we start the traversal over again.
The Delete operation listed in Algorithm 8 is identical to Insert except it terminates with failure when the target node does not exist (line 8.13). We also adopt a two-phase process for unlinking nodes from the data structure: deleted if
ret ← UpdateInfo(curr, inf o, true) 8:
ret ← f ail 10:
if ret = success then 11:
return true 12:
else if ret = f ail then 13:
return false nodes will firstly be buffered in a local set in ExecuteOps, and when the transaction commits, the inf o field of buffered nodes will be marked (line 8.23) and consequently unlinked from the data structure by invoking the base data structures' Do Delete. One advantage of our logical status interpretation is that unlinking nodes from the data structure is optional, whereas in transactional boosting nodes must be physically unlinked to restore the abstract state. This opens up opportunities to optimize performance based on application scenarios. Timely unlinking deleted nodes is important for linked lists because the number of "zombie" nodes has linear impact on sequential search time. Leaving delete nodes in the data structure may be beneficial for skiplists because the overhead and contention introduced by unlinking nodes may outweigh the slight increase in sequential search time (O(logn)). The Find operation listed in Algorithm 7 also needs to update the node's inf o pointer. Without this, concurrent deletions may remove the node after Find has returned and before the transaction commits. Since we have extracted the core functionality of interpreting and updating logical status into a common subroutine, the transformation process is generic and straightforward. To use a transformed data structure, the application should first initialize and fill a Desc structure, then invoke ExecuteTransaction (Algorithm 5) with it as an argument. The allocation of the transaction descriptor contributes to most of the transac- if
if
Do Delete(del) tion execution overhead. We discuss this in more details in Section 5.
CORRECTNESS
We base our correctness discussion on the notion of commutativity isolation [21] , which states that the history of committed transactions is strictly serializable for any transactional data structure that provides linearizable operations and obeys commutativity isolation 6 . STM systems may prefer more strict correctness criteria, such as opacity [16] , because they need to account for the consistency of intermediate memory access. In the case of data structure transactions, the intermediate computation is managed by linearizable methods, and only the end result of a transaction is accessible to users. Strict serializability [33] , which is the analogue of linearizability [25] for transactions, provides enough semantics for such cases.
Definitions
We provide a brief recapitulation of the definitions and correctness rules from Herlihy and Koskinen's work [21] . A history of computation is a sequence of instantaneous events. Events associated with a method call include invocation I and response R. A single transaction running in isolation defines a sequential history. A sequential specification for a data structure defines a set of legal histories for that data structure.
Definition 1.
A history h is strictly serializable if the subsequence of h consisting of all events of committed transac- 6 We omit the discussion of rules on compensating actions and disposable methods because they are not applicable to our approach tions is equivalent to a legal history in which these transactions execute sequentially in the order they commit. Definition 2. Two method calls I, R and I , R commute if: for all histories h, if h · I · R and h · I · R are both legal, then h · I · R · I · R and h · I · R · I · R are both legal and define the same abstract state.
Commutativity identifies operations that have no dependencies on each other. Executing commutative operations in any order yields the same abstract state. The commutativity specification for set operations is as follows:
Rule 1. Linearizability: For any history h, two concurrent invocations I and I must be equivalent to either the history h · I · R · I · R or the history h · I · R · I · R Rule 2. Commutativity Isolation: For any non-commutative method calls I1, R1 ∈ T1 and I2, R2 ∈ T2, either T1 commits or aborts before any additional method calls in T2 are invoked, or vice-versa.
Serializability and Recoverability
We now show that lock-free transactional transformation meets the two above correctness requirements. We denote the concrete state of a set as an node set N . At any time, the abstract state observed by transaction Ti is Si = {n.key | n ∈ N ∧ IsKeyPresent(n.inf o, desci)}, where desci is the descriptor of Ti.
Linearizability requires that concurrent operations appear as if they took place instantaneously at some points between their invocations and responses. We show the transformed operations are linearizable by identifying their linearization points. Additionally, we use the notion of decision points and state-read points to facilitate our reasoning. The decision point of an operation is defined as the atomic statement that finitely decides the result of an operation, i.e. independent of the result of any subsequent instruction after that point. A state-read point is defined as the atomic statement where the state of the dictionary, which determines the outcome of the decision point, is read. Lemma 1. The set operations Insert, Delete, and Find are linearizable.
Proof. For the transformed Insert operation, the execution is divided into two code paths by the condition check on line 6.6. The code path on line 6.7 updates the existing node's logical status. Note that if the operation reports failure on line 4.12 and 4.14, no write operation will be performed to change the logical status of the node. The stateread point for the former case is when the previous transaction status is read from oldinf o.desc.status on line 3.5. The state-read point for the later case is when the current transaction status is read from inf o.desc.status on line 4.13. The abstract states S observed by all transactions immediately after the reads are unchanged, i.e., ∀i, S i = Si. For a successful logical status update, the decision point for it to take effect is when the CAS operation on line 4.15 succeeds. The abstract states S observed by the transactions T d executing this operation immediately after the CAS is i = d =⇒ S i = Si ∪ n.key. For all other transactions i = d =⇒ S i = Si. In all cases, the update of abstract states conforms to the sequential specification of the insert operation. The code path for physically adding linkage to the new node (line 6.11) is linearizable because the corresponding Do Insert operation in the base data structure is linearizable.
The same reasoning process applies to the transformed Delete and Find operations because they share the same logical status update procedure with Insert.
The commutativity isolation rule prevents operations that are not commutative from being executed concurrently.
Lemma 2. Conflict detection in lock-free transactional transformation satisfies the commutativity isolation rule.
Proof. As identified in Equation 1
, two set operations commute if they access the different keys. Because of the one-toone mapping from node to keys, we have ∀nx, ny ∈ N, x = y =⇒ nx = ny =⇒ nx.key = ny.key. This means that two set operations commute if they access two different nodes. Let T1 denotes a transaction that currently accesses node n1, i.e., n1.inf o.desc = desc1 ∧ desc1.status = Active. If another transaction T2 were to access n1, it must perform ExecuteOps for T1 on line 4.7 because ExecuteOps always update the transaction status when it returns on line 5.26 or 5.29 (note that failed CAS also means the transaction status has been set, but another thread). We thus ensure that desc1.status = Committed ∨ desc1.status = Aborted before T2 proceeds.
Theorem 1. For a data structure generated by lock-free transactional transform, the history of committed transactions is strictly serializable.
Proof. Follow Lemma 1, and 2, and the conclusion in Herlihy and Koskinen's work [21] , the theorem holds.
Theorem 2. For a data structure generated by lock-free transactional transformation, any history defines the same abstract state as a history with aborted transactions removed.
Proof. Let T1 be an aborted transaction with descriptor desc1. We denote S as the abstract state immediately after T1 aborts. Let history h = F1 · F 1 · · · F2 · F 2 · Fx · · · F y be the sequence of linearizable method calls after T1 starts and until T1 aborts, where Fi, 1 ≤ i ≤ x denotes the method calls successfully executed by T1, and F i , 1 ≤ i ≤ y denotes the method calls executed by other transactions. The interleaving of these method calls is arbitrary. Follow commutativity isolation in Lemma 2 we assure that the method calls after Fx must commute with Fx, thus we can swap them without changing the abstract state. By progressively doing this for Fi, 1 ≤ i ≤ x, we obtain an equivalent his-
Let nx be the node accessed by Fx we denote S as the abstract state before the invocation of Fx. Because of the inverse interpretation of logical status we can assert nx.key ∈ S =⇒ nx.key ∈ S ∧ nx.key / ∈ S =⇒ nx.key / ∈ S. Thus, we have S = S and we can remove Fx from h without altering the abstract state. Doing this for Fi, 1 ≤ i ≤ x, we obtain h = h = h = F 1 · · · F 2 · · · F y · · · , hence T1 is removed from the history.
Progress Guarantees
Lock-free transaction transform provides lock-free progress because it guarantees that for every possible execution scenario, at least one thread makes progress in finite steps by either committing or aborting a transaction. We reason about this property by examining unbounded loops in all possible executions paths, which can delay the termination of the operations. For a system with i threads, the upper bound of the number of active transactions is i. Consider the while loop that executes the operations on line 5.13. This loop is bounded by the maximum number of operations in a transaction, denoted as j, but threads may set out to help each other during the execution of each of the operations. The number of recursive helping invocations is bound by the number of active transactions. In the worst case where only 1 thread remains live and i − 1 threads have failed, the system guarantees a transaction will commit in at most i * j steps. In the presence of cyclic dependencies among transactions, the system guarantees that a duplicate transaction descriptor will be detected within i * j steps.
Our cooperative contention management strategy requires that the users specify all operations in a transaction beforehand. It is possible to allow dynamic transaction executions by adopting aggressive contention management (i.e., the later transaction always forcibly aborts the competitor). In this case, the progress guarantee provided by the system degrades to obstruction-free. We focus on the lock-free implementations because the obstruction-free versions can be trivially obtained by disabling the helping mechanism in the lock-free version.
PERFORMANCE EVALUATION
We compare the overhead and scalability of our lock-free transactional list and skiplist against the implementations based on transaction boosting, NOrec STM from Rochester Software Transactional Memory package [29] and Fraser's lock-free object-based STM [10] . RSTM is the best available comprehensive suite of prevailing STM implementations. In our test, TML [5] and its extension NOrec [5] are among the fastest on our platform. They have extreme low overhead and good scalability due to elimination of ownership records. We choose NOrec as the representative implementation because its value-based validation allows for more concurrency for readers with no actual conflict.
For transaction boosting, we implement the lookup of abstract lock using Intel TBB's concurrent hash map. Although the transaction boosting is designed to be used in tandem with STMs for replaying undo logs, it is not necessary in our test case as the data structures are tested in isolation. To reduce the runtime overhead, we scrap the STM environment and implement a lightweight per-thread undo log for the boosted data structures. We employ a microbenchmark to evaluate performance in three types of workloads: write dominated, read dominated, and mixed. This canonical evaluation method [5, 18] consists of a tight loop that randomly chooses to perform a fixed size transaction with a mixture of Insert, Delete and Find operations according to the workload type. We also vary the transaction size (i.e., the number of operations in a transaction) from 1 to 16 to measure the performance impact of rollbacks. The tests are conducted on a 64-core NUMA system (4 AMD opteron 6272 CPUs with 16 cores per chip @2.1 GHz). Both the micro-benchmark and the data structure implementations are compiled with GCC 4.7 with C++11 features and O3 optimizations. 
Transactional List
We show the throughput and the number of spurious aborts in Figure 2 for all three types of lists. The throughput is measured in terms of number of completed operations per second, which is the product of the number of committed transactions and transaction size. The number of spurious aborts takes into account the number of aborted transactions except self-aborted ones (i.e., those that abort due to failed operations). This is an indicator for the effectiveness of the contention management strategy. Each thread performs 10 5 transactions and the key range is set up to 10 4 . Our lock-free transactional list is denoted by LFT, the boosted list by BST, and the NOrec STM list by NTM. The underlying list implementations for both LFT and BST were based on Harris' lock-free design [18] . The linked list for NTM is taken directly from the benchmark implementation in RSTM suite. Since the lock-free list and the RSTM list use different memory management scheme, we disable node reclamation for fair comparison of the synchronization protocols. For each list legend annotation, we append a numeric postfix to denote the transaction size (e.g., BST-4 means the boosted list tested with 4 operations in one transaction).
In Figure 2a , threads perform solely write operations. The upper half of the graph shows the throughput with both y-and x-axes in logarithm scale. Starting with transaction of size 1, the throughput curve of BST-1 and LFT-1 essentially expose the overhead difference between the two transaction synchronization protocols. Because each transaction contains only one operation, the code paths for transaction rollback in BST and transaction helping in LFT will not be taken. For each node operation, BST-1 needs to acquire and release a mutex lock, while LFT-1 needs to allocate a transaction descriptor. For executions within one CPU chip (no more than 16 threads), LFT-1 maintains a moderate performance advantage to BST-1, averaging more than 15% speedup. As the execution spawns across multiple chips, LFT-1's performance is setback by the use of descriptor, which incurs more remote memory accesses. This trend can be observed for all scenarios with different transaction sizes. Another noticeable trend is that LFT lists gain better performance as the transaction size grows. For example, on 64 threads the throughput of LFT-2 slightly falls short behind that of BST-2, then the performance of LFT-4 is on par with BST-4, and finally LFT-8 and LFT-16 outperforms their BST counterpart by as much as 50%. Two factors contribute to the great scalability of LFT lists in handling large transactions: 1) its helping mechanism manages conflict and greatly reduces spurious aborts whereas in BST such aborts cause a significant amount of rollbacks; 2) the number of allocated transaction descriptors decreases as the transaction size grows whereas in BST the number of required lock acquisitions stays the same.
Generally, we observe that for small transaction sizes (no more than 4 operations), BST and LFT lists explore finegrained parallelism and exhibit similar scalability trends. The throughput increases linearly until 16 threads, and continues to increase at a slower pace until 64 threads. Because executions beyond 16 threads span across multiple chips, the performance growth is slightly reduced due to the cost of remote memory accesses. The executions are no longer fully concurrent beyond 64 threads, thus the overall throughput is capped and may even reduce due to context switching overhead. LFT lists obtain an average of 25% speedup over BST lists. For large transactions, the throughputs of both LFT and BST list do not scale well. This could be attributed to the semantic and the randomness of the benchmark. As the transaction size grows, the probability of a randomly generated sequence of operations will all succeed is inherently smaller. Most of the transactions were self-aborted due to some failed attempts to locate the target element. LFT lists outperforms BST lists by an average of 40% in these scenarios. On the other hand, the throughput of all NTM lists stagnates as the number of threads increases. Since NTM uses a single writer lock, concurrency is precluded for this write-dominated test case. On 64 threads, both BST and LFT lists are able to achieve as much as 10 times better performance than NTM lists. On the bottom half of Figure 2a , we illustrate the histogram of spurious aborts across all transaction sizes and cluster them by thread counts. The y-axis is in logarithmic scale. For BST lists and NTM lists the number of spurious aborts grows linearly with the increase of threads. BST lists have about 100 times less aborts than NTM lists, which matches our intuition that semantic conflict detection can remarkably reduce the number of false conflicts. Also as expected no approach incurs spurious aborts in single thread scenario. Remarkably, LFT lists do not introduce spurious aborts until 32 threads, and the number of aborts is 4 orders of magnitude smaller than that of BST lists. The helping mechanism of LFT is able to resolve majority of the conflicts in a cooperative manner, and aborts only when cyclic dependencies exist among transactions.
We show the results from mixed and read-dominated workloads in Figure 2b and 2c. The throughputs follow the same pattern as in Figure 2a with LFT lists' performance advantage slightly diminishes in read-dominated workload. This is because the Find operations in LFT lists also update descriptors in nodes, which requires extra cycles compared with read-only BST Find operations. Nevertheless, LFT lists still maintain an average of 20% speedup over BST lists in these scenarios and achieves as much as 40% throughput gain for large transactions. Because of allowing reader concurrency, NTM lists also exhibit some degree of scalability in read-dominated scenarios.
Transactional Skiplist
In Figure 3 , we show the throughput and the number of spurious aborts for three types of transactional skiplists. All of them are based on Fraser's open source lock-free skiplist [10] , and the epoch-based garbage collection is enabled in all three. The naming convention for BST and LFT skiplists remain the same as in Figure 2 . We denote the STM based skiplist as OTM because it uses Fraser's object-based STM. Compared with word-based STMs, an object-based STM groups memory into blocks thus reducing metadata overhead. Since skiplists have logarithmic search time, we are able to stress the algorithms with heavier workloads: each threads now performs 1 million transactions and the key range is also boosted to 1 million.
Overall, with a peak throughput of more than 3 million (OP/s), transaction execution on skiplists is considerably more efficient than on linked lists. Also both OTM and BST skiplists generates 2 orders or magnitude less spurious aborts than their list counterparts. Because skiplist algorithms traverse exponentially less nodes than list algorithms, a single operation can finish much sooner, which greatly reduces the probability of memory access conflicts in STM and lock acquisition time out in transaction boosting. Another noteworthy difference is that the divergent scalability trends of large and small transactions. As we can see in Figure 3a , large transaction such as LFT-8 and LFT-16 achieves maximum throughputs on a single thread, then their throughputs steadily fall as the number of threads increases. On the contrary, the throughputs of small transactions such as LFT-2 and LFT-4 start low, but gain momentum as more threads are added. Large transactions have lower synchronization overhead but are vulnerable to conflict. As the number of threads increases, a failed large transaction could easily forfeit a considerable amount of operations. On the flip side, small transactions incur greater synchronization overhead, but are less likely to encounter conflicts when more threads contend with each other.
Despite the differences, we still observe performance results generally similar to that of transaction lists. LFT and BST skiplists outperform OTM skiplists by as much as 3 times across all scenarios, while LFT skiplists maintain an average of 60% speedup over BST for large transactions. 
RELATED WORK
Non-blocking linked data structures have been extensively studied because their distributed memory layout provides data access parallelism and scalability under high levels of contention [18, 27, 31, 39] . To the best of our knowledge, there is no existing linked data structure that provides native support for transactions. A transactional execution of data structure operations can be seen as a restricted form of software transactions [17] , in which the memory layout and the semantics of the operations are well defined according to the specification of the data structure. Straightforward generic constructions can be implemented by executing all shared memory accesses in coarse-grained atomic sections, which can employ either optimistic (e.g., STM) or pessimistic (e.g., lock inference) concurrency control. More sophisticated approaches [2, 12, 21] exploit semantic conflict detection for transaction-level synchronization to reduce benign conflicts. We draw inspirations from previous semantic based conflict detection approaches. However, with the specific knowledge on linked data structure, we further optimize the transaction execution by performing in-place conflict detection and contention management on existing nodes.
Transactional Memory
Initially proposed as a set of hardware extensions by Herlihy and Moss [23] , transactional memory was intended to facilitate the development of lock-free data structures. However, due to current HTM's cache-coherency based conflict detection scheme, transactions are subject to spurious failures during page faults and context switches [6] . This makes HTM less desirable for data structure implementations. Considerable amount of work and ingenuity has instead gone into designing lock-free data structures using low-level synchronization primitives such as CompareAndSwap, which empowers researchers to devise algorithm-specific fine-grained concurrency control protocol.
The first software transactional memory was proposed by Shavit and Touitou [37] , which is lock-free but only supports a static set of data items. Herlihy, et al., later presented DSTM [22] that supports dynamic data sets on the condition that the progress guarantee is relaxed to obstructionfreedom. Over the years, a large number of STM implementations have been proposed [5, 7, 10, 29, 35] . We omit complete reviews because it is out of the scope of this paper. As more design choices were explored [28] , we have seen emerging discussions on the issues of STM regarding usability [34] , performance [3] , and expressiveness [15] . There is also an increasing realization that the read/write conflicts inherently provide insufficient support for concurrency when shared objects are subject to contention [26] . It has been suggested that "STM may not deliver the promised efficiency and simplicity for all scenario, and multitude of approaches should be explored catering to different needs" [1] .
Lock Inference
STM implementations are typically optimistic, which means they execute under the assumption that interferences are unlikely to occur. They maintain computationally expensive redo or undo logs to allow replay or rollback in case a transaction experiences interference. In light of this shortcoming, pessimistic alternatives based on lock inference have been proposed [30] . These algorithms synthesize enough locks through static analysis to prevent data races in atomic sections. The choice of locking granularity has an impact on the trade-off between concurrency and overhead. Some approaches require programmers' annotation [11] to specify the granularity, others automatically infer locks at a fixed granularity [9] or even multiple granularities [4] . Nevertheless, most approaches associate locks with memory locations, which may lead to reduced parallelism due to false conflicts as seen in STM. Applying these approaches to realworld programs also faces scalability changes in the presence of large libraries [14] because of the high complexity involved in the static analysis process. Moreover, the use of locks degrades any non-blocking progress guarantee one might expect from using a non-blocking library.
Semantic Conflict Detection
Considering the imprecise nature of data-based conflict detection, semantic-based approaches have been proposed to identify conflicts at a high-level (e.g., two commutative operations would not raise conflict even though they may access and modify the same memory data) which enables greater parallelism. Because semantically independent transactions may have low-level memory access conflicts, some other concurrency control protocol must be used to protect accesses to the underlying data structure. This results in a twolayer concurrency control. Transactional boosting proposed by Herlihy [21] is the first dedicated treatment on building highly concurrent transactional data structures using a semantic layer of abstract locks. The idea behind boosting is intuitive: if two operations commute they are allowed to proceed without interference (i.e., thread-level synchronization happens within the operations); otherwise they need to be synchronized at the transaction level. It treats the base data structure as a black box and uses abstract locking to ensure that non-commutative method calls do not occur concurrently. For each operation in a transaction, the boosted data structure calls the corresponding method of the underlying linearizable data structure after acquiring the abstract lock associated with that call. A transaction aborts when it fails to acquire an abstract lock, and it recovers from failure by invoking the inverses of already executed calls. Its semantic-based conflict detection approach eliminates excessive false conflicts associated with STM-based transactional data structures, but it still suffers from performance penalties due to the rollbacks of partially executed transactions. Moreover, when applied to non-blocking data structures, the progress guarantee of the boosted data structure is degraded because of the locks used for transactional-level synchronization. Transactional boosting is pessimistic in that it acquires locks eagerly before the method calls, but it still requires operation rollback because not all locks are acquired at once. Koskinen et al. [26] later generalized this work and introduce a formal framework called coarse-grained transactions. Bronson et al. proposed transaction prediction, which maps the abstract state of a set into memory blocks called predicate and relies on STM to synchronize transactional accesses [2] . Hassan et al. [20] proposed an optimistic version of boosting, which employs a white box design and provides throughput and usability benefits over the original boosting approach. Other STM variants, such open nested transactions [32] support a more relaxed transaction model that leverages some semantic knowledge based on programmers' input. The relaxation of STM systems and its implication on composability have been studied by Gramoli et al. [13] . The work by Golan-Gueta et al. [12] applies commutativity specification obtained from programmers' input to inferring locks for abstract data types.
CONCLUSION
We introduced a methodology for transforming lock-free linked data structures into high-performance lock-free transactional data structures. Our approach embeds the transaction metadata in each node, which enables resolving transaction conflicts cooperatively through thread-level synchronization. No undo logs nor rollbacks are needed because operations can correctly interpret the logical status of nodes left over by aborted transactions. Data structures that guarantees lock-free or weaker progress will be able to maintain their progress properties during the transformation. We demonstrated the application of our lock-free transactional transformation on two fundamental data structures: a linked list and a skiplist. The performance evaluation results show that our transaction synchronization protocol has low overhead and high scalability-providing an average of 40% speedup over our good-faith transaction boosting implementations across all scenarios and as much as 125% more throughput for large transactions. The performance gain over STMs are even more substantial: more than 10 times over the alternative word-based STM and 3 times over the object-based STM. Besides the performance advantages, our approach decreases spurious aborts to a minimum, which is desirable because transaction success rate is a decisive factor for a majority of the applications.
We defer describing the methodology to encompass dictionary API to future work. The key change is to add two value fields (old, and current) in the NodeInfo structure so that the old version can be recovered if update fails. We also plan to further evaluate our approach on SMP systems to verify potential performance gains under low memory latency.
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