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We advocate a set of approximations for studying the finite temperature be-
havior of strongly-coupled theories in 0+1 dimensions. The approximation
consists of expanding about a Gaussian action, with the width of the Gaus-
sian determined by a set of gap equations. The approximation can be applied
to supersymmetric systems, provided that the gap equations are formulated
in superspace. It can be applied to large-N theories, by keeping just the
planar contribution to the gap equations.
We analyze several models of scalar supersymmetric quantum mechanics,
and show that the Gaussian approximation correctly distinguishes between
a moduli space, mass gap, and supersymmetry breaking at strong coupling.
Then we apply the approximation to a bosonic large-N gauge theory, and
argue that a Gross-Witten transition separates the weak-coupling and strong-
coupling regimes. A similar transition should occur in a generic large-N
gauge theory, in particular in 0-brane quantum mechanics.
1 Introduction
Recent developments have made it clear that at a non-perturbative level
string or M-theory often has a dual description in terms of large-N gauge
theory [1, 2]. This has many interesting implications, both for string theory
and for the behavior of large-N gauge theory. These developments have been
reviewed in [3].
A general property of these dualities is that semiclassical gravity can
be used only in regimes where the gauge theory is strongly coupled. For
certain terms in the effective action, which are protected by supersymmetry
[4], a weak coupling calculation in the gauge theory can be extrapolated to
strong coupling and compared to supergravity [5, 6, 7, 8]. But in general
non-perturbative methods must be used to analyze the gauge theory in the
supergravity regime. Although this reflects the power of duality, as providing
a solution to strongly coupled gauge theory, it is also a source of frustration.
For example, one would like to use the duality to understand black hole
dynamics in terms of gauge theory [9, 10, 11, 12, 13, 14, 15, 16, 17, 18,
19, 20, 21, 22]. But progress along these lines has been hampered by our
inadequate understanding of gauge theory.
Thus we would like to have direct control over the gauge theory at strong
coupling. Such control is presumably easiest to achieve in a low-dimensional
setting. The specific system we have in mind is 0-brane quantum mechanics
[23], in the temperature regime where it is dual to a 10-dimensional non-
extremal black hole [24]. The dual supergravity makes definite predictions
for the partition function of this gauge theory. In the temperature regime
under consideration, the partition function is in principle given by the sum of
planar diagrams. Although directly summing all planar diagrams seems like a
hopeless task, one might hope for a reasonable approximation scheme, which
can be used to resum a sufficiently large class of diagrams to see agreement
with supergravity.
In this paper we develop a set of approximations which, we hope, can
eventually be used to do this. Essentially we self-consistently resum an infi-
nite subset of the perturbation series. These methods have a long history in
many-body physics [25] and field theory [26, 27], and have been used to study
QCD [28, 29], large-N gauge theory [30], and even supersymmetry breaking
[31]. The basic idea is to approximate the theory of interest with a Gaussian
action. The Gaussian action is (in general) non-local in time, with a variance
that is determined by solving a set of gap equations.1 One can systematically
compute corrections to this approximation, in an expansion about the Gaus-
1We refer to gap equations even when studying models without a mass gap.
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sian action. To study large-N theories in this formalism, one keeps only the
planar contribution to the gap equations. To study supersymmetric systems,
we will see that one needs to formulate the gap equations in superspace: loop
corrections to the auxiliary fields must be taken into account in order for the
approximation to respect supersymmetry.
An outline of this paper is as follows. In section 2 we illustrate the ap-
proximation in the simple context of 0+0 dimensional φ4 theory, and discuss
various ways of formulating gap equations. We also discuss (but do not re-
solve) the difficulties with implementing gauge symmetry in the Gaussian
approximation. In section 3 we turn to a series of quantum mechanics prob-
lems with N = 2 supersymmetry but no gauge symmetry, and show that
the Gaussian approximation captures the correct qualitative strong-coupling
behavior present in these simple systems. In section 4 we discuss large-N
gauge theories in 0+1 dimensions, and argue that generically a Gross-Witten
transition is present, which separates the weak-coupling and strong-coupling
phases. In section 5 we apply the Gaussian approximation to two large-N
quantum mechanics problems: a bosonic gauge theory, and a supersymmetric
matrix model with a moduli space. We discuss the relevance of these results
for 0-brane quantum mechanics.
2 Formulating the Gaussian approximation
2.1 A simple example: φ4 theory in 0 + 0 dimensions
Our approach to studying strongly-coupled low-dimensional systems can be
illustrated in the following simple context. Consider 0 + 0 dimensional φ4
theory, with action
S =
1
g2
(
1
2
φ2 +
1
4
φ4
)
. (1)
The partition function is given in terms of a Bessel function, by
Z = e−BF =
∫ ∞
−∞
dφ e−S =
1√
2
e1/8g
2
K1/4
(
1
8g2
)
. (2)
Expanding this result for weak coupling one obtains an asymptotic series for
the free energy.
βF = −1
2
log
(
2πg2
)
+
3
4
g2 − 3g4 + 99
4
g6 +O(g8) (3)
This series can of course be reproduced by doing conventional perturbation
theory in the coupling g2.
2
But suppose we are interested in the behavior of the free energy at strong
coupling. From the exact expression we know that this is given by
βF = −1
2
log g − log π
Γ(3/4)
+O(1/g) . (4)
Is there some approximation scheme that reproduces this result? Clearly
working to any finite order in conventional perturbation theory is hopeless.
But it turns out that by resumming a subset of the perturbation series one
can do much better. To this end consider approximating the theory (1) with
the following Gaussian theory.
Z0 = e
−βF0 =
∫ ∞
−∞
dφ e−S0
S0 =
1
2σ2
φ2 (5)
The width of the Gaussian σ2 is for the moment left arbitrary. By writing
Z =
∫
dφ e−S0e−(S−S0)
one obtains the identity
βF = βF0 − < e−(S−S0) − 1 >C,0 (6)
where the subscript C, 0 denotes a connected expectation value in the Gaus-
sian theory (5). By expanding this identity in powers of S − S0 we obtain a
reorganized perturbation series2
βF = βF0+ < S − S0 >0 −1
2
< (S − S0)2 >C,0 + · · · . (7)
The first few terms are given by
βF0 = −1
2
log 2πσ2
< S − S0 >= 1
2
(
σ2
g2
− 1
)
+
3σ4
4g2
−1
2
< (S − S0)2 >C,0= −1
4
(
σ2
g2
− 1
)2
− 3σ
4
2g2
(
σ2
g2
− 1
)
− 3σ
8
g4
.
The identity (6) holds for any choice of S0. But we wish to truncate the
series (7), and the truncated series depends on the value of σ2. So we need a
2There is a real advantage to keeping at least the first two terms in the reorganized
perturbation series: one is free to add a constant term to S0, which may depend on the
couplings or temperature but is independent of the fields. Any such additive ambiguity
cancels between BF0 and < S − S0 >0.
3
= +
Figure 1: The gap equation for the φ propagator. Heavy lines are the dressed
propagator σ2 and thin lines are the bare propagator g2.
prescription for fixing σ2. One reasonable prescription is as follows. Consider
the Schwinger-Dyson equation3
< φ
δS
δφ
>=<
1
g2
(
φ2 + φ4
)
>= 1 .
This is an exact relation among correlation functions in the full theory. It
seems reasonable to ask that the same relation hold in the Gaussian theory,
that is, to require that < 1
g2
(φ2 + φ4) >0= 1. This implies that σ
2 obeys the
gap equation
1
σ2
=
1
g2
+
3σ2
g2
. (8)
This equation has a simple diagrammatic interpretation, shown in Fig. 1: it
self-consistently resums certain self-energy corrections to the φ propagator.
At weak coupling the gap equation implies σ2 = g2+O(g4) and thus the
leading term in the Gaussian approximation is
βF0 = −1
2
log 2πg2 +O(g2) .
This matches the weak coupling behavior seen in (3). At weak coupling
the higher order terms in the reorganized perturbation series are small, sup-
pressed by increasing powers of the coupling.
Of course it is not surprising that the Gaussian approximation works
well at weak coupling, since at weak coupling the action (1) is approximately
Gaussian. But what is rather remarkable is that the Gaussian approximation
also gives good results at strong coupling, where the φ4 term in S dominates.
At strong coupling the gap equation gives σ2 = g√
3
+ O(1) and thus the
leading term in the Gaussian approximation is
βF0 = −1
2
log g − 1
2
log
2π√
3
+O(1/g) .
Thus βF0 has the same leading strong-coupling behavior as the exact result
(4). Moreover, by reorganizing the perturbation series we have tamed the
3This equation follows from noting that an infinitesimal change of variables φ→ φ+δφ
leaves the integral
∫
∞
−∞
dφφ e−S(φ) invariant.
4
strong-coupling behavior of perturbation theory. That is, all the higher order
terms appearing in the expansion (7) are only O(1) at strong coupling.
< S − S0 >= −1
4
+O(1/g)
−1
2
< (S − S0)2 >C,0= − 1
12
+O(1/g)
...
Indeed the first few terms of the reorganized perturbation series fall off nicely
with the order. This provides an intrinsic reason to expect that truncating
the reorganized perturbation series at low orders should provide a good ap-
proximation to the exact result.4
2.2 Varieties of gap equations
Consider a set of degrees of freedom φi, governed by an action S(φi). We
wish to approximate this system with a simpler action S0(φi). For the most
part we will take S0 to be Gaussian in the fundamental fields.
S0 =
∑
i
1
2σ2i
φ2i
But in some situations, in particular for gauge theories, we will be led to use
a more general action, which is exactly soluble but not strictly Gaussian, of
the form
S0 =
∑
a
1
λa
Oa .
Here the λa are adjustable parameters, and the Oa are composite operators
built out of the fundamental fields.
In either case, the adjustable parameters appearing in S0 will be chosen
to satisfy a set of gap equations. There are several prescriptions for writing
down gap equations. All the gap equations given below have one feature in
common: they correspond to critical points of an effective action.5 We now
present several prescriptions for writing down gap equations.
• Lowest-order Schwinger-Dyson gap equations
4Although we haven’t investigated the issue, it seems too much to hope that the reor-
ganized perturbation series is actually convergent.
5For gap equations which follow from a variational principle, the gap equations give
a global minimum of the effective action. But in general the gap equations only give a
critical point.
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For a generic degree of freedom φi one has the Schwinger-Dyson equa-
tion
< φi
δS
δφi
>= 1 (9)
(no sum on i). This is an exact relation among correlation functions
in the full theory, which can be derived by the standard procedure
sketched in section 2.1. It seems natural to choose the parameters
of S0 in such a way that the same relation holds between correlation
functions evaluated in S0. That is, a natural set of gap equations
corresponds to demanding that for each i
< φi
δS
δφi
>0= 1 . (10)
This gap equation can be obtained from an effective action, as follows.
Assuming that S0 is strictly Gaussian, and writing S as a polynomial
in the fundamental fields, one can show that the gap equations (10) are
equivalent to requiring
∂
∂σ2i
(βF0+ < S − S0 >0) = 0 . (11)
That is, these gap equations make the first two terms of the perturba-
tion series for βF stationary with respect to variations of the σ2i .
• Operator gap equations
It is natural to ask that expectation values of the operators Oa agree
when calculated in S0 and in S:
< Oa >=< Oa >0 . (12)
For example, when discussing gauge theories, we will introduce the
Wilson loop operator O = TrPei
∮
A. Then the condition (12) demands
that Wilson loops agree when computed in S0 and in S. As another
example, suppose that S0 is Gaussian, with Oi = φ2i . Then (12) means
choosing the Gaussian widths σ2i to be the exact 2-point functions of
the full theory.
As it stands (12) is not a useful equation. But it can be rewritten as
< Oae−(S−S0) >C,0=< Oa >0 (13)
and expanded in powers of S − S0. At leading order this condition is
trivially satisfied. But at first order we get the gap equation6
< Oa(S − S0) >C,0= 0 . (14)
6It is tempting to try to improve this gap equation by expanding (13) to higher orders
in S − S0. But this rarely seems to lead to useful gap equations.
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To relate this to an effective action, note the identities
∂
∂λa
βF0 = − 1
λ2a
< Oa >0
∂
∂λa
< S − S0 >0= 1
λ2a
< Oa(S − S0) >C,0 + 1
λ2a
< Oa >0 .
Thus the gap equation (14) is equivalent to requiring
∂
∂λa
(βF0+ < S − S0 >0) = 0 . (15)
Note that if S0 is strictly Gaussian then these operator gap equations
reduce to (11).
• Variational gap equations
In some cases gap equations can be obtained from a variational prin-
ciple. For purely bosonic theories one has a bound on the free energy,
that
βF ≤ βF0+ < S − S0 >0 .
Thus one can formulate a variational principle, based on minimizing
the right hand side of the inequality with respect to λa [32]. Note that
the resulting gap equations are equivalent to (15).
The gap equations that we have discussed so far are all essentially equiv-
alent: they follow from varying βF0+ < S − S0 >0. Unfortunately, they will
not be sufficient to analyze many of the theories of interest in this paper. For
example, suppose that S0 is purely Gaussian, and that S only has non-trivial
3-point couplings. Such couplings do not contribute to βF0+ < S−S0 >0, so
the gap equations discussed above are not sensitive to the interactions. But
then, if some field is massless at tree level, βF0 will suffer from an infrared
divergence.
To resolve these difficulties, we turn to the
• One-loop gap equations
The gap equation of section 2.1 resummed an infinite set of Feynman
diagrams, involving one-loop self-energy corrections to the propagator.
This can be extended to theories with both 3-point and 4-point inter-
actions, as follows. Write S = SII+SIII+SIV + · · · as a sum of 2-point,
3-point, 4-point, . . . couplings, and assume that S0 is strictly Gaussian.
Consider the quantity
Ieff = βF0+ < SII − S0 >0 + < SIV >0 −1
2
< (SIII)
2 >C,0 .
7
= + +
Figure 2: One-loop gap equations. Heavy lines are dressed propagators and
thin lines are bare propagators.
Requiring ∂
∂σ2i
Ieff = 0 gives a set of gap equations which resum all
one-loop self-energy corrections to the propagators, built from both
3-point and 4-point vertices. These gap equations are illustrated in
Fig. 2. They are sufficient to cure the infrared divergences for most
theories of interest. The quantity Ieff can be identified with the 2PI
effective action of Cornwall, Jackiw and Tomboulis [27], as calculated
in a two-loop approximation.
In general it does not seem possible to give a prescription for choosing the
best set of gap equations. Indeed it is not even clear what ‘best’ means – it
may depend on what one wishes to calculate. For example, in some cases, the
variational principle gives the optimal gap equations to use when estimating
the free energy. A different set of gap equations will give a worse estimate
of the free energy, but may give a better estimate of other quantities, such
as 2-point correlations. The only general advice we can offer is that the
gap equations must be chosen to cure all the infrared divergences which are
present in the model. If possible, the gap equations should also respect all
the symmetries of the model.7
2.3 Difficulties with gauge symmetry
There is a serious difficulty which one encounters when applying the Gaussian
approximation to a gauge theory. The underlying gauge invariance implies
Ward identities, which relate different Green’s functions. But the Gaussian
approximation often violates these identities, and this can lead to inconsis-
tencies.
To illustrate the problem, consider an action S(φi) which only has 3-point
and 4-point couplings – for example ordinary Yang-Mills theory. We assume
that the one-point functions < φi > vanish. Then the exact Schwinger-Dyson
equations < φi
δS
δφi
>= 1 can be rewritten in terms of proper (1PI) vertices
as shown in Fig. 3 [28, 29, 33].
7This becomes problematic when dealing with gauge theory, as we discuss in the next
8
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Figure 3: Schwinger-Dyson equations for a theory with 3-point and 4-point
couplings but no tadpoles. The solid blobs are dressed propagators; the
empty circles are 1PI vertices. All external lines are amputated.
The one-loop gap equations which we discussed in the previous subsec-
tion are a truncation of this system. They correspond to dropping the two-
loop contributions to the Schwinger-Dyson equations and approximating the
dressed 1PI 3-point vertex with a bare vertex. This truncation works well for
many theories, as we will see. But in an abelian gauge theory, for example,
a Ward identity relates the dressed 3-point vertex to a dressed propagator.
This makes it inconsistent to work with dressed propagators but bare ver-
tices; the inconsistency shows up in the fact that the one-loop gap equations
with bare vertices do not have a solution.8 Methods for dealing with this dif-
ficulty have been proposed [28, 29], but they do not seem to be compatible
with manifest supersymmetry. An adequate analysis of the 0-brane quantum
mechanics calls for a more satisfactory treatment of this issue [34]. In section
5, when we apply the Gaussian approximation to a bosonic large-N gauge
theory, we will dodge the issue of Ward identities, by avoiding the use of the
full set of one-loop gap equations.
3 Scalar models with supersymmetry
In this section we apply the Gaussian approximation to study the strong-
coupling behavior of some quantum mechanics problems having N = 2 su-
persymmetry but no gauge symmetry. The goal is twofold: to learn how
subsection.
8This result was obtained in conjunction with David Lowe.
9
to apply the Gaussian approximation to a supersymmetric system, and to
test the Gaussian approximation against some of the well understood strong-
coupling dynamics present in these simple systems. The main lesson is that
the Gaussian approximation works well, provided that it is formulated in a
way which respects supersymmetry. Effectively this requires formulating the
Gaussian approximation in superspace: gap equations must be introduced
for the auxiliary fields.
3.1 A model with a moduli space
We begin by considering a model with three scalar superfields and a super-
potential W = Φ1Φ2Φ3. The Minkowski space action is (see Appendix A for
supersymmetry conventions)
SM =
1
g2
∫
dt
1
2
φ˙aφ˙a + iψ¯aψ˙a +
1
2
fafa − 1
2
faφbφcsabc + φaψ¯bψcsabc
where sabc = +1 if a, b, c are distinct, 0 otherwise. Non-perturbatively it is
known that the model has a moduli space of vacua9 localized along the φ1,
φ2, φ3 coordinate axes. Thus the spectrum of the Hamiltonian is continuous
from zero, and the free energy falls off like a power law at low temperatures.
In studying this model, our goal is to show that the Gaussian approxima-
tion captures this power-law behavior of the free energy at low temperatures.
This is not a trivial result, because going to low temperatures is equiva-
lent to going to strong coupling: the coupling constant g2 is dimensionful,
g2 ∼ (length)−3, so the dimensionless effective coupling is g2eff = g2/T 3. We
henceforth adopt units in which g2 = 1.
We use an imaginary time formalism, Wick rotating according to
SE = −iSM τ = it faE = −ifaM .
Note that we have to Wick rotate the auxiliary fields in order to make the
quadratic terms in the action well-behaved in Euclidean space. Expanding
the fields in Fourier modes
φa(τ) =
1√
β
∑
l∈Z
φal e
−i2πlτ/β
ψa(τ) =
1√
β
∑
r∈Z+ 1
2
ψar e
−i2πrτ/β
fa(τ) =
1√
β
∑
l∈Z
fal e
−i2πlτ/β
9in the sense of the Born-Oppenheimer approximation
10
the Euclidean action is
SE =
1
2
∑
l
(
2πl
β
)2
φal φ
a
−l +
∑
r
−i2πr
β
ψ¯arψ
a
r +
1
2
∑
l
fal f
a
−l
+
i
2
√
β
∑
l+m+n=0
φal φ
b
mf
c
nsabc −
1√
β
∑
l−r+s=0
φal ψ¯
b
rψ
c
ssabc .
For a Gaussian action we take (the R-parity symmetry discussed in Appendix
A forbids any φ – f mixing)
S0 =
∑
l
1
2σ2l
φal φ
a
−l +
∑
l
1
2τ 2l
fal f
a
−l +
∑
r
1
gr
ψ¯arψ
a
r .
Next we need to choose a set of gap equations. This model only has cubic
interactions, so a reasonable choice is the one-loop gap equations discussed
in section 2.2. These read
1
σ2l
=
(
2πl
β
)2
+
2
β
∑
m+n=l
σ2mτ
2
n −
2
β
∑
r−s=l
hrhs
1
τ 2l
= 1 +
1
β
∑
m+n=l
σ2mσ
2
n (16)
1
hr
=
2πr
β
+
2
β
∑
l+s=r
σ2l hs
where hr = −igr is real. Note that time-reversal invariance requires the
symmetry properties
σ2−l = σ
2
l τ
2
−l = τ
2
l h−r = −hr .
Meanwhile the first few terms in the reorganized perturbation series for the
free energy are
βF0 = −3
2
∑
l
log σ2l −
3
2
∑
l
log τ 2l +
3
2
∑
r
log h2r
< S − S0 >0= 3
2
∑
l
(
(
2πl
β
)2σ2l − 1
)
+
3
2
∑
l
(
τ 2l − 1
)− 3∑
r
(
2πr
β
hr − 1
)
−1
2
< (S − S0)2 >C,0= −3
4
∑
l
(
(
2πl
β
)2σ2l − 1
)2
− 3
4
∑
l
(
τ 2l − 1
)2
+
3
2
∑
r
(
2πr
β
hr − 1
)2
+
3
2β
∑
l+m+n=0
σ2l σ
2
mτ
2
n −
3
β
∑
l−r+s=0
σ2l hrhs .
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Figure 4: βF vs. β for the Φ1Φ2Φ3 model, as given by the sum of the first
three terms of the reorganized perturbation series. Numerical calculations
were performed at the indicated points.
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Figure 5: Plots of (−) individual terms in the free energy vs. β in the low
temperature regime. The scale is log–log, and we shifted βF0 by a constant
to display its power-law behavior. The top curve is − < S − S0 >0, the
middle curve is +1
2
< (S−S0)2 >C,0, and the bottom curve is −(βF0+1.04).
13
To solve the gap equations (16) one has to resort to numerical methods.
An effective technique is to start by solving the gap equations analytically at
high temperatures, where the loop sums are dominated by the bosonic zero
modes σ2l=0, τ
2
l=0. One can then repeatedly use the Newton-Raphson method
[35] to solve the system at a sequence of successively smaller temperatures,
using the solution at inverse temperature β as the starting point for Newton-
Raphson at β+∆β. Further details on the numerical algorithm are given in
appendix B.
We have solved this system numerically up to β = 28.5, corresponding to
a dimensionless coupling g2eff = g
2β3 ≈ 104. The resulting free energy
βF ≈ βF0+ < S − S0 >0 −1
2
< (S − S0)2 >C,0 (17)
is shown in Fig. 4. From the plot it seems clear that the energy of the sys-
tem – given by the slope of βF – vanishes as the temperature goes to zero,
so the Gaussian approximation has captured the fact that supersymmetry
is unbroken in this model. Note that loop corrections to the auxiliary field
propagators were crucial in obtaining this result – if we had formulated a
Gaussian approximation just for the physical degrees of freedom, the ap-
proximation itself would have explicitly broken supersymmetry.
Moreover, in the low-temperature regime, the numerical results for the
individual terms in the free energy are well fit by
βF0 = −1.04− 0.705β−1.16
< S − S0 >0= −2.58β−1.11 (18)
−1
2
< (S − S0)2 >C,0= −1.77β−1.11 .
This behavior can be seen in Fig. 5, where we have plotted these quantities
on a log–log scale.
Evidently βF0 approaches a non-zero constant at low temperatures, in-
dicating an effective ground-state degeneracy of the system. It would be
interesting to understand whether such a degeneracy is really present, or
whether it is perhaps an artifact of the Gaussian approximation.10
What is more interesting for our purposes is that the subleading behavior
of βF0, as well as the corrections < S − S0 >0 and −12 < (S − S0)2 >C,0, all
vanish like a power law at low temperatures, with about the same exponent.
10The spectrum of the Hamiltonian is continuous from zero, so the usual argument that
βF → 0 as β →∞ does not apply. In fact it is not even clear whether the zero-temperature
partition function for this model is well-defined, since it may depend on how one regulates
divergences coming from the infinite volume of moduli space.
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It seems plausible that all the higher-order corrections will also follow roughly
the same power law. If this is the case then the Gaussian approximation
provides a good estimate of the exponent. The coefficient in front of the
power law is more difficult to obtain, but one might hope that keeping just
the first three terms as in (17) is not such a bad approximation. This leads
to a numerical fit
βF ≈ −1.04− 4.77β−1.09 .
3.2 A model with a mass gap
Next we consider a model containing a single scalar superfield with superpo-
tential W = 1
4
Φ4, corresponding to the Minkowski action
SM =
1
g2
∫
dt
1
2
φ˙2 + iψ¯ψ˙ +
1
2
f 2 − fφ3 + 3φ2ψ¯ψ .
Non-perturbatively this theory is known to have a unique supersymmetric
vacuum localized near φ = 0 [36]. In this section we study the finite tempera-
ture behavior of this model using the Gaussian approximation, and show that
it reproduces this known behavior in the limit of zero temperature. Moreover
we will use the Gaussian approximation to obtain an estimate for the energy
gap to the first excited state of the system. This is non-trivial because, just
as in the previous section, going to low temperature is equivalent to going to
strong coupling: the dimensionless effective coupling is g2eff = g
2/T 2. From
now on we set g2 = 1.
The Euclidean action in Fourier modes reads
SE =
∑
l
1
2
(
2πl
β
)2
φlφ−l +
∑
r
−i2πr
β
ψ¯rψr +
∑
l
1
2
flf−l
+
i
β
∑
l+m+n+o=0
φlφmφnfo − 3
β
∑
l+m−r+s=0
φlφmψ¯rψs .
For a Gaussian action we take
S0 =
1
2
∑
l
(φl fl )
(
σ2l ρl
ρl τ
2
l
)−1(
φ−l
f−l
)
+
∑
r
1
gr
ψ¯rψr .
Note that one has to allow the fields φ and f to mix in the Gaussian ac-
tion, because the superpotential breaks the R-parity symmetry discussed in
appendix A. Thus we have the correlators
< φlφm >0 = σ
2
l δl+m < φlfm >0= ρlδl+m
< flfm >0 = τ
2
l δl+m < ψ¯rψs >0= −grδrs .
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For this model the one-loop gap equations are identical to the lowest-order
Schwinger-Dyson gap equations. In either case one obtains the system(
σ2l ρl
ρl τ
2
l
)−1
=
(
(2πl/β)2 0
0 1
)
+
( 6i
β
∑
m ρm +
6
β
∑
r gr
3i
β
∑
m σ
2
m
3i
β
∑
m σ
2
m 0
)
1
gr
= −i2πr
β
− 3
β
∑
m
σ2m (19)
The solution to the gap equations has the form
σ2l =
1
(2πl/β)2 +m2b
ρl = −imfσ2l
τ 2l = 1−m2fσ2l
gr =
1
−i2πr/β −mf
parameterized by effective bose and fermi masses mb, mf . It is convenient
to introduce the size of the state
R2rms = < φ(τ)
2 >
=
1
β
∑
l
σ2l (20)
=
1
2mb tanh(βmb/2)
.
The gap equations then imply consistency conditions which fix mb, mf as
functions of the temperature.
m2b = 27R
4
rms − 3 tanh(3βR2rms/2)
mf = 3R
2
rms (21)
Meanwhile the first two terms in the expression for the free energy are
βF0 = −1
2
∑
l
log
(
σ2l τ
2
l − ρ2l
)
+
1
2
∑
r
log |gr|2
< S − S0 >0= 1
2
∑
l
(
(
2πl
β
)2σ2l − 1
)
+
1
2
∑
l
(τ 2l − 1) +
∑
r
(
i
2πr
β
gr + 1
)
+
3i
β
∑
l
σ2l
∑
m
ρm +
3
β
∑
l
σ2l
∑
r
gr .
With the help of the gap equations this reduces to
βF0 + < S − S0 >0 = log(2 sinh(βmb/2))− log(2 cosh(βmf/2))
−1
2
βm2bR
2
rms +
9
2
βR6rms . (22)
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The nice thing is that if you expand for low temperatures (equivalently
strong coupling – recall that the dimensionless coupling is g2eff = g
2/T 2) then
the solution to the consistency conditions (20), (21) is
βmb =
√
3
2
β +
√
6 βe−β
√
3/2 +O
(
e−β
√
6
)
.
The corresponding free energy (22) is
βF0 + < S − S0 >0= −2e−β
√
3/2 +O
(
e−β
√
6
)
. (23)
But this is exactly the low temperature expansion one would expect for
the free energy of a system with a unique zero energy ground state (a ‘short
multiplet’ of theN = 2 supersymmetry) plus a degenerate pair of first excited
states with energy
√
3/2 (a ‘long multiplet’ of N = 2).
We conclude by examining the second-order corrections to the free energy
of this model. After imposing the gap equations one finds that
−1
2
< (S−S0)2 >C,0= 1
9
βm3f+
9
β2
∑
l+m−r+s=0
σ2l σ
2
mgrgs−
12m3f
β2
∑
l+m+n+o=0
σ2l σ
2
mσ
2
nσ
2
o .
The three-loop sums are best evaluated in position space, using (0 ≤ τ ≤ β)
1
β
∑
l
1
(2πl/β)2 +m2b
e−i2πlτ/β =
coshmb(τ − β/2)
2mb sinh(βmb/2)
1
β
∑
r
1
−i2πr/β −mf e
−i2πrτ/β =
emf (τ−β/2)
2 cosh(βmf/2)
,
to obtain
−1
2
< (S − S0)2 >C,0= 1
9
βm3f −
9(βmb + sinh βmb)
16m3b(1 + cosh βmf) sinh
2 βmb
2
− 3βm
2
f
4m5b sinh
4 βmb
2
(
3
8
βmb +
1
2
sinh βmb +
1
16
sinh 2βmb) .
At low temperatures this reduces to
− 1
2
< (S − S0)2 >C,0= −2
√
2
3
βe−β
√
3/2 . (24)
Although exponentially suppressed, this larger than the contribution of the
first two terms (23) by a factor of β. Combining the results (23), (24) we see
that the expression for the free energy at low temperatures has the form
βF = −2e−β
√
3/2
(
1 + β
√
2/3 + · · ·
)
+O
(
e−β
√
6
)
.
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Presumably the second-order term can be interpreted as correcting the energy
gap to the first excited state. It would be interesting to find a set of gap
equations for which the second order term in the free energy is subdominant
at low temperatures.
3.3 A model which breaks supersymmetry
Finally, we consider a model with a single scalar superfield and a superpo-
tential W = 1
3
Φ3, corresponding to the Minkowski action
SM =
1
g2
∫
dt
1
2
φ˙2 +
1
2
f 2 + iψ¯ψ˙ − fφ2 + 2φψ¯ψ .
The dimensionless coupling constant is g2eff = g
2/T 3, and we henceforth set
g2 = 1.
This model is known to break supersymmetry [36]. This is an effect which
cannot happen at any finite order in perturbation theory, but we will see that
it is captured by the Gaussian approximation: the ground state energy comes
out positive. This provides an interesting contrast to the usual analysis of
supersymmetry breaking via instantons [37], which can be applied to this
model once a sufficiently large mass perturbation is introduced. A related
analysis of supersymmetry breaking in the O(N) σ-model was carried out by
Zanon [31].
The O(2) R-symmetry prohibits any φ – f mixing, and implies < φ >= 0,
but allows a tadpole for f . The expectation value of f is the order parameter
for supersymmetry breaking. To take it into account we shift f → a + f˜ ,
with < f˜ >= 0. The Euclidean action is11
SE =
1
2
∑
l
(
2πl
β
)2
φlφ−l +
1
2
∑
l
f˜lf˜−l −
∑
r
i
2πr
β
ψ¯rψr
−1
2
βa2 − ia
√
βf˜0 + a
∑
l
φlφ−l
+
i√
β
∑
l+m+n=0
f˜lφmφn − 2√
β
∑
l−r+s=0
φlψ¯rψs . (25)
For a Gaussian action we take
S0 =
∑
l
1
2σ2l
φlφ−l +
∑
l
1
2τ 2l
f˜lf˜−l +
∑
r
1
gr
ψ¯rψr . (26)
11We Wick rotate the fluctuation f˜ but not the expectation value a.
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We will use the one-loop gap equations, which read (hr = −igr)
1
σ2l
=
(
2πl
β
)2
+ 2a+
4
β
∑
m+n=l
σ2mτ
2
n −
4
β
∑
r−s=l
hrhs
1
τ 2l
= 1 +
2
β
∑
m+n=l
σ2mσ
2
n (27)
1
hr
=
2πr
β
+
4
β
∑
l+s=r
σ2l hs .
The value of a is fixed by requiring < f˜ >= 0. At the one loop level this
gives
a =
1
β
∑
l
σ2l . (28)
Note that in this approximation the order parameter for supersymmetry
breaking is the spread of the ground state wavefunction! We approximate
the free energy as βF ≈ βF0+ < S − S0 >0, with
βF0 = −1
2
∑
l
log σ2l −
1
2
∑
l
log τ 2l +
1
2
∑
r
log h2r
< S − S0 >0= 1
2
∑
l
(
(
2πl
β
)2σ2l − 1
)
+
1
2
∑
l
(
τ 2l − 1
)−∑
r
(
2πr
β
hr − 1
)
−1
2
βa2 + a
∑
l
σ2l .
The gap equations for this model must be solved numerically. We show
the result for a =< f > in Fig. 6. The key point is that < f > approaches a
non-zero constant at low temperatures, < f >≈ 0.50, so that supersymmetry
is indeed broken. This is reflected in a positive slope of βF , corresponding to
positive vacuum energy. The numerical results can be fit at low temperatures
by
βF0 = −0.33 + 0.21β
< S − S0 >0= −0.13 + 0.057β
βF ≈ −0.46 + 0.27β .
Note that, although the vacuum energy is non-zero, it is not given by the
classical formula E = 1
2
< f >2 – we are at strong coupling and quantum
corrections are important.
To conclude, let us note that it is not really necessary to solve the full
set of one-loop gap equations to study this model. Rather, it is a reasonable
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Figure 6: Auxiliary field expectation value vs. β in the Φ3 model.
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approximation to truncate the gap equations (27) to
1
σ2l
=
(
2πl
β
)2
+ 2a
1
τ 2l
= 1
1
hr
=
2πr
β
while keeping equation (28) for a. In this approximation the gap equations
are solved by
a3 =
1
8 tanh2(β
√
a/2)
while the free energy is given by
βF ≈ βF0+ < S − S0 >0= log sinh(β
√
a/2)− 1
2
βa2 .
Note that at low temperatures a→ 1/2 and βF → 3
8
β.
4 Gauge dynamics and the Gross-Witten tran-
sition
In this section we discuss a generic feature of large-N gauge theory: the
existence of a Gross-Witten transition [38].12 We will argue that such a
transition separates the weak-coupling and strong-coupling regimes of the
gauge theory.
Suppose we have a 0 + 1 dimensional U(N) gauge theory at finite tem-
perature. Although the gauge field A0(τ) has no local degrees of freedom,
one can construct a non-local observable by diagonalizing the Wilson line.
U = Pei
∫ β
0
dτA0 =
 e
iα1 0
. . .
0 eiαN

The eigenvalues α1, . . . , αN characterize the gauge-invariant degrees of free-
dom contained in A0 (up to permutation by the Weyl group).
As discussed in [39], for most theories the eigenvalue distribution will
be quite different at high and low temperatures. This can be understood
12By Gross-Witten transition we mean a large-N phase transition triggered by a change
in the eigenvalue distribution, not necessarily a third order phase transition.
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as a competition between entropy and energy. The Haar measure for the
eigenvalues, corresponding to Wilson lines which are uniformly distributed
over the U(N) group manifold, is given by [40]∏
i
dαi
∏
i<j
(1− cos(αi − αj)) .
The measure vanishes whenever two eigenvalues coincide. So in the absence
of any other interactions, the eigenvalues tend to repel each other, and spread
out over the circle in order to maximize their entropy.
On the other hand, energetic considerations often lead to attractive in-
teractions between eigenvalues. As a simple example, suppose we minimally
couple the gauge field to a massive adjoint scalar field. Integrating out the
scalar field produces an additional contribution to the measure for the eigen-
values, given by
∏
i<j
det −1
[
−
(
∂τ +
i
β
(αi − αj)
)2
+m2
]
=
∏
i<j
1
2 (cosh βm− cos(αi − αj)) . (29)
In the high temperature regime βm ≪ 1 this gives a strong attraction be-
tween eigenvalues, and the eigenvalues will tend to cluster to minimize their
energy. But at low temperatures the potential (29) flattens out, and entropy
wins: the eigenvalues will spread out around the circle.
This phenomenon seems to be quite generic: eigenvalues will tend to clus-
ter at high temperatures, and spread out at low temperatures. This should
happen even in supersymmetric theories.13 Of course in quantum mechanics
at finite N one has smooth crossover between these two qualitatively different
behaviors. But in the large N limit a sharp Gross-Witten phase transition
should occur when the eigenvalues can first explore the entire circle.
We conclude with a few remarks on this phenomenon in the context of
D-brane physics; for a review of the phases of D-brane gauge theories see
[41].
1. The phenomenon is well-known, at least for D-branes which are wrapped
on a spatial circle. It is responsible for the transition between singly-
wound and multiply-wound strings discussed in [42, 43], and the related
black hole transitions discussed in [44]. We’ve merely pointed out that
13While bosons generate an attractive potential which is minimized when αi − αj = 0,
fermions give rise to a repulsive potential that repels away from αi − αj = pi.
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at finite temperature the same transition takes place in Euclidean time:
0-brane worldlines can become multiply wound around the time direc-
tion. Only the multiply-wound phase corresponds to a black hole.
2. In a T-dual picture the eigenvalues of the holonomy become the po-
sitions of D-instantons on the dual circle. At high temperatures the
dual circle is large, and the D-instantons tend to cluster. But at low
temperatures, when the dual circle is small, the D-instantons will de-
localize. Note that only in the low-temperature regime could one hope
to describe the configuration as a black hole, using a static solution to
the supergravity equations.
Let us make a crude estimate of the transition temperature from the
D-instanton point of view. Consider a system of N D-instantons in
IIB string theory with string coupling gB and string length ls. Rea-
soning analogous to [45, 46] shows that in uncompactified space the
D-instantons will cluster and fill out a region of size L ∼ (gBN)1/4ls.
Compactifying the time direction on a circle of size βB, we expect the
D-instantons to delocalize if βB < L. Mapping to type IIA via
βA = α
′/βB g
2
A = g
2
Bα
′/β2B
we conclude that the 0-brane worldlines are multiply-wound when
βA > βcrit = (gAN)
−1/3ls ≡ (g2YMN)−1/3 . (30)
3. The transition at βcrit can be seen in several ways from the supergravity
point of view. The background geometry of a system of 0-branes in the
decoupling limit is well-defined above βcrit. Below βcrit the curvature at
the horizon exceeds the string scale, and the dual gauge theory becomes
weakly coupled [24].
The transition can also be identified with the Horowitz-Polchinski cor-
respondence point [47]. Consider a non-extremal black hole in ten di-
mensions with 0-brane charge. Following [12, 14], one can map this to
a ten-dimensional Schwarzschild black hole by lifting to eleven dimen-
sions, boosting in the covering space, and recompactifying. We discuss
this transformation in Appendix C. If the original charged black hole is
at the critical temperature, then the equivalent neutral black hole turns
out to have a Schwarzschild radius close to the string scale. That is,
the temperature Tcrit maps to the Horowitz-Polchinski correspondence
point, at which a black hole is on the verge of becoming an elementary
string state.
4. Although our primary interest is in quantum mechanics, it is natural
to suppose that similar transitions happen in other dimensions. For
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example, consider 3 + 1 dimensional N = 4 large-N Yang-Mills on
R
3×S1. For any non-zero temperature it seems natural to expect that
a Gross-Witten transition occurs when the ’t Hooft coupling λ = g2YMN
is of order one.
To conclude, we expect that Gross-Witten transitions are generically
present in large-N gauge theories at finite temperature. In theories with a
dual string interpretation this suggests that a phase transition occurs, which
separates the non-geometric phase from the phase with a well-defined back-
ground geometry (see also [48, 49]).
5 Large-N models in the Gaussian approxi-
mation
In this section we use the Gaussian approximation to study some large-N
matrix quantum mechanics problems. One motivation for the problems we
consider is that they arise as subsectors of the 0-brane quantum mechanics.
The 0-brane quantum mechanics can be written in terms ofN = 2 superfields
as [50] (see Appendix A)
S =
1
g2YM
∫
dtd2θTr
{
−1
4
∇αFi∇αFi − 1
2
∇αΦa∇αΦa − i
3
fabcΦa[Φb,Φc]
}
.
(31)
Here Fi is the field strength constructed from a gauge multiplet Γα, the Φa
are a collection of seven adjoint scalar multiplets transforming in the 7 of
G2, and fabc is a suitably normalized
14 totally antisymmetric G2-invariant
tensor.15
In the next section we drop all the fermions, and (with nine scalar fields)
study the bosonic sector of this action. In the following section we drop the
gauge multiplet Γα, and study the supersymmetric dynamics of the scalar
multiplets Φa.
14fabcfabd =
7
2δcd
15Under an SO(2) × SO(7) subgroup of the SO(9) R-symmetry the physical fermions
transform as an 8 of SO(7), which decomposes into 7⊕1 of G2. Thus one of the fermions
becomes part of the N = 2 gauge multiplet, while the remaining seven transform in the 7
of G2.
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5.1 Bosonic large-N gauge theory
In this section we study a purely bosonic quantum mechanics problem: the
reduction of d+ 1 dimensional U(N) Yang-Mills theory to 0 + 1 dimensions.
We will study this theory at leading order for large N using the Gaussian
approximation. The goal is to show that the Gaussian approximation re-
spects ’t Hooft large-N counting, and can capture the Gross-Witten phase
transition which we expect to be present. We will also learn a few useful
lessons about 0-brane quantum mechanics.
The degrees of freedom of this model consist of d adjoint scalar fields Xi,
coupled to a gauge field A0. The Euclidean action is
SE =
1
g2YM
∫
dτ Tr
{
1
2
DτX
iDτX
i − 1
4
[X i, Xj][X i, Xj]
}
(32)
where Dτ = ∂τ + i[A0, · ]. We set ∂τA0 = 0, so that A0 = const. ≡ 1√βA00.
Corresponding to this gauge choice we must introduce a system of periodic
ghost fields α, α¯. In Fourier modes the complete action is16
SE =
1
2g2YM
∑
l
(
2πl
β
)2
Tr(X ilX
i
−l) +
1
g2YM
∑
l 6=0
(
2πl
β
)2
Tr(α¯lαl)
− 1
g2YM
√
β
∑
l
2πl
β
Tr(X il [A00, X
i
−l]) +
1
g2YM
√
β
∑
l 6=0
2πl
β
Tr(α¯l[A00, αl])
1
2g2YMβ
∑
l
Tr([A00, X
i
l ][A00, X
i
−l])−
1
4g2YMβ
∑
l+m+n+o=0
Tr([X il , X
j
m][X
i
n, X
j
o ]) .
Next we need to choose an action S0 to use as the basis for the approxima-
tion.17 Up to now we have always taken S0 to be quadratic in the fundamental
fields. But this is not appropriate for gauge theory, because the eigenvalues
of A00 are angular variables. So it is better to work with the holonomy
U = Pei
∮
dτA0 = ei
√
βA00 .
The ‘Gaussian’ action we propose to use is
S0 = −N
λ
Tr(U + U †) +
∑
l
1
2σ2l
Tr(X ilX
i
−l)−
∑
l 6=0
1
sl
Tr(α¯lαl) .
Strictly speaking, we propose to use this action to describe the relative eigen-
values of the U(N) gauge theory. That is, U really takes values in the group
16Note that our gauge condition leaves a residual global U(N) gauge symmetry unbro-
ken. We have suppressed the corresponding ghost zero mode αl=0.
17Out of habit we will keep calling it the Gaussian approximation, even when S0 is not
strictly Gaussian.
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SU(N)/ZN . But we will largely ignore this distinction, since it does not
affect leading large-N counting.
Although the action S0 is not strictly Gaussian, it is soluble, at least in
the large-N limit: the action for U is the one-plaquette model studied by
Gross and Witten [38]. We briefly recall some results. The one-plaquette
partition function is
Z = e−βF =
∫
dU e
N
λ
Tr(U+U†)
βF =
{
N2
(− 2
λ
− 1
2
log λ
2
+ 3
4
)
λ ≤ 2
−N2/λ2 λ ≥ 2
with a third-order phase transition at λ = 2. Diagonalizing the holonomy,
U = diag.(eiα1 , . . . , eiαN ), one has the distribution of eigenvalues
ρ (α) =
 2πλ cos α2
√
λ
2
− sin2 α
2
λ ≤ 2
1
2π
(
1 + 2
λ
cosα
)
λ ≥ 2
The expectation value of the Wilson loop is
< TrU > =
{
N(1− λ/4) λ ≤ 2
N/λ λ ≥ 2
Finally, the 2-point correlators in S0 are given by
< A00ABA00CD >0 = ρ
2
0δADδBC
< X il ABX
j
mCD >0 = σ
2
l δ
ijδl+mδADδBC
< α¯l ABαmCD >0 = slδlmδADδBC
where
ρ20 =
1
βN
∫
dαα2ρ (α) =

2
βN
[
li2
(
1− λ
2
)
+
(
1− 2
λ
)
log
(
1− λ
2
)− 1] λ ≤ 2
1
βN
(
π2
3
− 4
λ
)
λ ≥ 2
involves a dilogarithm.
The first two terms in the expansion of the free energy are given by
βF0 = βF (λ)− N
2d
2
∑
l
log σ2l +N
2
∑
l 6=0
log sl (33)
< S − S0 >0= N
λ
< Tr(U + U †) > +
N2d
2
∑
l
(
1
g2YM
(
2πl
β
)2σ2l − 1
)
+N2
∑
l 6=0
(
1
g2YM
(
2πl
β
)2sl + 1
)
+
N3d
g2YMβ
ρ20
∑
l
σ2l +
N3d(d− 1)
2g2YMβ
(∑
l
σ2l
)2
.
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In writing these expressions we have kept only the leading large-N behavior,
coming from planar diagrams.
The next step is to choose a set of gap equations. For this system we
adopt the operator gap equations discussed in section 2.2. That is, we will
require that βF0+ < S − S0 >0 be stationary with respect to variations of
the parameters λ, σ2l , sl.
Let us first consider the gap equation from varying σ2l , which reads
1
σ2l
=
1
g2YM
(
2πl
β
)2
+
2N
g2YMβ
ρ20 +
2N(d− 1)
g2YMβ
∑
l
σ2l .
The solution is σ2l = g
2
YM/((2πl/β)
2 + m2), parameterized by an effective
thermal mass
m2 =
2N
β
ρ20 + 2(d− 1)R2rms . (34)
Here we have introduced the ‘size’ of the system, defined by the range of
eigenvalues of the matrices Xi.
R2rms =
1
N
Tr < (X i(τ))2 > (no sum on i)
=
N
β
∑
l
σ2l
=
g2YMN
2m tanh(βm/2)
. (35)
Next we consider the gap equation for the ghost propagator, which reads
1
sl
= − 1
g2YM
(
2πl
β
)2
l 6= 0 .
Thus in this approximation the ghosts are free and decoupled. At leading
order they make a trivial contribution to the partition function, since in 0+1
dimensions one has det′ ∂τ = 1.
Finally, we have the gap equation from varying λ, which reads{
1− (1− 2
λ
)
log
(
1−λ
2
)
= g2YMNβ/4dR
2
rms λ ≤ 2
λ = g2YMNβ/2dR
2
rms λ ≥ 2 .
(36)
By making use of the gap equations, the expressions (33) for the free
energy can be simplified to
βF0 = βF (λ) +N
2d log(2 sinh(βm/2))
< S − S0 >0= 2N
λ
< TrU > −βNd(d− 1)
2g2YM
(R2rms)
2 . (37)
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Before studying these equations further, let us note that this approxima-
tion respects ’t Hooft large-N counting. All the factors of g2YM and N which
appear in these equations are dictated by ’t Hooft counting plus dimensional
analysis, and they can be eliminated by introducing the following rescaled
dimensionless quantities:
β˜ = β(g2YMN)
1/3
λ˜ = λ
ρ˜20 = Nρ
2
0/(g
2
YMN)
1/3 σ˜2l = Nσ
2
l /(g
2
YMN)
1/3 s˜l = Nsl/(g
2
YMN)
1/3
R˜2rms ≡
1
β˜
∑
l
σ˜2l = R
2
rms/(g
2
YMN)
2/3
β˜F = βF/N2 . (38)
The ’t Hooft coupling g2YMN acts as a unit of (energy)
3. The effective di-
mensionless coupling is then g2YMN/T
3, so the system is strongly coupled at
low temperatures.
The system of equations (34), (35), (36) suffices to determine λ as a
function of the temperature. The results for the case of d = 9 scalar fields
are plotted in Fig. 7. Note that a Gross-Witten transition occurs at β = 9.0,
the temperature at which λ passes through 2. The approximation suggests
that the transition is weakly second-order: the second derivative of βF0+ <
S − S0 >0 jumps by -0.0053 across the transition.18 But this may be an
artifact of the approximation; a third order phase transition would seem
more plausible.
At high temperatures (T > (g2YMN)
1/3, or in dimensionless terms T˜ > 1)
the Gaussian approximation gives the behavior (with βF ≈ βF0+ < S −
S0 >0)
λ ≈
(
d− 1
d(2d− 1)
)1/2
β˜3/2
R2rms ≈ (g2YMN)2/3
(
2d− 1
4d(d− 1)
)1/2
β˜−1/2
βF ≈ 3
4
N2(d− 1) log β˜ (39)
E ≈ 3
4
N2(d− 1)T
This is the expected result in the high temperature regime: the N2(d − 1)
physical degrees of freedom making up the matrices X i are excited, with an
energy per degree of freedom of order the temperature.
18The fact that the first derivative is continuous across the transition is guaranteed by
the form of the gap equations that we are using.
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Figure 7: λ vs. β for bosonic gauge theory with 9 scalar fields. The temper-
ature is measured in units of the ’t Hooft coupling.
At low temperatures (T < (g2YMN)
1/3, or in dimensionless terms T˜ < 1)
the Gaussian approximation gives
λ ≈ (d− 1)
1/3
d
β˜
R2rms ≈
(g2YMN)
2/3
2(d− 1)1/3
βF ≈ 3
8
N2d(d− 1)1/3β˜ (40)
E ≈ 3
8
N2d(d− 1)1/3(g2YMN)1/3
The physics here is equally simple: the N2d oscillators have all been frozen
into their ground state. We see that the ground state energy of an individual
oscillator is very large, of order (g2YMN)
1/3, while the ground state wave-
function of an individual oscillator is extremely narrow, being a Gaussian of
width
< (∆X iAB)
2 >∼ (g2YMN)1/3/N .
It is only when all of the fluctuations are added together in Rrms that the
system as a whole has a very large ground state size, Rrms ∼ (g2YMN)1/3.
Before arguing that the Gaussian approximation really does give reliable
results for this system, let us pause to compare the behavior of this bosonic
system to the behavior expected of 0-brane quantum mechanics [45, 46]. The
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full 0-brane system corresponds to d = 9 and differs by including sixteen ad-
joint fermions. In the high temperature regime, we expect that the fermions
can be neglected on general grounds (from the path integral point of view
they are squeezed out by their antiperiodic boundary conditions). So the
results (39) should be a good approximation to the behavior of 0-branes at
high temperature. On the other hand, in the low temperature regime the
0-brane system has a dual supergravity description [24]. The size of the re-
gion in which supergravity is valid ∼ (g2YMN)1/3 is expected to match the
size of the ground state wavefunction of the supersymmetric gauge theory.
We see that the scale (g2YMN)
1/3 already appears as the size of the bosonic
ground state wavefunction. So it seems that including the fermions should
not significantly change the size of the wavefunction. The fermions do en-
ter in a crucial way in the supersymmetric theory, however, because they
are necessary for cancelling the enormous bosonic ground state energy which
appears in (40).
We will now argue that the Gaussian approximation provides a good de-
scription of this bosonic gauge theory for all values of the temperature. Of
course the Gaussian approximation is good in the high-temperature regime,
where the gauge theory is weakly coupled and the action (32) is approxi-
mately Gaussian. But it is also a good approximation at low temperatures.
To establish this, let us examine the second-order corrections to the ground
state energy of the system.
The second-order correction−1
2
< (S−S0)2 >C,0 is a sum of several terms.
But contributions involving the gauge field propagator can be neglected at
low temperatures, because ρ20 → 0 as β → ∞ (the zero mode of the gauge
field becomes frozen as the circle decompactifies). Most of the remaining
terms cancel when the gap equations are imposed, leaving just
−1
2
< (S − S0)2 >C,0
= −N
4d(d− 1)
g4YMβ
2
∑
l+m+n+o=0
σ2l σ
2
mσ
2
nσ
2
o
= − g
4
YMN
4d(d− 1)β
16m5 sinh4(βm/2)
(
3
8
βm+
1
2
sinh(βm) +
1
16
sinh(2βm)
)
(the three-loop integral is easiest to do in position space). Combining this
with previous results gives the first three terms in the reorganized perturba-
tion series for the free energy, which in the low temperatures regime reads19
βF =
1
2
N2d(d− 1)1/3β˜
[
1− 1
4
− 1
16(d− 1) + · · ·
]
.
19Presumably this model admits an expansion in 1/d. It would be interesting to under-
stand this expansion, and its relation to the Gaussian approximation.
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As claimed, the higher order terms in reorganized perturbation theory make
a small correction to the free energy, even in the strong-coupling, low tem-
perature regime. Based on the size of the second order correction, we can
claim to have computed the ground state energy of this system to within
roughly one percent accuracy for the case of 9 scalar fields.
5.2 A supersymmetric large-N scalar model
Consider a set of N × N Hermitian scalar multiplets Φa, governed by an
action which is a truncation of the 0-brane quantum mechanics (31).
S =
1
g2YM
∫
dtd2θTr
{
−1
2
DαΦaDαΦa − i
3
fabcΦa[Φb,Φc]
}
(41)
Here a = 1, . . . , 7 is an index in the 7 of G2 and fabc is a G2-invariant tensor.
We will subsequently set g2YM = 1. For a Gaussian action we take
S0 =
∑
l
1
2∆2l
Trφal φ
a
−l +
∑
l
1
2ǫ2l
Tr fal f
a
−l +
∑
r
1
gr
Tr ψ¯arψ
a
r . (42)
The one-loop gap equations are evaluated in the large N limit, by keeping
only the planar contributions. We find that the gap equations have a familiar
form
1
∆2l
= (
2πl
β
)2 +
2A
β
∑
m+n=l
∆2mǫ
2
n −
2A
β
∑
r−s=l
hrhs
1
ǫ2l
= 1 +
A
β
∑
m+n=l
∆2m∆
2
n
1
hr
=
2πr
β
+
2A
β
∑
l+s=r
∆2l hs (43)
where hr = −igr is real and A = 14N .
In fact, in the Gaussian approximation, this G2-invariant model is iso-
morphic to the Φ1Φ2Φ3 model studied in section 3.1. The gap equations (43)
can be exactly mapped to those of the Φ1Φ2Φ3 model by defining
βnew = A
1/3β
∆2new = A
2/3∆2
ǫ2new = ǫ
2
hnew = A
1/3h .
Restoring units, note that A is essentially the ’t Hooft coupling, so that βnew
is the physical temperature measured in units of the ’t Hooft coupling. With
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this redefinition one finds that βF0, < S−S0 >0 and < (S−S0)2 >C,0 for the
G2 model transform into the corresponding quantities for the Φ1Φ2Φ3 model,
up to an overall factor of 7N2/3. Thus all the results of section 3.1 can be
taken over and applied to the G2 model. In particular, the free energy falls
off as β−1.1new at low temperatures.
6 Conclusions
In this paper we’ve discussed an approximation scheme which can be used to
study strongly-coupled quantum mechanics problems. We’ve shown that the
approximation can be formulated in a way which respects supersymmetry,
by introducing gap equations for the auxiliary fields. We’ve also shown that
it can be applied to large-N theories: indeed ’t Hooft scaling is automatic,
provided that one keeps just the planar contribution to the gap equations.
We used the approximation to study a number of toy models of scalar
supersymmetric quantum mechanics, and found that it captures the correct
qualitative behavior of the free energy at strong coupling. Moreover, it pro-
vides a quantitative estimate of certain quantities, such as the ground state
energy or low-lying density of states, which would be difficult to obtain by
any other means.
The approximation has difficulty dealing with gauge symmetry, since the
gap equations tend to violate the Ward identities. Nonetheless, we were able
to study a large-N gauge theory: the bosonic sector of 0-brane quantum
mechanics. The Gaussian approximation provides a remarkably accurate de-
scription of the ground state of this theory. The approximation also predicts
that a Gross-Witten phase transition occurs when the effective coupling is of
order one.
We argued that such a phase transition should be present in a generic
large-N gauge theory, in particular for the full 0-brane quantum mechan-
ics. This means that the perturbative gauge theory regime of the 0-brane
quantum mechanics is separated from the supergravity regime by a mild
phase transition. It also suggests that the Horowitz-Polchinski correspon-
dence point is associated with a phase transition.
Of course our motivation for this project was to develop techniques for
understanding 0-brane quantum mechanics. We have been able to incor-
porate many of the necessary ingredients into the approximation, including
supersymmetry and large-N counting. But an adequate analysis of the full
0-brane quantum mechanics requires a more satisfactory treatment of gauge
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invariance [34].
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A Supersymmetry in quantum mechanics
In this appendix we review the superspace construction of N = 2 theories in
0 + 1 dimensions.
With N = 2 supersymmetry we have an SO(2) R-symmetry, with spinor
indices α, β = 1, 2 and vector indices i, j = 1, 2. The SO(2)R Dirac matrices
are real, symmetric, and traceless; for example one can choose γ1 = σ1 and
γ2 = σ3 where σ1 and σ3 are Pauli matrices. Given two spinors ψα and χα,
besides the invariant ψαχα, one can construct a second invariant which we
will denote
ψαχα =
i
2
ǫαβψαχβ .
N = 2 superspace has coordinates (t, θα) where θα is real.20 Denoting θ2 =
θαθα, we normalize
∫
d2θ θ2 = 1.
We introduce the supercharges and supercovariant derivatives
Qα =
∂
∂θα
+ iθα
∂
∂t
Dα =
∂
∂θα
− iθα ∂
∂t
which obey the algebra
{Qα, Qβ} = 2iδαβ∂t
{Qα, Dβ} = 0
{Dα, Dβ} = −2iδαβ∂t .
20Our convention is that complex conjugation reverses the order of Grassmann variables.
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The simplest representation of supersymmetry is a real scalar superfield
Φ = φ+ iψαθα + fθ
2
The general action for a collection of scalar superfields Φa is
S =
1
g2
∫
dtd2θ − 1
2
DαΦaDαΦa −W (Φ)
=
1
g2
∫
dt
1
2
φ˙2a + iψ¯aψ˙a +
1
2
f 2a −
∂W
∂φa
fa +
∂2W
∂φa∂φb
ψ¯aψb
where in the second line we have taken complex combinations ψa =
1√
2
(ψ1a + iψ2a),
ψ¯ = 1√
2
(ψ1a − iψ2a).
In some cases we can extend the SO(2) R-symmetry to an O(2)R, where
the extra Z 2 (‘R-parity’) acts as θα → γ2αβθβ . Both the measure d2θ and the
kinetic term are odd under R-parity. Thus R-parity is a symmetry if the
superpotential is odd in Φ, with Φ→ −Φ under R-parity.
To describe gauge theories we introduce a real connection on superspace
∇α = Dα + Γα
∇t = ∂t + iΓt
with the gauge transformation δΛΓα = i∇αΛ, δΛΓt = ∇tΛ. The correspond-
ing field strengths Fαβ, Fα are real superfields given by
{∇α,∇β} = −2iδαβ∇t + Fαβ
{∇t,∇α} = Fα
We impose the so-called conventional constraint δαβFαβ = 0, which implies
that Fαβ is a vector of SO(2)R:
Fαβ = 2γiαβFi .
This fixes Γt in terms of the spinor connection Γα, but does not constrain
Γα, as the only independent Bianchi identity
∇αFi = −iγiαβFβ (44)
is satisfied for any Γα.
We write the expansion of Γα in ‘linear’ components as
Γα = χα + A0θα +X
iγiαβθβ + dǫαβθβ + 2ǫαβλβθ
2 .
The fields X i are physical scalars, while λα are their superpartners, d is an
auxiliary boson, χα are auxiliary fermions, and A0 is the 0+1 dimensional
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gauge field. These linear component fields are of primary interest: by using
them to formulate the Gaussian approximation we are effectively making a
Gaussian approximation in superspace for the superfield Γα, and such an
approximation is guaranteed to respect supersymmetry. But it is also useful
to define the ‘covariant’ component fields
X i|cov ≡ F i|θ=0
= X i +
1
2
γiαβχαχβ|lin
λα|cov ≡ Fα|θ=0
= λα +
1
2
χ˙α +
i
2
[A0, χα]− i
2
γiαβ[X
i, χβ] +
i
2
ǫαβ[d, χβ]− i
2
[χα, χβχβ ]|lin
A0|cov ≡ Γt|θ=0
= A0 +
1
2
χαχα|lin .
These covariant component fields transform in the usual way under conven-
tional gauge transformations, and are neutral under gauge transformations
which depend on θ. Written in terms of covariant component fields the SYM
action takes a simple form,
SSYM =
1
g2YM
∫
dtd2θTr
{
−1
4
∇αFi∇αFi
}
=
1
g2YM
∫
dtTr
{1
2
D0X
iD0X
i +
1
4
[X i, Xj][X i, Xj]
+
i
2
λαD0λα − 1
2
λαγ
i
αβ[X
i, λβ]
}∣∣∣
cov
where D0 = ∂t + iA0. In terms of the linear component fields the action
would only take this form in Wess-Zumino gauge. We must also introduce a
ghost multiplet, for which we adopt the component expansion
C = α + βαθα + γθ
2
where α and γ are complex Grassmann fields and βα is a complex boson. To
the SYM action we add the ghost and gauge fixing terms
Sg.f. + Sghost =
1
g2YM
∫
dtd2θTr
{
1
2
DαΓαD
2DβΓβ +D
αC¯∇αC
}
.
Note that the gauge-fixed action respects R-parity.
B Solving gap equations numerically
The gap equations are an infinite set of coupled non-linear equations which
determine the Fourier modes of the propagators. In general we must resort
to numerical methods in order to solve them.
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An important simplification follows from the fact that quantum mechanics
is UV free. Thus at large momenta the propagators have free-field behavior,
and at any given value of the temperature we only need to solve the gap
equations to determine a finite number of Fourier modes. In the moduli
space model of section 3.1 we obtained good results by solving for modes
with −1.8β < l, r < 1.8β.
We are left with a finite set of equations, which we solved numerically
using the Newton-Raphson method. Let us briefly summarize the method.
Consider a system of equations
Fi(x1, . . . , xn) = 0 i = 1, . . . , n . (45)
We start by guessing a solution ~xold, and expand ~F to first order around ~xold.
Solving the linearized equations gives an improved guess
~xnew = ~xold + δ~x (46)
where
δ~x = −J−1 ~Fold Jij = ∂Fi
∂xj
∣∣∣∣
~xold
(47)
If the initial guess is sufficiently close to a root, this procedure can be iterated
a few times and will rapidly converge. We found that five or six iterations
gave excellent results in the moduli space model. The Newton-Raphson
method does suffer from poor global convergence, but this can be improved
using a procedure known as backtracking [35].
Even with backtracking one needs an initial guess that is sufficiently close
to the actual solution. One strategy is to start out at high temperatures.
Then the gap equations are dominated by the zero modes, and one can obtain
an approximate solution analytically. For example, consider the moduli space
model. At high temperatures (β ≪ 1) the gap equations are approximately
solved by
σ20 =
√
β σ2l 6=0 = (β/2πl)
2
τ 20 = 1/2 τ
2
l 6=0 = 1 (48)
hr = β/2πr
This can be used as a starting point for Newton-Raphson. Then one can
solve the system at a sequence of successively lower temperatures, using the
solution at one temperature as the initial guess for the next temperature. In
the moduli space model we found that increasing β by a factor of 1.2 at each
step worked well.
The gap equations can also be solved to determine the large-momentum
behavior of the propagators at any temperature, up to constants that can be
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extracted from the numerical solution for the low-momentum modes. For ex-
ample, in the moduli space model, the propagators at large momenta behave
as
σ2l =
1
(2πl/β)2 +m2
τ 2l =
(2πl/β)2
(2πl/β)2 +m2
hr =
2πr/β
(2πr/β)2 +m2
(49)
where
m2 =
2
β
∞∑
l=−∞
σ2l .
Note that the asymptotic forms of the propagators are related in the expected
way, given by the naive supersymmetry Ward identities.
In fact the high momentum behavior is important for computing the free
energy. Even in quantum mechanics one has to deal with the divergent
quantity
∑
l log σ
2
l . This sum, which appears in βF0, can be defined by
∞∑
−∞
log [σ2l ((2πl/β)
2 +m2)]− 2 log(2 sinh(βm/2)) . (50)
The modified sum converges, so it can be calculated numerically.
C Black hole – SYM correspondence
We discuss the connection between ten dimensional Schwarzschild black holes
and finite temperature SYM quantum mechanics. We relate the two theo-
ries by boosting an eleven dimension black string and recompactifying it
on a smaller circle to keep the entropy the same [12, 14]. Although this
transformation is not a symmetry of the theory, it does preserve some of its
properties, and therefore can be used to identify phenomena on the black
hole side with phenomena in the gauge theory.
C.1 Boosted black string
We start with the black string solution in eleven dimensions
ds211 = −h(r)dt2 + h−1(r)dr2 + r2dΩ8 + dz2
h(r) = 1− r
7
0
r7
. (51)
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If the eleventh dimension z is compactified on a circle of radius R one can
reduce this metric to get the ten dimensional metric of a Schwarzschild black
hole in type IIA string theory. The black hole mass and entropy are given
by (lp is the eleven dimensional Planck length)
M =
Ω8Rr
7
0
l9p
S =
Ω8πRr
8
0
2l9p
(52)
where Ω8 =
2π9/2
Γ(9/2)
.
Following [12, 14] we boost in the z direction (in the covering space) with
boost parameter α, and recompactify the new z direction on a circle with
radius
R′ =
R
coshα
. (53)
This radius is chosen so that the resulting ten dimensional charged black hole
will have the same entropy (52) as the Schwarzschild black hole.
In string frame the charged black hole solution is
ds2 = −f−1/2(r)h(r)dt2 + f 1/2(r)[h−1(r)dr2 + r2dΩ28]
e2(φ−φ∞) = f 3/2(r)
A0(r) =
r70 sinhα coshα
r7 + r70 sinh
2 α
(54)
f(r) = 1 +
r70 sinh
2 α
r7
We will eventually take the limit α → ∞ with r0 fixed (this limit was also
considered in [51, 52, 53]), so we won’t distinguish between sinhα and coshα.
In this limit the number of unit charge D0-branes is given by dividing the
ADM mass of the black hole by 1/R′,
N =
7
8
MR. (55)
Now let’s consider the string theory parameters that come from this com-
pactification. Our conventions are
R = gsls l
2
s =
l3p
R
1
(24π7)1/3
. (56)
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One finds (string parameters are labeled by a tilde)
l˜2s =
l3p coshα
R(24π7)1/3
g˜s =
(
R
lp coshα
)3/2
(24π7)1/6 (57)
g˜2YM ≡
1
4π2
g˜sl˜
−3
s =
(24π7)1/3R3
4π2l6p
cosh−3 α.
The string length grows with α, so we rescale all lengths by 1/ coshα.
This gives new parameters (labeled by ′)
(l
′
s)
2 =
l3p
R(24π7)1/3
cosh−1 α
g
′
s = g˜s
(g
′
YM)
2 =
R3
l6p
(24π7)2/3
4π2
(58)
r′ = r/ coshα.
Now taking the limit α →∞ brings us into the gauge theory regime with a
finite value for the Higgs vev
U ≡ r
′
(l′s)
2
= r/l2s . (59)
On the supergravity side the change of scale means that
ds
′2 =
1
cosh2 α
ds2 . (60)
Using equations (52,55,58,59) we can write
r70 sinh
2 α
r7
=
d0Ng
′2
ym
U7l′4s
r70
r7
=
9
16
a0U
−7Mg
′4
ym =
U70
U7
≡ h(U)− 1 (61)
where d0 = Γ(7/2)2
7π9/2 and a0 =
Γ(9/2)211π13/2
9
.
As α → ∞ note that l′s → 0, so the metric becomes (defining t =
t
′
/ coshα, e2 = g
′2
YMN)
ds
′2 = l
′2
s [−
U7/2
d
1/2
0 e
h(U)dt2 + h−1(U)
d
1/2
0 e
U7/2
dU2 + d
1/2
0 eU
−3/2dΩ28] . (62)
This is indeed the near horizon geometry of a 0-brane black hole. This
analysis is closely related to [54].
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C.2 Parameter identification
To give a precise identification between the Schwarzschild black hole and
the gauge theory we recall that a near extremal black hole has the following
energy density, temperature and entropy density [24].
E = a−1p e
−4N2U7−90
eT = cpU
(5−p)/2
0 (63)
S = hpe
−3N2U (9−p)/20
Here e2 = g2YMN , U0 is the position of the horizon in Poincare´ coordinates,
and p + 1 is the worldvolume dimension of the gauge theory. The constants
appearing in these equations are
ap =
1
9− pΓ(
9− p
2
)211−2pπ
13−3p
2
hp = (7− p)−1/2Γ− 12 (9− p
2
)2p−4π
3p−13
4 (64)
cp = (7− p)3/2Γ− 12 (9− p
2
)2p−6π
3p−13
4 .
The above equations are only reliable if the supergravity approximation
is valid near the horizon of the black hole – that is, if the dilaton is small
and the curvature is small in string units. The condition for small curvature
near the horizon is U3−p0 ≪ e2, and the point where the curvature is order
one is T ∼ U0. As a passing observation note that while the thermodynamics
depends on p, one has a relation E ∼ e−2N2T 2U20 which holds independent
of p, aside from the exact numerical factor.
Now we can make identifications between the Schwarzschild black hole
and the gauge theory. We consider the case p = 0. On the Schwarzschild
black hole side there are three parameters M , R, lp. On the gauge theory
side there is N , E, g2YM . By equating the thermodynamics we obtain the
relations
E =
9
16
M
g2YM =
(24π7)2/3
4π2
R3
l6p
N =
7
8
RM
Tgauge = TSchwarzschild =
7
4πr0
(65)
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U0 =
(24π7)1/3Rr0
l3p
Sgauge = SSchwarzschild
C.3 Transition points
Let’s see what the different regimes of the gauge theory correspond to for the
Schwarzschild black hole. It is convenient to use (we drop numerical factors)
M = E = N2e−6/5T 14/5
R = N−1e6/5T−14/5
S = N2e−6/5T 9/5 (66)
l2p = N
−2/3e8/15T−14/5
There is one issue we would like to comment on. The specific heat of
a Schwarzschild black hole is negative, while the gauge theory clearly has a
positive specific heat. Nonetheless their thermodynamics can be identified,
since we hold different quantities fixed when we take derivatives with respect
to the temperature (the temperature is the same on both sides). In the gauge
theory we hold N and g2YM fixed, but on the supergravity side we hold R and
lp fixed. This is responsible for the difference. Thus the negative specific heat
of the Schwarzschild black hole is not in contradiction with its description in
terms of thermodynamics of an ordinary field theory (see also [10]).
Now let’s look at some transition points:
1. When R = r0 the black string becomes unstable and turns into an
eleven dimensional black hole [55]. Our formulas are only appropriate
for R < r0. At this point one finds
S1 = N
R1 = N
5/9e−2/3
T1 = e
2/3N−5/9 (67)
l2p = e
−4/3N2/9 .
This is the BFKS point [9, 15].
2. At R = lp the black string is better described as a ten dimensional
black hole and the string theory has gs = 1. At this point
S2 = N
8/7
R2 = N
1/3e−2/3 (68)
T2 = e
2/3N−10/21 .
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3. Consider the point where the Schwarzschild black hole has a horizon
size of the order the string length, r20 = l
2
s = l
3
p/R. We find the corre-
sponding gauge theory parameters
S3 = N
2
R3 = e
−2/3N−1
T3 = e
2/3 (69)
gs =
1
N
.
This is the point where the curvature at the horizon of the charged
black hole becomes of order one. Beyond this point the effective cou-
pling of the gauge theory is small. We have argued in this paper that
at this point there is a phase transition. We now see that this tran-
sition occurs at the Horowitz-Polchinski correspondence point, where
the Schwarzschild black hole turns into an elementary string state [47].
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