In a previous article (Rahman, Guns, Rousseau, and Engels, 2015) we described several approaches to determine the cognitive distance between two units. One of these approaches
Introduction
In Rahman, Guns, Rousseau, and Engels (2015) we investigated the following two questions: i) How can we visualize the expertise of two entities (e.g., a research group and a panel) using publication data?
ii) How can we quantify the overlap of expertise between two entities (e.g., a research group and a panel) using publication data?
In this note we rephrase this second research question as: How can we obtain, using publication data, a meaningful distance or proximity measure which represents the cognitive distance or proximity between two units? Entities or units were either experts, panels of experts, or research groups. In the case study these research groups were either research groups in physics or in chemistry working at the University of Antwerp, Belgium. For details we refer to Rahman et al. (2015) .
Publications were assigned to Web of Science Subject Categories, in short WoS SCs. To answer the first research question we created overlay maps for a base map of science (Leydesdorff, & Rafols, 2009; Rafols, Porter, & Leydesdorff, 2010; Leydesdorff, Carley, & Rafols, 2013) . In an overlay map, the original map -referred to as the base map -provides the location of each SC, whereas publication data is used to visualize the unit's number of publications for each SC. Numbers of publications were represented by the size of each node.
These overlay maps provide an answer to the first research question.
In order to answer the second research question we consider three approaches: one based on using barycenters in two dimensions, a second one using similarity-adapted publication vectors and a third one using weighted cosine similarities. The last two are applied in N dimensions, where N denotes the total number of SCs. The first again uses overlay maps. We note that the base map can be considered to be universal and hence has nothing to do with the concrete data at hand. Each SC has a place on this map and hence can be characterized by the 
where m j is the number of publications of the unit under investigation (panel member, research group) belonging to category j; this category j has coordinates (L j,1 , L j,2 ) in the base map. T is the total number of publications of the unit under investigation. This is the barycenter approach as announced in the title of Rahman et al. (2015) . In this way distances between entities, as represented by their barycenters, can be calculated leading to the quantitative results answering research question two. We want to point out that the term 'barycenter' as such, has no meaning. Any point can be the barycenter of infinitely many sets of points, possibly using sets of weights. We refer the reader to appendix A for a formal description of the notion of a barycenter.
We further note that in order to obtain meaningful distances these values must be scaleinvariant. This means that the distance between points P and Q must be the same as the distance between the points P and cQ, where c is a strictly positive number. Indeed: the total output of a research group can be several orders of magnitude larger than that of one expert.
This difference must not play a role in determining cognitive distances. The barycenter method explained above and in particular formulae (1) satisfy this requirement as multiplying all m j s with the same strictly positive factor leads to the same barycenter.
How to calculate cognitive distance in N dimensions?
Similarity-adapted publication vectors (SAPV)
In Rahman et al. (2015) we used a second quantitative approach, which was also referred to as a barycenter approach. In this approach, we used a matrix of similarity values between the WoS SCs as made available by Rafols, Porter, & Leydesdorff (2010) at http://www.leydesdorff.net/overlaytoolkit/map10.paj. These authors created a matrix of citing to cited SCs based on the Science Citation Index (SCI) and Social Sciences Citation Index (SSCI), which was cosine-normalized in the citing direction. The result is a symmetric N×N similarity matrix (here, N=224) which we denote by S = (s ij ) ij . Now each unit's publications are represented by an N-dimensional vector. Coordinates of these vectors are the number of publications in each WoS SC. Then we wrote in (Rahman et al., 2015) :
A barycenter in N dimensions is determined as the point = , , … , , where:
Here denotes the -th coordinate of WoS subject category , is the number of publications in subject category , and = ∑ is the total number of publications.
Observe that we replaced (for clarity) L = A as used in Rahman et al. (2015) by S (the similarity matrix) and M (in the original publication) by T (the total number of publications of the unit under investigation). In Rahman et al. (2015) we provided concrete calculations of distances between these so-called barycenters of units. Although formula (1) and (2) look the same, their interpretation is different as will be explained.
The numerator of formula (2) is equal to the k-th coordinate of * !, the multiplication of the similarity matrix S and the column matrix of publications ! = " # . The column vector * !/ , resulting from the matrix product of matrix S and column vector M/T, can be interpreted as a pseudo-normalized (because normalization has been performed with respect to the sum of the coordinates of M and not with respect to * !) publication vector that takes similarity into account. For this reason, we call * ! a similarity-adapted publication vector, denoted as M sa . In this example, this means that, for instance, the one publication in the second category also contributes (for 10%) to the publications in category 1.
Although there is no original publication in category 4, we end up with a value 3.3 because category 1 and category 4 are very similar (80% similarity) and also the second category contributed. If we neglect similarity then S is the identity matrix and publication columns stay unchanged. We consider this method to be quite interesting as it provides a solution to the problem that WoS SCs have rather fuzzy borders.
The above example and discussion show that instead of normalizing before we applied the linear mapping, we should have done it afterward. Fig. 1 illustrates what we did in Rahman et al. (2015) and what we should have done. Fig. 1 . Schematic comparison of the approach described by Rahman et al. (2015) and the improved approach presented in this note.
We note that instead of applying the approach shown in Fig. 1 to a research group and a panel member, we also apply it to panels and research groups as a whole.
The similarity-adapted publication vectors for which we calculated the distance in Rahman et al. (2015) Hence, a similarity-adapted publication vector is determined as the vector = , , … , , where:
where denotes the similarity value between the -th and the -th WoS SC, and is the number of publications in WoS SC . The numerator of Equation (3) is equal to the -th element of * !, the multiplication of the similarity matrix and the column matrix of publications ! = " # . The denominator is the L 1 -norm of the unnormalized vector.
Weighted cosine similarity
Finally, we consider a weighted similarity method (generalized cosine similarity). The weighted similarity between panel member (PM) k and research group m, according to Zhou et al. (2012) is: 
Results
By applying formula (3), we obtained a similarity-adapted publication vector for each entity in the similarity matrix. As in our previous paper, we can then calculate the Euclidean distance between different entities, e.g. individual research groups, individual panel members, all research groups together (Groups), and all panel members together (Panel).
Recall that the Euclidean distance between vectors a and b in R N is given as:
The recalculation, in which normalization takes place after linear mapping, leads to the distances reported in Tables 1 and 2 for the cases of Chemistry and Physics. The group names have been standardized using the first four letters of the corresponding department, for example, CHEM-A for Chemistry research group A, PHYS-B for Physics research group B.
The panel member names are standardized as PM1, PM2 etc. Tables 1 and 2 replace, respectively, Table 1 and Table 3 of the supplementary online material, (part 2) of Rahman et al. (2015) . In this connection, any reference to N dimensions and in particular to barycenters in N dimensions, and Figures 3.1.1 to 3.1.21 and 4.1.1 to 4.1.17 in the supplementary online material (part 3) should be ignored in Rahman et al. (2015) .
By applying formula (4), we obtained the weighted cosine similarity (WCS) between panel members and the research groups in Chemistry (Table 3) and Physics (Table 4) . The highest similarity between a group and a panel member is underlined and printed in bold. The highest similarity between a group and a panel member is underlined and printed in bold.
We calculated the Pearson correlation coefficient (r) and the Spearman rank correlation coefficient (ρ) between distances based on the three approaches. These calculations are based on all distances between research groups and individual panel members. Results are shown in Tables 5 and 6 . We recall that the 2-dimensional barycenter approach is based on a KamadaKawai map. Since the barycenter and SAPV approaches are distance-based rather than similarity-based, we use 1 -WCS as values to obtain dissimilarity values: weighted cosine dissimilarity, denoted as WCD, which can more easily be compared with the other two. Table 5 and 6 show that all correlations are high or moderately high except the Pearson correlation between the barycenter method and SAPV in the case of Physics. Fig.   2 illustrates what happened. respectively while other panel members cover 12 to 26 WoS SCs, and other research groups 26 to 50 SCs. Fig. 3 presents the same data as Fig. 2 , but leaves out distances involving PHYS-D and PM1. In this case, r = 0.87 and ρ = 0.94. These values can also be seen in Table   6 , where all values between brackets refer to correlations calculated without PHYS-D and PM1. 
Comparison between the three approaches
In order to facilitate a comparison between the three approaches we included the results for the barycenter approach, as published in Rahman et al. (2015) , in Appendix B. A comparison would be easy if a gold standard would exist. Clearly, it does not but we used the labor division decided upon by the panel chair as a proxy. Assuming that the panel chair has correct opinion on the expertise of the panel members and of the research group (remember that they never collaborated with them and neither do they belong to the same university, so this assumption does not necessarily always hold in practice), a perfect method would always rank this main assessor first. Table 7 shows the research groups and the corresponding main assessor. For each of the three approaches, the three top-ranked panel members are shown. We have to point out two extra problems for chemistry. The first is that although PM7 was indicated as the main assessor for CHEM-C, PM3 thought himself closest to this research group. The second problem was that 
SAPV approach
Barycenter approach PM3 was indicated as main assessor of CHEM-F but he himself doubted if he could assess this group as an expert. 
Score 19 19 19
Score with PM7 assigned to CHEM-C 16 13 12
Score with PM3 assigned to CHEM-C 17 14 13
We note that for some research groups the three approaches and the chosen assessor coincide.
This perfect result was attained for PHYS-C, PHYS-D, PHYS-G, PHYS-H, CHEM-B and
CHEM-E. For some other groups no approach lead to the chosen assessor, not even as second ranked one. This is the case for PHYS-E, CHEM-A, CHEM-H, CHEM-K and CHEM-L. In all these cases, the results for the three approaches agree to a very large extent. A possible explanation might simply be that the panel chair had no correct opinion on the expertise of the panel members and/or research groups. In the case of Chemistry where the suggested labor division was partly contested by PM3, that panel member seems indeed closer than PM7, raising the score in all three approaches. Yet another panel member, PM5, is identified in all three approaches as the closest to CHEM-C.
If the first ranked panel member was the main assessor, a score of 3 was assigned. The second ranked panel member corresponds to a score of 2 and the third ranked one to a score of 1. For lower ranked panel members, no score was assigned. The sum of all scores for a given approach in a given discipline yields the scores shown in Table 5 . In the case of Physics the three approaches score equally. In the case of Chemistry, barycenters score best, followed by similarity-adapted publication vectors and, finally, weighted cosine similarity. Because the differences between the scores are so low, this ranking should not be generalized. In future research we intend to compare different methods using more data from different disciplines.
Before deciding on a choice between the methods presented in this contribution we need to point out that there is a technical problem with the generalized cosine similarity approach.
Indeed, this method uses an inner product of the form < x, Sy >, see Zhou et al. (2012) . Yet, this expression is only an inner product, i.e. satisfies all axioms for an inner product, if the similarity matrix S is positive definite. This is the case for the specific matrix S used in (Zhou et al., 2012) and also here, but this does not have to be the case in general (more details are given in (Zhou et al., 2012) . For this reason, we think that the generalized cosine similarity method should not be used, as it does not always have good mathematical properties.
Finally, as the barycenter approach and the approach based on similarity-adapted publication vectors seem to lead to comparable results, we express a slight preference for the latter method. Indeed, this method uses distances in the original N-dimensional space, while the barycenter approach results from a projection into two dimensions. This projection can be performed in many different ways (we made the calculation in a Kamada-Kawai map) and certainly contains some distortions with respect to the N-dimensional one.
Conclusion
In a previous article, we included calculations derived from so-called barycenters of units in N dimensions. In retrospect, we admit that referring to these points as 'barycenters' was a misnomer. In this note we showed that, besides using barycenters in a two-dimensional base map it is possible to derive cognitive distances in N dimensions using similarity-adapted publication vectors or weighted cosine similarity. Of course, other approaches are also possible, such as the one proposed by Wang and Sandström (2015) , which is based on bibliographic coupling and topic modelling. 
Appendix A. Barycenters
A barycenter is the result of an operation performed on a set of vectors. Let (X n ) n=1,…,k be a set of vectors in m-dimensional space, R m . Then its barycenter B X is the result of the following mapping: . If all weights are set equal to 1 then one recovers formula (6).
Clearly, any vector can be the barycenter of infinitely many sets of vectors and weights. This is the main reason why the term 'barycenter' has no meaning on its own. In an extremely formal way, one may even say that any vector X is the barycenter of its self, by taken the set of vectors equal to the singleton set {X} and weight equal to 1. Yet, this has no practical meaning whatsoever. Shortest distances between a group and a panel member are underlined and printed in bold. Shortest distances between a group and a panel member are underlined and printed in bold.
Appendix B. Euclidean distances between barycenters

