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Avant propos
Le pre´sent travail est entie`rement de´die´ a` la construction de mode`les
simplifiant l’ope´rateur de collision de Boltzmann. On pourrait trouver
cette the´matique tre`s re´ductrice et pourtant...Les travaux de Ludwig
Boltzmann portent sur l’introduction d’une description cine´tique des
gaz, meˆme si cette ide´e peut eˆtre largement co-attribue´e a` James Clerk
Maxwell et aux thermodynamiciens de cette e´poque. Mais ils s’e´tendent
aussi et surtout a` leur e´volution en dehors de l’e´quilibre
Bol
[19]. Si le terme
de transport de son e´quation est relativement naturel euˆt e´gard aux
e´quations du mouvement avec forces exte´rieures, le comptage des col-
lisions contribuant qui a` diminuer la densite´ du nombre de mole´cules
ayant la vitesse v pour t et x fixe´s, qui a` l’augmenter, est d’une grande
beaute´ ge´ome´trique. Et le passage de la micro-re´versibilite´ a` la ”fle`che”
du temps (the´ore`me H) est re´volutionnaire. La relative simplicite´ de
la de´monstration fascine. Pourtant, Boltzmann lui-meˆme de´clara tan-
dis qu’il cherchait des de´veloppements pour obtenir des solutions a`
son e´quation : ”la simplicite´ sied au tailleur, pas au mathe´maticien”.
Il est vrai que bon nombre de travaux qui suivirent, dont la hie´rar-
chie BBGKY et le the´ore`me d’existence global en temps de solutions,
peuvent lui donner raison. Mais reste son oeuvre immense. Bon nombre
d’e´quations cine´tiques suivront telles celles de Fokker-Planck, Landau,
Vlasov ou meˆme Uehling-Uhlenbeck pour ne citer qu’elles. Ces e´qua-
tions n’auraient peut-eˆtre pas vu le jour sans son travail. Le point de
vue cine´tique permet d’appre´hender bon nombre de proble`mes issus
de la physique. ”Sasha” Bobylev m’a dit un jour : ”Jaˆcques, a` partir
du moment ou` tu as commence´ avec l’e´quation de Boltzmann, tu ne
pourra jamais la quitter”. En ce qui me concerne, il a eut raison !
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Chapitre 1
Introduction.
1990. L’Europe posse`de sa propre fuse´e, Arianne, mais voudrait
aussi se doter d’une navette (projet Hermes). Des fonds sont de´bloque´s
de toute part, notamment pour la recherche en amont. Les progre`s
sur la simulation des rentre´es atmosphe´riques dues a` l’algorithme de
Bird (1963) se heurtent aux limites des me´thodes DSMC. Des re´sultats
bruite´s et un couˆt grandissant quand le nombre de Knudsen diminue.
Bien que la me´thode soit loin d’eˆtre enterre´e (elle est toujours d’actua-
lite´), on s’interroge sur la faisabilite´ d’un traitement de´terministe. Il est
clair que cette perspective ne va pas sans la monte´e en puissance des
super-calculateurs. Le Cray, monolithe myste´rieux et les ordinateurs
paralle`les. L’Onera dispose des deux et vient d’acque´rir l’Hypercube
a` 128 processeurs. Il est clairement affiche´ que la the`se que je viens
de commencer sur la construction d’une me´thode de´terministe pour la
re´solution de l’e´quation de Boltzmann rele`ve autant d’un de´fi mathe´-
matique que de la capacite´ informatique a` ge´rer un proble`me en dimen-
sion 7 avec le calcul d’une inte´grale dans R3×S2. Quoi qu’il en soit, de
me´thodes de´terministes, il n’en existe pas, au sens ou` une consistance
aurait e´te´ prouve´e. Nous attaquons le proble`me avec Franc¸ois Rogier
sur la base d’une me´thode particulaire. Bien vite s’impose la ne´ces-
site´ d’utiliser une grille fixe en vitesse, sorte d’invariance Galile´enne
discrete. En cela, nous ne faisons que marcher sur les pas de Tchere-
missine (1969 !)
Che
[34] et retrouvons assez naturellement la me´thode de
Goldstein, Sturtevant et Broadwell
Gold
[53]
Gold2
[55]. Dominique Bernardi (Pa-
ris 6) me dit que celle-ci a peu de chance de converger en dimension
2 en se re´fe´rant a` un re´sultat de Gauss portant sur les re´sultats de
l’e´quation Diophantienne p2 + q2 = n pour n (entier) quelconque
Hardy
[62].
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Quand a` la dimension 3, nous sommes loin d’eˆtre en mesure de prouver
quelque chose. C’est finalement en cassant la structure de l’inte´grale
sur les cercles de collision que se profile l’ide´e de n’inte´grer que sur des
droites a` pente rationnelle. Les suites de Farey et les arcs qui y sont
associe´s permettront d’obtenir une formule consistante en dimension
2 de vitesse
JS
[99]
RS
[96]. La ge´ne´ralisation aux dimensions supe´rieures se
fera avec l’aide de Philippe Michel
JS
[99]
MS
[81]. Il se trouve par ailleurs que
l’utilisation d’une grille fixe entre dans la cate´gorie des mode`les a` re´par-
tition discre`te (MDV) des vitesses introduite par Carleman en 1932
Carl
[30]
Carl2
[31] et suivi, entre autres, par Broadwell
Broad
[23], Cabannes
Cab
[29] et Gatignol
Gat
[51]. Les proprie´te´s de ces mode`les sont identiques a` celles de l’e´qua-
tion de Boltzmann et nous prouvons que sous certaines conditions les
seules invariants sont bien ceux escompte´s. Lors d’une rencontre avec
Alexander Bobylev, nous de´cidons de nous attaquer a` la consistante de
la formule de Goldstein et al en dimension 3. Se joindra a` nous Andr-
zej Palczewski. Nous partons tout d’abord sur la base de re´sultats de
the´orie ergodique dues a` Linnik
Lin
[74] qui s’ave`rent ne pas traiter tous les
cas de l’e´quation p2 + q2 + r2 = n quand n varie. Philippe Michel avait
mentionne´ durant ma the`se des re´sultats obtenus sur les coefficients des
formes modulaires
Sarnak
[98] et relatifs a` ce proble`me. C’est en suivant cette
piste que nous obtenons le re´sultat voulu
PSB
[94]. La convergence de la
me´thode vers les solutions renormalise´es de Di Perna et Lions
DPL
[43] sera
faite plus tard par Mischler
Misch
[84] en supposant qu’une hypothe`se tre`s
forte (mais au sens faible !) est satisfaite par la formule de quadrature.
Cette hypothe`se est justement une conse´quence imme´diate du re´sultat
que nous venons d’obtenir et est aussi ve´rifie´e par la formule de Fa-
rey. De notre coˆte´, nous prouvons avec Andrzej Palczewski un re´sultat
d’existence, de stabilite´ et de convergence dans le cadre homoge`ne
PS
[93].
A noter que la consistance de la formule de Goldstein et al en dimen-
sion 2 sera prouve´e par Fainsilber, Kurlberg et Wennberg en 2006
FKW
[49].
Pour finir le tableau, Panferov et Heintz e´tablirons en 2002
Pan
[92] une
formule de quadrature qui, de par la simplicite´ de sa consistance, est
absolument remarquable. Seulement voila`, quelle que soit la formule
utilise´e, le couˆt du calcul approche´ de Q(f, f) est en N2 logN ou` N
est un nombre fini de vitesses de vitesses (on a pris soin au pre´alable
de tronquer l’espace des vitesses). Buet
Buet
[28] attaque le proble`me du
couˆt
Buet
[28] en proposant une sorte de splitting sur l’e´tape collisionnelle
(la solution pour une collision donne´e est explicite). Nous tentons de
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notre coˆte´ une approche type Galerkin discontinue dans l’espace des
vitesses en supposant que la solution est polynomiale par maille
JS2
[101].
La me´thode se re´ve`le instable car elle ne garantit pas la positivite´ de la
fonction de distribution. Elle ne donnera donc pas lieu a` publication.
Nous en resterons donc la` pour la partie ”mode`les a` re´partition dis-
cre`te des vitesses” tout en n’oubliant pas de citer les travaux re´cents de
Mouhot, Pareschi et Rey
MPR
[88] inspire´s des me´thodes spectrales
MP
[87] et
ramenant le couˆt du calcul par formule de quadrature a` 0(N˜N log2N)
avec N˜  N .
En marge de ce travail, il m’a e´te´ propose´ de re´aliser une e´tude sur un
couplage Boltzmann/Euler dans le cadre de mon postdoc a` Ka¨ıserslau-
tern
JS1
[100] (partenariat avec Dassault Aviation). Meˆme si les me´thodes
DSMC sont les moins che`res pour simuler les gaz rare´fie´s, il n’en reste
pas moins que re´soudre les e´quations de la me´canique des fluides ne´-
cessite bien moins de ressources informatiques. L’ide´e consiste alors a`
coupler ces e´quations. La re´solution la plus fine (Boltzmann) e´tant re´-
serve´e aux zones de forts de´se´quilibres thermodynamiques. Il s’agissait
ici d’effectuer un couplage Euler-Boltzmann, d’e´tablir des conditions
limites a` la frontie`re des diffe´rents domaines et d’ame´liorer l’approche
de Lukschin & al
Luk
[76] base´e sur l’algorithme de Schwarz. On montre
nume´riquement qu’il suffit de re´soudre successivement chaque e´tape
pendant un pas de temps pour arriver a` l’e´quilibre. Le sche´ma de Van
Leer utilise´ pour re´soudre les e´quations d’Euler ”absorbe” tre`s bien les
fluctuations dues au traitement probabiliste de la zone hors e´quilibre.
Les conditions limites sont base´es sur l’e´tude des caracte´ristiques a` la
frontie`re
Kreiss
[78]. S’il est clair que ce travail n’est pas d’une grande origi-
nalite´, il a le me´rite de montrer qu’il n’est peut-eˆtre pas ne´cessaire de
se poser trop de questions sur les conditions limites et que la recherche
dans ce domaine doit plutoˆt eˆtre axe´e sur la de´tection des domaines
respectifs a` chaque e´quation. Ce qui sera fait par un grand nombre
d’auteurs (voir l’article de Dimarco et Pareschi
DMP
[44] pour une bibliogra-
phie assez large).
Au premier CEMRACS de 1996, Fre´de´ric Coquel propose un sujet sur
les sche´mas pour les solutions d’e´quations hyperboliques. Il s’agit de
substituer au crite`re TVD la diminution de l’entropie tout en restant
a` l’ordre 2. Un des buts non avoue´s et de constituer une premie`re
e´tape vers l’existence de solutions faibles entropiques pour les syste`mes
d’e´quations hyperboliques. Il s’ave´rera finalement que c’est pour des
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donne´es BV suffisamment petites que Bressan et al
Bressan
[20] prouveront de
tels re´sultats. Ceci pour dire que c’est en quelque sorte le premier crite`re
qui a remporte´ la palme meˆme si la de´monstration ne s’appuyait pas sur
la convergence de tels sche´mas vers ces solutions. Bref, le programme
que propose Coquel est celui de la construction d’une projection entro-
pique d’ordre 2 dans le cadre du sche´ma de Godunov. On supposera
au pre´alable qu’un sche´ma entropique permet de re´soudre le syste`me
pendant un pas de temps ∆t avec donne´es initiales line´aires par mailles
sur les variables conservatives. De telles projections existent de´ja` pour
les lois de conservation scalaires
BBP
[10] et pour les syste`mes 2 × 2 Coq[35].
Il nous faut donc construire des ine´galite´s de Bessel portant sur des
fonctions line´aires par morceaux. Le point d’attaque sera cine´tique et
on tentera d’utiliser certains des re´sultats re´cents de Levermore
Lev
[71].
Coquel me laisse mijoter devant cette avalanche de donne´es dans une
chapelle de´saffecte´e du CIRM. Je n’aurais point de re´ve´lations. La so-
lution viendra bien plus tard en oubliant le cine´tique et en construisant
des projections successives
CHS
[36]. Quoi qu’il en soit, l’article de (chevet)
de Levermore deviendra une source d’inspiration...
Nous allons ope´rer un tournant dans notre vision du proble`me en cher-
chant des ope´rateurs de la forme du mode`le BGK classique
BGK
[16] mais
voulant approcher au plus pre`s Q(f, f). Ce qui nous inte´resse dans
l’article de Levermore n’est pas la hie´rarchie de mode`les BGK ni meˆme
l’ide´e principale de mode`les aux moments mais la nature meˆme de
la ”projection” d’une certaine fonction de re´partition g → G(v) =
exp(m(v)) obtenue par minimisation de l’entropie sous contraintes d’e´ga-
lite´ d’un certain nombre de moments. Si le mode`le BGK peut eˆtre
regarde´ comme l’expression naturelle de la relaxation de f vers un
e´tat d’e´quilibre local, la similitude visuelle entre R(f) = ν (G − f) et
Q(f, f) = Q+(f, f) − ν(f)f sugge`re autre chose. Ne pourrait-on pas
conside´rer G comme une ”approximation entropique” de Q+(f, f) sous
contraintes d’e´galite´ de moments. Le mode`le BGK ne serait alors que le
premier mode`le d’une hie´rarchie infinie de mode`les construits a` partir
d’espaces de moments. D’un autre coˆte´, les travaux de Mieussens sur
l’aspect technique de la re´solution des mode`les BGK
BGK
[16] et ESBGK
Holway
[77]
par des mode`les a` re´partition discre`te des vitesses semblent aller dans le
meˆme sens. Le mode`le BGK, bien qu’e´tant peu fiable dans les zones de
fort gradients, a pourtant eu son heure de gloire
Nar
[91] et Mieussens remet
un pied a` l’e´trier en proposant une me´thode implicite en temps, effi-
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cace et robuste. Certes des limitations persistent quand a` l’usage d’une
grille de vitesses fixe, et en terme de me´moire, et lorsqu’apparaissent de
fortes variations de vitesse moyenne et/ou` de tempe´rature, mais l’espoir
est la` (ces proble`mes sont maintenant en passe d’eˆtre re´solus
BCHM
[11]
BM
[17]).
L’article publie´ dans M2AN
JSM2AN
[104] est l’expression de ces deux mouve-
ments : Q+(f, f)→ exp(m(v)) et la faisabilite´. Seulement voila`, il y a
le proble`me de re´alisabilite´ du proble`me de minimisation de l’entropie
sous contraintes d’e´galite´ de moments que Junk a remarquablement
de´busque´, e´tudie´ et dont il cate´gorise la validite´
Junk2
[67]. Son article fait le
tour complet de la question au moyen notamment de perturbations au-
tour des moments des exponentielles. Nous revisitons ce proble`me sous
un autre angle en relaxant la contrainte portant sur le moment d’ordre
supe´rieur et obtenons un re´sultat ”positif” au regard de celui de Junk
meˆme si les deux sont peut-eˆtre e´quivalents (voir discussion apre`s le
the´ore`me
sufficient
3.1.7. Nous ge´ne´raliserons plus tard cette preuve au cas rela-
tiviste
JS3
[102] en modifiant quelques aspects techniques. A noter qu’une
dernie`re approche du proble`me par analyse convexe a e´te´ re´alise´ par
Vincent Pavan
Pavan
[95]. Au passage, nous analysons la nature des syste`mes
aux moments de Levermore. La viabilite´ de ces syste`mes reposent sur
un argument de dualite´ entre les moments ρ des fonctions positives et
non nulles dans L1 a` poids (i.e dont les moments sont borne´s) et les
coefficients α des polynoˆmes dont l’exponentielle est inte´grable. Cette
dualite´ est clairement mise en de´faut dans les cas de non re´alisabilite´.
Hauck, Levermore et Tits
HLT
[63] concluront plus tard que l’ensemble des
moments pour lequel ces syste`mes sont mal pose´s est de mesure nulle.
Le cas des mole´cules non Maxwelliennes ne permet pas a priori de
construire des mode`les comme ci-dessus. En remarquant que les mo-
ments de la fonction de distribution qui sont orthogonaux aux in-
variants de collisions s’annulent quand t → +∞ dans l’e´quation de
Boltzmann homoge`ne, nous proposons une autre construction : impo-
ser des contraintes de relaxation sur certains de ces moments et en
de´duire G par minimisation de l’entropie sous contraintes (conserva-
tions et relaxations). Cette ide´e est aussi issue de l’e´tude du spectre de
l’ope´rateur line´arise´ pour les mole´cules Maxwelliennes
WU
[112]. Nous e´tu-
dions alors avec Ste´phane Brull le cas du premier ensemble non trivial
[1,v, |v|2,v⊗v− 1
3
|v|2Id] et retrouvons le mode`le ESBGK BS1[25]. Il s’agit
d’ajuster le coefficient de relaxation et la fre´quence de relaxation de f
vers G de telle sorte que la limite hydrodynamique (Navier-Stokes)
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de notre mode`le co¨ıncide avec celle de l’e´quation de Boltzmann. Ce
travail est par la suite e´tendu
BS2
[26] au cas es mole´cules polyatomiques
ALPP
[5]. Cette nouvelle interpre´tation de mode`les de´ja` existants va deve-
nir ”a veritable machinery” (dixit Levermore). Construire des mode`les
sur les principes de´ja` e´nonce´s par identification avec la limite hydrody-
namique. Nous nous attaquons avec Ste´phane Brull et Vincent Pavan
aux me´langes de gaz qui, en plus des comportements ”connus” des gaz
simples, e´changent de la quantite´ de mouvement, de l’e´nergie, etc. Les
mode`les BGK existants prennent souvent ces e´changes en compte
GSB
[54]
Kosuge
[79]
AAP
[1] (voir
BPS
[22] pour une litte´rature plus large) mais le de´veloppe-
ment de Chapman-Enskog, quand il est effectue´, est un ”exercice” final
AAP
[1]. Il s’agit donc pour nous de partir de la limite hydrodynamique est
de laisser ”de´rouler” notre programme. Seulement voila`, si l’e´criture de
Navier-Stokes est unique lorsqu’il s’agit d’un seul gaz, il n’en est rien
dans le cas des me´langes. Les lois observe´es et de´crites par les physiciens
Fick, Soret, Dufour et Fourier donnent lieu a` une premie`re formulation.
Une autre formulation (que nous ne de´couvrirons qu’apre`s cet article)
fait intervenir d’autres grandeurs physiques : les pressions partielles, les
enthalpies, etc
FK
[61]. Enfin, il y a l’obtention des e´quations de Navier-
Stokes par la thermodynamique des processus irre´versibles (TIP) ou
les flux s’expriment entre autres au moyen des potentiels chimiques (ou
fonctions de Gibbs)
Meixner
[80]
GM
[39]. La formulation dont nous avons besoin
est unique. Elle se profile sur deux niveaux diffe´rents : les proprie´te´s
de l’ope´rateur de collision line´arise´ et les lois de Onsager (matrice de
coefficients syme´trique ne´gative - ou positive si l’on part de la TIP).
Nous identifions dans un premier temps la bonne formulation, re´e´cri-
vons le lien entre l’e´quation de Boltzmann et la matrice de Onsager,
traduisons le language des coefficients et moments de relaxation dans
un cadre plus ge´ne´ral pour finalement obtenir un mode`le entropique
base´ sur la connaissance de la loi de Fick
BPS
[22].
Toujours dans le cadre des gaz rare´fie´s, nous de´cidons avec Ste´phane
Brull de nous attaquer au cas d’une chimie lente. C’est a` dire quand les
temps caracte´ristiques de relaxation des e´nergies internes vers l’e´qui-
libre (statistique de Boltzmann) et des collisions sont au moins d’un
ordre supe´rieurs a` ceux des temps entre collisions chimiques. Nous nous
attaquons a` un cas simplifie´ : une collision bi-mole´culaire avec une e´ner-
gie interne par mole´cule. L’ide´e est relativement simple : additionner
au mode`le ci-dessus un terme chimique entropique base´ sur les mode`les
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BGK de Spiga & al. La difficulte´ principale est le calcul de la pertur-
bation du terme source chimique a` l’ordre ε dans le de´veloppement de
Chapman-Enskog
BS3
[27]. Il s’agira en quelque sorte d’un galop d’essai. Un
projet plus ambitieux est de construire un mode`le simplifie´ et calculable
au sens de la simulation nume´rique pour un me´lange de gaz polyato-
miques avec plusieurs re´actions. Nous attaquons le proble`me dans une
approche semi-classique. L’ide´e du splitting non-re´actif/re´actif reste la
meˆme et la mode´lisation des collisions non re´actives est dans la conti-
nuite´ des travaux ci-dessus. La grande difficulte´ re´side dans la construc-
tion d’un mode`le chimique qui soit a` la fois bien pose´ (notamment en-
tropique) et donne des taux de production chimiques re´alistes. Le pro-
ble`me sera re´solu en exploitant d’une part la dynamique des re´actions
chimiques a` l’e´quilibre thermodynamique et d’autre part le ce´le`bre se-
cond principe de la thermodynamique. L’introduction ainsi que l’e´tude
comple`te de ce mode`le (ge´ne´ralisation du mode`le de Fick, caracte´risa-
tion des taux de production d’entropie nul, limite hydrodynamique,...)
sont re´alise´s dans un article a` paraˆıtre
JS4
[103].
1.0.1 Le plan
La pre´sentation des articles qui vont suivre est le reflet d’un chemi-
nement. Le parti pris est de de´velopper des mode`les bien pose´s au sens
mathe´matique et physique du terme mais aussi calculables. Certaines
de´monstrations apparaˆıtront donc sous forme simplifie´e pour mettre en
avant le premier point. La faisabilite´ est conside´re´e, elle, comme faisant
partie de l’e´quation. Un domaine particulier est celui des donne´es dis-
ponibles pour la construction des mode`les. Nous n’entrons pas dans ce
domaine mais faisons en sorte d’exploiter les re´sultats disponibles.
Au chapitre deux, on montre comment en cherchant un sche´ma
nume´rique de´terministe pour re´soudre l’e´quation de Boltzmann nous
sommes tombe´s naturellement dans la cate´gorie bien connue des mo-
de`les a` re´partition discre`te des vitesses (MDV). Nous exhiberons en
premier lieu une formule de quadrature consistante avec l’inte´grale de
collision en dimension deux et trois en vitesse
JS,RS,MS
[99, 96, 81]. Si ce travail
de the`se est e´voque´ a` nouveau dans ce manuscript, c’est qu’il est un
pilier fondateur et qu’il constitue l’essentielle motivation des travaux
qui suivront dans ce chapitre. La deuxie`me partie sera donc consacre´e
a` l’e´tude de la consistance d’une formule similaire : celle de Goldstein
& al
Gold,Gold2
[53, 55]. Ne seront pas de´crits les re´sultats d’existence, de stabilite´
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et de convergence des solutions de nos mode`les vers les solutions du
mode`le continu
PS
[93]. Il s’agit la` de techniques relativement convention-
nelles d’analyse fonctionnelle qui s’appuient sur des re´sultats d’Arkeryd
Ark
[6] pour l’existence, de DiBlasio pour la stabilite´
DB
[40] et de Mishler pour
relier la formulation MDV a` celle de Boltzmann
Misch
[84].
Le chapitre trois marque un tournant vers la mode´lisation : simpli-
fier le terme de collision. On y construit une hie´rarchie d’ope´rateurs
BGK convergeant vers l’inte´grale de collision
JSM2AN
[104]. Nous examinons
en premier lieu le cadre mathe´matique de cette construction, a` savoir
la minimisation d’entropie sous contraintes d’e´galite´s de moments. Le
proble`me e´voque´ par Junk
Junk2
[67], la re´alisabilite´, est revisite´ sous un tout
autre angle pour en extraire un the´ore`me ”positif”. Nous en profitons
pour dire quelques mots sur le travail effectue´ avec Fre´de´ric Coquel et
Philippe Helluy
CHS
[36] (remarque
proj
4). Celui-ci me´riterait d’y consacrer plus
de temps mais il faut bien reconnaˆıtre qu’il est en premier lieu l’oeuvre
du ”Maˆıtre”. Nous abordons alors avec un souci de clarification, voire
de rajouts par rapport a` l’article, des questions lie´es a` la construction
de ces mode`les et de leurs limites hydrodynamique. Cela constitue une
e´tape fondatrice de ce qui va suivre.
Ce que nous appelons la me´thode de relaxation des moments (MRM)
est ensuite expose´ en trois temps : 1- de Q(f, f) a` l’ope´rateur line´arise´
par les moments et les coefficients de relaxation, 2- interpre´tation des
mode`les ESBGK pour les cas mono et polyatomiques grace a` l’e´tape
1
BS1
[25]
BS2
[26], 3- construction d’un mode`le pour un me´lange de gaz mo-
noatomique
BPS
[22]. Ce dernier article met en oeuvre une me´thodologie
ge´ne´rale valable pour des mode`les a` venir. A noter que nous rectifions
ici une erreur parue dans l’article original et portant sur la limite hy-
drodynamique du mode`le.
Le chapitre 5 aborde enfin le cas des mole´cules polyatomiques et des
re´actions chimiques dans une approche semi-classique. Nous e´voquons
brie`vement l’article re´alise´ avec Ste´phane Brull
BS3
[27] afin de mettre en
lumie`re les ve´ritables enjeux. Le travail re´alise´ dans
JS4
[103] est alors ex-
pose´ en de´tail en en montrant les tenants et les aboutissants. Un souci
particulier dans la construction de ce mode`le est de tenir compte des
parame`tres disponibles. C’est ce lien mode´lisation, logiciels et formules
qui termine notre expose´.
Nous concluons en donnant quelques perspectives de recherche.
Chapitre 2
Mode`les a` re´partition
discre`tes des vitesses
2.1 Petit tour d’horizon
splitting
Nous proposons tout d’abord de faire un bref rappel (non exhaustif)
des me´thodes nume´riques existantes au de´but de cette e´tude (1990). La
premie`re, certainement la plus cite´e et la plus utilise´e sous diffe´rentes
variantes est celle de Bird
Bird,Bird2
[12, 13]. Il est inte´ressant de noter que Bird
n’a pas voulu re´soudre l’e´quation de Boltzmann mais simuler via des
particules ”nume´riques” (c’est a` dire ne correspondant a` proprement
parler a` des particules physiques) des e´coulements en milieu rare´fie´. Une
preuve ulte´rieure par Wagner
Wagner
[110] prouvera que sa me´thode converge
bel et bien vers les solutions de ladite e´quation. Une autre me´thode
probabiliste qu’il convient ici de citer pour sa popularite´ et son origi-
nalite´ est celle de Nanbu
Nanbu
[90]. La convergence de cette me´thode vers
les solutions de l’e´quation de Boltzmann sera prouve´e en deux temps
par Babovsky
Bab
[7] et Babovsky et Illner
Babi
[8]. Nous ne citerons pas ici
l’ensemble des me´thodes probabilistes ayant vu le jour depuis celle de
Bird tant elles sont nombreuses. Par contre, il est clair que de grandes
lignes directrices peuvent eˆtre dresse´es. Il s’agit de me´thodes particu-
laires base´es sur un splitting de l’e´quation en une phase de transport
et une phase de collision. C’est a` dire qu’a` partir d’une donne´e initiale
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f 0(x, v), on re´sout successivement l’e´quation de transport ∂tf
n+ 1
2 + v.∇xfn+ 12 = 0,
fn+
1
2 (0) = fn(∆t)
pendant un pas de temps ∆t puis la phase de collision
∂fn+1
∂t
= Q(fn+1, fn+1), fn+1(0) = fn+
1
2 (∆t)
C’est essentiellement la phase de collision qui diffe´rencie les me´thodes.
Dans un cadre probabiliste, le couˆt de la phase de collision est en O(N)
ou` N et le nombre de particules pre´sentes dans un e´le´ment de volume
du domaine physique. Selon le type d’algorithme utilise´, les proprie´te´s
de conservation des premiers moments sont respecte´es soit directement
(Bird), soit en moyenne (Nanbu, etc.). Il est cependant plus difficile
d’observer la de´croissance de l’entropie en raison de la discre`tisation
particulaire dans l’espace des vitesses). L’inte´reˆt des me´thodes probabi-
listes est le faible couˆt de calcul ainsi que l’adaptabilite´ a` des proble`mes
physiques plus e´volue´s (gaz a` plusieurs composantes, prise en compte
des diffe´rents modes d’e´nergie interne, etc). Leurs de´fauts sont d’une
part les re´sultats bruite´s due aux traitements probabilistes et d’autre
part une quasi impossibilite´ de re´soudre les proble`mes d’e´coulement
proche de la limite hydrodynamique (le couˆt de la me´thode de´pendant
du pas de temps).
Tcheremissine, pratiquement en meˆme temps que Bird, propose un
traitement presque de´terministe de la phase de collision
Tche
[108]. Son ide´e
est d’imposer une re´partition re´gulie`re de l’ensemble des vitesses sur
une grille Vh (cette grille reste fixe en temps et espace)
Vh = {h(i, j, k), (i, j, k) ∈ Z3} (2.1.1)
ou` h est le pas de discre`tisation. Ensuite f est remplace´e par des poids
fi(t, x) associe´s a` chaque vitesse vi ∈ Vh. La variation des (fi(t, x))i est
fonction de la phase de transport et de la phase de collision. Enfin les
collisions sont effectue´s entre toutes les paires de vitesses dans Vh. Le
re´sultat de chaque collision de´pend du choix (ale´atoire) de l’angle de dif-
fusion ω (
prepost
2.4.27). Les nouvelles vitesses ainsi obtenues n’appartiennent
pas en ge´ne´ral a` la grille Vh et sont projete´es sur les vitesses alentour.
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Afin de respecter les lois de conservation, l’ensemble des (fn+1i )i sont
multiplie´s par une fonction Gaussienne de renormalisation.
Pour terminer ce tour d’horizon, apportons une attention toute par-
ticulie`re a` une cate´gorie de mode`les proches de l’e´quation de Boltz-
mann.
Les syste`mes a` re´partition discre`te des vitesses
Les physiciens, ou plutoˆt dans l’ordre chronologique les mathe´ma-
ticiens ont propose´ de de substituer a` l’e´quation de Boltzmann des
syste`mes d’e´quations phe´nome´nologiques portant sur un nombre finis
de vitesses. La fonction de re´partition f(t, x, v) est remplace´e par un
ensemble de fonctions de re´partition (ωi(t, x))i ou` l’indice i se rapporte
a` un ensemble fini de vitesses (vi)i=1,··· ,N). Notons que ωi(t, x) n’est
en rien une approximation de f(t, x, vi). L’e´volution des (ωi(t, x))i est
de´crite par un syste`me d’e´quations couple´es ∂tωi + v · vi.∇xωi =
∑
j,a,b=1
Γabij (ωa ωb − ωi ωj)
ωi(0) = ω
0
i , i = 1, ..., N
(2.1.2)
ou` les Γabij sont les probabilite´s de transition
(va, vb) −→ (vi, vj)
On attribue souvent au mathe´maticien Carleman
Carl
[30] le premier mode`le
a` re´partition discrete des vitesses. Un second mode`le du` a` Broadwell
Broad
[23] fuˆt succe´de´ par une approche beaucoup plus ”me´canicienne” par
notamment Cabannes et Gatignol dans les anne´es 70
Cab,Gat
[29, 51]. Remar-
quons que dans tous les cas, il s’agit d’une approche qualitative et non
quantitative des solutions de l’e´quation de Boltzmann et que l’e´tude
tre`s pousse´e de ces syste`mes ne fut pas axe´e vers l’approximation des
solutions de l’e´quation de Boltzmann. Ne´anmoins, ils respectent cer-
taines des proprie´te´s fondamentales de l’e´quation de Boltzmann, a` sa-
voir : conservation des premiers moments et the´ore`me H. Ceci est une
conse´quence imme´diate des proprie´te´s du tenseur (Γabij )ijab
Proprie´te´ 2.1.1.
Γabij = Γ
ba
ji (2.1.3)
Γabij = Γ
ij
ab (2.1.4)
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La proprie´te´ (
sym2
2.1.4) n’est autre que la micro-re´versibilite´. En ce qui
concerne les e´tats d’e´quilibre, on montre qu’ils ne de´pendent que des
invariants collisionnels. Cependant il se peut qu’en raison du faible
nombre de collisions, il apparaisse des invariants non physiques.
2.2 D’une me´thode particulaire a` un mode`le a` re´-
partition discre`te des vitesses
CRS
[38]
Dans tout ce qui suit, on fait le choix d’effectuer un splitting entre
la phase de transport et celle de collision. La convergence de ce splitting
vers la solution de l’e´quation de Boltzmann a e´te´ prouve´ par Desvil-
lettes et Mishler
DesM
[41]. On utilise aussi un sche´ma explicite en temps
en raison de la non line´arite´ du terme de collision. Des sche´mas impli-
cites viendront plus tard
BS
[24]
CP
[37]. Finalement, remarquons que pour le
splitting propose´ ci-dessus, la phase de collision est locale en espace. Or
cette e´tape est de loin la plus difficile a` re´soudre. Nous nous bornerons
donc a` ne conside´rer que l’e´quation de Boltzmann homoge`ne en espace
∂tf(t, v) = Q(f, f)(t, v) (2.2.5)
avec
Q(f, f) =
∫
R3
∫
S2
(f ′f ′∗ − ff∗) |g| q(|g|, ω) dωdv∗, (2.2.6)
ou`
v′ = v − 〈g , ω〉ω, v′∗ = v∗ + 〈g , ω〉ω, g = v − v∗. (2.2.7)
Comme nous l’avons mentionne´ dans l’introduction, nous avons fait
le choix de chercher une me´thode de´terministe particulaire avec poids
variables. On suppose donc que
f(t, v) ≈ Σifi(t) δ(v − vi), (2.2.8) ap1
ou` les poids fi ne de´pendent que de t tandis que l’ensemble des vitesses
(vi)i est pre´-de´fini et ne de´pend pas de t contrairement aux me´thodes
Monte´-Carlo. On suppose que l’ensemble (vi)i est de´nombrable et on
se pose la question de savoir comment re´partir au mieux cet ensemble
sur R3 pour pouvoir effectuer le calcul de Q(f, f). Un calcul rapide
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CRS
[38]21
montre que le meilleur choix est celui de Tcheremissine : imposer une
grille fixe en vitesse. Ceci permettra au passage d’obtenir une invariance
Galile´enne discre`te. On utilise alors (
ap1
2.2.8) qu’on injecte dans Q+(f, f).
Apre`s quelques manipulations, le terme de gain s’e´crit sous la forme
Q+(f, f) =
∑
a,b fafb Γ
+
a,b,
Γ+a,b =
∫
S2
δ(v − 〈va − vb , ω〉ω) |va − vb| q(va − vb, ω) dω.
(2.2.9)
Le proble`me est donc d’approcher les mesures Γ+a,b. On e´crit symboli-
quement
Γ+a,b ≈
∑
i
Γabij δ(v − vi), (2.2.10)
ou` les poids Γabij se rapportent aux points d’inte´gration vi ∈ Vh. L’in-
dex j est ici introduit de fac¸on artificielle et correspond aux points
antipodaux aux vitesses vi sur la sphe`re de diame`tre [va, vb]. Malheu-
reusement, il semble a` premie`re vue que l’intersection de ces sphe`res
avec les points de la grille Vh donne peu de points d’inte´gration. C’est
pourquoi on a choisi dans un premier temps
CRS
[38] d’e´largir les supports
des distributions en les convoluant avec une fonction cut-off a` la ma-
nie`re des me´thodes particulaires en me´canique des fluides. Les re´sultats
nume´riques
CRS
[38] ont cependant montre´ qu’il fallait mieux se restreindre
aux distributions initiales si l’on voulait obtenir des ”Maxwelliennes dis-
cre`tes” a` l’e´tat d’e´quilibre. En regroupant l’ensemble des contributions
ci-dessus, on obtient
Q+(f, f)(vi) ≈
∑
j,a,b
Γabij fa fb,
(la somme sur j est en re´alite´ inexistante pour le terme de gain). On
utilise ces meˆmes poids pour le terme de perte en supposant que les pro-
prie´te´s (
sym1
2.1.3) (
sym2
2.1.4) sont satisfaites. On doit alors re´soudre le syste`me
d’EDOs suivant
dfi
dt
=
∑
j,a,b=1
Γabij (fa fb − fi fj),
fi(0) = f(0, vi) ∀vi ∈ Vh.
(2.2.11)
Ce syste`me he´rite alors des proprie´te´s des mode`les a` re´partition dis-
cre`te des vitesses, a` savoir : conservation de la masse, de la quantite´
de mouvement et de l’e´nergie cine´tique et de´croissance de l’entropie
discre`te (obtenues apre`s sommation).
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Troncature du domaine des vitesses
Dans l’optique d’une re´solution nume´rique de l’e´quation de Boltz-
mann par des mode`les a` re´partition discre`te des vitesses, il faut e´videm-
ment travailler sur des domaines borne´s. Nous avons introduit dans
JS
[99]
un cut-off qui permet de conserver toutes les proprie´te´s de l’e´quation
de Boltzmann et des MDV. Plus pre´cise´ment, il suffit de remplacer la
section diffe´rentielle q(|g|, ω) dans (Qb2.2.6) par
qΩ(v, v∗, ω) = χΩ(v, v∗, ω)q(|v − v∗|, ω), (2.2.12)
ou` χΩ est la fonction caracte´ristique de´finie par
χ(v, v∗, ω) =
{
1 si (v, v∗, v′, v′∗) ∈ Ω4
0 sinon.
2.3 Formules d’inte´gration polaires
JS,RS,MS
[99, 96, 81]
polair
Il reste a` trouver des formules de quadrature du type (
gain2
2.2.10) qui
convergent vers le terme de collision. Remarquons que si l’on est ca-
pable de trouver de telles formules, on aura re´ussi a` jeter un pont entre
des mode`les a` re´partition discre`te des vitesses et l’e´quation de Boltz-
mann. En dimension 2, l’approximation (
gain2
2.2.10) est directement lie´e
aux solutions des e´quations diophantie`nnes p2 + q2 = n pour p, q dans
Z et n ∈ N. Gauss a prouve´ (voir par exemple Hardy[62]) que le nombre de so-
lutions de ces e´quations est en moyenne borne´ (c’est a` dire lorsque l’on
conside`re l’ensemble des n ∈ N). Ceci semble indiquer a` premie`re vue
qu’il y a peu de chance que notre premie`re approche soit concluante.
Nous allons tenter de contourner cette difficulte´ en re´e´crivant le terme
de collision Q(f, f) (
Qb
2.2.6) sous une autre forme (voir par exemple
Momo
[85].
On inverse les variables d’inte´gration ω et v∗ dans (
Qb
2.2.6) de telle sorte
que
Q(f, f)(v) =
1
2
∫
S2
∫
R3
F (v, v∗, ω) dv∗ dω. (2.3.13)
ou` on a pose´
F (v, v∗, ω) = (f ′f ′∗ − ff∗) |g| q(|g|, ω) (2.3.14)
Pour la clarte´ de l’expose´, nous exposons tout d’abord les re´sultats
obtenus en dimension 2 de vitesse.
2.3. FORMULES D’INTE´GRATION POLAIRES
JS,RS,MS
[99, 96, 81] 23
2.3.1 Cas de la dimension 2
JS,RS
[99, 96]
(
QbF
2.3.13) se re´e´crit
Q(f, f)(v) = 1
2
∫ 2pi
0
∫ +∞
−∞
∫ +∞
−∞ F (v, r, s, ψ) dr ds dψ, (2.3.15)
ou` on a pose´
F (v, r, s, ψ) = f(v + rω)f(v + sω⊥)− f(v)f(v + rω + sω⊥)
×
√
r2 + s2q(
√
r2 + s2, arctan
s
r
). (2.3.16)
avec
ω = (cosψ, sinψ), ω⊥ = (sinψ,− cosψ).
On cherche d’abord une formule d’approximation de∫ +∞
−∞
F (vi, r, s, ψ) dr ds
pour
vi ∈ Vh = {h(i, j)/ (i, j) ∈ Z2}
et ψ ∈ [0, 2pi] fixe´s. Ayant choisi p
q
∈ Q avec p et q premiers entre eux,
on voit facilement que les points
v′ = vi + kh(q, p), v′∗ = vi + lh(p,−q), ∀(k, l) ∈ Z2
sont des e´le´ments de Vh et qu’il en est de meˆme pour
v∗ = vi + h(kq + lp, kp− lq).
Les points v∗ ainsi de´finis constituent une sous-grille re´gulie`re Vpqh ⊂ Vh
de telle sorte que l’on peut facilement appliquer la formule des rec-
tangles ∫ +∞
−∞
∫ +∞
−∞ F (vi, r, s, arctan
p
q
) dr ds
≈ h2(p2 + q2)∑k,linZ F (vi, hkq, hlp, arctan pq ) (2.3.17)
Il reste maintenant a` trouver une formule d’inte´gration sur [0, 2pi] fai-
sant intervenir les angles (arctan p
q
)p,q. Il va de soi qu’on doit se res-
treindre a` un nombre fini d’angles. On choisit de se´lectionner ces angles
en rappelant la de´finition des suites de Farey (voir
Hardy
[62] et re´fe´rences
dans ce livre).
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De´finition 2.3.1. Soit n ∈ N, on appelle suite de Farey d’ordre n et
on note Fn la suite des nombres rationnels ordonne´s
Fn = {pi
qi
, 0 ≤ pi ≤ qi ≤ n et pi ∧ qi = 1} (2.3.18)
ou` pi ∧ qi = 1 veut dire que pi et qi sont premiers entre eux. A chaque
pi/qi ∈ Fn est associe´ un ”arc” de Farey αni que l’on de´finit (par abus
de language) par
αni = arctanµi+1 − arctanµi
avec µ1 = 0, µN+1 = 1 et µi =
pi + pi−1
qi + qi−1
, ∀i.
Chaque arc de Farey αni constitue naturellement un poids d’inte´gra-
tion associe´ au point d’inte´gration arctan pi/qi ∈ [0, pi/4]. On obtient
ainsi la formule d’inte´gration suivante pour toute fonction g de´finie sur
[0, pi/4] et suffisamment re´gulie`re∫ pi
4
0
g(ψ)dψ ≈
N∑
i=1
αni g(arctan
pi
qi
) (2.3.19)
0n e´tend facilement facilement cette formule a` [0, 2pi] par syme´tries. On
note alors
F˜n = {pi
qi
, 0 ≤ |pi|, |qi| ≤ n et |pi| ∧ |qi| = 1}.
Le meˆme poids que pre´ce´demment αni (en tenant compte des syme´tries)
est associe´e a` |pi
qi
| pour tout e´le´ment de F˜n. En regroupant (
rect
2.3.17) et
(
quad
2.3.19) on obtient la formule d’approximation de (
QbF2
2.3.15)
Q(f, f)(vi) ≈
∑
pi
qi
∈F˜n
∑
k,l∈Z
αni h
2(pi
2 + qi
2)F (v, hkq, hlp, arctan
pi
qi
).
(2.3.20)
approx The´ore`me 2.3.1. On suppose que F ∈ C2c (R2,R,R, [0, 2pi]), alors l’er-
reur d’approximation de la formule pre´ce´dente (
farey2
2.3.20) est en O( logn
n2
+
h2n2).
De plus les proprie´te´s (
sym1
2.1.3),(
sym2
2.1.4) sur le tenseur (Γabij )ijab e´tant sa-
tisfaites, le syste`me d’EDOs (
dvm1
2.2.11) est conservatif sur les premiers
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moments et ve´rifie le the´ore`me H. Enfin, les e´tats d’e´quilibre sont des
Maxwelliennes
maxdiscMi(t, x) = α exp(−(vi − u)
2)
β
)
ou` (α, u, β) ∈ R × R2 × R sont de´finis implicitement par les relations
de conservations
consdisc
∑
vi∈Vh α exp(
−(vi−u)2)
β
)ϕ(vi) =
∑
vi∈Vh fi(t, x)ϕ(vi)
pour ϕ(v) = 1, v, v2.
L’estimation de l’erreur repose essentiellement sur une majoration
de la longueur des arcs de Farey
Hardy
[62]. La caracte´risation des e´tats d’e´qui-
libre vient du fait que l’ensemble des invariants collisionnels I(Vh) se
re´duit a`
I(Vh) = [1, v, |v|2].
2.3.2 Cas de la dimension 3
JS,MS
[99, 81]
Ce travail a e´te´ effectue´ en collaboration avec P. Michel en 1992
mais publie´ (en dehors de la the`se) nettement plus tard
MS
[81]. Il s’agit
comme en dimension 2 d’approcher en premier lieu l’inte´grale∫
R3
F (vi, v∗, ω) dv∗ (2.3.21)
pour ω ∈ S2 et vi ∈ Vh fixe´s. A nouveau, la condition
v′ = vi + rω ∈ Vh
implique que ne´cessairement ω = m.|m|−1 ou` m ∈ Z3. On effectue alors
le changement de variables
v∗ → (r, q) ∈ R×m⊥, r = 〈v∗ − vi , m.|m|−1〉
q = v∗ − vi − rm.|m|−1
de telle sorte que∫
R3
F (vi, v∗, ω) dv∗ =
∫ +∞
−∞
∫
q⊥m
F (vi, vi+rm.|m|−1 +q,m.|m|−1) dq dr
On reprend maintenant un re´sultat e´nonce´ dans
JS
[99] avec une estima-
tion plus fine due a` V. Panferov
Pan
[92].
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Lemme 2.3.1. Soit m ∈ Z3, alors l’ensemble des points q ∈ Z3 tels que
〈q , m〉 = 0 est un sous-re´seau re´gulier de Z3 dont une base (m2,m3) ∈
Z6 peut eˆtre choisie de fac¸on que :
max(|m2|, |m3|) ≤ |m|
D’autre part le volume de la cellule {m,m2,m3} est |m|2.
Ce re´sultat conduit a` notre premie`re formule d’approximation∫ +∞
−∞
∫
q⊥m F (vi, vi + rm.|m|−1 + q,m.|m|−1) dq dr
≈ h3|m|2∑k∈Z3 F (vi, vi + hk1m+ hk2m2 + hk3m3,m.|m|−1).
(2.3.22)
On cherche maintenant a` ge´ne´raliser la formule d’approximation (
quad
2.3.19),
c’est a` dire a` obtenir une formule du type∫
S2
G(ω) dω ≈
∑
m∈Ωn
βmG(m) (2.3.23)
ou`
omegaΩn = {m ∈ Z3, |mi| ≤ n, mx ∧my ∧mz = 1}
On commence tout d’abord par se ramener a` un proble`me bidimension-
nel en appliquant la projection suivante
1. Pour tout m ∈ Ωn, on pose
r = max(|mx|, |my|, |mz|), {p, q} = {|mx|, |my|, |mz|}/{r},
(ici il faut comprendre /{r} par ”sans r”).
2. On introduit ensuite la projection Π
Π : m→ (p/r, q/r).
De cette fac¸on, tout point de Ωn devient un couple de rationnels dans
[0, 1]2. Tout repose alors sur un re´sultat d’approximation simultane´e de
nombre re´els par des rationnels.
diric The´ore`me 2.3.2 (Dirichlet
Hardy
[62]). Soit n ∈ N, ∀(x1, x2) ∈ [0, 1]2, il
existe un entier r ≤ n et des entiers p ≤ r et q ≤ r tels que
|rx1 − p| ≤ 1√
n
, |rx2 − q| ≤ 1√
n
.
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Ce re´sultat conduit a` de´finir une surface e´le´mentaire dans [0, 1]2
pour chacun des rationnels de la forme (p
r
, q
r
) et dont le de´nominateur
n’exce`de pas n
rpqrRpqr = {(x1, x2) ∈ [0, 1]2, |r(x1, x2)− (p, q)| = inf
ri≤n
|ri(x1, x2)− (pi, qi)|}.
On de´finit alors les poids d’inte´gration (β)m sur S
2 par
rastaβm = λm|Π−1(Rpqr)| (
∑
Ωn
βm = 4pi).
ou` λm tient compte des e´ventuelles syme´tries et/ou` permutations lie´es
au changement de variables (mx,my,mz)→ (p, q, r) (voir (
dpqr
??)).
En regroupant (
rese
2.3.22) et (
polar3
2.3.23), on obtient la formule d’approxima-
tion
Q(f, f)(v) ≈ h3∑m∈Ωn βm |m|2∑
k∈Z3 F (v, v + hk1m+ hk2m2 + hk3m3,m.|m|−1). (2.3.24)
approx3 The´ore`me 2.3.3. On suppose que F ∈ C2c (R3,R3, S2), alors l’erreur
d’approximation de la formule (
farey3
2.3.24) est en O( logn
n
3
2
+ h2n2).
De plus, les conclusions de la proposition restent valides.fareq
2.4 Consistance du mode`le de Goldstein & al
PSB
[94]
GSB
Reprenons le proble`me associe´ a` la formule de Goldstein & al
Gold,Gold2
[53,
55]. Afin de faire apparaˆıtre clairement le proble`me de l’inte´gration sur
les sphe`res Sab de centre (va+vb)/2 et de rayon |va−vb|/2), on effectue
le changement de variable ω → u ∈ S2 de´fini par (prepost2.4.27) et
v′ =
v + v∗
2
+
|v − v∗|
2
u, v′∗ =
v + v∗
2
+
|v − v∗|
2
u. (2.4.25)
Ainsi, on re´e´crit Q(f, f) sous une forme bien connue,
Q(f, f)(v) =
∫
R3
∫
S2
(f ′f ′∗ − ff∗) s(g, u) du dv∗, (2.4.26)
ou` on a pose´
s(g, u) =
1
4 cos θ |g| q(g, ω), θ = (g.ω)|g|
−1. (2.4.27)
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Soit vi ∈ Vh fixe´, on note pour tout m ∈ Z3
vj(m) = vi + 2hm.
Afin d’approcher Q(f, f)(vi), on utilise d’abord la formule des rec-
tangles
Q(f, f)(vi) ≈ (2h)3
∑
m∈Z3
∫
S2
(f(v′)f(v′∗)− f(vi)f(vj(m)) s(2hm, u) du.
(2.4.28)
La deuxie`me approximation consiste a` e´crire pour chaque sphe`re∫
S2
(f(v′)f(v′∗)− f(vi)f(vj(m)) s(2hm, u) du ≈ N(vi, vj(m)) (2.4.29)
avec
N(vi, vj(m)) =
1
r(|m|)
∑
a,b
sabij (fa fb − fi fj), (2.4.30)
sabij = s(|vi − vj|, uabij ) (2.4.31)
ou` uabij ∈ S2 est le vecteur correspondant a` la collision (vi, vj)→ (va, vb).
Par ailleurs r(|m|) est le nombre points va ∈ Vh ∩ Sij et la somme
s’e´tend sur de tous les couples antipodaux (va, vb). L’ensemble de ces
points peut eˆtre obtenu apre`s translation et homothe´tie de l’ensemble
V (|m|) = {(p1, p2, p3) ∈ Z3/ p21 + p22 + p23 = |m|}. (2.4.32)
r(|m|) est le nombre de solutions de l’e´quation diophantie`nne
p21 + p
2
2 + p
2
3 = |m|.
Des conditions suffisantes pour que l’approximation globale (
rect2
2.4.28),(
sphere1
2.4.29)
converge sont
1. r(|m|)→∞ quand |m| → +∞,
2. L’ensemble des points de V (|m|) est asymptotiquement uniforme´-
ment re´parti sur la sphe`re de centre 0 et de rayon |m|.
En dimension 3 on a le lemme suivant qui est un re´sultat de Gauss
Hardy
[62]
ame´liore´ plus tard par Siegel
Siegel
[105].
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The´ore`me 2.4.4 (Siegel ). Soit m ∈ R3 tel que |m| ∈ N et |m| = 4am1
avec m1 non divisible par 4 et m1 6= 7 [8], alors pour tout ε > 0 on a
l’estimation suivante
c1(ε)m
(1−ε)/2
1 ≤ r(|m|) ≤ c2(ε)m(1−ε)/21 , (2.4.33)
ou` les constantes c1 et c2 ne sont pas connues. Ici, on a adopte´ la
notation [.] pour ”modulo”.
Remarque 1. 1. r(|m|) = r(m1) pour tout |m| implique que les
points de V (4am1) sont les meˆmes pour tout a (modulo la division
par 4a). Autrement dit, pour toute valeur de m1 non divisible par
4 et m1 6= 7 [8], il existe une suite V (|m|) de sphe`res qui contredit
l’hypothe`se d’uniforme e´quire´partition quand |m| → ∞ !
2. Les valeurs de m = 7 [8] correspondent a` r(m) = 0, c’est a` dire a`
des sphe`res telles que Vh∩Sij = ∅, ce qui ne pose pas de proble`me.
La seconde condition fait appel a` des re´sultats beaucoup plus sophis-
tique´s de the´orie des nombres sur les coefficients des formes modulaires
qui sont de´finis pour tout polynoˆme homoge`ne harmonique sphe´rique
p de degre´ l par
θ(z; p) =
∑
n∈Z3
p(n) exp 2piiz|n|2 =
∞∑
m=1
am exp 2piimz.
La tre`s grande difficulte´ porte alors sur l’estimation des coefficients de
Fourier am de θ. Les re´sultats obtenus successivement par entre autres
Iwaniec
Iwa
[64] et Duke
Duke
[45] et que l’on peut retrouver dans un livre de
Sarnak
Sarnak
[98] se re´sument par l’estimation suivante.
am ≤ c(ε, l)m13/28+l/2+ε |m| = 1, 2, 3, 5, 6 [8].
Le travail consiste ensuite a` exploiter ces ine´galite´s en effectuant un
de´veloppement en harmoniques sphe´riques des fonctions continues sur
la sphe`re.
IDS The´ore`me 2.4.5 (Iwaniec, Duke, Sarnak). Soit g une fonction conti-
nue sur S2, alors
1
r(|m|)
∑
z∈V (|m|)
g
(
z
|z|
)
−→
∫
S2
g(u) du quand |m| → +∞ (2.4.34)
pour tout |m| = 1, 2, 3, 5, 6 [8]
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Bien que ce the´ore`me assure la convergence de chacune des inte´-
grales (
sphere1
2.4.29), il faut que cette convergence soit uniforme sur tous les
couples (vi, vj(m)). Un re´sultat duˆ a` Golubeva et Fomenko
GF
[57] donne en
fonction de la re´gularite´ de g une borne supe´rieure sur les coefficients
intervenant dans le de´veloppement de g en polynoˆmes harmoniques
sphe´riques. Ce re´sultat sera ame´liore´ par Duke et Shulze-Pillot
DSP
[46]. Il
permet de dire que la convergence du the´ore`me
IDS
2.4.5 est en |m|−1/175+
pour tout  > 0 si g ∈ C4(S2) ! Il est e´vident que cette estimation est
extreˆmement faible du point de vue d’une formule de quadrature meˆme
si elle est une grande avance´e en the´orie des nombres.
Remarque 2. Une conjecture de Ramanujan portant sur les formes
modulaires rame`ne cette estimation en |m|−1/4+. Il est inte´ressant de
noter qu’en raison de l’estimation de Gauss-Siegel, la distance moyenne
entre deux points voisins appartenant a` V (|m|) est de l’ordre de |m|−1/4
si |m| n’est pas divisible par 4. On en conclut qu’en raison de la conjec-
ture de Ramanujan, l’erreur d’approximation est du meˆme ordre que
celui du ”pas” sur la sphe`re. C’est a` dire que grosso-modo, cette erreur
est e´quivalente a` la formule des rectangles.
Une dernie`re e´tape consiste a` ramener les formules d’approxima-
tions (
rect2
2.4.28) et (
sphere1
2.4.29) pour un pas h et non 2h. C’est e´videmment
la deuxie`me formule qui pose proble`me puisque l’on doit imposer des
conditions supple´mentaires sur l’e´quation diophantie`nne
p2x + p
2
y + p
2
z = |m|.
Ces conditions sont e´quivalentes a` e´tudier pour certaines valeurs de |m|
les solutions entie`res d’e´quations de la forme
2x2 + 4y2 + z2 + 4xy = |m|,
c’est a` dire a` ge´ne´raliser le proble`me d’e´quire´partition sur des sphe`res
a` des ellipso¨ıdes. En fait, les re´sultats de Duke et Schulze-Pillot
DSP
[46]
(voir aussi
Moroz
[86]) s’e´tendent aux formes quadratiques de´finies positives
(a` coefficients entiers) et on a le re´sultat suivant.
The´ore`me 2.4.6. Palczewski, Schneider, Bobylev
PSB
[94] On suppose que
f ∈ Ck(R3) (k ≥ 6) est a` support compact dans B(0, R) pour R > 0
fixe´ et que la section diffe´rentielle s(|g|, u) a une re´gularite´ suffisante
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pour que la fonction Gv de´finie par (v e´tant fixe´)
Gv(v∗) =
∫
S2
(f(v′)f(v′∗)− f(v)f(v∗) s(|g|, u) du,
soit dans Hk,1(R3). Alors pour tout maillage Vh = {vn = hn, n ∈ Z3}
et tout  > 0, on a
gold|Q(f, f)(vi)− h3
∑
vj∈Z3
N(vi,vj)| ≤ c(, k)R5 ||f ||2k h
2
175
− ∀vi ∈ Vh
ou` c(, k) ne de´pend pas de f .
De plus, si la conjecture de Ramanujan est vraie, l’erreur est en h1/2−.
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Chapitre 3
Approximation entropique et
premiers mode`les BGK
JSM2AN
[104]
Le couˆt prohibitif des mode`les a` re´partition discre`te des vitesses
pour l’e´quation de Boltzmann est une barrie`re qui semble infranchis-
sable. En restant dans le meˆme cadre, Buet a propose´ de n’appliquer
que partiellement et de fac¸on ale´atoire la formule de Goldstein & al
Buet
[28]. Les proble`mes rencontre´s l’ont amene´ dans le meˆme temps a` re´-
soudre se´pare´ment un ensemble de mode`les a` 4 vitesses. Et puis il
y a la the`se de Mieussens
Mieu
[82] qui propose une alternative non pas
nouvelle, re´soudre le mode`le BGK au lieu de l’e´quation de Boltzmann,
mais qui ouvre d’autres horizons. Le proble`me est aborde´ sous un angle
pratique avec une approche nume´rique globale. Temps, espace, vitesses
(discre`tes). Il en re´sulte un sche´ma aux volumes finis implicite en temps
et donc ”compe´titif”. Ce meˆme sche´ma s’e´tend naturellement au mo-
de`le ESBGK
Holway
[77] et meˆme a` un mode`le BGK aux 14 moments origi-
nellement propose´ par Levermore
Lev
[71] mais corrige´ dans cette meˆme
the`se pour faute de nombre de Prandtl incorrect. Il ne s’agit pas pour
nous d’ame´liorer le mode`le de Levermore mais d’exploiter la ”projec-
tion” g → G(v) = exp(m(v)) pour le terme de gain Q+(f, f). L’article
paru dans M2AN
JSM2AN
[104] est en fait compose´ de trois parties distinctes.
La premie`re est consacre´e a` l’e´tude mathe´matique de cette projection.
La seconde a` celle des syste`mes aux moments de Levermore. Originel-
lement, ce chapitre se concentrait sur la nature hyperbolique ou non
de ces syste`mes et statuait pour l’hyperbolicite´. Bien que la re´ponse
soit fausse, les outils introduits pour cette de´monstration ont un grand
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inte´reˆt. Faute de n’avoir pu corriger l’erreur, la version publie´e a e´te´
notablement e´courte´e et coupe´e du pire comme du meilleur. Le chapitre
pre´sent dans la version publie´e e´voque la possibilite´ de syste`mes mal
pose´s sans apporter de re´ponse nette. Hauck, Levermore et Tits
HLT
[63] en
feront une e´tude tre`s pousse´e qui, tout en re´pondant a` certaines ques-
tions, a le me´rite de montrer sa propre ”incomple´tude”. Finalement, la
troisie`me partie de l’article est consacre´e aux mode`les BGK ge´ne´ralise´s
construits a` partir de l’ide´e que nous avons eue. Nous ne pre´senterons
ici que les chapitres un et trois.
3.1 Proble`me de re´alisabilite´ et approximation en-
tropique
M2AN
Junk a de´montre´
Junk2
[67] que la projection ci-dessus n’allait pas de
soi. C’est ce que nous appellerons le proble`me de re´alisabilite´. Nous
rappelons brie`vement son re´sultat avant de proposer notre propre ap-
proche. Pour simplifier les notations nous nous bornons au cas de
l’e´tude propose´e dans
JSM2AN
[104] ou` l’espace des moments P est de la forme
P = PN−1 ⊕ R.|v|N avec N pair et ou` PN−1(Rd) est l’espace des poly-
noˆmes en les variables (v1, · · · , vd) d’ordre plus petit ou e´gal a` N − 1.
C’est a` dire l’espace engendre´ par les monoˆmes vq = vq11 v
q2
2 ...v
qd
d avec
|q| = q1 + q2 + ...+ qd ≤ N − 1. On note m(v) le vecteur dont les com-
posantes sont les monoˆmes de PN−1 plus |v|N . Ainsi tout polynoˆme de
P s’e´crit sous la forme α.m(v) ou` α ∈ R#P avec
#P = 1 +
(
N − 1 + d
N − 1
)
.
Junk e´tudie alors la structure de l’ensemble
Λ = {α ∈ R#P/
∫
exp(α.m(v) < +∞}
et des moments y attenant. C’est a` dire l’ensemble
µ(E) = {
∫
m(v) exp(α.m(v), / α ∈ Λ}. (3.1.1) MuE
Il est alors intuitif de penser que si µ(E) est strictement inclus dans
µ(D) = {
∫
m(v) g/ g ≥ 0, g 6= 0,
∫
g(v) (1 + ‖v‖N) < +∞},
(3.1.2) MuD
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alors il y existera des cas de non re´alisabilite´. Il est nettement moins
intuitif de penser que ces deux ensembles peuvent eˆtre diffe´rents. Junk
re´ussit a` construire des moments dans µ(D)/µ(E) quand Λ ∩ ∂Λ 6= ∅,
montrant des cas de non re´alisabilite´. Par contre, quand Λ et ∂Λ sont
disjoints (avec Λ non vide), on a µ(D) = µ(E) et la projection est bien
de´finie.
Notre approche est tout a` fait diffe´rente et repose essentiellement
sur le lemme de Fatou. Prenons une fonction f non ne´gative, non nulle
et dont les moments jusqu’a` l’ordre N sont borne´s. L’ensemble
Cf = {g ≥ 0,
∫
m(v) g(v) =
∫
m(v) f(v)}
est convexe mais non fortement ferme´. En relaxant la contrainte sur le
moment d’ordre N par une ine´galite´ non stricte, on obtient un ensemble
fortement ferme´. C’est une conse´quence directe du lemme de Fatou. On
note ainsi
C¯f = {g ≥ 0, µ(g) ≤∗ µ(f)},
ou` la relation µ(g) ≤∗ µ(f) est de´finie par∫
vq g(v) =
∫
vq f(v), ∀|q| ≤ N−1 et
∫
‖v‖N g(v) ≤
∫
‖v‖N f(v).
On a donc construit un ensemble fortement et donc faiblement ferme´
par convexite´. En ayant prouve´ au pre´alable que tout ensemble de Cf a`
entropie borne´e est faiblement (relativement) compact, on conclut que
toute suite minimisante (gn)n ∈ Cf pour l’entropie va ne´cessairement
converger faiblement vers une fonction G ∈ C¯f . Mais l’entropie
H(f) =

∫
f ln f − f si f ≥ 0,
+∞ sinon.
(3.1.3)
est strictement convexe sur son domaine. G est donc l’unique fonction
minimisante. Il nous faut maintenant la caracte´riser. Cela se fait en
deux temps :
1- On montre qu’en se restreignant a` un ensemble compact K ∈ Rd,
toute fonction h ≥ 0, non nulle et dans L1(K) admet une projection
qui est une exponentielle d’un polynoˆme dans P.
2- G est inconnue mais on peut toujours de´finir la restriction de ses
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moments µK(G) sur K et sa projection GK = exp(αK .m(v). Mais si
G minimise l’entropie dans C¯f , elle minimise aussi l’entropie restreinte
a` K sous contraintes d’e´galite´s avec les moments µK(G). Donc G res-
treinte a` K co¨ıncide avec sa projection GK . En appliquant ce raisonne-
ment pour une suite ”croissante” d’ensembles Kn → Rd, on en de´duit
que αKn ne de´pend plus de n. On peut alors passer a` la limite par un
argument de convergence domine´e et en de´duire que G = exp(α.m(v).
Le cas ou` la contrainte d’ordre N n’est pas sature´e se traite de fac¸on
similaire en restreignant les contraintes e´galite´ aux moments d’ordre
infe´rieur et en tenant compte de la parite´ de N . On obtient alors le
the´ore`me suivant.
sufficient The´ore`me 3.1.7. Soit N ∈ N et f une fonction non ne´gative dans
L1N(Rd) (L1 a` poids) telle que H(f) < +∞. On note
C¯f = {g ≥ 0, µ(g) ≤∗ µ(f)},
alors le proble`me de minimisation de l’entropie
min
g∈C¯f
H(g) (3.1.4)
admet une unique solution dans C¯f qui s’e´crit
G(v) = exp(α.m(v)).
Inversement, s’il existe une fonction de la forme exp(p(v) avec p ∈ P,
alors cette fonction est unique (i.e il n’y a pas d’autre exponentielle) et
c’est la solution de notre proble`me.
Les multiplicateurs de Lagrange α sont entie`rement de´termine´s par les
contraintes µ(G) ≤∗ µ(f). Si la contrainte d’ordre supe´rieure n’est pas
sature´e, on distingue deux cas :
1- N impair. On a alors α.m(v) ∈ PN−1 et G minimise H sous les
seules contraintes µq(G) = µq(f), |q| ≤ N − 1.
2- N pair. Alors α.m(v) ∈ PN−2 et α est entie`rement de´fini par
µq(G) = µq(f), |q| ≤ N − 2.
Ce the´ore`me est en quelque sorte un re´sultat positif au regard de
celui de Junk qui exhibe les cas de non re´alisabilite´. L’e´quivalence des
deux re´sultats repose sur certaines proprie´te´s des polynoˆmes positifs
de P (dixit Junk). Ces meˆmes polynoˆmes jouent un roˆle essentiel dans
la caracte´risation des moments de fonctions positives
Junk2
[67]. Le proble`me
n’a pas e´te´ re´solu a` l’heure actuelle.
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Remarque 3. Le terme ”projection” a e´te´ introduit par Csisza`r pour
de´finir la fonction densite´ de probabilite´ P appartenant a` un ensemble
convexe C qui minimise l’entropie relative a` une densite´ de probabilite´
R donne´e, ou entropie de Kullback-Leibler, i.e∫
P ln
P
R
dv = min
Q∈C
∫
Q ln
Q
R
dv.
L’ensemble E des exponentielles dont les coefficients sont dans Λ n’e´tant
pas convexe, il e´tait plus approprie´ d’utiliser dans notre cas le terme
approximation entropique en vertu de l’ine´galite´ de Csisza`r-Kullback
(pour des densite´s de probabilite´)
||f −G||2L1 ≤ 2
∫
f ln
f
G
.
proj Remarque 4. A nouveau, le terme ”projection entropique” utilise´ pour
la construction de sche´mas pour les e´quations hyperboliques
CHS
[36] ne doit
e´videmment pas s’interpre´ter de fac¸on directe. S’il s’agissait de ”pro-
jeter” des fonctions sur des polynoˆmes d’ordre un (en espace) en mi-
nimisant l’entropie sous contrainte d’e´galite´s des moments d’ordre 0,
l’ine´galite´ de Bessel nous conduirait vers le sche´ma de Godunov ori-
ginel. Il n’y a dans cette projection aucune minimisation de quelque
norme que ce soit. La norme L1 adapte´e a` la conservation ne le se-
rait pas pour assurer la positivite´. Il s’agit donc tout simplement d’une
approximation d’ordre deux par des applications line´aires au sens du
de´veloppement de Taylor.
3.2 Mode`les BGK ge´ne´ralise´s
Pour des raisons que nous allons voir plus tard, les mode`les que
nous construisons ne s’appliquent qu’aux mole´cules Maxwelliennes. On
simplifie quelque peu l’ope´rateur de collision Q(f, f) pour la clarte´ de
l’expose´
Q(f, f)(v) = Q+(f, f)− nf et Q+(f, f) =
∫
S2
∫
R3
f ′f ′∗dv∗dω,
(3.2.5) qqq
avec n =
∫
fdv et
g = |v− v∗|, v′ = v + v∗
2
+
g
2
ω, v′∗ =
v + v∗
2
− g
2
ω. (3.2.6) tincan
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La Maxwellienne M du mode`le BGK
R(f) =
1
τ
(M− f),
ou` τ est un temps de relaxation vers l’e´tat d’e´quilibre, est interpre´te´e
a` la lumie`re du the´ore`me
sufficient
3.1.7. A savoir
”M est l’unique fonction qui minimise l’entropie dans l’ensemble
C0,f = {g ≥ 0, µ0(g) = µ0(f) =
∫
(1,v, |v|2)Tf}”.
Mais on peut aussi e´crire
C0,f = {g ≥ 0, µ0(g) = n−1
∫
(1,v, |v|2)TQ+(f, f)v}.
On pourrait dire que le mode`le BGK est le mode`le le ”plus bas” dans
la hie´rarchie des mode`les que nous allons construire. L’ide´e ge´ne´rale
consiste alors a` ajouter des contraintes dans le proble`me de minimisa-
tion, de telle sorte que∫
m(v)Q(f, f)dv =
∫
m(v)R(f) dv,
ou` m(v) est un vecteur de moments de taille arbitraire et
R(f) = n (G− f).
On peut alors parler d’une approximation de Galerkin. Cette construc-
tion est assujettie a` des conditions physiques et des contraintes de fai-
sabilite´.
1. Lois de conservation.
2. Invariance Galile´enne.
3. Le terme de collision doit assurer la de´croissance de l’entropie.
4. La limite hydrodynamique doit correspondre a` celle de l’e´quation
de Boltzmann. Dans l’ordre : Euler, Navier-Stokes, Burnett, etc.
5. n−1
∫
Q+(f, f)m(v) doit eˆtre calculable a` partir de moments de
f .
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A priori, il n’est pas ne´cessaire de prendre des espaces de la forme
P = PN−1 ⊕ R.|v|N et on peut se restreindre a`
E = EN−1 ⊕ E.|v|N (3.2.7) E1
ou` EN−1 est un espace de polynoˆmes de degre´ infe´rieur strict a` N . Pour
satisfaire aux points 1 et 2, il est naturel d’imposer que
– (I) E0 = V ect[1, v1, v2, v3, |v|2] ⊂ E,
– (II) en notant l’ope´rateur de translation τuf(v) = f(v−u) et pour
tout O ∈ SO(R3) (le groupe des transformations orthogonales
dans R3) τOf(v) = f(Ov), on doit avoir
τuR(f) = R(τuf), τOR(f) = R(τO(f)), (3.2.8) galilean
La restriction du mode`le aux mole´cules Maxwelliennes est une conse´-
quence des conditions 3 et 5. Attardons nous un instant sur le dernier
point. Pour tout polynoˆme p ∈ E, on a∫
Q+(f, f) p(v) dvdv∗dω =
∫
f(v)f(v∗)
(∫
S2
p(v′)dω
)
dvdv∗.
(3.2.9) calcul
Mais l’inte´grale sur la sphe`re de ωq avec |q| impair s’annule. En utilisant
les relations (
tincan
3.2.6), les termes en |v− v∗||q| s’annulent a` leur tour. Il
s’en suit que pour v (respectivement v∗) fixe´, l’application
{v∗ −→
∫
S2
p(v′,v′∗)dω} ∈ P.
Autrement dit, on peut obtenir le re´sultat de (
calcul
3.2.9) par la seule connais-
sance de moments de f dans P ce qui re´pond au crite`re de faisabilite´.
On pose maintenant
H(G) = min
g∈C+
H(g) ou` C+ = {g ≥ 0, µ(g) ≤∗ µ(n−1Q+(f, f))}.
(3.2.10) HG
(µ est ici re´duit a` l’ensemble E). L’invariance Galile´enne du mode`le est
alors assure´e par un re´sultat de Junk et Unterreiter
Junk3
[68] : si on note ρ
les moments d’une fonction positive et non nulle g ∈ L1N , alors
τu exp(α(ρ).m(v)) = exp(α(τuρ).m(v))
et
τ0 exp(α(ρ).m(v)) = exp(α(τ0ρ).m(v))
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ou` τuρ = ρ(τuf). La de´croissance de l’entropie est le re´sultat conjugue´
de (
HG
3.2.14) et d’un the´ore`me difficile de Villani
Villani
[109] qui ne s’applique
qu’aux mole´cules Maxwelliennes
H(Q+(f, f)) ≤ H(Q−(f, f)).
On obtient alors apre`s quelques manipulations le the´ore`me H.
theoHBGK The´ore`me 3.2.8. ∫
R(f) ln f ≤ 0,
avec e´galite´ si et seulement les deux assertions e´quivalentes sont satis-
faites
i) G = f =M,
ii) R(f) = 0.
Il nous reste a` e´tudier la limite fluide de tels mode`les. C’est a` dire
a` effectuer le de´veloppement de Chapman-Enskog de
∂tfε + v.∇fε = 1
ε
(G− fε). (3.2.11)
On a le re´sultat suivant.
Proposition 1. On se donne un espace de polynoˆmes E de la forme
(
E1
3.2.7), contenant V ect[1, v1, v2, v3, vivj, |v|2v] et invariant par transfor-
mation Galile´enne. Quand ε→ 0 dans (ouap3.2.11), on obtient a` l’ordre 1
l’e´quation de Navier-Stokes
∂tρ+∇ · (ρu) = 0,
∂t(ρu) +∇ · (ρu⊗ u + pI)− ε∇ · (µD (u)) = 0,
∂t(
1
2
ρu2 + E) +∇ · ((1
2
ρu2 + E + p) u)+ ε∇ · Jq = 0. , (3.2.12)
ou` p = nkBT , D (u) est le tenseur de Reynolds
D (u) =
[
∇xu+ (∇xu)T
]
− 1
3
(∇x · u) I, (3.2.13) reynolds
µ = 2kBT est la viscosite´ et κ la conductivite´ thermique. Enfin, le
nombre de Prandtl vaut 2/3.
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Le calcul de la limite fluide est tre`s de´licat. Le point difficile repose
sur la line´arisation de R(f). Nous en profitons pour clarifier a` la fois le
calcul donne´ dans l’article et effleurer quelques proble`mes relatifs aux
syste`mes aux moments de Levermore. D’apre`s le the´ore`me
sufficient
3.1.7, pour
tout ρ ∈ µ(D) (MuD3.1.2), il existe une unique fonction G = exp(α.m(v))
telle que
H(G) = min
g∈Cρ
H(g) ou` Cρ = {g ≥ 0, µ(g) ≤∗ ρ}. (3.2.14) HG
La construction des syste`mes aux moments de Levermore repose sur
la dualite´ entre les variables α et ρ via la transforme´e de Legendre de
h∗(α) =
∫
exp(α.m(v)). La transforme´e de Legendre de h∗, note´e h
n’est autre que la fonction entropie de´finie par h(ρ) = H(G) lorsqu’il
y a e´galite´ sur tous les moments. Les syste`mes de Levermore seraient
bien pose´s si ρ −→ α e´tait une bijection. Or nous avons mis en e´vi-
dence l’existence des cas de non re´alisabilite´ ce qui prouve le contraire.
Autrement dit, pour ρ ∈ µ(D)/µ(E) (MuE3.1.1), on a pas h∗α(α) = ρ.
Ceci nous ame`ne a` de´finir une fonction non strictement convexe
h˜(ρ) = min
g∈Cρ
H(g).
Nous en revenons maintenant au de´veloppement de Chapman-Enskog.
Le the´ore`me H
theoHBGK
3.2.8 nous assure que fε se de´veloppe autour deM. En
notant ρM = µ(Q
+(M,M)) et ρ+1 la perturbation du terme d’ordre ε
dans Q+(f, f)
ρ+1 = 2
∫
Q+(M,Mg) m(v) dv, (3.2.15) Rho1
on obtient dans un premier temps
G(ρM + ερ
+
1 + ...) =
1
n
M
(
1 + εm(v)T .h˜ρρ(ρM).ρ
+
1 +O(ε
2)
)
.
La Hessienne h˜ρρ(ρM) est de´ge´ne´re´e dans les directions ρ avec ρM ≤∗
ρ car h˜ n’est pas strictement convexe. En comparant ce de´veloppement
avec celui de G sur une base de Hilbert (apre`s avoir orthonormalise´ la
base de E), on obtient alors
G(ρM + ερ
+
1 + ...) =
1
n
M(1 + ερ˜+1 .m(v) +O(ε2)),
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ou`, par comparaison avec le de´veloppement pre´ce´dent, ρ˜+1 = m(v)
T .h˜ρρ(ρM).ρ
+
1 .
Sans rentrer dans les de´tails, toutes ses composantes sur EN−1 sont les
meˆmes que celles de ρ+1 (
Rho1
3.2.15). Finalement, on a
LR(g) = ρ˜+1 .m(v)− g,
ce qui veut dire que la restriction a` EN−1 de LR(g) correspond a` celle
de l’ope´rateur de Boltzmann line´arise´. Comme [1, v, vivj, |v|2v] ⊂ EN−1,
on conclut facilement sur la forme de l’e´quation de Navier-Stokes.
Chapitre 4
La me´thode de relaxation
des moments
MRM
On pourrait chercher a` ge´ne´raliser la me´thode pre´ce´dente a` n’im-
porte quel type d’interaction mole´culaire par des me´thodes d’approxi-
mation des moments de Q(f, f) (voir par exemple
GS
[56] pour les gaz
multi-espe`ces). Il faudrait distinguer ces approximations pour Q+(f, f)
et Q−(f, f) puis tenter de mettre le tout sous une forme semblable a`
celle des mode`les BGK. Il faudrait ensuite s’assurer que la fonction de
relaxation a bien des moments dans µ(D). Enfin, il faudrait s’assurer
que le mode`le ve´rifie le the´ore`me H. Ce programme semble long et fas-
tidieux, voir impossible. C’est pourquoi nous proposons une approche
simplifie´e inspire´e par le comportement des moments de f dans le cadre
de l’e´quation de Boltzmann homoge`ne. On part toujours d’un mode`le
BGK de la forme
R(f) = %(G− f),
ou` G va eˆtre la solution du proble`me de minimisation de l’entropie sous
certaines contraintes. L’ide´e est la suivante : puisque f → M quand
t → +∞, alors les moments de f pour des polynoˆmes orthogonaux a`
E0 = [1,v, |v|2] pour le produit scalaire
〈φ, ψ〉 =
∫
φψMdv
tendent eux meˆmes vers 0. On se donne donc un espace E = E0 ⊕
E⊥0 (voir (
E1
3.2.7)) ou` E0 est l’espace des invariants puis on simplifie le
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proble`me en imposant les contraintes∫
R(f) p(v)dv = −λp
∫
f p(v)dv, ∀p ∈ E⊥0 . (4.0.1) contraintes
Il est clair que les lois de conservation se traduisent simplement par
λp = 0 pour tout p(v) ∈ E0 tandis que les autres valeurs des λp doivent
eˆtre strictement positives. L’autre ide´e a` l’origine de la me´thode est
la suivante : chercher a` copier l’ope´rateur de collision line´arise´ tout en
restant dans le cadre de l’e´quation de Boltzmann, c’est a` dire avec f
positif. L’e´tude du spectre de L (a` nouveau pour les mole´cules Maxwel-
liennes) nous dit d’ailleurs comment choisir les coefficients de relaxation
et les moments associe´s. Il s’agit tout simplement de prendre les fonc-
tions propres p comme polynoˆmes avec les valeurs propres associe´es
(−λ−1p ). En notant f =M(1 + g), on a
− λp
∫
f p dv = −λp
∫
ML(g)L−1(p) dv =
∫
ML(g) p dv. (4.0.2) inter
R(f), s’il existe, serait alors e´gal a` L au sens faible et pour des fonctions
test dans E. Pour d’autres types d’interaction mole´culaires, on peut
dans un premier temps se restreindre aux pseudo-vecteurs propres
A =
[
(v− u)⊗ (v− u)− 1
3
‖v− u‖2 I
]
, (4.0.3)
B = (v− u)
[
1
2
m (v− u)2 − 5
2
kBT
]
, (4.0.4)
ou` m est la masse mole´culaire. L’e´quation (
inter
4.0.2) n’est pas exacte meˆme
si les moments de f relatifs a` A et B tendent vers 0 quand t→ +∞. Il
s’agit donc de trouver des coefficients de relaxation λA et λB, etc. Ces
ide´es ayant e´te´ e´tablies, nous avons commence´ avec Ste´phane Brull a`
travailler sur le premier espace non trivial, a` savoir E = [1,v,v ⊗ v].
C’est l’objet du chapitre qui suit. L’interpre´tation de mode`les de´ja` exis-
tants faite a` partir de ce travail nous a alors ouvert de de nouvelles pers-
pectives. En s’adjoignant l’aide de Vincent Pavan, nous avons construit
un nouveau mode`le pour les gaz a` plusieurs composantes
BPS
[22] que nous
de´crirons dans le chapitre suivant. L’ensemble de ces travaux jette les
bases de ce que nous pourrions appeler la me´thode de relaxation des
moments (MRM).
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4.1 Une nouvelle approche du mode`le ESBGK
BS1
[25]
BS2
[26]
Certes E = [1,v,v× v] n’est pas sous la forme EN−1 ⊕ ‖v‖N , mais
il pre´sente l’avantage d’eˆtre de degre´ maximal 2. Ce qui veut dire que
la solution du proble`me de minimisation sera explicite. Pour simplifier
l’expose´, nous mettrons toutes les constantes physiques e´gales a` 1 (la
masse m, kB,...). On se donne donc une fonction f(t,x,v) de densite´ n,
vitesse moyenne u et tempe´rature T . L’ensemble des contraintes s’e´crit∫
R3
(1, v, |v|2) gdv =
∫
R3
(1, v, |v|2) fdv, (4.1.5)∫
R3
%(g − f)A(V ) dv = −λ
∫
R3
fA(V )dv, (4.1.6)
ou`
VV =
v − u√
T
.
Pour trouver % et λ, on va chercher a` ce que les limites hydrodyna-
miques des e´quations cine´tiques avec respectivement Q(f, f) et R(f)
comme second membre co¨ıncident jusqu’a` Navier-Stokes. Il faudra bien
sur s’assurer de la re´alisabilite´ du proble`me ainsi que de la de´croissance
de l’entropie avec caracte´risation des e´tats d’e´quilibre par des Maxwel-
liennes. On re´e´crit tout d’abord la contrainte (
4
4.1.6) sous la forme
1
n
∫
R3
c⊗ c gdv = αΘ + (1− α)TId = T . (4.1.7)
ou` le tenseur des pressions Θ est de´fini par
Θ =
1
n
∫
R3
c⊗ c fdv, c = v − u, (4.1.8)
et α = 1− λ
%
.
Re´alisabilite´
th The´ore`me 4.1.9. Soit f ≥ 0, non nulle et dans L12 (L1 a` poids),
alors pour toute valeur α ∈ [−1
2
, 1] le tenseur T est syme´trique de´fini
46 CHAPITRE 4. LA ME´THODE DE RELAXATION DES MOMENTS
positif et la solution du proble`me de minimisation de l’entropie sous les
contraintes (
1
4.1.5) et (
toto
4.1.7) admet une unique solution G de´finie par
G(v) =
1√
det(2piT ) exp
(
−1
2
〈c, T −1c〉
)
. (4.1.9)
Inversement, pour que le proble`me de minimisation admette une solu-
tion quelque soit f (avec les bonnes hypothe`ses), il faut que α ∈ [−1
2
, 1].
Contrairement a`
ALPP
[5] ou` le calcul de G est fait directement par mul-
tiplicateurs de Lagrange, on adopte ici une de´marche plus proche du
chapitre pre´ce´dent. On a prouve´ dans
JSM2AN
[104] que Cf correspond a` sa
fermeture dans L1 (voir aussi
Junk
[66]). C’est la condition ne´cessaire pour
que l’on puisse effectivement utiliser des multiplicateurs de Lagrange.
L’article de Vincent Pavan
Pavan
[95] met bien en lumie`re ce re´sultat grace a`
son approche par analyse convexe. Par ailleurs on soule`ve un proble`me
non e´voque´ jusqu’a` pre´sent. Si Cf est non vide par hypothe`se dans le
the´ore`me
sufficient
3.1.7, il existe un autre type de proble`me de re´alisabilite´. A
savoir, quelles sont les conditions pour que Cf contiennent des fonctions
positives et non nulles ? Dans
Junk
[66], ce proble`me est aborde´ en dimension
1 pour E = [1, v, v2, v3, v4]. L’ensemble des moments ”re´alisables” est
identifie´ en faisant appel a` une the´orie assez e´labore´e
Akh
[3]
Akh2
[4]. Dans le
cas de dimension quelconque, l’identification des moments re´alisables
est directement relie´e a` celle des polynoˆmes positifs de E
Junk2
[67]. Ici nous
prouvons par une construction ”`a la main”qu’e´tant donne´ ρ = (n,u, T )
avec n > 0, u ∈ R3 et T syme´trique de´fini positif, il existe une infinite´
de fonctions positives et non nulles dont les moments sont ρ.
Calcul de % et λ :
On suppose le the´ore`me H de´montre´ et on effectue le de´veloppement de
Chapman-Enskog. En notant LR l’ope´rateur line´arise´ R, on doit donc
re´soudre l’e´quation
LR(g) = A(V ) : D(u) + B(v) · ∇x
(
1
T
)
, (4.1.10)
ou` D(u) est le tenseur de Reynolds de´fini pre´ce´demment (
reynolds
3.2.13). Plutoˆt
que de chercher g, on peut inse´rer cette e´quation dans l’e´quation (
4
4.1.6)
line´arise´e et en de´duire que
1
10
(∫
R3
M〈A(V ), A(V )〉 dv
)
D(u) = −λ
∫
R3
MA(V ) gdv,
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(ici 〈, ., 〉 est le produit scalaire avec contraction comple`te). Pour re-
trouver la bonne viscosite´ µ, il suffit donc de poser
λ =
nT
µ
, (4.1.11)
d’ou` l’on de´duit que la fre´quence vaut
% =
λ
1− α =
nT
µ(1− α) . (4.1.12)
On utilise alors une forme plus pre´cise de l’ope´rateur line´arise´ dans
(
eq
4.1.10) que l’on multiplie par B(v). On obtient a` nouveau par identi-
fication un lien entre % et la conductivite´ thermique κ˜ de notre mode`le
% =
5
2
nT
κ˜
.
Ainsi le nombre de Prandtl est e´gal a`
Pr =
5
2
µ
κ˜
=
%
λ
=
1
1− α,
et il suffit de poser α = −1
2
pour retrouver la conductivite´ thermique
physique κ.
The´ore`me H
Htheo The´ore`me 4.1.10. Pour toute valeur de α ∈ [−1
2
, 1], on a
D(f) =
∫
(Gα − f) ln f dv ≤ 0.
De plus D(f) < 0 pour −1
2
≤ α < 1 avec e´galite´ si et seulement si
f =M.
Notre preuve diffe`re de celle de
ALPP
[5] qui s’appuie sur l’ine´galite´ de
Brunn-Minkowski. On remarque que H(Gα) − H(G1) est du meˆme
signe que le polynoˆme
p(x) =
∏
i
θi +
∏
i
(x(T − θi)− T )
ou` (θi)i sont les valeurs propres de Θ (
theta
4.1.8). On montre alors aise´ment
que p(−1
2
) atteint son maximum - 0 - pour θ1 = θ2 = θ3 = T , c’est a`
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dire pour G−1/2 =M ce qui termine la de´monstration.
Autres mode`les
Bouchut et Perthame
BP
[21], puis Struchtrup
str
[107] et enfin Mieussens et
Struchtrup
Mst
[83] ont construit des mode`les qui permettent de retrouver
le bon nombre de Prandtl en introduisant des fre´quences de collision
de´pendantes de la vitesse relative V . Ils s’e´crivent sous la forme ge´ne´-
rique
R(f) = ω(|V |, T ) (Mω − f).
Dans les trois cas, les fre´quences de collisions sont ajuste´es de fac¸on a`
retrouver le bon nombre de Prandtl tandis que les parame`tres des Max-
welliennes sont de´finies implicitement par les relations de conservation.
L’existence deMω est un travail assez technique dans
BP
[21] meˆme si un
principe variationnel est e´voque´. Dans
str
[107], il est meˆme dit que Mω
n’est une Maxwellienne que si la fre´quence ne de´pend pas de |V | (ce
qui se re´ve`le eˆtre faux). Quoi qu’il en soit, on peut dans tous ces cas se
ramener au principe variationnel du the´ore`me
sufficient
3.1.7. u et T e´tant fixe´s,
ω(|V |, T )dv est une mesure a` laquelle on associe l’espace L1ω des fonc-
tions inte´grable et d’e´nergie inte´grable pour cette mesure. On de´finit
alors l’entropie
Hω(f) =
∫
R3
f (ln f − 1) ω(|V |, T )dv. (4.1.13)
Le the´ore`me
sufficient
3.1.7 se ge´ne´ralise aise´ment et on a
Corollaire 1. Soient u ∈ R3 et T > 0. Alors pour toute fonction f
positive, non nulle de vitesse moyenne u, tempe´rature T et dans L1ω, il
existe une unique fonction Mω solution du proble`me de minimisation
Mω = min
g∈Cf
Hω(g), (4.1.14)
ou`
Cf = {g ≥ 0,
∫
(1, v, |v|2) (g − f)ω(|V |, T ) dv = 0 }.
Cette fonction s’e´crit
Mω(v) = nω
(2piTω)3/2
exp
(
−(v − uω)
2
2Tω
)
(4.1.15)
ou` (nω, uω, Tω) sont de´termine´s de fac¸on unique par la relation Mω ∈
Cf .
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4.2 Mode`le de Fick pour un me´lange de gaz
BPS
[22]
Se dessine de´sormais une feuille de route pour la construction de
mode`les a` suivre. Elle passe par l’e´criture formelle de contraintes de
relaxation de moments, son identification via la limite fluide et enfin
la construction de la (des) fonction(s) de relaxation via le proble`me
de minimisation. Le proble`me de re´alisabilite´ ainsi que l’obtention du
the´ore`me H se feront dans un second temps. Dans le cas d’un me´lange
de gaz, l’e´criture des e´quations de Navier-Stokes n’est pas unique. D’un
point de vue physique, les phe´nome`nes connus sont les lois de Fick, So-
ret, Dufour, Fourier et Newton. Seulement, le passage de l’e´quation de
Boltzmann a` celle de Navier-stokes ne rend pas directement compte de
ces lois. Nous identifions dans un premier temps la bonne formulation
comme e´tant celle issue de la thermodynamique des processus irre´ver-
sibles
Meixner
[80]
GM
[39]. Dans un second temps, l’obtention des coefficients et
moments de relaxation se fera en utilisant les proprie´te´s de la matrice
de Onsager.
Apre`s avoir introduit les notations, nous consacrons la premie`re par-
tie a` e´tablir une une e´criture synthe´tique de la matrice de Onsager a`
partir de l’ope´rateur de collision line´arise´. Nous calculons ensuite les
contraintes qui nous permettront dans la troisie`me partie de construire
le mode`le de Fick. Finalement, outre une description rapide des pro-
prie´te´s de ce mode`le, la bonne limite hydrodynamique est recalcule´e
sous forme d’un erratum par rapport a` la version publie´e de l’article.
Nous en profitons au passage pour introduire la ”version” de l’e´quation
de Navier-Stokes que nous utiliserons par la suite
WT
[111]
FK
[61]
Giov
[52].
4.2.1 Notations et e´quation(s) de Boltzmann
On conside`re un gaz compose´ de p espe`ces diffe´rentes auxquelles
on associe pour chacune d’elles une fonction de distribution fi. Les
quantite´s macroscopiques lie´e a` cette espe`ce sont note´es respectivement
ni, ρi, ui et T i et sont successivement le nombre de mole´cules par unite´
de volume, la masse volumique ρi = min
i ou` mi est la masse de la
mole´cule, la vitesse moyenne et enfin la tempe´rature. Leurs de´finitions a`
partir de la fonction fi(t,x,v) est usuelle. Les quantite´s macroscopiques
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pour le gaz sont de´finies par
n =
p∑
k=1
nk, ρ =
p∑
k=1
ρk, ρu =
p∑
k=1
ρkuk,
E = E + ρ
2
‖u‖2 = ∑pk=1(32nikbT i + ρ2 ‖ui‖2 , E = 32kBT.
(4.2.16) macro1
L’e´quation de Boltzmann s’e´crit
∀i ∈ [1, p] , ∂tfi + v · ∇xfi = Qi(f), (4.2.17)
ou` nous ne de´taillons pas l’e´criture des termes de collisions (voir par
exemple
GM
[39]
FK
[61]. Les invariants de collisions sont les vecteurs φl, l ∈
[1, p+ 4] de´finis par
1
0
...
0
 , · · · ,

0
0
...
1
 ,

m1vx
m2vx
...
mpvx
 ,

m1vy
m2vy
...
mpvy
 ,

m1vz
m2vz
...
mpvz
 ,

m1v
2
m2v
2
...
mpv
2
 ,
et on note K l’espace engendre´ par ces vecteurs. L’entropie H associe´e
aux e´quations (
bomixt
4.2.17) s’e´crit
H (f) :=
i=p∑
i=1
∫
R3
(fi ln (fi)− fi) dv.
et on note M = (M1, · · · ,Mp) la liste des Maxwelliennes
∀i ∈ [1, p] ,Mi = n
i
(2pikBT/mi)
3
2
exp
(
−mi (v− u)
2
2kBT
)
, (4.2.18) maxw
qui caracte´risent les e´tats d’e´quilibre et annulent la dissipation d’en-
tropie. Finalement, pour toute liste de fonctions Ψ et Φ, on introduit
le produit scalaire
〈Ψ,Φ〉 =
i=p∑
i=1
∫
R3
ψiφiMi dv, (4.2.19)
qui se ge´ne´ralise a` toute liste de tenseurs en appliquant une contraction
comple`te.
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4.2.2 Sur le lien entre Boltzmann et Onsager
Bien que l’obtention des e´quations de Navier-Stokes pour les gas
multi-espe`ces ne soit pas nouvelle
CC
[33]
WT
[111]
FK
[61] - notamment celle qui
permet d’obtenir la formulation thermodynamique
GM
[39]- nous revisitons
celle-ci a` l’aide d’outils ”modernes”. Rappelons tout d’abord la formu-
lation thermodynamique de ces e´quations.
∀i ∈ [1, p] , ∂tni +∇ · (niu + Ji) = 0,
∂t(ρu) +∇ · (P+ ρu⊗ u + Ju) = 0,
∂tE +∇ · (Eu + P [u] + Ju [u] + Jq) = 0,
(4.2.20) ns
ou` les flux sont de´finis par
Ji =
∑j=p
j=1 Lij∇
(µj
T
)
+ Liq∇
(− 1
T
)
,
Jq =
∑j=p
j=1 Lqj∇
(−µj
T
)
+ Lqq∇
(− 1
T
)
,
Ju = LuuD (u) ,
(4.2.21) fluxaffinity
et µi est le potentiel chimique de l’espe`ce i
µi
T
= kB
(
ln (ni)− 3
2
ln
(
2pikBT
mi
))
. (4.2.22) mui
Pour obtenir ces e´quations a` partir de l’e´quation de Boltzmann, nous
ge´ne´ralisons une interpretation des e´quations d’Euler due a` Levermore.
On re´e´crit l’ensemble des Maxwelliennes M sous la forme
∀i ∈ [1, p] ,Mi = exp
((
µi
kBT
−mi u
2
2kBT
)
+
u
kBT
·miv− miv
2
2kBT
)
,
(4.2.23) expcoef
de telle sorte que pour n’importe quel ope´rateur de de´rivation ∂ on a
∀i ∈ [1, p] , ∂Mi =Mi∂
(
αi + β. ·miv + γmiv2
) ≡Mi∂Vi,
ou` les valeurs de (αi)i, β et γ sont explicitement de´finies a` partir de
(
expcoef
4.2.23). On constate imme´diatement que le vecteur ∂V = (∂V1, · · · , ∂Vp)
est un e´le´ment de K. L’e´quation d’Euler s’e´crit alors de manie`re syn-
the´tique
〈∂tV + v.∇xV,φk〉 = 0, ∀k ∈ [1, p+ 4] .
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Autrement dit, la projection de v.∇xV sur K est l’inverse de celle de
∂tV qui appartient a` K. On en de´duit que la perturbationMg d’ordre
ε dans le de´veloppement de Chapman-Enskog ve´rifie l’e´quation
LB(g) = (I − PK) v.∇xV,
=
∑j=p
j=1 k
−1
B (I − PK) (Cj) · ∇
(µj
T
)
+ A : D (u) + B · ∇ (− 1
T
)
,
(4.2.24) order0
ou` LB := (LB,1, · · · ,LB,p) est l’ope´rateur de Boltzmann line´arise´ et A
et B sont les listes de tenseurs dont les composantes sont
(A)i =
mi
kBT
[
(v− u)⊗ (v− u)− 1
3
‖v− u‖2 I
]
,
(B)i = (v− u)
[
1
2
mi (v− u)2 − 5
2
kBT
]
.
Enfin Cj est la liste de vecteurs dont la j
eme composante est v − u
et les autres 0. En plus de A et B, on voit ainsi apparaˆıtre un nouvel
espace orthogonal a` K qui va jouer une importance capitale.
mathC De´finition 4.2.2.
C = [(I − PK)C1, · · · , (I − PK)Cp] . (4.2.25) spaceC
De (
order0
4.2.24) on tire une e´criture synthe´tique de la matrice de Onsa-
ger.
diff Proposition 2.
Lij =
1
3
k−1B
〈L−1B [(I − PK) (Ci)] , (I − PK) (Cj)〉 , (4.2.26)
Liq = Lqi =
1
3
〈L−1B (B) , (I − PK) (Ci)〉 , (4.2.27)
Luu =
1
10
〈L−1B (A) ,A〉 , (4.2.28)
Lqq =
1
3
〈L−1B (B) ,B〉 . (4.2.29)
Et puisque LB est auto-adjoint et ne´gatif sur K⊥, la matrice de Onsager
est syme´trique ne´gative et son noyau est engendre´ par (m1, · · · ,mp, 0)T ∈
Rp+1.
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Les proprie´te´s de la matrice de Onsager reposent entie`rement sur
celles de (Qi(f))i et de l’ope´rateur line´arise´ LB. Nous de´finissons ainsi
une classe d’ope´rateurs qui permettent de reproduire ”proprement” ce
passage cine´tique−→macroscopique.
De´finition 4.2.3. Un ope´rateur R est dit proprement de´fini si
1. son espace d’invariants de collision est K,
2. il ve´rifie le the´ore`me H,
3. les e´tats d’e´quilibre sont caracte´rise´s par les Maxwelliennes,
4. son ope´rateur line´arise´ LR a pour noyau K et est auto-adjoint,
syme´trique et ne´gatif sur K⊥.
Il est important de remarquer qu’un ope´rateur proprement de´fini ne
redonne pas a` priori la bonne matrice de Onsager. Seules les proprie´te´s
de celle-ci sont conserve´es.
4.2.3 Construction de l’ope´rateur de Fick
Avant de de´finir cet ope´rateur sur les bases que nous avons e´non-
ce´es, attardons nous sur l’interpre´tation de cette me´thode de relaxa-
tion sur les moments. Il s’agit moins de dire ”nous voulons retrouver
la bonne limite hydrodynamique” que d’essayer de s’approcher au plus
pre`s de l’ope´rateur de Boltzmann. Mais les limites impose´es au de´but
du chapitre
MRM
4 sont celles de la line´arite´. Du coup, l’ope´rateur que nous
construisons est plus proche de LB que de (Qi(f))i. D’une certaine fa-
c¸on, notre construction reproduit au niveau cine´tique ce qui est issu de
la the´orie des petites perturbations en physique statistique
LF
[73]. Nous
nous limitons maintenant a` n’imposer des contraintes que sur les mo-
ments relatifs a` l’espace C
%
j=p∑
j=1
∫
R3
(Gj − fj) wr,j = −λr
j=p∑
j=1
∫
R3
fjwr,j, r = 1, · · · p− 1,
(4.2.30) bgkrel
(la contrainte portant sur le p-ie`me moment doit juste traduire la
conservation de la quantite´ de mouvement). En vertu de la proposi-
tion
diff
2, la recherche de ces moments ne pourra s’appuyer que sur la
connaissance de (Lij)i,j=1,...p ou de fac¸on e´quivalente sur la loi de Fick.
Si (Lij)i,j=1,...p est donne´ soit par une approximation, soit par des va-
leurs expe´rimentales, la seule condition requise est que cette matrice
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soit syme´trique ne´gative avec un noyau engendre´ par (m1, · · · ,mp).
Toute notre construction repose sur ces proprie´te´s. Le programme est
identique a` celui de l’interpre´tation des mode`les ESBGK : identifier les
contraintes (
bgkrel
4.2.30) line´arise´es avec la loi recherche´e. On suppose au
pre´alable que R(f) est proprement de´fini et que L−1R (C) ⊥ B. On peut
alors toujours e´crire wr =
∑
αr,sCs (avec une condition ad-hoc sur
(αr,s)s pour tout r < p). En introduisant d’une part l’e´quation ve´rifie´e
par la perturbation (
order0
4.2.24) dans le membre de gauche de l’e´quation
(
bgkrel
4.2.30) et d’autre part la loi de Fick dans le membre de droite, on
obtient, en tenant compte du fait que l’e´galite´ doit eˆtre valable pour
toutes des valeurs quelconques des ∇(µj/T ), les e´galite´s suivantes
k−1B αrj||Cj||2 = −λr
p∑
s=1
αrs Lsj, ∀r = 1, ..., p− 1, j = 1, · · · , p
(4.2.31) lin1
que l’on comple`te avec
0 =
p∑
s=1
αps Lsj, ∀j = 1, · · · , p. (4.2.32) lin2
Remarquons que l’on obtient une e´criture syme´trique de ces e´quations
en posant αrj = Wrj/||Cj||. Cette formulation fait alors apparaˆıtre la
matrice L∗ de´finie par
L∗ij :=
kBLij
||Ci|| ||Cj|| , (4.2.33) Lstar
ainsi que la matrice W . L∗ posse`de les meˆmes proprie´te´s que L (re´duite
a` ces (p − 1) × (p − 1) e´le´ments) de sorte que (lin14.2.31) (lin24.2.32) sont
l’expression de la diagonalisation de L∗ par une matrice orthonormale
W . Les moments a` relaxer s’e´crivent alors
wr =
p∑
s=1
Wrs
Cs
||Cs|| , r = 1, ·, p− 1, wp =
∑
s
√
ρs
ρ
Cs
‖Cs‖ ∈ K
(4.2.34) wrelax
tandis que les coefficients de relaxation sont associe´s aux valeurs propres
(d∗r)r de L
∗ par les relations
λr = −(d∗r)−1 ∀r = 1, · · · , p− 1, λp = 0. (4.2.35) coefrelax
On ve´rifie aise´ment que pour tout r < p, le moment wr ∈ C par
orthonormalite´ de la matrice W et de la base (Ci/ ‖Ci‖)i.
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4.2.4 Re´alisabilite´ et de´finition de R((f))
Aux contraintes (
bgkrel
4.2.30) s’ajoutent les lois de conservation
∀l ∈ [1, p+ 4] ,
i=p∑
i=1
∫
R3
Ri(f)φ
l
i dv = 0. (4.2.36) K
On e´crit
Ri(f) = %(Gi − fi), i = 1, · · · , p
et sans avoir encore e´voque´ le proble`me de minimisation de l’entropie,
on est amene´ a` ve´rifier si l’ensemble Cf des fonctions qui ve´rifient l’en-
semble des contraintes contient des ensembles de fonctions (g1, · · · , gp)
positives et non nulles. Les contraintes (
bgkrel
4.2.30) permettent d’e´tablir
une relation entre U = (u1, ...,up)T et U = (u1, ...,up)
T
U−U = N−1W T
(
I− 1
%
Λ
)
WN
(
U−U) , (4.2.37) UU
ou` on a note´ N et Λ les matrices diagonales ayant pour termes (
√
ρ1, . . . ,
√
ρp)
et (λ1, . . . , λp). On de´duit ensuite de la conservation de l’e´nergie que
3
2
nkBT
∗ =
3
2
nkBT − 1
2
p∑
i=1
1
2
ρi(ui − u)2, (4.2.38)
ou` on a de´fini la tempe´rature moyenne T ∗ par
3
2
nkBT
∗ =
1
2
p∑
i=1
mi
∫
R3
(v − ui)2gidv.
Il suffit alors de s’assurer que T ∗ est strictement positive pour que Cf
soit non vide. De l’e´quation (
UU
4.2.37), on de´duit le re´sultat suivant.
prepar Lemme 4.2.2. Pour toute valeur de % ≥ maxr λr/2, on a T ∗ > 0.
solution Proposition 3. Les fonctions qui minimisent l’entropie sous les contraintes
(
K
4.2.36) et (
bgkrel
4.2.30) s’e´crivent
∀i ∈ [1, p] , Gi = n
i
(2pikBT ?/mi)
3/2
exp
(
−mi (v− ui)
2
2kBT ?
)
, (4.2.39) G
ou` T ? est de´fini par (
Tstar
4.2.38) et (
UU
4.2.37).
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Ce re´sultat de´finit entie`rement notre mode`le. Si l’on voulait en e´crire
proprement la de´monstration, il nous faudrait ge´ne´raliser le the´ore`me
sufficient
3.1.7. Disons que les contraintes s’e´levant sur des polynoˆmes d’ordre
2, nous pouvons directement exhiber la solution par multiplicateurs de
Lagrange.
Remarque 5. La contrainte du lemme
prepar
4.2.2 sur la fre´quence de col-
lision porte sur l’inverse des valeurs propres de L∗, ou encore de la
matrice de Fick. Les valeurs des λr seront d’autant plus grandes que
les effets de diffusion (sur les densite´s) seront petits. On peut espe´rer
que dans un certain re´gime, la viscosite´ ve´rifie
µ ≥ maxr λr
nkBT
(4.2.40) condmu
auquel cas il suffit de poser comme pour le mode`le BGK classique % =
nkBT/µ pour retrouver la bonne viscosite´ a` la limite hydrodynamique.
On peut alors dire dans ce cas que 1/% n’est autre que le temps de retour
pour que le me´lange revienne a` l’e´quilibre thermodynamique
Cerc
[32].
4.3 Proprie´te´s de l’ope´rateur et limite hydrodyna-
mique
Il est clair que les lois de conservation sont respecte´es puisque in-
cluses dans les contraintes. Le the´ore`me H repose sur un argument
technique et de type mathe´matique. Nous en donnerons une version
thermodynamique plus ge´ne´rale dans l’article incluant la chimie. Il en
est de meˆme pour la caracte´risation des e´tats d’e´quilibre et on a
R(f) = 0⇔ G = f = M⇔
∑
i
∫
(Gi − fi) ln fi = 0.
Finalement, on peut effectuer un calcul direct pour obtenir la forme de
l’ope´rateur line´arise´ et on a
LR = % (PK +R ◦ PC − I) , (4.3.41) Lfick
ou` R : C→ C est de´fini par
∀r ∈ [1, p− 1] , R (wr) =
(
1− λr
%
)
wr.
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On en de´duit que LR est auto-adjoint ne´gatif sur K⊥ et de noyau K. En
conclusion l’ope´rateur R(f) est proprement de´fini et on peut maintenant
proce´der au calcul de la limite hydrodynamique de notre mode`le. Nous
allons maintenant corriger une erreur commise dans
BPS
[22] et aussi dans
BS3
[27].
4.3.1 Erratum
erratum
En re´alite´, le calcul de (I − PK) v.∇xV donne B˜ et non B dans
(
order0
4.2.24) ou` B˜ est de´fini par
B˜i = mi(v− u)
(1
2
(v− u)2 − 5nkBT
2ρ
)
. (4.3.42) tildeB
Bien qu’appartenant a` K⊥, ce vecteur n’est pas dans C⊥ (voir definition
mathC
4.2.2). Ce qui veut dire par exemple que l’on a pas
Ji =
p∑
j=1
Lij∇
(µj
T
)
,
contrairement a` ce qui a e´te´ e´crit dans notre article. Il manque donc
un terme en ∇(1/T ). Les vecteurs (wr)r et les coefficients (λr)r restent
inchange´s puisque calcule´s sur la seule connaissance de (Lij)i,j=1,··· ,p.
Mais ils ne sont pas explicites et le calcul de L−1R (B˜) peut s’ave´rer
difficile. Nous proposons de contourner cette difficulte´ en utilisant le lien
qui unit la formulation thermodynamique a` celle ou` (voir par exemple
FK
[61]
Giov
[52])
miJi = −
p∑
j=1
ρiDij
∇pj
p
− ρiθi∇T
T
, ∀i ∈ {1; p}. (4.3.43) fluxgio
Le lien entre ces deux formulations a e´te´ e´tabli par Kurochkin, Ma-
karenko and Tirskii
KMT
[69] et consiste essentiellement a trouver com-
ment passer d’un jeu de variable a` l’autre. La matrice de diffusion
D = (Dij)i,j=1,··· ,p est directement relie´e a` (Lij)i,j=1,··· ,p par la relation
Dij = −nkBLij
ninj
, (4.3.44) DL
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(attention, les relations e´tablies dans
KMT
[69] valent pour les flux de masses
volumique). D’un autre coˆte´, les coefficients de diffusion thermique
valent
niθi =
5
2
kB
p∑
k=1
Lik − 1
T
Liq.
L’inte´reˆt est que
θi =
1
3
〈ΨDi ,L−1R (B)〉,
ou` l’ensemble des vecteurs ΨDi sont de´finis par
ΨDij =
1
p j
(
δij − ρj
ρ
)
(v− u) , i = 1, · · · , p. (4.3.45) psiD
Mais ΨDi ∈ C et donc θi = 0. On en de´duit que
L˜iq = L˜qi =
5
2
kBT
j=p∑
j=1
Lij,
qui remplace la vraie valeur (
Liq
4.2.27) dans (
fluxaffinity
4.2.21). On peut encore
e´crire en terme de flux de masse volumique
miJi = −
p∑
j=1
ρiDij
∇pj
p
. (4.3.46)
Par le meˆme type de calcul, la vraie valeur de Lqq (
Lqq
4.2.29) doit eˆtre
remplace´e par
L˜qq = −5 k
2
BT
3
2 %
p∑
i=1
ni
mi
+
(
5 k2BT
2 %
)2 p∑
i,j=1
Lij,
et on peut aussi e´crire
Jq = −λˆ∇T +
p∑
i=1
himiJi, (4.3.47)
ou` la conductivite´ thermique partielle λˆ et les enthalpies spe´cifiques
(hi)i valent
λˆ =
5 k2BT
2 %
p∑
i=1
ni
mi
, hi =
5kBT
2mi
∀i.
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Finalement
Ju = −µ˜D (u) avecµ˜ = n kBT
%
, (4.3.48)
et on a e´galite´ entre µ˜ et la vraie viscosite´ µ (
Luu
4.2.28) sous la condition
(
condmu
4.2.40).
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Chapitre 5
Gaz polyatomiques avec
re´actions chimiques ”lentes”
5.1 Un cas simplifie´
BS3
[27]
Nous de´cidons avec Ste´phane Brull d’exploiter d’un coˆte´ les pro-
prie´te´s de notre mode`le pour les me´langes et de l’autre les mode`les de
l’e´quipe de Parme
GSPBGK
[59]
BGS2
[14] pour une collision chimique bi-mole´culaire
M1 + M2 
M3 + M4 (5.1.1) reac
avec un seul niveau d’e´nergie interne Ei par mole´cule. On peut trouver
par exemple dans
rossani
[97] le syste`me d’e´quations de Boltzmann correspon-
dant a` ce syste`me. Les collisions me´caniques sont purement e´lastiques
et on peut donc utiliser directement le mode`le de Fick. Si l’on se met
dans le cadre ou` les temps caracte´ristiques des collisions me´caniques
sont petits devant les temps caracte´ristiques chimiques, il est relative-
ment naturel de se´parer les ope´rateurs visant a` approcher chacun des
phe´nome`nes. En l’occurrence, tirer avantage des travaux pre´ce´dents et
des mode`les pour la chimie. On peut se´parer les mode`les de Spiga & al
en deux groupes :
1- Mode`le BGK base´ sur l’approche de Andrie`s, Aoki et Perthame pour
les mole´cules Maxwelliennes
AAP
[1]. Les contributions chimiques doivent re-
donner sous l’hypothe`se d’e´quilibre thermodynamique (approximation
chimie lente) les bonnes moyennes pour chaque espe`ce de la quantite´
de mouvement, de l’e´nergie cine´tique et des taux de production mole´-
culaires. Cependant, le mode`le est mal pose´ (possibilite´ de tempe´rature
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ne´gative) et le the´ore`me H n’est valable qu’a` l’e´quilibre thermodyna-
mique.
2- Ope´rateur de type BGK construit a` partir de fre´quences de collision
quelconques, respectant les lois de conservation et ferme´ par une loi
d’action des masses. Caracte´ristiques : the´ore`me H mais pas d’approxi-
mation des taux de production mole´culaires.
A noter que ces deux types de mode`le incluent phe´nome`nes me´caniques
et chimique en un seul ope´rateur de type BGK. Il est cependant aise´
d’en effectuer un splitting. Nous choisissons d’additionner au mode`le
de Fick le mode`le de type 2 afin d’assurer la de´croissance de l’entropie.
Pour re´sumer (un peu drastiquement) l’article, la difficulte´ principale
sera le calcul de la perturbation a` l’ordre ε des termes de production
chimique dans le de´veloppement de Chapman-Enskog. Il s’agit d’e´ta-
blir les variations des e´tats d’e´quilibres thermodynamiques et chimiques
dues aux variations de densite´s et de tempe´rature.
5.2 Un mode`le pour la simulation de me´langes de
gaz polyatomiques rare´fie´s avec re´actions chi-
miques
JS4
[103]
1- Pre´ambule
Poussons un peu plus loin l’analyse de la pertinence d’une approche
cine´tique base´e sur
BS3
[27]. Il nous faut supposer que les temps caracte´ris-
tiques des collisions me´caniques et de relaxation des e´nergies internes
sont petits devant les temps chimiques mais pas suffisamment petits de-
vant le temps caracte´ristique d’e´volution des variables macroscopiques.
En d’autre terme, nous nous autorisons un de´se´quilibre un peu supe´-
rieur a` celui de l’e´quation de Navier-Stokes. Nous voulons tirer avantage
a` la fois de la mode´lisation du re´gime ”Boltzmann line´arise´” propose´ au
chapitre 4 et de la connaissance des processus chimiques a` l’e´quilibre
thermodynamique. Ce re´gime particulier n’inclut e´videmment pas le
cas de forts de´se´quilibres vibrationnels pour lesquels on peut, a` nou-
veau sous certaines hypothe`ses concernant les nombres de Knudsen
associe´s a` chaque degre´ de liberte´ (par exemple pour les e´coulements
hypersoniques), revenir a` des syste`mes aux moments ou` la population
de chaque niveau d’e´nergie de vibration pour chaque espe`ce he´rite de
sa propre e´quation avec notamment un terme de cine´tique chimique
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NK
[89].
Dans le re´gime que nous traitons, il n’est pas concevable de traiter
se´pare´ment les collisions chimiques, c’est a` dire pour chaque niveau
d’e´nergie interne de chaque re´actif et produit, et ceci pour des raisons
de couˆt. On ne peut donc pas additionner des mode`les chimiques du
type 1 ou 2. Il nous faut construire un ope´rateur englobant l’ensemble
des collisions pour chaque re´action, capable d’approcher les taux de
production mole´culaire, bien pose´ et entropique contrairement au mo-
de`le de type 1
GSPBGK
[59]. Il faut enfin que l’ensemble des parame`tres requis
pour cette construction soit calculable ou bien donne´ par des formules
empiriques.
2- Notations et ge´ne´ralite´s
Nous adoptons des notations proches de celles du chapitre 4 mais
adapte´es au cas des mole´cules avec plusieurs niveaux d’e´nergie interne.
On conside`re un me´lange de gaz polyatomiques. L’ensemble des espe`ces
est note´ S. A chaque espe`ce i du me´lange est associe´e une fonction de
distribution fi(t,x,v, I) ou` l’indice muet I repre´sente n’importe quel ni-
veau d’e´nergie dans un ensemble Ωi. La I
eme valeur de l’e´nergie interne
dans ωi est note´e EiI . C’est la somme du I
eme e´tat d’e´nergie quan-
tique et de l’e´nergie de formation de l’espe`ce i. Les densite´s, masses
volumiques, vitesses moyennes par espe`ce ou` vitesse moyenne ge´ne´rale
sont obtenues de la meˆme fac¸on que dans le chapitre 4 en ajoutant aux
moyennes sur les vitesses la somme sur les ensembles de niveaux d’e´ner-
gie ade´quats. Par exemple, l’e´nergie interne E par unite´ de volume est
de´finie par
E =
∑
i∈S
I∈Ωi
∫
(
1
2
mi(v− u)2 + EiI) fi(t, x, v, EiI)dv. (5.2.2) Etot
La notion de tempe´rature ge´ne´rale est plus complexe. Elle est de´crite
via l’annulation de la production d’entropie non re´active une fois que
l’espace des invariants collisionnels K associe´ aux termes de collisions
me´caniques a e´te´ identifie´. Sans entrer dans les de´tails sur la forme de
ces termes que nous noterons Si(f) (voir
WT
[111]
Giov
[52]), K est engendre´ par
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l’ensemble des vecteurs ψ l, l ∈ [1,#S + 4]
1
0
...
0
 , · · · ,

0
0
...
1
 ,

m1vx
m2vx
...
mnvx
 ,

m1vy
m2vy
...
mnvy
 ,

m1vz
m2vz
...
mnvz
 ,

1
2
m1v
2 + E1I
1
2
m2v
2 + E2I
...
1
2
mnv
2 + EnI
 .
On de´finit ensuite l’entropie physique
Skin(f) = −kB
∑
i∈S
I∈Ωi
∫
fi
(
log(βiIfi)− 1
)
dv, (5.2.3) Skin
ou`
βiI =
h3P
aiIm3i
,
(hP est la constante de Planck et aiI la de´ge´ne´rescence du niveau d’e´ner-
gie EiI). Finalement, le terme de production d’entropie lie´e aux chocs
me´caniques s’e´crit
vS = −kB
∑
i∈S
I∈Ωi
∫
Si(f) log(βiIfi)dvi.
Ce dernier s’annule si et seulement si les fonctions fi sont de la forme
Mi = 1
βiI
ni
Qi
exp
{
− mi
2kBT
(vi − v)2 − EiI
kBT
}
, (5.2.4) maxw
ou` Qi est le produit des fonctions de partitions translationnelle
Qtri =
(
2pimikBT
h2P
)3/2
,
et de l’e´nergie interne
Qinti =
∑
I∈Ωi
aiI exp
(
−EiI
kBT
)
. (5.2.5)
Ainsi, T est de´finie implicitement par la relation (
Etot
5.2.2) en remplac¸ant
fi par Mi pout tout i ∈ S. Plus pre´cise´ment, on a
E =
∑
i∈S
ni(
3
2
kBT + Ei(T )), Ei(T ) =
1
Qinti (T )
∑
I∈Ωi
aiIEiI exp
(
−EiI
kBT
)
.
(5.2.6)
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Pour ce qui concerne la chimie au niveau cine´tique, nous nous bornerons
a` quelques notions e´le´mentaires et proposons au lecteur inte´resse´ de lire
dans un ordre historique
LH
[72]
Kus
[70]
Gru
[60]
Giov
[52]. D’autres travaux permettent
de substituer aux probabilite´s de collision chimique des sections diffe´-
rentielles (voir par exemple
LRS
[75] et
DMS
[42] pour les proprie´te´s requises).
Nous conside´rons le cas de collisions au plus triples (succession de deux
collisions) et les re´actions chimiques sont note´es∑
k∈Fr
Mk 

∑
l∈Br
Ml, r ∈ R, (5.2.7)
ou` Fr et Br sont respectivement les indices des (espe`ces) re´actifs et des
produits. Dans le meˆme ordre les coefficients stoechiome´triques pour
une espe`ce i dans cette re´action r sont νbir et ν
f
ir et on note νir = ν
b
ir−νfir.
Meˆme si ces coefficients sont ne´cessairement nuls lorsque l’espe`ce i n’est
pas pre´sente dans la re´action, nous introduisons pour la clarte´ du propos
les sous-espaces Sr des re´actifs et produits (compte´s une seule fois) de
la re´action r. Le terme source pour une espe`ce i correspondant a` la
re´action r est note´ Cri (f) et la somme de toutes les contributions Ci(f).
Il va de soi que les collisions chimiques respectent la conservation de la
quantite´ de mouvement et de l’e´nergie globale mais que contrairement
au cas me´canique, ce sont les masses volumiques relatives a` chaque
atome qui sont conserve´es. Si m˜l est la masse d’un atome l et ail le
nombre d’atomes l dans l’espe`ce i, les invariants chimiques sont les
masses volumiques relatives a` chaque atome qui sont pre´sentes dans le
me´lange
ρ˜l = m˜l
∑
i∈S
ail n
i, ∀l. (5.2.8)
Pour finir, le syste`me d’e´quations de Boltzmann a` re´soudre est le sui-
vant
∂tfi + v.∇xfi = Si(f) + Ci(f), i ∈ S. (5.2.9)
3- Mode`le me´canique
La construction de RM (f) ne varie en rien de celle ope´re´e au pa-
ragraphe 4.2. Nous pre´fe´rons toutefois ope´rer la premie`re e´tape en se
basant sur la la matrice de diffusion D = (Dij)i,j∈S (
fluxgio
4.3.43) (paragraphe
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erratum
4.3.1) plutoˆt que sur la matrice issue de la thermodynamique. Ainsi la
construction repose sur la diagonalisation dans une base orthonorme´e
de D∗ = −L∗ de´finie via le changement de variables ope´re´ dans KMT[69]
D∗ij =
√
ρiρj
nkBT
Dij, i, j ∈ S. (5.2.10) Dstar
Une fois ce travail effectue´, les contraintes (
bgkrel
4.2.30) conduisent a` la de´-
finition des vitesses (ui)i∈S (
UU
4.2.37) des fonctions relaxation (gi)i. On
doit ensuite y ajouter les lois de conservation dont notamment celle de
l’e´nergie interne
E =
p∑
i=1
1
2
ρi(ui − u)2 + E∗ =
p∑
i=1
1
2
ρi(ui − u)2 + E∗,
ou`
E∗ =
∑
i∈S
I∈Ωi
1
2
mi
∫
(v− ui)2fidv, E∗ =
∑
i∈S
I∈Ωi
1
2
mi
∫
(v− ui)2gidv.
(5.2.11) EE
Il est clair que la relation E∗ ≥ E∗ est une condition suffisante pour
la re´alisabilite´ du proble`me de maximisation de l’entropie sous les
contraintes e´nonce´es ci-dessus (cf proposition
solution
3). Nous allons voir que
cette condition est bien plus importante que cela. Nous ame´liorons dans
un premier temps le re´sultat obtenu dans le lemme
prepar
4.2.2 en utilisant
l’orthonormalite´ de la matrice W et la relation (
UU
4.2.37). La condition
optimale portant sur la fre´quence de relaxation %M pour que l’ine´galite´
sur les e´nergies internes ait lieu est
%˜M =
∑
i λ
2
i ‖Vi‖2∑
i λi‖Vi‖2
avec V = W N
(
U−U) . (5.2.12) tvarrho
Nous en tirons une premie`re conclusion (qui d’ailleurs peut eˆtre aussi
de´duite du lemme
prepar
4.2.2). Le mode`le est a` priori bien pose´ dans la limite
ou` les fonctions (fi)i tendent vers l’e´quilibre thermodynamique, c’est
a` dire dans la limite ou` les termes de diffusion s’annulent (λi → 0).
Le deuxie`me inte´reˆt pratique est d’optimiser la contrainte portant sur
%M de fac¸on a` ce que si possible la fre´quence de relaxation ait un sens
physique. Dans le re´gime Boltzmann line´arise´ et pour un seul gaz, le
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temps caracte´ristique τ de relaxation des e´nergies internes de´pend de
la viscosite´ volumique α
FK
[61]
defvarrhoM1τ =
3
2p
cv
cint
α,
ou` cint et cv sont respectivement la chaleur spe´cifique due a` l’e´nergie
interne et la capacite´ calorifique a` volume constant par mole´cule. Nous
prenons ce meˆme temps pour le me´lange. Rappelons que la pression p
est alors de´finie a` partir de la masse molaire moyenne m¯
p = ρ
R
m¯
T, m¯ =
Nρ∑4
i=1
ρi
mi
, (5.2.13) p
ou` R est la constante des gaz parfaits et N le nombre d’Avogadro. On
pose alors
%M = max
(
2
3
p
α
cint
cv
, %˜M
)
, (5.2.14) num2
et en tenant compte des contraintes de conservations et de la relation
(
UU
4.2.37), on obtient un re´sultat similaire a` celui obtenu dans
BPS
[22].
defickrel De´finition 5.2.4. La maximisation de l’entropie sous les contraintes
ci-dessus de´finit de fac¸on unique l’ensemble de fonctions MM = (MM1 , · · · ,MMp )
ou`
MMi =
1
βiI
ni
Qi(T∗)
exp
{
− mi
2kBT∗
(v− ui)2 − EiI
kBT∗
}
, (5.2.15) maxG
et T∗ est de´fini implicitement par la relation
E∗ =
∑
i∈S
ni(
3
2
kBT∗ + Ei(T∗)), (5.2.16)
(voir (
E
5.2.6)). L’ope´rateur RM (f) s’e´crit alors
RM (f) = %M (MM − f) . (5.2.17) fickop
freq Remarque 6. La construction meˆme du mode`le me´canique impose pour
l’instant un unique temps de retour vers l’e´quilibre pour l’ensemble des
mole´cules. Ceci est un handicap lorsqu’il s’agit de comparer ce temps
aux temps caracte´ristiques de chaque re´action chimique. On peut e´vi-
demment imposer en plus de (
num2
5.2.14) que %M soit supe´rieur a` toutes
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les fre´quences de collisions me´caniques %Mr pour que l’hypothe`se d’une
chimie lente soit a` coup suˆr ve´rifie´e. Le mode`le propose´ dans
AAP
[1] tient
compte de ces diffe´rentes fre´quences mais n’est valable que pour les mo-
le´cules Maxwelliennes. De plus, son essence est bien loin de celle des
MRM. Il serait donc inte´ressant d’e´tudier la possibilite´ d’inclure diffe´-
rentes fre´quences de collisions dans le cadre des me´thodes propose´es au
chapitre 4.
Le dernier point que nous allons e´voquer pour le mode`le me´canique
est celui du the´ore`me H.
The´ore`me 5.2.11. Le mode`le me´canique ve´rifie le the´ore`me H avec
caracte´risation des e´tats d’e´quilibre par les fonctions (Mi)i (
maxw
5.2.4) si
et seulement si E∗ ≥ E∗.
Nous voulons donner ici une interpre´tation thermodynamique de ce
the´ore`me. En premier lieu, l’entropie des fonctions (fi)i∈S et des fonc-
tions (MMi )i∈S (
maxG
5.2.15) ne de´pend pas de la vitesse moyenne de chacune
de ces fonctions. Une fois que la conservation de la quantite´ de mou-
vement est respecte´e entre ces deux ensembles, ces fonctions peuvent
eˆtre assimile´s a` des ensembles ou` toutes ces vitesses sont nulles. On
maximise dans un premier temps l’entropie pour le premier ensemble
de fonctions sous les contraintes de densite´, vitesse moyenne nulle pour
chaque fonction et e´nergie interne E∗ fixe´es. On obtient ainsi un premier
e´tat du me´lange caracte´rise´ par des fonctions a` l’e´quilibre thermodyna-
mique M∗. De fac¸on identique, on obtient pour les meˆmes conditions
avec e´nergie interne E∗ un deuxie`me syste`me a` l’e´quilibre M∗. L’en-
tropie de chacun de ces e´tats du me´lange peut eˆtre compare´e grace au
second principe de la thermodynamique
DS = 1
T
DE −
∑
i∈S
gi
T
Dρi, (5.2.18)
ou` gi = (kBT/mi) ln(n
i/Qi) sont les fonctions de Gibbs spe´cifiques et D
la de´rive´e totale. Ici, l’entropie comme l’e´nergie interne sont des fonc-
tions thermodynamiques construites a` partir de Skin (Skin5.2.3) applique´e
aux e´tats d’e´quilibre (voir
Giov
[52]). Cette forme diffe´rentielle e´tant totale
exacte, on peut l’inte´grer sur le chemin γ(t) = (1 − t)A + tB pour
t ∈ [0, 1] avec A = (E∗, (ρi)i) et B = (E∗, (ρi)i). On obtient ainsi
S(B)− S(A) =
∫
γ
dS =
∫ 1
0
∂S
∂E (γ(t)) (E∗ − E
∗) dt = (E∗ − E∗)
∫ 1
0
1
T (γ(t))
dt,
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d’ou` la CNS du the´ore`me.
4- Chimie
Comme nous l’avons mentionne´ en pre´ambule, l’hypothe`se d’une
chimie lente au regard des phe´nome`nes me´caniques nous ame`ne comme
dans
GSPBGK
[59] a` approcher les taux de production mole´culaires par
∑
I∈Ωi
∫
Cri (M)dv.
Sans rentrer dans les de´tails, cette approximation n’est compatible avec
les lois de conservation chimiques que si l’on ne traite qu’une re´action.
Lorsqu’il y a plusieurs re´actions, il n’y a aucune raison pour que les va-
leurs moyenne´es sur ensemble Sr donne´ correspondent a` celles des Max-
welliennes issues d’un processus de relaxation vers des e´tats d’e´quilibre
globaux. Plus pre´cise´ment, la vitesse moyenne ur et l’e´nergie interne
Er de´finies par
ρr =
∑
i∈Sr
∑
I∈Ωi
∫
mifidv,
ρrur =
∑
i∈Sr
∑
I∈Ωi
∫
mivfidv,
1
2
ρr|ur|2 + Er = ∑i∈Sr∑I∈Ωi ∫ (12miv2 + EiI)fi(t, x, v, EiI)dv,
(5.2.19) macror
ne correspondent en pas a` celles que l’on obtiendrait en remplac¸ant les
fonctions de distribution (fi)i∈Sr par (Mi)i∈Sr . Par exemple ur 6= u en
ge´ne´ral. A l’approximation
∑
I∈Ωi
∫
Cri (M)dv nous substituons donc
une seconde approximation
∑
I∈Ωi
∫
Cri (M
r)dv ou` les Maxwelliennes
(Mri )i∈Sr ne de´pendent que des valeurs ci-dessus.
Un autre proble`me e´voque´ pour les mode`les BGK de type 1 cherchant
a` approcher les taux de production mole´culaire ainsi que d’autres mo-
ments de Cri (f) est celui du the´ore`me H. Nous pensons qu’il ne peut
pas eˆtre prouve´ (et n’est d’ailleurs pas vrai) car les fonctions de re-
laxation ne respectent pas les lois de conservation chimique. Un moyen
de contourner cette difficulte´ est de n’introduire qu’une fre´quence de
relaxation pour l’ensemble des espe`ces pre´sentes dans la re´action r. La
re´ponse que nous apportons aux contraintes : approximation du taux de
production mole´culaire + production d’entropie consiste a` introduire
se´pare´ment pour chaque re´action le syste`me d’e´quations qui la de´crit
dans un cadre homoge`ne, a` ’e´nergie interne Er constante et a` l’e´quilibre
70CHAPITRE 5. GAZ POLYATOMIQUES AVEC RE´ACTIONS CHIMIQUES ”LENTES”
thermodynamique
dsρi(s) = miνir τ r(s), ∀i ∈ Sr,
ρi(0) = min
i(t,x),
Er(s) = Er(t,x), ∀s ≥ 0.
(5.2.20) hom
τ r(s) est le taux de progression ”Maxwellien” (ou encore a` l’ordre 0)
de la re´action r. Ce taux de´pend a` chaque instant de ni(s) et de la
tempe´rature Tr(s) qui est de´finie implicitement par une e´quation du
type (
E
5.2.6). La progression de la re´action r au temps s est au signe
pre`s
xir0ξr(s) =
∫ s
0
τ r(u) du.
En conside´rant les densite´s ni(s), solutions de (
hom
5.2.20) a` l’instant s
ni = n
i + νirξ
r(s), ∀i ∈ Sr, (5.2.21) solhom
et les Maxwelliennes
Mri (s,v) =
1
βiI
ni
Qi(Tr(s))
exp
{
−1
2
mi(v− ur)2
kBTr(s)
− EiI
kBTr(s)
}
, i ∈ Sr,
(5.2.22)
nous proposons dans un premier temps le mode`le suivant
Rri (fi) =
τ r(0)
ξr(s)
(Mri − fi). (5.2.23) modelr
On a pour tout s > 0 et pour tout i ∈ Sr∑
I∈Ωi
∫
Rri (fi) dv = νirτ r((ni), Er) =
∑
I∈Ωi
∫
Cri (M
r)dv.
Les lois de conservation, et notamment celles des densite´s des masses
atomiques sont respecte´es par construction. La production d’entropie
est une conse´quence imme´diate du fait que pour chaque re´action, l’en-
tropie Skin (Skin5.2.3) applique´es aux Maxwelliennes (Mri (s,v))i∈Sr
Skin,r(Mr) =
∑
i∈Sr
ni
(5
2
kB +
Ei
Tr
− kB log ni
Qi(Tr)
)
, (5.2.24)
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est l’entropie du syste`me (
hom
5.2.20). Le choix de s est plus de´licat. Il
faudrait en principe conside´rer le temps caracte´ristique de la re´action
la plus rapide et celui de la variation des variables macroscopiques. En
proce´dant de la sorte, l’ensemble des mode`les construits ci-dessus aurait
un sens global : une sorte de splitting du syste`me homoge`ne global (ca`d
de type (
hom
5.2.20)) traduisant l’e´volution de toutes les masses volumiques
dues aux re´actions chimiques (E(t,x) e´tant fixe´). Malheureusement, les
de´se´quilibres par rapport aux Maxwelliennes globales (Mi)i∈S (
maxw
5.2.4)
engendrent des termes de relaxations parasites du type∑
I∈Ωi
∫
mivRri (f)dv = miurνirτ r(0) +
τ r(0)
ξr(s)
ρi(ur − ui),
Riv= ur
dρi
ds
(0) +
τ r(0)
ξr(s)
ρi(ur − ui).
Afin de minimiser ces termes et faute de mieux on pose s = +∞ dans
(
modelr
5.2.23). On note alors ξr(+∞) = ξr,eq. Remarquons au passage que
τ r(0)/ξ
r,eq n’est pas une fre´quence de collision. C’est le taux exact de
”relaxation” a` l’instant 0 de la concentration massique ρi(0) de chaque
espe`ce i ∈ Sr vers sa valeur a` l’e´quilibre chimique. Sans entrer dans les
de´tails, on prouve le re´sultat de stabilite´
lim
ξr,eq→0
τ r(0)
ξr,eq
= αr,eq < +∞,
ou` αr,eq ne de´pend que des valeurs macroscopiques a` l’e´quilibre. Il faut
comprendre cette limite comme e´tant celle ou` les conditions initiales
du syste`me (
hom
5.2.20) sont proches de l’e´quilibre re´actionnel. A nouveau,
un proble`me se pose car αr,eq peut eˆtre non nul pour des re´actions ou`
un re´actif et un produit ne sont pas pre´sents, c’est a` dire lorsque la
re´action ne peut pas se produire. On pose alors
Rri (fi) =
τ r(0)
ξr,eq
H(τ r) (Mr,eqi − fi), (5.2.25)
= %r (Mr,eqi − fi), (5.2.26)
ou` H est la fonction de Heaviside.
Pour finir nous proposons un seul terme chimique pour chaque espe`ce
i qui prend en compte toutes les re´actions auxquelles elle participe.
Cet ope´rateur est construit en calculant des valeurs macroscopiques a`
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partir de celles des MaxwelliennesMr,eqi ponde´re´es par chaque taux de
re´action non nul. Par exemple
nCi =
1∑
r/ i∈Sr %
r
∑
r/ i∈Sr
%r
∑
I∈Ωi
∫
Mr,eqi dv,
=
1∑
r/ i∈Sr %
r
∑
r/ i∈Sr
%r nr,eqi . (5.2.27)
On calcule de la meˆme fac¸on une vitesse uCi et une e´nergie interne ECi .
A (nCi ,u
C
i , ECi ) est associe´ une unique Maxwellienne
MCi =
1
βiI
nCi
Qi(TCi )
exp
{
− mi
2kBTCi
(v− uCi )2 −
EiI
kBTCi
}
, (5.2.28) MiC
A nouveau TCi est de´fini implicitement par
ECi = nCi (
3
2
kBT
C
i + Ei(T
C
i )). (5.2.29) TiC
Le mode`le final s’e´crit
RiC De´finition 5.2.5.
RCi (fi) = (
∑
r/ i∈Sr
%r) (MCi − fi)
= %Ci (MCi − fi). (5.2.30)
On retrouve tout d’abord le taux de production mole´culaire a` l’ordre
0
%Ci
∑
I∈Ωi
∫
(MCi − fi) dv
∑
r/ i∈Sr
νir τ r((n
i)i, Er).
Ensuite, les proprie´te´s de conservation de ces mode`les sont identiques
a` celles des ope´rateurs chimiques (Ci(f))i∈S. Enfin la production d’en-
tropie chimique globale est positive ou nulle puisque chaque ope´rateur
est construit d’une part par combinaison convexe des Maxwelliennes
(Mr,eqi )r et d’autre part par maximisation de l’entropie.
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5- Etude globale
Le syste`me d’e´quations s’e´crit maintenant
∂tfi + v.∇xfi = %M (MMi − fi) + %Ci (MCi − fi), ∀i ∈ S.(5.2.31)
On caracte´rise dans un premier temps les e´tats ou` la production d’en-
tropie globale est nulle. Nous avons le re´sultat ge´ne´ral suivant.
Htheorem The´ore`me 5.2.12.
vkin = vM + vC ≥ 0,
(ici vC est le terme de production d’entropie chimique). De plus vkin =
0 est e´quivalent a` chacune des assertions suivantes
i) fi = Mi, ∀i ∈ S et tous les taux de production chimique τ r sont
nuls,
ii) %M (MMi − fi) + %Ci (MCi − fi) = 0, ∀i ∈ S.
Il est a` noter que ce re´sultat est e´quivalent a` celui obtenu par Gio-
vangigli dans le cadre de la thermodynamique chimique
Giov
[52]. Nous nous
attaquons ensuite au calcul de la limite hydrodynamique.
Proposition 4. Le de´veloppement de Chapman-Enskog de (
BEBGK
5.2.31)
sous l’hypothe`se de phe´nome`nes me´caniques rapides (ε−1 devant %ME
dans (
BEBGK
5.2.31)) conduit au syste`me d’e´quations de Navier-Stokes (vrai
a` O(ε2) pre`s)
NSE
∂tρ
i +∇ · (ρiu) + ε∇ · Ji = miω0i + εmiω1i ,
∂t(ρu) +∇ · (ρu⊗ u + pI) + ε∇ · Ju) = 0,
∂t(
1
2
ρu2 + E) +∇ · ((1
2
ρu2 + E + p) u)+ ε∇ · Jq = 0,
ou` les flux valent
fluxRJi = −
p∑
j=1
ρiDij
∇pj
p
, i ∈ S,
Ju = preacI− α˜(∇x.u)I− η˜D (u) ,
Jq = −λˆ∇T +
p∑
i=1
hi Ji.
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Ici (Dij)ij est la matrice de diffusion provenant du ”vrai” ope´rateur
de collision (Boltzmann). Les viscosite´s volumiques et de cisaillement
de´pendent de la fre´quence %M
α˜ =
2
3
p
%M
cint
cv
, η˜ =
p
%M
,
ou` cint et cv = 3/2kB +c
int sont les capacite´s calorifiques spe´cifiques. La
pression due aux re´actions chimiques est de´finie par la formule suivante
preac =
1
2%M
∑
i∈S
%Ci (n
C
i kBT
C
i − nikBT )−
kBT
2%M
∑
i∈S
ω0i +
kB
2%Mcv
∑
i∈S
miω
0
i ei,
ou` %Ci , n
C
i et T
C
i sont de´finis en (
RC2
5.2.30) (
niC
5.2.27) (
TiC
5.2.29) et ei =
(3
2
kBT + E¯i)/mi est l’e´nergie spe´cifique de l’espe`ce i. La conductivite´
thermique partielle est donne´e par
lambdaλˆ = kBT
∑
i∈S
ni
mi
(
5
2
kB +
dE¯i
dT
)
= kBT
∑
i∈S
ni
mi
(
5
2
kB + c
int
i ).
Enfin, hi = (
5
2
kBT + Ei)/mi est l’enthalpie spe´cifique de l’espe`ce i.
En ce qui concerne les termes sources chimiques, ω0i est le taux de
production mole´culaire a` l’ordre 0
ω0i =
∑
r
νirτ r =
∑
I∈Ωi
∫
Ci(M)dv.
La perturbation a` l’ordre 1 de ce terme vaut
ω1i =
∑
r/ j∈Sr
αr∑
k∈Sr ρkcvk(T )
νjr
dτ r
dT
, (5.2.32) limitr
ou` cvk est la capacite´ volumique spe´cifique de l’espe`ce k et
αr = − 1%M kBT
(
(
∑
j∈Sr n
j)c
int
cv
− n∑j∈Sr cintjcv )∇.u
+ 1
%M
∑
j∈Sr %
C
j (ECj − Ej)− 1%M
∑
j∈Sr mjω
0
j ej
+ 1
%M
(∑
j∈Smjω
0
j ej
)
× (∑j∈Sr ρjcvj(T ))/(∑j∈S ρjcvj(T )),
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Quelques mots sur cette limite. L’erratum
erratum
4.3.1 sur la limite du mo-
de`le de Fick a e´te´ trouve´e dans cet article. Elle concerne une notion
d’orthogonalite´. Il est e´tonnant de constater que, contrairement a` la
formulation (
order0
4.2.24) portant sur la perturbation g et qui conduit direc-
tement a` la matrice de Onsager, l’e´criture de celle-ci lorsque l’on fait
intervenir les gradients des pressions partielles respecte d’orthogonalite´
entre les diffe´rents ”vecteurs” de tenseurs. Et pourtant, sans que cela ne
soit jamais e´voque´ de fac¸on nette (voir par exemple
WT
[111]
FK
[61]). L’an-
nulation des coefficients de diffusion thermique pour le mode`le de Fick
en est une conse´quence imme´diate (voir la forme de l’ope´rateur de Fick
line´arise´ (
Lfick
4.3.41)). On peut penser de`s lors penser que les premiers
auteurs ont surtout voulu se ”de´barrasser” des fonctions de partition
pour y substituer des grandeurs phe´nome´nologiques. L’autre remarque
concerne les perturbations des taux de production (
limitr
5.2.32) qui, comme
pour la limite obtenue en partant de l’e´quation de Boltzmann, font
apparaˆıtre des termes en ∇x.u. Le calcul de ces termes est la tache la
plus difficile. Elle ne´cessite d’e´tudier les perturbations des e´tats d’e´qui-
libre des re´actions chimiques dues aux variations de densite´s mais aussi
d’e´nergie interne. C’est le travail re´alise´ sur les e´coulements a` l’e´qui-
libre chimique dans
Giov
[52] qui permet de lever la grosse difficulte´ quand
a` la variation de la tempe´rature par rapport a` l’e´nergie interne (celle-
ci se devait et est effectivement strictement monotone sans quoi les
termes de perturbations auraient pu exploser sous certaines conditions
physiques !).
6- Aspects pratiques
L’orientation vers une mode´lisation qui tient compte des aspects
pratiques est au centre de ce travail. On pourrait objecter que le pre´sent
mode`le repose sur des hypothe`ses physiques ad-hoc mais il n’en est rien.
Il est dans la continuite´ des MRM dont la validite´ est re´duite au re´gime
Boltzmann line´arise´. Le calcul des coefficients dont de´pend le mode`le
est fait de la fac¸on suivante.
Pour l’ope´rateur me´canique : Les algorithmes et logiciel de´veloppe´s
par Ern et Giovangigli
ern
[48]
EG
[47] permettent d’approcher la matrice de
diffusion D et donc aussi D∗ (
Dstar
5.2.10) tout en respectant les proprie´te´s
de syme´trie et de positivite´ requises pour sa diagonalisation dans une
base orthonorme´e. Il en est de meˆme pour la viscosite´ volumique α
de telle sorte qu’a` chaque e´tape de temps et dans chaque volume de
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la discre`tisation en espace, l’ope´rateur RM (f) (fickop5.2.17) est entie`rement
de´fini. Il est difficile de dire sans en avoir fait l’essai si c’est le calcul
des parame`tres de l’ope´rateur ou bien son application qui couˆte le plus
cher.
Pour les ope´rateurs chimiques : Hormis ”la cerise sur le gaˆteau”
qui consiste a` passer de tous les ope´rateurs chimiques Rri (fi) (
RC2
5.2.30)
a` un seul ope´rateur RCi (fi) (
RiR
??), la de´finition effective de ce dernier
repose sur deux choses.
1. Remplacer les taux de progression τ r a` l’ordre 0 par forme plus
commune en chimie
τ r
N = K
f
r
∏
k∈S
(γk)
νfkr −Kbr
∏
k∈S
(γk)
νbkr , (5.2.33)
ou` γk = nk/N = ρk/(Nmk). La constante Kfr (T ) peut alors eˆtre
approche´e par une formule empirique empreinte de la loi d’Arrhe-
nius. Comme il est stipule´ dans
Giov
[52] et de´montre´ dans , Kbr(T ),
pour eˆtre compatible avec la cre´ation d’entropie, doit alors eˆtre
de´finie a` partir de la relation Kbr(T ) = K
f
r (T )/K
e
r (T ) ou` K
e
r (T )
est la constante d’e´quilibre de la re´action r. Celle-ci de´pend di-
rectement de la variation d’e´nergie libre de Gibbs pendant la re´-
action. Nous noterons symboliquement −RT lnKer (T ) = ∆rG ou`
le second membre est calculable a` partir des donne´es physiques.
2. Le point crucial est celui du calcul des concentrations et de la tem-
pe´rature a` l’e´quilibre pour chaque re´action r (
hom
5.2.20). r e´tant fixe´,
ces valeurs sont obtenues en maximisant l’entropie sur l’ensemble
Xr = {(ρi + νirmi x)i∈Sr , ∀x ∈ R} ∩ (R+)dimSr , (5.2.34) X
ou` Xr est construit a` partir des donne´es initiales (ρ
i(t,x))i∈Sr dans
(
hom
5.2.20) et des lois de conservation des masses volumiques relatives
a` chaque atome (
invch
5.2.8) et re´duites a` l’ensemble Sr. A nouveau, des
logiciels tels que STANJAN
Stan
[106] sont de´die´s a` de tels calculs. Il
faut cependant noter que ce n’est pas l’entropie ”cine´tique” Skin,r
(
Skinr
5.2.24) qui est utilise´e pour obtenir ce re´sultat mais l’entropie
physique (i.e construite a` partir de valeurs des capacite´s calori-
fiques). En cela, la production d’entropie telle qu’e´nonce´e dans le
the´ore`me (
Htheorem
5.2.12) peut eˆtre le´ge`rement perturbe´e.
Chapitre 6
Conclusion
Nous avons vu au cours des chapitres comment et pourquoi nous en
sommes venus a` construire des ope´rateurs de relaxation. On peut e´vo-
quer parmi les difficulte´s rencontre´es le couˆt de calcul, les proble`mes
mathe´matiques (stabilite´ de sche´mas), physique (conservations, pro-
duction d’entropie, potentiel d’interaction quelconque, etc) mais aussi
le manque donne´es expe´rimentales. On peut apparenter cette cate´gorie
d’ope´rateurs au mode`le BGK bien que l’approche en soit fondamen-
talement diffe´rente : le point de de´part e´tait bel et bien celui d’une
approximation de de l’ope´rateur de collision de type Galerkine (cha-
pitre 3). Cette approximation se limitait malheureusement aux mole´-
cules Maxwelliennes. L’approche par relaxation des moments est une
conse´quence directe de cette premie`re tentative. Elle permet en un cer-
tain sens de re´pondre au proble`me finesse de description/couˆt de calcul
dans des situations complexes (gaz multi espe`ces monoatomique ou po-
lyatomique). Comme toujours, le domaine de validite´ de ces ope´rateurs
reste celui de l’e´quation de Boltzmann line´arise´e. Hors de ce domaine et
compte-tenu de la complexite´ du terme de collision originel, on ne peut
que se re´jouir de la venue de nouvelles me´thodes nume´riques. Deux
avance´es typiques sont les me´thodes spectrales
MP
[87] et les sche´mas AP
BLM
[15]. Nous ne re´duisons e´videmment pas ces progre`s a` ces seuls auteurs
et renvoyons le lecteur a` l’article de Dimarco et Pareschi
DMP
[44] pour une
plus large bibliographie. Dans l’optique d’une complexite´ croissante des
phe´nome`nes aborde´s, c’est a` dire en se tournant vers les me´langes de
gaz avec ou sans chimie, le proble`me est avant tout une question de
mode´lisation (sans exclure pour autant l’aspect nume´rique). Dans la
continuite´ de nos travaux, il apparaˆıt ne´cessaire d’aborder les points
77
78 CHAPITRE 6. CONCLUSION
suivants.
1. Simulation et comparaison avec les re´sultats existants.
2. Ge´ne´ralisation du mode`le de Fick base´ sur tous les coefficients de
la matrice de Onsager.
3. Mode`le adapte´ aux lois de Stefan-Maxwell.
4. Affranchissement de la condition ne´cessaire de re´alisabilite´ sur la
fre´quence de relaxation (lemme
prepar
4.2.2 et formule (
num2
5.2.14)) pour
notamment inclure la(les) bonne(s) viscosite´(s).
5. Mode`le(s) a` plusieurs tempe´ratures pour les me´langes de gaz po-
lyatomiques.
6. Introduction de plusieurs fre´quences de relaxation/collisions (i.e
une pour chaque espe`ce) notamment dans le cas des re´actions
chimiques lentes (voir remarque
freq
6).
7. Forts de´se´quilibres et chimie.
Pour ce qui concerne le premier point, il semble qu’une me´thode par-
ticulaire avec approche Monte´-Carlo pour le calcul des termes de re-
laxation soit envisageable
ABLP
[2]. Il n’est pourtant pas acquis que cette
discre`tisation soit compatible avec le calcul de la matrice de diffusion
(repre´sentativite´ des espe`ces suffisante ?). Un cadre plus ”naturel” est
e´videmment celui des mode`les a` re´partition discre`te des vitesses pour
lesquels il s’agit essentiellement de remplacer les termes inte´graux par
des sommes discre`tes. A premie`re vue, cela ne semble pas poser de pro-
ble`me pour la construction d’ope´rateur BGK tel que celui de Fick. Rap-
pelons aussi que les questions relatives aux lois de conservation et a` la
re´solution nume´rique pour les MDV ont e´te´ abondamment discute´es et
aborde´es dans
JS
[99]
RS
[96] et e´videmment dans
Mieu
[82] pour les mode`les BGK.
Cette approche pourrait ne´anmoins se heurter a` la ”gourmandise” des
mole´cules polyatomique en terme de capacite´ me´moire, dessinant en
cela une limite a` l’approche cine´tique pure (me´thode Monte´-Carlo ex-
cepte´). Il n’est donc pas raisonnable de distinguer les niveaux d’e´nergie
interne de rotation et de vibration. Impossible alors de s’attaquer aux
gaz avec forts de´se´quilibres sur les e´nergies de vibration. Par contre, cela
n’interdit en rien de construire des mode`les a` deux tempe´ratures pour
espe´rer retrouver les bonnes viscosite´s (point 5). En ce qui concerne la
construction de mode`les base´s sur la connaissance de la matrice com-
ple`te de Onsager ainsi qu’un mode`le adapte´ au cadre plus ge´ne´ral des
lois de Stefan-Maxwell, des travaux sont en cours. Le premier proble`me
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est particulie`rement ardu car il ne´cessite d’e´crire des relations de re-
laxation sur des moments d’ordre supe´rieur. La ”fermeture” du mode`le
par minimisation de l’entropie est alors sujette au proble`me de re´alisa-
bilite´ aborde´ au chapitre 3, mais aussi a` la difficulte´ de construire des
sche´mas stables lorsque les fonctions sont proches de l’e´tat d’e´quilibre.
Ce dernier proble`me a notamment e´te´ souleve´ par Junk dans sa the`se
et plus re´cemment dans
HLT
[63]. Pour finir, les points 4 et 6 sont assez
techniques et des travaux sont aussi en cours.
Le dernier the`me est une perspective sans ide´e particulie`re. La per-
tinence de mode`les BGK se heurte aux forts de´se´quilibres et a` une
description de la chimie dans de telles situations. Dans le mode`le pre´-
sente´ au chapitre 5, la non line´arite´ inhe´rente aux processus chimiques
a e´te´ introduite essentiellement dans les coefficients de relaxation et
le mode`le pre´sente´ est limite´ aux re´gimes proches de l’e´quilibre ther-
modynamique. N’e´tant pas BGK-iste par conviction mais plutoˆt par
cheminement d’ide´es, il faut mesurer avec beaucoup de pre´caution les
domaines d’application d’une telle de´marche. En dehors des domaines
ou` le re´gime line´arise´ (non chimique) est suffisant pour donner des va-
leurs physiques pertinentes, il faut plutoˆt penser en terme de premie`re
approximation. Un couˆt moins e´leve´ pour se donner une ide´e de ce qui
se passe et espe`rer donner des ordres de grandeur. La chimie hors e´qui-
libre est un autre proble`me qui rele`ve d’autres techniques/approches.
De`s lors, si les mode`les cine´tiques simplifie´s n’ont peut-eˆtre pas leur
place pour les rentre´es atmosphe´riques, on peut au moins espe´rer qu’ils
re´sisteront a` l’e´preuve de phe´nome`nes moins raides.
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