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Abstract
We propose inhomogeneous random K-out graphs H(n;µ,Kn), where each of the n nodes
is assigned to one of r classes independently with a probability distribution µ = {µ1, . . . , µr}.
In particular, each node is classified as class-i with probability µi > 0, independently. Each
class-i node selects Ki,n distinct nodes uniformly at random from among all other nodes. A
pair of nodes are adjacent in H(n;µ,Kn) if at least one selects the other. Without loss of
generality, we assume that K1,n ≤ K2,n ≤ . . . ≤ Kr,n. Earlier results on homogeneous random
K-out graphs H(n;Kn), where all nodes select the same number K of other nodes, reveal that
H(n;Kn) is connected with high probability (whp) if Kn ≥ 2 which implies that H(n;µ,Kn)
is connected whp if K1,n ≥ 2. In this paper, we investigate the connectivity of inhomogeneous
random K-out graphs H(n;µ,Kn) for the special case when K1,n = 1, i.e., when each class-1
node selects only one other node. We show that H (n;µ,Kn) is connected whp if Kr,n is chosen
such that limn→∞Kr,n =∞. However, any bounded choice of the sequence Kr,n gives a positive
probability of H (n;µ,Kn) being not connected. Simulation results are provided to validate our
results in the finite node regime.
Keywords: Random Graphs, Inhomogeneous Random K-out Graphs, Connectivity, Security.
1 Introduction
The study of random graphs in their own right dates back to 1959 with the seminal work of Paul
Erdo˝s, Alfred Re´nyi, and Edgar Gilbert. In particular, Erdo˝s and Re´nyi [3] introduced the random
graph model G(n;M), representing a graph selected uniformly at random from the collection of
all graphs with n nodes and M edges. In the same year, Gilbert [4] independently introduced the
random graph model G(n; p), where each pair of vertices is connected (respectively, not connected)
by an edge independently with probability p (respectively, 1− p). Since then, random graphs have
received great attention in their own right and as a modeling framework for a wide class of real-
world networks including social networks, communication networks, biological networks, among
others [5–7].
A preliminary version of some of the material was presented at the IEEE Conference on Decision and Control in
2018 [1] and at the IEEE International Symposium on Information Theory in 2019 [2]. This work has been supported
in part by the National Science Foundation through grant CCF-1617934.
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Over the past several decades, a large body of research has developed several random graph
models and investigated their structural properties [8–10]. For instance, random geometric graphs
[11] G(n; r) were used to model the wireless connectivity of wireless ad-hoc networks [12, 13],
providing guidelines on the critical radius needed to ensure network connectivity. In general,
random geometric graphs are relevant to the modeling of networks that have a spatial content
such as in wireless communications, epidemiology, and the internet [11]. Random geometric graphs
are constructed as follows. Consider a set of vertices V = {1, 2, . . . , n}, respectively located at
random positions which are independent and uniformly distributed over a bounded region D of a
Euclidean plane. Two vertices i and j located at xi and xj , respectively, are connected by an edge
if ‖xi − xj‖ < r.
Random key graphs [14–16] G(n;K,P ) represent another class of random graphs that are used
to model a wide range of applications and real-world networks such as common-interest friendship
networks [17] as well as secure connectivity of wireless sensor networks utilizing Eschenauer and
Gligor random key predistribution scheme [14, 16, 18]1. Random key graphs are constructed as
follows. Each of the n nodes is given K objects selected uniformly at random (without replacement)
from an object pool of size P . An edge exists between two vertices u and v only if they share
an object. In the context of common-interest friendship networks, objects represent hobbies or
interests, and two individuals are considered friends if they share a hobby or interest. In the
context of secure connectivity of wireless sensor networks, objects represent cryptographic keys,
and two sensor nodes can establish secure communication, only if they share a key.
Of particular interest to this paper is another commonly studied class of random graphs known
as random K-out graphs H(n;K) [8, 19, 20] that are constructed as follows. Each of the n nodes
selects K other nodes uniformly at random from among all other others. An undirected edge is
assigned between nodes u and v if u selects v or v selects u, or both; see [19] for details. Random
K-out graphs have recently received great interest for their role in modeling secure connectivity
of wireless sensor networks utilizing Chan et al. [19, 21, 22] random pairwise key predistribution
scheme2. More recently, a structure similar to random K-out graphs was suggested by Fanti et al.
[23, Algorithm 1] to provide anonymity guarantees for transactions over cryptocurrency networks.
The connectivity of random K-out graphs was studied in [19,20], where it was shown that
lim
n→∞P [H(n;K) is connected] =
{
0 if K = 1
1 if K ≥ 2 (1)
Hence, it is sufficient to set K = 2 to have a connected network with high probability in the limit
of large network size. In fact, it was shown in [19] that the probability of H(n; 2) being connected
exceeds 0.99 with as little as n = 50 nodes.
The aforementioned random graph models could all be described as homogeneous models, due to
their uniform treatment of all vertices. In particular, homogeneous random graph models inherently
assume that all vertices are similar, e.g., each vertex samples the same number K of objects
1In Eschenauer and Gligor random key predistribution scheme [18], each sensor node is given (before deployment)
K cryptographic keys selected uniformly at random from a large key pool of size P . After deployment, two sensor
nodes can communicate securely if they share a common key and are within wireless communication range.
2In Chan et al. [21] random pairwise key predistribution scheme, each of the n sensor nodes is paired (offline)
with K distinct nodes which are randomly selected from among all other nodes. If nodes i and j were paired during
the node-pairing stage, a unique (pairwise) key is generated and stored in the memory modules of each of the paired
sensors together with both their IDs. After deployment, a secure link can be established between two communicating
nodes if they have at least one pairwise key in common.
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in random key graphs and each vertex selects the same number K of other vertices in random
K-out graphs. However, real-world complex networks are essentially composed of heterogeneous
entities [5, 24], inducing the need for inhomogeneous variants of classical random graph models.
Emerging wireless sensor networks represent a pronounced example of heterogeneous networks
that consist of different nodes with different levels of resources (for communication, computation,
storage, power, etc.) and possibly a varying level of security and connectivity requirements [25–28].
In fact, the literature on random graphs is already shifting towards inhomogeneous models initiated
by the seminal work of Bolloba´s et al. on inhomogeneous Erdo˝s-Ren´yi graph [29] (see also [30]).
In this paper, we propose inhomogeneous random K-out graphs H(n;µ,K), where each of the n
nodes is assigned to one of r classes according to a probability distribution µ = {µ1, . . . , µr} with
µi > 0 for i = 1, . . . , r. A class-i node selects Ki,n nodes uniformly at random from among all other
nodes. Two nodes u and v are connected by an edge if u selects v or v selects u, or both. Without loss
of generality, we assume that K1,n ≤ K2,n ≤ . . . ≤ Kr,n. We let Kavg,n =
∑r
i=1 µiKi,n denote the
expected number of selections. Inhomogeneous random K-out graphs generalize standard random
K-out graphs to heterogeneous setting where different nodes make different number of selections
depending on their corresponding classes. As a result, it might be expected that inhomogeneous
K-out graphs would serve as a more natural model in many of the envisioned applications of K-out
graphs including pairwise key predistribution in sensor networks and anonymous transactions in
cryptocurrency networks.
By an easy monotonicity argument, we see from (1) that H(n;µ,Kn) is connected with high
probability if K1,n ≥ 2. Of particular interest to our paper is the special case when K1,n = 1, i.e.,
when each of the nodes belonging to class-1 selects only one other node to be paired to. One could
reasonably conjecture that setting Kavg,n to any finite number larger than or equal to two would
be sufficient to ensure the connectivity of H(n;µ,Kn), in resemblance to (1). Our results reveal
that such a conjecture does not hold and that the connectivity of H(n;µ,Kn) under the special
case when K1,n = 1 cannot be inferred from (1).
In this paper, we study the connectivity of H(n;µ,Kn) when K1,n = 1. More precisely, we
seek conditions on K2,n,K3,n, . . . ,Kr,n and µ such that the resulting graph is connected with high
probability. Our main results (see Theorems 3.1 and 3.2) show that H (n;µ,Kn) is connected
with high probability if and only if Kr,n = ω(1). In other words, if Kr,n grows unboundedly large
as n → ∞, then the probability that H(n;µ,Kn) is connected approaches one in the same limit.
However, any bounded choice of Kr,n gives a positive probability of H (n;µ,Kn) being not connected
in the limit of large n. Comparing our results with (1) sheds the light on a striking difference
between inhomogeneous random K-out graphs H (n;µ,Kn) and their homogeneous counterpart
H (n;K). In particular, the flexibility of organizing the nodes into several classes with different
characteristics (with K1,n = 1) comes at the expense of requiring limn→∞Kr,n =∞, in contrast to
the homogeneous case where having K = 2 was sufficient to ensure connectivity.
Throughout the paper, all statements involving limits, including asymptotic equivalences, are
understood with n going to infinity. The cardinality of any discrete set S is denoted by |S|. The
random variables (rvs) under consideration are all defined on the same probability triple (Ω,F ,P).
Probabilistic statements are made with respect to this probability measure P, and we denote the
corresponding expectation operator by E. We say that an event holds with high probability (whp)
if it holds with probability 1 as n → ∞. In comparing the asymptotic behaviors of the sequences
{an}, {bn}, we use an = o(bn), an = ω(bn), and an = O(bn) with their meaning in the standard
Landau notation. We write N0 to denote the set of natural numbers excluding zero.
3
2 Inhomogeneous random K-out graphs
The inhomogeneous random K-out graph, denoted H (n;µ,Kn), is constructed on the vertex set
V = {1, 2, . . . , n} as follows. First, each node is assigned a class i ∈ {1, . . . , r} independently
according to a probability distribution µ = {µ1, . . . , µr}; i.e., µi denotes the probability that a
node is class-i and we have
∑r
i=1 µi = 1. We assume µi > 0 for all i = 1, 2, . . . , r and that r is
a fixed integer that does not scale with n. Each class-i node selects Ki,n distinct nodes uniformly
at random from V \ {v} and an undirected edge is assigned between a pair of nodes if at least one
selects the other. Formally, each node v is associated (independently from others) with a subset
Γn,v(µ,Kn) (whose size depends on the class of node v) of nodes selected uniformly at random from
V \ {v}. Specifically, for any A ⊆ V \ {v}, we have
P
[
Γn,v(µ,Kn) = A
∣∣ tv = i] =

(
n−1
Ki
)−1
if |A| = Ki
0 otherwise
(2)
where tv denotes the class of node v. Then, vertices u and v are said to be adjacent in H (n;µ,Kn),
written u ∼ v, if at least one selects the other; i.e., if
u ∼ v iff u ∈ Γn,v(µ,Kn) ∨ v ∈ Γn,u(µ,Kn). (3)
When r = 1, all vertices belong to the same class and thus select the same number (say, K) of
other nodes, leading to the homogeneous random K-out graph H(n;K) [8, 19,20].
Throughout, we set
Kavg,n =
r∑
i=1
µiKi,n (4)
For any distinct nodes u, v ∈ V, we have
P [u ∼ v] = 1− P [u 6∈ Γn,v(µ,Kn) ∩ v 6∈ Γn,u(µ,Kn)] = 1−
(
r∑
i=1
µi
(
n−2
Ki
)(
n−1
Ki
))2 = 1− (1− Kavg,n
n− 1
)2
3 Main results
We refer to any mapping K : N0 → Nr0 as a scaling provided it satisfies the condition.
K1,n ≤ K2,n ≤ . . . ≤ Kr,n < n, n = 2, 3, . . . . (5)
Our main technical results, given next, characterize the connectivity of inhomogeneous random
K-out graphs. Throughout, it will be convenient to use the notation
P (n;µ,Kn) := P [H(n;µ,Kn) is connected]
and
C(µ,Kn) =
1
1 + 2
µ21
e2Kavg,n
(6)
4
and
Ψ(n,µ,Kn) = max
{
exp
(
−2 (1− µ˜)
(
Kr,n − 1
4
− (0.5)
Kr,n−1
µ˜
))
,
exp
(
− (1− µ˜) n
2
(
1− e−1 − (0.5)
Kr,n−1
µ˜
))}
(7)
with 0 < µ1 < 1, Kavg,n as defined in (4), and µ˜ =
∑r−1
i=1 µi.
The following result establishes an upper bound on the probability of connectivity of the inho-
mogeneous random K-out graphs when the sequence Kr,n is bounded, i.e., Kr,n = O(1)
Theorem 3.1 Consider a scaling K : N0 → Nr0 and a probability distribution µ = {µ1, µ2, . . . , µr}
with µi > 0. If Kr,n = O(1), then
lim sup
n→∞
P (n;µ,Kn) < 1 (8)
More precisely, we have
P (n;µ,Kn) ≤ 1− C(µ,Kn) + o(1) (9)
The following result establishes a one-law for connectivity for the inhomogeneous random K-out
graph.
Theorem 3.2 Consider a scaling K : N0 → Nr0 and a probability distribution µ = {µ1, µ2, . . . , µr}
with µi > 0. If Kr,n = ω(1), then
lim
n→∞P (n;µ,Kn) = 1
More precisely, we have
P (n;µ,Kn) ≥ 1− µ˜
2
1− µ˜Ψ(n,µ,Kn) (10)
for all Kr,n sufficiently large such that Kr,n ≥
⌈
4
(
(0.5)Kr,n−1
µ˜
)
+ 1
⌉
.
Theorems 3.1 and 3.2 state that H (n;µ,Kn) is connected with high probability if Kr,n is chosen
such that Kr,n = ω(1). On the other hand, if Kr,n = O(1), then the probability of connectivity of
H (n;µ,Kn) is strictly less than one in the limit of large network size. In other words, any bounded
choice for Kr,n gives rise to a positive probability of H (n;µ,Kn) being not connected. Observe
that (8) follows from (9) by virtue of the fact that Kavg,n = O(1) when Kr,n = O(1).
3.1 Discussion
Connectivity results in the literature of random graphs are usually presented in the form of zero-
one laws, where the probability of connectivity (in the limit as n→∞) exhibits a sharp transition
between two different regimes. In the first (respectively, second) regime, the probability tends to
zero (respectively, one) as n tends to infinity. One example of such results is given by (1) where
the probability that H(n;K) is connected tends to zero when K = 1 and tends to one when
K ≥ 2. Other examples include the connectivity results on random key graphs [14], Erdo˝s-Re´nyi
graphs [3], etc. Indeed, Theorem 3.1 states that the probability of connectivity is strictly less
5
µ˜ K?(µ˜) µ˜ K?(µ˜)
0.1 5 0.6 3
0.2 4 0.7 5
0.3 4 0.8 13
0.4 4 0.9 43
0.5 3 0.95 117
Table 1: The values of K?(µ˜) corresponding to different values for µ˜. When Kr,n ≥ K?(µ˜), the
probability of connectivity of H (n;µ,Kn) is strictly larger than zero by virtue of (10), hence a
zero-law does not hold in this case.
than one whenever Kr,n = O(1) but it does not specify whether or not a zero-law exists in this
case. In other words, Theorem 3.1 does not reveal whether or not limn→∞ P (n;µ,Kn) = 0 when
Kr,n = O(1). Such a zero-law, if exists, would complement the one-law given by Theorem 3.2.
A careful look at (10) reveals that P (n;µ,Kn) exhibits a lower bound that could either be
trivial (negative) or non-trivial (positive). As a result, under the conditions that force the bound
to be non-trivial, the probability of connectivity is strictly larger than zero, hence a zero-law does
not exist in this case. In what follows, we let K?(µ˜) denote the smallest value of Kr,n for which
µ˜2
1− µ˜Ψ(n,µ,Kn) < 1.
We present a result that utilizes (10) to show that under some conditions on µ˜ and Kr,n, the
probability of connectivity of H (n;µ,Kn) is strictly larger than zero, hence, a zero-law does not
hold.
Corollary 3.3 Consider a scaling K : N0 → Nr0 and a probability distribution µ = {µ1, µ2, . . . , µr}
with µi > 0. For any µ˜, there exists K
?(µ˜) such that
P (n;µ,Kn) > 0
whenever Kr,n ≥ K?(µ˜).
In Table 1, we provide the values of K?(µ˜) corresponding to some values of µ˜. Note that whether
or not a zero-law holds for the case when 2 ≤ Kr,n < K?(µ˜) cannot by established through (10)
and is beyond the scope of this paper.
Theorems 3.1 and 3.2 reveal a striking difference between inhomogeneous random K-out graphs
and their homogeneous counterpart. In particular, it was shown in [19,20] that
lim
n→∞P [H(n;K) is connected] =
{
0 if K = 1
1 if K ≥ 2
Hence, it is sufficient to set K = 2 to have a connected network with high probability in the limit
of large network size. When the network size n is fixed, Yag˘an and Makowski [19] showed that
P [H(n; 2) is connected] ≥ 1− 155
n3
, n ≥ 16
6
indicating that the probability of connectivity exceeds 0.99 for as little as n = 50 nodes (with
K = 2). As a result, random K-out graphsH(n;K) can be connected with orders of magnitude fewer
links, in total, as compared to most other random graph models such as Erdo˝s-Re´nyi graphs [3],
random key graphs [14], and inhomogeneous random key graphs [31], where the mean degree
(respectively, the minimum mean degree in inhomogeneous random key graphs) has to be on the
order of log n to ensure connectivity. In contrast, the mean degree of H (n;K) is of order 2K, i.e.,
a mean degree of 4 is sufficient to ensure connectivity of H(n;K).
In contrast, inhomogeneous random K-out graphs (with K1,n = 1) require Kr,n to grow un-
boundedly large as n→∞ so that the probability of connectivity approaches one in the same limit.
In other words, the flexibility of arranging nodes into classes comes at the expense of sparsity. In
particular, the mean degree of H (n;µ,K) has to grow unboundedly large as n→∞ to ensure the
connectivity of the graph. Fortunately, Theorem 3.2 does not specify a particular growth rate func-
tion for the sequence Kr,n, other than Kr,n = ω(1). Hence, one can set Kr,n = log log . . . log n to
meet the requirements of Theorem 3.2. As a result, inhomogeneous random K-out graphs H(n;K)
can be connected with orders of magnitude fewer links, in total, as compared to most other random
graph models as mentioned above.
3.2 Numerical Study
The objective of this subsection is to validate the upper bound given by Theorem 3.1 in the finite-
node regime using computer simulations. In Figure 1, we consider an inhomogeneous random K-out
graph with three classes. Namely, we set µ = {0.9, 0.06, 0.04} and K = (1, 2,K3), i.e., each node is
classified as class-1 with probability 0.9, class-2 with probability 0.06, and class-3 with probability
0.04. Nodes belonging to class-1 (respectively, class-2) select only one (respectively, two) other
node(s) to be paired to. We vary K3 from 3 to 20 and observe how the empirical probability of
connectivity varies in accordance. In particular, for each value of K3, we run 10
5 independent
experiments for each data point and count the number of times (out of 105) when the resulting
graph is connected. Dividing this number by 105 gives the empirical probability of connectivity.
Note that as K3 varies, Kavg varies as well according to (4). We can then use (6) to plot the
theoretical upper bound given by 1 − C(µ,K). The results given in Figure 1 confirm the validity
of Theorem 3.1 but also reveals its shortcomings. Observe that the bound appears to be loose for
small values of K3, yet it becomes tighter as K3 increases. The reasoning behind this phenomenon
would become apparent in Section 5 as we outline our approach in establishing Theorem 3.1. At a
high level, our approach is based on bounding the probability of connectivity by the probability of
not observing isolated components of size two, i.e., components formed by two class-1 nodes u and
v such that u has selected v, v has selected u, and none of the other n− 2 nodes has either selected
u or v. When K3 is large, the probability of observing isolated components of sizes larger than two
(i.e., three, four, etc.) will be small. Hence, the probability of connectivity in this regime would
be tightly bounded by the probability of not observing isolated components of size two. However,
in the regime where K3 is small, isolated components of sizes other than two are more likely to
be formed, as compared to the case when K3 is large (see Figure 2). Since our approach does not
consider such components, our bound becomes slightly loose in this regime.
4 Preliminaries
Throughout, we will make use of the following results.
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Figure 1: The empirical probability P (n;µ,Kn) with µ = {0.9, 0.06, 0.04} and K = (1, 2,K3) as
a function of K3 for n = 1000 along with the theoretical upper bound given by Theorem 3.1.
Empirical probabilities approach the upper bound as K3 increases. Empirical probabilities were
obtained by averaging over 105 independent experiments for each data point.
Fact 4.1 ( [32, Fact 2]) For 0 ≤ x < 1, and y = 0, 1, 2, . . ., we have
1− xy ≤ (1− x)y ≤ 1− xy + 1
2
x2y2
Fact 4.2 ( [32, Fact 4]) Let integers x and y be both positive functions of n, where y ≥ 2x. For
z = 0, 1, . . . , x, we have (
y−z
x
)(
y
x
) ≥ 1− zx
y − z , (11)
and (
y−z
x
)(
y
x
) = 1− xz
y
±O
(
x4
y2
)
. (12)
Fact 4.3 For r = 1, . . . , bn2 c and n = 1, 2, . . ., we have(
n
r
)
≤
(n
r
)r ( n
n− r
)n−r
(13)
Proof. The following bound, established in [33], is valid for all x = 1, 2, . . .
√
2pixx+0.5e−xe
1
12x+1 < x! <
√
2pixx+0.5e−xe
1
12x . (14)
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Observe that √
2pie
1
12x ≤ e
for all x ≥ 2. and
e
1
12x+1 ≥ 1
Hence, (14) can be written as
√
2pixx+0.5e−x < x! < exx+0.5e−x (15)
Using (15), we get (
n
r
)
=
n!
r!(n− r)!
<
enn+0.5e−n√
2pirr+0.5e−r
√
2pi(n− r)n−r+0.5e−(n−r)
=
e
2pi
1√
r
√
1− rn
1(
r
n
)r (
1− rn
)n−r
≤ e
2pi
√
0.5
1(
r
n
)r (
1− rn
)n−r
≤
(n
r
)r ( n
n− r
)n−r
(16)
as we use the crude bounds r ≥ 1 and r ≤ n/2.
For 0 ≤ K ≤ x ≤ y, we have (
x
K
)(
y
K
) = K−1∏
`=0
(
x− `
y − `
)
≤
(
x
y
)K
(17)
since x−`y−` decreases as ` increases from ` = 0 to ` = K − 1.
Moreover, we have
1± x ≤ e±x, 0 ≤ x ≤ 1 (18)
and
1− e−x ≥ x
2
, 0 ≤ x ≤ 1 (19)
Throughout, we set (
x
y
)
= 0, (20)
whenever x < y.
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Figure 2: A realization of the inhomogeneous random K-out graph H(n;µ,Kn) with r = 3, K =
(1, 2, 3). The graph is not connected as it contains two isolated components, highlighted in red and
green, respectively. The first isolated component consists of two nodes, while the second isolated
component consists of three nodes. We set n = 100 and µ = {0.9, 0.05, 0.05}. The size of each node
corresponds to its degree.
5 A proof of Theorem 3.1
In what follows, we establish (9) whenever Kn,r = O(1). In particular, with each class-1 node
selecting only one other node, we will show that whenever each class-r node gets paired to a
bounded number of nodes, there will be a positive probability that the graph is not connected. Note
that if the sequence Kr,n is bounded, then so are the sequences Ki,n for i = 2, . . . , r − 1 by virtue
of (5). Put differently
Kr,n = O(1)⇒ Ki,n = O(1), i = 2, . . . , r − 1
Observe that when a positive fraction of the nodes, each, gets paired with only one node, the
graph may contain isolated components consisting of two class-1 nodes, say i and j, that were
paired with each other, i.e., Γn,i(µ,Kn) = {j}, Γn,j(µ,Kn) = {i}, and Γn,`(µ,Kn) ⊆ N \ {i, j, `}
for all ` ∈ N \{i, j}. Indeed, these isolated components render the graph disconnected. A graphical
illustration is given in Figure 2. Our approach in establishing Theorem 3.1 relies on the method of
second moment applied to a variable that counts the number of isolated components that contain
two vertices of class-1.
Recall that ti denotes the class of node i. Let Uij(n;µ,Kn) denote the event that nodes i and
j are both class-1 and are forming an isolated component, i.e.,
Uij(n;µ,Kn) (21)
=
 ⋂
`∈N\{i,j}
[Γn,`(µ,Kn) ⊆ N \ {i, j, `}]
 ∩ [Γn,i(µ,Kn) = {j}] ∩ [Γn,j(µ,Kn) = {i}] ∩ [t1 = 1] ∩ [t2 = 1]
Next, let
χij(n;µ,Kn) = 1 [Uij(n;µ,Kn)]
10
and
Y (n;µ,Kn) =
∑
1≤i<j≤n
χij(n;µ,Kn)
Clearly, Y (n;µ,Kn) gives the number of isolated components in H(n;µ,Kn) that contain two
vertices of class-1. We will show that when Kr,n = O(1), we have
P [Y (n;µ,Kn) = 0] ≤ 1− C(µ,Kn) + o(1)
Recall that if H(n;µ,Kn) is connected, then it does not contain any isolated component. In
particular, H(n;µ,Kn) would consist of a single component of size n. However, the absence of
isolated components of size two does not necessarily mean that H(n;µ,Kn) is connected, as it may
contain isolated components of other sizes (see Figure 2). It follows that,
P (n;µ,Kn) ≤ P [Y (n;µ,Kn) = 0]
Hence, establishing (9) is equivalent to establishing
P [Y (n;µ,Kn) = 0] ≤ 1− C(µ,Kn) + o(1) (22)
where C(µ,Kn) is given by (6).
By applying the method of second moments [9, Remark 3.1, p. 55] on Y (n;µ,Kn), we get
P[Y (n;µ,Kn) = 0] ≤ 1− (E[Y (n;µ,Kn)])
2
E[Y 2(n;µ,Kn)]
(23)
where
E[Y (n;µ,Kn)] =
∑
1≤i<j≤n
E [χij(n;µ,Kn)] =
(
n
2
)
E[χ12(n;µ,Kn)] (24)
and
E[Y 2(n;µ,Kn)] = E
 ∑
1≤i<j≤n
∑
1≤`<m≤n
χij(n;µ,Kn)χ`m(n;µ,Kn)

=
(
n
2
)
E [χ12(n;µ,Kn)] + 2
(
n
2
)(
n− 2
1
)
E [χ12(n;µ,Kn)χ13(n;µ,Kn)]
+
(
n
2
)(
n− 2
2
)
E [χ12(n;µ,Kn)χ34(n;µ,Kn)]
by exchangeability and the binary nature of the random variables {χij(n;µ,Kn)}1≤i<j≤n. Observe
that
E [χ12(n;µ,Kn)χ13(n;µ,Kn)] = 0,
since [U12(n;µ,Kn) ∩ U13(n;µ,Kn)] = ∅ by definition. Hence,
E[Y 2(n;µ,Kn)] =
(
n
2
)
E [χ12(n;µ,Kn)] +
(
n
2
)(
n− 2
2
)
E [χ12(n;µ,Kn)χ34(n;µ,Kn)] (25)
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Using (24) and (25), we get
E[Y 2(n;µ,Kn)]
(E[Y (n;µ,Kn)])2
=
1(
n
2
)
E[χ1,2(n;µ,Kn)]
+
(
n
2
)(
n−2
2
)
E[χ1,2(n;µ,Kn)χ3,4(n;µ,Kn)]((
n
2
)
E[χ1,2(n;µ,Kn)]
)2 (26)
The next two results will help establish (22).
Proposition 5.1 Consider a scalingK : N0 → Nr0 and a probability distributionµ = {µ1, µ2, . . . , µr}
with µi > 0. If Kr,n = O(1), then(
n
2
)
E [χ12(n;µ,Kn)] = (1 + o(1))
µ21
2
exp (−2Kavg,n) (27)
Proof. Note that under U12(n;µ,Kn), we have
Γn,1(µ,Kn) = {2} and Γn,2(µ,Kn) = {1}
Moreover, we have
Γn,i(µ,Kn) ⊆ N \ {1, 2, i}, i = 3, 4, . . . , n
Recall that each of the other n−2 nodes is class-i with probability µi and that the random variables
Γn,1(µ,Kn),Γn,2(µ,Kn), . . . ,Γn,n(µ,Kn) are mutually independent. Hence, we have
E [χ12(n;µ,Kn)] = P [U12(n;µ,Kn)] = µ21
(
1
n− 1
)2( r∑
i=1
µi
(
n−3
Ki,n
)(
n−1
Ki,n
))n−2
Then, we have(
n
2
)
E [χ12(n;µ,Kn)] =
µ21
2
(
n
n− 1
)( r∑
i=1
µi
(
n−3
Ki,n
)(
n−1
Ki,n
))n−2
=
µ21
2
(
n
n− 1
)
·
(
r∑
i=1
µi
(
(n− 1−Ki,n)
(n− 1)
(n− 2−Ki,n)
(n− 2)
))n−2
=
µ21
2
(
n
n− 1
)( r∑
i=1
µi
(
1− Ki,n
n− 1
)(
1− Ki,n
n− 2
))n−2
=
µ21
2
(
n
n− 1
)
·
(
1−
(
r∑
i=1
µi
2Ki,n(n− 1.5)
(n− 1)(n− 2)
)
+
(
r∑
i=1
µi
K2i,n
(n− 1)(n− 2)
))n−2
=
µ21
2
(
n
n− 1
)
· exp
(
−2
(
n− 1.5
n− 1
) r∑
i=1
µiKi,n +
1
n− 1
r∑
i=1
µiK
2
i,n
)
= (1 + o(1))
µ21
2
e−2Kavg,n
where the last equality follows since Kr,n = O(1).
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Proposition 5.2 Consider a scalingK : N0 → Nr0 and a probability distributionµ = {µ1, µ2, . . . , µr}
with µi > 0. If Kr,n = O(1), then
E [χ12(n;µ,Kn)χ34(n;µ,Kn)]
(E [χ12(n;µ,Kn)])2
= 1 + o(1). (28)
Proof. Note that an immediate consequence of Fact 4.2 is that(
n
2
)(
n−2
2
)(
n
2
)2 = 1 + o(1)
Observe that under [U12(n;µ,Kn) ∩ U34(n;µ,Kn)], we have
Γn,1(µ,Kn) = {2} and Γn,2(µ,Kn) = {1}
Γn,3(µ,Kn) = {4} and Γn,4(µ,Kn) = {3}
Moreover, we have
Γn,i(µ,Kn) ⊆ N \ {1, 2, 3, 4, i}, i = 5, 6, . . . , n
Recall that each of the other n−4 nodes is class-i with probability µi and that the random variables
Γn,1(µ,Kn),Γn,2(µ,Kn), . . . ,Γn,n(µ,Kn) are mutually independent. Hence, we have
E [χ12(n;µ,Kn)χ34(n;µ,Kn)] = P [U12(n;µ,Kn) ∩ U34(n;µ,Kn)] = µ41
(
1
n− 1
)4( r∑
i=1
µi
(
n−5
Ki,n
)(
n−1
Ki,n
))n−4
Invoking Fact 4.2, we get
(
n
2
)(
n−2
2
)
E [χ12(n;µ,Kn)χ34(n;µ,Kn)]((
n
2
)
E [χ12(n;µ,Kn)]
)2 = (1 + o(1))
(∑r
i=1 µi
(n−5Ki,n)
(n−1Ki,n)
)n−4
(∑r
i=1 µi
(n−3Ki,n)
(n−1Ki,n)
)2n−4
= (1 + o(1)) ·
(∑r
i=1 µi
(
1− 4Ki,nn−1 ±O
(
K4i,n
n2
)))n−4
(∑r
i=1 µi
(
1− 2Ki,nn−1 ±O
(
K4i,n
n2
)))2n−4
= (1 + o(1)) ·
(
1− 4
∑r
i=1 µiKi,n
n−1 ±O
(
1
n2
))n−4
(
1− 2
∑r
i=1 µiKi,n
n−1 ±O
(
1
n2
))2n−4
= (1 + o(1)) ·
 1− 4Kavg,nn−1 ±O ( 1n2 )(
1− 2Kavg,nn−1 ±O
(
1
n2
))2

n
= (1 + o(1)) ·
(
1− 4Kavg,nn−1 ±O
(
1
n2
)
1− 4Kavg,nn−1 ±O
(
1
n2
))n
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= (1 + o(1)) ·
(
1±O
(
1
n2
))n
= 1 + o(1).
The main result (9) now follows by virtue of (22) and (23) as we combine (26), (27), and (28).
Observe that (8) follows from (9) by virtue of the fact that Kavg,n = O(1) when Kr,n = O(1).
6 A proof of Theorem 3.2
In what follows, we establish that
lim
n→∞P (n;µ,Kn) = 1 (29)
whenever Kr,n = ω(1).
Observe that for any non-empty subset S of nodes, i.e., S ⊆ N , we say that S is isolated in
H(n;µ,Kn) if there are no edges in H(n;µ,Kn) between the nodes in S and the nodes in the
complement Sc = N − S. This is characterized by the event Bn(µ,Kn;S) given by
Bn(µ,Kn;S) =
⋂
i∈S
⋂
j∈Sc
([i 6∈ Γn,j(µ,Kn)] ∩ [j /∈ Γn,i(µ,Kn)]) .
Note that if H(n;µ,Kn) is not connected, then there must exist a non-empty subset S of nodes
which is isolated. Recall that each node in H(n;µ,Kn) is class-i with probability µi and that
K1,n = 1. Thus, we may observe isolated sets in H(n;µ,Kn) of cardinality3 ` = 2, 3, . . . , bn2 c.
Thus, with Dn(µ,Kn) denoting the event that H(n;µ,Kn) is connected, we have the inclusion
Dn(µ,Kn)
c ⊆ ∪S∈Pn: 2≤|S|≤bn2 c Bn(µ,Kn;S) (30)
where Pn stands for the collection of all non-empty subsets ofN . A standard union bound argument
immediately gives
P [Dn(µ,Kn)c] ≤
∑
S∈Pn:2≤|S|≤bn2 c
P [Bn(µ,Kn;S)] =
bn
2
c∑
`=2
 ∑
S∈Pn,`
P [Bn(µ,Kn;S)]
 (31)
where Pn,` denotes the collection of all subsets of N with exactly ` elements.
For each ` = 1, . . . , n, we simplify the notation by writing Bn,`(µ,Kn) = Bn(µ,Kn; {1, . . . , `}).
Under the enforced assumptions, exchangeability implies
P [Bn(µ,Kn;S)] = P [Bn,`(µ,Kn)] , S ∈ Pn,`
and the expression ∑
S∈Pn,`
P [Bn(µ,Kn;S)] =
(
n
`
)
P [Bn,`(µ,Kn)] (32)
3Note that if vertices S form an isolated set then so do vertices N −S, hence the sum need to be taken only until
bn
2
c.
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follows since |Pn,`| =
(
n
`
)
. Substituting into (31) we obtain the bounds
P [Dn(µ,Kn)c] ≤
bn
2
c∑
`=2
(
n
`
)
P [Bn,`(µ,Kn)] . (33)
For each ` = 2, . . . , bn2 c, it is easy to check that
P [Bn,`(µ,Kn)] =
(
r∑
i=1
µi
(
`−1
Ki,n
)(
n−1
Ki,n
))`( r∑
i=1
µi
(
n−`−1
Ki,n
)(
n−1
Ki,n
) )n−` (34)
To see why this last relation holds, recall that for nodes {1, . . . , `} to be isolated in H(n;µ,Kn),
we need that (i) none of the sets Γn,1(µ,Kn), . . . ,Γn,`(µ,Kn) contains an element from the set
{` + 1, . . . , n}; and (ii) none of the sets Γn,`+1(µ,Kn), . . . ,Γn,n(µ,Kn) contains an element from
{1, . . . , `}. More precisely, we must have
Γn,i(µ,Kn) ⊆ {1, . . . , `} \ {i}, i = 1, . . . , `
and
Γn,j(µ,Kn) ⊆ {`+ 1, . . . , n} \ {j}, j = `+ 1, . . . , n.
Hence, the validity of (34) is now immediate from (2) and the mutual independence of the rvs
Γn,1(µ,Kn), . . . ,Γn,n(µ,Kn).
We now establish that under the enforced assumptions of Theorem 3.2, we have
lim
n→∞
bn
2
c∑
`=2
(
n
`
)
P [Bn,`(µ,Kn)] = 0
which in turn establishes Theorem 3.2 by virtue of (33).
Note that the quantities (
`−1
Ki,n
)(
n−1
Ki,n
) and (n−`−1Ki,n )(n−1
Ki,n
)
are monotonically decreasing in Ki,n. We use (17) and (34) to get
P [Bn,`(µ,Kn)] =
(
r−1∑
i=1
µi
(
`−1
Ki,n
)(
n−1
Ki,n
) + µr
(
`−1
Kr,n
)(
n−1
Kr,n
))` ·(r−1∑
i=1
µi
(
n−`−1
Ki,n
)(
n−1
Ki,n
) + µr
(
n−`−1
Kr,n
)(
n−1
Kr,n
) )n−`
≤
(( `−1
K1,n
)(
n−1
K1,n
) (r−1∑
i=1
µi
)
+ µr
(
`−1
Kr,n
)(
n−1
Kr,n
))` ·((n−`−1K1,n )(n−1
K1,n
) (r−1∑
i=1
µi
)
+ µr
(
n−`−1
Kr,n
)(
n−1
Kr,n
) )n−`
≤
(
µ˜
(
`− 1
n− 1
)
+ (1− µ˜)
(
`− 1
n− 1
)Kr,n)`
·
(
µ˜
(
n− `− 1
n− 1
)
+ (1− µ˜)
(
n− `− 1
n− 1
)Kr,n)n−`
(35)
where µ˜ =
∑r−1
i=1 µi and 1− µ˜ = µr.
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Observe that the bound appearing in (35) resembles the case where each node belongs to one of
two classes. Namely, a node could either be class-1 (with probability µ˜) or class r (with probability
1− µ˜). We further use (18) to get
P [Bn,`(µ,Kn)] ≤
(
µ˜
(
`
n
)
+ (1− µ˜)
(
`
n
)Kr,n)`
·
(
µ˜
(
1− `
n
)
+ (1− µ˜)
(
1− `
n
)Kr,n)n−`
= µ˜`
(
`
n
)`(
1 +
1− µ˜
µ˜
(
`
n
)Kr,n−1)`(
1− `
n
)n−`
·
(
1− (1− µ˜)
(
1−
(
1− `
n
)Kr,n−1))n−`
≤ µ˜`
(
`
n
)`(
1− `
n
)n−`(
1 +
1− µ˜
µ˜
(
`
n
)Kr,n−1)`
·
(
1− (1− µ˜)
(
1− e−`
(
Kr,n−1
n
)))n−`
≤ µ˜`
(
`
n
)`(
1− `
n
)n−`
exp
(
1− µ˜
µ˜
`
(
`
n
)Kr,n−1
− (1− µ˜) (n− `)
(
1− e−`
(
Kr,n−1
n
)))
(36)
Combining (13) with (36), we conclude that
P [Dn(µ,Kn)c] ≤
bn
2
c∑
`=2
(
n
`
)
P [Bn,`(µ,Kn)] ≤
bn
2
c∑
`=2
µ˜`An,` (37)
where we define
An,` := exp
(
1− µ˜
µ˜
`
(
`
n
)Kr,n−1
− (1− µ˜) (n− `)
(
1− e−`
(
Kr,n−1
n
)))
(38)
with 2 ≤ ` ≤ n/2.
Next, our goal is to derive an upper bound on An,` that is valid for all n sufficiently large and
` = 2, . . . , bn2 c, and show that this bound tends to zero as n gets large. Fix n = 2, 3, sufficiently
large. For each ` = 2, . . . , bn2 c, either one of the following should hold
`(Kr,n − 1)
n
≤ 1 and `(Kr,n − 1)
n
> 1.
If it holds that
`(Kr,n−1)
n ≤ 1, then we use (19) to get 1 − e
−`
(
Kr,n−1
n
)
≥ `(Kr,n−1)2n . Using this in
(38) yields
An,` ≤ exp
(
1− µ˜
µ˜
`
(
`
n
)Kr,n−1
− (1− µ˜) (n− `)`(Kr,n − 1)
2n
)
≤ exp
(
1− µ˜
µ˜
`
(
1
2
)Kr,n−1
− (1− µ˜) `(Kr,n − 1)
4
)
(39)
= exp
(
− (1− µ˜) `
(
(Kr,n − 1)
4
− (0.5)
Kr,n−1
µ˜
))
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≤ exp
(
−2 (1− µ˜)
(
(Kr,n − 1)
4
− (0.5)
Kr,n−1
µ˜
))
(40)
where (39) follows from the facts that n− ` ≥ n/2 and `/n ≤ 0.5 on the specified range for `, and
(40) follows for all Kr,n sufficiently large such that Kr,n ≥
⌈
4
(
(0.5)Kr,n−1
µ˜
)
+ 1
⌉
upon noting that
` ≥ 2.
If, on the other hand, it holds that
`(Kr,n−1)
n > 1, we see that 1 − e
−`
(
Kr,n−1
n
)
≥ 1 − e−1.
Reporting this into (38) and using ` ≤ n/2, we get
An,` ≤ exp
(
1− µ˜
µ˜
`
(
`
n
)Kr,n−1
− (1− µ˜) (n− `) (1− e−1))
≤ exp
(
1− µ˜
µ˜
(n
2
)
(0.5)Kr,n−1 − (1− µ˜) n
2
(
1− e−1))
= exp
(
− (1− µ˜) n
2
(
1− e−1 − (0.5)
Kr,n−1
µ˜
))
. (41)
Combining (40) and (41) we see that An,` ≤ Ψ(n,µ,Kn) for all n sufficiently large and all
` = 2, . . . , bn2 c, where Ψ(n,µ,Kn) is given by (7).
Observing that the bound derived on An,` is independent on `, we get from (7) and (37)
bn
2
c∑
`=2
(
n
`
)
P [Bn,`(µ,Kn)] ≤ Ψ(n,µ,Kn)
∞∑
`=2
µ˜` =
µ˜2
1− µ˜Ψ(n,µ,Kn)
Letting n go to infinity, it is now easy to see that
lim
n→∞Ψ(n,µ,Kn) = 0, 2 ≤ ` ≤ n/2
under the enforced assumption that limn→∞Kr,n =∞. Hence, the conclusion
lim
n→∞
bn
2
c∑
`=2
(
n
`
)
P [Bn,`(µ,Kn)] = 0
immediately follows since 0 < µ˜ < 1. This establishes Theorem 3.2.
7 Conclusion
In this paper, we have proposed inhomogeneous random K-out graphs H (n;µ,Kn) where nodes
are arranged into r disjoint classes and the number of selections made by a node is dependent on
its class. In particular, we consider the case where each node is classified as class-i with probability
µi > 0 for i = 1, . . . , r. A class-i node selects Ki,n other nodes uniformly at random to be paired
to. Two nodes are deemed adjacent if at least one selects the other. Without loss of generality, we
assumed that K1,n ≤ K2,n ≤ . . . ≤ Kr,n.
Earlier results on homogeneous random K-out graphs (where all nodes select K other nodes)
suggest that the graph is connected whp if K ≥ 2. Hence, H (n;µ,Kn) is trivially connected
whenever K1,n ≥ 2. We investigated the connectivity of H (n;µ,Kn) in the particular case when
K1,n = 1. Our results revealed that when K1,n = 1, H (n;µ,Kn) is connected with high probability
if and only if Kr,n = ω(1). Any bounded choice of Kr,n is shown to yield a positive probability of
H (n;µ,Kn) being not connected, and an explicit lower bound on this probability is provided.
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