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FORBIDDEN CYCLES IN METRICALLY HOMOGENEOUS
GRAPHS
JAN HUBICˇKA, MICHAEL KOMPATSCHER, AND MATEˇJ KONECˇNY´
Abstract. Aranda, Bradley-Williams, Hubicˇka, Karamanlis, Kompatscher,
Konecˇny´ and Pawliuk recently proved that for every primitive 3-constrained
space Γ of finite diameter δ from Cherlin’s catalogue of metrically homogeneous
graphs there is a finite family F of {1, 2, . . . , δ}-edge-labelled cycles such that
each {1, 2, . . . , δ}-edge-labelled graph is a (not necessarily induced) subgraph of
Γ if and only if it contains no homomorphic images of cycles from F . This anal-
ysis is a key to showing that the ages of metrically homogeneous graphs have
Ramsey expansions and the extension property for partial automorphisms.
In this paper we give an explicit description of the cycles in families F . This
has further applications, for example, interpreting the graphs as semigroup-
valued metric spaces or homogenizations of ω-categorical {1, δ}-edge-labelled
graphs.
1. Introduction
A metrically homogeneous graph is a (countable) connected graph with the prop-
erty that the associated metric space is homogeneous. (Here the associated metric
space of a graph shares its vertex set, and the distance between two vertices is the
length of the shortest path connecting them. A metric space is homogeneous if every
isomorphism, or isometry, between finite subspaces extends to an automorphism of
the whole metric space.) In a recent monograph, Cherlin [Che17, Che11] gives a
catalogue of metrically homogeneous graphs which is conjectured to be complete
and confirmed up to diameter three [ACM16]. This is so far the most elaborate
addition to the classification programme of homogeneous structures.
In this paper we give an alternative description of metrically homogeneous graphs
by means of forbidden cycles. This is motivated by the applications in the structural
Ramsey theory and topological dynamics outlined in Section 1.1, but the result is
of independent combinatorial interest. We focus on those metrically homogeneous
graphs which can be described by means of forbidden triangles in the associated
metric spaces (i.e. 3-constrained cases) with a primitive automorphism group. (Re-
call that an automorphism group is primitive if it acts transitively and preserves
no nontrivial partition of vertices.) Cherlin described such graphs by means of
five numeric parameters (see Section 1.2) which play a key role even in the rest of
the catalogue. Thus our families of forbidden cycles can be generalised to the rest
of the catalogue by techniques discussed in greater detail in [Che17] as well as in
[ABWH+17a].
Our main result is a precise characterisation of forbidden sub-cycles of every
metric space associated to a primitive 3-constrained metrically homogeneous graph
in the catalogue. We show that in addition to non-metric cycles (i.e. cycles where
one edge is greater distance than the sum of rest edges) all the cases can be described
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as a combination of four naturally defined families as stated in Theorem 1.5. This
extends (and completes) earlier results [ABWH+17c, ABWH+17b, ABWH+17a,
Cou17, Kon18a] which prove that these structures are described by a finite set of
forbidden cycles.
Before stating our main result we take time to review the history of the problem
and give some basic definitions.
1.1. Motivation. Our original motivation stems from the study of Ramsey classes
and Ramsey structures. We refer the reader to one of the recent surveys [NVT15,
Bod15] for precise definitions and we only review some recent developments which
led to our work.
In [HN16a] it is shown that describing homogeneous structures by means of
forbidden substructures (or, more precisely, obtaining an upper bound on the size
of minimal such substructures) is the key to obtaining a stronger property—the
existence of a Ramsey expansion [HN16a, Theorem 2.1]. This builds on the ideas of
Nesˇerˇil’s earlier result on the existence of a Ramsey expansion of the Urysohn metric
space [Nesˇ07] (a related result was also obtained by Dellamonica and Ro¨dl [DR12])
which itself extends the earlier technique called partite construction which was
developed in 1980’s and led to a simpler proof of the well known Nesˇetrˇil–Ro¨dl
theorem [NR89] (see [AH78, NR77a, NR77b] for original proofs).
Combining the model-theoretic concepts of strong amalgamation, forbidden sub-
structures and the combinatorial tool of partite construction resulted in a system-
atic framework which is used to prove that a given class is Ramsey. It covers many
known examples of Ramsey classes and also gives new ones [HN16a]. However,
upon finishing these tools it was not clear which homogeneous structures have such
a description. It is clear that some structures, such as equivalences and partial or-
ders, can not be described this way, but there are additional tools making it possible
to fit them to the framework of [HN16a] and hence find their Ramsey expansions.
Thus it was not clear which examples of homogeneous structures do not have a
good Ramsey expansion.
During an initial discussion of this problem, Cherlin suggested a particular ex-
ample in his catalogue of metrically homogeneous graphs as a possible example
of homogeneous structure in finite language which can not be characterised by a
finite family of forbidden substructures. While this example was later shown to
have such a finite description, it was necessary to develop new tools to analyse it.
More recently, the question whether every ω-categorical homogeneous structure has
a “good” (precompact) Ramsey expansion was answered negatively in [EHN18] for.
It still remains open for homogeneous structures in finite language.
Independently, Ramsey expansions of restricted metric spaces were also system-
atically studied by Nguyen Van The´ [NVT10]. He has shown the existence of Ram-
sey expansions for classes of S-metric spaces (i.e. metric spaces where all distances
are in a fixed set S) for |S| ≤ 4. These results were extended to all meaningful
choices of S in [HN16a]. Nguyen Van The´ was motivated by a long-standing open
problem asking whether the class of all finite affinely independent Euclidean metric
spaces has a precompact Ramsey expansion [NVT15, KPT05] which seems to be
still out of reach of the existing techniques.
Special metric spaces thus clearly presented and present interesting and challeng-
ing examples in the area. The full analysis of Cherlin’s catalogue was started during
the Ramsey DocCourse in Prague in 2016 and completed a year later [ABWH+17c].
During this work, new connections were discovered. In particular, essentially the
same techniques can be also used to show the extension property for partial auto-
morphisms (EPPA) using the Herwig–Lascar Theorem [HL00]. They are also closely
related to the stational independence relation, which was used in [TZ13] to show
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several properties of the automorphism group of the Urysohn metric space. We shall
remark that EPPA for metric spaces was independently shown by Solecki [Sol05]
and Vershik [Ver08] and generalised by Conant [Con15], see also [HKN17, HKN18a].
The analysis carried in [ABWH+17c] does not give a precise description of the
forbidden substructures, only a rather generous upper bound on their size. We
hope that having a precise description will shed more light onto the nature of
the catalogue and also relate it to the concept of homogenization [Cov90, HN15,
HN16b]. It is not difficult to see (using the results of [ABWH+17c]) that every
metric space associated to a metrically homogeneous graph of finite diameter δ can
be seen as a homogenization of a structure containing only distances 1 and δ. This,
in turn, can explain some phenomena, such as twisted automorphisms [Cou18] as
sketched in Section 11.
1.2. The primitive 3-constrained metrically homogeneous graphs. In this
paper, we shall only be concerned with a subset of the metrically homogeneous
graphs, namely the primitive 3-constrained classes. The following definition and
theorem of Cherlin are simplified to only contain the classes relevant for our paper.
Definition 1.1 (Triangle constraints). Given integers δ, K1, K2, C0 and C1, we
consider the class AδK1,K2,C0,C1 of all finite metric spaces M = (M,d) with integer
distances such that d(u, v) ≤ δ (we call δ the diameter of AδK1,K2,C0,C1) for every
u, v ∈M and for every triangle u, v, w ∈M with perimeter p = d(u, v) + d(u,w) +
d(v, w) the following are true:
• if p is odd then 2K1 < p < 2K2 + 2m,
• if p is odd then p < C1, and
• if p is even then p < C0.
Here m = min{d(u, v), d(u,w), d(v, w)} is the length of the shortest edge of u, v, w.
Intuitively, the parameter K1 forbids all odd cycles shorter than 2K1 + 1, while
K2 ensures that the difference in length between even- and odd-distance paths
connecting any pair of vertices is less than 2K2 + 1. The parameters C0 and C1
forbid induced long even and odd cycles respectively. Not every combination of
numerical parameters makes sense and leads to an amalgamation class. Those that
do make sense are described by the definition below and those that lead to an
amalgamation class are characterised by Cherlin’s Admissibility Theorem (stated
here in simplified form considering only primitive graphs as Theorem 1.3).
Definition 1.2 (Acceptable numerical parameters). A sequence of parameters (δ,
K1,K2, C0, C1) is acceptable if it satisfies the following conditions:
• 3 ≤ δ <∞;
• 1 ≤ K1 ≤ K2 ≤ δ;
• 2δ + 2 ≤ C0, C1 ≤ 3δ + 2. Here C0 is even and C1 is odd.
We remark that our notion of acceptability is a restricted form of acceptability in
Cherlin’s monograph to exclude non-primitive cases and cases of infinite diameter.
Theorem 1.3 (Cherlin’s Admissibility Theorem [Che17] (simplified)). Let (δ,K1,
K2, C0, C1) be an acceptable sequence of parameters (in particular, δ ≥ 3). Then
the associated class AδK1,K2,C0,C1 is an amalgamation class if and only if one of the
following two groups of conditions is satisfied, where we write C for min(C0, C1)
and C′ for max(C0, C1):
(II) C ≤ 2δ +K1, and
• C = 2K1 + 2K2 + 1;
• K1 +K2 ≥ δ;
• K1 + 2K2 ≤ 2δ − 1, and:
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(IIA) C′ = C + 1, or
(IIB) C′ > C + 1,K1 = K2, and 3K2 = 2δ − 1.
(III) C > 2δ +K1, and:
• K1 + 2K2 ≥ 2δ − 1 and 3K2 ≥ 2δ;
• If K1 + 2K2 = 2δ − 1 then C ≥ 2δ +K1 + 2;
• If C′ > C + 1 then C ≥ 2δ +K2.
An acceptable sequence of parameters (δ,K1,K2, C0, C1) is called admissible if
and only if it satisfies one of the sets of conditions in Theorem 1.3.
Let us again remark that this is a simplified version of Cherlin’s theorem which
only allows for the primitive 3-constrained cases. This is also the reason why the
first case has number (II); we wanted to keep the case numbering the same as in
Cherlin’s monograph.
1.3. Our results. A δ-edge-labelled graph is a graph G = (V,E) together with a
labelling function ℓ : E → {1, 2, . . . , δ} giving each edge a label. Alternatively, we
can treat G as a structure in a relational language with symmetric binary relations
R1, R2, . . . , Rδ such that each pair of vertices is in at most one relation. We will
denote Gδ the class of all δ-edge-labelled graphs.
If G is a complete graph and ℓ satisfies the triangle inequality, then (G, ℓ) is a
metric space. If further ℓ omits all triangles from Definition 1.1 for some admissible
(δ,K1,K2, C0, C1), then we can identify (G, ℓ) with a member of A
δ
K1,K2,C0,C1
.
Now, for admissible parameters (δ,K1,K2, C0, C1), we define
GδK1,K2,C0,C1 =
{
(V,E, ℓ) ∈ Gδ : (∃(V, d) ∈ AδK1,K2,C0,C1)(d|E = ℓ)
}
,
i.e. the class of all δ-edge-labelled graphs one can get from a member ofAδK1,K2,C0,C1
by deleting some edges. Alternatively GδK1,K2,C0,C1 is precisely the class of δ-edge-
labelled graphs with the property that one can add labels to the non-edges and get
a metric space from AδK1,K2,C0,C1 .
In [ABWH+17c] it was proved that for every admissible sequence of parameters
(δ,K1,K2, C0, C1) there is a finite family F of δ-edge-labelled cycles such that
GδK1,K2,C0,C1 = Forb(F) where Forb(F) means the subclass of G
δ such that there
is no F ∈ F with a homomorphism to some member of the subclass.
In this paper we give an explicit description of F for each admissible (δ,K1,
K2, C0, C1). It is not surprising that there are multiple types of forbidden cycles
corresponding to triangles forbidden by different bounds (K1,K2, C0, C1).
Definition 1.4 (Forbidden cycles). Let (δ,K1,K2, C0, C1) be an admissible se-
quence of parameters. By a cycle we mean a δ-edge-labelled graph (V,E, ℓ),
where the graph (V,E) is a cycle. We say that (V,E, ℓ) is a cycle with distances
d1, d2, . . . , dk if one can order the edges as E = {e1, e2, . . . , ek} such that ℓ(ei) = di
for every 1 ≤ i ≤ k. If C = (V,E, ℓ) is a cycle with distances d1, . . . , dk in this
cyclic order, we will write C = (d1, . . . , dk). We say that a cycle with distances
d1, d2, . . . , dk has perimeter p if p =
∑
i di.
The following will be the building blocks of F :
Non-metric cycles: Cycles with edges a, x1, x2, . . . , xk such that
a >
k∑
i=1
xi.
C-cycles: Cycles with distances d0, d1, . . . , d2n, x1, . . . , xk for some n ≥ 0 such that
2n∑
i=0
di > n(C − 1) +
k∑
i=1
xi.
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C0-cycles: Cycles of even perimeter with distances d0, d1, d2, x1, . . . , xk for n ∈
{0, 1} such that
2n∑
i=0
di > n(C0 − 1) +
k∑
i=1
xi.
C1-cycles: Cycles of odd perimeter with distances d0, d1, d2, x1, . . . , xk for n ∈
{0, 1} such that
2n∑
i=0
di > n(C1 − 1) +
k∑
i=1
xi.
K1-cycles: Metric cycles of odd perimeter with distances x1, . . . , xk such that
2K1 >
k∑
i=1
xi.
K2-cycles: Cycles of odd perimeter with distances d1, . . . , d2n+2, x1, . . . , xk such
that
2n+2∑
i=1
di > 2K2 + n(C − 1) +
k∑
i=1
xi.
Note that the non-metric cycles are precisely the union of C0- and C1-cycles (or
the C-cycles) for n = 0. Sometimes we will treat them separately, sometimes the
fact that non-metric cycles belong to the Cx-cycles family will be useful.
And now we can state the main result of this paper.
Theorem 1.5. Let (δ,K1,K2, C0, C1) be an admissible sequence of parameters.
Then GδK1,K2,C0,C1 = Forb(F), such that F is the one of the following:
(1) If |C0 − C1| = 1, F is the union of all C-cycles, K1-cycles and K2-cycles
(and non-metric cycles);
(2) if |C0−C1| > 1 and δ > 5 or the parameters come from Case (III), F is the
union of all C0-cycles, C1-cycles, K1-cycles and K2-cycles (and non-metric
cycles); and
(3) if |C0 − C1| > 1, δ = 5 and the parameters come from Case (IIB), F is
the union of all C0-cycles, C1-cycles, K1-cycles, K2-cycles and the cycle
(5, 5, 5, 5, 5) (and non-metric cycles).
Note that the union is not necessarily disjoint.
2. The magic completion algorithm
In the proof we shall rely on some results of [ABWH+17c] which are briefly pre-
sented in this section, namely on the magic completion algorithm. The presentation
in this paper will be somewhat different (although equivalent) from the presentation
in [ABWH+17c], partly because the authors now understand the completion bet-
ter, but mainly because of different goals — in [ABWH+17c] the presentation was
optimized for proving the correctness of the magic completion algorithm whereas
here we want to apply it.
For a δ-edge-labelled graph G = (V,E, ℓ) we say that a metric space M =
(M,d) ∈ AδK1,K2,C0,C1 is its completion if V = M and d|E = ℓ. The magic com-
pletion algorithm is an explicit way of looking for a completion of a given δ-edge-
labelled graph by setting the length of each missing edge to be as close to some
magic parameter M as possible.
The following definition is a merge of Definitions 4.3 and 4.4 from [ABWH+17c].
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Definition 2.1 (Magic distances). Let M ∈ {1, 2, . . . , δ} be a distance. We say
that M is magic (with respect to AδK1,K2,C0,C1) if
max
(
K1,
⌈
δ
2
⌉)
≤M ≤ min
(
K2,
⌊
C − δ − 1
2
⌋)
and further M satisfies the following two extra conditions:
(1) If the parameters satisfy Case (III) with K1+2K2 = 2δ− 1, then M > K1;
(2) if the parameters satisfy Case (III) and further C′ > C+1 and C = 2δ+K2,
then M < K2.
Observation 2.2 (Lemma 4.2 in [ABWH+17c]). For every admissible (δ,K1,K2,
C0, C1) there is a magic distance.
Magic distances are the safe distances towards which it is possible to optimize
in the magic completion algorithm, which we shall present now, but in a different
manner than [ABWH+17c], inspired by the work of the first and third authors on
generalised metric spaces [HKN18b, Kon18b].
Definition 2.3 (Magic semigroup). Fix an admissible sequence of parameters (δ,
K1,K2, C0, C1) and a magic distance M . Put C = min(C0, C1). Then define the
commutative operation ⊕ : [δ]2 → [δ] as follows:
x⊕ y =


|x− y| if |x− y| > M
min (x+ y, C − 1− x− y) if min (. . .) < M
M otherwise.
It can be proved that ⊕ is associative, but we shall not need it.
We say that the triple of vertices u, v, w is a fork if the distances between u and
v and v and w are defined, while the distance uw is not defined. If d(u, v) = a and
d(v, w) = b, we also say that a, b is a fork.
If x⊕ y = x+ y, we say that x, y is completed by the d+-fork, if x⊕ y = |x− y|,
we say that x, y is completed by the d−-fork and if x⊕ y = C − 1− x− y, we say
that x, y is completed by the dC-fork.
The following fact summarizes several properties of ⊕.
Fact 2.4.
(1) M ⊕ x = M for all 1 ≤ x ≤ δ;
(2) if the parameters come from Case (III), then C − 1− x− y ≥ K1;
(3) if the parameters come from Case (IIB), then C−1 is even and thus unless
a⊕ b =M , the parity of a⊕ b is always the same as the partiy of a+ b;
(4) if the parameters come from Case (III) and C′ > C+1, then C−1−x−y ≥
K2 − 1 ≥ M (from the extra condition on M), hence the d
C fork is never
used;
(5) if the parameters come from Case (IIB), then C−1−x−y = K2−1 =M−1,
so the dC fork is only used for δ ⊕ δ = M − 1.
We shall use these properties implicitly throughout the paper.
The magic completion algorithm runs in stages. It orders the distances {1, . . . , δ}
in a particular order as d1, . . . , dδ and in the i-th stage it looks at each fork x, y, z
and if d(x, y) ⊕ d(x, z) = di, then it sets d(y, z) = di. Before stating this formally,
we need to present the correct order d1, . . . , dδ.
Definition 2.5 (Time function and the magic permutation). Assume that an ad-
missible sequence of parameters (δ,K1,K2, C0, C1) and a magic distance M are
FORBIDDEN CYCLES IN METRICALLY HOMOGENEOUS GRAPHS 7
fixed. Then define the function t : [δ]→ N ∪ {∞} by
t(x) =


2x+ 1 if x < M
2(δ − x) if x > M
∞ if x = M.
Using this function define the permutation d1, . . . , dδ of distances 1, . . . , δ by t(di) ≤
t(dj) if and only if i ≤ j. We will call it the magic permutation.
So, typically (for δ large enough and M small enough) we will have d1 = δ, d2 =
1, d3 = δ− 1, d4 = 2, . . . , dδ =M . Now we are ready to state the magic completion
algorithm explicitly:
Definition 2.6 (The magic completion algorithm). Assume that an admissible
sequence of parameters (δ,K1,K2, C0, C1) and a magic distance M are fixed. Let
d1, d2, . . . , dδ be the corresponding magic permutation.
For a δ-edge-labelled graph G = (V,E, ℓ) ∈ Gδ define the sequence G = G0 ⊆
G1 ⊆ . . . ⊆Gδ of δ-edge-labelled graphs with the vertex set V such that E(Gi) ⊆
E(Gi+1), E(Gδ) =
(
V
2
)
and ℓGi+1 |E(Gi) = ℓGi . We use the following induction
rule for i = 0, 1, . . . δ − 1:
Given Gi = (V,Ei, ℓi), we look at each non-edge xy of Gi and each vertex
z ∈ V such that xz ∈ Ei and yz ∈ Ei. If ℓi(x, z) ⊕ ℓi(y, z) = di+1, we set
ℓi+1(x, y) = ℓi+1(y, x) = di+1. Then, of course, for every xy ∈ Ei we set ℓi+1(x, y) =
ℓi+1(y, x) = ℓi(x, y). And finally we let Ei+1 be the set of pairs where ℓi+1 is defined.
We say that Gδ is the magic completion (with parameter M) of G.
The following theorem is a crucial result of [ABWH+17c]:
Theorem 2.7 ([ABWH+17c]). A δ-edge-labelled G ∈ Gδ is in GδK1,K2,C0,C1 if and
only if the magic completion of G is in AδK1,K2,C0,C1 .
We shall use the contrapositive version of Theorem 2.7, namely that if the magic
completion of G is not in AδK1,K2,C0,C1, then G /∈ G
δ
K1,K2,C0,C1
, i.e. there is no
completion of G to AδK1,K2,C0,C1 .
3. Proof strategy
We want to prove that every G ∈ Gδ \ GδK1,K2,C0,C1 contains a homomorphic
image of a member of F as described in Theorem 1.5. To achieve this, we will take
the magic completion of such a G. By the assumption, the completion is not in
AδK1,K2,C0,C1 , hence contains a forbidden triangle. Then we shall look at the run of
the magic completion algorithm and extract a non-completable witness in G and
observe that it is a homomorphic image of a member of F .1
Having guessed the family F , we need to prove three things: That the triangles
forbidden in AδK1,K2,C0,C1 are precisely the triangles in F , that F is closed on the
steps of the magic completion algorithm and that F is closed on the inverse steps
of the magic completion algorithm.
Definition 3.1 (Steps and inverse steps of the magic completion algorithm). As-
sume that an admissible sequence of parameters (δ,K1,K2, C0, C1) and a magic
distance M are fixed.
Let C be a cycle with distances c1, c2, . . . , ck such that edges of lengths ci and
ci+1 share a vertex, where we identify ck+1 = c1 (that is, C = (c1, . . . , ck)). Let i
be the smallest i such that there is some 1 ≤ j ≤ k with cj ⊕ cj+1 = di, that is, the
1This is the same strategy as used in [ABWH+17c] to prove that F is finite, here we shall do
a finer analysis to get an explicit description.
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first stage of the magic completion algorithm where something would happen with
C.
Take an arbitrary 1 ≤ j ≤ k with cj ⊕ cj+1 = di and let C
′ be the cycle with
edges of lengths c1, . . . , cj−1, di, cj+2, . . . , ck in this cyclic order. Then we say that
one can get C′ from C by a step of the magic completion algorithm and that one
can get C from C′ by an inverse step of the magic completion algorithm.
Lemma 3.2. Assume that an admissible sequence of parameters (δ,K1,K2, C0, C1)
and a magic distance M are fixed. Let F be a family of δ-edge-labelled cycles such
that the following holds:
(1) The three-vertex members of F are precisely the triangles forbidden in
AδK1,K2,C0,C1 ;
(2) for every C ∈ F and every C′ such that one can get C′ from C by a step
of the magic completion algorithm it holds that C′ ∈ F (i.e. F is closed on
the steps of the magic completion algorithm); and
(3) for every C ∈ F and every C′ such that one can get C′ from C by an
inverse step of the magic completion algorithm it holds that C′ ∈ F (i.e. F
is closed on the inverse steps of the magic completion algorithm).
Then GδK1,K2,C0,C1 = Forb(F). In other words, G
δ
K1,K2,C0,C1
is the subclass of Gδ
containing those graphs such that there is no homomorphism from a member of F
to them.
Proof. By Lemma 4.18 in [ABWH+17c] there is a finite family of δ-edge-labelled
cycles O such that
GδK1,K2,C0,C1 = Forb(O).
We shall prove that no member of F has a completion in AδK1,K2,C0,C1 and that
whenever a cycle C has no completion in AδK1,K2,C0,C1 , then C ∈ F . This implies
F = O.
Take an arbitraryC ∈ F and take its magic completion. If one looks at the run of
the magic completion algorithm, it consists of many steps of the magic completion
algorithm run in parallel. By focusing on just one thread (i.e. in each stage we only
add such edges that we end up with a smaller cycle with some triangles cut out), it
is easy to see that it is just a sequence of steps of the magic completion algorithm.
As F is closed on them, we eventually arrive to a triangle from F , but it is, by the
assumption, forbidden in AδK1,K2,C0,C1 , hence C has no completion in A
δ
K1,K2,C0,C1
(using Theorem 2.7).
Now take an arbitraryG ∈ Gδ \GδK1,K2,C0,C1 and let G
′ be its magic completion.
As G ∈ Gδ \GδK1,K2,C0,C1 , there is a forbidden triangle in G
′ and by our assumption
this triangle is in F . In the same way as in the proof of Lemma 4.18 in [ABWH+17c],
we can backtrack the run of the magic completion algorithm monitoring which
forks caused the forbidden triangle to appear in G′ and eventually we arrive to a
homomorphic image of a cycle in G with no completion in AδK1,K2,C0,C1 . As F is
closed on the inverse steps of the magic completion algorithm, this witness is going
to be in F , which is what we wanted to prove. 
By simply checking the definition of F , one can see that the first point of
Lemma 3.2 holds: K1-forbidden triangles are the 3-vertex K1-cycles, K2-forbidden
triangles are the 3-vertex K2-cycles, non-metric triangles are the 3-vertex C0- and
C1-cycles (or C-cycles) with n = 0 and C0- resp. C1-triangles are the 3-vertex C0-
and C1-cycles respectively (or, together, C-cycles) with n = 1.
To prove closedness of F on steps and inverse steps of the magic algorithm,
we need to do some case-work and separately for each type of forbidden cycle (and
often even separately for different cases of admissible parameters) check that indeed
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both the steps and inverse steps of the magic completion algorithm produce a cycle
from F when run on the given type of forbidden cycle.
When analyzing the inverse steps, edges of length M are quite problematic,
because a lot of different pairs of distances⊕-sum up toM (including, say,M⊕M =
M). In [ABWH+17c] this was dealt with by the following observation
Lemma 3.3 (Lemma 4.4 in [ABWH+17c]). Let G ∈ Gδ and G be its completion
with magic parameter M . If there is a forbidden triangle (w.r.t. AδK1,K2,C0,C1) or
a triangle with perimeter at least C in G with an edge of length M , then this edge
is also present in G.
Thanks to this lemma combined with the observation that M ⊕a = M for every
a one knows that the edges of length M never participate in any inverse steps.
In this paper we need to find a generalisation of this lemma:
Definition 3.4 (Tension). Let C ∈ Gδ be a cycle. We say that there is a ⊕-
tension (often just called tension) in C if there are two neighbouring edges of C
with lengths a and b such that a⊕ b 6= M .
Lemma 3.5. Let C ∈ Gδ be a cycle with a tension. Then the following hold:
(1) Let C′ ∈ Gδ be a cycle which one can get from C by a step of the magic
completion algorithm and let e be the newly added edge. Then e 6= M .
(2) Let C′ ∈ Gδ be a cycle which one can get from C by an inverse step of the
magic completion algorithm and let e be the edge of C which was replaced
by a fork in C′. Then e 6=M .
Proof. We prove both points by contradiction. Suppose that C and C′ give such a
contradiction.
(1) Since C has a tension, there are vertices u, v, w such that uv and vw are
edges of C and uw is not an edge of C (otherwise C is a triangle and there
is no C′). But then t(d(u, v) + d(v, w)) < t(M) which is a contradiction
with the definition of a step of the magic completion algorithm.
(2) One can just repeat the previous paragraph with the roles of C and C′
switched after noticing that if C had a tension, then C′ has a tension (as
M ⊕ a =M for every a).

For each type of forbidden cycles we prove that it has tension given that it has at
least four vertices and then we can simply ignore edges of length M for the inverse
steps and forks which ⊕-sum to M for the direct steps (for triangles this follows
from Lemma 3.3).
4. K1-cycles
In the whole section we let C be a K1-cycle with edges x1, . . . , xk.
Lemma 4.1. For every 1 ≤ i ≤ k it holds that xi < K1 and hence xi < M .
Proof. Take an arbitrary xi. Then, as C is metric, we have xi ≤
∑
j 6=i xj and hence
2xi ≤
∑
i xi < 2K1. 
Lemma 4.2. If C has at least 4 vertices, then there is a pair of neighbouring edges
a, b such that a+ b < K1, hence C has a tension.
Proof. For convenience identify xk+1 = x1. Look at
∑k
i=1(xi + xi+1). Clearly
k∑
i=1
(xi + xi+1) = 2
∑
i
xi < 4K1.
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Let i be such that xi+xi+1 is the smallest possible. Then k(xi+xi+1) ≤
∑k
i=1(xi+
xi+1) < 4K1, hence xi ⊕ xi+1 = xi + xi+1 < K1 ≤M . 
Lemma 4.3. If C′ can be obtained from C by a step of the magic completion
algorithm, then C′ is a K1-cycle.
Proof. Let u, v, w be the vertices of C such that uv is not an edge of C an it is an
edge of C′. Denote a = dC(u, v) and b = dC(v, w). By Lemma 4.2 we know that
a⊕ b 6= M and clearly a⊕ b 6= |a− b|.
Because a, b < K1 by Lemma 4.1, we have C − 1 − a − b > C − 1 − 2K1. For
Case (III) this gives C − 1 − a − b > 2δ − K1 ≥ δ ≥ M , for Case (II) this gives
C − 1− a− b > 2K2 > M . Hence a⊕ b 6= C − 1− a− b, thus a⊕ b = a+ b. And
then clearly C′ is a K1-cycle. 
We know that if C has at least four vertices, then it has a tension. The tension
clearly does not involve any edge of length M . So this means that when C′ can be
obtained from C, then they do not differ by expanding an edge of length M . If C
has three vertices, then the same conclusion is given precisely by Lemma 3.3.
Lemma 4.4. If C′ can be obtained from C by an inverse step of the magic comple-
tion algorithm which expanded edge p to edges q, r, then C′ is a K1- or K2-cycle.
Proof. In Case (III) we have C − 1−x− y ≥ K1 > p, hence p = q⊕ r = q+ r. And
this clearly preserves parity and the K1 inequality.
In Case (II) if q⊕r = q+r, then as in Case (III) C′ is again aK1-cycle. Otherwise
p = q⊕ r = C − 1− q− r = 2K2+2K1− q−R. We know that p+
∑
xi 6=p
xi is odd
and smaller than 2K1. Thus
2K2 + 2K1 − q − r +
∑
xi 6=p
xi < 2K1
and this sum is odd. But one can rearrange the terms as
q + r > 2K2 +
∑
xi 6=p
xi,
which means that C′ is a K2-cycle. 
5. Metric K2-cycles with parameters from Case (III)
Observe that with parameters from Case (III) we necessarily have n = 0: The
K2 inequality states that
2n+2∑
i=1
di > 2K2 + n(C − 1) +
∑
xi,
which can be rearranged as
d1 + d2 > 2K2 +
∑
xi +
n∑
i=1
(C − 1− d2i+1 − d2i+2) .
And clearly C − 1− d2i+1 − d2i+2 ≥ C − 1− 2δ. So we have
d1 + d2 > 2K2 + n(C − 1− 2δ).
In Case (III) it holds that C > 2δ + K1 and 2K2 + K1 ≥ 2δ − 1, and when
2K2 +K1 = 2δ − 1, then C ≥ 2δ +K1 + 2. This implies that n = 0.
Therefore in the whole section we can letC be aK2-cycle with edges a, b, x1, . . . , xk
such that C is metric. We also assume that the parameters belong to Case (III).
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Lemma 5.1. It holds that a, b > K2 and
∑
xi ≤ K1 and also
∑
xi < K2. Fur-
thermore if
∑
xi = K1, then C ≥ 2δ + K1 + 2 and M > K1, so it always holds∑
xi < M .
Proof. Surely 2δ ≥ a + b > 2K2 +
∑
xi, but from the admissibility conditions we
get 3K2 ≥ 2δ and 2K2 +K1 ≥ 2δ − 1. The bounds on
∑
xi now follow.
Without loss of generality suppose a ≥ b and for a contradiction suppose b ≤ K2.
Then
a+ b > 2K2 +
∑
xi ≥ 2b+
∑
xi,
hence a > b+
∑
xi. But this means that C is non-metric, which is a contradiction
with the assumptions. 
Lemma 5.2. If C has at least 4 vertices, then C has a tension.
Proof. If there are some xi, xj which are adjacent, then xi⊕xj = xi+xj < M and
we found a tension. OtherwiseC = (a, x1, b, x2). Suppose without loss of generality
that a ≥ b and x1 ≤ x2. This means that a > K2 + x1, hence a ⊕ x1 = a − x1 >
K2 ≥M , again a tension. 
Lemma 5.3. If C′ can be obtained from C by a step of the magic completion
algorithm, then C′ is a K2-cycle.
Proof. Clearly a⊕ xi and b⊕ xi use the d
−-fork or are equal to M for every i. and
d− fork on these edges preserves the K2 inequality. Also xi⊕xj = xi+xj for every
i 6= j, which again preserves the K2 inequality.
It remains to check what would happen if C′ differed from C by replacing a, b
by a ⊕ b. This can only happen if a ⊕ b = C − 1 − a − b. But this would mean
that a, b are adjacent. And thus there are some xi, xj adjacent. If xi + xj < K1,
then it is a contradiction with time, as C − 1 − a− b ≥ K1 and thus t(xi + xj) <
t(C− 1−a− b). So the only possibility is xi+xj = K1. But then C ≥ 2δ+K1+2,
hence C − 1− a− b ≥ K1 + 1, again a contradiction with time. 
Lemma 5.4. If C′ can be obtained from C by an inverse step of the magic com-
pletion algorithm which expanded edge p to edges q, r. Then C′ is a K2-cycle.
Proof. We know that a, b > K2 and xi ≤ K1 for every i with equality implying
C ≥ 2δ +K1 + 2. This means that if p is one of a, b, say, a, then q ⊕ r = |q − r|,
say q ≥ r, hence q ⊕ r = q − r. But then q + b > 2K2 + r +
∑
xi and C
′ is again a
K2-cycle.
Otherwise p is xi for some i. Then q ⊕ r = q + r = xi. And thus a + b >
2K2 + q + r +
∑
xj 6=xi
xj and C
′ is a K2-cycle. 
6. Non-C K2-cycles with parameters from Case (II)
In the whole section we let C be a K2-cycle with edges d1, . . . , d2n+2, x1, . . . , xk
such that C is not a C-cycle. We also assume that the parameters belong to
Case (II).
Lemma 6.1. If D is a C-cycle and the parameters come from Case (IIB), then
either n ≤ 1, or δ = 5 and D = (5, 5, 5, 5, 5).
Proof. In Case (IIB) we have C = 2δ + K2 = 4K2 + 1. Suppose that n ≥ 2 and
that the edges of D are named as in the C-inequality. Then
(2n+ 1)δ ≥
∑
di > 2nδ + n(K2 − 1) +
∑
xi ≥ 2nδ + n(K2 − 1),
or
δ > n(K2 − 1).
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However, in Case (IIB) we have K2 =
2δ−1
3 , hence 3δ > n(2δ− 4). If n ≥ 3, we get
δ < 4, which is absurd in Case (IIB). If n = 2, we get δ < 8, hence δ = 5. For δ = 5
all the estimates are actually equalities and it follows that D = (5, 5, 5, 5, 5). 
Lemma 6.1 implies that if the parameters come from Case (IIB) and D is a
C-cycle of odd perimeter, then D is a C1-cycle or the special case (5, 5, 5, 5, 5) (as
C = C1 in Case (IIB)), in both cases it is forbidden also for different reasons that
the K2-inequality and hence it makes sense to assume here that C is not a C-cycle
(we will deal with those later).
Lemma 6.2. It holds that di > K2 for all i, xi < K1 for all i and
∑
xi < 2K1.
Proof. For a contradiction suppose that (without loss of generality) d2n+2 ≤ K2.
But then
d1 + . . .+ d2n+1 > n(C − 1) +
∑
xi + 2K2 − d2n+2 ≥ n(C − 1) +
∑
xi + d2n+2,
which means that C is a C-cycle, which is a contradiction.
Now suppose that, say, xk ≥ K1. Then
∑
di + xk > n(C − 1) +
k−1∑
i=1
xi + 2K2 + 2xk ≥ n(C − 1) +
k−1∑
i=1
xi + C − 1,
hence C is again a C-cycle, which is a contradiction.
Finally we have
2(n+ 1)δ ≥
∑
di > n(2K2 + 2K1) + 2K2 +
∑
xi.
As K2 +K1 ≥ δ, it follows that
∑
xi < 2K1. 
Lemma 6.3. If C has at least 4 vertices, then C has a tension.
Proof. Without loss of generality we can assume that d1 is the smallest among di’s.
Then for every 2 ≤ j ≤ 2n+ 2 it holds that
2nδ + d1 + dj ≥
∑
di > 2K2 + n(C − 1) +
∑
xi ≥ 2K2 + 2nδ +
∑
xi,
hence
d1 + dj > 2K2 +
k∑
i=1
xi.
We can also assume that x1 is the largest among xi’s. From this we get that
dj > K2 +
∑
xi
2 ≥ K2 + xi for every 2 ≤ i ≤ k (if k ≥ 2). So if xi and dj are
adjacent for i, j ≥ 2, we have dj ⊕ xi = dj − xi > K2 ≥M , a tension. Suppose this
does not happen.
Then the only adjacent dj and xi can be d1 and xi for some i and x1 and dj for
some j. As there are at least d1 and d2, this implies that all xi’s for a contiguous
segment in C. Either this segment has length zero or one, or it has x1 on one end
and it neighbours with d1 on the other.
So we can enumerate the di’s and xi’s such thatC = (x1, . . . , xk, d1, d2, . . . , d2n+2).
Notice that this makes sense even if k ∈ {0, 1}.
If there are some di, dj which are adjacent and C − 1 − di − dj < M , then
we found a tension. So suppose this does not happen. This means that we have
di + di+1 ≤ C − 1−M for 1 ≤ i ≤ 2n+ 1.
If there are no xi’s, then also d1 and d2n+2 are adjacent. Hence we get also
d1 + d2n+2 ≤ C − 1−M . If we sum all these inequalities, we get
2
∑
di ≤ (2n+ 2)(C − 1)− (2n+ 2)M.
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On the other hand we know that
2
∑
di > 4K2 + 2n(C − 1).
Combining these two inequalities gives (2n+2)(C−1) > 4K2+2n(C−1)+(2n+2)M ,
or 2(C − 1) > 4K2 + (2n+ 2)M ≥ 4K2 + 4K1, as M ≥ K1 and clearly n ≥ 1 as C
has at least four vertices. But C − 1 = 2K2 + 2K1, which gives a contradiction.
Otherwise k ≥ 1 and we have some xi’s. Then we know that d1 − xk ≤ M
and d2n+2 − x1 ≤ M (otherwise we would have a tension). Summing up these
inequalities together with di + di+1 ≤ C − 1−M for 1 ≤ i ≤ 2n+ 1 we get
2
∑
di ≤ (2n+ 1)(C − 1)− (2n− 1)M + x1 + xk.
And we know that
2
∑
di > 4K2 + 2n(C − 1) + 2
∑
xi.
Combining these inequalities we get
(2n+ 1)(C − 1) > 4K2 + 2n(C − 1) + (2n− 1)M + 2
∑
xi − x1 − xk.
or
C − 1 > 4K2 + (2n− 1)M + 2
∑
xi − x1 − xk.
If n ≥ 1, then as 2
∑
xi − x1 − xk ≥ 0 (note that it is true even for k = 1), we
get C−1 > 4K2, but it is absurd as C−1 = 2K2+2K1 ≤ 4K2. If n = 0, then as C
has at least four vertices, we have k ≥ 2. It means that 2
∑
xi − x1 − xk ≥ x1 + x2
and thus the inequality simplifies to
2K2 + 2K1 > 4K2 −M + x1 + x2.
If x1+ x2 < M , then they give a tension, hence x1 + x2 ≥M and the inequality is,
again, contradictory. 
Lemma 6.4. If C′ can be obtained from C by a step of the magic completion
algorithm, then C′ is a K1- or K2-cycle.
Proof. Clearly di⊕xj ∈ {di−xj ,M} for every i and j, M is not used due to tension
and di−xj preserves the K2 inequality. Also xi⊕xj ∈ {M,xi+xj} for every i 6= j,
and xi + xj again preserves the K2 inequality.
It remains to check what would happen if C′ differed from C by replacing di, dj
by di ⊕ dj ∈ {M,C − 1 − di, dj}. From tension we know that actually di ⊕ dj =
C − 1− di − dj .
If n ≥ 1, then C′ is again a K2-cycle with n
′ = n− 1.
Otherwise n = 0, then di = d1 and dj = d2 and we know that d1 ⊕ d2 =
C−1−d1−d2 = 2K2+2K1−d1−d2 < 2K1−
∑
xi as d1+d2 > 2K2+
∑
xi. But then
(d1⊕d2)+
∑
xi < 2K1. And as d1+d2 has the same parity as 2K2+2K1−d1−d2,
C′ is a K1-cycle. 
Lemma 6.5. If C′ can be obtained from C by an inverse step of the magic com-
pletion algorithm which expanded edge p to edges q, r, then C′ is a K2-cycle.
Proof. We know that di > K2 and xj < K1 for every i and j. This means that if
p = di for some i, then q ⊕ r = |q − r|, say q ≥ r, hence di = q ⊕ r = q − r. But
then q +
∑
j 6=i dj > n(C − 1) + 2K2 + r +
∑
xi and C
′ is again a K2-cycle.
Otherwise p is xi for some i. Then q⊕r ∈ {q+r, C−1−q−r}. If q⊕r = q+r, then∑
di > n(C−1)+2K2+q+r+
∑
xj 6=xi
xj and C
′ is a K2-cycle. If xi = C−1−q−r,
then ∑
di + q + r > (n+ 1)(C − 1) +
∑
j 6=i
xj
and C′ is a K2-cycle with n
′ = n+ 1. 
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7. Non-metric cycles
In the whole section we let C be a non-metric cycle with edges a, x1, . . . , xk such
that a >
∑
xi.
Lemma 7.1. If C has at least 4 vertices, then it has a tension.
Proof. If a−x1 > M , then we found a tension. Otherwise x2+. . .+xk < a−x1 ≤M ,
so xi + xi+1 < M for every 2 ≤ i < k. 
Lemma 7.2. If C′ can be obtained from C by a step of the magic completion
algorithm, then C′ is a non-metric cycle.
Proof. As C has at least four vertices, there is tension.
First suppose that the completed fork was xi, xi+1. If xi⊕xi+1 ∈ {xi+xi+1, |xi−
xi+1|} then C
′ is still non-metric (the second possibility actually never happens).
We know that xi + xj < a ≤ δ, so C − 1− xi − xj > C − 1− δ ≥ δ, so xi ⊕ xi+1 6=
C − 1− xi − xj .
Otherwise the completed fork was without loss of generality a, x1. If a ⊕ x1 ∈
{|a− x1|, a+ x1} then C
′ is still non-metric (the second possibility again actually
never happens). We know that x1+x2+x3 < a ≤ δ, so a+x1+x2+x3 < 2δ. But this
means that x2+x3 < 2δ−a−x1 < C−1−a−x1, hence t(x2+x3) < t(C−1−a−x1),
so a⊕ x1 6= C − 1− a− x1. 
Lemma 7.3. If C′ can be obtained from C by an inverse step of the magic comple-
tion algorithm which expanded edge p to edges q, r, then C′ is a non-metric cycle
or a C-cycle with n = 1.
Moreover, if C′ > C+1, then in Case (III) C′ is always a non-metric cycle and
in Case (IIB) it holds that C′ is a C1-cycle.
Proof. If p = xi for some i and p = q⊕ r = q+ r, then C
′ is non-metric. The same
holds is p = a and q ⊕ r = q − r.
It never happens that p = a and q ⊕ r ∈ {q + r, C − 1− q − r}, because in both
cases we have x1 + x2 < a = q ⊕ r, a contradiction with time.
It also never happens that p = xi for some i and q ⊕ r = q − r, because there
is j 6= i such that xj is adjacent to a. And then obviously a − xj > xi > M , so
t(a− xj) < t(xi), which is a contradiction.
The last possibility is p = xi for some i and p = q ⊕ r = C − 1 − q − r. If
C′ = C + 1, then we have
a+ q + r > C − 1 +
∑
j 6=i
xj ,
i.e. C′ is a C-cycle.
If the parameters come from Case (III) and C′ > C + 1, then we have already
observed that C − 1− x− y ≥M , hence this never happens.
So it remains to verify what happens when p = xi = q⊕ r = C − 1− q− r when
the parameters come from Case (IIB). And this is unfortunately going to need some
more case analysis.
In that case there is only one possibility, namely xi = K1− 1 = K2− 1 = M − 1
and q = r = δ. As in Case (II) the dC -fork preserves parity (C = C1), then if the
perimeter of C was an odd number, then also the perimeter of C′ is odd and
a+ q + r > C − 1 +
∑
j 6=i
xj ,
hence C′ is a C1-cycle.
If the perimeter of C was an even number, then also a−
∑
xi is an even number,
so in particular a−
∑
xi ≥ 2. As xi =M − 1, we know that a− xj ≥M +1 for all
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j 6= i. But t(M − 1) = 2M − 1 while t(M +1) = 2δ− 2M − 2 ≤ 2M − 2 as M ≥ δ2 .
Hence t(a− xj) < t(xi), so this is a contradiction with time. 
8. C0- and C1- cycles with n = 1, Case (III) and C
′ > C + 1
In the whole section we letC be a C0- or C1- cycle with edges d0, d1, d2, x1, . . . , xk.
Suppose further that the parameters come from Case (III) with C′ > C + 1. As
we know that in this case the dC -fork is never used, it follows that x⊕ y preserves
parity unless x⊕ y =M .
In the remainder of section we can assume that C is, say, a C0-cycle, for C1-cycles
the same proofs will work.
Lemma 8.1. It holds that di ≥ K2 for every i and
∑
xi ≤ K1.
Proof. As d0 + d1 + d2 ≥ C ≥ 2δ +K2, the first part follows.
Suppose that
∑
xi > K1. Then
3δ ≥
∑
di ≥ C +
∑
xi > 2δ +K2 +K1.
But 2K2 +K1 ≥ 2δ − 1, so we get
3δ > 2δ + (2δ − 1−K2),
which implies K2 ≥ δ.
But if K2 = δ, then C ≥ 3δ, which means that k = 0, i.e. there are no xi’s, so
trivially 0 =
∑
xi ≤ K1. 
Lemma 8.2. If C has at least 4 vertices, then it has a tension.
Proof. Without loss of generality suppose that d0 is adjacent to xi and d1 is adjacent
to xj (it is possible that i = j). If d0 − xi > M or d1 − xj > M , we have found a
tension. If this does not happen, then d0 ≤M + xi and d1 ≤M + xj . Thus we get
d2 + 2M + xi + xj ≥ d0 + d1 + d2 ≥ C +
∑
xi ≥ C + xj ,
that is
d2 ≥ C − 2M − xi.
We know that xi ≤
∑
xi ≤
∑
di − C ≤ 3δ − C, so
d2 ≥ 2C − 2M − 3δ ≥ 4δ + 2K2 − 2M − 3δ.
But from the conditions onM we getM < K2, which means d2 ≥ δ+2(K2−M) > δ,
a contradiction.
Note that the previous argument holds even for k = 1 (then the estimate
∑
xi ≥
xj is tight). 
Lemma 8.3. If C′ can be obtained from C by a step of the magic completion
algorithm, then C′ is C0-cycle.
Proof. There are three possibilities. Clearly xi+xj ≤
∑
xi ≤ K1 ≤M , so xi⊕xj =
xi + xj , which preserves the C0 inequality.
As di ≥ K2 for every i, it follows that di ⊕ dj = M , so this is never used in the
step.
Finally di⊕xi ∈ {M,di−xi}, we know that there is a tension in C, so di⊕xi =
di − xi, which again preserves the inequality. 
Lemma 8.4. If C′ can be obtained from C by an inverse step of the magic com-
pletion algorithm which expanded edge p to edges q, r, then C′ is a C0-cycle.
Proof. If p = di for some i, then necessarily q⊕r = q−r andC
′ is indeed a C0-cycle.
Otherwise p = xi for some i and q ⊕ r = q + r, so C
′ is again a C0-cycle. 
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9. C0-cycles and C1-cycles with n = 1 or the cycle (5, 5, 5, 5, 5),
Case (IIB)
In the whole section we suppose that the parameters come from Case (IIB) and
let C be a C0- or C1-cycle with edges d0, d1, d2, x1, . . . , xk or the cycle (5, 5, 5, 5, 5)
if δ = 5. It holds that a ⊕ b = C − 1 − a − b only if a = b = δ, that is, δ ⊕ δ =
K1 − 1 = K2 − 1 = M − 1. As C = 2K1 + 2K2 + 1, we know that the d
C fork
preserves parity, so a⊕ b preserves parity unless a⊕ b =M .
Lemma 9.1. Suppose than C 6= (5, 5, 5, 5, 5). Then di ≥ K2 for every i and∑
xi ≤ δ −K2 < K1.
Proof. We have C = 3K2 +K2 + 1 = 2δ − 1 +K2 + 1 = 2δ +K2. And
2∑
i=0
di ≥ C +
∑
xi ≥ 2δ +K2 +
∑
xi.
From this the statement follows. 
Lemma 9.2. If C has at least 4 vertices, then it has a tension.
Proof. If δ = 5 and C = (5, 5, 5, 5, 5), then 5⊕ 5 = M − 1, a tension.
Otherwise without loss of generality suppose that d0 is adjacent to xi and d1 is
adjacent to xj (it can happen that i = j). If d0−xi > M or d1−xj > M , we found
a tension. Otherwise we get
2M + xi + xj + d2 ≥
∑
di ≥ C +
k∑
i=1
xi.
If k ≥ 2, we can choose i 6= j and we get d2 ≥ C − 2M = 4M +1− 2M > 2M > δ,
a contradiction. Otherwise k = 1. But then C = (x1, d0, d2, d1) in this cyclic order.
If d0 = d2 = δ or d2 = d1 = δ, we found a tension. Otherwise we get
2
∑
di = d0+(d0+d2)+(d2+d1)+d1 ≤ (M +x1)+(2δ−1)+(2δ−1)+(M +x1),
or ∑
di ≤ 2δ +M + x1 − 1.
On the other hand
∑
di ≥ C + x1. And combining these we get 2δ+M + x1− 1 ≥
C + x1, or 2δ +M ≥ C + 1 = 2δ +K2 + 1 = 2δ +M + 1, a contradiction. 
In the following we will write Cx for one of the C0 and C1 (to be able to discuss
both at once).
Lemma 9.3. If C′ can be obtained from C by a step of the magic completion
algorithm, then C′ is C0- or C1-cycle.
Proof. We know that C has a tension, therefore any step of the magic completion
algorithm preserves the parity of the perimeter.
If δ = 5 and C = (5, 5, 5, 5, 5), then C′ = (5, 5, 5, 2) which indeed is a C1-cycle.
Otherwise C is a Cx-cycle.
We know that
∑
xi < M , so xi⊕xj = xi+xj, which preserves the Cx-inequality.
We also know that di ≥ K2 for every i, so di ⊕ dj ∈ {M,C − 1 − di − dj}. Due
to tension only di ⊕ dj = C − 1 − di − dj can happen. Suppose without loss of
generality di = d1 and dj = d2. Then
d0 + C − 1− (d1 ⊕ d2) =
∑
di ≥ Cx +
∑
xi ≥ C +
∑
xi
and hence
d0 > (d1 ⊕ d2) +
∑
xi,
which means that C′ is a non-metric cycle (which is a Cx-cycle).
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Finally di ⊕ xj ∈ {M,di − xj}, the first does not happen due to tension and the
second preserves the Cx-inequality. 
Lemma 9.4. If C′ can be obtained from C by an inverse step of the magic com-
pletion algorithm which expanded edge p to edges q, r, then C′ is a C0- or C1-cycle
or δ = 5, C = (5, 5, 5, 2) and C′ = (5, 5, 5, 5, 5).
Proof. If p = di, then necessarily q⊕r = q−r, so C
′ is indeed a Cx-cycle. If p = xi,
then either q⊕ r = q+ r (and then again C′ is a Cx-cycle), or q⊕ r = C− 1− q− r.
But then xi = K1 − 1 and q = r = δ. It holds that
3δ ≥
∑
di ≥ Cx +
∑
xi ≥ C +K1 − 1 = 5K1 = 5
2δ − 1
3
with equality only if Cx = C, i.e. when C is a C1-cycle.
So we have
3δ ≥ 5
2δ − 1
3
,
or
9δ ≥ 10δ − 5,
which means δ ≤ 5. As in Case (IIB) it holds that δ ≥ 5, we have δ = 5. But then
we still need 3δ ≥ C +K1 − 1, or 15 ≥ 13 + 3 − 1 which is an equality, therefore
there had to be equalities in all the estimates, which means that C = (5, 5, 5, 2)
and thus C′ = (5, 5, 5, 5, 5). 
10. C-cycles with n ≥ 1 when C′ = C + 1
In the whole section we letC be a C-cycle with distances d0, d1, . . . , d2n, x1, . . . , xk,
where n ≥ 1. We will further use the fact that C ≥ 2δ+2 (which is an acceptability
condition).
Lemma 10.1. It holds that
∑
xi < dj for every j.
Proof. We have dj + 2nδ ≥
∑
di > n(C − 1) +
∑
xi, and n(C − 1) > 2nδ, so∑
xi < dj . 
Lemma 10.2. If C has at least 4 vertices, then it has a tension.
Proof. First suppose that k = 0. Then n ≥ 2 (C has at least four vertices) and
without loss of generality C = (d0, d1, . . . , d2n) in this cyclical order. We identify
d0 = d2n+1. If for some 0 ≤ i ≤ 2n it holds that C − 1 − di − di+1 < M , we
found a tension. Suppose for a contradiction that di + di+1 ≤ C − 1−M for every
0 ≤ i ≤ 2n. If we sum these inequalities for all 0 ≤ i ≤ 2n, we get
(2n+ 1)(C − 1−M) ≥ 2
∑
di > 2n(C − 1),
or
C − 1 > (2n+ 1)M.
Thus we can again use the C-inequality and get
(2n+ 1)δ ≥
∑
di > n(C − 1) > n(2n+ 1)M ≥ n(2n+ 1)
δ
2
,
which is clearly absurd as n ≥ 2.
Now we generalise the previous argument for cases where k > 0. If some di, dj
are adjacent, then we can assume that di + dj ≤ C − 1 − M , as otherwise we
have found a tension. If di and xji are adjacent, then di ≤ M + xji , otherwise
di ⊕ xji = di − xji < M and we again have a tension. Suppose that there are α
vertices of C where some di and dj are adjacent. Then there are 2(2n + 1 − α)
vertices, where some di and xji are adjacent (as there are in total 2(2n+1) endpoints
of the di edges).
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If we sum the di+dj ≤ C−1−M and di ≤M+xji inequalities over all endpoints
of the di edges, we get
2
∑
di ≤ α(C − 1−M) + 2(2n+ 1− α)M +
∑
xji .
Clearly
∑
xji ≤ 2
∑
xi. We also have a lower bound on
∑
di from the C-inequality,
hence
α(C − 1−M) + 2(2n+ 1− α)M + 2
∑
xi ≥ 2 + 2n(C − 1) + 2
∑
xi,
or
α(C − 1− 3M) ≥ 2 + 2n(C − 1)− 2(2n+ 1)M.
From the conditions on M we have M ≤ ⌊C−1−δ2 ⌋. Thus 3M = 2M + M ≤
C − 1− δ +M . If M = δ, then C ≥ 3δ + 1, but one can easily check that then no
cycle is forbidden by the C-inequality. Hence M < δ and thus C − 1− 3M > 0.
Now as n ≥ 1 and M > 0, we also have −2(2n+1)M = (−4n−2)M ≥ −6nM =
2n(−3M). Hence
α(C − 1− 3M) > 2n(C − 1− 3M),
and thus α > 2n. But we also know that clearly α ≤ 2n+ 1, so α = 2n + 1. But
this means that there are no vertices where di and xj meet, hence k = 0 and the
problem was reduced to the previous case. 
Lemma 10.3. If C′ can be obtained from C by a step of the magic completion
algorithm, then C′ is a C-cycle.
Proof. We know that C has a tension. If the step completed a fork xi, xj , then
xi ⊕ xj ∈ {xi + xj , |xi − xj |}, in both cases C
′ is a C-cycle.
If the step completed a fork di, dj (for convenience we can without loss of gen-
erality assume that it was d2n−1, d2n), then d2n−1 ⊕ d2n ∈ {d2n−1 + d2n, |d2n−1 −
d2n|, C − 1 − d2n−1 − d2n}. Clearly d2n−1 ⊕ d2n = d2n−1 + d2n < M is absurd, as
then (2n− 1)δ +M >
∑
di ≥ 1 + n(C − 1) ≥ 1 + 2nδ + n, a contradiction.
If d2n−1 ⊕ d2n = |d2n−1 − d2n|, say d2n−1 − d2n, then
2n−2∑
i=0
di ≥ 1 + (n− 1)(C − 1) +
∑
xi + C − 1− d2n−1 − d2n.
But
C − 1− d2n−1 − d2n ≥ d2n−1 − d2n,
as
C − 1 ≥ 2δ ≥ 2d2n−1.
So
2n−2∑
i=0
di ≥ 1 + (n− 1)(C − 1) +
∑
xi + (d2n−1 ⊕ d2n)
and thus C′ is a C-cycle.
Otherwise d2n−1 ⊕ d2n = C − 1− d2n−1 − d2n, but then
2n−2∑
i=0
di ≥ 1 + (n− 1)(C − 1) +
∑
xi + C − 1− d2n−1 − d2n
= 1 + (n− 1)(C − 1) +
∑
xi + (d2n−1 ⊕ d2n).
Finally di⊕xj ∈ {di+xj , di−xj , C−1−di−xj} (as di ≥ xj we have |di−xj | =
di − xj). If di ⊕ xj ∈ {di + xj , di − xj}, then C
′ indeed is a C-cycle. Suppose now
that di⊕ xj = C − 1− di− xj . If the second neighbour of di is some dl, then either
dl > xj and then t(C − 1 − di − dl) < t(C − 1 − di − xj) which is a contradiction,
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or dl = xj , we can simply swap the roles of dl and xj and thus have reduced it to
the previous paragraph. Otherwise the second neighbour of di is some xl.
We know that xj+xl ≤
∑
xi < δ. And then clearly δ+xj+xl < C−1. But this
means that δ−di+xl < C−1−di−xj . This implies that di−xl > M (because, by
the assumption C − 1− di − xj < M and M ≥ ⌈
δ
2⌉) and also that 2(δ− di + xl) <
2(C − 1− di − xj) + 1. Together, this means t(di − xl) < t(C − 1− di − xj), which
is a contradiction. 
Lemma 10.4. If C′ can be obtained from C by an inverse step of the magic com-
pletion algorithm which expanded edge p to edges q, r, then C′ is a C-cycle.
Proof. If p = xi and q ⊕ r = q + r, then C
′ is trivially a C-cycle. If p = xi and
q ⊕ r = C − 1− q − r, then
q + r +
∑
di ≥ 1 + (n+ 1)(C − 1) +
∑
j 6=i
xj ,
so C′ is again a C-cycle. Now suppose that p = xi and q ⊕ r = q − r. This means
that xi > M . We get for every j 6= l that
(2n− 1)δ + dj + dl ≥
∑
di ≥ 1 + n(C − 1) + xi ≥ 1 + 2(n− 1)δ + C − 1 + xi,
that is
dj + dl ≥ C − δ + xi.
In particular it holds for every neighbouring dj , dl. Then C − 1 − dj − dl ≤ δ −
1 − xi < M , hence t(C − 1 − dj − dl) ≤ 2δ − 2xi − 1. But t(xi) = 2δ − 2xi,
hence t(C − 1− dj − dl) < t(xi), a contradiction. This means that there can be no
neighbouring dj , dl.
Similarly, for every neighbouring dj , xlj we get dj −xlj ≤ xi (otherwise we again
get a contradiction with time). If some dj is neighbouring with q, let it without loss
of generality be d0 and if some dj is adjacent to r, let it without loss of generality
be d1. Now we can sum all the valid inequalities dj ≤ xi + xlj and get
2
∑
dj ≤ 4nxi + 2
∑
j 6=i
xj + d0 + d1 = (4n− 2)xi + 2
∑
xj + d0 + d1,
because there are 2(2n+ 1) endpoints of the dj edges and at most two of them are
not counted. Thus
(4n− 2)xi + 2δ + 2
∑
xj ≥ 2
∑
dj ≥ 2 + 2n(C − 1) + 2
∑
xj ,
hence
(4n− 2)xi + 2δ ≥ 2 + 2n(C − 1) > 2 + 4nδ,
but this means
(4n− 2)xi > (4n− 2)δ,
which is clearly absurd.
The other possibility is without loss of generality p = d0. If q ⊕ r = q − r, then
C′ is again a C-cycle. Now suppose that q ⊕ r ∈ {C − 1 − q − r, q + r}. We know
that M > d0 >
∑
xi. If there are two xi’s adjacent, their ⊕-sum is smaller than
d0, a contradiction with time. Hence no two xi’s are adjacent.
By rearranging the C-inequality, we get for every j 6= 0 and every 1 ≤ l ≤ k the
following inequality
dj − xl ≥ dj −
∑
xi ≥ 1 + n(C − 1)−
∑
m/∈{0,j}
dm − d0,
but n(C − 1) ≥ 2nδ + n and
∑
m/∈{0,j} dm ≤ (2n− 1)δ, hence
dj − xl ≥ 1 + δ + n− d0,
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so 2(δ − (dj − xl)) ≤ 2(d0 − 1 − n) < 2d0 + 1. If dj − xl > M and dj and xl are
adjacent, we would get t(dj − xl) < t(d0), a contradiction with time. Hence for
every j 6= 0 we get that if dj and xl are adjacent, it holds that dj − xl ≤ M , or in
other words xl ≥ dj −M .
There are at most two vertices in which some xi is adjacent to d0. For every
vertex where some xi is adjacent to dji with ji 6= 0 we have xi ≥ dji −M . We know
that d0 is adjacent to ℓ ∈ {0, 1, 2} edges labelled by some xi. Thus we can bound
2
k∑
i=1
xi ≥
∑
ji 6=0
dji − (2k − ℓ)M,
where
∑
ji 6=0
dji goes over all the neighbours of all xi’s, that is, every di occurs in
the sum at most two times and there are in total 2k− ℓ summands. By rearranging
the C-inequality and multiplying it by 2 we know that
2d0 + 2
2n∑
i=1
di > 2n(C − 1) + 2
∑
xi.
Combining the last two inequalities with the trivial bound di ≤ δ and the assump-
tion d0 < M , we get
2M + (4n− 2k + ℓ)δ + (2k − ℓ)M > 2n(C − 1).
If we multiply this inequality by 2 and bound C−1−δ2 ≥M , we get
(8n− 4k + 2ℓ)δ + (2k − ℓ+ 2)(C − 1)− (2k − ℓ + 2)δ > 4n(C − 1),
or
(8n− 6k + 3ℓ− 2)δ > (4n− 2k + ℓ− 2)(C − 1).
Now we can bound C − 1 > 2δ and divide the inequality by δ to get
8n− 6k + 3ℓ− 2 > 8n− 4k + 2ℓ− 4,
or
2 > 2k − ℓ.
We know that k ≥ 0, ℓ ∈ {0, 1, 2} and k ≥ ℓ. It then follows that (k, ℓ) ∈
{(0, 0), (1, 1)}.
This means that without loss of generality either C = (d0, d1, . . . , d2n), or C =
(x1, d0, d1, . . . , d2n). In both cases it must hold that C − 1 − di − di+1 ≥ d0 for
every 1 ≤ i ≤ 2n − 1, as otherwise it would contradict time. However, by the
C-inequality,
∑
di > n(C − 1), so d0 >
∑n
i=1 (C − 1− d2i−1 − d2i) ≥ nd0, which is
a contradiction. Thus q ⊕ r /∈ {C − 1− q − r, q + r} and we are done. 
11. (1, δ)-graphs
We conclude with a short note about (1, δ)-graphs associated to the metrically
homogeneous graphs of diameter δ. Our discussion is based on the following easy
observation.
Observation 11.1. In every metric space associated to a metrically homogeneous
graph of finite diameter δ every pair of vertices in distance 1 ≤ d ≤ δ is connected
by
(1) a path consisting of d edges of length 1 (a geodesic path); and
(2) a path consisting of one edge of length δ and δ − d edges of length 1 (an
anti-geodesic path).
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Proof. Let u, v be a pair of vertices in distance d. Part (1) follows from the definition
of the associated metric space.
To see (2), consider a vertex u′ in distance δ from u (such a vertex exists because
the metric space is homogeneous and has diameter δ). Consequently, there is a path
consisting of δ edges of length 1 connecting u and u′. This path contains a vertex
u′′ which is in distance d from u. Hence, the triangle u′, u, u′′ has distances δ, d
and δ−d. Homogeneity implies that there is also a vertex in distance δ from u and
δ − d from v. 
This suggests a “reverse approach” to the study of metrically homogeneous
graphs with strong amalgamation and finite diameter δ. Rather than specifying
constrains on the metric space, one can give constraints in the form of forbidden
cycles having only edges of length 1 and δ. All other distances are then uniquely
determined by means of Observation 11.1. In this setting, it suffices to only con-
sider (1, δ)-graphs, that is, edge-labelled graphs created from the associated metric
space by only keeping edges of length 1 and δ: Every distance then corresponds
to a unique orbit of 2-tuples. The associated metric space can be then seen as
the unique homogenization in the sense of [Cov90, HN16b, HN15, HN16a]: every
distance is uniquely associated with an orbit of 2-tuples of the automorphism group
of the (1, δ)-graph.
It is easy to re-interpret Definition 1.4 for (1, δ)-edge-labelled cycles:
Definition 11.2 (Forbidden (1, δ)-cycles). Let (δ,K1,K2, C0, C1) be an admissible
sequence of parameters. Denote by Ci,j the family of all (1, δ)-cycles consisting of
i edges of length δ and j edges of length 1.
The following are the building blocks of F1,δ:
K1-cycles: C0,j, i is odd and j < 2K1.
Non-metric cycles: C1,j such that j < δ.
K2-cycles: Ci,j such that i ≥ 2 is even, j is odd, and
2j < 2C − 4K2 − 2− (C − 1− 2δ)i.
C-cycles: If C = C′ + 1 then all Ci,j such that i ≥ 3 is odd and
2j < C − 1− (C − 1− 2δ)i.
C0-cycles: If C > C
′ + 1 then all Ci,j such that i = 3, δ + j is even and
2j < C0 − 1− (C0 − 1− 2δ)i.
C1-cycles: If C > C
′ + 1 then all Ci,j such that i = 3, δ + j is odd and
2j < C1 − 1− (C1 − 1− 2δ)i.
The C51 -cycle: If C > C
′ + 1, δ = 5 and the parameters come from Case (IIB),
then C5,0 = {(5, 5, 5, 5, 5)} is also forbidden.
It follows that cycles with 0 edges of length δ are constrained only by K1, cycles
with 1 edge of length δ are constrained only by δ (non-metric cycles), cycles with
2i edges of length δ, i > 1 are constrained only by K2 and cycles with 2i+ 1 edges
of length δ, i > 1 are constrained by C. Also observe that C−1−2δ is the distance
used to complete fork δ-δ by the magic completion algorithm.
Remark. The name “C51 -cycle” was not chosen haphazardly. The reason why the
C-cycles and the K2-cycles have the “n(C − 1)” part in the respective inequalities
is that in these cases the dC -fork is used quite heavily. On the other hand, it turns
out (cf. Fact 2.4 and Section 9) that when C′ > C + 1 and the parameters are
admissible, the inverse steps of the magic completion algorithm almost never use
the dC -fork (the exception being non-metric cycles and the very special case which
produces the C51 -cycle). Although conceptually, the C
5
1 -cycle really is a C1-cycle,
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0 1 2 3 4 5
0δ K1 K1
1δ δ δ δ
2δ K2 K2
3δ C1 C1
4δ K2
5δ C51
Table 1. Forbidden (1, δ)-cycles for δ = 5,K1 = 3,K2 = 3, C0 =
16, C1 = 13
0 1 2 3
0δ
1δ δ δ
2δ K2
3δ C C
0 1 2 3
0δ K1
1δ δ δ
2δ K2
3δ C1
Table 2. Forbidden (1, δ)-cycles for δ = 4,K1 = 1,K2 = 3, C0 =
14, C1 = 11 and δ = 4,K1 = 2,K2 = 3, C0 = 12, C1 = 11.
0 1 2 3
0δ
1δ δ δ
2δ K2
3δ C1
Table 3. Forbidden (1, δ)-cycles for δ = 4,K1 = 1,K2 = 3, C0 =
14, C1 = 11.
for the purposes of this paper it was more convenient not to define the C0- and
C1-cycles in full generality and treat the C
5
1 -cycle as a special case.
The distribution of individual constrains can be visualised as shown in Table 1.
Here symbol with the coordinates iδ, j specifies that cycles with i edges of length
δ and j edges of length 1 are forbidden by the corresponding bound (δ denotes
non-metric cycles). Observe that whenever the cycles Ci,j are forbidden than also
the cycles Ci−2,j and Ci,j−2 are forbidden whenever they make sense. Moreover one
can not forbid cycles where both the number of edges of length 1 and the number
of edges of length δ are even. This explains why the forbidden cycles “form an
upper left triangle” and why there is at most one different type of bound for every
even row/column and at most two bounds for every odd row/column (the cycle
(5, 5, 5, 5, 5) can be in fact understood as a C1-cycle with n = 2, or, in this (1, δ)-
formalism, C1-cycle with i = 5, for our purposes it was, however, more convenient
to treat it as a special case).
Several properties of the metrically homogeneous graphs can be seen from this
table. For example, [Cou18] identifies pairs of metrically homogeneous graphs whose
automorphism groups are isomorphic (and thus the associated metric spaces are the
same up to a non-trivial permutation of distances — a twisted isomorphism). These
are pairs of metrically homogeneous graphs such that the table for one has non-
empty cells exactly where the transposition of the other has non-empty cells. One
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such pair is shown in Table 2. If the table is symmetric across the diagonal, then
the metrically homogeneous graph has a twisted automorphism to itself as shown
in Table 3. This covers all the exceptional cases identified in [Cou18]. The regular
case corresponds to the situation where either edges of length 1 or edges of length
δ are not necessary to preserve the structure of the metrically homogeneous graph,
that is, when it is already described by a 1-graph or δ-graph in the sense of this
chapter.
We shall also remark that in the sense of Cherlin, Shelah and Shi [CSS99, CS01]
the metric spaces associated to the metrically homogeneous graphs are the ex-
istentially complete universal structures for the classes of countable (1, δ)-graphs
omitting homomorphic images of the given set of forbidden (1, δ)-cycles. This con-
nection and more consequences will be explored in greater detail elsewhere.
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