Perturbation bounds for the relative error in the eigenvalues of diagonalizable and singular matrices are derived by using perturbation theory for simple invariant subspaces of a matrix and the group inverse of a matrix. These upper bounds are supplements to the related perturbation bounds for the eigenvalues of diagonalizable and nonsingular matrices.
Introduction
Let A be an n × n diagonalizable complex matrix with an eigendecomposition A = X A X
−1
A , where = diag{λ 1 , λ 2 , . . . , λ n } and X A is an eigenmatrix of A. Assume that E is a perturbation matrix of A and that µ is an eigenvalue of A + E. The well-known Bauer-Fike theorem [1] reveals a bound for the absolute error between µ and the closest eigenvalue of A by A 2 is the condition number of X and · 2 is the matrix 2-norm. Under an additional assumption that A is nonsingular, Eisenstat and Ipsen [4] showed the following relative perturbation bound
(1.1)
They concluded that relative perturbation bounds are not necessarily stronger than absolute bounds, and the conditioning of an eigenvalue in the relative sense is the same as in the absolute sense. Recently, the conclusion has been extended to the case of singular and diagonalizable matrices by Eisenstat [3] . In that paper, the author developed an upper bound for µ > κ(X A ) E 2 (i.e., µ is too large in magnitude for the zero eigenvalue of A to satisfy the Bauer-Fike bound), 2 and A # denotes the group inverse of A. From (1.2) the author also derived a uniform upper bound
for |µ| √ 2κ(X A ) E 2 . In this paper, a completely new approach through perturbation theory of simple invariant subspaces is developed to derive a relative perturbation bound, which is an improvement on our earlier results [5, 10, 11] .
Some preliminary results about the perturbation theory of simple invariant spaces of a matrix and the separation function of two square matrices are introduced in Section 2. A relative perturbation bound with respect to norms for nonzero eigenvalues of diagonalizable and singular matrices is derived with an application of perturbation theory of simple invariant spaces in Section 3.
Preliminaries
Let A ∈ C n×n be a diagonalizable and singular matrix with rank(A) = r < n. There are, from [6, Theorem 5.
where C ∈ C r×r is nonsingular and O n−r is the zero matrix of order n − r. The group inverse A # (see [2, 8] ) is given by
Let E be a perturbation matrix of A. As E approaches zero, each eigenvalue of A + E approaches the corresponding eigenvalue of A. Then a relative perturbation bound is meaningful only for those nonzero eigenvalues of A. On the other hand, we would estimate an upper bound of those eigenvalues of A + E which approach zero. For this purpose, we will apply perturbation theory of simple invariant subspaces of a square matrix due to Stewart and Sun [6, Chapter V] .
Writing
we have
It follows that
is a unitary matrix. With the notations above, the following relations are easily derived from (2.1) to (2.4):
if A is a nonzero singular matrix (see [9] ),
(2.5)
We next introduce simple invariant subspaces of A and the separation function (see [6, Chapter V] and [7] ). It follows from (2.1) that
Let σ (M) denote the spectrum of a square matrix M. Since σ (C) and σ (O n−r ) are disjoint, the ranges of X 1 and X 2 are called simple invariant subspaces of A. The separation function of two arbitrary square matrices S and H is defined as there is a unique matrix P satisfying
Relative bounds with respect to norms
In this section, we derive relative perturbation bounds for the eigenvalues of diagonalizable and singular matrix with an application of perturbation theory of simple invariant subspaces. Lemma 3.1. Let C be nonsingular, and let O be a square null matrix. Then
Proof. The result follows directly from the definition of sep 2 (C, O) and the fact that W C 2 C −1 2 W 2 , with equality for a W whose rows are multiples of left singular vectors corresponding to the smallest singular value of C.
Eq. (3.1) will be used in the proof of the following main result of this paper.
Theorem 3.2. Let A be a diagonalizable and singular matrix, and let E be a perturbation matrix. If
E 2 < 1 4 A # 2 AA # 2 , (3.2) then for µ ∈ σ (A + E), either |µ| E(I − AA # ) 2 + p A # E(I − AA # ) 2 (3.3) or min 0 / =λ∈σ (A) |λ − µ| |λ| κ 2 (X A ) A # E 2 + p A # E(I − AA # ) 2 ,(3.
4)
where X A is an eigenmatrix of A and
Proof. Suppose that A ∈ C n×n has a eigendecomposition,
where D is nonsingular diagonal matrix of order r, 1 r n − 1, and X A is an eigenmatrix of
are QR decompositions of S 1 and T 2 , respectively. We denote
, and the spectral resolution of A is given by 5) where
which implies that
With the assumption (3.2) and relations in (2.5), it is obvious that
It follows from relations in (2.5) and (3.1) that
Then according to (2.7), there exists a unique matrix P satisfying
such that
So,
We first consider the case when µ ∈ σ (F 22 − P F 12 ). It follows from (2.5) and (3.7) that 8) which completes the proof of (3.3). For the second case when µ ∈ σ (C + F 11 + F 12 P ). According to (3.5) , the set of all nonzero eigenvalues of A and the spectrum of C are identical. With Eisenstat and Ipsen's result in (1.1), and (3.6) above, we have
Furthermore, it follows from (2.4) and (2.5) that
Thus, (3.4) follows by replacing P 2 with its upper bound in (3.7). We complete the proof of the theorem.
Remark. There is a tighter bound than (3.4) for small P 2 . Writing C = CX C · X −1 C ≡ C 1 C 2 and using [4, Theorem 2.3] and the fact that
But with the notation above,
We remark that for a sufficiently small E 2 , the upper bounds in (3.4) and (3.10) are dominated by κ(X A ) A # E 2 . The term κ(X A ) could be interpreted as an approximate condition number of the relative perturbation error for eigenvalues of A up to the first order of E 2 . Inequality (1.2) gives an upper bound for a specific µ which is known. (1.3) 
