Abstract We present a systematic analysis of stochastic processes conditioned on an empirical measure Q T defined in a time interval [0, T ] for large T . We build our analysis starting from a discrete time Markov chain. Results for a continuous time Markov process and Langevin dynamics are derived as limiting cases. We show how conditioning on a value of Q T modifies the dynamics. For a Langevin dynamics with weak noise, we introduce conditioned large deviations functions and calculate them using either a WKB method or a variational formulation. This allows us, in particular, to calculate the typical trajectory and the fluctuations around this optimal trajectory when conditioned on a certain value of Q T .
Introduction
Understanding the frequency of rare events and the dynamical trajectories which generate them has become an important field of research in many physical situations including protein folding [1] , chemical reactions [2, 3] , atmospheric activities [4] , glassy systems [5, 6] , disordered media [7] , etc.. From the mathematical point of view, the statistical properties of rare events are characterized by large deviations functions [8] [9] [10] [11] [12] [13] [14] [15] [16] . In physics, a particular interest for large deviations functions arose in the context of non-equilibrium statistical physics from the discovery of the fluctuation theorem [17] [18] [19] where the rare event consists in observing an atypical value of a current over a long time window. They also had been used for a long time to study stochastic dynamical systems in a weak noise limit [20] [21] [22] or extended systems when the system size becomes large [15, 23, 24] .
One of the simplest questions one may ask about the large deviations functions is to consider an empirical measure Q T of the form
where f (C t ) is a function of the configuration C t of a stochastic (or a chaotic) system at time t and to try to determine the probability that this empirical measure takes any atypical value q T . For large T , the large deviations function φ(q) is then simply defined by [11, 15, 16, [25] [26] [27] [28] [29] [30] Prob(Q T = qT ) ∼ e −T φ(q)
for large T
(Here the precise meaning of the symbol ∼ is that lim T →∞
1
T log Prob(qT ) = −φ(q), and this will be used throughout this article.) A rather common situation is when φ(q) vanishes at a single value q * of q (the most likely value of q) and where φ(q) > 0 for q = q * . The main question we try to address in the present paper is what are the dominant trajectories of a stochastic process which contribute to this large deviations function and how to describe their effective dynamics. In particular, we want to understand how to predict the probability P t (C|Q T = q T ) of finding the system in a configuration C at an arbitrary time t, conditioned on a certain value of Q T .
A very related approach [26, 27, [31] [32] [33] [34] [35] [36] [37] [38] (what we will call the canonical approach) consists in weighting all the events by an exponential of Q T and to try to determine the probability P (λ) t (C) = dQ e λQ P t (C, Q)
C dQ e λQ P t (C , Q)
where P t (C, Q) is the joint probability of configuration C at time t and the observable Q T to take value Q given the system in its steady state. This is in contrast to the previous case (where Q T was fixed and that we call the microcanincal case). As we shall see (in particular, in Section 2 and Appendix A) these canonical and microcanonical ensembles are related in the usual way in the large T limit (which plays here the same role as the thermodynamic limit in standard statistical mechanics). Our paper will start by reviewing and extending some known aspects of the large deviations function for Markov processes and for the Langevin equation (see Section 2 and Section 3). In the large T limit, one has to distinguish five regions (see Figure 1 ) for which we calculate how the measure and the dynamics are modified by the conditioning on Q T . Then, we will consider 0 T I II III IV V time C t Fig. 1 A schematic of a time evolution of a Markov process Ct when conditioned on an empirical observable Q T measured in a large time interval [0, T ]. Different regions denote different parts of the evolution: (I) t < 0, (II) t ≥ 0 but small, (III) t and T − t both large, (IV) T − t > 0 but small, and (V) t ≥ T .
the Langevin equation in the weak noise limit, first using a Wentzel-KramersBrillouin (WKB) approach [39] (Section 4) and a variational approach (Section 6) based on the search of an optimal path which minimizes an action. This will allow in particular to obtain the equation followed by the optimal trajectory under conditioning. Lastly we will see in Section 7 that the effect of conditioning is to break causality in the sense that a trajectory becomes correlated to the noise in the future.
Markov Process
For large T , a schematic time evolution of a Markovian stochastic system conditioned to take a certain value of Q T is shown in Figure 1 where one has to consider five regions. The system starts from a typical configuration far in the past, and evolves to a quasi-stationary regime (region III in Figure 1 ), and finally relaxes to the typical state of the unconditioned dynamics. One knows [5, 6, [31] [32] [33] [34] [35] [36] 40] how to describe the effective dynamics in the quasi-stationary regime. For a Markov chain, the effective dynamics in region III is known to remain Markovian with transition rate which can be expressed in terms of the largest eigenvalue and eigenvectors of the tilted Markov matrix. This connection between conditioned dynamics and a biased ensemble appeared earlier in many contexts: Doob's h-transformation [41] , Donsker-Varadhan theory of large deviations [11] , rare events problems [26, 27, 32-37, 40, 42-45] , kinetically constrained models [5, 6] , optimal control theory [46, 47] , and even in Quantum systems [48] . In this section, we give a simple derivation of the effective dynamics which extends to the five regions of Figure 1 , the earlier results known in the quasi-stationary regime.
The tilted matrix
We focus here our discussion on a discrete time irreducible Markov process on a finite set of configurations. This Markov process is specified by the probability M 0 (C , C) that the system jumps from configuration C to C in one time step.
As we will see later, the continuous time Markov process and the Langevin dynamics can be obtained as limiting cases. For this discrete time Markov process, we want to condition on a general empirical measure
where f and g are arbitrary functions of the configurations. For example, by choosing f (C) = δ C,Ca and g(C , C) = 0, the observable Q T represents the total time spent in a particular configuration C a . Another choice f (C) = 0 and g(C , C) = δ C ,C b δ C,Ca would count the total number of jumps from configuration C a to configuration C b . Our goal is to describe the dynamics conditioned on a certain value of Q T for large T . In particular, we want to know what is the conditional probability P t (C|Q T ) for the system to be in a configuration C at an arbitrary time t when conditioned on the observable Q T defined by (4) .
Let us first analyze the special case t = T . If we define the joint probability P T (C, Q|C 0 ) for the system to be in a configuration C at time T and that the observable Q T defined by (4) takes value Q given its initial configuration C 0 at time 0, it satisfies a recursion relation:
Then, it is easy to see that the generating function defined by
satisfies G (λ)
where
is the tilted matrix [6, 15, 19, 33, 36, 38, 42, 45, 49] . Therefore, G (λ)
T . For large T , the matrix elements of (M λ )
T are dominated by the largest eigenvalue e µ(λ) of
where R λ (C) and L λ (C) are the associated right and left eigenvectors, respectively. For the prefactor in (9) to be correct the eigenvectors must be normalized with C R λ (C)L λ (C) = 1.
Remarks:
1. It follows from (6, 9) that the cumulants of Q T , for large T , can be obtained from the derivatives of µ(λ) at λ = 0, and that lim T →∞
1
T log e λQ T = µ(λ). 2. The Perron-Frobenius theorem [50] ensures that the largest eigenvalue of M λ is positive and non-degenerate, and all components of the associated right and left eigenvectors are positive. For non-zero λ, the tilted matrix M λ is, in general, not Markovian (because C M λ (C , C) = 1) and nonHermitian. 3. In the case λ = 0, the largest eigenvalue is 1, with L 0 (C) = 1, and R 0 (C) is the steady state probability distribution of the Markov process M 0 .
Ensemble equivalence
From (6) and (9), one can see by a saddle point calculation that for large T
where the large deviation function φ(q) and the eigenvalue e µ(λ) of the matrix M λ are related by a Legendre transformation
We see from (10) that, for large T , the conditional distribution of C at the final time is given by
This shows that the initial condition C 0 is forgotten at large T . Therefore, we leave out the reference to C 0 in our notation for the conditional probability.
On the other hand, in the λ-ensemble, using (9) one has the probability at the final time
Comparing (12) and (13) we see that the conditional probability P t=T (C|Q = qT ) for large T can be obtained from the probability P (λ) T (C) by substituting λ = φ (q). This shows that, for large T , the two ensembles are equivalent: fixing the value of Q T or weighting the events by a factor e λQ T lead to the same distribution of the final configuration C. The former is an analogue of the micro-canonical ensemble with fixed Q T and the latter is its canonical counterpart defined by the conjugate variable λ.
Remark : For an irreducible Markov process on a finite configuration space, the spectral gap between the largest and the second largest eigenvalues is nonzero. Moreover, the functions φ(q) and µ(λ) are analytic and convex, and the equivalence (11) is assured. This may not be the case for systems with infinite configurations, where the gap may disappear and large deviations functions could become non-analytic [5, 6, 31, 36, [51] [52] [53] .
2.3
The measure conditioned on Q T As shown in Appendix A, the equivalence of ensembles holds not only at time t = T , but at any time t, as long as T is large [31] [32] [33] [34] [35] . This states that, by generalizing (13), if we define the canonical probability
for any time t, then for large T ,
where P t (C, Q) is the joint probability of configuration C at time t and the observable Q T to take value Q given the system in its steady state; P t (C|Q) is the corresponding conditional probability. This conditioned measure (14) for large T takes different expressions in the five regions indicated in Figure 1 . (A derivation is presented in Appendix A for region II and can be easily extended for other regions.)
To be consistent with the notation of Section 2.1 we denote by R 0 (C) the steady state measure of the Markov process M 0 . Therefore (13) is a special case of (16d). Another special case
2.4 Time evolution of the conditioned process
Again by a straightforward generalization of the reasoning (see Appendix A), one can show that the equivalence of ensembles holds for the conditioned dynamics as well. In fact, the conditioned dynamics is itself a Markov process [31] [32] [33] [34] [35] . For this process, the probability of jump W (λ) t (C , C) from configuration C at t to C at t + 1 in the canonical ensemble (events weighted by e λQ T ) depends, in general, on time t. For example, for t < 0,
For large T , the dominant contribution comes from the largest eigenvalue of M λ , and one gets in the five regions of Figure 1 :
Using these expressions for W (λ) t and their corresponding conditioned probability in (16a-16d), one can check that
Remarks:
1. We have seen that by deforming the matrix M 0 one can condition on two kinds of observables: f (C t ) and g(C t+1 , C t ) (see (4)). It is not possible to condition on other time correlations, like, Q T = T t=1 g(C t+τ , C t ) with τ > 1 by simply deforming the matrix M 0 . One could still define a tilted Markov process but this would be on a much larger set of configurations since one would need to keep information about τ consecutive configurations. 2. In a similar analysis one can describe the time reversed process conditioned on Q T . We define W (λ) t (C, C ) as the transition probability to jump from C at t + 1 to C at t in the time reversed process. In all five regions of time, they could be expressed in terms of the corresponding W (λ) t and P (λ) t of the forward process.
For example, in the quasi-stationary regime (1 t and T − t 1),
The time reversed process is useful in describing how a fluctuation is created. For example, the fluctuation leading to an atypical configuration can be described by relaxation from the same configuration in the time reversed process [54] .
A generalization
The above expressions (16a-16e) and (18a-18d) can be extended for a more general observable of the form
where f t (C) and g t (C , C) are arbitrary functions of configurations in a discrete time irreducible Markov process M 0 (C , C) on a finite configuration space. To make a clear distinction between the two terms in (22) we shall use g t (C, C) = 0. The observable (4) is just a particular case of (22) with f t (C) = f (C) and g t (C , C) = g(C , C) for t ∈ [0, T ] with large T , and both being zero outside this time window. We consider that the system started at t → −∞ and evolves till t → ∞, but this can be changed without affecting much of our analysis. One can even generalize to the case when the Markov process M 0 (C , C) depends on time.
Using a reasoning similar to that in Appendix A, one can show that in the canonical ensemble where the dynamics is weighted by e λQ , the conditioned measure
One can also show that the conditioned dynamics remains Markovian, and P (λ) t (C) follows (19) with the transition probability
One can verify using (23c) that C W (λ) t (C , C) = 1. The expressions (16a-16e) and (18a-18d) for Q = Q T in (4) can be easily recovered from (23a) and (24) by using the corresponding f t (C) and g t (C , C) and taking large T limit.
Continuous time Markov process.
The case of a continuous time Markov process can be obtained by choosing a Markov matrix M 0 in the discrete time case of the form
and subsequently taking the limit dt → 0 in the corresponding Master equation. The M 0 (C , C) is the jump rate from configuration C to C . Following this construction it is straightforward to extend the results of conditioned process in the discrete time case to the continuous time. The details are given in Appendix B.
The Langevin dynamics
We now extend the above discussion to a Langevin process on the real line defined by the stochastic differential equatioṅ
where F (x) is an external force and η t is a Gaussian white noise of mean zero and covariance η t η t = δ(t − t ) with being the noise strength. It is well known [50] that the probability P t (x) of the process X t to be in x at time t follows a Fokker-Planck equation
The tilted Fokker-Planck operator
Our interest is the dynamics conditioned on an empirical observable
where f and h are functions of X t . In writing the second integral we mean a special class of observables whose discrete analogue
with α ∈ [0, 1]. The choice α = 0 corresponds to theÎto integral and α = 1 2 corresponds to the Stratonovich integral in stochastic calculus [55] . One may view (28) as a special case of (4) . A large number of relevant empirical observables in statistical physics are of the form (28) . For example, integrated current, work, entropy production, empirical density, etc [6, 19, 26, 27, [31] [32] [33] [34] [35] [36] . The Langevin dynamics in (26) can be viewed as a continuous space and time limit of a jump process on a one-dimensional chain (see Appendix C). This way, the effective dynamics conditioned on Q T in (28) can be obtained from our results in Section 2 by suitably taking the continuous limit. For example, a continuous limit of (7) gives (see Appendix C)
where the tilted Fokker-Planck operator [6, [31] [32] [33] [34] [35] ]
(31) For large T , one gets, analogous to (9),
where µ(λ) is the largest eigenvalue of L λ and the corresponding eigenvectors r λ (x) and λ (x) are defined by
Conditioned measure for the Langevin dynamics
One could similarly derive the conditioned measure and the corresponding rate equation. This way (16a-16e) become, for the continuous analogue P (λ)
t (x) of the conditioned measure (14) in the five regions of Figure 1 (see the derivation in Appendix C)
The time evolution of the conditioned dynamics is described by a Langevin equation (26) with a modified force F (λ) t (x) which, in general, depends on time. The force takes different expressions in the five regions indicated in Figure 1 .
-Region II and III
A derivation is given in Appendix C. One can easily verify that the probability (35a-35e) follows a Fokker-Planck equation with the corresponding force (36a-36d). To see this, for example in region I, one can simply use that
Remark : We have considered the noise amplitude in (26) to be a constant. A generalization where the amplitude is a function of X t involves a choice of theÎto-Stratonovich discretization [55] . The analysis could be easily extended to such cases as well as in higher dimensions.
The Ornstein-Uhlenbeck process
As an illustrative easy example one can consider the Langevin equation in a harmonic potential, F (x) = −γ x. This is known as the Ornstein-Uhlenbeck process [50] . To make our discussion simple, we choose the observable Q T = T 0 ds X s which corresponds to f (x) = x and h(x) = 0 in (28) . In this case, the tilted Fokker-Planck operator (31) gives
Its largest eigenvalue and the corresponding eigenvectors are
with N determined from normalization dx λ (x)r λ (x) = 1. The ensemble equivalence (11) gives the large deviations function φ(q) =
The conditioned probability (35a-35e) and the effective force (36a-36d) can be explicitly evaluated in this example. One would essentially need to evaluate terms like e
with an initial condition V 0 (x) = λ (x). It is simple to verify that the solution is Similarly, one can verify
Using these in the general expression (35a-35e) and (36a-36d) we find that, in all regions, the conditioned measure and the effective force are of the form
This means that the conditioned dynamics is another Langevin equation in a harmonic potential whose minimum is at b t . We get, in region I, a t = One can get the micro-canonical probability P t (x|q) using λ γ 2 = q in the above expression for P (λ) t (x). From this solution, one can also see that the most likely trajectory followed by the system is x(t) = a t . A schematic of the trajectory is given in Figure 2 .
Remarks:
1. In this example, both X t and Q T are Gaussian variables. The direct calculation of the covariance could be an alternative way of re-deriving the result (38).
2. Here, the conditioned measure P (λ)
t (x) is symmetric under t → T − t, thus symmetric under time reversal. This is because on a one-dimensional line the force F (x) can be written as the gradient of a potential and the Langevin dynamics satisfies detailed balance. This would not necessarily be the case on a ring or in higher dimensions.
Large deviations in the conditioned Langevin dynamics.
We shall now discuss the Langevin dynamics on the line when the noise strength is small. This weak noise limit has been of interest in the past particularly in the Freidlin-Wentzel theory of stochastic differential equations [20] . One may also view the fluctuating hydrodynamics description of interacting many-body systems as a generalization of the Langevin equation where the weak noise limit comes from the large system size [15, 23, 56, 57] . A generalization of our discussion here to a many-body system will be presented in a future publication [54] .
In this weak noise limit, one can describe rare fluctuations in terms of a large deviations function [20] [21] [22] . For example, the steady state probability of a Langevin equation describing a particle in a potential U (x) has a large deviations form
for small .
In this Section, we shall show that a similar large deviations description holds for the conditioned measure in the Langevin equation.
WKB solution of the eigenfunctions
For small , one can try the WKB method [39] to determine the largest eigenvalue and associated eigenvectors of the tilted operator L λ in (31) . This means that we look for a solution of the type
by setting
in the eigenvalue equations (33) . We find that, for small , this is indeed a consistent solution to the leading order when the large deviations functions satisfy
When we use such a solution in (32) we get
for small . This also gives a large deviations form for the conditioned measure.
In particular, the conditioned measure (13) and (17), for small , gives
and P
where ψ
right (x) and ψ
left (x) + F(x) up to an additive constant (we denote by F(x) the large deviations function associated to the steady state probability of the original Langevin equation (26)).
Remarks:
1. The solution (41) implies that the joint probability (10) also has a large deviations form given by
for small , and the large deviations functions are related to their counterpart χ(κ), ψ
right (x), and ψ
left (x) by the ensemble equivalence
for large T . 2. Later, in Section 6.3, we will see that (40a-40b) are the Hamilton-Jacobi equations in a variational formulation of the problem.
Conditioned large deviations
The WKB solution (39a) gives that the conditioned measure at any time t, in the two ensembles, has a large deviations form
and
with the two conditioned large deviations functions related by the equivalence of ensembles (43) . This is already seen in (42) . For other times, this comes from using the WKB solution (39a-39b) in the expressions (35a-35e) for small . Among these, the simplest case is the quasi-stationary regime, i.e. 1 t and T − t 1, where P (λ)
In other regions one could similarly derive expressions for ψ (κ)
Gradient force
For the rest of this paper, we shall consider the Langevin equation (26) on the line where the force is the gradient of a confining potential U (x), i.e. F (x) = −∂ x U (x). For simplicity we shall only consider Q T = T 0 dt f (X t ) (i.e. h(x) = 0 in (28)).
As a consequence, the two solutions of the Hamilton-Jacobi equations (40a-40b) are related,
(This would not be true, in general, when F (x) is not a gradient of a potential. For example, on a ring with a circular driving force.) Moreover, using (46), the effective force (36b) in the quasi-stationary regime, for small , can be written as
(This is only the leading order term for small .) This shows that the conditioned process can be viewed as a Langevin dynamics in the potential landscape of the conditioned large deviations function.
An explicit solution
The Hamilton-Jacobi equations (40a-40b) are simple to solve. For example, lets take (40b) which is quadratic and has two solutions ψ (κ)
± (x) which follows
2 − 2κf (x) has a single global minimum at a value x = u and it grows at x → ±∞ (and F (x) is a gradient of a confining potential), the only possible choice is that
At the meeting point, the eigenfunction r κ (x) and its derivative are continuous which leads to continuity of ∂ x ψ (κ) right (x). The latter condition gives
Remark : The reason for imposing the condition that F (x) 2 − 2κf (x) has a single global minimum is that otherwise, one can not straightforwardly extend the asymptotic solutions ψ (κ) ± (x) to all values of x, similar to the WKB analysis of double well potential in Quantum Mechanics [39] . This is because between the minima the eigenfunction is a superposition of the ψ − (x) solutions and one has to carefully match the solutions at each minimum.
The second Hamilton-Jacobi equation (40a) is similarly solved. Integrating these solutions we write
where K and x are a priori arbitrary constants. To satisfy the normalization dx r λ (x) λ (x) = 1, one can choose K = 0 for x = u (using F (x) 2 − 2κf (x) has minimum at x = u).
Using (49a-49b) in (42) one can see that ψ 
2 . This makes x 0 the most likely position at time t = 0 and t = T which is different from the quasi-stationary position u.
As a consequence of (49a-49b) we get the conditioned large deviations function (45) in the quasi-stationary regime
This shows that x = u is the most likely position in the quasi-stationary regime.
Remarks:
1. In this example, one could systematically calculate sub-leading corrections in the eigenvalue and eigenvector. Writing
in (33) (we are using h(x) = 0) and expanding in powers of one would get in the sub-leading order
Using (49a) we see that the term
right (x) in (51) vanishes at x = u. Moreover, from (49a) we get
This and the fact that ∂ x ψ (κ) right (x) = −F (x) for x = u gives for the subleading order correction to the eigenvalue
An explicit expression for ψ
right (x) could also be deduced from (49a) and (51).
2. One can also check that the results for the Ornstein-Uhlenbeck process in Section 3.3 can be recovered by choosing f (x) = x and F (x) = −γx.
A variational formulation
The path integral formulation of the Langevin equation offers an alternative approach for the conditioned dynamics. In this, the conditioned large deviations function is obtained as a solution of a variational problem. As in Section 5, we consider a gradient force and Q T = T 0 dt f (X t ), although one could extend the analysis for other cases.
We introduce the formulation for the generating function G (λ)
T (x|y) for the Langevin dynamics. Using a path integral solution of (30) (see Appendix D for details) one can write, for small ,
where the Action
One may view (53) as a sum over all paths (connecting y to x during time T ) weighted by exp(
). In the small limit, if we assume that (53) is dominated by a single path, we get (41) with
where the maximum is over all possible trajectories z(t) with z(0) = y and z(T ) = x.
An explicit solution
Let us first show how this variational approach allows one to recover the results of Section 5. As before, we limit our discussions to the case where F 2 (z) − 2κ f (z) has a single global minimum at x = u. It will be clear shortly, that in the variational formulation, this condition ensures a single time independent optimal path.
Using variational calculus we get from (53-54) that the optimal path follows
Multiplying the above equation with 2ż and integrating we geṫ Fig. 3 A schematic of the optimal path for the variational problem in Section 6.1.
where K is an integration constant. We see the similarity with the trajectory of a mechanical particle of constant energy
which has a single global maximum at x = u. The trajectory has to cover a finite distance from the point y to the point x in a very large time T . The only possible way this could happen if the trajectory passes arbitrarily close to u which is a repulsive fixed point of the mechanical dynamics. This requires an energy almost equal to the maximum of the mechanical potential, with the difference vanishing as T grows. This gives K = 2κf (u) − F (u) 2 and the optimal pathż
Such a trajectory spends most of its time in the position u, and deviates from it only near the boundary to comply with the condition z(0) = y and z(T ) = x, as sketched in Figure 3 . Then, we can write the optimal path (56), for large T , aṡ
To use this in the variational formula (55) we substitute F (z) 2 from (56) in the expression (54) and get
where t 0 ∈ [0, T ]. We see that, the integration variable can be changed to z, and when 1 t 0 and T − t 0 1, we can use z(t 0 ) = u, in addition to the boundary condition z(0) = y and z(T ) = x. Using the explicit solution ofż(t), given above, we get max
When we use this result in the variational formula (55) for large T , we get
2 , in agreement with our earlier result in (48) . Moreover, we see that the second and third term gives ψ right (x) in (49a-49b).
Conditioned large deviations function
One could write a similar variational formula for the conditioned large deviations function ψ (κ) t (x) at an arbitrary time t. For large T ,
where the action
with a(τ ) = κ for τ ∈ [0, T ] and a(τ ) = 0 elsewhere. The first maximization in (57a) is over all paths, whereas the second maximization is over paths which are conditioned to be at z(τ ) = x for τ = t.
One may understand the formula (57a) as an optimal contribution from an ensemble of paths with probability weight e 1 A (κ) T [z] conditioned to pass through x at time t; the first term in (57a) is due to normalization.
Here, we show how one can use this variational approach to derive the conditioned large deviations function at an arbitrary time. For this we impose as in Section 6.1 that F (x) 2 − 2κ f (x) has a single global minimum such that the most likely position in the quasi-stationary regime is time independent, z(τ ) = u.
Quasi-stationary regime.
Among all the five regions in Figure 1 , the simplest is to analyze the quasistationary regime where 1 t and T − t 1. Here, for the optimization in (57a), one essentially need to consider paths which asymptotically reach u, both at small t, as well as when t is close to T . A schematic such path is given in Figure 4 . The analysis is quite similar to that in Section 6.1. We get that the optimal path follows
and using this in (57a) we get Fig. 4 A schematic of a path leading to a fluctuation x at time t, and subsequent relaxation to the quasi-stationary value u in region III.
Changing the integration variable to z and using the solution (58) with the asymptotics sketched in Figure 4 , we get
Comparing with the expression in (49a-49b) we see that ψ
left (x), in agreement with our earlier result (45) and (50) .
Remark : From (58) one could see that the optimal path leading to a fluctuation in the quasi-stationary regime and subsequent relaxation follows a deterministic evolution in a potential landscape of conditioned large deviations function.
The calculation of ψ (κ)
t (x) in other regions of time is quite similar. For example, in region II, in the variational formula (57a), one essentially need to consider paths which started at the minimum of U (x) (with F (x) = −U (x)) when τ → −∞, pass through z = x at τ = t ≥ 0, and asymptotically reach the quasi-stationary value u for large time τ 1, as illustrated in Figure 5 . Following an analysis similar to that in Section 6.1 it is straightforward to show that the optimal path in this casė
where K 1 and K 2 are integration constants, and the optimal path passes through z(0) = y (say) when τ = 0. The solution for τ ≤ 0 is easy to see from the condition that at τ → −∞ the system started at the minimum of the potential U (z) with F (z) = −U (z). Similar asymptotics that for large time the system relaxes to the quasi-stationary position z = u gives the constant
2 . In addition, we have the condition
where we used the solution (60) and this fixes the constant K 1 . When we use the solution (60) to write F (z) 2 in the expression (57b), we get
Using this in (57a) and the result that max z(t) A (κ)
In this expression, the integration variable can be changed from τ to z, and then using the explicit solution (60), we get
We note that the condition (61) is equivalent to ∂ K1 B (κ)
t (x, y) = 0, which relates K 1 to y. In addition, the solution (62a) must be optimal over a variation in y. These two conditions together leads to ∂ y B (κ) t (x, y) = 2F (y), which with the formula (62b) gives K 1 = 2κ f (y). We note that this is equivalent of continuity ofż(τ ) at τ = 0 in the solution (60) . This result for K 1 , along with (61) and (62a-62b) gives a parametric solution of ψ (κ) t (x) in region II. We have checked that the same result could be derived using the eigenfunction of the tilted Fokker-Planck operator discussed earlier in Section 4. 6.3 The Hamilton-Jacobi equations from the variational approach
In Section 4.1 we have shown how one can write the conditioned large deviations function in terms of a solution of the Hamilton-Jacobi equations (40a, 40b) derived from the tilted Fokker-Planck operator. In this section, we describe how the same equations can be obtained using the variational formulation in Section 6. The advantage is that in more general problems, e.g. the fluctuating hydrodynamics of interacting many-body systems, this variational approach is simpler than using the tilted Fokker-Planck operator (see our future publication [54] ). We start with a derivation of (40a). Using the definition (6) one can write for the Langevin equation
A schematic illustrating this time convolution is shown in Figure 6 . Using the large deviations form (41) and the path integral representation (53), for small , it is straightforward to write
where, from the Action (54), we get for small t,
Expanding (64) around y we get
Higher order terms in the expansion are negligible in the small t limit. In this expression, the maximum is for
Substituting this in the above expression for χ(κ) and taking t → 0 limit we recover the Hamilton-Jacobi equation (40a) for h(x) = 0. One can similarly derive the Hamilton-Jacobi equation (40b) for ψ
right (x). The analysis could be extended for h(x) = 0, as well. t (x) and white noise η t . In the weak noise limit, the effective force in the quasi-stationary regime (t 1 and T − t 1) is given by (47) with (50) . So the conditioned dynamics, for small , iṡ
where η t is a Gaussian white noise as in the original (unconditioned) Langevin equation (26) .
In this quasi-stationary regime, the most probable position X t = u is time independent (under the condition that F (x) 2 − 2κf (x) has a single global minimum). Writing small fluctuations r t = X t − u we get from the above equatioṅ
The solution
ds e −Γu (t−s) η s leads to the following correlation
If we come back to the original Langevin equation (26),
then the original noise, when the fluctuation r t = X t − u is small, is given by
Then, using the correlation (65) one gets
In this description, we see that the fluctuation r t is correlated not only to the noise in the past, but also to the noise in the future. Of course, when one removes the conditioning, i.e. for κ = 0, and as a result u = 0, one has Γ 0 = F (0) and g R = 0, as one would expect in a Markovian process. One can also show, using (65) and (67), that
so that the original noise η t becomes colored due to the conditioning.
Summary
In this work we have seen how a stochastic system adapts its dynamics when it is conditioned on a certain value of an empirical observable Q T of the form (4). The constrained dynamics remains Markovian (see (19, 24) ) if the original process is itself Markovian. In the case of the Langevin dynamics, the conditioning modifies the force (see (36a-36d)). The large T limit leads to an equivalence of ensembles between the microcanonical ensemble (where conditioning is on a fixed value of Q T , defined in (4) and (28)) and the canonical ensemble (where the dynamics is weighted by e λ Q T ). This is similar to the equivalence of thermodynamic ensembles in equilibrium when volume is large.
In the weak noise limit of the Langevin dynamics, one can introduce conditioned Large deviations functions which characterize fluctuations in the conditioned dynamics. Using a WKB solution we showed in Section 4.1 that these conditioned large deviations functions can be expressed in terms of the solution of the Hamilton-Jacobi equations (40a-40b). The same result can also be derived (see Section 6) using a variational formulation, where the large deviations functions are related to the minimum of the Action that characterizes the path-space probability. Within this variational approach, one can calculate the optimal trajectory which describes how atypical fluctuations are generated and how they relax (58, 60) . A similar approach to our variational formulation was also used recently [58] in the quasi-stationary regime of a Langevin dynamics in a periodic potential.
One of the rather surprising aspects in the Langevin dynamics is that the noise becomes correlated over time due to the conditioning (see (69)).
Moreover, fluctuations of the position at a time become correlated to the noise in the future.
The examples discussed in this paper are simple as they deal with a single degree of freedom. They are part of a theory which is rather general. In a forthcoming publication [54] we shall apply the same ideas for a system with many degrees of freedom [15, 16, 23] , e.g. the symmetric exclusion process. The variational approach discussed here for the Langevin dynamics can be generalized for the large systems where the weak noise limit comes from the large volume. Several of the ideas used in this paper will be extended there.
We have seen in (16c) and (35c) that in the quasi-stationary regime the conditioned measure is a product of the left and right eigenvectors corresponding to the largest eigenvalue of the tilted matrix. Even in the non-stationary regime (see (23a)) the conditioned measure is a product of a left vector and a right vector which evolve according to linear equations. This is very reminiscent of Quantum Mechanics. What could be learnt from this analogy is an interesting open issue.
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A Ensemble equivalence
In this appendix we show that, for large T , the equivalence of ensembles holds for an arbitrary time t.
As the reasoning is very similar in the five regions of figure 1, we will limit our discussion to the case of region II, i.e. for 0 ≤ t T . Let Pt(C T , C, Q|C 0 ) be the joint probability of configuration C T at time T , configuration C at time t and of the observable Q T to take value Q given its initial configuration C 0 at time 0.
To establish the equivalence of ensembles in (15), we need to show that the microcanonical probability
and the canonical probability
converge to the same distribution for large T when λ and q are related by (11) . For this we write in terms of the probability (5),
and use the result (10) . For large T , one has Fig. 7 A schematic of a time evolution in a Markov process with discrete time steps dt. The continuos time limit is obtained by taking dt → 0 limit.
Substituting in (70) and simplifying the expression for large T we get the micro-canonical probability
is defined in (6) . On the other hand, using (9) for large T we get the canonical probability
Clearly the two probabilities in the two ensembles coincide for λ = φ (q). Replacing G (λ) (74) leads to the conditioned measure (16b). The same reasoning can be easily adapted in the other regions of Figure 1 .
B Continuous time Markov process
In this Appendix, we describe a continuous time limit of the Markov process, illustrated in Figure 7 . In this, the empirical observable analogous to (4) is the dt → 0 limit of
where t = i dt, and (C − n , C + n ) are the configurations before and after the nth jump during the time interval [0, T ].
From (7) we get where M λ is the tilted matrix for the continuous time process, M λ (C , C) = e λg(C ,C) M 0 (C , C) for C = C, λf (C) − C =C M 0 (C , C) for C = C.
This shows that the generating function is the (C, C 0 )th element of e T M λ , i.e.
G (λ)
T (C|C 0 ) = e T M λ (C, C 0 )
Although (76) resembles a Master equation, the tilted matrix M λ is not a Markov matrix as C M λ (C , C) does not necessarily vanish.
For large T , one would get G (λ)
T (C|C 0 ) e T µ(λ) R λ (C)L λ (C 0 ) where the cumulant generating function µ(λ) is the largest eigenvalue of M λ with L λ (C) and R λ (C) being the left and right eigenvectors, respectively. (Note the difference with the discrete time case (9) where µ(λ) is the logarithm of the largest eigenvalue of the tilted matrix M λ in (8).)
In a similar construction, one could get the continuous time limit of the conditioned measure (16a)-(16d) and its time evolution (18a)-(18d). The analysis is straightforward and we present only the final result.
The time evolution of conditioned measure P (λ) t (C) for a continuous time Markov process is also a Markov process
where W (λ) t (C , C) is the transition rate from C to C at time t in the canonical ensemble. The conditioned measure and transition rate have different expressions in the five regions indicated in Figure 1 . Their expression is given below where we use a matrix product notation, e.g.
1. Region I.
2. Region II.
3. Region III.
4. Region IV.
where the left eigenvector L 0 for the original (unconditioned) evolution is a unit vector such that [L 0 M λ ](C) ≡ C M λ (C , C).
a Fig. 8 A jump process on a one-dimensional chain where a particle jumps to its nearest neighbour site with rates indicated in the figure.
5. Region V.
One can verify the property C W 
C Conditioned Langevin dynamics
In this appendix, we show how the case of Langevin dynamics in Section 3 can be obtained as a continuous limit of the discrete time Markov process in Section 2. One may alternatively derive the same results using the Kramers-Moyal expansion [50] of the continuous time Markov process in Appendix B.
In our approach, we consider a jump process on a one-dimensional lattice where a configuration C is given by the site index i as indicated in Figure 8 . Only nearest neighbor jumps are allowed with transition rate
with M 0 (i, i) = 1 − , where a is the unit lattice spacing, is a parameter, and F (x) is an arbitrary function defined on the lattice. The probability P t,i of the jump process to be in site i at time t satisfies P t+1,i = M 0 (i, i + 1)P t,i+1 + M 0 (i, i − 1)P t,i−1 + M 0 (i, i)P t,i
Taking the continuous limit a → 0, one can easily see that, P a 2 t (a i) ≡ P t,i follows the Fokker-Planck equation (27) . This shows that the continuous limit of the jump process is indeed identical to the Langevin dynamics (26) . One can now similarly derive results for the conditioned Langevin dynamics from the continuous limit of the jump process when it is conditioned to give a certain value of the observable Q in (22) . For this we define ft(i) = a 2 f (a i, a 2 t) and gt(i, j) = g(a i, a j, a 2 t)
Then, the continuous limit of (22) corresponds to an observable Q of the Langevin dynamics
Taking small limit, we get S
T [z] with the latter given in (53) where we used h(x) = 0.
