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Abstract
Understanding the phase structure of Quantum Chromodynamics (QCD) is still
one of the major goals in the theoretical and experimental research of matter under
extreme conditions. In this context, realistic spectral functions of vector and axial-
vector mesons are crucial for identifying signatures of possible phase transitions and
critical endpoints in the measured dilepton spectra.
In this thesis we calculate the spectral functions of the ρ and a1 meson within the
Functional Renormalization Group (FRG) approach by using a recently proposed
analytic continuation procedure on the level of the flow equations. This is done
by employing low-energy effective two-flavor models for QCD in different exten-
sions in which we develop a new formalism to describe fluctuations due to massive
(axial-)vector mesons within the FRG. In particular, we study in-medium modifi-
cations of these spectral functions in different regions of the phase diagram within
the corresponding model where we focus on signatures for a chiral critical endpoint
and the restoration of chiral symmetry. Additionally, we calculate temperature- and
chemical-potential dependent electromagnetic spectral functions and present a new
procedure of solving analytically continued flow equations self-consistently. The fea-
sibility of this procedure is shown by calculating self-consistent spectral functions in
the O(4) model.
Zusammenfassung
Das Verständnis der Phasenstruktur der Quantenchromodynamik (QCD) ist im-
mernoch eines der Hauptziele in der theoretischen und experimentellen Erforschung
von Materie unter extremen Bedingungen. In diesem Zusammenhang sind realistis-
che Spektralfunktionen von Vektor- und Axial-Vektormesonen entscheidend für das
Identifizieren möglicher Phasenübergänge und kritischer Endpunkte in den gemesse-
nen Dileptonspektren.
In dieser Arbeit berechnen wir die Spektralfunktionen des ρ und a1 Mesons
innerhalb der Funktionalen Renormierungsgruppe (FRG) mit Hilfe einer kürzlich
vorgestellten Prozedur zur analytischen Fortsetzung auf Ebene der Flussgleichun-
gen. Hierbei benutzen wir effektive Niederenergie-Modelle für Zwei-Flavor-QCD
innerhalb verschiedener Erweiterungen, in welchen wir einen neuen Formalismus
zur Beschreibung von Fluktuationen durch massive (Axial-)Vektormesonen inner-
halb der FRG entwickeln. Insbesondere studieren wir mögliche Modifikationen in
diesen Spektralfunktionen in verschiedenen Bereichen des Phasendiagramms für das
entsprechende Modell, wobei wir unseren Fokus auf Signaturen für einen chiral-
kritischen Endpunkt und die Wiederherstellung chiraler Symmetrie legen. Zusät-
zlich berechnen wir elektromagnetische Spektralfunktionen in Abhängigkeit von der
Temperatur und dem chemischen Potential und präsentieren eine neue Prozedur, um
analytisch fortgesetzte Flussgleichungen selbstkonsistent zu lösen. Die Machbarkeit
dieser Prozedure wird anhand der Berechnung selbstkonsistenter Spektralfunktionen
im O(4) Modell gezeigt.
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1
Introduction
With nowadays state of knowledge, nature can be described by three fundamental
forces: the gravitational, the electroweak and the strong force. The latter two form
the widely accepted Standard Model of particle physics where it is the strong force
which is crucial for the description of matter under extreme conditions as observed
in compact stellar objects or expected in the early universe microseconds after the
Big Bang. Also the matter produced and studied in man-made relativistic heavy-ion
collision experiments can be described by the strong interaction.
The quantum field theoretical description of the strong force is called Quantum
Chromodynamics (QCD) and basically goes back to the 1950s and 1960s when it was
Gell-Mann [1, 2] and Zweig [3] who proposed that baryons are bound states built
out of three constituents, called quarks. In order to describe the entire observed
hadron spectrum, e.g. the ∆++, an additional quantum number was introduced,
the color charge [4], according to which quarks appear in three different possible
states. In analogy to quantum electrodynamics (QED), the interaction of quarks
was then described within a SU(3) gauge theory [5] where the associated gauge
boson which mediates this interaction was called gluon. Since the SU(3) gauge
group is non-Abelian one direct consequence is that gluons also carry color charge
and thus interact among themselves.
It is the variety of theoretical features and consequences that makes QCD fasci-
nating and difficult to treat at the same time, from a theoretical as well as from
an experimental point of view. Here, one of the main features is the absence of
color charged objects in nature, called confinement. Consequently, quarks and glu-
ons only appear as colorless bound states at low energies, like in form of mesons or
baryons. The discovery of asymptotic freedom in 1973 by Gross, Wilczek [6] and
Politzer [7] revealed the second main feature of QCD. According to that, the in-
teraction strength of quarks and gluons becomes arbitrarily weak at high energies
resulting in essentially free particles. The scale-dependence of the QCD coupling αs
reveals exactly these effects [8].
The understanding of a fundamental interaction also includes the knowledge of its
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Figure 1.1: Phase diagram of QCD in the plane of temperature and chemical poten-
tial. Figure by courtesy of D. Rischke.
behaviour at finite temperature and density. For the strong interaction the different
phases and properties expected from strong-interaction matter are usually illustrated
as a function of temperature and chemical potential in the QCD phase diagram, a
sketch of which is depicted in Fig. 1.1. Given its precise contours and features would
allow to understand many phenomena like the evolution of the early Universe which
would then correspond to trajectories through the phase diagram. Unfortunately,
due to the infamous sign problem the applicability of the non-perturbative ab-initio
approach of lattice QCD [9] is basically limited to the region of small chemical
potentials [10,11]. Along the axis of vanishing chemical potential, lattice calculations
show a crossover transition from a hadron gas to the quark-gluon plasma (QGP)
phase with a crossover temperature of T ≈ 157 MeV [12]. The hadronic phase is
characterized by broken chiral symmetry and confined color states, whereas in the
quark-gluon plasma phase quarks and gluons are deconfined and chiral symmetry is
approximately restored in the light quark sector.
At intermediate and large densities various features and phases have been conjec-
tured so far [13–15]. At vanishing temperature and intermediate densities we have
the liquid-gas phase transition towards bound nuclear matter which represents a
first-order phase transition that ends in a second-order critical point at a tempera-
ture of approximately 15 MeV. At larger densities the chiral crossover transition is
expected to turn into a phase transition of first order where both transitions meet
in a chiral critical endpoint (CEP). Currently, a lot of effort is put into finding ex-
perimental evidence of this predicted endpoint. In the vicinity of this first-order line
there is also the conjecture of spatially modulated condensates, i.e. the existence
of inhomogeneous phases [16]. At very large densities one expects more exotic fea-
tures like color-superconducting phases characterized by Cooper pairing of quarks
in analogy to ordinary superconductivity [17,18].
As lattice QCD is not applicable in these regions, the detailed theoretical ex-
ploration of the QCD phase diagram at finite chemical potential requires different
non-perturbative methods and a detailed understanding of the mechanisms of chiral
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symmetry breaking and confinement. Here, very promising are functional methods
such as Dyson-Schwinger equations (DSE) [19–25] or the Functional Renormalization
Group (FRG) (see Chapter 2) which both are in principle applicable to the full QCD
phase diagram. Since tackling full QCD is very complicated, one often uses effective
models incorporating symmetries of QCD to get qualitative and also quantitative in-
sights. Throughout this work we will employ the Functional Renormalization Group
to mainly chiral symmetric two-flavor models for QCD (see Chapter 3).
The experimental investigation of the QCD phase diagram requires very high
temperatures and/or densities and is therefore quite challenging. An overview of
the most important heavy-ion collision experiments aiming to probe the phase dia-
gram in specific regions is given in Fig. 1.1. Experiments at low densities and large
temperatures are performed at the Lagre Hadron Colloder (LHC) at CERN and
at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory
(BNL). Since in this region one has approximately the same number of particles
and antiparticles, these experiments are relevant for studying the QCD epoch of the
early Universe. Other experiments in the region at intermediate temperatures and
large densities are performed at the Japan Proton Accelerator Research Complex
(J-PARC), the Nuclotron-based Ion Collider fAcility (NICA) in Dubna and the Fa-
cility for Antiproton and Ion Research (FAIR) in Darmstadt. Here the questions of
the existence and location of a possible chiral critical endpoint become relevant.
In such collision experiments, electromagnetic probes like lepton pairs are the ideal
information carrier for the strong interaction as they escape the inner core of the
collision process almost untouched once they are produced. In this context, it is the
electromagnetic spectral function which links between the measured dilepton yields
and the theoretical access to understand and interpret the physical mechanisms.
Since vector mesons directly couple to these lepton pairs, the correct modelling of in-
medium (axial-)vector meson spectral functions, primary of the ρ meson, is crucial
for finding signatures for the restoration of chiral symmetry or a possible critical
endpoint in the measured spectra (see Chapter 5 for a more detailed introduction
on this topic).
The computation of real-time quantities like spectral functions or transport co-
efficients within Euclidean approaches to quantum field theory in general is very
difficult since one somehow has to perform an analytic continuation from Euclidean
space-time to the real-time framework. In practise, this analytic continuation proce-
dure is usually performed numerically on the basis of numerical, Euclidean datasets
using the maximum entropy method (MEM) [26–28], Padé approximants [29] or
other numerical reconstruction methods [30]. As all these approaches rely to a high
degree on the quality of the numerical input data, a non-perturbative framework to
directly perform calculations in the real-time system would be very desirable. Here,
the Functional Renormalization Group provides an alternative and very promising
tool to carry out the analytic continuation in an analytic way without the neces-
sity of numerical reconstruction methods [31–33]. The applicability of this method
has been demonstrated in various recent studies [34–39], where mesonic and quark
spectral functions were calculated within low-energy effective models, recently even
self-consistently [40].
In this work, we follow the idea of these studies and aim at calculating ρ and a1
meson spectral functions within effective low-energy models for QCD. Therefore we
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derive and solve flow equations for retarded (axial-)vector meson two-point functions
which are obtained by applying the FRG framework to an effective theory inspired
by the gauged linear sigma model (gLSM) and an analytic continuation procedure
on the level of the flow equations. Here we consider different model extensions
and especially concentrate on the FRG formulation of fluctuations due to massive
(axial-)vector mesons. The related issue of defining covariant time-ordered products
for vector or in general tensor fields is known for a long time already and will
be resolved as part of the used effective theory by implementing the Stueckelberg
formalism for massive vector mesons. This ansatz is modelled in a way that at the
physical IR scale the associated modified Ward identity (mWI) is fulfilled and we
end up with a manifestly covariant and transverse vector meson Green function. In
order to investigate possible signatures for the restoration of chiral symmetry or a
chiral critical endpoint, we study the resulting ρ and a1 meson spectral functions as
well as electromagnetic spectral functions at finite temperature and finite chemical
potential along the phase diagram of the corresponding effective model.
In an additional study, we present a numerical procedure of solving analytic con-
tinued flow equations self-consistently, even at finite temperature. This represents
an important technical step to resolve non-trivial structures in spectral functions
since in the usual truncation only the single-particle contributions of the particular
propagators contribute to the flow equations. To demonstrate the applicability of
this procedure we calculate the pion and sigma spectral functions in the O(4) model.
This thesis is organized as follows. In Chapter 2 we start by introducing the
Functional Renormalization Group as a non-perturbative method. Beginning with
a recapitulation of generating functionals and the derivation of the Wetterich equa-
tion, we will concentrate on flow equations for two-point functions including their
analytic continuation to real energies. We will also discuss numerical procedures
of solving flow equations. Basics of QCD and the quark-meson model as well as
the parity-doublet model as effective low-energy models will be discussed and intro-
duced in Chapter 3. Here we already present first results on the phase structure
of these models. In Chapter 4 we will then focus on the theoretical description of
(axial-)vector mesons by fundamental fields within effective theories and possible ex-
tensions. After a glimpse on the historic development we will introduce the gauged
linear sigma model with quarks where in particular we will discuss its treatment
within the FRG including the FRG formulation of fluctuating (axial-)vector mesons.
Results for temperature- and chemical-potential dependent ρ and a1 meson spectral
functions as well as for electromagnetic spectral functions obtained within different
model settings will be presented and discussed in Chapter 5. In Chapter 6 we then
introduce a numercial procedure for calculating spectral functions self-consistently.
As an example we will present results for mesonic spectral functions within the O(4)
model. We close this thesis by giving a summary and an outlook in Chapter 7.
The used notations and conventions are listed in App. A. In App. B we give further
details on the derivation of flow equations including explicit expressions. Finally, in
App. C we discuss further important properties of retarded two-point functions and
spectral functions.
As supplemental material we submit Mathematica notebooks in which all objects
and equations used within this dissertation are listed.
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While all results presented in this thesis are the original work of the author,
most of the results were achieved in collaboration with other authors. Results for
(axial-)vector meson spectral functions in Sec. 5.2.1 were obtained in collaboration
with Fabian Rennecke, Ralf-Arno Tripolt, Lorenz von Smekal and Jochen Wambach,
published in [41,42]. Results for the parity-doublet model in Chapter 3, the formal-
ism of fluctuating (axial-)vector mesons in Sec. 4.2.2 as well as spectral functions
presented in Sec. 5.2.2 and Sec. 5.2.3 were obtained in collaboration with Lorenz
von Smekal, results for electromagnetic spectral functions in Sec. 5.3 together with
Ralf-Arno Tripolt, Naoto Tanji, Lorenz von Smekal and Jochen Wambach, pub-
lished in [43]. Finally, Chapter 6 is based on the collaboration with Nils Strodhoff
and Lorenz von Smekal.
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2
The Functional Renormalization Group
The Functional Renormalization Group (FRG) provides a powerful tool addressing
in particular non-perturbative effects in statistical physics and quantum field theory,
see [31,44–50] for general reviews. The basic aim in this framework is to understand
and calculate macroscopic properties of physical systems from a given microscopic
theory where the applicability ranges from condensed matter physics [51] and quan-
tum gravity [52–56] to QCD [57–60].
As central object, Wetterich, the pioneer of this approach, introduced the so-
called effective average action Γk as generalization of the quantum effective action Γ
[61]. With the introduction of the scale parameter k, this effective average action
Γk interpolates between a chosen bare classical action Scl ≡ ΓΛ given at a cutoff
scale Λ and the full quantum effective action Γ ≡ Γk→0 where all quantum and
thermal fluctuations are included. Technically this procedure follows the Wilsonian
approach to renormalization where quantum effects are included by integrating out
fluctuations momentum-shell by momentum-shell. This is achieved by introducing
the so-called regulator function Rk which suppresses low-momentum fluctuations
such that Γk only includes fluctuations with momenta larger than k.
The change of Γk when changing the scale k is described by theWetterich equation,
an exact flow equation which, together with the specification of the bare action at
the UV scale, can be used as definition of a quantum field theory. Since this equation
cannot be solved analytically in a closed form, one has to use truncations to approx-
imate the full solution numerically. Here, one advantage of the FRG framework is
the versatility of truncation schemes which can be constructed in a systematic way
guided by the concrete physical setup and the numerical stability.
We start this chapter by recapitulating the concept of generating functionals in
quantum field theory and by deriving the Wetterich equation in Sec. 2.1. In Sec. 2.2
we will focus on two-point functions where we first discuss the Euclidean flow and
afterwards present the analytic continuation procedure towards flow equations for
retarded two-point functions. We close this chapter by discussing the numercial pro-
cedure for solving flow equations including possible truncation schemes in Sec. 2.3.
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2.1 The Effective Average Action
2.1.1 Generating Functionals and Statistical Physics
We start this section by recapitulating the concept of generating functionals in Eu-
clidean quantum field theory, for simplicity we only consider a real scalar field the-
ory [46].
An efficient way of storing all information about a given quantum field theory is
to calculate the generating functional of all correlation functions
Z[J ] =
∫
Dϕ e−S[ϕ]+
∫
Jϕ , (2.1)
with S[ϕ] being the classical action and J a so-called source term. The integral is
performed over all field configurations. By functional differentiation with respect to
the source term one has access to all correlation functions which are then defined as
〈ϕ(x1) . . . ϕ(xn)〉 = 1
Z[J = 0]
δnZ[J ]
δJ(x1) . . . δJ(xn)
∣∣∣∣
J=0
. (2.2)
In order to get rid of the disconnected Feynman diagrams one introduces the so-
called Schwinger functional W [J ] which is the generating functional providing all
connected Feynman diagrams, given by the logarithm of Z[J ],
W [J ] = lnZ[J ] = ln
(∫
Dϕ e−S[ϕ]+
∫
Jϕ
)
. (2.3)
An even more suited way of encoding the same information is to perform a Legendre
transformation of the Schwinger functional which is then called effective action Γ,
generating only one-particle irreducible Feynman diagrams,
Γ[φ] =
∫
x
Jφ−W [J ] , (2.4)
where φ now represents the classical field given by the field-expectation value in the
presence of a source term,
φ(x) = 〈ϕ(x)〉J =
δW
δJ
. (2.5)
The strength of a description in terms of generating functionals is the apparent
analogy to statistical physics [62]. In this analogy, the generating functional Z[J ]
plays the role of the partition function describing a macroscopic system in statis-
tical mechanics, the Schwinger functional W [J ] corresponds to the Helmholtz free
energy. The effective action as Legendre transform of W [J ] can finally be identified
with the Gibbs free energy. Evaluating the effective action at a constant field φconst
(independent of x) and using that Γ is an extensive quantity in a thermodynamic
sense gives
Γ[φconst] = U · Ueff(φconst) . (2.6)
The effective action is up to a volume factor U proportional to the so-called effective
potential Ueff. Evaluated at its minimum, Ueff can in the language of statistical
mechanics be identified with the grand potential per volume sometimes also called
the Landau free-energy density. From this, many thermodynamic quantities of the
theory like pressure, entropy density or particle densities can be read off.
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2.1.2 The Wetterich Equation
The basic objects of the FRG are the effective average action Γk as generalization of
the effective action introduced in the last section, Sec. 2.1.1, and its exact flow equa-
tion, the Wetterich equation which will be derived in the following. For clarity and
simplicity we make this discussion with real, scalar bosonic fields, the generalization
to general (non-scalar) bosonic and fermionic fields is in principle straightforward
and will be addressed at the end of this section. As a last remark, from now on
the trace is always meant to be a trace over all internal indices together with an
integration over the internal momentum.
In order to construct Γk one first requires that at the UV cutoff scale k = Λ it
corresponds to the bare classical action and at the IR scale k → 0 one recovers the
full quantum effective action,
Γk=Λ = Scl , Γk→0 = Γ . (2.7)
Technically this can be achieved by inserting a k-dependent term into the definition
of the generating functionals,
Zk[J ] = eWk[J ] ≡
∫
Dϕ exp
(
−S[ϕ]−∆Sk[ϕ] +
∫
Jϕ
)
, (2.8)
where the extra IR cutoff term is quadratic in the field and can be interpreted as
momentum and k-dependent mass term, more explicitly given as
∆Sk[ϕ] =
1
2
∫
dDq
(2pi)D ϕ(−q)Rk(q)ϕ(q) . (2.9)
The regulator function Rk(q), which in general is matrix-valued, can in principle
be chosen arbitrarily but has to obey the following three properties such that the
requirements in Eq. (2.7) are fulfilled:
1. For q2/k2 → 0 the regulator stays finite, implementing an IR regularization.
2. For k2/q2 → 0 the regulator vanishes such that for k → 0 one recovers the full
quantum effective action Γ.
3. For k → Λ → ∞ the regulator diverges. In this case one can use the saddle-
point approximation and Γk reduces to the classical action Scl.
Typical regulators fulfilling these requirements are exponential ones or the one pro-
posed by Litim [63] called Litim regulator,
RExpk (q) ∼
q2
exp q2/k2 − 1 , R
Litim
k (q) ∼ (k2 − q2) Θ(k2 − q2) . (2.10)
In Fig. 2.1 it is illustrated how the regulator and its derivative implement the prop-
erties discussed above.
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Figure 2.1: Plot of a typical regulator function Rk serving as additional mass for
fluctuations with momentum smaller than k, and of the peaked regulator
derivative ∂tRk = k∂kRk implementing the momentum-shell integration
(from [64]).
We can now study the k-trajectory of the generating functionals. For the modified
Schwinger functional Wk[J ] we obtain
∂kWk[J ] = − 1
Zk[J ]
∫
Dϕ (∂k∆Sk[ϕ]) exp
(
−S[ϕ]−∆Sk[ϕ] +
∫
Jϕ
)
= −〈∂k∆Sk[ϕ]〉J
= −
〈
1
2
∫
dDq
(2pi)Dϕ(−q)∂kRk(q)ϕ(q)
〉
J
, (2.11)
where the expectation value of a functional A[ϕ] in the presence of a source term J
is defined by
〈A[ϕ]〉J =
1
Z[J ]Tr(A[ϕ]Z[J ]) . (2.12)
With the definition of the connected propagator
Gk(p) ≡
(
δ2Wk
δJδJ
)
(p) = 〈ϕ(−p)ϕ(p)〉J − 〈ϕ(−p)〉J 〈ϕ(p)〉J
(2.5)= 〈ϕ(−p)ϕ(p)〉J − φ(−p)φ(p) , (2.13)
we can express Eq. (2.11) in terms of this propagator which leads to
∂kWk[J ] = −12
∫
dDq
(2pi)D (∂kRk(q)Gk(q) + φ(−q)∂kRkφ(q))
= −12
∫
dDq
(2pi)D (∂kRk(q)Gk(q) + ∂k∆Sk[φ]) . (2.14)
18
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At this point we come back to the scale-dependent version of the effective action,
defined via a modified Legendre transformation
Γk[φ] =
∫
x
Jφ−Wk[J ]−∆Sk[φ] . (2.15)
From the functional derivative of Γk with respect to the field
δΓk[φ]
δφ(x) = J(x)− (Rkφ)(x) , (2.16)
the functional derivative of the source is obtained by
δJ(x)
δφ(y) =
δ2Γk[φ]
δφ(y)δφ(x) +Rk(x, y) =
(
Γ(2)k [φ] +Rk
)
(x, y) . (2.17)
Here we introduced the notation for the scale-dependent 1PI n-point functions,
Γ(n)k (x1 . . . xn) ≡
δnΓk[φ]
δφ(xn) . . . δφ(x1)
. (2.18)
Performing the functional derivative of the field with respect to the source and
exploiting Eq. (2.5) yields
δφ(x)
δJ(y) =
δ2Wk[J ]
δJ(y)δJ(x) = Gk(x− y
′) , (2.19)
which is the above defined connected propagator in position space. Finally we can
compare Eq. (2.17) and Eq. (2.19) to find the following,
δ(x− y) = δJ(x)
δJ(y) =
∫
dDx′
δJ(x)
δφ(x′)
δφ(x′)
δJ(y)
=
∫
dDx′ (Γ(2)k [φ] +Rk)(x, x
′)Gk(x′ − y) (2.20)
⇒ G−1k = (Γ(2)k [φ] +Rk) . (2.21)
Figure 2.2: Schematic plot of the flow of the effective average action in theory space.
After specifying the initial form of ΓΛ, the resulting effective action Γ
is unique whereas the precise k-trajectory depends on the choice of the
regulator Rk (from [64]).
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The inverse of the k-dependent propagator Gk is just given as the sum of the two-
point function Γ(2)k and the regulator function Rk.
We can now put all considerations together to finally obtain the flow equation for
the effective average action,
∂kΓk[φ] =
∫
x
(∂kJ)φ− ∂kWk[J ]− ∂k∆Sk[φ]
= −∂kWk[J ]− ∂k∆Sk[φ]
(2.14)= 12
∫
dDq
(2pi)D ∂kRk(q)Gk(q)
(2.21)= 12 Tr
[
∂kRk
(
Γ(2)k [φ] +Rk
)−1]
. (2.22)
A schematic plot of the flow of Γk described by Eq. (2.22) is illustrated in Fig. 2.2.
In general, the field φ(q) represents bosonic and fermionic Grassmann valued fields
with arbitrary substructures, generically indicated by φ(q) =
(
B(q), F (q), F¯ (−q))>.
The corresponding two-point function and regulator in field space then look like
Γ(2)k (q, p) =

Γ(2)k,BB 0 0
0 0 Γ(2)
k,F F¯
0 Γ(2)
k,F¯F
0
 , Rk(q) =
Rk,BB(q) 0 00 0 Rk,F F¯ (q)
0 Rk,F¯F (q) 0
 .
Since the bosonic and the fermionic elements do not mix, the Wetterich equation,
Eq. (2.22), decomposes into a bosonic and a fermionic part. With the relation
Γ(2)
k,F F¯
= −(Γ(2)
k,F¯F
)> we can rewrite Eq. (2.22) as
∂kΓk =
1
2 Tr
[
∂kRk,B
(
Γ(2)k,B +Rk,B
)−1]− Tr[∂kRk,F (Γ(2)k,F +Rk,F)−1]
= 12 STr
[
∂kRk
(
Γ(2)k +Rk
)−1]
. (2.23)
Here one sometimes uses the notation STr which means a trace together with the
fermion factor -2. The usual diagrammatic representation of this equation is shown
in Fig. 2.3. Formally this equation has a one-loop structure but it is an exact
equation with fully dressed propagators in the loops.
∂kΓk =
1
2
−
Figure 2.3: Diagrammatic form of the flow equation for the effective average action,
Eq. (2.23). The dashed blue line is associated with bosonic propaga-
tors, the solid black line with fermionic propagators, the crossed circles
represent regulator insertions ∂kRk.
20
2.2 Flow Equations for Two-Point Functions
2.2 Flow Equations for Two-Point Functions
2.2.1 Euclidean Flow and Particle Masses
As already mentioned, all information about a quantum field theory is encoded in
the effective action Γ or equivalently in its functional derivatives, the n-point vertex
functions Γ(n). Flow equations for these n-point functions can be derived by taking n
functional derivatives of the Wetterich equation, Eq. (2.23), with respect to specific
fields. As our main goal is to compute spectral functions we will in the following
focus on flow equations for two-point functions.
Taking two functional derivatives of the Wetterich equation with respect to the
fields φi and φj we find the following general structure,
δ2
δφi(−p)δφj(p)∂kΓk[φ] ≡ ∂kΓ
(2)
φiφj ,k
(p)
= STr
{
Dab,k(q) Γ(3)bci,k(p, q)Dcd,k(q ± p) Γ(3)dej,k(p, q) Def,k(q)
}
− 12STr
{
Dab,k(q) Γ(4)bcji,k(q)Dcd,k(q)
}
. (2.24)
In this expression we applied momentum conservation such that Γ(3)k and Γ
(4)
k only
depend on the loop momentum q and on the in- (and out-) going momentum p, the
momentum-dependent contribution is meant to be symmetrized in ±p. Furthermore,
we used collection indices for particle species and internal structures like color or
isospin. The scale-dependent regulated Euclidean propagator in general is defined
by
Dk,ij(q) ≡
(
Γ(2)k (q) +Rk(q)
)−1
ij
. (2.25)
The structure of Eq. (2.24) is shown in the usual diagrammatic form in Fig. 2.4. The
explicit form of the involved objects depends on the employed model, see App. B
for explicit expressions used in this work.
∂kΓ(2)k ∼ − 12
Figure 2.4: Diagrammatic form of the structure of flow equations for two-point func-
tions. The left momentum-dependent loop involves three propagators
(solid internal lines) and two three-point vertices (black dots). The right
momentum-independent tadpole involves two propagators and one four-
point vertex.
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Euclidean masses and pole masses
From the Euclidean two-point function we can straightforwardly define the Euclidean
(curvature) mass as the momentum independent part of it, evaluated at the physical
point in field space φ = φ0,
(m2k)E ≡ Γ(2),Ek (p = 0;φ = φ0) . (2.26)
This is the only mass definition which is accessible within the Euclidean framework
and can be seen as physical model-parameter rather than as physical mass. In a
simple O(4) symmetric model we have for example,
m2pi,k = Γ
(2),E
k,pipi (0) = 2U
′
k , (2.27)
m2σ,k = Γ
(2),E
k,σσ (0) = 2U
′
k + 4φ2 U ′′k , (2.28)
with U ′k and U ′′k being derivatives of the effective potential with respect to φ2. This
relation of the zero-momentum limit of the Euclidean two-point functions to field-
derivatives of the effective potential is a non-trivial statement following from our
truncation scheme and reflects the thermodynamic consistency of the used ansatz,
cf. Sec. 2.3.1.
The pole mass as physical mass is defined as the zero of the analytically continued
two-point function,
Γ(2),Ek (im
p, ~p = 0) ≡ 0 . (2.29)
While for stable particles this zero is located on the Minkowski axis corresponding
to a real mass mp, for resonances it lies on the unphysical or second Riemann sheet
and is consequently in general complex-valued.
Throughout this work we define the pole mass as zero crossing of the real part
of the retarded two-point function Γ(2),Rk , which for stable particles agrees with the
physical pole mass and for unstable particles is a good approximation if the width of
the resonance, i.e. the imaginary part of Γ(2),Rk , is sufficiently small. In this case the
pole mass locates the position of the peak of the resonance, at least approximately,
whose width is given by the imaginary part of the zero of the retarded two-point
function Γ(2),Rk on the second Riemann sheet.
2.2.2 Analytic Continuation of Flow Equations
To extract physically valuable information like pole masses, decay widths or in gen-
eral real-time observables like spectral functions and transport coefficients from the
Euclidean FRG framework one has to perform an analytic continuation to Minkowski
space-time. This analytic continuation is a very general problem in mathematics and
theoretical physics and describes in its very general definition the extension of some
holomorphic function to a larger subset in the following way [65].
Let U and V be two open, arcwise connected sets in the complex plane with U ⊂ V
and f : U → C, F : V → C being holomorphic functions. If f(z) = F (z) ∀z ∈ U
then F is called analytic continuation of f and is uniquely defined.
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In Euclidean approaches to quantum field theory one usually computes Euclidean
correlators on discrete, imaginary Euclidean frequencies ip0,n. In this case, an an-
alytic continuation is in general not well defined since one only knows the function
at discrete points and the function usually is not unique such that there seem to be
infinite possibilities for a continuation. However, if the function is analytic off the
real axis and goes to zero if the argument approaches infinity it can be shown that
there exists a well-defined, unique analytic continuation (Baym-Mermin boundary
conditions) [66]. In practical calculations one usually performs this analytic continu-
ation procedure towards real frequencies numerically, for example with the maximum
entropy method (MEM) [26–28] or Padé approximants [29].
In the FRG framework, however, it is possible to perform this analytic continu-
ation procedure with the correct boundary conditions analytically, on the level of
the flow equations. In the present case we want to allow the Euclidean two-point
function Γ(2),E(ip0,n) to be evaluated at real continuous frequencies ω in order to
obtain the retarded two-point function in Minkowski space-time, Γ(2),R(ω). Here we
can use the simple one-loop structure of the FRG flow equations and let us guide
by finite temperature perturbation theory where this can be done well-defined and
on the level of the equations [67]. Transferred to FRG flow equations for two-point
functions these steps read [33,34]:
1. Exploit the periodicity of bosonic and fermionic occupation numbers with re-
spect to external imaginary bosonic or fermionic Matsubara frequencies,
nB(E ± ip0,n)→ nB(E) , nF (E ± ip0,n)→ nF (E) . (2.30)
2. Replace the discrete Euclidean frequency by a real, continuous frequency ω,
∂kΓ(2),Rk (ω, ~p) = − lim→0 ∂kΓ
(2),E
k (p0 = −i(ω + i), ~p) . (2.31)
In this way we obtain flow equations for retarded two-point functions out of the
corresponding Euclidean ones discussed in Sec. 2.2.1. For the retarded propagator
DR(ω) given as the inverse of the retarded two-point function one can then define
the so-called spectral density or spectral function ρ(ω, ~p) as imaginary part of it [68],
ρ(ω, ~p) = − 1
pi
ImDR(ω, ~p) , (2.32)
or equivalently in terms of the real and imaginary part of the retarded two-point
function,
ρ(ω, ~p) = 1
pi
ImΓ(2),R(ω, ~p)(
ReΓ(2),R(ω, ~p)
)2 + (ImΓ(2),R(ω, ~p))2 . (2.33)
This spectral function will be the basic object in this work. It contains the whole
spectrum of a given theory including information like pole masses, decay widths
and possible decay channels and is therefore important for the calculation of various
observables like the shear-viscosity or other transport coefficients [69, 70]. Using
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Figure 2.5: Schematic spectral functions of a neutral pion: The spectral function of
a stable pion is given by a delta function concentrated at the pole mass
(left). For unstable pions the sharp delta peak gets a finite width and
height (right). Possible decays in other particles give rise to contributions
at larger frequencies.
the Lehmann spectral representation one also has access to all types of propagators
(retarded, advanced and Euclidean),
DR(ω, ~p) = −
∫ ∞
−∞
dω′
ω′ − ω − i ρ(ω
′, ~p) , (2.34)
DA(ω, ~p) = −
∫ ∞
−∞
dω′
ω′ − ω + i ρ(ω
′, ~p) , (2.35)
DE(p0, ~p) =
∫ ∞
−∞
dω′
ω′ + ip0
ρ(ω′,~k) . (2.36)
The spectral function has some important properties. It is antisymmetric in ω
and symmetric in ~p,
ρ(ω,−~p) = ρ(ω, ~p) , ρ(−ω, ~p) = −ρ(ω, ~p) , (2.37)
for physical particles it obeys the positivity condition
sgn(ω) ρ(ω, ~p) ≥ 0 , (2.38)
and it is normalized to one ∫ ∞
−∞
dω′ ω′ ρ(ω′, ~p) = 1 . (2.39)
In Fig. 2.5 a schematic representation of typical spectral functions is depicted. While
in a free theory the total spectral weight is concentrated on the pole mass of the
particle (left picture), interactions can modify the shape, leaving the integrated
weight constant (right picture). The spectral function of a free particle is thus given
by a delta peak concentrated on the pole mass of the particle,
ρ(ω, ~p) = sgn(ω)Z δ(ω2 − ~p 2 −m2) , (2.40)
with wavefunction renormalization Z. While in a free theory we have Z = 1, interac-
tions lead to a decrease of Z in favor of additional terms in the spectral function, for
example decay thresholds, which then receive fractions of the total spectral weight.
24
2.3 Truncation Schemes and Numerics
2.3 Truncation Schemes and Numerics
2.3.1 The Derivative Expansion
In practice, the flow equation for the effective average action Eq. (2.23) and its
functional derivatives Eq. (2.24) can neither be solved analytically nor numerically
in a closed form. In the following we will discuss truncation schemes and numerical
methods towards an approximate solution. The first step is to make an ansatz for
the structure of the effective average action Γk. Here, one possibility is an expansion
in terms of 1PI vertex functions Γ(n), the so-called vertex expansion,
Γk[φ] =
∞∑
n=0
1
n!
∫
dDx1 . . . d
Dxn Γ(n)k (x1, . . . , xn)φ(x1) . . . φ(xn) . (2.41)
Inserting this ansatz into the Wetterich equation, Eq. (2.23), one obtains flow equa-
tions for the vertex functions Γ(n)k resulting in an infinite tower of equations which
thus has to be truncated at finite order. This scheme is used for example in [71,72],
where an error estimate is possible by increasing the expansion order and look for
apparent convergence.
Another systematic truncation scheme is the so-called derivative expansion as
expansion in powers of derivatives or momenta in momentum space. For a scalar
field φ this ansatz has the form
Γk[φ] =
∫
dDx
{
Uk(φ) +
1
2Zk(φ) (∂µφ)
2 + 18Yk(φ)
(
∂µφ
2
)2
+O(∂4)
}
. (2.42)
To lowest order of this ansatz, which is referred to as local potential approximation
(LPA), only the scale-dependent effective potential Uk and the kinetic term is taken
into account while the wave function renormalization Zk is set to one and Yk is
set to zero. An extension of this simple truncation, for example by including field
independent Zk’s to dress the momentum dependent part, is called LPA′ in the
literature. The derivative expansion is suitable for describing critical phenomena
as usually the order parameters explicitly show up as variables. Considering the
O(n) model for example, already the LPA ansatz gives rather accurate results e.g.
for critical exponents [73]. Via model extensions towards the quark-meson model,
this LPA ansatz also provides first qualitative insights into the phase structure of
QCD [74, 75]. For this reason we will mainly use the LPA approximation in this
work.
Using the derivative expansion also results in an infinite tower of equations since
in the flow equation for Γ(n)k there always appear vertices up to Γ
(n+2)
k . In order
to render this system of equations finite we will extract the k-dependent two-point
functions Γ(2)k as well as the vertex functions Γ
(3)
k and Γ
(4)
k from the LPA ansatz
in Eq. (2.42) which gives a closed system of equations. More involved truncation
schemes are the expansion of vertex functions in external momenta [76,77] or back-
coupled self-consistent solutions of Euclidean flow equations [78] and of analytic
continued flow equations towards the computation of self-consistent spectral func-
tions [40]. Here we refer to Chapter 6 where we come back to this issue and present
an alternative framework to calculate self-consistent spectral functions at finite tem-
perature.
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2.3.2 Numerical Procedure
With a given ansatz for the effective average action, the Wetterich equation pro-
vides a set of complicated, coupled differential equations which cannot be solved
analytically and hence requires numerical methods. Inserting the LPA ansatz for
the effective average action into the Wetterich equation gives a partial differential
equation for the effective potential as it depends on the momentum scale k, the field
invariant φ2 ≡ ρ and respective derivatives of the effective potential with respect
to ρ,
∂kUk(ρ) = Flow
[
k, ρ, U ′k(ρ), U ′′k (ρ)
]
. (2.43)
In the following we present two common techniques in order to solve these types of
equations, namely via a Taylor expansion or with the so-called grid method.
Taylor expansion
One possibility of solving Eq. (2.43) is to first make a Taylor expansion of the
effective potential in powers of the invariant ρ around an, in general k-dependent,
expansion point ρ¯k up to order N ,
Uk(ρ) =
N∑
n=0
λk,n
n! (ρ− ρ¯k)
n , (2.44)
with scale-dependent expansion coefficients λk,n. With the constraint that the ex-
pansion point ρ¯k is the physical minimum, defined via
∂
∂φ
(Uk(ρ)− cσ)
∣∣∣∣
ρ=ρ¯k
!=0 , (2.45)
we find for the first expansion coefficient λ1,k = c/(2 ρ¯1/2k ). Here cσ accounts for
the explicit symmetry breaking in the case of a scalar field in the O(4) notation
φ = (σ, ~pi)>. We now can make an expansion also for the flow of Uk in the same
manner,
∂kUk(ρ) =
N∑
n=0
∂kU
(n)
k (ρ¯k)
n! (ρ− ρ¯k)
n , (2.46)
and insert the ansatz from Eq. (2.44) to obtain flow equations for the expansion
coefficients λk,n, given by
∂kλn,k = ∂kU (n)k (ρ¯k) + λn+1,k ∂kρ¯k . (2.47)
In this expression, ∂kU (n)(ρ¯k) denotes the n-th derivative of the Wetterich equation
with respect to ρ evaluated at ρ¯k, which for a large expansion order gets increasingly
complicated. However, one advantage of the Taylor method is the comparatively
small number of equations and the resulting numerical efficiency. On the other
hand, phenomena like first-order phase transitions are difficult to dissolve in this
approach as the order in the field is limited by the expansion order.
The Taylor expansion method is widely used in the FRG community [47,61] and
can of course also be applied to other scale dependent objects like wave function
renormalization factors Zk, two-point functions or vertex functions Γ(n)k [38].
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Grid method
Another common method of solving partial differential equations like Eq. (2.43) is
to discretize specific dependencies such that the original differential equation turns
into a set of coupled, ordinary differential equations, one for every discretization
point. The derivatives in these directions can then be performed numerically by
finite differences. In our case we discretize the effective potential Uk(ρ) in field
direction so that we obtain the following system of coupled differential equations,
each on a fixed field value ρi,
∂kUk(ρ1) = Flow
[
k, ρ1, U
′
k(ρ1), U ′′k (ρ1)
]
∂kUk(ρ2) = Flow
[
k, ρ2, U
′
k(ρ1), U ′′k (ρ2)
]
...
∂kUk(ρN ) =Flow
[
k, ρN , U
′
k(ρN ), U ′′k (ρN )
]
. (2.48)
Since in this method the full field-dependence of the effective potential is taken
into account, it is usually numerically more expensive in comparison to the Taylor
method where only the scale-dependent minimum ρ¯k is considered. This general
field-dependence is also the strength of the grid method as in principle interaction
terms of arbitrary high orders in the fields can be generated during the flow, in
contrast to a finite expansion order in the Taylor expansion scheme. Because for
this reason it is better suited to describe for example first order phase transitions
we will employ the grid method in this work.
Having set up a grid for Uk with usually 60-100 gridpoints, one can gradually solve
the resulting coupled system of equations in k with standard methods. Here one
should ensure that the flat region of Uk including the k-dependent physical minimum
ρ0,k lies always within the covered grid domain, ρ1 < ρ0,k < ρN . After adding the
explicit symmetry breaking term cσ at the IR scale, the physical minimum ρ0 and
the Euclidean particle masses can be directly read off.
Flow equations for retarded two-point functions can then, after the analytic con-
tinuation procedure of their Euclidean counterparts (as described in Sec. 2.2.2), be
solved on the k-solution of the effective potential and possible other scale-dependent
objects like vector meson masses and wave-function renormalization factors. Here we
also use the grid method for solving the real and imaginary part of the retarded two-
point functions separately on fixed field values, typically the IR minimum ρ0,k→0.
From that, temperature- and chemical-potential dependent spectral functions can
be computed with Eq. (2.33). For more details concerning explicit flow equations,
the numerical procedure or parameter choices we refer to App. B.
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QCD and QCD-Effective Models
To gain insights into non-perturbative phenomena like chiral symmetry breaking
or the confinement-deconfinement transition, the construction of effective models
resembling symmetries and properties of QCD has a long tradition. Common to all
these models is to impose specific symmetries present in QCD and to restrict the
degrees of freedom in a certain way. The latter can be done e.g. by limiting the
number of quark flavors or by introducing effective degrees of freedom, for example
meson or baryon fields.
There are several models on the market which have also been investigated within
the FRG approach. The underlying model used in this work is the so-called quark-
meson model, a chirally symmetric low-energy model of QCD with two flavors
including the sigma meson and the pions as scalar mesons and quark-antiquark
fields as fermions which enables to study spontaneous chiral symmetry breaking,
see [74,79–81] for previous FRG studies on this model. To describe the confinement-
deconfinement transition, the quark-meson model can be extended by means of in-
troducing a gauge field and a Polyakov loop potential, then called Polyakov-quark-
meson model, see [75,82,83].
A chirally invariant way of describing nucleons in such two-flavor models leads to
the concept of parity-doubling and the so-called parity-doublet model, see [84] for
a general review and [85] for a first FRG study. Here the difficulty is to ensure
the nucleons to have a finite mass in the chirally symmetric phase, in contrast to
fermions described by quark-meson-type models.
After recapitulating basics of QCD in Sec. 3.1 we will introduce the quark-meson
model as well as the Polyakov extension and show first FRG results in Sec. 3.2. In
section Sec. 3.3 we will then focus on the parity-doublet model. Here we will discuss
the idea of parity doubling and present FRG results also for this model.
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3.1 Basics of QCD
Quantum Chromodynamics (QCD) is the field theoretical description of quarks and
gluons, the fundamental degrees of freedom of the strong interaction. The corre-
sponding Lagrangian consists of a matter sector with Nf quark flavors with current
quark mass mf , which is coupled to a gauge sector with non-Abelian gauge group
SU(3), related to Nc = 3, the number of color charges,
LQCD =
∑
f
ψ¯f (i /D −mf)ψf − 14F
a
µνF
aµν . (3.1)
Here, we introduced the covariant derivative Dµ = ∂µ − igT aAaµ and the gluon
field strength tensor F aµν = ∂µAaν − ∂νAaµ + gfabcAbµAcν , with gauge coupling g,
the generators of the gauge group T a, the gluon fields Aaµ being in the adjoint
representation of SU(3), and the SU(3) structure constants fabc.
As QCD is a gauge theory, its Lagrangian is invariant under local gauge transfor-
mations U(x) ∈ SU(3),
ψ(x)→ U(x)ψ(x) , Aµ(x)→ U(x)
(
Aµ(x) +
i
g
∂µ
)
U †(x) . (3.2)
The non-Abelian character of this gauge group also allow for gluonic self-interactions,
see for example [86] for a detailed introduction to Quantum Chromodynamics.
In the low-energy regime of QCD there are two prominent non-perturbative effects
on which we will focus in the following: chiral symmetry and confinement.
Chiral symmetry
For vanishing quark masses mf → 0, also called chiral limit, the QCD Lagrangian in
Eq. (3.1) is invariant under the independent transformation of left- and right-handed
quark fields ψL/R = 12 (1± γ5)ψ of the form UL/R ψL/R with UL/R ∈ U(Nf ). The
resulting flavor symmetry U(Nf )L × U(Nf )R can be decomposed in the form
U(Nf )L × U(Nf )R = U(1)V × SU(Nf )V × SU(Nf )A × U(1)A , (3.3)
where the indices V and A refer to vector and axial-vector, relating to the Lorentz
transformation properties of the associated conserved currents.
The exact global symmetry U(1)V implies the conservation of baryon number
and is also realized for finite quark masses, the axial symmetry U(1)A is broken by
quantization, referred to as axial anomaly [87]. The remaining chiral symmetry
SU(Nf )V × SU(Nf )A is in the ground state spontaneously broken to SU(Nf )V
signaled by a non-vanishing chiral condensate 〈ψ¯ψ〉. The latter also gives rise to
N2f − 1 massless Goldstone bosons. One direct consequence of this spontaneous
chiral symmetry breaking is the absence of degenerate masses of parity partners in
the vacuum. Spontaneous chiral symmetry breaking also generates the largest part
of the hadron masses as the current quark masses, especially of up and down quarks,
are much smaller than their constituent ones.
Due to these finite current quark masses in QCD, chiral symmetry is also explicitly
broken. Here it can only be treated as approximative symmetry for Nf = 2, where
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the mass differences and the masses of up and down quarks itself are small compared
to the typical QCD scale ΛQCD (cf. partially conserved axial current [88]). The pions
as associated Goldstone bosons are no longer massless and are therefore often called
pseudo-Goldstone bosons. The pion mass and its decay constant can be related with
the bare quark masses and the chiral condensate by the Gell-Mann-Oakes-Renner
relation [89].
Confinement
Another prominent phenomenon is the absence of colored states in the low-energy
regime of QCD, known as confinement. The emerging symmetry in the gauge sector
for static, thus infinitely heavy quarks is the so-called center symmetry. It describes
the invariance of the gauge sector of the QCD action with respect to transformations
of the form U(t+ 1/T, ~x) = hU(t, ~x), with h ∈ Z3 being in the center of the gauge
group SU(3). In contrast, the so-called Polyakov loop defined by
Φ(x) = 1
Nc
Trc
[
P exp
(
i
∫ β
0
dτA0(x)
)]
, (3.4)
with P denoting the path ordering of the exponential, transforms non-trivially under
these Z3 transformation, namely Φ′(x) = hΦ(x). It can further be shown that the
thermal expectation value of the Polyakov loop provides a connection to the free
energy of a static test quark,
Φ0 ≡ 〈Φ(x)〉 ∝ exp (−βFq) . (3.5)
If color is confined and hence the free energy of a static test quark is infinitely large
we have Φ0 = 0, whereas for deconfined color sources with a finite free energy we
have Φ0 > 0. The expectation value of the Polaykov loop defined in Eq. (3.5) thus
serves as an order parameter for the confinement-deconfinement phase transition.
The same arguments hold for an antiquark where in this case the order parameter
is usually denoted by Φ∗0.
As dynamical quarks break center symmetry explicitly, this symmetry as well as
the connection to confinement is only well-defined in the limit of infinitely heavy
quarks, analogously to the explicit chiral symmetry breaking discussed above. Con-
sequently, the phase transitions for finite temperature turn into smooth crossover
transitions in both cases.
3.2 Quark-Meson Model
3.2.1 Model Construction
The quark-meson model represents a bosonized low-energy effective model for QCD
with two quark flavors incorporating the chiral aspects of full QCD. As linear realiza-
tion of chiral symmetry it has its origin in the so-called linear sigma model [90–92].
Since the chiral phase transition of QCD with two flavors of massless quarks is ex-
pected to lie in the O(4) universality class as long as U(1)A remains anomalously
broken at the transition in this limit [93, 94], these types of models can provide
qualitative insights into the corresponding critical phenomena also of full QCD.
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For Nf = 2 we have the up and down quark as fermions and the sigma meson
and three pions as scalar mesons with σ ≡ ψ¯ψ being the scalar iso-singlet and
~pi ≡ iψ¯~τγ5ψ being the pseudo-scalar iso-triplet state usually denoted in the O(4)
notation φ = (σ, ~pi)>. By applying the chiral transformations
SU(2)V : ψ → eiτiθiψ , SU(2)A : ψ → eiγ5τiθiψ , (3.6)
to these states, it turns out that only the combination ρ ≡ φ2 = σ2 + ~pi2 is chirally
invariant. From that one can construct the following chirally invariant Lagrangian
of the quark-meson model (in Euclidean space-time)
LQM = ψ¯
(
/∂ + h (σ + i~τ~piγ5)
)
ψ + 12(∂µφ)
2 + U(φ2) . (3.7)
The first part contains the kinetic term for the quark-antiquark fields as well as the
coupling to the mesons via the Yukawa coupling h. Since the sigma meson is coupled
to a scalar combination of the quark-antiquark fields and the pions to a pseudo-scalar
one, this interaction term is also chirally invariant. Here, a finite expectation value
of the sigma field σ0 ≡ 〈σ〉 serves as quark mass term, i.e. mψ = hσ0, where from
the Goldberger-Treiman relation it follows that the vacuum value of σ0 coincides
with the pion decay constant fpi [88] (in the LPA truncation). We note that σ0
as an order parameter for spontaneous chiral symmetry breaking in these types of
models is proportional to the chiral condensate 〈ψ¯ψ〉 introduced in Sec. 3.1.
The second part of Eq. (3.7) consists of the usual kinetic term for bosonic fields
and an effective potential U(φ2) containing mesonic self-interaction terms of in prin-
ciple arbitrary order in the chirally invariant ρ. To exhibit spontaneous symmetry
breaking, this polynomial potential has to have its minimum at σ0 = fpi in the vac-
uum, cf. the so-called mexican hat potential [88]. In order to also account for a
finite current quark mass one adds an explicitly symmetry breaking term cσ to the
Lagrangian in Eq. (3.7) which is a bosonized version of the current quark mass term
mψψ¯ψ in the QCD Lagrangian. This also results in a finite mass for the pions as
pseudo-Goldstone bosons where the parameter c is usually chosen to reproduce the
physical pion mass.
Flow equation for the effective potential
To employ the quark-meson model within the FRG framework, we perform a deriva-
tive expansion to lowest order as an ansatz for the effective average action and include
the terms which are consistent with chiral symmetry. It follows that
Γk =
∫
d4x
{
ψ¯
(
/∂ − µγ0 + h (σ + i~τ~piγ5)
)
ψ + 12(∂µφ)
2 + Uk(φ2)
}
, (3.8)
where we introduced the quark chemical potential µ in the standard way, temper-
ature is included via the Matsubara formalism, cf. App. A. In this simple LPA
ansatz, the effective potential is the only scale-dependent quantity, see Sec. 2.3.1.
By inserting this ansatz into the Wetterich equation, Eq. (2.23), in combination with
a three-dimensional version of the Litim regulator, cf. App. B.1, one obtains the
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flow equation for the effective potential,
∂kUk =
k4
12pi2
{1 + 2nB(Eσ,k)
Eσ,k
+ 3 (1 + 2nB(Epi,k))
Epi,k
− 4NfNc
Eψ,k
(1− nF (Eψ,k − µ)− nF (Eψ,k + µ))
}
, (3.9)
where nB and nF are bosonic and fermionic occupation numbers. The minus sign
in front of the fermionic part is crucial for generating a non-vanishing expectation
value σ0 at intermediate scales.
In the numerical calculation we start with the following initial form of the effective
potential at the UV scale Λ = 1500 MeV,
Uk=Λ(φ) = b1 φ2 + b2 φ4 . (3.10)
The explicitly symmetry breaking term cσ does not contribute to the flow of Uk
and is therefore only added at the IR scale kIR = 40 MeV, after solving the flow
equation. Here one can also read off the energies and the Euclidean masses of the
sigma meson, the pions, and the quark-antiquarks, which are defined as follows
E2σ,k = m2σ,k + k2 = 2U ′k(ρ) + 4 ρU ′′k (ρ) + k2, (3.11)
E2pi,k = m2pi,k + k2 = 2U ′k(ρ) + k2, (3.12)
E2ψ,k = m2ψ,k + k2 = h2ρ+ k2. (3.13)
We note that these masses are in principle only meaningful as such when evaluated
at the physical minimum in field space ρ = σ20.
The parameters listed in Tab. 3.1 are chosen such that in the vacuum we have
a constituent quark mass of mψ = 300 MeV and phenomenologically reasonable
values for the pion and sigma masses and the pion decay constant, identified with
the global minimum of the effective potential: mpi = 140 MeV, mσ = 557 MeV and
fpi = σ0 = 93.0 MeV [41].
3.2.2 Phase Structure: FRG Results
By solving the flow equation for the effective potential given in Eq. (3.9) one can
compute the phase diagram of the quark-meson model within the LPA ansatz by
means of the temperature- and quark chemical-potential dependent chiral order
parameter, determined by the global minimum of the effective potential at the IR
scale, σ0 = σ0(T, µ). The phase diagram within this truncation is a well-known
result and basis for the calculation of spectral functions in later chapters.
In Fig. 3.1a we see a contour plot of the chiral order parameter σ0 as a func-
tion of temperature T and quark chemical potential µ. Once the vacuum value is
Λ [GeV] b1 [GeV2] b2 c [GeV3] h
1.5 0.8573 0.2 1.8228·10−3 3.226
Table 3.1: Parameter set.
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Figure 3.1: Phase diagram of the quark-meson model as contour plot of the chiral
order parameter σ0(T, µ) (a) and σ0 together with the Polyakov loops Φ
and Φ∗, the order parameters for the confinement-deconfinement transi-
tion along the T -axis at µ = 0 MeV [95] (b).
fixed to σ0,vac = 93 MeV (Goldberger-Treiman relation), chiral symmetry gets grad-
ually restored by increasing the temperature and/or the chemical potential which
is signaled by a decreasing value of σ0(T, µ) (darker color in Fig. 3.1a). At low
temperature and large chemical potential, (TCEP;µCEP) ≈ (10; 298) MeV, we find
a critical endpoint (CEP) which represents a second-order phase transition (black
dot) dividing the broad crossover region from a first-order phase transition for even
lower temperatures T < 10 MeV.
For the analysis with spectral functions in later chapters we will mainly focus on
signatures for the restoration of chiral symmetry and for the CEP, i.e. we will study
spectral functions along the temperature-axis at vanishing chemical potential and
along the axis of the CEP as a function of chemical potential and fixed temperature,
here at T = 10 MeV.
As a last point, we mention that the slope dT/dµ of the first-order line in these
type of calculations is very different to the one obtained by mean-field calculations,
cf. [96]. This leads to unphysical results for example for the entropy density in the
regime to the right of this first-order line, see [81] for further discussions on this
problem. However, there is evidence that an enhanced truncation scheme towards
LPA′ could resolve this issue [97].
3.2.3 Polyakov-Quark-Meson Model
Since the quark-meson model does not contain gluonic degrees of freedom it is not
able to describe the confinement phenomenon. The quark-meson model extended by
means of including a mean-field gluon field and a so-called Polyakov loop potential
U(Φ,Φ∗) leads to the Polayakov-quark-meson model. The ansatz for the effective
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action is similar to Eq. (3.8) and reads
Γk =
∫
d4x
{
ψ¯
(
/D − µγ0 + h (σ + i~τ~piγ5)
)
ψ + 12(∂µφ)
2 + Ωk(φ2,Φ,Φ∗)
}
, (3.14)
with ΩΛ(φ2,Φ,Φ∗) = UΛ(φ2) +UΛ(Φ,Φ∗). Taking merely the constant time compo-
nent of the gluon field into account and using the fact that we only have two degrees
of freedom, given by the Polyakov loops, we can always rotate in group space in a
way that only the diagonal Gell-Mann matrices λ3 and λ8 contribute. We therefore
have for the covariant derivative Dµ = ∂µ− igT aAaµδµ0 with T a being the Gell-Mann
matrices and a = 3, 8 [98]. The minimum of the polynomial [99, 100] or logarith-
mic [101] Polyakov loop potential UΛ(Φ,Φ∗) then defines the order parameters Φ
and Φ∗.
The flow equation of the effective potential Ωk looks the same as in Eq. (3.9) except
that the fermionic occupation numbers nF (Eψ,k∓µ) are replaced by generalized ones
containing the Polyakov loops,
NF(Eψ,k ∓ µ) ≡ 1 + e
2(Eψ,k∓µ)/TΦ + 2e(Eψ,k∓µ)/TΦ∗
1 + e3(Eψ,k∓µ)/T + 3e2(Eψ,k∓µ)/TΦ + 3e(Eψ,k∓µ)/TΦ∗
. (3.15)
In the limit of vanishing gluon fields and deconfined quarks/antiquarks Φ,Φ∗ → 1
these generalized fermionic occupation numbers reduce to the usual ones and we
recover the quark-meson model. The order parameters χ0 = (σ0,Φ0,Φ∗0) in the
Polyakov-quark-meson model are then determined by solving the following equations
of motion,
∂Ωk→0
∂σ
∣∣∣∣
χ0
= ∂Ωk→0
∂Φ
∣∣∣∣
χ0
= ∂Ωk→0
∂Φ∗
∣∣∣∣
χ0
!= 0 . (3.16)
In Fig. 3.1b we see the normalised chiral order parameter and Φ, Φ∗ as a function
of temperature for vanishing chemical potential. At µ = 0 MeV the Polyakov loop
and its conjugate are degenerate, as expected. As σ0 decreases strongly between
T = 150 MeV and T = 250 MeV, the Polyakov loops do just the opposite, increasing
strongly in this region until arriving in the deconfined phase for T & 330 MeV. The
crossover transition in both cases happens approximately at the same temperature,
defined by the first temperature-derivative peak, Tχ ≈ 195 MeV and Td ≈ 183 MeV.
As it turned out, although the Polyakov-quark-meson model works well as sta-
tistical model describing confinement in thermodynamics, it is unable to describe
confinement in the sense of suppressing quark-antiquark thresholds in the decon-
fined phase of the phase diagram of the model, apparent for example in mesonic
spectral functions [95]. For that reason we will in this work partly stick with the
quark-meson model and later overcome the issue of unphysical quark thresholds by
replacing the quarks with nucleons within the parity-doublet model.
3.3 Modeling Nucleons: Parity-Doublet Model
3.3.1 Model Construction and the Idea of Parity Doubling
The question of how to describe baryons within effective models incorporating the
principle of chiral symmetry has a long history. Here, important work was done by
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Walecka who introduced a hadronic model consisting of nucleons, scalar mesons and
vector mesons [102] and by Lee and Wick who reformulated the model of Walecka
into a chirally invariant version [103]. The latter model is called chiral Walecka
model and basically equals the quark-meson model introduced in Sec. 3.2.1 with
nucleon instead of quark fields. The problem here is that the baryonic degrees of
freedom become massless in the chirally restored phase as in these models their mass
is entirely generated by spontaneous chiral symmetry breaking in the chiral limit.
This issue can be resolved by including the parity partners of the nucleons in
a chirally invariant way, leading to parity-doublet models. Before introducing the
Lagrangian of such a model we discuss the chiral representations of quarks and
baryons [84,104,105].
Chiral representations for baryons
Let (IR, IL) be a representation of the chiral group SU(2)R ⊗ SU(2)L with IR and
IL being the value of the isospin. The quark field with right- and left-handed com-
ponents in this notation is a direct sum of the fundamental representation, namely
ψ ∼ (12 , 0)⊕ (0, 12). The representation of a single baryon is given by a direct product
of three quarks and can be decomposed as [106]
ψ ⊗ ψ ⊗ ψ ∼ 5[(12 , 0)⊕ (0, 12)]⊕ 3[(1, 12)⊕ (12 , 1)]⊕ [(32 , 0)⊕ (0, 32)] . (3.17)
The most natural choice for the representation of a nucleon is (12 , 0)⊕ (0, 12) as this
transforms in the same way as a quark field.
If we now consider two baryon species with right- and left- handed components
ψ1,r/l and ψ2,r/l, both in the (12 , 0) ⊕ (0, 12) representation, there are two possible
assignments of the chiral transformations. In the naive assignment both baryons
transform in the exactly same way, in the mirror assignment, however, the second
baryon transforms in the opposite way, namely ψ2,r → ULψ2,r and ψ2,l → URψ2,l
with UL/R ∈ SU(2)L/R. In this mirror assignment, first introduced in [107], it is
possible to introduce a chirally invariant bare mass term to the Lagrangian giving
the baryons a mass, also in the chirally restored phase. This invariant mass term
reads
LM = m0,B
(
ψ¯1ψ2 + ψ¯2ψ1
)
= m0,B
(
ψ†1,rψ2,l + ψ
†
2,lψ1,r + ψ
†
2,rψ1,l + ψ
†
1,lψ2,r
)
. (3.18)
FRG treatment of the parity-doublet model
The Lagrangian of the parity-doublet model consists of a mesonic part, which is the
same as in the quark-meson model, cf. Eq. (3.7), and a fermionic part with two
species of mirror-assigned baryons N1 ≡ ψ1 and N2 ≡ γ5ψ2 as degrees of freedom.
These baryonic fields are iso-doublets representing the nucleons (p, n) and their
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parity partners. The LPA ansatz for the effective average action then reads
Γk =
∫
d4x
{
N¯1
(
/∂ − µBγ0 + h1 (σ + i~τ~piγ5)
)
N1+
N¯2
(
/∂ − µBγ0 + h2 (σ − i~τ~piγ5)
)
N2+
m0,B
(
N¯1γ5N2 − N¯2γ5N1
)
+ 12(∂µφ)
2 + Uk(φ2)
}
. (3.19)
The first two parts of this ansatz represent the standard fermionic part including
a kinetic term, the baryon chemical potential µB and the coupling to the mesonic
degrees of freedom where we note that the parity partner N2 has a minus sign in
the coupling to the pions. The third part is a chirally invariant mass term, giving
the nucleons the bare mass m0,B, cf. Eq. (3.18). The remaining mesonic parts are
the same as in Eq. (3.8).
For the flow equation of the effective potential Uk we then obtain
∂kUk =
k4
12pi2
{1 + 2nB(Eσ,k)
Eσ,k
+ 3 (1 + 2nB(Epi,k))
Epi,k
+ (3.20)
4Nf
EB1,k EB2,k
(− (EB1,k + EB2,k) +
EB2,k nF (EB1,k − µB) + EB1,k nF (EB2,k − µB)+ (3.21)
EB2,k nF (EB1,k + µB) + EB1,k nF (EB2,k + µB)
)}
. (3.22)
As expected, the mesonic part is the same as in the pure quark-meson model, cf.
Eq. (3.9). For the fermionic part we introduced k-dependent particle energies for
the nucleon and its parity partner, given by
E2B1,k =
1
2
(
2k2 + 2m20,B + h21σ20 + h22σ20 + σ0(h1 − h2)
√
σ20(h1 + h2)2 + 4m20,B
)
,
E2B2,k =
1
2
(
2k2 + 2m20,B + h21σ20 + h22σ20 − σ0(h1 − h2)
√
σ20(h1 + h2)2 + 4m20,B
)
.
(3.23)
For the initial form of the effective potential at the UV scale Λ = 2500 MeV we chose
the same ansatz as for the quark-meson model, Eq. (3.10).
The masses of the nucleon and its parity partner are given by the Eigenvalues of
the mass matrix
M =
(
h1σ01 m0,Bγ5
−m0,Bγ5 h2σ01
)
, (3.24)
and are explicitly given by
mB1 =
1
2
(
+(h1 − h2)σ0 +
√
4m20,B + (h1 + h2)2σ20
)
, (3.25)
mB2 =
1
2
(
−(h1 − h2)σ0 +
√
4m20,B + (h1 + h2)2σ20
)
. (3.26)
As expected for chiral partners, for σ → 0 the two masses become degenerate to the
bare value m0,B. We also note that for m0,B = 0 the model reduces to a sum of
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Λ [GeV] b1 [GeV2] b2 c [GeV3] h1 h2 m0,B [GeV]
2.5 6.016 0.2 1.8028·10−3 7.75033 14.1697 0.7
Table 3.2: Parameter set.
two quark-meson models with masses m1 = h1σ0 and m2 = h2σ0 where the particle
energies in Eq. (3.23) reduce to E21,k = k2 +m21 and E22,k = k2 +m22.
The parameters in this model, shown in Tab. 3.2, were also chosen to reproduce
physically reasonable values for the particular Euclidean particle masses as well as
for the pion decay constant in the vacuum: mB,1 = 938.3 MeV, mB,2 = 1535.6 MeV,
mσ = 633.5 MeV, mpi = 140.9 MeV and σ0 = 93.0 MeV.
3.3.2 Phase Structure: FRG Results
As discussed for the quark-meson model in Sec. 3.2.2, we can also calculate a
phase diagram for the parity-doublet model by means of the temperature- and
baryon chemical-potential dependent chiral order parameter σ0 = σ0(T, µ) identified
with the global minimum of the effective potential at the IR scale. The resulting
phase diagram is shown in Fig. 3.2a where we again fixed the vacuum value to
σ0,vac = 93 MeV. In addition to a chiral first-order line ending in a CEP, the parity
doublet model shows a second first-order line which ends in a CEP representing the
liquid-gas phase transition of nuclear matter.
Phenomenologically, the value of the in-medium condensate right to the liquid-gas
first-order line can be determined by relating the Feynman-Hellmann theorem [108]
and the Gell-Mann-Oakes-Renner relation resulting in a relation between the in-
medium condensate σ¯(n0) and the saturation density of nuclear matter n0. With
n0 ' 0.16 fm−3 this gives an in-medium condensate of σ¯(n0) ' 69 MeV [109, 110].
The phenomenologically correct location of the liquid-gas first-order line is fixed by
reproducing the binding energy of Eb ' 16 MeV per nucleon in symmetric nuclear
matter. It is given by the difference between the nucleon mass and the location of the
first-order line, for the latter we hence obtain µcB = 939 MeV− 16 MeV = 923 MeV.
In our FRG results, the position and the magnitude of this liquid-gas transition as
a function of baryon chemical potential at low temperatures strongly depend on the
scale-independent bare nucleon mass m0,B. The chiral order parameter σ0 as a func-
tion of baryon chemical potential at T = 1 MeV for different values of m0,B is shown
in Fig. 3.2b. The larger the value of m0,B the more does the location of the disconti-
nuity move towards larger µB, at the same time the magnitude of the transition gets
weaker resulting in a larger in-medium condensate. For m0,B = 900 MeV the tran-
sition even disappears completely. In this calculation we fixed the masses of the nu-
cleon and its parity partner in the vacuum tomB1 = 939 MeV andmB2 = 1535 MeV
for all values of m0,B (as in [85] we chose the N(1535) and not the N(1640) to be the
chiral partner), cf. App. B for further details concerning the numerical procedure.
Even with the inclusion of a repulsive mean-field ω meson, which basically shifts
the liquid-gas transition to larger µB but also lowers its magnitude (as described
in [85]), it was not possible to fix the correct binding energy and the correct in-
medium condensate simultaneously in the present LPA truncation. We therefore
chose m0,B = 700 MeV to be the best trade-off regarding the magnitude and loca-
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Figure 3.2: Phase diagram of the parity-doublet model as contour plot of the chiral
order parameter σ0(T, µ) (a) and σ0 as a function of baryon chemical
potential µB at T = 1 MeV for different values of the bare baryon mass
m0,B (b).
tion of the first-order transition and consider the parity-doublet model as a purely
qualitative description of nuclear matter improving the phenomenology of spectral
functions, as will be discussed in later chapters.
With this setting (and without the mean-field ω meson) we find the CEP for the
liquid-gas transition and the chiral transition at
(T lg;µlgB ) ≈ (8; 883) MeV , (Tχ;µχB) ≈ (67; 924) MeV , (3.27)
indicated as black dots in Fig. 3.2a. As for the phase diagram of the quark-meson
model, the critical endpoints separate a broad crossover transition from a first or-
der phase transition for lower temperatures. With increasing temperature and/or
baryon chemical potential chiral symmetry gets successively restored, indicated by
a lowering of σ0(T, µ) and a darker color in Fig. 3.2a. As already discussed in
Sec. 3.2.2, we mention the issue of the curvature of the chiral first-order line which
seems to be inconsistent with the Clausius-Clapeyron relation
dTc
dµc
= −∆n∆s . (3.28)
Here, the change of the particle density ∆n as well as of the entropy density (per
volume) ∆s is expected to be positive since the entropy per particle increases in such
a transition. In contrast, from a gaseous to a liquid phase the entropy per particle is
expected to decrease and it therefore depends on the magnitude of the change in the
number density if the entropy density s decreases or increases. However, a possible
negative change ∆s (seen in Fig. 3.2a) should not be larger than the entropy density
on the gaseous side which would then lead to regions of negative entropy density
beyond the critical line.
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Describing Vector Mesons
A phenomenologically important extension of the effective models introduced in
Chapter 3 is the inclusion of spin-1-mesons, the vector and axial-vector mesons.
From an experimental point of view, vector mesons are interesting as they carry
the same quantum numbers as the photon and lepton pairs and therefore provide
detectable information about the inner structure of strong-interaction matter.
The history of vector mesons began along two different paths in physics, a theoret-
ical one pioneered by Sakurai [111] and an experimental one driven by discrepancies
in form-factor measurements [112,113], see [114–116] for general reviews. These two
seemingly different concepts could then be unified in terms of the concept of vec-
tor meson dominance (VMD) [117, 118]. According to Sakurai, vector mesons are
introduced as gauge bosons arising from a local gauge symmetry, which later was
extended to the full chiral symmetry group [119].
Apart from first studies of vector mesons within such effective models with the
FRG [41,120,121], an accepted theoretical description especially of fluctuations due
to (axial-)vector mesons is, up to now, still missing. To describe massive vectors
as fundamental fields in such effective models is known to be problematic [122,
123], if not impossible without the Higgs mechanism. However, in this chapter we
propose a formulation of fluctuating (axial-)vector mesons by means of the FRG
approach based on covariance and transversality of the single-particle contribution
to its propagator [123].
We begin by reviewing the history of vector mesons and the emerged concept of
vector meson dominance in Sec. 4.1. In Sec. 4.2 we present the gauged linear sigma
model with quarks as an effective model including vector and axial-vector mesons in
the spirit of VMD and discuss its treatment within the FRG. Here we also present
the formulation of massive vector mesons within the FRG framework and show first
results for the RG-flow of the Euclidean masses of the model. This model will
then be extended by including the electromagnetic field and by introducing baryon
degrees of freedom, as discussed in Sec. 4.3
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4.1 History and Vector Meson Dominance
The existence of vector mesons in experiments became first apparent during electro-
magnetic form factor measurements of the nucleon in electron-scattering experiments
in the 1950ies. Here, in 1957 Nambu introduced an iso-scalar vector meson ρ0, later
identified with the ω-meson, as a three-pion resonance to explain the discrepancy
in the proton an neutron charge radii [112]. A few years later, in 1959, Frazer and
Fulco resolved the inconsistency of simultaneously explaining the value of the mag-
netic moments and the charge and momentum radii distributions by including a
strong pion-pion interaction in their dispersion-relation analysis [113]. This pion-
pion resonance was then identified with an iso-triplet vector meson, the ρ meson.
From the theoretical side it was Sakurai in 1960 who changed the point of view in
the theoretical description of the strong interaction [111]. Guided from the success
of quantum electrodynamics (QED) and the generalization to local SU(2) gauge
invariance by Yang and Mills [124], he proposed to apply this local gauge principle
also in hadron physics. In this way, he introduced vector mesons as arising gauge
bosons by adopting a local SU(2) flavor symmetry, the issue of a vector meson
mass term breaking this gauge invariance was ignored at that time. This work
from Sakurai also was an important step in the development of the quark model in
1964 [2, 125] in which vector mesons are now identified as bound states of a quark-
antiquark pair with spin one. However, in effective low-energy models for QCD,
vector mesons are frequently still seen as gauge bosons quite in the spirit of Sakurai.
By generalizing the experimental findings described above and adopting the idea
of local quantum field theory, the concept of vector meson dominance (VMD) was
born [117, 118]. Phenomenologically, this concept means that the photon interacts
with a target hadron mainly via the exchange of a vector meson, i.e. the hadronic
contributions to the photon propagator consist of propagating vector mesons, illus-
trated in Fig. 4.1.
On a formal level, VMD can be imprinted in a so-called current-field identity
(CFI) which basically says that within this concept the electromagnetic current is
given as linear combination of the vector meson fields, for the iso-vector component
Figure 4.1: Illustration of the decay of an off-shell photon into a pion pair in the
sense of VMD. The interaction between the photon and the pions is
mediated by a ρ meson as intermediate state of the propagating photon
(from [126]).
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given by [127]
(
jemµ
)
iso-vector
= −m
2
ρ
gρ
ρµ , (4.1)
with mρ being the ρ meson mass and gρ the coupling constant. The conservation
of the electromagnetic current then requires ∂µρµ = 0, which is the Proca condition
and leads to a Lagrangian for massive spin-1 particles. The problem of loosing
gauge invariance and thus transversality of the associated Green function by a finite
bare mass in this formalism was ignored at that time as the focus was put on the
application of the gauge principle.
In order to construct an effective low-energy model for QCD including vector and
axial-vector mesons, the idea of local gauge invariance from Sakurai was extended to
the full chiral group SU(2)V × SU(2)A [119] to also include the chiral partner of the
ρ meson, the a1(1260) meson. To construct a chiral Lagrangian within this setting
there are different approaches on the market. In a non-linear realization of chiral
symmetry there is the so-called Massive Yang-Mills Approach (MYM) [128] and the
formalism of Hidden Local Symmetry (HLS) [129,130]. A third variant is to impose a
local chiral symmetry within the linear sigma model introduced in Sec. 3.2.1, which
is then called gauged linear sigma model (gLSM). As the formalism of local gauge
invariance does not include all interaction terms which are consistent with global
chiral symmetry and the same gauge coupling appears in all interaction terms, there
is also the possibility to relax the constraint of a local invariance and to only insist
on global chiral symmetry, as done for example in [120,121,131,132].
In this work, however, we will follow the idea of VMD and impose a local chiral
symmetry on the linear sigma model with quarks and later with nucleons. As shown
for example in [121], the assumption of VMD to basically only have one coupling for
all interaction terms is a good first approximation. The issue of unphysical degrees
of freedom arising from a bare vector meson mass term in the Lagrangian will be
resolved by proposing an ansatz for the vector meson propagator within the FRG
framework in Sec. 4.2.2.
4.2 Gauged Linear Sigma Model with Quarks: FRG
Treatment
4.2.1 Model Construction and Effective Average Action
Mesonic part of the Lagrangian
Starting point in constructing the mesonic part of the Lagrangian of the gauged
linear sigma model is the O(4) symmetric model with the mesonic field φ = (σ, ~pi)>
being in the fundamental representation of O(4). Its Lagrangian simply reads
Lφ = 12(∂µφ)
2 + U(φ2) , (4.2)
and is invariant under global O(4)-transformations of the form
φ→ Uφ , with U = ei~α ~T+i~β ~T 5 . (4.3)
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As the Lie-algebra of O(4) has six dimensions we need six generators, i.e. six anti-
symmetric 4×4 matrices ~T and ~T 5. Here one usually chooses ~T as internal rotations
of the pion field and ~T 5 as axial transformations rotating pions and the sigma field
into each other. Their explicit form is given by
(Ti)jk =
(
−iijk ~0
~0> 0
)
, (T 5i )jk =
(
03×3 −i~ei
i~e>i 0
)
. (4.4)
These matrices obey the following commutation relations
[Ti, Tj ] = iijkTk , [T 5i , T 5j ] = iijkTk , [Ti, T 5j ] = iijkT 5k , (4.5)
and their traces are given by
Tr(TaTb) = 2δab , Tr(T 5aT 5b ) = 2δab , Tr(TaT 5b ) = 0 . (4.6)
In order to see the equivalence of these transformations to the chiral transformations
one can use the isomorphism of O(4) ∼= SU(2) × SU(2) and define new generators
as linear combination of the O(4) ones, given by
TLi =
1
2(Ti − T
5
i ) , TRi =
1
2(Ti + T
5
i ) . (4.7)
With this redefinition we now have two copies of SU(2) where the matrices ~TL and
~TR satisfy the SU(2) commutation relation separately,
[TLi , TLj ] = iijkTLk , [TLi , TRj ] = 0 , [TRi , TRj ] = iijkTRk . (4.8)
In the spirit of Sakurai and the concept of vector meson dominance, the next step
is to promote this chiral SU(2)L × SU(2)R symmetry to a gauge symmetry. The
transformation U in Eq. (4.3) thus becomes a local one, U → U(x) with position-
dependent coefficients ~α = ~α(x) and ~β = ~β(x). To ensure the Lagrangian to be
invariant under this transformation we have to replace the standard derivative in
Eq. (4.2) with a covariant one,
∂µφ→ Dµφ ≡ (∂µ − igVµ)φ , (4.9)
where g is the gauge coupling and Vµ an element of the Lie-algebra given as linear
combination of the generators Vµ = ~ρµ ~T + ~a1µ ~T 5. Here, the prefactors can be
identified with the vector and axial-vector iso-triplets ~ρµ and ~a1,µ as gauge bosons.
As usual in gauge theories, we also have to introduce a field-strength tensor which
in the present case reads
Vµν =
i
g
[Dµ, Dν ] = ∂µVν − ∂νVµ − ig[Vµ, Vν ] . (4.10)
The mesonic part of the Lagrangian for the gauged linear sigma model finally
consists of the following parts
LmesgLSM = Lφ,∂µ→Dµ + LmV + LYM. (4.11)
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The first one basically equals Eq. (4.2) with the covariant derivative generating in-
teraction terms of the vector mesons to the scalar mesons. With explicitly symmetry
breaking term we obtain
Lφ,∂µ→Dµ =
1
2(Dµφ)
2 + U(φ2)− cσ
= 12(∂µφ)
2 − igVµφ∂µφ− 12g
2VµφVµφ+ U(φ2)− cσ . (4.12)
The second part represents a bare mass term for the vector meson fields within the
Proca formalism, mV , and reads
LmV =
1
4m
2
V Tr (VµV µ) . (4.13)
As this term leads to a vector propagator where transversality is obtained only
on-shell and one therefore suffers from non-vanishing unphysical longitudinal contri-
butions in the loops, we will modify this ansatz in Sec. 4.2.2 such that transversality
is recovered for k → 0. Finally, the Yang-Mills part of the Lagrangian reads
LYM = 18Tr {VµνV
µν}
= Tr
{1
8(∂µVν − ∂νVµ)
2 − 14g
2VµVν [Vµ, Vν ]− 12ig∂µVν [Vµ, Vν ]
}
. (4.14)
Here, the first term represents the standard kinetic term for gauge fields, the latter
terms represent self-interactions of the vector mesons and are non-vanishing due to
the non-Abelian gauge group.
These contributions expressed in terms of the physical fields ~ρµ and ~a1,µ can be
found in App. B.2.
Fermionic part of the Lagrangian
From the perspective of QCD, for decreasing energy scales the increasing strength
of the strong coupling αs leads to strong two-quark-two-antiquark correlations of
the form λi(ψ¯Tiψ)2 with effective coupling λi ∝ α2s and tensor structure Ti, cf. the
Nambu–Jona-Lasinio model (NJL). Here, divergent couplings λi signal the formation
of bound states or resonances in these quark-antiquark scattering channels.
Within this low-energy model we explicitly introduce the mesons as effective de-
grees of freedom which can be done by means of a Hubbard-Stratonovich transfor-
mation, and identifiy the scale of this bosonization to be the UV cutoff Λ in our FRG
framework. To describe the dynamical formation of mesons starting from QCD, one
can use the method of dynamical hadronization, done for example in [71,121,133].
After bosonizing the quark-antiquark sector, the fermionic part of the Lagrangian
reads [41]
LfermgLSM = ψ¯
(
/∂ − µγ0 + hS (σ + i~τ~piγ5) + ihV (γµ~τ~ρµ + γµγ5~τ~aµ1 )
)
ψ . (4.15)
Beside the usual kinetic term and the inclusion of the quark chemical potential µ
we have an interaction term to the scalar mesons via the Yukawa coupling hS and
an interaction term to the vector and axial-vector mesons via the Yukawa coupling
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hV . As we are only interested in qualitative features of this model, we do not take
into account the scale-dependence of these Yukawa couplings, we rather set hS = hV
which is a good approximation as shown in [121]. In a strict gauge symmetry the
coupling would have to be replaced by hV = g/2, cf. Sec. 4.3.1.
Effective average action of the gLSM
Putting all contributions of the Lagrangian together we can write down an ansatz
for the effective average action of the gauged linear sigma model with quarks in the
LPA ansatz, given by
Γk =
∫
d4x
{
ψ¯
(
/∂ − µγ0 + hS (σ + i~τ~piγ5) + ihV (γµ~τ~ρµ + γµγ5~τ~aµ1 )
)
ψ
+ Uk(φ2)− cσ + 12(∂µφ)
2 + 18Tr (∂µVν − ∂νVµ)
2
− igVµφ∂µφ− 12g
2 (Vµφ)2 +
1
4m
2
V,kTr (VµVµ)
− 14g
2VµVν [Vµ, Vν ]− 12ig∂µVν [Vµ, Vν ]
}
+ ∆Γpia1 . (4.16)
On this level, the effective potential Uk and the vector meson bare mass m2V,k are
the only scale-dependent quantities. In this work the gauge coupling g is kept scale-
independent which is a good approximation in order to capture the main relevant
features for the description of the ρ and a1 meson in terms of spectral functions [121].
If chiral symmetry is spontaneously broken, the mesonic field acquires a non-
vanishing expectation value φ0 = (σ0,~0)> which leads to an additional term in the
effective average action of the form
−
∫
x
g σ0~a
µ
1 · ∂µ~pi . (4.17)
This is referred to as pi-a1 mixing in the literature and leads to off-diagonal elements
in the meson propagator. In this work we eliminate this mixing and thus diagonalize
the meson propagator by redefining the a1 field in the following form,
~aµ1 −→ ~aµ1 +
gσ0
m2V,k + g2σ20
∂µ~pi . (4.18)
All terms which arise due to this redefinition on the level of the effective average
action are summarized in ∆Γpia1 in Eq. (4.16). This shift of the a1 field also generates
new momentum-dependent coupling terms in the vertex functions Γ(3)k and Γ
(4)
k and
modifies the wavefunction renormalization factors of the sigma and the pions. For
explicit expressions for the relevant vertex functions we refer to App. B.2.
4.2.2 Vector Meson Propagators within the FRG
We will now address the question of how to describe massive spin-1 fields within an
effective theory which is known to be problematic [122, 123]. While in the Proca
formalism, adopted in Sec. 4.2.1, transversality of the corresponding Green functions
is guaranteed only on-shell, taking the Stueckelberg limit in the Stueckelberg for-
malism produces spurious massless single-particle contributions in the vector Green
functions.
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In this work we go a somewhat different way and describe fluctuations due to
(axial-)vector mesons within the FRG framework as single-particle contributions to
the corresponding conserved vector-current correlation functions. This discussion
can thereby be split into two parts. We start by giving a brief review regarding
covariant T -products based on [123] and will then discuss how to implement this idea
into the FRG framework in order to end up with a physically reasonable transverse
vector meson propagator in the limit k → 0.
Covariant T -products
The issue of defining covariant time-ordered products of vector or higher-rank tensor
field operators is known for a long time already [134, 135]. In the following we
consider the simple case of a conserved U(1) current jµ as done in [123]. Given such
a conserved current jµ, the naive attempt of defining a T -product
〈Tnaiv jµ(x)jν(0)〉 =θ(x0) 〈jµ(x)jν(0)〉+ θ(−x0) 〈jν(0)jµ(x)〉 , (4.19)
does not result in a covariant quantity. One rather has to add an additional non-
covariant term τµν(x), called sea-gull term, to render this naive Tnaiv-product co-
variant, denoted by Tcov,
〈Tcov jµ(x)jν(0)〉 = 〈Tnaiv jµ(x)jν(0)〉+ τµν(x) . (4.20)
Such an additional sea-gull term always has to appear if the corresponding equal-
time commutators between different current components contain a Schwinger term,
first encountered by Schwinger [136]. In the present case this equal-time commutator
reads
〈[j0(x), jk(y)]〉
∣∣
x0=y0 = i∂kδ
3(~x− ~y)
∫ ∞
0
ds
ρ(s)
s
, (4.21)
where ρ(s) is the spectral function of the current-current correlators. The require-
ment that Schwinger terms are canceled in the Ward identities then fixes the sea-gull
term uniquely [137] which is in the present case given by
τµν(x) = i(gµ0gν0 − gµν)δ4(x)
∫ ∞
0
ds
ρ(s)
s
. (4.22)
The explicit spectral representation of the causal Greens function with covariant
time-ordered product is then given by
〈Tcov jµ(x)jν(0)〉 = −i
∫
ds
ρ(s)
s
∫
d4p
(2pi)4 e
−ikp p2gµν − pµpν
p2 − s+ i . (4.23)
For a semi-positive spectral function ρ(s), this expression is manifestly transverse
and covariant. In order to translate this spectral function of a U(1) current to the
spectral function of a vector field Vµ we assume a first-order interaction of these
two, gV jµV µ, and find the relation g2V ρ(s) = s2ρV (s). Using this relation, a massive
stable vector meson with mass mV would contribute with strength Z to the spectral
function
ρ(s) = Z m
4
V
g2V
δ(s−m2V ) + . . . . (4.24)
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Together with a current-field identity of the form
jµ(x) =
m2V
gV
Vµ(x) , (4.25)
we arrive at a vector meson propagator DVµν in Minkowski space-time which has a
single-particle contribution of the form
DVµν = −i
Z
m2V
p2gµν − pµpν
p2 −m2V + i
+ . . . . (4.26)
This propagator is purely transverse and does not have massless single-particle con-
tributions and therefore differs from the one obtained within Proca or Stueckelberg
approaches.
In the FRG, the introduction of a regulator function Rk(p) and the necessity of
ensuring the invertibility of the propagator in general gives rise to modified Ward
identities (mWI) [138]. We will therefore use an ansatz for fluctuating vector mesons
which contains additional longitudinal contributions that vanish in the limit k → 0
such that we recover the propagator from Eq. (4.26) at the IR scale. This ansatz
will be the subject of the following part.
FRG formulation of massive vector mesons
In order to implement the propagator for single-particle contributions of massive vec-
tor mesons into the FRG framework, we first write down the Euclidean counterpart
of Eq. (4.26) in momentum space, see App. A for the used conventions,
DE,Vµν (p) =
Z
m2V
−p2
p2 +m2V
ΠTµν(p) , (4.27)
with transverse projector ΠTµν(p) = (δµν − pµpν)/p2. In the FRG calculations we
also need the corresponding two-point function given by the inverse of the Euclidean
propagator. We therefore add a Stueckelberg part to the effective average action
given in Eq. (4.16), as done for example in [120,132]. The part of the ansatz for the
effective average action which is quadratic in the vector fields is then given by
∆Γk =
∫
d4x
{1
8 Tr(∂µVν − ∂νVµ)
2 + 14m
2
V Tr (VµV µ) + λk Tr (∂µV µ)2
}
. (4.28)
where then the corresponding LPA-like ansatz for the vector meson two-point func-
tion reads
Γ(2),Eµν,k (p) =(p
2 +m2V,k) ΠTµν(p)
+ (λk p2 +m2V,k) ΠLµν(p), (4.29)
with Stueckelberg parameter λk and longitudinal projector ΠLµν(p) = pµpν/p2.
Using this ansatz leads to non-vanishing unphysical longitudinal contributions of
the vector meson propagators inside the loops of the flow equations which eventually
gives rise to considerable negative contributions to the associated spectral functions.
To fix this issue, we go beyond the usual LPA truncation and include scale- and
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momentum-dependent wavefunction renormalization factors ZTk (p2) and ZLk (p2) in
the ansatz for the Euclidean vector meson two-point function which then reads
Γ(2),Eµν,k (p) =Z
T
k (p2) (p2 +m2V,k) ΠTµν(p)
+ λk ZLk (p2) (p2 +m2V,k/λk) ΠLµν(p) . (4.30)
In order to ensure that the corresponding propagator is purely transverse at the IR
scale, i.e. that the following modified Ward identity is fulfilled
pµD
µν
k→0 = 0 , (4.31)
we choose a Stueckelberg parameter λk that starts at some finite value at the UV
scale Λ and tends to zero in the limit k → 0. In this way the longitudinal fluctuations
with mass m2V,k/λk diverge at the IR scale and hence decouple completely. More
explicitly, we choose
λk =
k2
Λ2 , with λΛ = 1, λk
k→0−−−→ 0 . (4.32)
Moreover, we require the longitudinal wavefunction renormalization factor to cancel
the Stueckelberg parameter in front of the longitudinal term, which can be accom-
plished by setting
λk Z
L
k (p2) = ZTk (p2) , (4.33)
and assuming that this transverse wavefunction renormalization factor is indepen-
dent of λk. With this setting, the longitudinal and transverse part of the vector
meson two-point function coincide at the UV cutoff k = Λ and we hence have a
two-point function that is proportional to δµν . When lowering the scale k, the lon-
gitudinal fluctuations get heavier and heavier compared to the transverse ones and
finally switch themselves off automatically in the limit k → 0. In this limit we are
left with a purely transverse vector meson propagator. In order to ensure that this
transverse part equals the desired single-particle contribution to the vector meson
propagator as given in Eq. (4.27), we set
ZTk (p2) = −Z−1k m2V,k/p2 ≡ −m20,k/p2 , (4.34)
where we introduced the mass parameter m0,k which for Zk ≤ 1 is expected to be
larger than the vector meson mass mV,k. The ordering m0,k ≥ mV,k will be checked
explicitly in the numerical calculation in the next section, Sec. 4.2.3. However, at
the UV scale we start with the initial condition mV,Λ = m0,Λ which corresponds to
Z = 1. We finally obtain the following single-particle contribution to the Euclidean
vector meson propagator
DEµν,k(p) =
−p2
m20,k
1
(p2 +m2V,k)
ΠTµν(p) +
−p2
m20,k
1
(p2 + Λ2
k2m
2
V,k)
ΠLµν(p) . (4.35)
In the limit k → 0 the Ward identity from Eq. (4.31) is recovered where the lon-
gitudinal part completely decouples. With the inclusion of the wavefunction renor-
malization factor from Eq. (4.34) the transverse part of the propagator then has the
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desired form as in Eq. (4.27). This treatment can be seen as an analogy to the LPA′
truncations for the (pseudo-)scalar sector in the literature.
At this point we note that the strength of the suppression of the longitudinal
fluctuations can be further influenced by choosing the Stueckelberg parameter at
the UV scale λΛ in a different way compared to the rather natural choice of λΛ = 1.
Especially in later calculations at finite temperature we scaled this initial value by a
factor of 5-10 in order to ensure that these longitudinal fluctuations are suppressed
also on all intermediate k-scales. However, we checked explicitly that the precise
value of λΛ does not affect the results. More details like the inclusion of a regulator
function within this setting can be found in App. B.
4.2.3 Flow of the Euclidean Particle Masses
We now want to present first results for the RG flow of the Euclidean particle masses
of the scalar mesons, the vector mesons and the quarks obtained by applying the
FRG framework to the above presented setting. These Euclidean masses represent
the basis for the calculation of spectral functions in Chapter 5.
The masses of the scalar mesons and the quarks are obtained by solving the flow
equation for the effective potential of the quark-meson model given in Eq. (3.9) and
are defined in Eqs. (3.11-3.13). As we will see, the vector mesons decouple from the
flow as they are always heavier compared to the actual scale k and can therefore be
neglected in the Euclidean flow of the effective potential.
The Euclidean masses of the vector and axial-vector meson are in the present
framework defined as
m2ρ,k = m2V,k , m2a1,k = m
2
V,k + g2φ20 , (4.36)
and can, together with the mass parameter m0,k, be computed by solving the par-
ticular flow equations obtained by projecting on the flow equation for the ρ meson
two-point function, cf. App. B.3 and see Fig. 5.7 for the contributing terms.
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Figure 4.2: Flow of the Euclidean particle masses and of the mass parameter m0,k
as a function of the RG-scale k in the vacuum.
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The resulting scale-dependent quantities are shown in Fig. 4.2. Here we note
that in contrast to later calculations where only the IR scale is relevant, we used
a scale-dependent minimum in field space σ0 = σ0,k in this calculation in order to
interpret the k-dependent quantities on all intermediate scales. Starting at the UV
cutoff Λ = 1500 MeV where chiral symmetry is restored, the masses of the chiral
partners pi-σ and ρ-a1 are degenerate, the quark mass has its very small current
value. Taking fluctuations into account by lowering the scale k, the mass parameter
m0,k immediately splits from its counterpart mV,k and the relation m0,k ≥ mV,k
stated in Sec. 4.2.2 clearly holds during the complete flow.
By lowering the scale further, the fermionic fluctuations drive the minimum away
from zero towards the chirally broken phase with non-vanishing order parameter σ0.
This also leads to a mass splitting of the chiral partners and to a finite constituent
quark mass, starting at around kχ ≈ 700 MeV. The mass of the ρ meson remains
approximately constant during the complete flow, whereas the a1 meson mass begins
to rise when chiral symmetry breaking sets in. We note that the vector meson masses
are always equal or larger than the RG scale and hence decouple from the Euclidean
flow, already observed in [121].
The initial parameter for the vector meson mass mV = 1060.0 MeV and the value
of the gauge coupling g = 11.3 are in all calculations fixed to reproduce the phe-
nomenologically correct values of the ρ and a1 meson pole masses, cf. Sec. 5.2.
This results in the following values for the Euclidean quantities at the IR scale
k = 40 MeV
σ0 = 93.0 MeV , mσ = 557.1 MeV ,
mpi = 140.4 MeV , mψ = 300.0 MeV ,
mρ = 868.1 MeV , ma1 = 1363.1 MeV ,
m0 = 1294.3 MeV . (4.37)
The values for mρ, ma1 and m0 can differ from these ones if we do not evaluate
their flow equations at the k-dependent minimum but at the IR minimum, as it will
be done to determine the IR-masses at finite temperature and chemical potential
serving as input for the computation of spectral functions in Sec. 5.2.
4.3 Extensions of the Model
4.3.1 Introducing the Photon Field
In order to get access to the electromagnetic interaction within the gauged linear
sigma model, for example to calculate electromagnetic spectral functions and dilep-
ton rates, an important extension is the inclusion of the electromagnetic field Aµ to
this model.
In the phenomenological vector meson dominance model of Sakurai, the photon
field couples only to the charge neutral third component of the iso-triplet ~ρ, accom-
plished by the following additional term in the Lagrangian,
LSakuraiγρ = −
em2ρ
g
ρ3µA
µ . (4.38)
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Note that in this model, interactions between the photon and charged particles
are not considered. Obviously, this interaction term is not invariant under U(1)
gauge transformations. In contrast, Kroll, Lee and Zumino (KLZ) [127] proposed
an approach where the photon couples to the charged pion components within the
idea of U(1) gauge invariance, i.e. by extending the covariant derivative in Eq. (4.9)
in the form
LKLZγpi = (Dµ − ieAµT3)~pi . (4.39)
The interaction of the photon field to the ρ meson is in the KLZ model introduced
via the field strength tensors of these two,
LKLZγρ = −
e
2gρ
3
µνF
µν , (4.40)
with Fµν = ∂µAν − ∂νAµ being the electromagnetic field strength tensor and ρ3µν the
third component of the ρ field strength tensor, defined via Vµν = ~ρµν · ~T + ~a1,µν · ~T 5.
If we also define a covariant derivative for the quark fields in the spirit of KLZ,
Dµψ = (∂µ − ieAµQ)ψ , (4.41)
with electromagnetic coupling e and charge matrix Q, which for Nf = 2 is given by
Q = diag(2/3,−1/3), one can show that the equivalence of the γ-ρ-interaction term
in the KLZ model to the one in the VMD model of Sakurai is guaranteed only if
hV = g/2 in our ansatz given in Eq. (4.16).
However, in this first attempt to describe the electromagnetic coupling to the
gauged linear sigma model we only implement this interaction in the sense of VMD
as qualitative feature and not in a strict field theoretical verification. We therefore
simply replace the derivatives ∂µ in the ansatz in Eq. (4.16) by covariant ones, as
done for example in [132]. Additionally to Eq. (4.41) we therefore have
Dµφ = (∂µ − ieAµT3)φ , (4.42)
for the scalar sector and
DµVν = ∂µVν − ieAµ[T3, Vν ] , (4.43)
for the vector mesons. The photon thus only couples to the charged particles, i.e.
the first two components of ~pi, ~ρ and ~a1.
Putting everything together, the effective average action of the gauged linear sigma
model with quarks and photon-coupling reads [43]
Γk =
∫
d4x
{
ψ¯
(
/D − µγ0 + hS (σ + i~τ~piγ5) + ihV (γµ~τ~ρµ + γµγ5~τ~aµ1 )
)
ψ
+ Uk(φ2)− cσ + 12 |(Dµ − igVµ)φ|
2 + 18Tr (VµνV
µν) + 14m
2
V,kTr (VµV µ)
}
,
(4.44)
with modified field strength tensor Vµν = DµVν −DνVµ− ig [Vµ, Vν ]. As we are only
interested in the electromagnetic interaction with the other particles in the model,
we omit the field strength tensor for the photon field in this ansatz.
Within this extended model we have non-vanishing Γ(3)pipiAµ and Γ
(3)
ψψ¯Aµ
vertices
which enables us to compute electromagnetic two-point functions and the corre-
sponding spectral functions, done in [43] and Sec. 5.3. More explicit expressions
among other things for these vertices are listed in App. B.2.
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4.3.2 Gauged Linear Sigma Model with Nucleons
Another phenomenological improvement of the gLSM is the inclusion of baryon de-
grees of freedom. On the one hand this would enable to describe phenomenologically
important vector meson-nucleon scattering processes, on the other hand, by replac-
ing the quark fields with nucleon fields one could bypass the problem of unphysical
quark-antiquark decay thresholds in the vacuum seen in mesonic spectral functions
in quark-meson-type models and already discussed in Sec. 3.2.3. In this way we end
up with a purely hadronic low-energy model where now all degrees of freedom and
the associated processes are physically realized in the hadronic phase.
The ansatz for the effective average action of the gLSM with nucleons follows by
replacing the quark-antiquark fields in Eq. (4.16) with fields for the nucleon and
its parity partner as done for the scalar sector within the parity-doublet model in
Sec. 3.3. With an additional chirally invariant mass term for the nucleons it follows
Γk =
∫
d4x
{
N¯1
(
/∂ − µγ0 + hS,1 (σ + i~τ~piγ5) + ihV,1 (γµ~τ~ρµ + γµγ5~τ~aµ1 )
)
N1
+N¯2
(
/∂ − µγ0 + hS,2 (σ − i~τ~piγ5) + ihV,2 (γµ~τ~ρµ − γµγ5~τ~aµ1 )
)
N2
+m0,B
(
N¯1γ5N2 − N¯2γ5N1
)
+ Uk(φ2)− cσ + 12(∂µφ)
2 + 18Tr (∂µVν − ∂νVµ)
2
− igVµφ∂µφ− 12g
2 (Vµφ)2 +
1
4m
2
V,kTr (VµVµ) + λk Tr (∂µV µ)2
− 14g
2VµVν [Vµ, Vν ]− 12ig∂µVν [Vµ, Vν ]
}
+ ∆Γpia1 . (4.45)
We note the minus in the coupling of the parity partner N2 to the pseudo-scalar and
axial-vector mesons pi and a1. From this ansatz we can extract the vertices Γ(3)N¯Nρ
and Γ(3)
N¯Na1
which then give new contributions to the flow equations for the ρ and
a1 two-point functions. In the spectral functions these contributions give rise to a
decay in nucleon pairs and to in-medium scattering processes, cf. Sec. 5.2.3.
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Towards Realistic Vector Meson Spectral
Functions
To explore the low-energy features of QCD in experiments, one possible way is
to study the spectral properties of real and virtual photons emitted in heavy-ion
collisions. Since they only interact electromagnetically, their measured spectrum
provides undisturbed information about the space-time history of the inner structure
of the fireball created in such collisions.
Due to the direct coupling of the ρ, ω and φ meson to such lepton pairs, the
invariant mass of the dileptons reflects the mass distribution of the vector mesons at
the moment of its decay. Given the in-medium spectral functions of the light vector
mesons one could therefore reconstruct the dilepton rate and look for signatures
for the restoration of chiral symmetry or the existence of a critical endpoint in the
resulting spectra. Prerequisite for this is the phenomenologically correct description
of the vector meson spectral functions at finite temperature and chemical potential,
where the ρ meson plays a central role as it provides the dominant contribution.
In this chapter we now present results for the ρ and a1 meson spectral functions
obtained by applying the FRG framework to effecive models introduced in Chapter 3
and Chapter 4 using analytically continued flow equations as discussed in Sec. 2.2.2.
Here, the results at finite temperature and chemical potential will enable us to study
modifications and resulting signatures for the restoration of chiral symmetry and for
the CEP in the used models.
We start this chapter by a brief overview concerning vector mesons, spectral func-
tions and the connection to the QCD phase diagram in Sec. 5.1. In Sec. 5.2 we
present results for vector and axial-vector spectral functions at finite temperature
and chemical potential as obtained in different model settings. Results for electro-
magnetic spectral functions are shown and discussed in Sec. 5.3.
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5.1 Introduction
Electromagnetic probes like real photons and dileptons turned out to be the ideal
information carrier providing direct insights into strong-interaction matter in exper-
iments. Since their mean free path is much larger than the typical size of the systems
created in heavy-ion collisions, once produced they escape the fireball essentially un-
affected and therefore carry unique information on the spectral properties of the hot
and dense QCD medium. The natural candidates for this in-medium spectroscopy
are the vector mesons which couple directly to the electromagnetic current and are
for this reason expected to contribute significantly to the measured spectra. In the
low-energy region with invariant dilepton mass Mll ≤ 1 GeV, which is substantial
to study spontaneous chiral symmetry breaking, the relevant vector mesons are the
light ones, ρ(770), ω(782) and the φ(1020) meson.
However, photons and dileptons are emitted continuously during all stages of such
a collision process [116]. The earlier they are produced, the heavier the invariant
mass of the emitted dileptons is on average. All relevant sources of dileptons are
illustrated in the sketch shown in Fig. 5.1a. Chronologically, the first source of dilep-
tons in a heavy-ion collision is through Bremsstrahlung of the approaching colliding
nuclei. Once these nuclei touch and overlap, processes like the Drell-Yan annihila-
tion process, where a quark from one nucleon annihilates with an antiquark from
the other one forming a lepton pair, dominate for Mll & 3 GeV. In the following
thermalization process towards the quark-gluon-plasma (QGP) phase, the main con-
tribution of dileptons comes from quark-antiquark annihilation processes and weak
decays of the open-charm mesons D and D¯. In the next stages, the system more
and more expands and cools down, the QGP successively turns into a hadron gas
(a)
(b)
Figure 5.1: Sketch of the elektron-positron mass distribution from proton-proton
collisions [139] (a) and comparison of NA60 data to theoretical
calculations of dimuon invariant-mass spectra from Indium-Indium
collisions [140] (b).
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where now dileptons are mainly produced via hadronic interactions among them-
selves. Here the main contribution comes through the formation of light vector
mesons which directly decay into dileptons, indicated by the peaks at low invariant
masses in Fig. 5.1a. During the freezeout stage the dominant dilepton sources are
Dalitz decays of pi0, η or ω mesons.
In experiments, only the full space-time integrated spectra of the entire history of
the fireball is accessible. In Fig. 5.1b we see an example of such a dilepton spectrum,
in this case dimuons from In-In collisions, measured at the SPS [141, 142]. In these
spectra one hopes to find evidences for both, the confinement-deconfinement phase
transition as well as for chiral symmetry restoration. While the suppression of
heavy quarkonium states like J/Ψ could signal deconfinement [143,144], in-medium
modifications of the light vector mesons could provide evidences for the restoration
of chiral symmetry [145–147]. In this context, Brown and Rho suggested a dropping
ρ mass as a consequence of chiral symmetry restoration [148] in order to explain the
measured enhancement of the dilepton yield at invariant masses significantly below
the ρ mass [149]. Another explanation for this enhancement is a broadening or
melting of the ρ spectral function due to in-medium scattering effects, which seems
to be the favoured scenario [150,151]. Another interesting question is how a possible
critical endpoint would manifest itself in the vector meson spectral function and in
the resulting dilepton spectra.
On a more formal level, the production rate of dileptons at four-momentum q can
in general be expressed in terms of the electromagnetic spectral function ImΠµνem
and is to leading order in the electromagnetic coupling αem given by [86,147,152]
dN8ll
d4x d4q
= − α
2
em
3pi3M2 f
B(q0;T ) gµν ImΠµνem(M, q;µB, T ) . (5.1)
Here, fB denotes the Bose-Einstein distribution and q20 = M2 +~q 2 the energy of the
lepton pair. The effects of the strong interaction are encoded in the electromagnetic
spectral function which is defined as imaginary part of the retarded current-current
correlation function,
Πµνem(q) = −i
∫
d4x eiqx θ(x0) 〈jemµ (x) jemν (0)〉T,µ . (5.2)
For low invariant masses M ≤ 1 GeV, the electromagnetic current can within the
vector meson dominance model be expressed in a hadronic basis, i.e. in terms of the
light vector meson fields (CFI), cf. Sec. 4.1,
jemµ =
m2ρ
gρ
ρµ +
m2ω
gω
ωµ +
m2φ
gφ
φµ . (5.3)
In this sense, also the electromagnetic spectral function can be expressed in terms
of the vector meson spectral functions [147],
ImΠem ∼ ImDρ + 19 ImDω +
2
9 ImDφ , (5.4)
where the ρ spectral function provides the dominant contribution.
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A more convenient way of calculating the dilepton rate in the present framework
is the usage of the Weldon formula [153],
dN8ll
d4x d4q
= α12pi3
(
1 + 2m
2
q2
)(
1− 4m
2
q2
)1/2
q2 (2ρ⊥em + ρ‖em)nB(q0) . (5.5)
In this form, the dilepton production rate can be calculated in terms of the electro-
magnetic spectral function which can be decomposed in a part parallel and a part
vertical to the heat bath [43].
With given realistic electromagnetic or vector meson spectral functions at finite
temperature and chemical potential one thus has access to the associated dilepton
rate and with transport simulations in principle also to the full integrated spectra and
can draw conclusions how critical phenomena could manifest itself in the measured
spectra. As the underlying signatures are visible in the in-medium spectral functions,
we will in the following section present results for the T - and µ-dependent ρ and a1
meson spectral functions obtained within basically three different settings, related
to the used model and truncation.
5.2 Vector Meson Spectral Functions: Results
5.2.1 With Scalar Mesons and Quarks
In this first setting we solve the flow equation for the effective potential in the
quark-meson model, Eq. (3.9), and then employ the Proca ansatz within the gLSM,
Eq. (4.16), where in this first truncation we only implement (pseudo-)scalar mesons
and quarks as fluctuating fields in the flow equations for Γ(2)k . From the resulting
relevant parts of the ansatz we can then extract the flow equation for the vector
meson mass m2V,k, an UV ansatz for the retarded vector meson two-point functions
and the vertices Γ(3) and Γ(4), see [41] for this setting and App. B for explicit
expressions. With this input we then solve the analytically continued flow equations
for the retarded ρ and a1 two-point functions and finally compute the respective
temperature- and chemical-potential dependent spectral functions, cf. Sec. 2.2.2.
The diagrammatic form of the flow equations for the ρ and a1 two-point functions
within this setting is illustrated in Fig. 5.2. On this level we can already identify
which decay and capture processes can occur. For an off-shell ρ meson we have the
processes
ρ∗ → ψ + ψ¯ , ρ∗ → pi + pi , (5.6)
and for an off-shell a1 meson
a∗1 → ψ + ψ¯ , a∗1 → pi + σ ,
a∗1 + pi → σ , a∗1 + σ → pi . (5.7)
The particular processes are only possible if the energy constraints are fulfilled,
namely for a decay process ω ≥ Eα + Eβ and for a capture process ω + Eα ≥ Eβ,
with ω being the total energy of an off-shell particle and Eα/β the energy of the
involved particles.
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Figure 5.2: Flow equations for the ρ and a1 two-point functions in diagrammatic
form. Vertices are indicated by black dots, regulator insertions by crossed
circles. The color of the lines and regulators represents the type of field:
blue for scalar mesons, gray for quark-antiquarks and purple for vector
mesons.
T - and µ-dependent Euclidean masses
We start by discussing the temperature- and chemical-potential dependent Euclidean
particle masses which serve as input for the computation of the spectral functions.
The masses of the sigma meson, the pions and the quarks are obtained by solving
the flow equation of the effective potential which is done within the setting discussed
in Sec. 3.2.1. There we have the following values in the vacuum: mpi = 140 MeV,
mσ = 557 MeV and σ0 = 93 MeV. The initial value for mV,Λ = 1450 MeV as well
as for the scale-independent gauge coupling g = 11.4 are chosen to reproduce the
physical vacuum-pole masses of the ρ and a1 meson reasonably well in the vacuum:
mpρ = 789.3 MeV and mpa1 = 1274.7 MeV. The resulting Euclidean masses are
mρ = 1298.3 MeV and ma1 = 1676.3 MeV. This huge discrepancy could be reduced
for example by including wavefunction renormalization factors. However, there is no
a priori reason for the two masses to agree, the Euclidean masses should rather be
seen as parameters to fix the physical ones as they have no direct physical meaning.
In Fig. 5.3a we see the Euclidean masses of all particles as a function of temper-
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Figure 5.3: Euclidean masses of all particles as a function of temperature at
µ = 0 MeV (a) and as a function of chemical potential across the CEP
at T = 10 MeV (b).
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ature at vanishing quark chemical potential. Starting in the chirally broken phase
with the vacuum values listed above, the masses of the chiral partners are split
while the quark mass has its constituent value. By increasing the temperature we
see a smooth behaviour of all masses towards the phase where chiral symmetry is
restored, as expected for this chiral crossover transition. This phase is characterized
by an almost vanishing quark mass and degenerate masses for the chiral partners pi-σ
and ρ-a1 which sets in at around Tχ ≈ 185 MeV. The ρ mass remains almost con-
stant with increasing temperature, the a1 mass slightly drops when chiral symmetry
restoration sets in.
The chemical-potential dependent Euclidean masses for the same particles are
shown in Fig. 5.3b as a function of chemical potential across the CEP of the quark-
meson model, located at (TCEP;µCEP) ≈ (10; 298) MeV. The masses do not change
over a wide range of chemical potential as expected from the Silver Blaze property
[154]. Close to the CEP, the sigma mass as critical mode drops significantly and
should become exactly massless when hitting the CEP precisely. In addition, the
chiral condensate drops and so do the vector meson masses and the quark mass.
At large chemical potentials beyond the CEP, the masses of the chiral partners
coincide again and the quarks become almost massless, similar to the case of high
temperature and vanishing chemical potential.
Real and imaginary part of Γ(2),R
As the real and imaginary parts of Γ(2),R are solved separately we now present results
for these parts and their compositions.
In Fig. 5.4a we see the real parts of the ρ and a1 retarded two-point functions in
the vacuum. As this is not a quantitative study, we estimate the pole masses of the
particles by the zeros of these real parts, which is a good approximation if the width
of the resonance, i.e. the imaginary part of Γ(2),R, is sufficiently small. For a more
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Figure 5.4: Real (a) and imaginary (b) part of the retarded two-point functions of
the ρ (blue) and a1 meson (dashed red) as a function of external energy
ω at T = µ = 0 MeV. The imaginary part is splitted into the fermionic
contributions (upper light dashed lines) and the mesonic contributions
(lower light dashed lines).
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precise determination of these pole masses one has to study the analytic structure
of Γ(2),R and look for poles on the second Riemann sheet, see for example [155].
The imaginary parts of Γ(2),R, shown in Fig. 5.4b, are non-vanishing if a pro-
cess becomes energetically possible. For the ρ meson the imaginary part begins at
ω = 2mpi ≈ 280 MeV, for the a1 meson at ω = 2mψ ≈ 600 MeV. To see how the par-
ticular processes contribute to the full imaginary part, these different contributions
are plotted separately in Fig. 5.4b. As we see, for both particles the imaginary part
related to the quark-antiquark decay clearly dominates over the mesonic decay pro-
cesses, even in the vacuum where physically this process should not be possible at
all. However, this decay process is naturally present in the current setting as there is
no mechanism which describes confinement. It therefore needs further investigations
of how to suppress or even disable such quark-antiquark processes in the confined
phase of the phase diagram.
In-medium spectral functions
We now discuss the in-medium ρ and a1 meson spectral functions at vanishing exter-
nal spatial momentum as a function of external frequency ω, shown in logarithmic
scales in Fig. 5.5.
In the vacuum, the ρ∗ → pi + pi decay gives rise to non-vanishing values in the
ρ spectral function for ω & 280 MeV. A further increase can be seen starting at
ω ≈ 600 MeV related to the decay into a quark-antiquark pair. The a1 spectral
function begins to rise at ω ≈ 600 MeV, when a decay into a quark-antiquark be-
comes energetically possible, it further increases due to the mesonic decay channel
a∗1 → pi + σ. The large contribution of the quark-antiquark decay channel leads to
a broad structure of both spectral functions.
By increasing the temperature (left column in Fig. 5.5), the a1 meson can capture
a pion from the heat bath forming a sigma meson, a∗1 + pi → σ. This process is
possible when ω = Eσ,k − Epi,k, i.e. if the difference of the scale-dependent energies
equals the external frequency ω and is therefore bounded by ω ≤ mσ−mpi giving rise
to an increase of the a1 spectral function in this ω-region. On scales where the differ-
ence Eσ,k −Epi,k flows through an (approximate) saddle point, the spectral function
develops a pronounced peak analogous to a van Hove singularity in the density of
states in the electronic band-structure of solids. This effect can be seen in the a1
spectral function on the left side in Fig. 5.5 for T = 100 MeV and T = 150 MeV. As
with a further increase of the temperature the difference of the sigma and the pion
mass tends to zero, cf. Fig. 5.3a, this capture-threshold moves to smaller energies.
For temperatures above the crossover, the quark mass and the related quark-
antiquark decay threshold drops significantly, the masses of the chiral partners pi-σ
and ρ-a1 become more and more degenerate. This also leads to the degeneracy
of the mesonic decay processes ρ∗ → pi + pi and a∗1 → pi + σ. Furthermore, the
quarks become the lightest degrees of freedom and give the dominant contribution
to both spectral functions. All these effects lead to a strong broadening and finally
a complete degeneration of the ρ and a1 meson spectral functions which can be
directly linked to the restoration of chiral symmetry.
The chemical-potential dependent spectral functions of the ρ and a1 meson at
T = 10 MeV are shown on the right side in Fig. 5.5. As expected from the Silver
Blaze property, both spectral functions remain almost unchanged from µ = 0 MeV to
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Figure 5.5: Spectral functions of the ρ (blue) and a1 meson (dashed red) as a function
of external frequency ω for increasing temperature at µ = 0 MeV (left
column) and for increasing chemical potential along the axis of the CEP
at T = 10 MeV (right column).
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Figure 5.6: Spectral functions of the ρ (blue) and a1 meson (dashed red) at
T = 0 MeV (darker color) and T = 150 MeV (lighter color) for
µ = 0 MeV without quark-antiquark decay channel plotted in linear
scales (a) and temperature-dependent pole masses of the ρ (blue) and a1
meson (dashed red) (b).
values close to the CEP, already mentioned for the associated µ-dependent Euclidean
masses. However, from µ = 297.4 MeV on we observe sensitive modifications in
the a1 spectral function induced by the dropping sigma mass near the CEP. As a
consequence, the threshold of the process a∗1 → pi + σ moves significantly towards
lower energies and should be located at the pion mass when hitting the CEP exactly,
which is difficult in a numerical calculation. On the other hand, the ρ spectral
function shows only small µ-induced modifications. At large chemical potential we
again see full degeneracy of the ρ and the a1 spectral functions. Here we note that we
choose T = 50 MeV and µ = 600 MeV to avoid the thermodynamically problematic
regime on the right side of the first order line, already discussed in Sec. 3.2.2.
In Fig. 5.6a we again see the temperature-induced effects on the ρ and a1 spectral
functions plotted in linear scales, where in this plot the imaginary parts of the quark-
antiquark decays were disabled by hand. With increasing temperature, the peaks of
both spectral functions move to each other and at the same time strongly broaden.
This can also be observed by looking at the T -dependent pole masses, shown in
Fig. 5.6b, which basically equal the position of the peaks in the spectral functions.
Starting with the vacuum valuesmpρ = 789.3 MeV andmpa1 = 1274.7 MeV, both pole
masses slightly move to each other until they become degenerate at T ≈ 200 MeV,
as a consequence of chiral symmetry restoration. Our results are thus consistent
with the melting-ρ-scenario, where the ρ mass remains almost constant and the a1
mass shifts towards the mass of the ρ meson [147,156].
5.2.2 Fluctuating Vector Mesons
We now improve the setting from Sec. 5.2.1 by including fluctuating (axial-)vector
mesons in the flow of Γ(2)k . Therefore we use the formalism discussed in Sec. 4.2.2,
namely the ansatz from Eq. (4.16) together with the Stueckelberg part given in
Eq. (4.28), and will as in the previous setting neglect vector meson self-interactions
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Figure 5.7: Flow equations for the ρ and a1 two-point functions in diagrammatic
form. Vertices are indicated by black dots, regulator insertions by crossed
circles. The color of the lines and regulators represents the type of field:
blue for scalar mesons, gray for quark-antiquarks and purple for vector
mesons.
maintaining only the Abelian part of the gLSM ansatz. This results in non-vanishing
Γ(3)a1ρpi and Γ
(3)
a1a1σ vertices and the vector meson propagator given in Eq. (4.35).
While we use the same input from the effective potential as above, we now have
new flow equations for the vector meson mass m2V,k and for m20,k as new k-dependent
quantity. The diagrammatic form of the flow equations for the ρ and a1 two-point
functions is shown in Fig. 5.7. Possible processes for an off-shell ρ meson are now
ρ∗ → ψ + ψ¯ , ρ∗ → pi + pi ,
ρ∗ → a1 + pi , ρ∗ + pi → a1 , ρ∗ + a1 → pi , (5.8)
and for an off-shell a1 meson
a∗1 → ψ + ψ¯ ,
a∗1 → pi + σ , a∗1 + pi → σ , a∗1 + σ → pi ,
a∗1 → ρ+ pi , a∗1 + pi → ρ , a∗1 + ρ→ pi ,
a∗1 → a1 + σ , a∗1 + σ → a1 , a∗1 + a1 → σ . (5.9)
Due to the new vertices, we thus have decay channels involving the ρ and a1 meson,
ρ∗ → a1 + pi, a∗1 → ρ+ pi and a∗1 → a1 + σ as well as related capture processes, now
also for the ρ meson.
T - and µ-dependent Euclidean masses
The temperature and chemical-potential dependent Euclidean particle masses within
this setting are shown in Fig. 5.8. As the input from the effective potential is
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Figure 5.8: Euclidean masses of all particles as a function of temperature at
µ = 0 MeV (a) and as a function of chemical potential across the CEP
at T = 10 MeV (b).
the same as in Sec. 5.2.1, only the vector meson masses mρ and ma1 change in
comparison to Fig. 5.3. In this calculation, we again fixed the initial value of
mV,Λ = m0,Λ = 1060.0 MeV and g = 11.3 to reproduce reasonable values for the
ρ and a1 pole masses: mpρ = 776.3 MeV and mpa1 = 1242.6 MeV. This results in Eu-
clidean vector meson masses in this case ofmρ = 1408.1 MeV andma1 = 1785.3 MeV,
which are even larger than in the previous setting.
The T - and µ-dependence of these masses is similar to Fig. 5.3. Starting in the
vacuum, the masses of the ρ and a1 meson are split. By increasing the temperature
both masses drop and become degenerate for T & 230 MeV as a consequence of
the restoration of chiral symmetry, as can be seen in Fig. 5.8a. As a difference, the
slope of the masses in this case is more enhanced than in Fig. 5.3a. As a function
of µ, the masses mρ and ma1 do not change until µ-values close to the CEP, where
both masses significantly drop and for very large chemical potentials again become
degenerate.
In this setting it seems to make a huge difference if the flow equations for mρ,k
and m0,k are evaluated at the k-dependent minimum in field space σ0,k, as plotted
in Fig. 4.2, or at the minimum at the IR scale σ0,kIR as done in Fig. 5.8, even for
their values at the IR scale. Although the values for the Euclidean masses in Fig. 4.2
are closer to the physical ones, we here use the grid method and evaluate these flow
equations as well as the flow equations for Γ(2)k as usual at a fixed value in field space
σ = σ0,kIR .
In-medium spectral functions
Before discussing the in-medium modifications of the ρ and a1 spectral functions
in this setting, we look at the imaginary parts of the respective processes listed
in Eq. (5.8) and Eq. (5.9) separately, shown in Fig. 5.9. As the capture processes
become only possible and thus visible at finite temperature, we choose T = 150 MeV
and µ = 0 MeV for this plot.
For the ρ meson, Fig. 5.9a, we have the decay into a quark-antiquark, the decay
into two pions and as new decay process the decay into an a1-pi-pair. Additionally
the ρ can capture a pion from the heat bath forming an a1 meson. This process gives
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Figure 5.9: Imaginary part of Γ(2),R divided into the different capture and decay
processes at T = 150 MeV and µ = 0 MeV separately for the ρ meson
(a) and the a1 meson (b).
rise to an increase of the imaginary part for lower frequencies and is energetically
bounded by ω = ma1 −mpi. For the a1 meson, Fig. 5.9b, we have as new processes
the decay into a ρ-pi pair and into an a1-σ pair. Here also the related in-medium
capture processes are possible, i.e. the capture of pion and of a sigma meson.
The resulting ρ and a1 spectral functions at finite temperature and chemical poten-
tial are shown in Fig. 5.10. For T = µ = 0 MeV, the picture is quite similar to the one
found in Fig. 5.5, except the additional decay thresholds at large frequencies. Here
only the threshold ω = mρ +mpi ≈ 1549 MeV is visible in the a1 spectral function
whereas the thresholds ω = ma1 +mpi ≈ 1926 MeV and ω = ma1 +mσ ≈ 2342 MeV
lie outside the considered energy region with the used UV-cutoff Λ = 1500 MeV.
With increasing temperature (left column in Fig. 5.10), the ρ and a1 can capture
particles from the heat bath, giving rise to an increase of both spectral functions
in the low frequency domain. For the ρ meson we have the process ρ∗ + pi → a1,
for the a1 we have the processes a∗1 + pi → σ, a∗1 + pi → ρ and a∗1 + σ → a1
contributing to the full imaginary part in this region, see Fig. 5.9 for the thresholds
of the particular processes. In the a1 spectral function we again see a pronounced
peak at T = 100 MeV and T = 150 MeV which is analogue to a van Hove singularity
and has already been discussed in Sec. 5.2.1. As the masses of the vector mesons
decrease with increasing temperature, the thresholds for the new decay processes
move towards smaller frequencies, like for the process ρ∗ → a1 +pi, at T = 150 MeV
located at ω = ma1 +mpi ≈ 1530 MeV. At T = 300 MeV the masses of the chiral
partners are fully degenerate and the quarks become the lightest degrees of freedom
which both leads to a complete degeneracy and broadening of the ρ and a1 spectral
functions, analogous to the high-temperature case in Fig. 5.5.
The chemical-potential dependent spectral functions on the right side of Fig. 5.10
are qualitative similar to the ones found in Fig. 5.5. Both spectral functions do
not change up to µ-values near the CEP, which is expected from the Silver Blaze
property also in this case. At µ = 297.4 MeV and µ = 297.95 MeV we see the effect
of the dropping sigma mass in the significant lowering of the threshold for the decay
channel a∗1 → σ+pi, where the structure of the resulting plateau is slightly different
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Figure 5.10: Spectral functins of the ρ (blue) and a1 meson (dashed red) as a function
of external frequency ω for increasing temperature at µ = 0 MeV (left
column) and for increasing chemical potential along the axis of the CEP
at T = 10 MeV (right column).
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Figure 5.11: Flow equations for the ρ and a1 two-point functions in diagrammatic
form. Vertices are indicated by black dots, regulator insertions by
crossed circles. The color of the lines and regulators represents the
type of field: blue for scalar mesons, black for all combinations of the
nucleons N1 and N2 and purple for vector mesons.
compared to the same case in Fig. 5.5. At the same time the threshold for a∗1 → ρ+pi
gets slightly more enhanced while the ρ spectral function does not really change
at all. Overall, the only clear signature for the CEP is encoded in the dropping
threshold in the a1 spectral function. For large chemical potential we again see full
degeneracy of both spectral functions reflecting the restoration of chiral symmetry.
5.2.3 Spectral Functions with Nucleons
In this section we now modify the ansatz used in the setting in Sec. 5.2.2 by replacing
the quark fields with fields for the nucleon N1, N¯1 and its parity partner N2, N¯2. We
then obtain a purely hadronic effective low-energy model, cf. Sec. 4.3.2, where the
quarks and the associated unphysical decay processes in the hadronic phase are now
absent.
Technically we therefore first solve the flow equation for the effective potential of
the parity-doublet model, which was discussed in Sec. 3.3, and on this input the
flow equations for m2V , m20 and finally for the ρ and a1 two-point functions which
are illustrated in diagrammatic form in Fig. 5.11. Possible processes for the ρ meson
in this setting are now
ρ∗ → N + N¯ , ρ∗ + N¯ ,N → N, N¯ ,
ρ∗ → pi + pi ,
ρ∗ → a1 + pi , ρ∗ + pi → a1 , ρ∗ + a1 → pi . (5.10)
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For the a1 meson we have the processes
a∗1 → N + N¯ , a∗1 + N¯ ,N → N, N¯ ,
a∗1 → pi + σ , a∗1 + pi → σ , a∗1 + σ → pi ,
a∗1 → ρ+ pi , a∗1 + pi → ρ , a∗1 + ρ→ pi ,
a∗1 → a1 + σ , a∗1 + σ → a1 , a∗1 + a1 → σ , (5.11)
where the vector meson-nucleon processes as new ones compared to the previous
setting are meant to hold for various combinations of N1 and N2, namely V ∗ →
N1, N2 + N¯1, N¯2 and V ∗ → N2, N1 + N¯1, N¯2 as decay processes and V ∗ + N¯1, N1 →
N2, N¯2 and V ∗+N¯2, N2 → N1, N¯1 as in-medium capture processes with V ∈ {ρ, a1}.
T - and µ-dependent Euclidean masses
As in the previous settings in Sec. 5.2.1 and Sec. 5.2.2 we fix the parameters for the
effective potential to reproduce physical reasonable vacuum-values for the masses of
the scalar mesons pi/σ and the fermions, in this case the nucleon N1 and its parity
partner N2. Since in the vacuum there are no baryons, one in principle has to fix
their masses at T = 0 MeV close to a µB related to the onset of nuclear matter.
Due to the Silver Blaze property we do not expect a significant change of these
masses from µ = 0 MeV to this onset-point and we therefore fix all masses together
at T = µ = 0 MeV. The parameters g = 7.4 and mV,Λ = 2035.0 MeV are fixed to
reproduce the phenomenological correct pole masses, resulting in mpρ = 774.1 MeV
and mpa1 = 1262.4 MeV. The corresponding Euclidean masses in the vacuum then
have the following values
σ0 = 93.0 MeV , mσ = 633.5 MeV ,
mpi = 140.9 MeV , mB1 = 938.3 MeV ,
mB2 = 1535.6 MeV , mρ = 808.5 MeV ,
ma1 = 1062.0 MeV . (5.12)
Their temperature dependence at µ = 0 MeV is shown in Fig. 5.12a. As expected
from a crossover, all masses change very smoothly. While the masses of the ρ meson
and the nucleon N1 remain almost constant, the masses of their parity partners
a1 and N2 decrease with increasing temperature which leads to a successive mass
degeneracy for large temperatures. The masses of the scalar mesons pi and σ behave
similar to the ones already obtained in the quark-meson model calculations. At
T = 500 MeV, the masses of the chiral partners ρ-a1, N1-N2 and pi-σ become (almost)
completely degenerate.
The Euclidean masses as a function of baryon chemical potential across the chiral
CEP at T = 67 MeV are shown in Fig. 5.12b. As this critical endpoint is located
at larger T compared to the previous settings, especially the masses of the sigma
meson and the N2 slightly decrease from µB = 800 MeV to values close to the CEP.
As already discussed in the previous sections, at the CEP the sigma mass and the
chiral order parameter drop significantly, leading also to a drop of the other masses.
For very large µB we again see full degeneracy of the masses of the chiral partners.
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Figure 5.12: Euclidean masses of all particles as a function of temperature at
µ = 0 MeV (a) and as a function of chemical potential across the chi-
ral CEP which is located at around T = 67 MeV and µ = 925 MeV
(vertical red line) (b).
In-medium spectral functions
Spectral functions for the ρ and a1 meson within this hadronic model are shown for
different combinations of T and µB in Fig. 5.13.
Due to the absence of the quark-antiquark decay channel in this model, both
spectral functions are less broad in the vacuum compared to the previous settings
but show an enhanced peak located at the particular pole mass. In both cases,
decays into scalar mesons ρ∗ → pi + pi and a∗1 → pi + σ are the most dominant
processes in the vacuum which also determine the start-thresholds in both spectral
functions. For the ρ we also have the decay ρ∗ → a1 + pi located at ω ≈ 1200 MeV,
which is quite weak and not really visible. The baryonic decay ρ∗ → N1 +N¯1 located
at ω = 2mB1 ≈ 1877 MeV gives rise to a pronounced threshold. In the a1 spectral
function this threshold is only poorly visible but instead the threshold a∗1 → N1 +N¯2
at large frequencies ω = mB1 +mB2 ≈ 2474 MeV can be clearly identified. The other
decay channels a∗1 → ρ+pi and a∗1 → a1 +σ do not contribute strongly and therefore
are only barely visible in the a1 spectral function.
With increasing temperature (left column in Fig. 5.13) the typical in-medium
capture processes for the ρ and the a1 meson become possible. At T = 100 MeV
the a1 spectral function already shows a pronounced plateau, where in this region
all capture processes including the nucleon-scattering process a∗1 + N¯1, N1 → N2, N¯2
are energetically possible and therefore contribute to the imaginary part of Γ(2),R.
Here the left peak can be related to the process a∗1 + pi → σ, the right one to the
capture of a pion forming a ρmeson which also marks the right border of this plateau
at ω = mρ −mpi ≈ 660 MeV. For T = 200 MeV this capture region gets even more
enhanced where now the capture of nucleons provides the main contributions for
low frequencies, ω ≤ mB2 −mB1 ≈ 464 MeV. The peak next to this plateau is again
related to the capture process a∗1+pi → ρ. In the ρ spectral function the contributions
of the decay into a pion pair suppresses the other capture-thresholds ρ∗ + pi → a1
and ρ∗ + N¯1, N1 → N2, N¯2 such that we only see small temperature effects. In both
spectral functions the baryonic decay thresholds lower as their masses decrease with
increasing temperature, cf. Fig. 5.12a.
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Figure 5.13: Spectral functions of the ρ (blue) and a1 meson (dashed red) as a func-
tion of external frequency ω for increasing temperature at µ = 0 MeV
(left column) and for increasing chemical potential towards the chiral
CEP at T = 67 MeV (right column).
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Along the axis of the chiral critical endpoint at T = 67 MeV (right column in
Fig. 5.13) we see that already at µ = 0 MeV in-medium processes become possible.
By cranking up the baryon chemical potential, the contribution from the capture of
a N1 forming a N2 nucleon gets larger and larger, as can bee seen as enhanced bump
and spike in both spectral functions at µ = 800 MeV around ω ≈ 555 MeV. Close
to the CEP at µ = 924 MeV this effect gets even stronger forming almost a peak
structure in both cases. As here the sigma mass abruptly lowers, cf. Fig. 5.12b, the
threshold a∗1 → pi + σ moves towards lower frequencies leading to a broadening of
the a1 spectral function.
Overall, the inclusion of baryon degrees of freedom leads to much sharper spec-
tral functions as the contributions of the quark-antiquark decays, especially in the
hadronic phase at low T and µB, are gone. The additional physical baryon-scattering
processes in the medium contribute significantly to the imaginary part of Γ(2), espe-
cially for large µB near the chiral CEP. As in this calculation we suffered for example
from non-monotonic behaviour of the k-dependent energy difference Eσ,k − Epi,k at
some T -µB combinations (which are not shown in Fig. 5.13) leading to unphysi-
cal capture thresholds, and in the present truncation we were not able to describe
nuclear matter phenomenologically correct, cf. Sec. 3.3.2, a phenomenologically
enhanced qualitative and quantitative study has to be postponed to future studies.
5.3 Electromagnetic Spectral Functions
5.3.1 Rho-Photon Mixing and FRG Setup
Beside the computation of vector meson spectral functions and the usage of VMD-
relations like given in Eq. (5.4) one can also directly compute the in-medium elec-
tromagnetic spectral function to get access to the dilepton rate.
In this section we will use the model extension described in Sec. 4.3.1 to include
the photon field Aµ and associated vertices Γ(3) and Γ(4) into our FRG setup in order
to compute electromagnetic two-point functions and the related spectral functions.
Technically we therefore go a step back and use a setting similar to the one in
Sec. 5.2.1, i.e. input from the effective potential of the quark-meson model and only
(pseudo-)scalar mesons and quarks as fluctuating fields in the flow equations for
Γ(2)k and m2V,k. The parameters here are the same as in Sec. 3.2.1 and Sec. 5.2.1.
Due to the Aµ field in the ansatz for Γk we now have new non-vanishing vertices
Γ(3)pipiA, Γ
(3)
ψψA, Γ
(4)
pipiAρ and Γ
(4)
pipiAA, giving rise to new diagrams, see App. B.2 for explicit
expressions.
Since on the level of Γ(2) the ρ meson and the photon mix, the physical two-point
functions are obtained by diagonalizing the following 2× 2 matrix(
Γ(2)AA Γ
(2)
Aρ
Γ(2)ρA Γ
(2)
ρρ
)
diagonalise−−−−−−−→
(
Γ˜(2)AA 0
0 Γ˜(2)ρρ
)
, (5.13)
where the physical electromagnetic two-point function Γ˜(2)AA is given by
Γ˜(2)AA =
1
2
{
Γ(2)ρρ + Γ
(2)
AA −
√(
Γ(2)ρρ − Γ(2)AA
)2
+ 4 Γ(2)ρAΓ
(2)
Aρ
}
. (5.14)
72
5.3 Electromagnetic Spectral Functions
∂kΓ
(2)
ρρ,k =
ρ ρ
pi
pi pi
− 1
2
ρ ρ
pi pi − 2 ρ ρ
ψ
ψ ψ
∂kΓ
(2)
Aρ,k =
A ρ
pi
pi pi
− 1
2
A ρ
pi pi − 2 A ρ
ψ
ψ ψ
∂kΓ
(2)
AA,k =
A A
pi
pi pi
− 1
2
A A
pi pi − 2 A A
ψ
ψ ψ
Figure 5.14: Diagrammatic representation of the flow equations for the bare rho, the
bare photon and the the mixed rho-photon two-point function.
The flow equations for the bare ρ meson, the bare photon and the mixed rho-photon
two-point function are illustrated in Fig. 5.14. By solving these flow equations
separately one can then with Eq. (5.14) compute the physical photon two-point
function and based on that the associated electromagnetic spectral function.
In order to get physical insights into this expression for Γ˜(2)AA we can expand the
particular two-point functions in powers of the electromagnetic coupling e = 4pi137 .
The self-energy parts of the bare two-point functions are of the following orders,
Γ(2)ρρ = O(g2) , Γ(2)AA = O(e2) , Γ(2)ρA = Γ(2)Aρ = O(eg) , (5.15)
with g being the gauge coupling. By a Taylor expansion in e we find for the photon
two-point function
Γ˜(2)AA = Γ
(2)
AA −
Γ(2)AρΓ
(2)
ρA
Γ(2)ρρ︸ ︷︷ ︸
O(e2)
+O(e4) . (5.16)
The first correction term from the rho-photon mixing is of the same order in e as
the bare photon two-point function. Physically, this second term represents the ρ
contribution to the photon two-point function which reflects the idea of vector meson
dominance.
5.3.2 Electromagnetic Spectral Functions: Results
We now discuss results for the in-medium electromagnetic spectral functions, which
are obtained by the real and imaginary part of the physical two-point function Γ˜(2)AA.
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Figure 5.15: Spectral functions of the bare ρ meson (blue), the bare photon (dashed
red) and the full photon (dashed yellow) as a function of external fre-
quency ω for increasing temperature at µ = 0 MeV (left column) and
for increasing chemical potential towards the CEP along T = 10 MeV
(right column).
74
5.3 Electromagnetic Spectral Functions
In Fig. 5.15 we see the bare ρ spectral function, the bare photon spectral function
and the full photon spectral function at different combinations of temperature and
quark-chemical potential.
In the present truncation, the ρ and the photon can only decay into two pions
and a quark-antiquark pair. The particular thresholds in the vacuum are located at
ω = 2mpi ≈ 280 MeV and ω = 2mψ ≈ 600 MeV, see Fig. 5.3 for the related input-
masses. The bare ρ spectral function is thereby in all T -µ-cases the same as in
Fig. 5.5. With increasing temperature (left column in Fig. 5.15) the quarks get
lighter and the pions heavier leading to the typical broadening of the spectral func-
tions already observed in Sec. 5.5 and Fig. 5.10. Since the photon-pion coupling is
much smaller than the rho-pion coupling (e g), the bare photon spectral function
becomes more flat compared to the bare rho one, especially at T = 300 MeV, while
the physical photon spectral function is a mixture of both bare spectral functions.
Close to the CEP (right column in Fig. 5.15), we only see small modifications in
the pion threshold in all spectral functions while their principle vacuum structure
basically remains unchanged.
The fact that we do not observe clear signatures for the critical endpoint in the
electromagnetic spectral function is no surprise as neither the ρ spectral function nor
the bare photon spectral function contain processes which would show up for example
a dropping sigma threshold close to the CEP. In our truncation, the propagators
in the loops are sharp, representing only the single-particle contributions and one
therefore would need a sigma propagator in the loops of the flow equations for Γ(2)k
which, however, is absent for the bare ρ and bare photon two-point functions.
In order to make the critical endpoint of the model visible in the electromagnetic
spectral function we would have to improve the current truncation for example by
inserting full a1 propagators inside the loops. In this way, signatures for critical
physics could show up in the ρ spectral function via processes like ρ∗ → pi + a1.
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Self-Consistent Solutions of Flow Equations
In the previous chapter we saw that the FRG is an appropriate tool to compute
meaningful (axial-)vector meson and electromagnetic spectral functions, also in the
vicinity of phase transitions and critical endpoints. A central issue in the trunca-
tion usually employed in these calculations is the usage of propagators which only
describe the single-particle contribution of the particular fields, and not the fully
dressed propagators containing the full spectral properties. Unfortunately, this is
necessary to ensure the location of thresholds to be determined by the physical
pole masses as well as to resolve non-trivial structures in the spectral functions, for
example n-particle thresholds.
From the perspective of the FRG, this turns out to be very difficult from a tech-
nical point of view as the necessary analytic continuation procedure avoids a simple
iteration scheme. However, in this chapter we present a numcerical procedure to
compute self-consistent spectral functions using the Källén–Lehmann spectral rep-
resentation which also allows for a straightforward generalization to finite tempera-
ture. To demonstrate the feasibility of this procedure we compute spectral functions
of the pion and the sigma meson within the O(4)-symmetric model. This approach
was driven by a first FRG study on self-consistent spectral functions in the vacuum
in which the formalism is very difficult to apply at finite temperature [40].
The used O(n)-symmetric model represents a simple effective low-energy model
for QCD and plays also an important role in condensed matter physics. Therefore
it has been the subject of various FRG studies [33,37,157–159].
After discussing the basic idea in Sec. 6.1.1, we present the numerical procedure,
first for the Euclidean system and then for the Minkowski system in Sec. 6.1.2.
Results are then shown for first checks on the reconstruction method in Sec. 6.1.1
and finally for spectral functions in the O(4) model in Sec. 6.2.2.
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6.1 Basic Idea and Numerical Setting
6.1.1 Introduction
Starting point is the O(4)-symmetric model and its flow equations for the pion
and sigma meson two-point functions, illustrated in Fig. 6.1. The idea of solving
FRG flow equations self-consistently is to reinsert the k-dependent two-point func-
tions calculated in every k-step on the left side as new input into the loops on the
right side of the equations for Γ(2)k . Compared to the previous truncation where we
extracted the k-dependent two-point functions on the right side of the equations
always from the ansatz of the effective average action, this would end up in a com-
pletely backcoupled solution. While this is in principle straightforwardly possible
for the Euclidean system [78], a backcoupled solution within the real-time formalism
requires a closer consideration.
The numerical procedure which we apply proceeds as follows. At first we solve
the Euclidean system consisting of the equations for Γ(2)pi,k, Γ
(2)
σ,k and the equation for
the effective potential Uk. The vertices Γ(3)k and Γ
(4)
k are then extracted momentum
independently from the effective potential. While doing this, we store the k-flow of all
Euclidean quantities, namely the Euclidean masses, the vertices and the momentum
independent tadpoles. Using this Euclidean input, we solve the Minkowski system
consisting only of the momentum-dependent diagrams in a self-consistent way. The
Minkowski system is obtained from the Euclidean counterpart by using the usual
analytic continuation procedure (as we use a three-dimensional regulator) and the
spectral representation for Euclidean regulated propagators. To get rid of the full
field-dependent equations, we use a truncation to only obtain two-point functions
and spectral functions at the physical minimum σ0.
∂kΓ
(2)
pi,k =
pi pi
pi
σ σ
+
pi pi
σ
pi pi
− 1
2
pi pi
σ σ − 1
2
pi pi
pi pi
∂kΓ
(2)
σ,k =
σ σ
σ
σ σ
+
σ σ
pi
pi pi
− 1
2
σ σ
σ σ − 1
2
σ σ
pi pi
Figure 6.1: Flow equations for the pi and σ two-point functions within the O(4)
model in a diagrammatic form.
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6.1.2 Numerical Procedure
Euclidean system
In the Euclidean system we have to deal with the following system of equations,
∂kUk[φ] = Flow
(
Rk,Γ(2),Ek,pi ,Γ
(2),E
k,σ
)
,
∂kΓ(2),Ek,pi [φ = φ0; p0, ~p ] = Flow
(
Rk,Γ(3)k ,Γ
(4)
k ,Γ
(2),E
k,pi ,Γ
(2),E
k,σ
)∣∣∣
φ=φ0
,
∂kΓ(2),Ek,σ [φ = φ0; p0, ~p ] = Flow
(
Rk,Γ(3)k ,Γ
(4)
k ,Γ
(2),E
k,pi ,Γ
(2),E
k,σ
)∣∣∣
φ=φ0
. (6.1)
The flow of the effective potential is solved on a grid in field-direction, whereas the
flow equations of the two-point functions Γ(2),Ek,pi and Γ
(2),E
k,σ are evaluated at the phys-
ical minimum at the IR scale σ0. To backcouple field-dependent two-point functions
into the flow of the effective potential, we assume the following decomposition in
order to obtain these field-dependent two-point functions,
Γ(2),E [φ, p] = Γ(2),E [φ0, p]− Γ(2),E [φ0, 0] +m2E [φ] . (6.2)
We hence separate the full two-point function into a field-independent but momen-
tum dependent part and a field-dependent but momentum independent part which
is identified with the Euclidean mass extracted from the effective potential. This
separation-ansatz seems rather natural when coming from the usual LPA or LPA′
truncation but of course contains fully backcoupled objects. How good this trunca-
tion is, compared to the full field-dependent solution, has to be checked in future
comparative studies.
In the evaluation of the right side of the flow equations for Γ(2),Ek we have to
deal with a Matsubara sum over bosonic Matsubara frequencies q0,n and a three
dimensional integral over the spatial components of the loop momentum ~q. The
expression for a momentum dependent diagram is then given by (and analogously
for the tadpoles)
Jk(p0, ~p) =
∑
n
∫
d3~q
(
Γ(3)
)2
∂kRk(~q)
(
DEk (q0,n, ~q)
)2
DEk (q0,n ± p0, ~q ± ~p) , (6.3)
where the regulated Euclidean propagator is related to the two-point function as
usual by DEk ≡ DE,Regk = (Γ(2),Ek +Rk)−1.
Since the Matsubara sum as well as the spatial integral cannot be performed
analytically, we set up a grid for the Euclidean two-point functions in p0 and |~p|
direction and solve all expressions like in Eq. (6.3) at every scale k on every gridpoint
(p0i, |~p|j). In the numerical calculation we sum over a finite number of Matsubara
modes and extrapolate if the momenta jump off the grid. We checked explicitly
that the number of Matsubara modes we included (nmax ≈ ±100) and the concrete
extrapolation procedure does not affect the results. As inital form at the UV scale
Λ = 500 MeV we set
UΛ[φ] = aφ2 + b φ4 ,
Γ(2),Epi,Λ [φ0; p0, ~p] = p
2
0 + ~p 2 +m2pi,Λ[φ0] ,
Γ(2),Eσ,Λ [φ0; p0, ~p] = p
2
0 + ~p 2 +m2σ,Λ[φ0] , (6.4)
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where as usual, we add the explicit symmetry breaking term cσ only at the IR
scale. The parameters a, b and c are chosen to reproduce physical reasonable
values for σ0 and the (pole) masses mppi and mpσ in the vacuum, cf. Sec. 6.2.2:
a = −7.46 · 104 MeV2, b = 3.65, c = 1.75 · 106 MeV3. As regulator function we use
the standard three-dimensional Litim regulator.
Minkowski system
In order to construct an analytically continued system of equations for retarded
two-point functions Γ(2),R, we use the Källén–Lehmann spectral representation for
the scale-dependent regulated Euclidean propagators, which reads
DE,Regk (p0, ~p) =
∫ ∞
−∞
dω′
1
ω′ + ip0
ρk(ω′, ~p) =
∫ ∞
0
dω′
2ω′
ω′2 + p20
ρk(ω′, ~p) . (6.5)
The existence of a spectral representation just follows from Cauchy’s integral theo-
rem and the use of a three-dimensional regulator function.
After replacing the propagators with this representation, the loop functions on
the right side of the flow equations have the following form (see Eq. (6.3) for the
Euclidean counterpart)
Jk(p0, ~p) =
∑
n
∫
d 3~q
∫
ω1,ω2,ω3
dω1dω2dω3
(
Γ(3)k
)2
∂kRk(~q) (6.6)
× 8 ω1ω2ω3 ρk,1(ω1, ~q)ρk,2(ω2, ~q)ρk,3(ω3, ~q − ~p)(
ω21 + q20,n
) (
ω22 + q20,n
) (
ω23 + (p0 − q0,n)2
) , (6.7)
which obviously still involves a spatial momentum integration. If we use an O(4)
approximation of the form ρk (ω, ~p) = ρk
(√
ω2 + ~p 2, 0
)
≡ ρk(
√
ω2 + ~p 2), we can
shift the non-trivial spatial momentum dependence in the first argument and trivially
carry out the spatial momentum integration. We are hence left with ω-integrals for
every propagator involved in the loops on the right side of the flow equations which
have to be performed in every integration step. Note that this O(4) approximation
is strictly speaking only valid at vanishing temperature for a regulator that does not
break O(4) invariance, i.e. not for the three-dimensional regulator considered here,
while it is in any case just an approximation at finite temperature. We use this
approximation here to reduce the number of momentum arguments that have to be
taken into account to resolve the momentum dependence of the two-point function.
In these expressions we can then perform the Matsubara sum analytically and
simply apply the standard analytic continuation procedure described in Sec. 2.2.2.
The Euclidean system then turns into a Minkowski system with flow equations for
the real and imaginary parts of the retarded two-point functions,
∂kReΓ(2),Rk,pi [φ0;ω] = Flow
(
Rk,Γ(3)k [φ0],Γ
(4)
k [φ0]; ρpi,k, ρσ,k
)
,
∂kImΓ(2),Rk,pi [φ0, ω] = Flow
(
Rk,Γ(3)k [φ0],Γ
(4)
k [φ0]; ρpi,k, ρσ,k
)
,
∂kReΓ(2),Rk,σ [φ0, ω] = Flow
(
Rk,Γ(3)k [φ0],Γ
(4)
k [φ0]; ρpi,k, ρσ,k
)
,
∂kImΓ(2),Rk,σ [φ0, ω] = Flow
(
Rk,Γ(3)k [φ0],Γ
(4)
k [φ0]; ρpi,k, ρσ,k
)
. (6.8)
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The k-dependent spectral function ρk can be computed at every scale k as
ρk(ω) =
1
pi
ImΓ(2),Rk (ω)(
ReΓ(2),Rk (ω)− k2
)2
+
(
ImΓ(2),Rk (ω)
)2 , (6.9)
for the pion and sigma meson respectively. The shifted real part is due to the
inclusion of the Litim regulator and the continuation procedure, where we have a
global minus sign.
To reduce the numerical effort, we further consider the combination
(DD)E,Reg,effk (p0, ~p) = D
E,Reg
k (p0, ~p) ·DE,Regk (p0, ~p) , (6.10)
for which we also assume a spectral representation and whose spectral function
then reads (again for three-dimensional flat regulator and vanishing spatial external
momentum)
ρeffk (ω) = −
1
pi
2 ImΓ(2),Rk (ω)
(
ReΓ(2),Rk (ω)− k2
)
((
ReΓ(2),Rk (ω)− k2
)2
+
(
ImΓ(2),Rk (ω)
)2) . (6.11)
We note that the existence of a spectral representation of such a combination is
a priori not clear if the involved propagators have a non-trivial structure. The
consequences of this assumption have to be tested in future studies.
However, in this way we can reduce the three-dimensional ω-integrals in Eq. (6.7)
to two-dimensional ones. A general momentum-dependent loop function Jk(p0) at
T = 0 MeV (for simplicity) then reads
Jk(p0) =
∫
ω1,ω2
dω1dω2
10k4 (ω1 + ω2) ρeffk (ω1)ρk(ω2)
15pi2
(
(ω1 + ω2)2 + p20
) . (6.12)
In the numerical calculation, the system of equations given in Eq. (6.8) is solved on
a grid in frequency-direction ωi whereby the two-dimensional frequency-integrals can
be solved numerically in every k-step. The cutoff for these frequency-integrals Λω
determines the size of the ω-grid and is chosen to be much larger than the RG cutoff
scale Λ, where we extrapolate the spectral functions for ω > Λω with ρ(ω) ∝ 1/ω2
and checked explicitly that the results do not depend on the precise value of the
cutoff, see Fig. 6.4a. The initial conditions for the real and imaginary parts of the
two-point functions at the UV-scale Λ are chosen to be
Γ(2),Rpi,Λ [φ0;ω] = (ω + i)
2 −m2pi,Λ[φ0] , (6.13)
Γ(2),Rσ,Λ [φ0;ω] = (ω + i)
2 −m2σ,Λ[φ0] , (6.14)
where  is kept as a small parameter and the Euclidean massesm2pi,Λ[φ0] andm2σ,Λ[φ0]
are extracted from the effective potential.
6.2 Self-Consistent Spectral Functions: Results
6.2.1 Reconstructing Propagators: First Checks
In a first step, the reconstruction procedure of propagators used in the Minkowski
framework is tested. Therefore we compare Euclidean propagators obtained as in-
verse from the solution of the Euclidean system to those ones obtained by calculating
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Figure 6.2: Comparison of the resulting Euclidean pion propagators obtained by two
different calculation methods, for the LPA truncation (blue) and the full
self-consistent framework (red) (see text for details) (a) and vacuum-
spectral function within a O(1) model for different values for  (shown
in units of MeV) (b).
the spectral function via solving the Minkowski system and using the spectral rep-
resentation from Eq. (6.2). The relative difference in comparison to a reference
propagator (here the one obtained from the Euclidean system) as a function of dis-
crete Euclidean frequency p0 is shown in Fig. 6.2a, once for the LPA truncation and
once for the full self-consistent solution, in both cases for the pion propagator at the
IR scale.
The reconstruction of LPA propagators seems to work very well since the deviation
here is 1% at most (blue dots in Fig. 6.2a). As possibly expected, the reconstruction
of the full backcoupled propagators is not as good as in the LPA case since of course
we have non-trivial effects in the k-dependent spectral functions in this system what
makes this calculation also numerically much more involved. The deviation in this
calculation of around 8% at most is quite acceptable though (red dots in Fig. 6.2a).
In both cases the most precise reconstruction can be made at the lowest Matsubara
frequency p0 = 0 MeV.
As a next check we calculate the spectral function of a simple O(1) w Z2 model
with only one scalar field σ within the self-consistent framework, plotted for different
values for the -parameter in Fig. 6.2b. In this setting, the off-shell σ∗ can in principle
decay into multiple sigma fields which thresholds are indicated with vertical red
lines in Fig. 6.2b (mσ, 2mσ, 3mσ). While the inclusion of only the single-particle
contributions of the full propagators leads to decay processes of the form A∗ → B+C
(as done in Chapter 5), a self-consistent solution contains in principle all possible n-
particle thresholds. Once a threshold appears in the k-dependent spectral function,
it gets backcoupled to thresholds appearing in the next k-step. In Fig. 6.2b we see
a little bump exactly located at 3mσ, which signals that the first non-trivial process
σ∗ → 3σ is included in this self-consistent calculation. How large the contribution of
this specific process to the imaginary part of Γ(2),R actually is cannot be answered
within this purely numerical procedure and has to be studied in future comparable
projects.
82
6.2 Self-Consistent Spectral Functions: Results
ϵ = 5
ϵ = 3
ϵ = 2
ϵ = 1
ϵ = 0.5
0 200 400 600 800
0.001
0.010
0.100
1
10
100
1000
ω [MeV]
ρ π
[G
e
V
-
2
]
T = 10 MeV
(a)
ϵ = 5
ϵ = 3
ϵ = 2
ϵ = 1
ϵ = 0.5
0 200 400 600 800
0.001
0.010
0.100
1
ω [MeV]
ρ σ
[G
e
V
-
2
]
T = 10 MeV
(b)
Figure 6.3: Spectral functions of the pion (a) and sigma meson (b) as a function of
external frequency ω at T = 10 MeV for different values of  (shown in
units of MeV).
6.2.2 Spectral Functions in the O(4) Model
After having tested the reconstruction procedure on a more basic level, we now
present results for self-consistent spectral functions for the pion and sigma meson
within the O(4) model. We therefore proceed exactly as described in Sec. 6.1, where
the parameters for the effective potential at the UV scale from Eq. (6.4) and for the
explicit symmetry breaking term are chosen to reproduce physical reasonable values
for the pion and sigma pole masses, which are again identified with the zero crossing
of the real part of Γ(2),R. The resulting minimum σ0 and the pole masses together
with the corresponding Euclidean masses extracted from the effective potential are
listed in Tab. 6.1. While for the pion the pole and Euclidean mass almost agree,
the difference is larger for the sigma masses. This is not surprising as especially for
heavier and not so well isolated bound states and resonances there is no a priori
reason for them to agree.
The pion and sigma meson spectral functions at T = 10 MeV for different values
of the -parameter (from the analytic continuation procedure) are shown in Fig. 6.3.
The vertical red lines in Fig. 6.3a indicate the position of the pion pole mass and the
location of the first non-trivial three-particle threshold at ω = 3mppi ≈ 406.5 MeV.
We see that for smaller -values the pion spectral function develops a threshold
exactly at this position, signaling that the sigma propagator in the loops in Fig. 6.1
now basically is the two-pion resonance from Fig. 6.3b giving rise to the process
pi∗ → σ + pi ' 3pi. However, this process is the only non-trivial which is energetically
possible in the considered ω-window. The sigma meson spectral function shows the
σ0 mppi m
p
σ m
E
pi m
E
σ
93.0 MeV 135.5 MeV 353.7 MeV 137.4 MeV 429.6 MeV
Table 6.1: Values for σ0 ≡ fpi, the Euclidean masses and the corresponding pole
masses in the vacuum at T = 10 MeV.
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Figure 6.4: Spectral functions of the pion and sigma meson as a function of exter-
nal frequency ω for different values of the frequency-cutoff Λω (a) for
Λω = 800 MeV and  = 1 MeV as final setting (b).
usual pronounced two-pion threshold which location is now determined by two times
the pion pole mass (vertical red line in Fig. 6.3b).
In order to test the dependency on the cutoff of the frequency-integrals, cf. the
Minkowski system in Sec. 6.1, both spectral functions for  = 1 MeV and different
values for this cutoff, denoted by Λω, are shown in Fig. 6.4a. As we see, all curves
lie on top of each other which shows that the results do not depend on the concrete
value of Λω. However, as final configuration we chose Λω = 800 MeV and  = 1 MeV,
plotted for T = 10 MeV in Fig. 6.4b.
Pion and sigma spectral functions for T = 100 MeV and T = 800 MeV are shown
in Fig. 6.5. At T = 100 MeV, possible capture processes lead to a broadening of the
peak in the pion spectral function as well as of the whole sigma spectral function due
to which the decay threshold in the pion spectral function can only barely be iden-
tified. The pole mass of the pion slightly decreases to a value of mppi = 119.7 MeV,
the sigma meson pole mass stays almost constant and has at T = 100 MeV a value
of mpσ = 355 MeV. By increasing the temperature further to T = 800 MeV, the pole
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Figure 6.5: Spectral functions of the pion (blue) and sigma meson (red) as a function
of external frequency ω at T = 100 MeV (a) and T = 800 MeV (b).
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masses are mppi = 270 MeV and mpσ = 291 MeV whereby both spectral functions now
form a more enhanced peak and tend to degenerate completely.
Although this purely numerical procedure of solving Euclidean and real-time flow
equations self-consistently works, an important next step would be to perform an
 = 0-calculation and to study the specific trivial and non-trivial processes isolated
such that for example their strength and visibility can be estimated.
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7
Summary and Outlook
The main topic of this thesis was the computation of (axial-)vector meson spectral
functions at finite temperature and chemical potential within the non-perturbative
functional renormalization group approach. Here we used a recently proposed ana-
lytic continuation procedure on the level of the flow equations in order to get access
to spectral functions as real-time quantities. These computations were performed
on the basis of low-energy effective models for QCD aiming at a qualitative de-
scription of the hadronic sector of QCD and the associated interactions involving
the (axial-)vector mesons. Additionally to that, we computed in-medium electro-
magnetic spectral functions and presented first results for self-consistent spectral
functions within a simple O(4) model. In this chapter we now want to summarize
the main results obtained in these calculations and discuss possible next steps for
future studies.
Starting point was the quark-meson model together with the parity-doublet model
as low-energy effective models for two-flavor QCD incorporating the concept of chiral
symmetry, discussed and presented in Chapter 3. There we focused on the phase
structure of these models where in the quark-meson model we found the typical
structure of a chiral critical endpoint at low temperatures and large quark chemical
potentials dividing a crossover transition for larger temperatures from a first order
phase transition for T . 10 MeV. The inclusion of the nucleon and its parity partner
as baryon degrees of freedom within the parity-doublet model allowed for a modelling
of the liquid-gas phase transition, in addition to the chiral transition. Here it turned
out that with the used LPA truncation it is not able to fix the phenomenologically
correct value for the binding energy and for the saturation density simultaneously.
Consequently, this model was rather used in a qualitative sense serving as a purely
hadronic effective model. The phenomenologically correct description of nuclear
matter in a quantitative sense has to be postponed to future projects. Here, a
mean-field omega meson together with an improved truncation towards LPA′ could
be used to shift the phase transition to the correct location.
In Chapter 4 we then concentrated on the theoretical description of (axial-)vector
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mesons by fundamental fields in an effective theory. Here, the ρ and a1 meson were
introduced in the spirit of Sakurai, i.e. as gauge bosons arising from a local SU(2)×
SU(2) gauge symmetry. An additional Yukawa-type interaction to quark-antiquark
fields then lead us to the so-called gauged linear sigma model with quarks. When
describing fluctuations due to massive (axial-)vector mesons, this formalism had to
be extended as here the known problems of ensuring transversality and convariance
of the associated time-ordered product arise. The FRG formulation of the single-
particle contribution of a vector meson propagator fulfilling these requirements and
also the associated (modified) Ward identity described in Sec. 4.2.2 represents one
main result of this work. In order to also account for an electromagnetic interaction
and a coupling to baryon degrees of freedom, the gauged linear sigma model was
finally extended by an additional U(1) gauge symmetry and by means of the parity-
doublet model, respectively.
The main results for (axial-)vector meson and electromagnetic spectral functions
along the phase diagram of the respective models were presented in Chapter 5.
Within the first setting in Sec. 5.2.1 the possible processes for the ρ meson were
ρ∗ → pi+pi and ρ∗ → ψ+ψ¯ whereas for the a1 meson we had the processes a∗1 → pi+σ,
a∗1 + pi → σ, a∗1 + σ → pi and a∗1 → ψ + ψ¯. With increasing temperature and/or
quark chemical potential we observed various modifications in the ρ and a1 meson
spectral functions. Along the temperature axis at µ = 0 MeV, the main effects were
a broadening or melting of both spectral functions and a complete degeneracy at
large temperature which could be connected to the restoration of chiral symmetry
as the associated order parameter was obtained within the same framework. This
behavior could also be seen in the temperature-dependent Euclidean masses and the
pole masses of the ρ and a1 meson. Close to the critical endpoint of the quark-meson
model, the dropping sigma mass lead to sensitive modifications in the a1 spectral
function, namely the abrupt lowering of the threshold of the process a∗1 → pi + σ
which could be clearly identified as signature for the CEP of the model.
The developed formalism of describing fluctuating (axial-)vector mesons then al-
lowed to include additional processes involving (axial-)vector mesons, ρ∗ → a1 + pi
and ρ∗+pi/a1 → a1/pi for the ρ meson and a∗1 → ρ+pi, a∗1 +pi/ρ→ ρ/pi, a∗1 → a1 +σ
and a∗1 + σ/a1 → a1/σ for the a1 meson. These additional processes lead to more
involved structures in the in-medium spectral functions as we have more possible
capture processes at finite temperature in this setting. However, the overall in-
medium-induced effects are similar to the previous setting, namely a broadening and
successive degeneracy with increasing temperature and a dropping pi + σ threshold
in the a1 spectral function in the region close to the CEP.
This setting was in Sec. 5.2.3 extended by means of replacing the quark-antiquark
degrees of freedom with fields for the nucleon and its parity partner. In this way,
unphysical quark-antiquark thresholds in the hadronic phase, present in the ρ and a1
spectral functions in the previous settings, could be removed whereby all processes
including the new ones, namely ρ∗ → N + N¯ , ρ∗ + N¯ ,N → N, N¯ and a∗1 → N + N¯ ,
a∗1 + N¯ ,N → N, N¯ , are physically realized in the hadronic phase of the phase
diagram. The absence of the quark thresholds lead to more peaked ρ and a1 spectral
functions where we also saw new decay thresholds at large frequencies and new
contributions at intermediate frequencies related to in-medium vector meson-nucleon
scattering processes. Close to the chiral critical endpoint we observed a broadening
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of the a1 spectral function. The lowering of the pi + σ threshold in the a1 spectral
function was covered by increasing capture-contributions related to the process a∗1 +
N¯ ,N → N, N¯ .
As last result in this main chapter we presented electromagnetic spectral functions
at finite temperature and chemical potential. Here, the physical electromagnetic
two-point function is given as mixture of the bare ρ, the ρ-photon and the bare
photon two-point function in which we in a first step implemented only the decay
processes pi + pi and ψ + ψ¯. In the temperature and chemical-potential dependent
electromagnetic spectral functions we observed a broadening with increasing tem-
perature, in the region of the chiral CEP we only saw small modifications. This
could be explained by a shortcoming of the used ansatz and truncation since we
would need a dressed a1 propagator in the ρ two-point function in order to identify
signatures at the CEP which are induced by a dropping sigma mass.
The numerical framework of computing self-consistent spectral functions presented
in Chapter 6 can be seen as the third main result of this work. The idea here was to
reinsert full k-dependent propagators into the loops on the right side of the equations
using the spectral representation for regulated Euclidean propagators. We showed
that this reconstruction procedure, with a deviation of 8% at most, works quite
well. As an example we computed pion and sigma spectral functions within the
O(4) model where we could identify a first non-trivial decay threshold in the pion
spectral function related to the process pi∗ → σ + pi ' 3pi. One advantage of this
approach is the straightforward generalization to finite temperature. Here we saw
that the pion-peak got broader and both spectral functions tended to degenerate
completely at T = 800 MeV.
From a technical point of view, an important next step is to transfer this idea
of self-consistent solutions of analytically continued flow equations also to (axial-
)vector meson spectral functions as this is needed to identify non-trivial structures,
for example signatures for critical physics in the electromagnetic spectral function
via fully backcoupled a1 propagators. Beside further phenomenological extensions of
the used hadronic model, for example towards a quantitative description of nuclear
matter or via the inclusion of Delta resonances, a future aim is to integrate realistic
spectral functions into transport approaches in order to calculate dilepton spectra
and to study how critical physics like phase transitions or a critical endpoint could
manifest itself in these spectra. This analysis could finally give hints to specify
features of the QCD phase diagram from actual measured electromagnetic spectra
in heavy-ion collisions.
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A
Notations and Conventions
Dirac algebra
In the derivation and calculation of FRG flow equations in Euclidean space-time we
use the chiral representation of Euclidean gamma matrices,
γ0 =
(
0 1
1 0
)
, γi =
(
0 iσi
−iσi 0
)
, (A.1)
where the Pauli matrices σi are given by
σ1 =
(
0 1
1 0
)
, σ1 =
(
0 −i
i 0
)
, σ1 =
(
1 0
0 −1
)
. (A.2)
These gamma matrices are hermitian and obey the Euclidean Clifford algebra,
{γµ, γν} = 2δµν1 . (A.3)
Additionally we define
γ5 = γ0γ1γ2γ3 =
(
1 0
0 −1
)
. (A.4)
Matsubara Sum and integrals
For integrations we define the shorthand notations∫
p
≡
∫
d4p
(2pi)4 ,
∫
x
≡
∫
d4x . (A.5)
In Euclidean space-time, finite temperature is introduced via∫
d4p
(2pi)4 −→
∫∑
p
≡ T
∑
n∈Z
∫
d3p
(2pi)3 , (A.6)
where the sum runs over discrete bosonic and fermionic Matsubara modes
pB0,n = 2npiT , pF0,n = 2(n+ 1)piT . (A.7)
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Fourier transform and functional calculus
For Fourier transformations of bosonic and fermionic fields we use the conventions
φ(x) =
∫
p
φ(p)eipx , φ(p) =
∫
x
φ(x)e−ipx , (A.8)
ψ(x) =
∫
p
ψ(p)eipx , ψ(p) =
∫
x
ψ(x)e−ipx , (A.9)
ψ¯(x) =
∫
p
ψ¯(p)e−ipx , ψ¯(p) =
∫
p
ψ¯(x)eipx . (A.10)
Analogously, the Fourier transformation of two-point functions is defined as (here
for a bosonic two-point function, as example)
Γ(2)φaφb(p, p
′) =
∫
x
∫
y
Γ(2)φaφb(x, y) e
−ipx e−ip′y . (A.11)
The basic functional derivative is given by
δφa(x)
δφb(x′)
= δab δ(4)(x− x′) , (A.12)
where useful representations of the Dirac delta function are∫
x
ei(p+p′)x = (2pi)4δ(4)(p+ p′) , (A.13)∫
p
eip(x+x′) = δ(4)(x+ x′) . (A.14)
The following small calculation is useful for the derivation of flow equations,
δ
δφb(x′)
∂µφa(x) = ∂µ
δφa(x)
δφb(x′)
= ∂µδ(4)(x− x′)δab = δab
∫
p
(ipµ)eip(x−x
′) . (A.15)
Euclidean and Minkowski space-time
Throughout this work we use the notation p0 as zeroth component of Euclidean
momenta and ω as zeroth component in Minkowski space-time. These two are
related to each other by
p0 −→ −iω . (A.16)
For a four-vector we therefore have
p2E = p20 + ~p 2 −→ −p2M = −(ω2 − ~p 2) , (A.17)
where a four-vector without explicit index is always meant to be an Euclidean one.
With the definition of an additional global minus sign we obtain the (free) retarded
propagator out of the Euclidean one as (here for a scalar field)
DE(p0, ~p) =
1
p20 + ~p 2 +m2
−→ DR(ω, ~p) = 1(ω + i)2 − ~p 2 −m2 . (A.18)
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For the transverse part of the single-particle contribution of the massive vector meson
propagator discussed in Sec. 4.2.2 we have for the zeroth and the spatial components,
respectively
DE,V00 (p0, ~p) = −
1
m2
p 2E δ00 − p0p0
p2E +m2
−→ DR,V00 (ω, ~p) =
1
m2
p 2M g00 − ω2
(ω + i)2 − ~p 2 −m2 ,
(A.19)
DE,Vij (p0, ~p) = −
1
m2
p 2E δij − pipj
p2E +m2
−→ DR,Vij (ω, ~p) = −
1
m2
p 2M gij − pipj
(ω + i)2 − ~p 2 −m2 ,
(A.20)
with the metric tensor defined as in [123], gµν = diag(1,−1,−1,−1). In the actual
calculation we first project on the transverse part via Euclidean projectors in Eu-
clidean space-time and after this we perform the analytic continuation to obtain the
retarded two-point function and propagator, respectively. The Euclidean projectors
are given by
ΠTµν(p) =
δµν − pµpν
p2
, ΠLµν(p) =
pµpν
p2
. (A.21)
Useful relations for Dirac delta functions
The following relations are useful for performing the limit  → 0 in the imaginary
part of retarded two-point functions, discussed in App. C,
δ(x) = lim
→0
1
pi

2 + x2 , δ
′(x) = − lim
→0
1
pi
2x
(2 + x2)2 , (A.22)
δ(x(k)) =
∑
k0
1
|x′(k0)|δ(k − k0) , δ
′(x(k)) =
∑
k0
1
|x′(k0)|
δ′(k − k0)
x′(k) . (A.23)
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B
Derivation of Flow Equations
In this appendix we discuss details concerning the derivation of flow equations within
the FRG framework. We will first list all objects which enter the flow equations and
will then discuss how to derive flow equations for the specific k-dependent quantities.
B.1 Regulators and Euclidean Propagators
Regulator functions
Throughout this work we use sharp, three-dimensional Litim regulators [63] which
allow for an analytic evaluation of Matsubara sums. More explicitly, we employ
the following regulator functions for (pseudo-)scalar mesons, (axial-)vector mesons,
quark-antiquarks and nucleons,
Rσ/pi,k (p) = (k2 − ~p 2) Θ(k2 − ~p2) , (B.1)
RT,Lρ/a1,k(p) =
−m20,k
p2
(k2 − ~p 2) ΠT,Lµν (p) Θ(k2 − ~p2) , (B.2)
Rψ,k (p) = i/~p (
√
k2/~p 2 − 1) Θ
(
k2 − ~p 2
)
, (B.3)
RN,k (p) = −i/~p (
√
k2/~p 2 − 1) Θ
(
k2 − ~p 2
)
. (B.4)
We note that the minus sign in Eq. (B.3) compared to Eq. (B.4) is due to a different
definition of the corresponding two-point function, which does not matter in the
calculations in this work as we only have pure fermion loops in the flow equations.
Euclidean regulated propagators
The Euclidean regulated propagators, in general defined by
DEα,k(p) =
(
Γ(2)α,k(p) +Rα,k(p)
)−1
, with α ∈ {σ, pi, ρ, a1, ψ,N} , (B.5)
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are explicitly given as
DEσ/pi,k(p) =
Θ(k2 − ~p2)
p20 + k2 +m2σ/pi
+ Θ(~p
2 − k2)
p2 +m2σ/pi
, (B.6)
DEρ/a1,k(p) =
Θ(k2 − ~p 2)
m20,k
(
−p2
p20 + k2 +m2ρ/a1,k
ΠTµν(p) +
−p2
p20 + k2 +m2l,ρ/a1,k
ΠLµν(p)
)
,
+ Θ(~p
2 − k2)
m20,k
(
−p2
p2 +m2ρ/a1,k
ΠTµν(p) +
−p2
p2 +m2l,ρ/a1,k
ΠLµν(p)
)
, (B.7)
DEψ,k(p) =
Θ(k2 − ~p 2)
m2ψ + (p0 + iµ)2 + k2
(
mψ − iγ0(p0 + iµ)− i/~p
√
k2/~p 2
)
, (B.8)
+ Θ(~p
2 − k2)
m2ψ + (p0 + iµ)2 + ~p 2
(mψ − iγ0(p0 + iµ)− i/~p) . (B.9)
For the nucleon propagator we only show a more general expression as it is non-
diagonal in field space and therefore a more complicated and lengthy expression,
DEN,k(p) =
[(
−i/p− γ0µB + h1σ m0,Bγ5
−m0,Bγ5 −i/p− γ0µB + h2σ
)
+ 1RN,k(p)
]−1
. (B.10)
Euclidean particle energies and masses
The k-dependent Euclidean particle masses appearing in these propagators are de-
fined as
m2σ,k = 2U ′k(φ20) + 4φ20 U ′′k (φ20) , (B.11)
m2pi,k = 2U ′k(φ20) , (B.12)
m2ρ,k = m2V k , (B.13)
m2a1,k = m
2
V,k + g2φ20 , (B.14)
m2l,ρ,k = ξ m2ρ,k Λ2/k2 , (B.15)
m2l,a1,k = ξ m
2
a1,k Λ
2/k2 , (B.16)
m2ψ,k = h2φ20 , (B.17)
where φ0 is meant to be the global minimum of the effective potential Uk and U ′k,
U ′′k the first and second derivative with respect to the chirally invariant φ2. The
longitudinal masses ml,ρ,k and ml,a1,k contain a dimensionless scaling factor ξ which
is usually chosen to be 5-10, cf. Sec. 4.2.2. The associated Euclidean particle energies
are defined by
E2α,k = m2α,k + k2 , with α ∈ {σ, pi, ρ, a1, ψ,N} . (B.18)
The masses of the nucleon and its parity partner are given by
m2B1,k =
1
2
(
+(h1 − h2)σ0 +
√
4m20,B + (h1 + h2)2σ20
)2
, (B.19)
m2B2,k =
1
2
(
−(h1 − h2)σ0 +
√
4m20,B + (h1 + h2)2σ20
)2
, (B.20)
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whereby the corresponding energies read
E2B1,k =
1
2
(
2k2 + 2m20,B + h21σ20 + h22σ20
+ σ0(h1 − h2)
√
σ20(h1 + h2)2 + 4m20,B
)
, (B.21)
E2B2,k =
1
2
(
2k2 + 2m20,B + h21σ20 + h22σ20
− σ0(h1 − h2)
√
σ20(h1 + h2)2 + 4m20,B
)
. (B.22)
B.2 Explicit Expressions for Vertex Functions
The vertex functions Γ(3)k and Γ
(4)
k are in our setting obtained by taking three and
four functional derivatives of the ansatz for the effective average action with respect
to the respective fields. Therefore we first express the different parts of the ansatz
from Eq. (4.16) explicitly in terms of the fields,
1
4m
2
v,kTrVµV µ =
1
2m
2
V,k
[
(~ρµ)2 + (~aµ1 )
2
]
, (B.23)
−igVµφ∂µφ = g [(~ρµ × ~pi) ∂µ~pi − σ~aµ1∂µ~pi + ~aµ1~pi∂µσ] , (B.24)
−12g
2VµφVµφ =
1
2g
2
[
(~ρµ × ~pi − σ~aµ1 )2 + (~aµ1~pi)2
]
, (B.25)
−12igTr∂µVν [Vµ, Vν ] = g
[
∂µ~ρ
ν (~ρµ × ~ρν + ~aµ1 × ~aν1) (B.26)
+ ∂µ~aν1 (~ρµ × ~aν1 + ~aµ1 × ~ρν)
]
, (B.27)
1
4g
2TrVµVν [Vµ, Vν ] =
1
4g
2
[
(~ρµ × ~ρν + ~aµ1 × ~aν1)2 + (~ρµ × ~aν1 + ~aµ1 × ~ρν)2
]
. (B.28)
An obvious term which is only consistent with global chiral symmetry and included
for example in [121,132] is given by
−14 g˜φ
2TrVµVµ =
1
2 g˜
[(
~pi2 + σ2
) (
(~ρµ)2 + (~aµ1 )
2
)]
. (B.29)
In the present work we neglect the non-Abelian interaction terms Eq. (B.27) and
Eq. (B.28) which would give rise to vector meson self-interactions. In the Euclidean
flow these terms are suppressed due to the large masses. In the spectral functions
they would only contribute at large frequencies and therefore play no decisive role
in the qualitative study of spectral functions.
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The explicit expressions for the relevant vertex functions Γ(3)k and Γ
(4)
k read
Γ(3)
ψ¯ψρµi ,k
= ihV γµτi , (B.30)
Γ(3)
ψ¯ψaµ1,i,k
= ihV γµγ5τi , (B.31)
Γ(3)
pikpijρ
µ
i ,k
(
qpik , qpij
)
= −igijk(qµpik − qµpij )
(
1− g
2φ20
m2a1,k
)
, (B.32)
Γ(3)
σpija
µ
1,i,k
(
qσ, qpij
)
= igδij
[
qµσ + qµpij
( g2φ20
m2a1,k
− 1
)]
, (B.33)
Γ(3)
σaν1,ja
µ
1,i,k
= 2g2φ0δµνδij , (B.34)
Γ(3)
pikρ
ν
j a
µ
1,i,k
= −g2φ0δµνijk , (B.35)
Γ(4)
pilpikρ
ν
j ρ
µ
i ,k
= g2δµν (2δijδkl − δikδjl − δilδjk) , (B.36)
Γ(4)
pilpika
ν
1,ja
µ
1,i,k
= g2δµν (δikδjl + δilδjk) , (B.37)
Γ(4)
σσaν1,ja
µ
1,i,k
= 2g2δijδµν . (B.38)
From the model extensions discussed in Sec. 4.3.1 and Sec. 4.3.2 we get following
additional vertices
Γ(3)
ψ¯ψAµ,k
= −ieγµQ , (B.39)
Γ(3)
N¯Nρµi ,k
= ihργµτi , (B.40)
Γ(3)
N¯Naµ1,i,k
= iha1γµγ5τi , (B.41)
Γ(3)pijpiiAµ,k
(
qpii , qpij
)
= −ie3jk(qµpii − qµpij )
(
1− g
2φ20
m2a1,k
)
, (B.42)
Γ(4)pijpiiAνAµ,k = 2eδ
µν (δij − δi3δj3) , (B.43)
Γ(4)pikpijρνi Aµ,k = egδ
µν (2δi3δkj − δ3kδij − δ3jδik) , (B.44)
with charge matrix Q = diag(2/3,−1/3) and nucleon coupling matrices given by
hρ = diag(h1, h2) and ha1 = diag(h1,−h2).
The vertices used in the O(4) model in Chapter 6 are given by
Γ(3)pijpiiσ,k = 4φ0δi,jU
′′
k , (B.45)
Γ(3)σσσ,k = 12φ0U
′′
k + 8φ30U
(3)
k , (B.46)
Γ(4)pilpikpijpii,k = 4U
′′
k (δijδlk + δikδjl + δilδjk) , (B.47)
Γ(4)σσσσ,k = 12U
′′
k + 48φ20U
(3)
k + 16φ
4
0U
(4)
k , (B.48)
Γ(4)pijpiiσσ,k = δij
(
4U (2)k + 8φ
3
0U
(3)
k
)
, (B.49)
with U (n)k being the n-th derivative of the effective potential with respect to φ2,
evaluated at φ20.
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B.3 On the Derivation of Flow Equations
Effective potential
The flow equation of the effective potential in the quark-meson model presented in
Sec. 3.2.1 is computed as follows,
∂kUk =
1
2STr
[
∂kRk
(
Γ(2)k +Rk
)−1]
= 12Tr
{
∂kRk,B
(
Γ(2)k,B +Rk,B
)−1}− Tr{∂kRk,F (Γ(2)k,F +Rk,F)−1}
=
∫∑
q
2k
(
1
q20 + E2σ,k
+ 3
q20 + E2pi,k
)
Θ(k2 − ~q 2)
−NcNf
∫∑
q
4
(q0 + iµ)2 + E2ψ
Θ(k2 − ~q 2) . (B.50)
In these expressions, the integration over the internal three-momentum as well as
the Matsubara sum can be performed analytically which allows for an expression in
terms of bosonic and fermionic occupation numbers, see [160, 161] for the analytic
evaluation of Matsubara sums. We end up with the flow equation already given in
Eq. (3.9),
∂kUk =
k4
12pi2
{1 + 2nB(Eσ,k)
Eσ,k
+ 3 (1 + 2nB(Epi,k))
Epi,k
− 4NfNc
Eψ,k
(1− nF (Eψ,k − µ)− nF (Eψ,k + µ))
}
, (B.51)
where the bosonic and fermionic occupation numbers are defined as
nB(E) =
1
eE/T − 1 , nF (E) =
1
eE/T + 1
. (B.52)
In the flow equation for the effective potential of the parity-doublet model pre-
sented in Sec. 3.3.1 only the fermionic contribution changes as in this case we have
the nucleon propagator instead of the quark propagator. We therefore obtain
(∂kUk)F = −Tr
{
DEN,k(p) ∂kRN,k(p)
}
(B.53)
= k
4
12pi2
4Nf
EB1,k EB2,k
(− (EB1,k + EB2,k) (B.54)
+ EB2,k nF (EB1,k − µ) + EB1,k nF (EB2,k − µ) (B.55)
+ EB2,k nF (EB1,k + µ) + EB1,k nF (EB2,k + µ)
)
. (B.56)
Vector meson two-point functions
Flow equations for Euclidean two-point functions have the general form as discussed
in Sec. 2.2.1 and more explicitly given in Eq. (2.24). The specific contributions to the
ρ and a1 two-point functions related to the different model-settings are illustrated
diagrammatically in Fig. 5.2, Fig. 5.7 and Fig. 5.11. In order to extract the physical
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transverse part of these two-point functions, we project the flow equations by using
the transverse projector. This transverse projector can further be decomposed into
a part parallel and a part vertical to the heat bath,
∂kΓ(2),⊥ρ/a1,k(p) =
1
2(N2f − 1)
Tr
[
ΠT,⊥µν (p)
(
∂kΓ(2)ρ/a1,k(p)
)ij
νσ
]
, (B.57)
∂kΓ(2),‖ρ/a1,k(p) =
1
(N2f − 1)
Tr
[
ΠT,‖µν (p)
(
∂kΓ(2)ρ/a1,k(p)
)ij
νσ
]
, (B.58)
where i, j ∈ 1, . . . , (N2f − 1) are adjoint flavor indices. The three dimensional vertical
and four dimensional parallel projection operators are defined by
ΠT,⊥µν (p) =
0 if µ = 0 or ν = 0δµν − pµpν~p 2 else , (B.59)
ΠT,‖µν (p) = δµν −
pµpν
p2
−ΠTµν(p) , (B.60)
with
ΠTµν(p) = ΠT,⊥µν (p) + ΠT,‖µν (p) = δµν −
pµpν
p2
. (B.61)
For vanishing external spatial momentum, ~p = 0, the vertical and parallel parts of
the flow equations coincide,
∂kΓ(2),⊥ρ/a1,k(p0) = ∂kΓ
(2),‖
ρ/a1,k
(p0). (B.62)
Since the flow equations ∂kΓ(2)ρ/a1,k(p) can become quite complicated and lengthy,
depending on the model-setting, we refrain from listing them in an explicit form in
this work. However, for the first setting in Sec. 5.2.1 the explicit loop functions can
be found in [41].
Projections: vector meson mass and wavefunction renormalizations
The Euclidean vector meson mass in the first setting in Sec. 5.2.1 and for the elec-
tromagnetic spectral functions in Sec. 5.3 is defined by the momentum independent
part of the vector meson two-point function in the LPA Proca ansatz which is given
by
Γ(2)V,k = (p
2 +m2V,k) ΠTµν(p) . (B.63)
The flow equation for m2V,k can thus be obtained by
∂km
2
V,k =
1
2(N2f − 1)
lim
p→0 Tr
[
ΠT,⊥µν (p)
(
∂kΓ(2)ρ,k(p)
)ij
νσ
]
= ∂km2ρ,k , (B.64)
where the contributions to the flow of Γ(2)ρ,k are illustrated in Fig. 5.2 and Fig. 5.14,
respectively.
In the second and third setting in Sec. 5.2.2 and Sec. 5.2.3 the transverse part of
the vector meson two-point function is given by
Γ(2)V,k =
−m20,k
p2
(p2 +m2V,k) ΠTµν(p) . (B.65)
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Here we have to modify the prescription of extracting the vector meson mass m2V,k
from the flow of the two-point function. We start with the mass parameter m20,k, for
which the flow equation can be defined as follows,
∂km
2
0,k = −
1
3(N2f − 1)
lim
p→0
∂
∂ |~p|2Tr
[
p2 ΠTµν(p)
(
∂kΓ(2)ρ,k(p)
)ij
νσ
]
. (B.66)
For the momentum derivative of the projected and traced flow equation we proceed
as follows. We first take the limit p0 → 0 and then perform the derivative with
respect to |~p|2. After setting |~p|2 to zero, we can finally integrate the spatial three-
momentum and afterwards perform the Matsubara sum. After the integration we
use ∂xΘ(x) = δ(x) and deal with terms that are proportional to Θ(x)δ(x) by defining
Θ(0) ≡ 1/2.
In contrast, for defining the flow of wavefunction renormalization factors for
(pseudo-)scalar mesons Zk, appearing in the combination
Γ(2)k ∼ Zk p2 , (B.67)
we perform two separate derivatives each with respect to |~p|, divided by 2. After the
first |~p|-derivative we use the fact that all terms proportional to the δ distribution
vanish. We then can proceed as for the flow for m20,k. The flow for the wavefunction
renormalization factor of the pion can then for example be obtained by
∂kZpi,k =
1
2(N2f − 1)
lim
p→0
∂2
∂ |~p|2Tr
[(
∂kΓ(2)pi,k(p)
)ij]
. (B.68)
We are left with the flow equation for the vector meson massm2V,k from Eq. (B.65).
For that we use the fact that the flow of the product of m2V,k and m20,k vanishes,
∂k
(
m2V,k ·m20,k
)
= − 13(N2f − 1)
lim
p→0Tr
[
p2 ΠTµν(p) ∂k
(
Γ(2)ρ,k(p)
)ij
νσ
]
= 0 . (B.69)
From that we obtain the following flow equation for m2V,k,
∂km
2
V,k = ∂km2ρ,k = −
m2V,k
m20,k
∂km
2
0,k . (B.70)
All flow equations are traced and manipulated using the Mathematica packages
DoFun [162] and FormTracer [163]. For the numerical implementation we mainly
used the GNU Scientific Library (GSL) whereas for higher dimensional integrations
we used the C package Cubature.
Explicit expressions for all flow equations and the involved objects used in this
work can be found in the Mathematica file flow_equations_cj.nb which is handed
out within this dissertation.
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Properties of Retarded Two-Point Functions and
Spectral Functions
In this appendix we discuss further important properties of retarded two-point func-
tions and spectral functions.
On the definition of vector meson spectral functions
In order to extract spectral functions from analytically continued FRG flow equations
we need the imaginary part of retarded (axial-)vector meson propagators. Therefore
we have to convince ourselves that this can be done as one would naively expect,
also in the presence of Schwinger and seagull terms, cf. Sec. 4.2.2.
The vector meson spectral function ρV (s) is basically defined via the commutator
of the vector field Vµ as
〈Vµ(x), Vν(0)〉 = −
∫ ∞
0
ds
s2ρV (s)
m4V
(
gµν +
∂µ∂ν
s
)
i∆(x; s) , (C.1)
with the invariant delta function
i∆(x;m2) =
∫
p
(p0) 2piδ(p2 −m2)e−ipx . (C.2)
Its Fourier transformation is given by∫
x
eipx 〈Vµ(x), Vν(0)〉 = −2pi(p0)Θ(p2) p
2ρV (p2)
m4V
(
p2gµν − pµpν
)
. (C.3)
By expressing the invariant delta function through the imaginary part of the retarded
Green function,
i∆(x;m2) = −2 Im∆R(x;m2) , (C.4)
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we can write
(p0)Θ(p2)p2ρV (p2)
(
p2gµν − pµpν
)
=
1
pi
∫ ∞
0
ds s2ρV (s)
(
gµν − pµpν
s
)
Im −1(p0 + i)2 − ~p 2 − s , (C.5)
where we canceled the factor m4V on both sides. Since the Fourier transform of
Im∆R(x;m2) has support only at p2 = m2 we can trade powers of p2 for matching
powers of s, leading to
(p0)Θ(p2)ρV (p2)
(
gµν − pµpν
p2
)
=
− 1
pi
Im
∫ ∞
0
ds
ρV (s)
s
p2gµν − pµpν
(p0 + i)2 − ~p 2 − s . (C.6)
From this expression we see that we can safely extract the spectral function from
the transversally projected retarded (axial-)vector meson propagator with spectral
representation as in Eq. (4.23), i.e. for the transverse part of the full Feynman
propagator of the form
DVµν(p) = −i
∫ ∞
0
ds
ρV (s)
s
∫
p
e−ipx p
2gµν − pµpν
(p0 + i)2 − ~p 2 − s . (C.7)
Analytic imaginary parts of retarded two-point functions
For the imaginary parts of the retarded two-point functions involved in the spectral
functions in Chapter 5 it is possible to perform the limit  → 0 in the definition of
the retarded two-point function in Eq. (2.2.2) analytically.
Therefore the first step is to express the imaginary part of the loop functions in
the flow equations for Γ(2),Rk in terms of Dirac delta functions and its derivatives
respectively using Dirac-Sokhotsky identities,
lim
→0 Im
(
1
ω + i− Eα ± Eβ
)
→ −piδ(ω − Eα ± Eβ) , (C.8)
lim
→0 Im
(
1
(ω + i− Eα ± Eβ)2
)
→ piδ′(ω − Eα ± Eβ) . (C.9)
As the particle energies Eα and Eβ are k-dependent quantities, these delta functions
together with the k-integral collapse to the k = k0 values which are determined by
ω − Eα,k ± Eβ,k = 0 . (C.10)
The integrated flow equations for the imaginary part of Γ(2),Rk then reduce to the
following form,∫ kIR
kUV
dk ∂kImΓ(2)k =
∫ kIR
kUV
dk
(
f(k)δ(k − k0) + g(k)δ′(k − k0)
)
=− f(k0) + g′(k0) . (C.11)
The used relations for delta functions and derivatives can be found in App. A.
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In order to calculate spectral functions we first solve the real and imaginary parts
of the retarded two-point functions separately. The retarded two-point functions
are obtained from their Euclidean counterparts by applying the analytic continua-
tion procedure described in Sec. 2.2.2. For the calculation in Sec. 5.2.1 we use the
following ansatz at the UV scale Λ = 1500 MeV,
Γ(2),Rρ,Λ (ω, ~p) = (ω + i)
2 − ~p 2 −m2ρ,Λ , (C.12)
Γ(2),Ra1,Λ (ω, ~p) = (ω + i)
2 − ~p 2 −m2a1,Λ . (C.13)
While for the imaginary part we perform the limit  → 0 explicitly, cf. App. C,
we use a small value  = 0.1 MeV or  = 1 MeV for the real part which is almost
independent of this  parameter. In the computation of electromagnetic two-point
functions and spectral functions in Sec. 5.3 we use following ansatz,
Γ(2),Rρρ,Λ (ω, ~p) = (ω + i)
2 − ~p 2 −m2ρ,Λ , (C.14)
Γ(2),RAA,Λ(ω, ~p) = (ω + i)
2 − ~p 2 , (C.15)
Γ(2),RρA,Λ(ω, ~p) = 0 . (C.16)
In contrast, in the calculation with fluctuating (axial-)vector mesons in Sec. 5.2.2
and Sec. 5.2.3, we have used the following ansatz for the real and imaginary part,
Γ(2),Rρ,Λ (ω) =m
2
0,k
(
1 +
m2ρ,k
(− iω)2
)
, (C.17)
Γ(2),Ra1,Λ (ω) =m
2
0,k
(
1 +
m2a1,k
(− iω)2
)
. (C.18)
Interpretation of loop functions
Expressing the loop functions in terms of Dirac delta functions and bosonic/fermionic
occupation numbers allows for an easy interpretation related to the specific physical
processes. These processes can thereby be divided into three different categories:
vacuum processes, capture processes and particle-hole processes.
The vacuum processes ω → Eα+Eβ and Eα+Eβ → ω are associated to statistical
weight factors of the form (1 + nB(Eα) + nB(Eβ)), where the delta functions in the
imaginary part are given by
δ(ω − Eα,k − Eβ,k) , δ(ω + Eα,k + Eβ,k) . (C.19)
Capture processes like ω+Eα → Eβ and ω+Eβ → Eα are only possible at finite tem-
perature and give rise to statistical weight factors of the form (±nB(Eα)∓ nB(Eα)).
The associated delta functions are given by
δ(ω + Eα,k − Eβ,k) , δ(ω − Eα,k + Eβ,k) . (C.20)
Finally, particle-hole processes are proportional to the derivative of the occupation
number, e.g. n′B(Eα).
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