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Abstract
The goal of text-to-image synthesis is to generate a visually realistic image that matches a given text description. In
practice, the captions annotated by humans for the same image have large variance in terms of contents and the choice
of words. The linguistic discrepancy between the captions
of the identical image leads to the synthetic images deviating from the ground truth. To address this issue, we propose a contrastive learning approach to improve the quality
and enhance the semantic consistency of synthetic images.
In the pretraining stage, we utilize the contrastive learning approach to learn the consistent textual representations
for the captions corresponding to the same image. Furthermore, in the following stage of GAN training, we employ the
contrastive learning method to enhance the consistency between the generated images from the captions related to the
same image. We evaluate our approach over two popular
text-to-image synthesis models, AttnGAN and DM-GAN, on
datasets CUB and COCO, respectively. Experimental results have shown that our approach can effectively improve
the quality of synthetic images in terms of three metrics:
IS, FID and R-precision. Especially, on the challenging
COCO dataset, our approach boosts the FID significantly
by 29.60% over AttnGAN and by 21.96% over DM-GAN.

1. Introduction
The objective of the text-to-image synthesis problem is
to generate high-quality images from the specific text descriptions. It is a fundamental problem with a wide range of
practical applications, including art generation, image editing, and computer-aided design. Most recently proposed
text-to-image synthesis methods [45, 46, 42, 13, 47, 23, 48,
43, 18, 22, 17, 1, 12, 6, 19, 33, 4, 32, 14, 36, 44] are based on
Generative Adversarial Networks (GANs) [7]. Conditioned
on the text descriptions, the GAN-based models can generate realistic images with consistent semantic meaning. In
practice, one image is associated to multiple captions in the

datasets. These text descriptions annotated by humans for
the same image are highly subjective and diverse in terms of
contents and choice of words. Additionally, some text descriptions do not even provide sufficient semantic information to guide the image generation. The linguistic variance
and inadequacy between the captions of the identical image
leads to the synthetic images conditioned on them deviating
from the ground truth.
To address this issue, we propose a novel contrastive
learning approach to improve the quality and enhance the
semantic consistency of synthetic images. In the image-text
matching task, we pretrain an image encoder and a text encoder to learn the semantically consistent visual and textual
representations of the image-text pair. Meanwhile, we learn
the consistent textual representations by pushing together
the captions of the same image and pushing way the captions of different images via the contrastive loss. The pretrained image encoder and text encoder are leveraged to extract consistent visual and textual features in the following
stage of GAN training. Then we also utilize the contrastive
loss to minimize the distance of the fake images generated
from text descriptions related to the same ground truth image while maximizing those related to different ground truth
images. We generalize the existing text-to-image models
to a unified framework so that our approach can be integrated into them to improve their performance. We evaluate
our approach over two popular base models, AttnGAN [42]
and DM-GAN [48] on datasets CUB [37] and COCO [20].
The experimental results have shown that our approach can
effectively improve the quality of the synthetic images in
terms of Inception Score (IS) [27], Fréchet Inception Distance (FID) [11], and R-precisions [42].
The contributions of our work can be summarized as follows: 1) We propose a novel contrastive learning approach
to learn the semantically consistent visual and textual representations in the image-text matching task. 2) We propose a
novel contrastive learning approach to enhance the semantic consistency of the synthetic images in the stage of GAN
training. 3) Our approach can be incorporated into the exist-

ing text-to-image models to improve their performance. Extensive experimental results demonstrate the effectiveness
of our approach. Our source code is publicly available at
https://github.com/huiyegit/T2I_CL.

2. Related Work
2.1. Text-to-Image Generation
Recently, a great number of studies [25, 45, 46, 42, 13,
47, 23, 48, 43, 18, 22, 17, 1, 12, 6, 19, 33, 4, 24, 32, 14,
36, 44] present promising results on the text-to-image synthesis task, most of which make use of GANs as the backbone model. We briefly summarizes some of them that are
most related to our approach. Zhang et al. [45] propose
the stacked GAN architecture which produces images from
low-resolution to high-resolution. AttnGAN [42] presents
an attention mechanism, where the Deep Attentional Multimodal Similarity Model (DAMSM) is able to compute the
similarity between the generated image and the caption using both the global sentence level information and the finegrained word level information. DM-GAN [48] introduces
a dynamic memory generative adversarial network to generate high-quality images. It utilizes a dynamic memory
module to refine the initial generated image, a memory writing gate to highlight the relevant text information and a response gate to update image representations. SD-GAN [43]
employs a Siamese structure with a pair of texts as input
and trains the model with the contrastive loss. The conditional batch normalization is adopted for fine-grained image
generation. Compared with the Siamese structure in SDGAN, our approach is derived from the recent development
of the contrastive learning paradigm, therefore, it has the advantage of better performance and less computational cost.
Furthermore, we generalize our approach so that it can be
applied to the existing GAN-based models for text-to-image
synthesis. XMC-GAN [44] has also applied the contrastive
learning approach in the text-to-image generation. However, the objectives of contrastive loss in our approach are
different from those of XMC-GAN. We compute the contrastive losses of the caption-caption pair and the fake-fake
pair, which are complementary to the contrastive losses in
XMC-GAN. In this work, we choose AttnGAN and DMGAN as the base models to evaluate our approach.

2.2. Image-Text Matching
The text-to-image synthesis involves the subtask imagetext matching, which refers to learning the joint imagetext representation to maximize the semantic similarity for
an image-sentence pair. Liwei et al. [38] and Michael et
al. [40] have leveraged the triplet loss to learn the joint
image-text embedding for the image-text retrieval and the
video-text representation for the video-text action retrieval
task, respectively. Tao et al. [42] propose the Deep At-

tentional Multimodal Similarity Model (DAMSM) to learn
the fine-grained image-text representation for text-to-image
synthesis. DAMSM (Figure 1a) trains an image encoder
and a text encoder jointly to encode sub-regions of the image and words of the sentence to a common semantic space,
and computes a fine-grained image-text matching loss for
image generation. However, the variations exist in the text
representations corresponding to the same image, which
leads to the generated images deviating from the ground
truth image. To address this issue, we utilize the contrastive
learning approach to push together the text representations
related to the identical image and push away the text representations related to different images.

2.3. Contrastive Learning
Contrastive learning has recently attracted great interest
due to its empirical success in self-supervised representation learning in computer vision. In the last two years, various contrastive methods [28, 2, 9, 3, 16, 35, 26, 5, 8, 10, 15,
21, 34, 39] for visual representations have been proposed.
SimCLR [2] presents three major findings to learn better
representations, including composition of data augmentations, a learnable nonlinear transformation between the representation and the contrastive loss, and large batch size and
training step. Similar to SimCLR, we adopt the simple contrastive learning framework. In order to integrate the contrative learning approach into the GAN-based models with
simple implementation and small computational cost, our
approach does not have the learnable nonlinear transformation or large batch size. We set the same training batch sizes
as our baselines.

3. Method
3.1. Contrastive Learning for Pre-training
In the text-to-image synthesis task, the purpose of imagetext matching is to learn the text representations which
are semantically consistent with the corresponding images.
Since the text representations will be leveraged as the conditions to guide the image generation, it is beneficial to develop a more effective pre-training approach to improve the
quality of synthetic images.
Inspired by recent contrastive learning algorithms, we
propose a novel approach for the pre-training of image-text
matching. We learn the textual representations to match
the visual representations via the DAMSM loss. Moreover, we train the textual representations by pushing together the captions corresponding to the same image and
pushing away the captions corresponding to different images via the contrastive loss. As illustrated in Figure 1b,
our framework consists of the following three major components.
Data sampling. At each training step, we sample a
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Figure 1. Architectures of original DAMSM and our approach for image-text matching.

minibatch of images x, captions t and captions t0 , where
both captions t and t0 are corresponding to images x.
For image-text matching, we consider two positive imagecaption pairs (xi , ti ) and (xi , t0i ) for each image xi to calculate the DAMSM loss. Furthermore, we consider the
caption-caption pair (ti , t0i ) as the positive pair to calculate
the contrastive loss.
Image encoder f and text encoder g. We adopt an image encoder f to extract the visual vector representations
and sub-region features from the image samples. Furthermore, we utilize a text encoder g to extract the textual vector representations and word features from the text samples.
The text encoder g is shared in the framework. Our architecture has the flexibility of allowing various choices of deep
neural network models. To have a fair comparison with
the baselines, we adopt the same Inception-v3 [31] and Bidirectional Long Short-Term Memory (Bi-LSTM) [29] to
instantiate the image encoder f and text encoder g.
Loss function. Similar to the baselines, we adopt the
DAMSM loss as image-text matching loss. Moreover, we
define the contrastive loss on pairs of two branches of input
captions. We compute the contrastive loss to minimize the
distance of textual representations related to the same image while maximizing those related to different images. We
utilize the Normalized Temperature-scaled Cross Entropy
Loss (NT-Xent) [30, 41, 2] as the contrastive loss. Given
a pair, let sim(a, b) = aT b/kakkbk denote the dot product
between l2 normalized a and b. Then the loss function for
the ith sample is defined as
L(i) = − log P2N

exp(sim(ui , uj )/τ )

k=1

1k6=i exp(sim(ui , uk )/τ )

,

(1)

where the ith and jth sample make the positive pair, 1k6=i is
an indicator function whose value is 1 iff k 6= i , τ denotes
a temperature parameter and N is the batch size (e.g., N
images and 2N captions). The overall contrastive loss is
computed across all positive pairs in a minibatch, which can

Algorithm 1 Contrastive learning for image-text matching
1

Input: Batch size N , temperature τ , image encoder f , text encoder g
Output: Optimized image encoder f and text encoder g
1: for {1, · · · , # of training iterations} do
2: Sample a minibatch of images x
3: Sample a minibatch of captions t associated with x
4: Sample another minibatch of captions t0 associated with x
5: v = f (x)
// image representation
6:
e = g(t)
// text representation
7:
e0 = g(t0 )
// text representation
8:
L1 = DAMSM(v, e)
// image-text matching loss
9:
L2 = DAMSM(v, e0 )
// image-text matching loss
10:
Lc = NT-Xent(e, e0 )
// Equation 2
11:
12:
13:

L = L1 + L2 + Lc
Update networks f and g to minimize L
end for

be defined as
Lc =

2N
1 X
L(i)
2N i=1

(2)

Algorithm 1 summarizes the proposed method.

3.2. Contrastive learning for GAN training
In practice, the captions annotated by humans for the
same image have large variance in terms of contents and
the choice of words, especially when the scenes are complex. The linguistic discrepancy between the captions of the
identical image leads to the synthetic images conditioned
on them deviating from the ground truth. Inspired by recent
contrastive learning approaches, we apply the contrastive
learning method to enhance the consistency between the
generated images from the captions related to the same image and motivate them to be closer to the ground truth. Our
approach consists of the following three major components.
Data sampling. The data sampling approach is similar to the one in the pre-training stage. At each training
step, we sample a minibatch of images x, captions t and
captions t0 in the same way as in Section 3.1. The deep
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Figure 2. Architectures of original approach and our approach for text to image synthesis.

generative model outputs the fake images x and x0 conditioned on captions t and t0 , respectively. Then we consider
the image-image pair (xi , x0i ) as the positive pair in the contrastive learning.
Model architecture. In this section, we derive our
framework from the vanilla GANs step by step. GANs are
a family of powerful generative models that estimate the
data distribution through an adversarial learning process, in
which a generator network G produces synthetic data given
the input noise z and a discriminator network D distinguishes the true data from the generated data. The generator G is optimized to output realistic samples to fool the
discriminator D. Formally, the generator G and discriminator D are following the minimax objective:
min max E [log(D(x))]+ E [log(1−D(G(z)))], (3)
G

D

x∼Pr

z∼Pz

where x is a real sample from the data distribution Pr , and
the input z is sampled from some prior distribution Pz , such
as a uniform or Gaussian distribution.
Most of the recent works [45, 46, 42, 13, 23, 48, 43,
18, 22, 17, 1, 12, 6, 19, 33, 4] on the text-to-image synthesis problem are based on GANs. We generalize these
approaches to a unified framework, as shown in Figure 2a.
The framework is extended from the GANs with the auxiliary information e, which is encoded from the input caption
t by a pre-trained text encoder g. Then both the generator G
and discriminator D are conditioned on this textual condition e. The training process is similar to the standard GANs
with the following objective:
min max E [log(D(x, e))]+ E [log(1−D(G(z, e), e))] (4)
G

D x∼Pr

z∼Pz

Algorithm 2 Contrastive learning for GAN training
Input: Batch size N , temperature τ , coefficient λc , generator G,
discriminator D, pre-trained image encoder f , pre-trained text
1
encoder g.
Output: Optimized G and D.
1: for {1, · · · , # of training iterations} do
2: Sample a minibatch of images x ∼ Pr
3: Sample a minibatch of latent variable z ∼ Pz
4: Sample a minibatch of captions t associated with x
5: Sample another minibatch of captions t0 associated with x
6: e = g(t)
7: e0 = g(t0 )
PN
1
8: LD1 = N
[log D(xi , ei )+log(1−D(G(zi , ei ), ei ))]
Pi=1
N
0
0
0
1
9: LD2 = N
i=1 [log D(xi , ei )+log(1−D(G(zi , ei ), ei ))]
10: LD = LD1 + LD2
11: Update D to minimize LD
12: Sample noise z, captions t and t0 as step 3, 4 and 5
13: Compute e, e0 as step 6 and 7
PN
1
14: LG1 = N
log(1 − D(G(zi , ei ), ei ))
Pi=1
N
0
0
1
15: LG2 = N
i=1 log(1 − D(G(zi , ei ), ei ))
16: v = f (G(z, e))
// image representation
17:
v 0 = f (G(z, e0 ))
// image representation
18:
Lc = NT-Xent (v, v 0 )
// Equation 2
19:
20:
21:

LG = LG1 + LG2 + λc Lc
Update G to minimize LG
end for

We further extend the generalized text-to-image framework to a Siamese structure and integrate the contrastive
learning approach into it. As shown in Figure 2b, the image encoder f takes the fake images x and x0 as input, and
extracts the visual representations v and v 0 to compute the
contrastive loss. The two branches of the architecture share

the identical generator G, discriminator D, image encoder
f and text encoder g. The image encoder f and text encoder
g are pre-trained in the image-text matching task and work
in the evaluation mode in the phase of GAN training.
Loss function. In addition to the adversarial losses from
Equation 4, we define the contrastive loss on pairs of fake
images generated from two branches of input captions. We
utilize the contrastive loss to minimize the distance of the
fake images generated from two text descriptions related to
the same image while maximizing those related to different
images. We apply the same NT-Xent loss in Section 3.1.
Algorithm 2 summarizes the proposed method.

4. Experiments
Datasets. Following the previous works, we evaluate our
approach on datasets CUB [37] and COCO [20]. The CUB
dataset contains 200 bird species with 11,788 images, where
150 species with 8,855 images are used as the training data,
and the remaining 50 species with 2,933 images as the
test data. Each image has 10 related captions in the CUB
dataset. The COCO dataset has 80k images for training and
40k images for evaluation. Each image has 5 related captions in the COCO dataset.
Evaluation Metric. We choose the Inception Score
(IS) [27], Fréchet Inception Distance (FID) [11], and Rprecisions [42] as the quantitive metrics to evaluate the performance. The IS calculates the KL-divergence between
the conditional and marginal probability distributions. In
general, a larger IS indicates the generative model can synthesize fake images with better diversity and quality. The
FID computes the Fréchet distance between synthetic and
real images in the feature space extracted from the pretrained Inception v3 model. A smaller FID indicates the
synthetic data is more realistic and similar to the true data.
R-precision calculates the precision of the image-text retrieval task to evaluate to what extent the synthetic images
match the input captions. The higher R-precision indicates
the generated images have greater consistency with the text
descriptions. After training, the model generates 30,000 images conditioned on the captions in the test set for evaluation. The source code to calculate the three metrics is from
the public website1 .
Note that several previous works [18, 33] have pointed
out that IS can not provide useful guidance to evaluate the
quality of the synthetic images on dataset COCO. Nevertheless, we still report the IS on COCO as the auxiliary metric.
We consider the FID as the primary metric among the three
in terms of robustness and effectiveness.
Implementation details. We choose two popular text-toimage synthesis models, AttnGAN [42] and DM-GAN [48],
to evaluate our approach. Note that both AttnGAN and
1 https://github.com/MinfengZhu/DM-GAN

Method

Dataset

IS ↑

FID ↓

R-Precision ↑

AttnGAN∗
AttnGAN + CL
AttnGAN∗
AttnGAN + CL

CUB
CUB
COCO
COCO

4.33 ± .07
4.42 ± .05
23.71 ± .38
25.70 ± .62

20.85
16.34
33.99
23.93

67.09 ± .83
69.64 ± .63
83.97 ± .78
86.55 ± .51

Table 1. Comparison of our approach and AttnGAN over the
datasets CUB and COCO. ↑ denotes the higher value the better
quality. ↓ denotes the lower value the better quality. ∗ indicates the
results are obtained from the pre-trained model released publicly
by the authors. The bold font represents better performance. CL
denotes the proposed constrastive learning approach in this work.
Method

Dataset

IS ↑

FID ↓

R-Precision ↑

DM-GAN∗
DM-GAN + CL
DM-GAN∗
DM-GAN + CL

CUB
CUB
COCO
COCO

4.66 ± .06
4.77 ± .05
32.37± .29
33.34 ± .51

15.10
14.38
26.64
20.79

75.86 ± .83
78.99 ± .66
92.09 ± .50
93.40 ± .39

Table 2. Comparison of our approach and DM-GAN over the
datasets CUB and COCO. The notations ↑, ↓, ∗ , bold font and
CL have the same meanings as the ones in Table 1

DM-GAN are the stacked architecture with 3 generatordiscriminator pairs. To reduce the computational cost, we
only calculate the contrastive loss of the fake images of size
256x256 from the last generator.
We retain the setting of parameters in the original baselines except the λ value used in AttnGAN. We find that
λ = 5 is reported in the paper and used in the source
code. However, when we ran the source code of AttnGAN
with this value, the R-precision is about 58.80, which has
a large difference from 67.21 reported in the paper. When
we changed λ to 10, we got 67.00 for R-precision, which is
consistent with the one reported in the paper as well as the
IS score and FID. We believe there is a typo of λ value in
the AttnGAN paper. Therefore, we set λ = 10 and adopt it
in all of our experiments.
Following the same setting of the configuration files of
the baselines, we train our novel model based on AttnGAN
with 600 epochs on CUB and 120 epochs on COCO, and the
other model based on DM-GAN with 800 epochs on CUB
and 200 epoch on COCO. We evaluate the IS, FID and Rprecision of the checkpoint every 50 epochs on CUB and 10
epochs on COCO. We choose the checkpoint with the best
FID and report the corresponding IS and R-precision.

4.1. Text-to-Image Quality
We apply our contrastive learning approach to two baselines AttnGAN [42] and DM-GAN [48], and compare the
performances with them over datasets CUB and COCO.
The experimental results are reported in Table 1 and 2.
As shown in Table 1, our approach improves the three
metrics IS, FID and R-precision over the datasets CUB and
COCO. The IS is improved from 4.33 to 4.42 on CUB and
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from 23.71 to 25.70 on COCO. For the relatively more suitable metric FID, our approach boosts the baseline AttnGAN
significantly by 21% on CUB and 29.60% on COCO, respectively. Meanwhile, our approach achieves higher Rprecision with the gain of 2.55 on CUB and 2.58 on COCO.
As shown in Table 2, in comparison to DM-GAN, our
approach also improves the three metrics IS, FID and Rprecision over CUB and COCO. The IS is improved from
4.66 to 4.77 on CUB and from 32.37 to 33.34 on COCO.
Regarding the metric FID , our approach has the value of
14.38 with a small gain of 0.72 on CUB, while boosts the
baseline DM-GAN significantly by 21.96% on COCO. Furthermore, our approach achieves better R-Precision with the
improvement of 3.13 on CUB and 1.31 on COCO.
The dataset COCO is more challenging than CUB, as it
has more complex scenes and the captions have greater variance to describe the identical image. However, it is noteworthy that our approach significantly improves the FID
by 29.60% over the baseline AttnGAN and 21.96% over
DM-GAN. In summary, the quantitative experimental results demonstrate that our contrastive learning approach can
effectively improve the quality and enhance the consistency
of the synthetic images generated from diverse captions.

4.2. Visual Quality
To further compare our proposed approach with the baselines, we visualize the synthetic images generated from the
typical example captions. As shown in Figure 3, compared

with the baseline AttnGAN, the images generated from our
approach are more realistic and better match with the text
descriptions in most cases. In the 8th column, the bird in
the image from AttnGAN fails seriously with two heads,
while the one from our approach has the reasonable appearance. In the 2nd column, we can see the vivid green crown
in the bird from our approach, which matches the description “green crown” well, while the image from AttnGAN
does not show this feature of the bird. As shown in Figure 3,
the comparison between our approach and the baseline DMGAN is similar to previous comparison. In the 3rd column,
the image from our approach has the correct white belly to
match the text description “while belly”, while the image
from DM-GAN has the additional incorrect red color in the
belly. Figure 4 shows the example images on COCO from
our approach and the baselines AttnGAN and DM-GAN.
It is challenging to generate photo-realistic images for the
models showed in the figure. However, compared with the
baselines, the images generated from our approach are more
realistic and better match with the text descriptions in some
cases. In the 4th column, the boat in the image from our
approach has the red and while color, which aligns with the
caption, while the image from AttnGAN does not show the
red boat. In the 5th column, the image from our approach
has better shape of cows than the one from AttnGAN. As
shown in the 3rd column, the image from our approach has
the basic shape of a girl, while it can not be observed in the
image from DM-GAN at all.

Method
†

AttnGAN
+ CL1
+ CL1 + CL2
AttnGAN†
+ CL1
+ CL1 + CL2

Dataset

IS ↑

FID ↓

R-Precision ↑

CUB
CUB
CUB
COCO
COCO
COCO

4.29 ± .05
4.31 ± .02
4.42 ± .05
25.05 ± .64
25.87 ± .41
25.70 ± .62

19.16
17.97
16.34
30.67
26.89
23.93

68.02 ± .98
69.11 ± .63
69.64 ± .63
84.24 ± .58
85.93 ± .63
86.55 ± .51

Table 3. Ablation study of our approach on AttnGAN over the
datasets CUB and COCO. † indicates we retrain the model with
the same setting of hyperparameters. CL1 and CL2 denote the
constrastive learning approach in the pre-training and GAN training, respectively.
Method
†

DM-GAN
+ CL1
+ CL1 + CL2
DM-GAN†
+ CL1
+ CL1 + CL2

Dataset

IS ↑

FID ↓

R-Precision ↑

CUB
CUB
CUB
COCO
COCO
COCO

4.67 ± .06
4.71 ± .05
4.77 ± .05
31.53 ± .39
30.98 ± .69
33.34 ± .51

15.55
14.56
14.38
27.04
25.29
20.79

75.88 ± .89
76.74 ± .88
78.99 ± .66
91.82 ± .49
92.10 ± .56
93.40 ± .39

Table 4. Ablation Study of our approach on DM-GAN over the
CUB and COCO datasets. † , CL1 and CL2 have the same meanings as the ones in Table 3.

We also visualize the example images generated from
multiple captions corresponding to the same ground truth
image. Compared with the baselines AttnGAN and DMGAN, the images generated from our approach are more
realistic and closer to the ground truth images. As shown in
the 1st column of Figure 5(a), the image from our approach
has the black color in the wings, which is consistent with the
ground truth image. Although the 1st caption does not have
the text description of “black color” explicitly, our model
is still able to train its semantic text embedding to contain
this information from other captions related to the same image via our contrastive learning approach. Another similar
example is shown in Figure 5(c). The 3rd caption does not
provide the text description of “the ocean”, the image from
our approach can still have the ocean scene to be consistent
with the ground truth, while the baseline DM-GAN is not
able to achieve this.

4.3. Ablation Study
In this work, the contrastive learning approach is applied in two stages: image-text matching and the training
of GANs. We combine our novel approach for the imagetext matching with the baselines AttnGAN and DM-GAN,
and conduct experiments to evaluate the effectiveness of it.
The experimental results are shown in Table 3 and 4. Compared with the two baselines AttnGAN and DM-GAN, our
contrastive learning approach for the image-text matching
task can help improve the performance in terms of the IS,
FID and R-precision on datasets CUB and COCO, with one
exception that the IS of our approach is about 0.55 smaller
than DM-GAN on COCO. When we add the contrastive

Method

AttnGAN + CL

λc

IS ↑

FID ↓

R-Precision ↑

0.1
0.2
0.5
1.0
2.0
5.0
10.0

4.28 ± .05
4.42 ± .05
4.35 ± .05
4.31 ± .07
4.41 ± .05
4.49 ± .08
4.43 ± .07

17.60
16.34
17.76
16.72
16.90
17.19
17.53

70.06 ± .84
69.64 ± .63
69.08 ± .63
69.28 ± .77
68.79 ± .38
67.64 ± .85
70.25 ± .55

Table 5. Ablation study on different choices of weight λc for contrastive loss.

Method

AttnGAN + CL

τ

IS ↑

FID ↓

R-Precision ↑

0.1
0.2
0.5
1.0

4.44 ± .06
4.44 ± .05
4.42 ± .05
4.43 ± .05

17.12
17.55
16.34
17.68

69.62 ± .78
68.50 ± .85
69.64 ± .63
69.86 ± .92

Table 6. Ablation study on different choices of temperature τ for
contrastive loss.

learning approach for GAN training into our previous approach, our complete approach shows further improvements
in terms of the IS, FID and R-precision on datasets CUB
and COCO, with the exception that the IS of our complete
approach based on AttnGAN is about 0.11 smaller than our
previous one on COCO. The experimental results demonstrate that our contrastive learning approach in the imagetext matching task and GAN training can help improve the
performance of text-to-image synthesis, respectively.
We adjust the hyperparameters to investigate the impact
to the performance of our approach. We tune the weight λc
in {0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0} and the temperature
τ in {0.1, 0.2, 0.5, 1.0} for the contrastive loss. The experiments are conducted on the CUB dataset. In each case,
we evaluate the checkpoint every 50 epochs and choose the
one with the best FID. Table 5 shows the results of weight
λc . We find that FID is not very sensitive to this hyperparameter as well as IS and R-precision. When λc is 0.2, the
model has the best FID score 16.34, which is improved by
1.42, compared with the worst value 17.76. Table 6 shows
the results of temperature τ . Similar to the weight λc , it can
be observed that τ has a small impact to the performance
of the model. The difference between the largest FID and
smallest one is 1.34.

5. Conclusion
In this paper, we have shown how to incorporate the contrastive learning method into prior text-to-image models to
improve their performance. Firstly, we train the imagetext matching task to push together the textual representations corresponding to the same image through the contrastive loss. Furthermore, we employ the contrastive learning method to enhance the consistency between generated
images from the captions related to the same image. We

propose a generalized framework for the existing text-toimage models, and evaluate our approach on two baselines
AttnGAN and DM-GAN. Extensive experiments demonstrate that our approach outperforms the two strong baselines in terms of three metrics. Especially, on the challenging COCO dataset, our approach boosts the FID significantly by 29.60% over AttnGAN and by 21.96% over
DM-GAN. Since the image-text representation learning is
a fundamental task, we believe our approach has potential
applicability in a wide range of cross domain tasks, such
as visual question answering, image-text retrieval as well
as text-to-image synthesis. We leave the extension to these
tasks as a future work.
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