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ВИБІР ОПТИМАЛЬНОГО ТИПУ ШТУЧНОЇ НЕЙРОННОЇ МЕРЕЖІ ДЛЯ 
АВТОМАТИЗОВАНИХ СИСТЕМ "РОЗУМНОГО" БУДИНКУ 
Розроблено метод вибору оптимального типу ШНМ, ідеєю якого є практичне використання декількох типів ШНМ, по-
дальшого обчислення похибок роботи кожного типу з використанням ідентичних наборів даних для навчання ШНМ, що 
унеможливлює вплив на результати роботи алгоритму і специфіки даних у навчальній вибірці. Запропонований метод дає 
змогу визначити оптимальний тип ШНМ для керування побутовими приладами у будинку. Розглянуто особливості процесу 
розроблення програмного забезпечення, що дає змогу провести процеси навчання, випробування та отримати вихідні ре-
зультати роботи алгоритму штучної нейронної мережі. Вибір штучної нейронної мережі використовують для автоматизації 
обчислення значень оптимальних температурних режимів у кімнатах будинку, налаштувань параметрів освітлювальних 
приладів та режимів роботи системи безпеки "розумного" будинку. Наведено результати дослідження взаємозв'язку між різ-
ними типами нейронних мереж, кількістю внутрішніх шарів штучної нейронної мережі і кількістю нейронів на кожному 
внутрішньому шарі та зміни похибки обчислень параметрів налаштувань відносно очікуваних результатів роботи. Вирішен-
ня кожної окремої поставленої задачі за допомогою систем "розумного" будинку потребує використання різних алгоритмів 
машинного навчання. Великі обсяги даних, що генеруються у системах "розумного" будинку, та різноманітність типів і 
форматів цих даних не дає змоги створити універсальний автоматизований механізм з використанням алгоритмів штучного 
інтелекту, який вирішував би проблеми безпеки, енергоефективності та підтримки комфортних умов проживання користу-
вачів. Тому використання запропонованого методу вибору оптимального типу нейронної мережі, що найкраще підходить 
для вирішення кожної окремої задачі, забезпечує високі показники ефективності роботи систем "розумного" будинку з міні-
мальними значеннями похибки отриманих автоматизованих рішень порівняно з рішеннями, що прийняла людина. 
Ключові слова: системи інтелектуального будинку; машинне навчання; штучний інтелект; нейронна мережа прямого 
поширення; рекурентна нейронна мережа; довга короткочасна пам'ять; вентильний рекурентний вузол. 
Вступ 
На сьогодні системи "розумного" будинку зайняли 
одне з ключових ніш серед розробок у сфері інформа-
ційних технологій [4, 14, 20]. Такі системи безперервно 
генерують потік даних, який може бути використано 
для забезпечення енергоефективності [15], оптимізації 
температурного режиму, освітлення, аудіо- та відео 
супроводу та визначення правил безпеки охоронної 
системи "розумного" будинку. Сфера застосування сис-
тем "розумного" будинку може бути розширена завдяки 
використанню у комерційних цілях через інтеграцію в 
інфраструктуру таких приміщень, як: офіси, магазини, 
склади, державні установи, торгово-розважальні ком-
плекси тощо [5]. 
Об'єкт дослідження – штучні нейронні мережі, що 
використовують для автоматизації процесу прийняття 
рішень у системах "розумного" будинку. 
Предмет дослідження – методи і засоби створення 
різних типів штучних нейронних мереж, результати ро-
боти яких будуть використані під час вирішення окре-
мих конкретних поставлених завдань сфери роботи сис-
тем "розумного" будинку. 
Мета роботи – розробити метод пошуку типу 
штучної нейронної мережі, використання якої буде за-
безпечувати отримання найефективніших результатів 
для виконання функцій систем "розумного" будинку. 
Для досягнення зазначеної мети визначено такі ос-
новні завдання дослідження: здійснити огляд наявних 
типів штучних нейронних мереж; проаналізувати ре-
зультати ефективності використання кожного типу 
штучної нейронної мережі для вирішення окремо пос-
тавлених задач сфери роботи систем "розумного" бу-
динку; розробити метод вибору оптимального типу 
штучної нейронної мережі залежно від поставленої за-
дачі, що потребує автоматизованого прийняття рішення 
системою "розумного" будинку. 
Наукова новизна отриманих результатів досліджен-
ня – вперше розроблено метод пошуку оптимального 
типу штучної нейронної мережі для вирішення окремих 
завдань сфери роботи систем "розумного" будинку. 
Практична значущість результатів дослідження – 
розроблений метод є універсальним для підтримки про-
цесів прийняття рішень у автоматизованих системах 
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"розумного" будинку без обмежень у специфіці поставле-
них завдань, таких як безпека, енергоефективність тощо. 
Аналіз останніх досліджень та публікацій. У на-
укових роботах [2, 7] описано процес синтезу систем 
"розумного будинку" з використанням технологій ма-
шинного навчання, а також деякі практичні реалізації 
цієї ідеї серед таких розробок, як Nest Thermostat [22]. 
Відповідна розробка використовує алгоритми машин-
ного навчання для адаптації налаштувань, згідно із впо-
добаннями користувачів та поточної пори року. Нас-
тупна розробка Netatmo [23] дає змогу ідентифікувати 
присутність у приміщеннях визначених користувачів, 
за допомогою технологій розпізнавання обличчя та по-
переджати власника, коли у домі з'являється не іденти-
фікована особа; Amazon Echo [1] та Google Home [9] да-
ють змогу керувати приладами сторонніх розробників 
за допомогою голосових команд; Klug Home викорис-
товує алгоритми машинного навчання для встановлен-
ня температурних режимів кондиціонера, яким надають 
перевагу користувачі, враховуючи час доби та актив-
ність людей у приміщенні, а також для виявлення ано-
мальних збільшень споживання електроенергії [17]. Особ-
ливістю наявних продуктів є те, що вони взаємодіють з 
обмеженою кількістю приладів будинку, тому розроб-
лення комплексного рішення управління "розумним" 
будинком з використанням алгоритмів машинного нав-
чання на сьогодні є актуальним завданням. Під час роз-
в'язання задач подібного типу часто використовують ал-
горитми штучної нейронної мережі, які, відповідно, по-
діляють на декілька типів. Ці алгоритми застосовують у 
різних сферах автоматизації процесів життєдіяльності 
людини. Під час синтезу комплексного рішення, яке 
орієнтоване на автоматизацію налаштування різних по-
бутових приладів у будинку, існує проблема вибору оп-
тимального типу штучної нейронної мережі, яка одно-
часно забезпечить найкращі результати роботи під час на-
лаштування оптимального температурного режиму, ре-
жиму освітлення та режиму системи безпеки у будинку. 
Результати дослідження та їх обговорення 
Математична формалізація задачі. Однією з 
найпоширеніших задач, яку розв'язують системи "ро-
зумного" будинку, є автоматизація змін налаштувань 
побутових приладів відповідно до внутрішньої логіки 
функціонування системи та забезпечення комфортних 
умов проживання мешканців будинку. Сформульовано 
задачу розроблення системи "розумного" будинку, з ви-
користанням алгоритмів на основі штучних нейронних 
мереж, для керування побутовими приладами та налаш-
тування системи безпеки будинку. Тобто метою є отри-
мати найменше значення похибки (∆xmin) між значення-
ми параметрів налаштувань приладів у будинку, розра-
хованими з використанням алгоритму машинного нав-
чання (xавт) та очікуваних мешканцями будинку пара-
метрів (xочік). Для розв'язання поставленої задачі вико-
ристали кілька (n) типів штучних нейронних мереж, з 
аналізом та порівнянням бажаних і реально отриманих 
результатів роботи кожного типу нейронної мережі, в 
процесі автоматизованого керування режимами термос-
тату, освітлювальних приладів та сигналізації, окремо 
для кожної з поставлених задач: 







∆ = −∑ .  
Під час виконання дослідження вибрали набір істо-
ричних даних з 7510 записів параметрів сенсорів та 
приладів будинку. Дані отримані з набору, що збирали 
впродовж року з 200 давачів у дослідницьких лаборато-
ріях Mitsubishi Electric Research Labs та які було викла-
дено у відкритий доступ [19]. Для проведення процесу 
навчання різних типів нейронних мереж використову-
вали ідентичну навчальну вибірку. Такий підхід уне-
можливлює вплив на результати роботи алгоритму 
ШНМ специфіки даних, що використовувались у про-
цесі тренування. Навчальна вибірка містить інформа-
цію про налаштування термостатів, стани освітлюваль-
них приладів, налаштування системи безпеки, інформа-
цію про присутність мешканців будинку в кожному 
приміщенні окремо та часові мітки моменту збережен-
ня даних налаштувань. Приклад формату даних у нав-
чальній вибірці зображено у таблиці. 
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Із 7510 записів з набору історичних даних випадко-
во вибрано п'ять записів, які видаляються з набору та не 
беруть участі у навчальній вибірці, а використовуються 
в процесі тестування навчання ШНМ. 
Сформовано тестові вибірки для навчання алгорит-
мів ШНМ різних типів, які використовуватимуться у 
процесі керування побутовими приладами "розумного" 
будинку та встановленим термостатом для забезпечен-
ня оптимального температурного режиму, режиму ос-
вітлення та налаштування системи безпеки будинку. 
Метод вибору оптимального типу штучної ней-
ронної мережі. Ефективність роботи ШНМ безпосе-
редньо залежить від її типу, внутрішньої структури та 
специфіки розв'язуваної задачі. Наприклад, для розв'я-
зання задач розпізнавання образів на зображеннях та ві-
деопотоці – ефективно використовувати згорткові ней-
ронні мережі [3], а для перекладу текстів, або програму-
вання ботів, що ведуть діалоги з людиною – оптималь-
ним вибором є рекурентні нейронні мережі [12]. Тому 
постає питання вибору оптимальної структури штучної 
нейронної мережі, яка буде застосована для автоматиза-
ції керування температурним режимом, системою без-
пеки та освітленням у будинку. Початковим етапом ви-
бору структури штучної нейронної мережі є створення 
списку відомих типів штучних нейронних мереж. До 
такого списку, у розглянутому прикладі, належать: 
нейронна мережа прямого поширення [21]; рекурентна 
нейронна мережа [18]; довга короткочасна пам'ять [10]; 
вентильний рекурентний вузол [24]. Наступним кроком 
методу є генерування навчальної вибірки шляхом від-
кидання п'ятьох записів, що утворюють тестову вибір-
ку, яка буде використовуватись в подальшому для об-
числення помилки роботи алгоритму ШНМ порівняно з 
очікуваними даними. Наступним етапом методу є пос-
лідовне навчання за допомогою створеної навчальної 
вибірки та запуск навченої штучної нейронної мережі з 
подачею на вхід параметрів тестової вибірки та збере-
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женням отриманих вихідних результатів. Серед отрима-
них значень похибок кожного вихідного параметра, 
розраховується середнє значення, що є загальним зна-
ченням похибки використання конкретного типу ШНМ 
для розв'язання поставлених задач, яке порівнюється з 
найменшим отриманим середнім значенням похибки 
попередньо розглянутих типів штучної нейронної мере-
жі. У разі, якщо це значення є меншим за попереднє – 
поточна штучна нейронна мережа зберігається як 
найоптимальніша для розв'язання поставленої задачі, а 
середнє значення похибки зберігається як найоптималь-
ніше на конкретний момент дослідження. Процес нав-
чання, запуску та аналізу вихідних результатів роботи 
штучної нейронної мережі послідовно проводиться для 
кожного типу ШНМ зі списку, поки не буде проаналізо-
вано всі типи. 
У наведеному дослідженні побудований метод по-
шуку оптимального типу штучної нейронної мережі, за 
допомогою відповідних навчальних і тестових вибірок, 
послідовно застосовувався для розв'язання задач авто-
матизованого керування температурним режимом, ре-
жимом освітлення та налаштуваннями систем безпеки. 
Перевагою розробленого методу є використання єдино-
го набору історичних даних для формування навчальної 
та тестової вибірок за допомогою комбінування вхідних 
та вихідних параметрів для кожної поставленої задачі, 
що унеможливлює вплив на результати роботи алгорит-
му ШНМ специфіки даних, які використовувались у 
процесі тренування. 
Особливості програмної реалізації методу. Прог-
рамна реалізація методу вибору оптимального типу 
ШНМ базується на використанні технології NodeJS 
[13], що зарекомендувала себе як швидка технологія 
опрацювання великого потоку одночасно згенерованих 
подій. Для реалізації алгоритму штучної нейронної ме-
режі використано бібліотеку BrainJS [6], яка дає змогу 
гнучко налаштовувати параметри і типи ШНМ та про-
водити тренування алгоритму штучної нейронної мере-
жі за допомогою навчальної вибірки. Для збереження 
даних навчальної вибірки використано нереляційну ба-
зу даних MongoDB [25]. 
Окрім цього, розроблено алгоритм пошуку опти-
мального типу ШНМ, який містить кроки навчання, 
випробування та аналізу результатів кожного типу 
штучної нейронної мережі, що дає змогу використати 
найефективніший тип ШНМ для розв'язання поставле-
них задач автоматизованого управління температурою, 
освітленням та системою безпеки будинку. Розроблено 
програмне забезпечення, яке дає змогу провести проце-
си навчання, випробування та отримати вихідні резуль-
тати роботи алгоритму ШНМ кожного розглянутого типу 
для подальшого аналізу ефективності їх використання. 
Обговорення результатів дослідження. Під час 
аналізу отриманих результатів дослідження, порівняв-
ши їх, можна прийти до висновку, що для розв'язання 
різних поставлених задач перед системою "розумного" 
будинку доцільно використовувати різні типи штучних 
нейронних мереж, залежно від специфіки поставленої 
задачі. Для налаштування температури повітря у примі-
щеннях помешкання, обладнаного системою "розумно-
го" будинку, найоптимальнішим вибором є використан-
ня нейронних мереж прямого поширення [8]. Цей вибір 
забезпечує похибку отриманих результатів з бажаними 
у межах менше 5 %. Для налаштування освітлювальних 
приладів помешкання, з встановленою системою "ро-
зумного" будинку, найменша похибка між отриманими 
та бажаними результатами роботи алгоритму ШНМ, бу-
ла отримана при використанні рекурентних нейронних 
мереж [16]. Це рішення забезпечує отримання похибки 
менше 10 %. Для забезпечення оптимального режиму 
системи безпеки помешкання, обладнаного системою 
"розумного" будинку, найоптимальнішим вибором є 
штучна нейронна мережа типу "Довга короткочасна 
пам'ять" [11], що забезпечує похибку між отриманими 
та бажаними результатами менше 8 %. Унаслідок по-
рівняння отриманих похибок з отриманими реальними 
та бажаними налаштуваннями побутових приладів у бу-
динку, використання вентильних механізмів рекурен-
тних нейронних мереж [26], під час розв'язання постав-
лених задач є не актуальним рішенням, з огляду на ве-
ликі показники похибки роботи алгоритму штучної 
нейронної мережі. 
Отже, проаналізовано результати застосування різ-
них типів штучних нейронних мереж для розв'язання 
поставлених задач, розраховано значення похибки між 
отриманими та очікуваними вихідними результатами та 
вибрано оптимальні типи ШНМ для кожної окремо пос-
тавленої задачі. 
Висновки 
Розроблено метод вибору оптимального типу ШНМ, 
ідеєю якого є практичне застосування декількох типів 
ШНМ та подальшого розрахунку похибки роботи кож-
ного типу з використанням ідентичних наборів даних 
для навчання ШНМ, що унеможливлює вплив на ре-
зультати роботи алгоритму специфіки даних у навчаль-
ній вибірці. Розроблено програмне забезпечення, яке 
дає змогу провести процеси навчання, випробування та 
отримати вихідні результати роботи алгоритму ШНМ. З 
аналізу отриманих результатів випливає, що неможливо 
створити одну універсальну ШНМ для комплексного 
розв'язання поставлених задач з автоматизованого керу-
вання температурними режимами, освітлювальними 
приладами та системи безпеки у помешканні, оснаще-
ному системою "розумного" будинку. Для розв'язання 
кожної з поставлених задач потрібно використати окре-
му штучну нейронну мережу такого типу, яка забезпе-
чує найкращі показники роботи, відповідно до специфі-
ки вирішуваної задачі. 
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V. M. Teslyuk, A. G. Kazarian 
Lviv Polytechnic National University, Lviv, Ukraine 
DEVELOPMENT OF OPTIMAL ARTIFICIAL NEURAL NETWORK TYPE  
SELECTION METHOD FOR USAGE IN SMART HOME SYSTEMS 
The optimal artificial neural network type selection method has been developed, based on the idea of the practical usage of seve-
ral types of artificial neural network and further calculation of the error for each type using identical data sets for artificial neural net-
work training, which eliminates the influence of data specificity algorithm in the training sample. This method allows searching for 
the optimal type of artificial neural network for the control of household appliances in the house, regardless of the automation task 
type (temperature, lighting, safety, etc.). The paper considers the process of creating software that can be used for training, testing 
and obtaining the initial results of the artificial neural network algorithm. The algorithm of the artificial neural network is used for 
automated calculation of the optimal temperature conditions values in the rooms of the house, the parameters of the lighting fixtures 
and the modes of the home security system work. The relationship between changes in neural network type and quantity of the artifi-
cial neural network inner layers is considered and the number of neurons on each inner layer and changes of the automatically calcu-
lated parameters error related to the settings in comparison to the expected results. Solving each individual problem with the help of 
smart home systems requires the usage of different machine learning algorithms. The large amount of data generated in smart home 
systems and the variety of types and formats of this data do not allow creating a universal automated mechanism using artificial intel-
ligence algorithms that would solve problems of safety, energy efficiency and maintenance of comfortable living conditions. There-
fore, the usage of the proposed method of choosing the optimal neural network type, which is best suited to solve a particular prob-
lem, provides high efficiency of smart home systems with minimal difference of automated solutions compared to human decisions. 
Keywords: smart home systems; machine learning; artificial intelligence; neural network of direct propagation; recurrent neural 
network; long short-term memory; valve recurrent node. 
