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Abstract. Long Term Evolution (LTE) is a cellular technology developed to sup-
port diversity of data traffic at potentially high rates. It is foreseen to extend the
capacity and improve the performance of current 3G cellular networks. A key
mechanism in the LTE traffic handling is the packet scheduler, which is in charge
of allocating resources to active flows in both the frequency and time dimension.
In this paper we present a performance comparison of two distinct scheduling
schemes for LTE uplink (fair fixed assignment and fair work-conserving) tak-
ing into account both packet level characteristics and flow level dynamics due
to the random user behaviour. For that purpose, we apply a combined analyti-
cal/simulation approach which enables fast evaluation of performance measures
such as mean flow transfer times manifesting the impact of resource allocation
strategies. The results show that the resource allocation strategy has a crucial
impact on performance and that some trends are observed only if flow level dy-
namics are considered.
1 Introduction
The 3rd Generation Partnership Project (3GPP) just recently finalized the standardiza-
tion of the UTRA Long Term Evolution (LTE) with Orthogonal Frequency Division
Multiple Access (OFDMA) as the core access technology. One of the key mechanisms
for realizing the potential efficiency of this technology is the packet scheduler, which
coordinates the access to the shared channel resources. In OFDMA-based LTE systems
this coordination refers to both the time dimension (allocation of time frames) and the
frequency dimension (allocation of subcarriers). These two grades of freedom, together
with particular system constraints, make scheduling in LTE a challenging optimization
problem, see [5].
Most research on LTE scheduling has been treating the downlink scenario, some
examples being [8, 14]. Considerably less work has been dedicated to the uplink, where
the transmit power constraint of the mobile equipment plays an important role. The
LTE uplink scheduling problem can in general be formulated as a utility optimization
problem, see e.g. [4, 7, 11]. The complexity of this optimization problem depends of
course on the utility function that is considered (mostly aggregated throughput maxi-
mization). Still other aspects, among which fairness requirements (e.g. short- or long-
term throughput fairness) and specific system characteristics (e.g. regarding fast fading,
multiple antennas), when taken into account [6, 9, 10, 12] have shown to influence the
complexity of the problem. As the optimal solutions would mostly be too complex for
practical implementation the proposed scheduling algorithms are often based on heuris-
tics yielding reasonable system performance under practical circumstances, see e.g. [2,
15].
Most papers consider the performance (resulting throughputs) of newly proposed
scheduling schemes for scenarios with a fixed number of active users in the system (split
up in different user classes depending on their channel characteristics). Studies that take
into account the randomness of user behaviour, leading to a time varying number of
ongoing flow transfers, are lacking. Filling this gap, in the present paper we study the
performance of different LTE uplink scheduling schemes for scenarios where initiations
of finite sized file transfers occur at random time instants and locations. We focus on
the impact that flow’s behaviour has on the performance observed by the users while
also accounting for the user’s location in the cell. The design of an optimal scheduling
scheme is outside our scope.
In the present paper we focus on a class of resource fair scheduling schemes, where
the active users are scheduled in a Round Robin fashion and are all assigned an equal
number of subcarriers to transmit their traffic. However, it is noted that our analysis
approach sketched below is in principle applicable for any uplink scheduling scheme in
OFDMA-based networks.
Our modelling and analysis approach is based on a time-scale decomposition and
works, at high level, similar to the approach we used previously in the context of
UMTS/EUL, see [3]. It consists basically of three steps. The first two steps take the
details of the scheduler’s behaviour into account in a given state of the system, i.e. the
number of active users and their distance to the base station. In particular, in the first
step the data rate at which a user can transmit when scheduled is determined, taking
into account the number of allocated by the scheduler subcarriers. The second step de-
termines an active user’s average throughput in the given system state by accounting for
the total number of users present in that state. In the third step these throughputs and the
rates at which new users become active are used to create a continuous-time Markov
chain, which describes the system behaviour at flow level. From the steady-state distri-
bution of the Markov chain the performance measures, such as mean file transfer time
of a user, can be calculated.
For some special cases of our resource fair scheduling schemes the steady-state dis-
tribution of the Markov chain describing the system behaviour at flow level is solved
analytically yielding insightful closed-form expressions for the mean file transfer times.
For other cases simulation is used to derive the steady-state distribution. As the jumps
in the Markov chain are related only to flow transfers and not packet level events, sim-
ulation is a very attractive option and does not suffer from the long running times of
’straightforward’ detailed system simulations.
The rest of the paper is organized as follows. Section 2 provides a general discussion
on LTE uplink scheduling and introduces the different resource fair scheduling schemes
that we will analyse in this paper. In Section 3 we describe the considered network sce-
nario and state the modelling assumptions. Subsequently, in Section 4 the performance
evaluation approach is described in detail. Section 5 presents and discusses numerical
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results illustrating the performance of the different scheduling schemes and the impact
of the flow level dynamics. Finally, in Section 6, conclusions and our plans for future
work are given.
2 Scheduling
In this section we first give a general introduction to scheduling in LTE uplink, nec-
essary for the understanding of the proposed schemes and our modelling choices, and
introduce the notation. Subsequently, the proposed scheduling schemes are described.
2.1 LTE Uplink Scheduling
The radio access technology chosen for the LTE uplink - SC-FDMA (Single Carrier -
Frequency Division Multiple Access) - is a modified version of an OFDMA (Orthogo-
nal FDMA) technology (used in LTE downlink), in which the radio spectrum is divided
into nearly perfect mutually orthogonal subcarriers. In contrast to e.g. CDMA-based
EUL, simultaneous transmissions from different mobile stations (MSs) do not cause
intra-cell interference or compete for a share in the available uplink noise rise bud-
get, but rather the transmissions compete for a share in the set of orthogonal (intra-cell
interference-free) subcarriers. The total bandwidth that can be allocated to a single MS
depends on the resource availability, the radio link quality and the terminal’s transmit
power budget.
A key feature of packet scheduling in LTE networks is the possibility to schedule
users in two dimensions, viz. in time and frequency. The aggregate bandwidth BW avail-
able for resource management is divided in subcarriers of 15 kHz. Twelve consecutive
subcarriers are grouped to form what we refer to as a ‘subchannel’, with a bandwidth of
180 kHz, as illustrated in Figure 1. Denote with M the number of subchannels offered
by the available bandwidth BW . In the time dimension, the access to the subchannels is
organized in time slots of 0.5 ms. Two slots of 0.5 ms form a TTI (Transmission Time
Interval). The smallest scheduling unit in LTE is the intersection of a 180 kHz subchan-
nel with a 1 ms TTI, which consists of two consecutive (in the time domain) resource
blocks (RB). For simplicity of expression, in the rest of this paper we will use the term
resource block to refer to a combination of two consecutive RBs. Hence in each TTI,
the scheduler can assign M resource blocks over the active flows.
(a) Fair fixed assignment scheme (b) Fair work-conserving scheme
Fig. 2. Scheduling schemes for an LTE uplink.
Scheduling decisions are taken by the base station, termed eNodeB in LTE, each
TTI and are potentially based on channel quality feedback provided by the MSs. The
packet scheduler decides which users are served and how many resource blocks are
assigned to each selected user. As mentioned before, this assignment is restricted by the
requirement that resource blocks assigned to any given user must be consecutive in the
frequency domain. The transmit power applied by any given MS is equally distributed
over the assigned resource blocks, see [15]. Hence, then a higher assigned number of
resource blocks implies a lower transmit power per resource block. This has obvious
implications for the signal-to-interference-plus-noise ratio (SINR) experienced at the
eNodeB, see Section 4. Note that the data rate that a user can realize depends on both
the number M(MS) of assigned resource blocks and SINR experienced per resource
block, which determines the applied MCS (modulation and coding scheme). This issue
is discussed in more detail in Section 5.2.
The rate r is additionally affected by practical limitations, see [1]. On the one side,
the SINR is lower bound to a minimum target level, necessary for successful reception.
On the other side, the rate per RB is upper bound by the MCS. In our case we work
with 16QAM since it should be supported by all terminals but potentially also 64QAM
can be used (with limited terminal support).
2.2 Scheduling Schemes
In our analysis we concentrate on resource fair scheduling schemes, which assign equal
resource shares to all active users, independently of their respective channel conditions.
More specifically, we consider two distinct schemes termed fair fixed assignment (FFA)
and fair work-conserving (FWC). These scheduling schemes are specified in more de-
tail below, supported by the illustrations in Figure 2, which considers a scenario with
four active users.
The first scheduler is termed fair fixed assignment because it assigns the same, a
priori specified, number of resource blocks to each active user (see Figure 2(a)). The
number of assigned resource blocks, denoted M(MS) is an operator-specified parameter.
If the number N of active users is such that the total number of requested resource blocks
is less than the available number of resource blocks per TTI, i.e. if N ·M(MS) < M,
then a number of resource blocks are left idle. Naturally this reflects a certain degree of
resource inefficiency in the scheme, especially for situations with low traffic load and
hence few active users. When the number of active users is such that N ·M(MS) > M,
then not all users can be served in each TTI and hence it may take several TTIs to
serve all users at least once. We define the cycle length as the number of TTIs necessary
to serve all users at least once, as indicated in the figure. This cycle length can be
expressed as c = max(1,N ·M(MS)/M), which is not necessarily integral (but at least
one), in which case the start of a given cycle may fall within the same TTI as the end of
the previous cycle.
The second scheme, the fair work-conserving scheme, aims to avoid the resource
inefficiencies of the FFA scheme under low traffic loads, while still preserving the re-
source fairness property. The scheme’s objective is to distribute the available resource
blocks evenly over the active users within each individual TTI. As result the FWC
scheduler is optimal in the class of resource-fair Round Robin schedulers. In principle
each user is assigned M/N resource blocks in each TTI. Since M/N need not be inte-
gral, in an implementable version of the FWC scheduler, a scheduling cycle is defined
of multiple TTIs during which user-specific resource block assignments appropriately
vary between bM/Nc and dM/Ne in order to, on average, achieve the fair assignment of
M/N resource blocks. More specifically, the cycle length is equal to the smallest integer
c such that c ·M/N is integral, which is at most equal to N.
3 Model
We consider the scenario of a single cell with radius r. The cell is divided in K zones
of equal area in order to differentiate between user’s distance to the base station. Each
zone is characterized by a distance di measured fron the outer edge of the zone. Mobile
stations are uniformly distributed over the cell zones and flow arrivals follow a Poisson
process with rate λ . Hence the arrival rate per zone (due to equal area) can be derived
as λi = λ/K, where i = 1...K. The distribution of the active users over the zones of the
cell we term state n = n1,n2...nK .
All mobile stations are assumed to have the same maximum transmit power capacity
Ptxmax. Each user distributes this maximum power level equally over the RBs it gets as-
signed leading to transmit power per RB Ptxi = P
tx
max/Mi(MS). Note that in the discussed
scheduling schemes Mi(MS) is the same for all zones but other schedulers, where this
is not the case, are possible. Due to the different distance di each zone is characterized
by distinctive path loss L(di), where i = 1...K. We apply a Hata 321 path loss model for
the path loss (in dB), according to which
L(di) = PL f ix +10alog10(di) (1)
where PL f ix is a parameter that depends on system parameter such as antenna height
and a is the path loss exponent. In the rest of the paper linear scale is used for L(di).
Users belonging to the same zone have the same distance di and hence experience the
same path loss. At this stage of the research we consider only thermal noise N0 from
the components at the base station. Neither shadowing nor fast fading have been con-
sidered. Note that intra-cell interference can be assumed to be effectively zero due to
the orthogonality of the subcarriers in LTE. As we consider a single cell, inter-cell in-
terference is not taken into account in the current model.
Given a known path loss, the received power (per zone) at the eNodeB Prxi can be
expressed as
Prxi =
Ptxi
L(di)
(2)
Eventually, for the signal-to-noise ratio measured at eNodeB from user of zone i we
can derive:
SINRi =
Prxi
N0
=
Ptxi
L(di)N0
=
Ptxmax/Mi(MS)
L(di)N0
(3)
Recall that it should hold that SINRi ≥ SINRmin for each zone.
4 Analysis
Our proposed evaluation approach, as discussed earlier, consists of three steps. First
we perform packet level analysis, which accounts for scheduler specifics and system
characteristics. The so termed instantaneous rate is defined and is later used at step two
to derive a state-dependent throughput that accounts for the effect of the number of MSs
in the system and their position, i.e. the system state. Eventually, at step three a Markov
model is set up to model the long term performance of the schedulers. From the steady
state distribution of the model we can derive flow level performance measures such as
mean flow transfer times (MFTT) Ti. These steps are explained in more detail below.
4.1 Instantaneous Data Rates
The data rate realized by a user when it is scheduled is what we term instantaneous rate
ri. It is determined by the SINR as derived above, the possible coding and modulation
schemes and the receiver characteristics related to that MCS. The instantaneous rate
is calculated over all RBs that are allocated to a particular user. In our analysis we
use the Shannon formula modified with a parameter σ to represent the limitations of
implementation, see Annex A in [1]. Hence for the instantaneous rate we can write:
ri = (Mi(MS)∗180kHz)σ log2(1+SINRi) (4)
Note that both SINRi and ri are calculated over the same RB allocation.
In the FFA scheme (with a fixed number of RB allocation per user in a cycle) the
instantaneous rate of a particular MS is always the same when the MSs is served. In the
case of the FWC scheme however the instantaneous rate depends on the total number
of users in the system. In particular, it depends on whether low or high allocation, see
Section 2.2, occurs and hence for the FWC scheme we calculate two instantaneous rates
ri,L and ri,H respectively.
4.2 Flow Level Analysis
Depending on the number of active MSs it may happen that several TTIs are necessary
to serve all MSs once, i.e. cycle length ¿ 1 TTI. In such situations the instantaneous
rate does not represent correctly the performance of a particular MS since it is only
realized every several TTIs. A better metric is necessary - one which accounts for the
active number of users in the cell and which we term state dependent throughput Ri(n).
In the case of FFA scheduler the state dependent throughput can be easily expressed as
Ri(n) = ri/c. For the FWC scheme we need to consider the variation in low resource
block allocation (bM/Nc blocks) and high resource block allocation (dM/Ne blocks).
Each allocation exhibits for a fraction of the scheduling cycle as follow:
Low allocation aL =
M
N
−
⌈
M
N
⌉
(5)
High allocation aH =
M
N
−
⌊
M
N
⌋
(6)
Eventuallty for the state dependent throughput we can write:
Ri(n) = aLri,L +aHri,H (7)
State dependent throughputs reflect performance for a particular system state. In
order to observe the system under changing number of users we propose to set up a
Markov model for each of the schemes, which to represent the system (cell) dynam-
ics in a long term. The division of the cell in K zones results in a K-dimensional state
space, each dimension reflecting the number of flows in a zone. A state in the model
corresponds to a system state n and in each dimension i transition rates are determined
by flow arrivals λi/K and flow departures Ri(n)/F , where F is the mean of the expo-
nentially distributed flow size.
From the steady-state distribution of the Markov chain we can derive long term
performance metrics such as mean flow transfer times. The distribution can be found
by simulating the model, more precisely the state transitions. In special cases - for a
Markov chain of a well studied class - the distribution can be given by explicit closed-
form expressions. In our study the model of the FFA scheduler appeared to be a M/M/1
processor sharing (PS) model with state dependent service rates, which we will discuss
below. The model of the FWC scheduler has a more complex form and is not trivial to
solve, which is why we selected a simulation approach for it.
M/M/1 PS with State Dependent Service Rates In the case of FFA scheduler the
Markov chain belongs to the class of M/M/1 processor sharing models with state de-
pendent service rates and multiple customer classes, see [13]. For such model the mean
sojourn time Ti of a users of zone i requiring an amount τ of service is given by (e.g.
see [13]):
Ti = τi
∑L−1j=0
ρ j
j! +
LL
L!ρ
(
(ρ/L)L+1 L1−ρ/L +(ρ/L)
L+1 1
(1−ρ/L)2
)
∑Lj=0
ρ j
j! +
LL
L! (ρ/L)L+1
1
1−ρ/L
(8)
where L = BW/M(MS) is the maximum number of users that can be served in a TTI,
given a RB allocation strategy. Note that the impact of the distance of each zone is taken
in the specific flow size τi = F/ri, expressed in time.
Table 1. Maximum RB allocation
Zone number 1 2 3 4 5 6 7 8 9 10
Distance, km 0.32 0.45 0.55 0.63 0.71 0.77 0.84 0.89 0.95 1
M(MS)max 50 50 50 30 20 15 11 8 7 6
The system load ρ for the discussed situation can be defined as ρ = ∑Ki=1ρi where
ρi = λiF/ri is the load per zone. The stability condition of the system being ρ ≤ L, we
can derive the maximum arrival rate that the system can support, namely
λ =
L
F
K
∑Kj=1
1
ri
(9)
The relation between the arrival rate and the RB allocation is further numerically exam-
ined in Section 5.4.
5 Numerical results
In this section we present a quantitative evaluation of the two LTE uplink schedulers
introduced in Section 2.2. We investigate how flow level performance is affected by the
choice of RB allocation. Beforehand we will present the parameter settings and certain
preliminary numerical results that support the better understanding of the discussed
evaluation scenarios.
5.1 Parameter Settings
The cell is divided in ten zones with cell radius of 1km. Given an equal zone area, the
corresponding distances of the different zones are given in Table 1. A system of 10
MHz bandwidth is studied, which, given that a RB has 180 kHz bandwidth, results in
maximum of 50 RBs available per TTI.
Mobile stations have maximum transmit power Ptxmax = 0.125 Watt. The lower bound
on the SINR (per RB) is -10dB while the upper bound on performance is determined
by a 16QAM modulation that corresponds to SINR of 15dB. For the path loss we have
used the expression L(d) = 141.6+10alog10(d,km) based on path loss exponent of a =
3.53, height of the mobile station 1.5m, height of the eNodeB antenna 30m and system
frequency 2.6GHz. The thermal noise per subcarrier (180kHz) is -121.45dBm and with
noise figure of 5dB the effective noise level per resource block is N =−146.45dB. The
attenuation of implementation σ is taken at 0.4, see [1] and Equation 4. The average
file size F is 1Mbit and the arrival rate changes depending on the discussed scenario.
5.2 Preliminaries
In this section we discuss three relevant issues: (i) the limitations on performance posed
by the minimum required SINRmin; (ii) the system stability condition; and (iii) the cor-
relation between RB allocation and realized instantaneous rates.
Table 2. Maximum flow arrival rate
M(MS) 1 2 3 4 5 6 7 8 9 10
L 50 25 16 12 10 8 7 6 5 5
Max λ 4.79 2.89 1.9922 1.5582 1.3338 1.09 0.9643 0.8343 0.7 0.703
SINRmin sets an upper bound M(MS)max on the number of RBs that can be assigned
to a user. Since the transmit power of a MS is spread over its assigned RBs, increasing
the RB allocation leads to lower transmit power per RB and hence decreasing SINR.
Naturally this maximum allocation differs per zone, which is shown in Table 1. Even
if assigned more than its maximum RB allocation, a MS will not use it all leaving RBs
unused and potentially leads to utilization inefficiency.
Continuing with the second issue, from the stability conditions in Section 4.2, i.e.
ρ ≤ L, it follows that more RBs per MS results in lower maximum supported arrival
rate by the system. Table 2 presents the relation between number of RBs, the maximum
possible number of MSs in a TTI L and the maximum supported arrival rate λ . Note
that the maximum arrival rate for FWC scheme is similar to the maximum for the FFA
scheme with a single RB.
Finally, Figure 3(a) shows the changes in instantaneous data rates for a range of RB
allocations in the case of a single user. Four scenarios corresponding to distance from
the base station (0.1 0.25 0.5 0.87)km are examined. As Equation 4 suggests, increasing
the RB allocation leads to increase in the realized data rates. However, MSs close to the
eNodeB benefit more from high allocation than remote MSs. For remote users SINRmin
constrains the maximum usable RB allocation hence limiting performance gains. This
trend is well illustrated by the quickly flattening graph for 0.5km and the terminating
graph of 0.87km (after 15 RBs the MS is no more able to reach the required SINRmin).
5.3 Impact of RB allocation
In this evaluation scenario we extend the investigation on the impact of RB allocation
- both in terms of number of assigned RBs and of allocation strategy - towards the
flow level. We compare mean flow transfer times for the particular arrival rate of 0.5
flows/sec. The number of assigned RBs in the FFA scheme changes from one to three
to ten3. and the results are shown in Figure 3(b).
How the number of assigned RBs affects performance is observed for the FFA
scheme. The general trend is that increase in allocation translates to lower MFTT, e.g.
one vs. three RBs. However, for remote MSs high allocation worsens performance, i.e.
ten vs. three RBs. While close-by MSs have sufficient power capacity to reach SINRmin
for all allocations remote users lack this ability (due to high path loss). They use less
RBs such that to guarantee SINRmin but the unused by them RBs are still allocated thus
effectively decreasing state dependent throughputs.
The impact of the allocation strategy is investigated by comparing the one RB FFA
with the FWC scheme, see Figure 3(b). The particular choice is dictated by the similar
3 These showed to be the most interesting assignments within the range one to ten RBs with a
step of one.
(a) Data rate (b) Single case
(c) Range case (d) Load progression
Fig. 3. Performance evaluation scenarios for: (a) relation between RB allocation and deliverable
data rates for a single user; (b) impact of RB allocation on flow level performance for a particular
arrival rate; (c) impact of arrival rate on flow level performance; and (d) flow level performance
for a range of system loads.
realized load by both schemes, i.e. about 6% of the maximum load. Note that equal
arrival rate means equal traffic offered to the system but not equal system load (which
depends on RB assignment). Due to its inefficient utilization for low loads (it leaves
RBs unassigned, see Section 2.2) the FFA scheme is outperformed by the FWC scheme
(which assigns all RBs over the active users).
5.4 Impact of System Arrival Rate
Figure 3(c) shows the MFTT for a range of arrival rates, i.e. (0.3, 0.5, 1, 1.5) flows/sec.
Again the FWC outperforms the FFA scheme. It is more interesting that system ca-
pacity changes (decreases) for different (increasing) RB allocation. For example, ten
RBs allocation is not feasible already at arrival rate of 1 flows/sec while the three RBs
allocation at 1.5 flows/sec.
Furthermore the optimal choice of RB allocation also differs per arrival rate. Fig-
ure 3(c) shows that few RBs, e.g. five, become beneficial for higher arrival rate com-
pared to many RBs, e.g. ten. With high load cycle lengths bigger than one are more
probable, in which case the inherent inefficiency of the FFA scheme for remote users
starts to affect flow level performance, see Equation 7. An effect that is strengthened by
the fact that remote users stay longer in the system.
Also notice that the one RB FFA is not affected at all by the arrival rate for the
presented range. Since the system load is relatively low compared to the maximum
the number of users is such that still all of them fit in the same TTI hence leading to
unchanged performance.
5.5 Impact of System Load
In this section we investigate performance for a range of specifically chosen arrival rates
X%λmax where X% is chosen between (10%,30%,50%,70% and 90%). The so selected
arrival rates correspond to a particular system load scenario, e.g. low, medium or high
load. Note that the maximum arrival rate λmax differs per RB allocation, see Section 5.2.
The results are presented in Figure 3(d).
The results indicate that the choice of best RB allocation is load specific. For low
loads (10% and 30% λmax) we see that more resource blocks are beneficial while for
high load (70% and 90% λmax) the contrary holds - a single RB allocation provides
better service. On the one side, the utilization inefficiency of the FFA scheme for remote
users exhibits more for high loads due to the big number of active users, including cell
edge users. These stay relatively long in the system and virtually occupy RBs, causing
degradation in state dependent throughputs. On the other side, many MSs with few RBs
per MS but high transmit power per RB result in higher accumulated energy per TTI
than few MSs where each MS gets assigned many RBs. This is particularly true about
MSs at the cell edge.
It is interesting to note that although FWC outperforms the FFA scheme the gain
decreases in X% and for high loads the performance is very similar.
6 Conclusion
In this paper we present an indicial investigation on the impact that flow dynamics
(changing number of users) have on performance given the complex scheduling envi-
ronment of LTE uplink. We argue that flow dynamics are crucial for the understanding
and selection of a scheduler. Two low complexity scheduling schemes are examined
- both designed to provide equal channel access. We propose a hybrid modelling and
analysis approach which combines packet level analysis with flow level simulation. The
approach allows to capture diverse features of users and system, supports fast evalua-
tion and scales well. Indeed the numerical results show that certain performance trends
can be observed only if flows’ behaviour is considered. The conclusions apply for a
single cell scenario and accounting for user’s limited transmission power and system’s
constrains on signal strength.
Currently we are extending our flow level performance evaluation to account for
the practical limitation on the maximum number of users that can be served in a TTI,
see [5]. Additionally it would be interesting to consider a scheduling scheme which
maximizes the delivered performance but might be less fair is the provided service.
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