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a b s t r a c t
Supercapacitors are an innovative and promising technology in the field of energy storage. In the present
study, we use modeling via computer simulation as a technique to study the dynamic processes of
charging and discharging. This methodology is complementary to experiments. Various model systems
composed of different structures of carbon electrodes, in contact with either pure or solvated ionic liq-





several characteristic times for the charging mechanism of supercapacitors. Furthermore, we determine
the influence of the structure of the electrode material, and the effects of potential and solvation on
dynamical processes.olvation
. Introduction
Supercapacitors, also known as Electrical Double-Layer Capac-
tors (or EDLCs), are powerful and promising electrochemical
torage systems [1]. In particular, it has been shown that
anoporous carbon-based supercapacitors exhibit very high capac-
tances [2]. Various experimental techniques allow to investigate
upercapacitors: among them, the most powerful are, in addition
o electrochemical methods, EQCM [3], classical NMR [4,5], solid
tate NMR [6], infrared spectroscopy [7], SAXS and SANS [8,9]. For
ll experimental techniques though, it is difficult to get detailed
nd quantitative information at the molecular level. In contrast,
olecular simulations allow to analyse finely the processes at the
olecular scale, since it provides the position of all the atoms over
ime. The two methodologies are then complementary. Among the
umerous computational studies that have already been published
n supercapacitors, electrodes can be simulated as planar struc-
ures [10,11], slit pores [12–14], or regular carbon chains [15].
ll these models are idealized and the models with complex dis-
rdered electrodes are closer to experimental reality. Here, we
imulate nanoporous carbide derived carbon (CDC) electrodes. In
articular, with the latter it has been possible to explain the high
∗ Corresponding author.
E-mail address: clarisse.pean@gmail.com (C. Pean).
ttp://dx.doi.org/10.1016/j.electacta.2016.02.106capacitance exhibited by nanoporous carbon based supercapacitors
[16]. Complex nanoporous electrodes are more difficult to simu-
late, on the one hand because they are not easy to generate and
on the other hand because it is computationally more demand-
ing to work with disordered systems involving a large number
of atoms. Furthermore, it is not as easy as with planar structures
to measure their performances. To calculate the accurate capaci-
tance of a nanoporous disordered electrode, it is necessary to use
a planar electrode as a counter electrode with which the Poisson
potential can be defined [17]. Several studies on the equilibrium
arrangement of the species inside supercapacitors electrodes have
already been carried out in our group [18,19]. Furthermore, the
effect of solvation on static properties (structure of the liquid, global
capacitances, density profiles) have been studied on planar elec-
trodes [20]. Despite such significant progress, a real difficulty in
the electrochemical study of supercapacitors remains to appre-
hend dynamical processes, either experimentally or by simulation.
Kornyshev et al. investigated the transport properties inside slit
pores [21,22]. Currently, only few experimental techniques give
access to dynamical properties, e.g. EQCM [23], infrared spectro-
electrochemistry [7,24] and NMR [25].
In this work we use a realistic model to investigate by classical
molecular simulations the dynamical behaviour of EDLCs: carbon
electrodes are made of complex CDCs, in contact with either pure
or solvated ionic liquid [BMI][PF6]. The model allows for the polar-























































26], as it is the case experimentally. We already showed that
hese model systems were reliable because they allow to calculate
easonable charging times for corresponding macroscopic devices
27]. Here, we perform out-of-equilibrium simulations that sim-
late the charging and discharging of supercapacitors. Charging
nd discharging are initiated by a perturbation, namely a sudden
hange in the potential difference. The path to return to equilib-
ium is then analyzed. The evolution of characteristic quantities,
uch as the number of ions inside the electrodes, the distance of the
lectrolyte molecules to the carbon surface or the degree of con-
nement of the ions [28] can be monitored as a function of time. By
omparing the behaviour of pure and solvated systems charged at
ifferent voltages, we are able to conclude on the effects of solvation
nd of high potentials on the dynamics of charging and discharging.
urthermore, we are able to identify a stepwise mechanism for the
harging process.
. Computational Details
The simulation cells consists of [BMI][PF6] ionic liquid (600 ion
airs) or [BMI][PF6] solvated in acetonitrile (230 ion pairs among
146 acetonitrile molecules, corresponding to a concentration of
.5 M that is classically used in experiments) surrounded by two
dentical and symmetric nanoporous carbon electrodes, obtained
y quenched molecular dynamics [29]. For the pure ionic liquid,
hree different CDC electrode materials are considered (see Table 1).
ollowing our previous works, we use for the ionic liquid the coarse-
rained model of Roy and Maroncelli, which yields the correct
tructural, thermodynamic and dynamic properties of [BMI][PF6]
30,31]. Three and one sites describe the cation and the anion,
espectively [18,19]. For acetonitrile, also following our previous
ork, the coarse-grained model is the one of Edwards et al. [32].
he size of the simulation cells in the z direction are chosen in order
o reproduce the experimental densities of the bulk electrolyte.
Molecular dynamics simulations are conducted on the four dif-
erent systems described in table 1, with a timestep of 2 fs which
s consistent with the coarse-grained models used. The forces are
alculated as the sum of site-site Lennard-Jones and coulombic
nteractions. Parameters for the ions and carbon atoms are the same
s in our previous work [16]. In all the simulations, the Coulomb
nteractions are calculated through a two-dimensional Ewald sum-
ation [33,34]. The lengths in the x and y directions are the same
two dimensional periodic boundary conditions are used, i.e. there
s no periodicity in the z direction).
The procedure to simulate the charging process consists in two
teps: The system is first equilibrated for a few nanoseconds, first
ith a constant charge of 0 e on all carbon atoms and then with a 0 V
otential difference between the two electrodes. Then at t = 0, this
otential difference 0 is suddenly set to 1, 2 or 4 V ( + = 0/2
nd − = − 0/2) and maintained constant. The discharging pro-
ess is simulated the opposite way: starting from the end of the
harging simulations, at t = 0, the difference  0 is suddenly set
o 0 and maintained constant. The electrodes are held at constant
otential using a method developed by Reed et al. [33] from an orig-
nal proposal by Siepmann [35]. Simulations are continued enough
ime to reach equilibrium, i.e. to exhibit a long plateau for the
able 1
engths and number of molecules for each simulation cell. The lengths in the x and y dir
here is no periodicity in the z direction. Nions corresponds to the number of ion pairs and




CDC-1200/ ACN - [BMI][PF6] 4,37 19,44value of the total charge on carbon atoms. The constant potential
approach is computationally expensive compared to the constant
charge approach but is compulsory to study realistically dynamic
processes [26].
The simulations are performed in the NVE ensemble. The pure
ionic liquid and the solvated one are simulated at 400 K and 298 K
respectively. These temperatures are chosen because of the very
high viscosity of [BMI][PF6] at room temperature (261.4 mPa.s for
[BMI][PF6] [36]) and because acetonitrile boils at 355 K. Further-
more, at these temperatures we have equivalent mobilities for the
ions. Even if the simulated temperatures are different, qualitative
comparisons can be done between solvated and pure ionic liq-
uids. The qualitative conclusions on the charging and discharging
mechanisms are still valid because we identify mechanisms that
are found for different temperatures. Indeed, high potential sim-
ulations (4 V) exhibit temperature elevation along the simulation,
explained by the Joule effect [26]. The data presented in this article
show that mechanisms are qualitatively the same for low or high
potential differences, thus proving the weak effect of temperature
here.
3. Results and Discussion
3.1. Charges on carbon atoms
Fig. 1 shows the evolution of the total charges on the carbon
atoms of either the positive or the negative electrode (both are
opposite because of the electroneutrality of the global system)
during charging processes at different voltages or discharging on
CDC-1200. A higher potential difference allow to reach a larger
plateau value at the end of the simulation. During the charging,
the total charge of the positive electrode increases, first very fast,
and then more slowly, for all potential differences, according to
our previous results [27]. In the latter work, we describe the use
of an equivalent circuit model to interpret the evolution of the
total charges on carbon atoms. The charging plots were fitted
accurately by a biexponentional function. This work allowed to
demonstrate that our simulations are performed on a time scale
that is consistent with the size of our model systems. Here, in order
to make comparisons between characteristic times for different
quantities, we choose the simplest model of a monoexponential
fit with the general expression for the charge during charging:
Q(t) = Qmax . (1 − exp(− t/)). Indeed, if the principal aim is to com-
pare different systems and extract their qualitative behaviour, the
fit does not need to be extremely accurate. From the values of
the characteristic times  presented on the top of Fig. 1, we can
conclude that the higher the potential is, the faster the stationary
state is reached. Furthermore, the integral capacitance Cint = 〈Qtot 〉
only slightly depends on the applied potential difference. We also
note that when the potential is high, the monoexponential function
really suits the raw data.
Then we compare the values of the  for the charging of CDC-
1200 in contact with either pure or solvated ionic liquid (Fig. 1,
bottom). In both cases, we have ≈ 970 ps, revealing the same kinet-
ics for the charging process at this concentration of acetonitrile of
1.5 M and at these simulated temperatures (298 K for acetonitrile
ections are the same. Two dimensional periodic boundary conditions are used, i.e.
NACN to the number of acetonitrile molecules.





Fig. 1. Top: evolution of the charge on the positive electrode of CDC-1200 in contact
with pure [BMI][PF6] for charging processes at three different potential differences:




























Fig. 2. Sum slice to slice (slice 1 correspond to the deepest slice in the electrode,
slice 4 is the slice at the interface) of the values of the charges on the carbon
atoms on the positive electrode during charging and discharging processes. Thelectrode of CDC-1200 during charging or discharging processes in the case of pure
BMI][PF6] (black) or solvated in acetonitrile (red). The monoexponential fits are in
range.
nd 400 K for pure ionic liquid). Here, the solvent does not have an
ffect on the charging dynamics at the electrode scale. The plateau
alues reached at the end of the simulation are the same, indicat-
ng that the capacitance are close for the two systems, in agreement
ith our previous results [20] where the gravimetric capacitance
as of 87 F/g for the system with pure ionic liquid and 80 F/g for
he system with solvent.
We can then compare the charging and the discharging (Fig. 2).
t first glance, the two processes seem really symmetric, the charg-
ng ending at around 25 e and the crossing between charging and
ischarging occuring at 12.5 e. To analyze in further detail the two
echanisms, we separate each electrode into four slices of same
olume, and sum slice per slice the values of the charges for both
he charging and the discharging. The results of the sum consists in
our globally constant plots. This methodology allows us to com-
are the kinetics of the charging and discharging phenomena in a
rustful way because we do not assume any mathematical func-
ion to describe the evolution of the charges on atoms. The four
lots obtained are constant, which reveals that the charging and
he discharging happen with the same kinetics.
.2. Number of atoms inside the electrodes
In the tables of Fig. 3, we examine the total number of ions
nside the electrodes at the initial and final states of the simulation,
n cases of pure ionic liquid. A non charged state is character-
zed by a small difference between cations and anions (|C − A| ≤ 5),
hereas charged states are characterized by a larger differencefour plots obtained are globally constant, which suggests that the two processes are
symmetric.
which depends on the applied potential difference. The sum C + A is
not particularly important with high potential differences. Further-
more, it fluctuates with no clear tendency (the standard deviation is
around 5) between initial and final states, confirming the exchange
of ions between the electrode and the bulk during the charging
process, already highlighted in our previous work [16].
For CDC-1200, during the charging process at 1 V, the number
of counter-ions increases by 20 - 35% for the anions, by 10 - 20%
for the cations, and the number of co-ions decreases by 20% for
the anions, and slightly less than 10% for the cations. Cations are
therefore less mobile than anions, according to their more complex
geometry and their larger size. Symmetrically, for the discharging,
we observe larger variations for anions (by 20 - 25%) than for cations
(a little more than 10%). The final state of the discharging is sim-
ilar to the initial state of the charging, even though not identical,
consistently with the fact that the latter has been obtained by the
constant charges methodology [26].
We now consider the simulations with solvent (tables of Fig. 4).
The number C − A is very similar in the cases with or without sol-
vent, according to the values of the charges on electrodes (Fig. 1).
The number C + A is smaller in the presence of solvent, because there
are less ions in the simulation cells with acetonitrile. It is therefore
possible to have the same value of the charge on the electrode with
fewer ions, if we add solvent to the system. As the charging and
discharging plots of Fig. 1 are very similar with or without acetoni-
trile, one hypothesis would have been to think that acetonitrile
is not present in the electrodes. From the number of molecules
in the tables of Fig. 4, we see that it is not the case at all. Inside
the electrodes, 80% of the molecules are acetonitrile molecules,
i.e. only marginally less than in the bulk (90%). Furthermore, we
notice that, along the charging and discharging processes, the num-
ber of acetonitrile molecules stays almost constant, which was
also recently evidenced from combined EQCM/NMR experiments
[23,25].
The evolution as a function of time of the number of anions and
cations, for a charging process at a 4 V potential difference, is pre-
sented in Fig. 5. As for smaller potential differences, two regimes
are observed: a first one where the number of ions changes quickly,
and a second regime where it evolves slowly. As done above for the
charges on the electrodes, it is possible to fit the evolution of the
number of ions by a monoexponential function. The characteris-
tic times  are given on Fig. 5. They are all of the same order of
magnitude (around 300 ps) and very close to that obtained for the











ig. 3. Number of ions (A: anions; C: cations), their difference and their sum, ins
harging at 1 V, 2 V or 4 V and the corresponding discharging, for pure ionic liquid, an
s around 5.umber of ions evolution) therefore happen with the same kinet-
cs. This is not surprising since the total charge on one electrode
irectly compensates the charge of the difference C − A. If we now
ook accurately at the evolution of different characteristic times for
ig. 4. Number of molecules (A: anions; C: cations; ACN: acetonitrile), their difference an
he simulations of charging at 1 V and the corresponding discharging, for solvated ionic liq
.
sitive and negative electrodes, at the initial and final states of the simulations of
different CDCs. Results are averaged over 1 ps of simulation. The standard deviationthe number of ions, we observe that the entrance of counter-ions
occurs faster than the departure of co-ions.
The evolution of the number of ions as a function of time for
charging simulations at a low potential difference (1 V) with and
d their sum, inside positive and negative electrodes, at the initial and final states of



















ig. 5. Evolution of the number of ions inside the positive and negative electrodes
uring a charging process at 4 V for the pure ionic liquid. The plots are fitted by a
onoexponential function (orange) and the characteristic times are given.
ithout solvent is presented in Fig. 6. When possible, the plots are
tted by a monoexponential exponential function and the associ-
ted characteristic times are given. In the case of pure ionic liquid,
e find the same result as the one obtained at higher potential
ifference: the entrance of counter-ions occurs faster than the
eparture of co-ions. The exponential fit is of poorer quality with
cetonitrile. It seems that the expulsion of co-ions is faster than
ounter-ions entrance in the presence of solvent (≈ 1 ns vs ≈
00 ps), whereas it is the contrary without solvent, whatever the
ig. 6. Evolution of the number of ions inside the positive and negative electrodes
uring a charging process at 1 V in the cases with or without solvent. When possible,
he plots are fitted by a monoexponential function (orange) and the characteristic
imes are given. The quality of the fit is poorer in the case of acetonitrile simulations,
nd also poorer than for simulations at high potential differences, as it was the case
or the evolution of the total charges.voltage. Other simulations at various potential differences on sol-
vated systems should be carried out to confirm this last result.
3.3. Density profiles
After analyzing the global quantities at the electrode scale, it is
possible to perform more detailed analysis at the pore scale. It is
easy to calculate ionic densities close from a planar surface [37]. In
the case of the irregular surfaces of CDCs, this calculation becomes
more delicate. A local accessible surface is defined by the center of a
probe sphere of argon traveling on a grid along the electrode (exper-
imentally, it is also argon that is commonly used to measure specific
surface areas in the case of porous materials [38]). Locally, another
planar surface, parallel to the previous one, can be defined by the
contact between the radii of the carbon spheres and the probe
sphere: it is the so called Connolly surface [39–41]. This method-
ology suffers from not distinguishing the surfaces that are actually
accessible to the electrolyte (open pores) from the ones that are
not (closed pores). Nevertheless, there are few closed pores in the
investigated electrodes here, and not taking them into account just
adds a small fixed shift on the distance of the ions to the surface. As
we use data to make comparisons and not to conclude on absolute
values, this does not influences our results.
In Fig. 7 we show the density profiles of anions and cations as
a function of the distance to the carbon atoms surface, for differ-
ent chosen times. Looking at the y-axis, we note that counter-ions
are more numerous than co-ions, according to the polarization
of the electrode. During the charging process, the counter-ions
density increases keeping the same distance to the carbon. At 1
V potential differences (data not shown here), the co-ions den-
sity also decreases keeping the same distance to the carbon.
The density maxima of counter-ions and co-ions are located at
almost the same distance to the carbon (the cation seems in some
cases to get closer from the surface than the anion, according to
our previous results [16], but this could be an artefact caused
by the coarse-grained model). Looking at the kinetics of evolu-
tion of the density peaks, we notice that most of the changes
occurs during the first nanosecond, as it is the case with the
number of ions evolution. After ≈ 6 ns, the peaks do not evolve
anymore. Again, we find the two regimes during the dynamical
processes, one very fast, and the other slower. The same behaviour
is obtained for the negative electrode. The analysis of the density
profiles during the discharging processes gives the same results
in line with the symmetric evolution of the total charges on
electrodes.
For the charging at 1 V, the density of ions evolves with the peak
staying at the same distance to the carbon. We also observe that
behaviour for the counter-ions density at 4 V. However, at 4 V, the
co-ions density not only decreases (the integral of the plot at 2900
ps is inferior to the one at 100 ps) but also moves away from the car-
bon surface. A similar smaller shift is observed in simulations at 2 V.
At high potential differences, co-ions have the possibility to move
away from the carbon surface, which facilitates the access of the
counter-ions and thus their adsorption on the polarized electrode
[42]. There is then a different organization of the ionic liquid at high
potential differences. At 0 V, the charge on the electrodes vanishes
on average, counter-ions and co-ions can coexist close to the car-
bon without any preferential organization besides the one caused
by steric effects between charged molecules. With a relatively
high potential, co-ions move away from carbon to facilitate the
approach of counter-ions and because the polarization of the elec-
trode is unfavourable to them. Nevertheless, we do not observe two
distinct layers of counter-ions and co-ions because their density
peaks at 2900 ps are located at 0.62 nm and 0.76 nm respectively,
leading to a 0.14 nm difference, which is smaller than the sum of the
radii of anions and cations (equal to 0.56 nm). The same behaviour
Fig. 7. Density profiles of anions (left panel) and cations (right panel) inside the positive electrode (top) and the negative electrode (bottom) as a function of the distance to
the carbon surface, for charging simulations at 4 V, in the case of pure ionic liquid, at 6 chosen times. Each plot is obtained by averaging the density over 100 picoseconds.
The black plot corresponds to the beginning of the simulation and that in light blue corresponds to the end of the simulation.
Fig. 8. Density profiles of anions (left panel) and cations (right panel) inside the positive electrode (top) and the negative electrode (bottom) as a function of the distance to
the carbon surface, for charging simulations at 1 V, in the case of solvated ionic liquid, at 5 chosen times. Each plot is obtained by averaging the density over 100 picoseconds.





















s obtained for the co-ions in the negative electrode. These conclu-
ions on density profiles can also be found for CDC-950, which has
he same average pore size of CDC-1200 (0.9 nm [29]), but a more
rregular distribution of pore sizes (it presents a large pore in the
iddle of the electrode). This suggests that the average pore size
s the structural parameter of main importance. In CDC-800, at
V, we observe the removal of co-ions, but to a lesser extent than
he other two electrode structures. Indeed, CDC-800 has a smaller
verage pore size (0.75 nm [29]), thus preventing species to really
ove away or get closer to the carbon surfaces. Again, the analyses
f the discharges give the same results, confirming the symmetric
echanism for the discharging process.
For the charging with solvent at 1 V, we observe a slight shift of
he density peak of co-ions (Fig. 8). This effect is more visible on the
ositive electrode, which mainly attracts anions, less voluminous
nd more mobile than cations. The density profiles for acetonitrile
o not vary as a function of time, proving again that acetonitrile as
neutral molecule is not really affected by the polarization of the
ystems. Overall, adding solvent to pure electrolytes facilitates the
ig. 9. Percentage of anions and cations in the four different confinement sites [28] in the c
n the case of charging at 1 V for solvated electrolyte systems. When possible, the plots archarging, avoiding to apply a high voltage, because it allows the
co-ions to move away from the surface.
3.4. Looking at the pore scale
In order to learn more about this removal of species from the
carbon surfaces, we use our previous definition of the degree of
confinement [28] distinguishing four different types of pores, from
less confined to more confined: edges, planes, hollows, pockets.
Fig. 9 presents the evolution of anions or cations in each type
of pore during the charging of CDC-1200 at 4 V with pure elec-
trolyte. Counter-ions move towards high confinement sites, whilst
co-ions move towards low confinement sites. The latter can never
access pockets, for example. Furthermore, we can note the follow-
ing result: co-ions go mostly from planes to edges, and counter-ions
go mostly from edges to hollows and pockets. The fact that it is
possible to identify distinct co-ion and a counter-ion behaviours
suggests that these conclusions could be generalizable to other
ase of charging at 4 V for pure ionic liquid, and percentage of acetonitrile molecules























































onic liquids, at least in the cases where there is a relative mor-
hology difference between anions and cations.
When it is possible, the plots of Fig. 9 are fitted with a mono-
xponential function (indeed, not all observed quantities behave
n a monoexponential way). From the corresponding characteristic
imes, we conclude that the reorganization of counter-ions is faster
han that of the co-ions. Comparing these characteristic times to the
nes already obtained in all this study, we can also conclude that
he reorganization of counter-ions process is the fastest event. The
nalyses of the reorganization for the discharging processes leads
o the same conclusions. For low potential differences, the same
ehaviours are observed, but the processes are slower, as for the
harges or the number of ions inside the electrodes. Furthermore,
he same behaviours are obtained for the three studied CDCs. For
olvated systems, the plots are noisier, but we can also identify that
he reorganization of co-ions occurs between edges and planes and
hat the one of counter-ions occurs mainly between planes and
ollows. The pockets are almost never occupied by the ionic liquid
ecause they contain the solvent, which is smaller (r ≈ 0.242 nm
hereas for the cation, r ≈ 0.31 nm, and for the anion, r ≈ 0.253 nm).
inally, it is also interesting to note that for acetonitrile, there is no
reference for a certain type of site. The proportion of acetonitrile
olecules in each site is constant in time for either charging or
ischarging processes, according to what we already concluded for
eutral molecules.
. Conclusions
The results presented in this article allow us to conclude that
harging and discharging are symmetrical processes that happen
ith the same kinetics. There are two regimes of response for
he different quantities observed: first, a very fast regime and
hen, a slower second one. Furthermore, a high potential differ-
nce between electrodes accelerates the dynamical processes. The
ddition of solvent changes slightly the charging mechanism at
he pore scale even if no major difference is seen at the electrode
cale. A parallel can be drawn between the effects of increasing
otential and adding solvent: the co-ions displacements is more
vident and in particular their distance to the carbon electrodes
an change more easily. In addition, we characterized the kinetics
f the phenomena happening either at the pore scale or the elec-
rode scale. Characteristic times have been identified, allowing to
stablish a classification for the charging mechanism, confirmed
y the study of three different structures of carbon electrodes at
arious potentials:
the inter-site reorganization of counter-ions is faster than that
of co-ions
the counter-ions entrance into the electrode is faster than the
exit of co-ions, with pure ionic liquids. Other simulations with
various solvent concentrations submitted to various potential
differences would be necessary to confirm that the mechanism
is opposite with solvent.
the total charge on the electrode and the total number of ions
inside the electrode evolves with the same characteristic time
because the total charge on the electrode exactly compensates
that of the ions inside the electrode, and reciprocally
This work provides knowledge on the behaviour of [BMI][PF6]
onic liquid based supercapacitors, and as emphasized in the arti-
le, some co-ions and counter-ions behaviours suggest that the
esults could be the extendable to other ionic liquids. Understand-
ng precisely the functioning of supercapacitors is a major step for
mproving performances of these devices.
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