An algorithmic framework to compute sparse or minimal-TV solutions of linear systems is proposed. The framework includes both the Kaczmarz method and the linearized Bregman method as special cases and also several new methods such as a sparse Kaczmarz solver.
INTRODUCTION
Sparse solutions of linear systems play a vital role in several active fields and form the backbone of the theory known as compressed sensing [1, 2] . A prominent approach to compute such sparse solutions in the underdetermined case is to compute solutions with minimal 1 -norm and this is known as Basis Pursuit [3] . There exists a large body of literature to compute solutions to this problem and we only refer to the recent review [4] . In this work we propose a framework that addresses two fundamental problems: 1) The problem may be too large to fit into the computer's memory and hence, only parts of the whole problem can be processed at once.
2) The measurement process may be very slow, i.e. it takes considerable time to obtain a new row of the measurement matrix and the corresponding entry in the right hand side. Our algorithmic framework to compute sparse solutions uses (in the extreme case) only a single row of the measurement matrix in each step. The framework is flexible enough to include "block processing" of the matrix and also allows for generalization to sparse solutions in dictionaries (also known as 1 -analysis minimization [5, 6] ) and total variation minimization [7] . Our work can be seen as a combination of the Kaczmarz-approach [8] (also known as ART [9] ) and the linearized Bregman method [10] and we follow the framework laid out in [11] . Note that a different and heuristic sparse Kaczmarz solver have been proposed in [12] and a methodology for online compressed sensing based on homotopy was proposed in [13, 14] .
THE SPARSE KACZMARZ SOLVER AND THE
LINEARIZED BREGMAN METHOD
The Kaczmarz solver
We consider a matrix A ∈ R m×n with n > m with rows a
, a vector b ∈ R m and aim to find solutions to the underdetermined system of equations Ax = b. A classical iterative method that only uses a single row a T k in each step is Kaczmarz's method [8] . It consists of iterative projections onto the hyperplanes
in iteration k we choose an index r(k) and perform
The control sequence could be simply cyclic (r(k) = (k mod m)+1) but also randomized sequences are of use (cf. [15] where a convergence rate is proven when one samples the rows with probability equal to their squared norm). Convergence can be ensured, if the control sequence picks up any index infinitely often [16] and we call these control sequences admissible. The Kaczmarz method converges for any system Ax = b that has a solution and moreover, it converges towards the least squares solution. Interestingly, a very small change in the algorithm makes it converge to a sparse solution: 
converges to a solution of 
Here f * is the convex dual of f , i.e. f
From sparse block-Kaczmarz to the linearized Bregman method
The flexibility of the BPSFP-framework allows to devise a blockwise method as follows: 
the current iterate is orthogonally projected onto L r(k)
by the pseudo-inverse of A r(k) ). A similar treatment would be possible for the sparse Kaczmarz method, but the corresponding Bregman projection onto L r(k) is not straight forward. A simpler method is based on the following idea: For each block compute a hyperplane that separates the current iterate from L r(k) and then calculate the Bregman projection onto this hyperplane. The iteration is
and converges to a solution of (2) (cf. [11, Corollary 2.9]).
Remark 2. The stepsize t k was called "dynamic" stepsize in [11] . Another (usually worse) alternative is t k = A r(k) −2 but also an exact stepsize similar to Remark 1 is possible (cf. [11, Algorithm 1] ) and usually leads to faster convergence.
In the extreme case of just one block (L = 1), the resulting iteration reads as
and is precisely the linearized Bregman method from [10] (up to the stepsize t k which is set constant t = A −2 there).
ONLINE COMPRESSED SENSING
As an illustration of the potential of the proposed method, we take the following compressed sensing scenario: Assume that a sparse quantity x ∈ R n can be measured by linear measurements, i.e. that one can generate numbers b k = a T k x for some vectors a k ∈ R n , and for simplicity we assume that the vectors a k contain Gaussian randomly distributed entries. Moreover, assume that it is both costly and time-consuming to take one measurement. In the classical compressed sensing scenario one would estimate the sparsity of the unknown solution (i.e. the number of nonzeros in x), then calculate the number m of measurements that is needed to guarantee that the solution of min x x 1 , a 2 for some large enough λ, cf. [17, 18] ). In our new framework, we can start solving
as soon as the first l measurements have been taken. There are at least two different possibilities to do so:
1. Increasing cycle sparse Kaczmarz: Perform sweeps of the sparse Kaczmarz method (1) with r(k) = (k mod l) + 1.
Increasing linearized Bregman method: Perform linearized Bregman iterations (4) with
To illustrate the performance of both methods we generated a vector x ∈ R n with n = 1500 and 20 non-zero entries, initialized with a matrix A consisting of a single row. Then we started the increasing cycle sparse Kaczmarz and the increasing linearized Bregman method, added a row to A every 0.1 seconds and plotted the relative residual A l x k −b l / b l and the relative reconstruction error Figure 1 . One clearly observes an interesting phenomenon: The residual decreases as expected and in the beginning, it shoots up to a large value as soon as a new line is added to the linear system; but from some point on this is not true anymore and the residual stays small and most interestingly: This happens precisely when the reconstruction error drops down drastically, indicating that the true sparse solution has been found. This effect can be exploited to stop doing measurements much earlier than indicated by a precomputed number m by just observing the evolution of the residual. 
TV TOMOGRAPHY
To illustrate the flexibility of the BPSFP framework, we show a possibility to handle total variation minimization problems in a Kaczmarz style. The Kaczmarz method has proven to be an efficient tool in computerized tomography. It is used to compute least squares solutions in the case of an overdetermined system Ax = b, i.e. minimizers of Ax − b 2 . To lower the dose of radiation it is desirable to reduce the number of X-ray projections. If the resulting linear system is underdetermined, further regularization is needed to obtain meaningful solutions. We consider a phantom of 128 × 128 pixels and 3128 measurements (i.e. approximately five times undersampling) 1 . total variation regularization, i.e. we are interested in the solution of
(where |∇u| stands for the Euclidean norm of the gradient of u, applied pointwise). As such the problem does not fit directly into our algorithmic framework and we propose to introduce an auxiliary variable p, add a quadratic regularization and reformulate (5) as
Now we treat both constraints separately: The constraints Au = b are treated as single hyperplane constraints a
We use the AIRtools toolbox [19] to obtain the tomography matrix.
b k . This leads to well known Kaczmarz steps for the u vari- 
with the two-dimensional shrinkage function S 
RADIO INTERFEROMETRY
In radio interferometry, multiple radio antennas record timeresolved amplitudes of radio emission from a small region of the sky [20] . The correlation between the amplitudes at any pair of antennas defines a sampling point in the spatial Fourier representation of the image; its position is determined by the vectorial distance between the antennas. This sparse frequency sampling lends itself to reconstruction approches based on compressed sensing [1, 21, 22, 23, 24, 25] .
A single, "snapshot" measurement results in a characteristic Fourier domain sampling pattern, 4a. Since this pattern is very sparse, it often contains too little information for accurate reconstruction. However, over the course of a day, the sampling pattern changes with the rotation of the Earth. Thus, by combining the data from several measurements, much better coverage can be obtained, 4b. Since observation time is scarce and expensive, it is desirable to only collect the minimum number of measurements necessary for reconstruction. Using an online reconstruction algorithm, 3, it is possible to continuously monitor the reconstruction result while new data is added. More importantly, the residual Ax k − b provides feedback about the amount of information in each incoming data block: a new block that contains additional information instantly increases the residual because of the additional rows in A, while a redundant block causes no significant change in the residual. The absence of this increase in the residual value can serve as a stopping criterion for the measurement process.
We illustrate this application using simulated measurements of the radio source Sagittarius A West, 5a, in 7.5-minute intervals with the Very Large Array telescope. The sampling pattern of each 7.5-minute observational data block resembles a rotated copy of 4a; after a 12-hour observation, this results in the pattern shown in 4b. Each data block b l is related to the true image by a corresponding sampled Fourier transform A l . While waiting for the next block, 300 iterations of (3) are performed on the blocks accumulated so far. Whenever a new data block is added, r(k) starts with the newest block, followed by all others in a cyclic scheme. λ is set to 10 −4 x 1 , where x is the ground truth image. Since negative intensities are not physically possible, we enforce the additional constraint x ≥ 0 by truncating negative components of z k+1 to zero before evaluating S λ (z k+1 ) (a step that amounts to a Bregman projection onto the non-negative orthant, cf. [11, Lemma 2.5]). The residuals after each step are plotted in 6. After 5 400 iterations, when 18 blocks have been processed, additional data blocks stop causing a significant increase in the residual, and the relative reconstruction error abruptly drops from about 4 % to about 2 %. In a practical setting, the measurement could now be stopped, based on an observation that relies only on the residual, freeing the telescope for other observations, and the algorithm could perform additional iterations on the available data until convergence. In our experiment, we successively add the remaining blocks, and the algorithm converges to a final relative error of about 0.85 %, 5b.
