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We give an explicit representation of central measures corresponding to fi-
nite Toeplitz non-negative definite sequences of complex q × q matrices. Such
measures are intimately connected to central q × q Carathéodory functions.
This enables us to prove an explicit representation of the non-stochastic spec-
tral measure of an arbitrary multivariate autoregressive stationary sequence
in terms of the covariance sequence.
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1. Introduction
If κ is a non-negative integer or if κ =∞, then a sequence (Cj)κj=−κ of complex q × q ma-
trices is called Toeplitz non-negative definite if, for each non-negative integer n with
n ≤ κ, the block Toeplitz matrix Tn := [Cj−k]nj,k=0 is non-negative Hermitian. In
the second half of the 1980’s, the first two authors intensively studied the structure of
Toeplitz non-negative definite sequences of complex q × q matrices in connection with
interpretations in the languages of stationary sequences, Carathéodory interpolation, or-
thogonal matrix polynomials etc. (see [8, 9] and also [5] for a systematic treatment of
several aspects of the theory).
In particular, it was shown in [8, Part I] (see also [5, Section 3.4]) that the structure
of the elements of a Toeplitz non-negative definite sequence of complex q × q matrices
is described in terms of matrix balls which are determined by all preceding elements.
Amongst these sequences there is a particular subclass which plays an important role,
namely the so-called class of central Toeplitz non-negative definite sequences of complex
q × q matrices. These sequences are characterized by the fact that starting with some
index all further elements of the sequences coincide with the center of the matrix ball
in question. Central Toeplitz non-negative definite sequences possess several interesting
extremal properties (see [8, Parts I–III]) and a remarkable recurrent structure (see [5,
Thm. 3.4.3]).
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In view of the matrix version of a classical theorem due to Herglotz (see, e. g. [5,
Thm. 2.2.1]), the set of all Toeplitz non-negative definite sequences coincides with the
set of all sequences of Fourier coefficients of q × q non-negative Hermitian Borel measures
on the unit circle T := {z ∈ C : |z| = 1} of C. If (Cj)∞j=−∞ is a Toeplitz non-negative def-
inite sequence of complex q × q matrices and if µ denotes the unique q × q non-negative
Hermitian Borel measure on T with (Cj)
∞
j=−∞ as its sequence of Fourier coefficients then
we will call µ the spectral measure of (Cj)
∞
j=−∞. In the special case of a central Toeplitz
positive definite sequence of complex q × q matrices, i. e., if for each non-negative inte-
ger n the block Toeplitz matrix Tn := [Cj−k]nj,k=0 is positive Hermitian, in [8, Part III]
(see also [5, Section 3.6]), we stated an explicit representation of its spectral measure.
In particular, it turned out that in this special case its spectral measure is absolutely
continuous with respect to the linear Lebesgue-Borel measure on the unit circle and that
the corresponding Radon-Nikodym density can be expressed in terms of left or right
orthogonal matrix polynomials.
The starting point of this paper was the problem to determine the spectral measure
of a central Toeplitz non-negative definite sequence of complex matrices. An important
step on the way to the solution of this problem was gone in the paper [11], where
it was proved that the matrix-valued Carathéodory function associated with a central
Toeplitz non-negative definite sequence of complex matrices is rational and, additionally,
concrete representations as quotient of two matrix polynomials were derived. Thus,
the original problem can be solved if we will be able to find an explicit expression for
the Riesz-Herglotz measure of a rational matrix-valued Carathéodory function. This
question will be answered in Thm. 2.14. As a first essential consequence of this result we
determine the Riesz-Herglotz measures of central matrix-valued Carathéodory functions
(see Thm. 5.10). Reformulating Thm. 5.10 in terms of Toeplitz non-negative definite
sequences, we get an explicit description of the spectral measure of central Toeplitz
non-negative definite sequences of complex matrices (see Thm. 5.11).
In the final Section 6, we apply Thm. 5.11 to the theory of multivariate stationary
sequences. In particular, we will be able to express explicitly the non-stochastic spectral
measure of a multivariate autoregressive stationary sequence by its covariance sequence
(see Thm. 6.2).
2. On the Riesz-Herglotz measure of rational matrix-valued
Carathéodory functions
In this section, we give an explicit representation of the Riesz-Herglotz measure of an
arbitrary rational matrix-valued Carathéodory function.
Let R, Z, N0, and N be the set of all real numbers, the set of all integers, the set of
all non-negative integers, and the set of all positive integers, respectively. Throughout
this paper, let p, q ∈ N. If X is a non-empty set, then by X q×p we denote the set of all
q × p matrices each entry of which belongs to X . The notation X q is short for X q×1. If
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X is a non-empty set and if x1, x2, . . . , xq ∈ X , then let
col(xj)
q
j=1 :=


x1
x2
...
xq

 .
For every choice of α, β,∈ R ∪ {−∞,+∞}, let Zα,β := {m ∈ Z : α ≤ m ≤ β}. We will
use Iq and Oq×p for the unit matrix belonging to Cq×q and the null matrix belonging to
C
q×p, respectively. For each A ∈ Cq×q, let ReA := 12(A + A∗) and ImA := 12i(A − A∗)
be the real part and the imaginary part of A, respectively. If κ ∈ N0 ∪ {+∞}, then
a sequence (Cj)
κ
j=−κ of complex q × q matrices is called Toeplitz non-negative definite
(resp. Toeplitz positive definite) if, for each n ∈ Z0,κ, the block Toeplitz matrix
Tn := [Cj−k]nj,k=0
is non-negative Hermitian (resp. positive Hermitian). Obviously, if m ∈ N0, then
(Cj)
m
j=−m is Toeplitz non-negative definite (resp. Toeplitz positive definite) if the block
Toeplitz matrix Tm = [Cj−k]mj,k=0 is non-negative Hermitian (resp. positive Hermitian).
Let Ω be a non-empty set and let A be a σ-algebra on Ω. A mapping µ whose domain
is A and whose values belong to the set Cq×q≥ of all non-negative Hermitian complex
q × q matrices is said to be a non-negative Hermitian q × q measure on (Ω,A) if it
is countably additive, i. e., if µ(
⋃∞
k=1 Ak) =
∑∞
k=1 µ(Ak) holds true for each sequence
(Ak)
∞
k=1 of pairwise disjoint sets which belong to A. The theory of integration with
respect to non-negative Hermitian measures goes back to Kats [15] and Rosenberg [17].
In particular, we will turn our attention to the setMq≥(T) of all non-negative Hermitian
q × q measures on (T,BT), where BT is the σ-algebra of all Borel subsets of the unit
circle T := {z ∈ C : |z| = 1} of C.
Non-negative Hermitian measures belonging to Mq≥(T) are intimately connected to
the class Cq(D) of all q × q Carathéodory functions in the open unit disk D := {z ∈
C : |z| < 1} of C. A q × q matrix-valued function Φ: D→ Cq×q which is holomorphic in
D and which fulfills ReΦ(z) ∈ Cq×q≥ for all z ∈ D is called q × q Carathéodory function in
D. The matricial version of a famous theorem due to F. Riesz and G. Herglotz illustrates
the mentioned interrelation:
Theorem 2.1. (a) Let Φ ∈ Cq(D). Then there exists one and only one measure µ ∈
Mq≥(T) such that
Φ(z)− i ImΦ(0) =
∫
T
ζ + z
ζ − zµ(dζ) (2.1)
for each z ∈ D. For every choice of z in D, furthermore,
Φ(z)− i ImΦ(0) = C [µ]0 + 2
∞∑
j=1
C
[µ]
j z
j
where
C
[µ]
j :=
∫
T
ζ−jµ(dζ), (2.2)
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for each j ∈ Z are called the Fourier coefficients of µ.
(b) Let H be a Hermitian complex q × q matrix and let µ ∈Mq≥(T). Then the function
Φ: D→ Cq×q defined by
Φ(z) :=
∫
T
ζ + z
ζ − zµ(dζ) + iH
belongs to Cq(D) and fulfills ImΦ(0) = H.
A proof of Thm. 2.1 is given, e. g., in [5, Thm. 2.2.2, pp. 71/72]. If Φ ∈ Cq(D), then
the unique measure µ ∈ Mq≥(T) which fulfills (2.1) for each z ∈ D is said to be the
Riesz-Herglotz measure of Φ.
Let δu be the Dirac measure on (T,BT) with unit mass at u ∈ T.
Example 2.2. Let u ∈ T and W ∈ Cq×q≥ . Then Thm. 2.1 yields that the function
Φ: D → Cq×q defined by Φ(z) := u+zu−zW belongs to Cq(D) with Riesz-Herglotz measure
µ := δuW . The Fourier coefficients of µ are given by C
[µ]
j = u
−jW for all j ∈ Z and the
function Φ admits the representation Φ(z) = [1 + 2
∑∞
j=1(zu)
j ]W for all z ∈ D.
Let R(A) and N (A) be the column space and the null space of a p× q complex matrix
A, respectively.
Lemma 2.3. Let Φ ∈ Cq(D) with Riesz-Herglotz measure µ. For all z ∈ D,
R(Φ(z)− i ImΦ(0)) = R(µ(T)) = R(ReΦ(z))
and
N (Φ(z)− i ImΦ(0)) = N (µ(T)) = N (ReΦ(z)).
Proof. Let z ∈ D. Since Re(Φ(z) − i ImΦ(0)) = ReΦ(z) ∈ Cq×q≥ , we obtain from [12,
Lem. A.8, parts (a) and (b)] then R(ReΦ(z)) ⊆ R(Φ(z) − i ImΦ(0)) and N (Φ(z) −
i ImΦ(0)) ⊆ N (ReΦ(z)). In view of (2.1), the application of [13, Lem. B.2(b)] yields
R(Φ(z) − i ImΦ(0)) ⊆ R(µ(T)) and N (µ(T)) ⊆ N (Φ(z) − i ImΦ(0)). From (2.1), we
get ReΦ(z) =
∫
T
(1 − |z|2)/|ζ − z|2µ(dζ). Since (1 − |z|2)/|ζ − z|2 > 0 for all ζ ∈ T,
the application of [13, Lem. B.2(b)] yields R(ReΦ(z)) = R(µ(T)) and N (ReΦ(z)) =
N (µ(T)), which completes the proof.
Now we consider the Riesz-Herglotz measures for a particular subclass of Cq(D). In
particular, we will see that in this case, the Riesz-Herglotz measure is absolutely con-
tinuous with respect to the linear Lebesgue measure λ defined on BT and that the
Radon-Nikodym density can be always chosen as a continuous function on T.
By a region of C we mean an open, connected, non-empty subset of C. For all z ∈ C
and all r ∈ (0,+∞), let K(z; r) := {w ∈ C : |w − z| < r}.
Lemma 2.4. Let D be a region of C such that K(0; r) ⊆ D for some r ∈ (1,+∞) and
let F : D → Cq×q be holomorphic in D such that the restriction Φ of F onto D belongs
to Cq(D). Then the Riesz-Herglotz measure µ of Φ admits the representation
µ(B) =
1
2π
∫
B
ReF (ζ)λ(dζ),
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for each B ∈ BT.
A proof of Lem. 2.4 can be given by use of a matrix version of an integral formula due
to H. A. Schwarz (see, e. g. [5, p. 71]).
In particular, Lem. 2.4 contains full information on the Riesz-Herglotz measures of
that functions belonging to Cq(D) which are restrictions onto D of rational matrix-valued
functions without poles on T. Our next goal is to determine the Riesz-Herglotz measure
of functions belonging to Cq(D) which are restrictions onto D of rational matrix-valued
functions having poles on T. First we are going to verify that in this case all poles on T
have order one. Our strategy of proving this is based on the following fact:
Lemma 2.5. Let Φ ∈ Cq(D) with Riesz-Herglotz measure µ. For each u ∈ T, then
µ({u}) = lim
r→1−0
1− r
2
Φ(ru). (2.3)
A proof of Lem. 2.5 is given, e. g., in [6, Lem. 8.1]. As a direct consequence of Lem. 2.5
we obtain:
Remark 2.6. Let D be a region of C such that K(0; r) ⊆ D for some r ∈ (1,+∞) and let
F : D → Cq×q be holomorphic such that the restriction Φ of F onto D belongs to Cq(D).
Then the Riesz-Herglotz measure µ of Φ fulfills µ({u}) = Oq×q for all u ∈ T.
Proposition 2.7. Let D be a region of C such that K(0; r) ⊆ D for some r ∈ (1,+∞)
and let F be a q × q matrix-valued function meromorphic in D such that the restriction
Φ of F onto D belongs to Cq(D). Furthermore, let u ∈ T be a pole of F . Then u is a
simple pole of F with Res(F, u) = −2uµ({u}) and
lim
r→1−0[(ru− u)F (ru)] = −2uµ({u}), (2.4)
where Res(F, u)s the residue of F at u and µ is the Riesz-Herglotz measure of Φ.
Proof. Because of Lem. 2.5, we have (2.3), which implies (2.4). Denote by k the order
of the pole u of F . Then k ∈ N and
lim
z→u(z − u)
kF (z) = A 6= Oq×q. (2.5)
In the case k > 1, we infer from (2.4) that
lim
r→1−0
[
(ru− u)kF (ru)
]
=
[
lim
r→1−0(ru− u)
k−1
][
lim
r→1−0[(ru− u)F (ru)]
]
= Oq×q,
which contradicts (2.5). Thus k = 1 and the application of (2.4) completes the proof.
Since every complex-valued function f meromorphic in a region D of C can be written
as f = g/h with holomorphic functions g, h : D → C, where h does not vanish identically
in D (see, e. g., [3, Thm. 11.46]), we obtain:
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Remark 2.8. For every p× q matrix-valued function F meromorphic in a region D of
C, there exist a holomorphic matrix-valued function G : D → Cp×q and a holomorphic
function h : D → C which does not vanish identically in D, such that F = h−1G.
If f is holomorphic at a point z0 ∈ C, then, for each m ∈ N0, we write f (m)(z0) for
the mth derivative of f at z0.
Lemma 2.9. Let F be a p× q matrix-valued function meromorphic in a region D of C.
In view of Rem. 2.8, let G : D → Cp×q and h : D → C be holomorphic such that h does
not vanish identically in D and that F = h−1G holds true. Suppose that w ∈ D is a
zero of h with multiplicity m > 0. Then w is a pole (including a removable singularity)
of F , the order k of the pole w fulfills 0 ≤ k ≤ m, and h(m)(w) 6= 0 holds true. For all
ℓ ∈ Zk,m, furthermore,
lim
z→w
[
(z − w)ℓF (z)
]
=
m!
(m− ℓ)!h(m)(w)G
(m−ℓ)(w). (2.6)
Proof. Obviously w is a pole (or a removable singularity) of F and k fulfills 0 ≤ k ≤ m.
Since h is holomorphic, there is an r ∈ (0,+∞) such that K := K(w; r) is a subset of
D and h(z) 6= 0 for all z ∈ K \ {w}. Then F is holomorphic in K \ {w}. Let ℓ ∈ Zk,m.
Then there is a holomorphic function Φℓ : K → Cp×q such that F (z) = (z − w)−ℓΦℓ(z)
for all z ∈ K \ {w}. Consequently,
lim
z→w
[
(z − w)ℓF (z)
]
= Φℓ(w). (2.7)
Since w is a zero of h with multiplicity m ≥ ℓ, there exists a holomorphic function
ηℓ : D → C such that h(z) = (z − w)ℓηℓ(z) holds true for all z ∈ D. Furthermore, we
have
h(z) =
∞∑
j=m
h(j)(w)
j!
(z − w)j
for all z ∈ K, where h(m)(w) 6= 0. Thus, for all z ∈ K, we conclude
ηℓ(z) =
∞∑
j=m
h(j)(w)
j!
(z − w)j−ℓ.
Comparing the last equation with the Taylor series representation of ηℓ centered at w,
we obtain η
(s)
ℓ (w) = 0 for all s ∈ Z0,m−ℓ−1 and
η
(m−ℓ)
ℓ (w)
(m− ℓ)! =
h(m)(w)
m!
.
Using the general Leibniz rule for differentiation of products, we get then
(ηℓΦℓ)
(m−ℓ)(w) =
m−ℓ∑
s=0
(
m− ℓ
s
)[
η
(s)
ℓ (w)
][
Φ
(m−ℓ−s)
ℓ (w)
]
=
(m− ℓ)!h(m)(w)
m!
Φℓ(w),
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which, in view of h(m)(w) 6= 0, implies
Φℓ(w) =
m!
(m− ℓ)!h(m)(w) (ηℓΦℓ)
(m−ℓ)(w). (2.8)
Obviously, we have
ηℓ(z)Φℓ(z) = ηℓ(z)
[
(z − w)ℓF (z)
]
= h(z)F (z) = G(z)
for all z ∈ K \{w}. Since G is holomorphic, by continuity, this implies (ηℓΦℓ)(z) = G(z)
for all z ∈ K and, hence (ηℓΦℓ)(m−ℓ)(w) = G(m−ℓ)(w). Thus, from (2.7) and (2.8) we
finally obtain (2.6).
Lemma 2.10. Let D be a region of C such that K(0; r) ⊆ D for some r ∈ (1,+∞) and
let F be a q × q matrix-valued function meromorphic in D such that the restriction Φ
of F onto D belongs to Cq(D). In view of Rem. 2.8, let G : D → Cq×q and h : D → C
be holomorphic such that h does not vanish identically in D and that F = h−1G holds
true. Let u ∈ T be a zero of h with multiplicity m > 0. Then:
(a) u is either a removable singularity or a simple pole of F .
(b) h(m)(u) 6= 0 and
µ({u}) = −m
2uh(m)(u)
G(m−1)(u), (2.9)
where µ is the Riesz-Herglotz measure of Φ.
(c) If there is no z ∈ D with G(z) = Oq×q and h(z) = 0, then u is a pole of F .
(d) u is a removable singularity of F if and only if G(m−1)(u) = Oq×q or equaivalently
µ({u}) = Oq×q.
Proof. Obviously h(m)(u) 6= 0 and u is either a removable singularity or a pole of F ,
which then is simple according to Prop. 2.7, i. e., the order of the pole u of F is either 0
or 1. Thus, we can chose ℓ = 1 in Lem. 2.9 and obtain
lim
r→1−0[(ru− u)F (ru)] =
m
h(m)(u)
G(m−1)(u). (2.10)
Prop. 2.7 yields (2.4). Comparing (2.4) and (2.10), we get (2.9). The rest is plain.
Now we will extend the statement of Lem. 2.10 for the case of rational matrix-valued
functions. For this reason we will first need some notation.
For each A ∈ Cq×q, let detA be the determinant of A and let A♯ be the classical adjoint
of A or classical adjugate (see, e. g., Horn/Johnson [14, p. 20]), so that AA♯ = (detA)Iq
and A♯A = (detA)Iq. If Q is a q × q matrix polynomial, then Q♯ : C→ Cq×q defined by
Q♯(z) := [Q(z)]♯ is obviously a matrix polynomial as well.
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Proposition 2.11. Let P and Q be complex q × q matrix polynomials such that detQ
does not vanish identically and the restriction Φ of PQ−1 onto D belongs to Cq(D).
Let u ∈ T be a zero of detQ with multiplicity m > 0. Then u is either a removable
singularity or a simple pole of PQ−1. Furthermore, (detQ)(m)(u) 6= 0 and
µ({u}) = −m
2u(detQ)(m)(v)
(PQ♯)(m−1)(u),
where µ is the Riesz-Herglotz measure of Φ.
Proof. The functionsG := PQ♯ and h := detQ are holomorphic in C such that h does not
vanish identically, and F := PQ−1 is meromorphic in C and admits the representation
F = h−1G. Hence, the application of Lem. 2.10 completes the proof.
Proposition 2.12. Let Q and R be complex q × q matrix polynomials such that detQ
does not vanish identically and the restriction Φ of Q−1R onto D belongs to Cq(D).
Let u ∈ T be a zero of detQ with multiplicity m > 0. Then u is either a removable
singularity or a simple pole of Q−1R. Furthermore, (detQ)(m)(u) 6= 0 and
µ({u}) = −m
2u(detQ)(m)(v)
(Q♯R)(m−1)(u),
where µ is the Riesz-Herglotz measure of Φ.
Proof. Apply Prop. 2.11 to (Q−1R)T.
As usual, if M is a finite subset of Cp×q, then the notation ∑A∈MA should be
understood as Op×q in the case that M is empty. In the following, we continue to use
the notations λ and δu to designate the linear Lebesgue measure on (T,BT) and the
Dirac measure on (T,BT) with unit mass at u ∈ T, respectively. Now we are able to
derive the main result of this section.
Theorem 2.13. Let r ∈ (1,+∞), let D be a region of C such that K(0; r) ⊆ D, and
let F be a q × q matrix-valued function meromorphic in D such that the restriction Φ
of F onto D belongs to Cq(D). In view of Rem. 2.8, let G : D → Cq×q and h : D → C be
holomorphic functions such that h does not vanish identically in D and that F = h−1G
holds true. Then N := {u ∈ T : h(u) = 0} is a finite subset of T and the following
statements hold true:
(a) For all u ∈ N , the inequality h(mu)(u) 6= 0 holds true, where mu is the multiplicity
of u as zero of h, and the matrix
Wu :=
−mu
2uh(mu)(u)
G(mu−1)(u)
is well defined and non-negative Hermitian, and coincides with µ({u}), where µ is
the Riesz-Herglotz measure of Φ.
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(b) Let ∆: D \N → Cq×q be defined by
∆(z) :=
∑
u∈N
u+ z
u− zWu. (2.11)
Then Θ := F − ∆ is a q × q matrix-valued function meromorphic in D which is
holomorphic in K(0; r0) for some r0 ∈ (1, r) and the restrictions of Θ and ∆ onto
D both belong to Cq(D).
(c) The Riesz-Herglotz measure µ of Φ admits for all B ∈ BT the representation
µ(B) =
1
2π
∫
B
ReΘ(ζ)λ(dζ) +
∑
u∈N
Wuδu(B). (2.12)
Proof. Since h is a holomorphic function in D which does not vanish identically in D
and since T is a bounded subset of the interior of D, the set N is finite.
(a) This follows from Lem. 2.10.
(b) Obviously, Θ is meromorphic in D. According to Lem. 2.10, each u ∈ N is either
a removable singularity or a sinple pole of F and µ({u}) = Wu holds true. Prop. 2.7
yields then
lim
z→u[(z − u)F (z)] = −2uWu (2.13)
for each u ∈ N . Obviously, Θ is holomorphic at all points z ∈ T \ N .
Let us now assume that u belongs to N . Then h(u) = 0 and there is a positive real
number ru such that K := K(u; ru) is a subset of D and h(z) 6= 0 for all z ∈ K \ {u}.
In particular, the restriction θ of Θ onto K \ {u} is holomorphic and
(z − u)θ(z) = (z − u)F (z) + (u+ z)Wu − (z − u)
∑
ζ∈N\{u}
ζ + z
ζ − zWζ (2.14)
is fulfilled for each z ∈ K \ {u}. Consequently, (2.13) and (2.14) provide us
Oq×q = −2uWu + (u+ u)Wu − (u− u)
∑
ζ∈N\{u}
ζ + z
ζ − zWζ
= lim
z→u[(z − u)F (z)] + (u+ limz→u z)Wu −
[
( lim
z→u z)− u
] ∑
ζ∈N\{u}
ζ + z
ζ − zWu
= lim
z→u

(z − u)F (z) + (u+ z)Wu − (z − u) ∑
ζ∈N\{u}
ζ + z
ζ − zWζ

 = lim
z→u[(z − u)θ(z)].
In view of Riemann’s theorem on removable singularities, this implies that u is a remov-
able singularity for θ. In particular, Θ is holomorphic at u. Thus, Θ is holomorphic at
each ζ ∈ T. Taking into account D ∩ N = ∅, we see then that Θ is holomorphic at each
point z ∈ D ∪ T. Since Θ is meromorphic in D and K(0; r) is bounded, Θ has only a
finite number of poles in K(0; r) \ (D ∪ T). Thus, there is an r0 ∈ (1, r) such that Θ
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is holomorphic in K(0; r0). In particular, the restriction Ψ of Θ onto D is holomorphic.
Because of D ∩ N = ∅, we get
Θ(z) = F (z)−∆(z) = Φ(z)−
∑
u∈N
u+ z
u− zWu (2.15)
for each z ∈ D. Because of µ({u}) =Wu for each u ∈ N , we conclude that
ρ := µ−
∑
u∈N
Wuδu (2.16)
fulfills ρ(BT) ⊆ Cq×q≥ and, hence, that ρ belongs toMq≥(T). Since µ is the Riesz-Herglotz
measure of Φ, we have (2.1) for each z ∈ D. Thus, we obtain from (2.15) then
Θ(z) =
∫
T
ζ + z
ζ − zµ(dζ) + i ImΦ(0)−
∑
u∈N
(∫
T
ζ + z
ζ − z δu(dζ)
)
Wu
=
∫
T
ζ + z
ζ − z ρ(dζ) + i ImΦ(0)
for every choice of z in D. Consequently, from Thm. 2.1 we see that Ψ belongs to Cq(D)
and that ρ is the Riesz-Herglotz measure of Ψ. Since the matrix Wu is non-negative
Hermitian for all u ∈ N , Thm. 2.1(b) yields in view of (2.11) furthermore, that the
restriction of ∆ onto D belongs to Cq(D) as well.
(c) Applying Lem. 2.4 shows then that ρ(B) = 12π
∫
B ReΘ(ζ)λ(dζ) holds true for each
B ∈ BT. Thus, from (2.16), for each B ∈BT, we get (2.12).
A closer look at Thm. 2.13 and its proof shows that the Riesz-Herglotz measures ρ
and
∑
u∈N Wuδu of Ψ and the restriction of ∆ onto D, respectively, are exactly the
absolutely continuous and singular part in the Lebesgue decomposition of the Riesz-
Herglotz measure of Φ with respect to λ. In particular, the singular part is a discrete
measure which is concentrated on a finite number of points from T and there is no
nontrivial singular continuous part. The absolutely continuous part with respect to λ
possesses a continuous Radon-Nikodym density with respect to λ.
Theorem 2.14. Let P and Q be q × q matrix polynomials such that detQ does not
vanish identically and that the restriction Φ of PQ−1 onto D belongs to Cq(D). Then
N := {u ∈ T : detQ(u) = 0} is a finite subset of T and the following statements hold
true:
(a) For all u ∈ N , the inequality (detQ)(mu)(u) 6= 0 holds true, where mu is the
multiplicity of u as zero of detQ, and
Wu :=
−mu
2u(detQ)(mu)(u)
(PQ♯)(mu−1)(u)
is a well-defined and non-negative Hermitian matrix which coincides with µ({u}),
where µ is the Riesz-Herglotz measure of Φ.
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(b) Let ∆: D \ N → Cq×q be defined by (2.11). Then Θ := PQ−1 − ∆ is a rational
q × q matrix-valued function which is holomorphic in K(0; r) for some r ∈ (1,+∞)
and the restrictions of Θ and ∆ onto D both belong to Cq(D).
(c) The Riesz-Herglotz measure µ of Φ admits the representation (2.12) for all B ∈
BT.
Proof. Thm. 2.14 is an immediate consequence of Thm. 2.13 if one chooses D = C,
h = detQ and G = PQ♯.
3. On the truncated matricial trigonometric moment problem
A matricial version of a theorem due to G. Herglotz shows in particular that if µ belongs
to Mq≥(T), then it is uniquely determined by the sequence (C [µ]j )∞j=−∞ of its Fourier
coefficients given by (2.2). To recall this theorem in a version which is convenient for our
further considerations, let us modify the notion of Toeplitz non-negativity. Obviously,
if κ ∈ N0 ∪ {+∞} and if (Cj)κj=−κ is a Toeplitz non-negative definite sequence, then
C−j = C∗j for each j ∈ Z−κ,κ. Thus, if κ ∈ N0 ∪ {+∞}, then a sequence (Cj)κj=0
is called Toeplitz non-negative definite (resp. Toeplitz positive definite) if (Cj)
κ
j=−κ is
Toeplitz non-negative definite (resp. Toeplitz positive definite), where C−j := C∗j for
each j ∈ Z0,κ.
Theorem 3.1 (G. Herglotz). Let (Cj)
∞
j=0 be a sequence of complex q × q matrices. Then
there exists a µ ∈Mq≥(T) such that C [µ]j = Cj for each j ∈ N0 if and only if the sequence
(Cj)
∞
j=0 is Toeplitz non-negative definite. In this case, the measure µ is unique.
In view of the fact that C
[µ]
−j = (C
[µ]
j )
∗ holds true for each µ ∈Mq≥(T) and each j ∈ Z,
a proof of Thm. 3.1 is given, e. g., in [5, Thm. 2.2.1, pp. 70/71].
In the context of the truncated trigonometric moment problem, only a finite sequence
of Fourier coefficients is prescribed:
TMP: Let n ∈ N0 and let (Cj)nj=0 be a sequence of complex q × q matrices. Describe
the set Mq≥[T, (Cj)nj=0] of all µ ∈Mq≥(T) which fulfill C [µ]j = Cj for each j ∈ Z0,n.
The answer to the question of solvability of Problem TMP is as follows:
Theorem 3.2. Let n ∈ N0 and let (Cj)nj=0 be a sequence of complex q × q matrices.
Then Mq≥[T, (Cj)nj=0] is non-empty if and only if the sequence (Cj)nj=0 is Toeplitz non-
negative definite.
Ando [1] gave a proof of Thm. 3.2 with the aid of the Naimark Dilation Theorem. An
alternate proof stated in [5, Thm. 3.4.2, p. 123] is connected to Thm. 3.3 below, which
gives an answer to the following matrix extension problem:
MEP: Let n ∈ N0 and let (Cj)nj=0 be a sequence of complex q × q matrices. Describe the
set T [(Cj)nj=0] of all complex q × q matrices Cn+1 for which the sequence (Cj)n+1j=0
is Toeplitz non-negative definite.
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The description of T [(Cj)nj=0], we will recall here, is given by using the notion of a
matrix ball: For arbitrary choice of M ∈ Cp×q , A ∈ Cp×p, and B ∈ Cq×q, the set
K(M ;A,B) of all X ∈ Cp×q which admit a representation X = M + AKB with some
contractive complex p× q matrix K is said to be the matrix ball with center M , left
semi-radius A, and right semi-radius B. A detailed theory of (more general) operator
balls was worked out by Yu. L. Smul′jan [18] (see also [5, Section 1.5] for the matrix
case). To give a parametrization of T [(Cj)nj=0] with the aid of matrix balls, we introduce
some further notations. For each A ∈ Cp×q, let A† be the Moore-Penrose inverse of A.
By definition, A† is the unique matrix from Cq×p which satisfies the four equations
AA†A = A, A†AA† = A†, (AA†)∗ = AA†, and (A†A)∗ = A†A.
Let κ ∈ N0 ∪ {+∞} and let (Cj)κj=0 be a sequence of complex q × q matrices. For
every j ∈ Z0,κ, let C−j := C∗j . Furthermore, for each n ∈ Z0,κ, let
Tn := [Cj−k]nj,k=0, Yn := col(Cj)
n
j=1, and Zn := [Cn, Cn−1, . . . , C1]. (3.1)
Let
M1 := Oq×q, L1 := C0, and R1 := C0. (3.2)
If κ ≥ 1, then, for each n ∈ Z1,κ, let
Mn+1 := ZnT
†
n−1Yn, Ln+1 := C0 − ZnT †n−1Z∗n, and Rn+1 := C0 − Y ∗n T †n−1Yn. (3.3)
In order to formulate an answer to Problem MEP, we observe, that, if (Cj)
κ
j=0 is Toeplitz
non-negative definite, then, for each n ∈ Z0,κ, the matrices Ln+1 and Rn+1 are both non-
negative Hermitian (see, e. g., [5, Rem. 3.4.1, p. 122]).
Theorem 3.3. Let n ∈ N0 and let (Cj)nj=0 be a sequence of complex q × q matrices.
Then T [(Cj)nj=0] 6= ∅ if and only if the sequence (Cj)nj=0 is Toeplitz non-negative definite.
In this case, T [(Cj)nj=0] = K(Mn+1;
√
Ln+1,
√
Rn+1).
A proof of Thm. 3.3 is given in [8, Part I, Thm. 1], (see also [5, Theorems 3.4.1
and 3.4.2, pp. 122/123]).
Observe that the parameters Mn+1, Ln+1, and Rn+1 of the matrix ball stated in
Thm. 3.3 admit a stochastic interpretation (see [8, Part I]).
Lemma 3.4. Let n ∈ N and let µ ∈ Mq≥[T, (Cj)nj=0], where (Cj)nj=0 is a Toeplitz non-
negative definite sequence of complex q × q matrices. If rank Tn ≤ n, then there exists
a subset N of T with at most nq elements such that µ(T \ N ) = Oq×q.
Proof. Let µ = [µjk]
q
j,k=1 and denote by e
(q)
1 , e
(q)
2 , . . . , e
(q)
q the canonical basis of Cq. We
consider an arbitrary ℓ ∈ Z1,q. Then T (ℓ)n := [C [µℓℓ]j−k ]nj,k=0 admits the representation
T (ℓ)n =
[
diagn+1(e
(q)
ℓ )
]∗
Tn
[
diagn+1(e
(q)
ℓ )
]
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with the block diagonal matrix diagn+1(e
(q)
ℓ ) ∈ C(n+1)q×(n+1) with diagonal blocks e(q)ℓ .
Consequently,
rankT (ℓ)n ≤ rank Tn ≤ n.
Hence, there exists a vector v(ℓ) ∈ Cn+1 \ {O(n+1)×1} and T (ℓ)n v(ℓ) = O(n+1)×1. With
v(ℓ) = col(v
(ℓ)
j )
n
j=0, then
0 = (v(ℓ))∗T (ℓ)n v
(ℓ) =
∫
T
∣∣∣∣∣∣
n∑
j=0
v
(ℓ)
j ζ
j
∣∣∣∣∣∣
2
µℓℓ(dζ)
follows. Since ℓ ∈ Z1,q was arbitrarily chosen, we obtain trµ(T \ N ) = O, where N
consists of all modulus 1 roots of the polynomial
∏q
ℓ=1
∑n
j=0 v
(ℓ)
j ζ
j, which is of degree at
most nq. Thus, by observing that µ is absolutely continuous with respect to trµ, the
proof is complete.
4. Central non-negative Hermitian measures
In this section, we study so-called central non-negative Hermitian measures.
Let κ ∈ N∪{+∞} and let (Cj)κj=0 be a sequence of complex q × q matrices. If k ∈ Z1,κ
is such that Cj =Mj for all j ∈ Zk,κ, where Mj is given by (3.2) and (3.3), then (Cj)κj=0
is called central of order k. If in the case κ ≥ 2 the sequence (Cj)κj=0 is additionally not
central of order k − 1, then (Cj)κj=0 is called central of minimal order k. If there exists
a number ℓ ∈ Z1,κ such that (Cj)κj=0 is central of order ℓ, then (Cj)κj=0 is simply called
central.
Let n ∈ N0 and let (Cj)nj=0 be a sequence of complex q × q matrices. Let the sequence
(Cj)
∞
j=n+1 be recursively defined by Cj :=Mj, whereMj is given by (3.3). Then (Cj)
∞
j=0
is called the central sequence corresponding to (Cj)
n
j=0.
Remark 4.1. Let n ∈ N0 and let (Cj)nj=0 be a Toeplitz non-negative definite sequence of
complex q × q matrices. According to Thm. 3.3, then the central sequence corresponding
to (Cj)
n
j=0 is Toeplitz non-negative definite as well.
Observe that the elements of central Toeplitz non-negative definite sequences fulfill
special recursion formulas (see [8, Part V, Thm. 32, p. 303] or [5, Thm. 3.4.3, p. 124]).
Furthermore, if n ∈ N0 and if (Cj)nj=0 is a Toeplitz positive definite sequence of complex
q × q matrices, then the central sequence corresponding to (Cj)nj=0 is Toeplitz positive
definite (see [5, Thm. 3.4.1(b)]).
A non-negative Hermitian measure µ belonging to Mq≥(T) is said to be central if
(C
[µ]
j )
∞
j=0 is central. If k ∈ N is such that (C [µ]j )∞j=0 is central of (minimal) order k, then
µ is called central of (minimal) order k.
Remark 4.2. Let n ∈ N0, let (Cj)nj=0 be a Toeplitz non-negative definite sequence of
complex q × q matrices and let (Cj)∞j=0 be the central sequence corresponding to (Cj)nj=0.
According to Thm. 3.1, there is a unique non-negative Hermitian measure µ belonging
to Mq≥(T) such that its Fourier coefficients fulfill C [µ]j = Cj for each j ∈ N0. This
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non-negative Hermitian q × q measure µ is called the central measure corresponding to
(Cj)
n
j=0.
Proposition 4.3. Let n ∈ N and let (Cj)nj=0 be a Toeplitz non-negative definite sequence
of complex q × q matrices. Suppose rankTn = rankTn−1. Then there exists a finite
subset N of T such that the central measure µc corresponding to (Cj)nj=0 fulfills µ(T \
N ) = Oq×q.
Proof. We have µc ∈Mq≥[T, (Cj)∞j=0] where (Cj)∞j=0 is the central Toeplitz non-negative
definite sequence corresponding to (Cj)
n
j=0. According to [12, Prop. 2.26], we get Lℓ+1 =
O for all ℓ ∈ Zn,+∞. In view of [12, Lem. 2.25], then rankTℓ = rankTn−1 follows
for all ℓ ∈ Zn,+∞. In particular, rankTnq = rankTn−1 ≤ nq. Since µc belongs to
Mq≥[T, (Cj)nqj=0], the application of Lem. 3.4 completes the proof.
If n ∈ N and if (Cj)nj=0 is a Toeplitz positive definite sequence of complex q × q ma-
trices, then the central measure corresponding to (Cj)
n
j=0 is the unique measure in
Mq≥[T, (Cj)nj=0] with maximal entropy (see [8, Part II, Thm. 10]).
Remark 4.4. Let (Cj)
∞
j=0 be a Toeplitz non-negative definite sequence which is a central
of order 0. Then it is readily checked that Ck = Oq×q for each k ∈ N and that the central
measure µ corresponding to (Cj)
0
j=0 admits the representation µ =
1
2πC0λ, where λ is
the linear Lebesgue measure defined on BT.
Now we describe the central measure corresponding to a finite Toeplitz positive definite
sequence of complex q × q matrices.
Theorem 4.5. Let n ∈ N0 and let (Cj)nj=0 be a Toeplitz positive definite sequence of
complex q × q matrices. Let T−1n = [τ [n]jk ]nj,k=0 be the q × q block representation of T−1n ,
and let the matrix polynomials An : C→ Cq×q and Bn : C→ Cq×q be given by
An(z) :=
n∑
j=0
τ
[n]
j0 z
j and Bn(z) :=
n∑
j=0
τ
[n]
n,n−jz
j. (4.1)
Then detAn(z) 6= 0 and detBn(z) 6= 0 hold true for each z ∈ D ∪ T and the central
measure µ for (Cj)
n
j=0 admits the representations
µ(B) =
1
2π
∫
B
[An(ζ)]
−∗An(0)[An(ζ)]−1λ(dζ) (4.2)
and
µ(B) =
1
2π
∫
B
[Bn(ζ)]
−1Bn(0)[Bn(ζ)]−∗λ(dζ) (4.3)
for each B ∈ BT, where λ is the linear Lebesgue measure defined on BT.
The fact that detAn(z) 6= 0 or detBn(z) 6= 0 for z ∈ D ∪ T can be proved in vari-
ous ways (see e. g. Ellis/Gohberg [7, Section 4.4] or Delsarte/Genin/Kamp [4, Thm. 6],
and [5, Prop. 3.6.3, p. 336], where the connection to the truncated matricial trigonomet-
ric moment problem is used.
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The representations (4.2) and (4.3) are proved in [8, Part III, Thm. 16, Rem. 18,
pp. 332/333].
The measure given via (4.2) was studied in a different framework by Del-
sarte/Genin/Kamp [4]. These authors considered a non-negative Hermitian measure
µ ∈ Mq≥(T) with Toeplitz positive definite sequence (C [µ]j )∞j=0 of Fourier coefficients.
Then it was shown in [4, Thm. 9] that, for each n ∈ N0, the measure constructed via
(4.2) from the Toeplitz positive definite sequence (C
[µ]
j )
n
j=0 is a solution of the truncated
trigonometric moment problem associated with the sequence (C
[µ]
j )
n
j=0. The main topic
of [4] is to study left and right orthonormal systems of q × q matrix polynomials as-
sociated with the measure µ. It is shown in [4] that these polynomials are intimately
connected with the polynomials An and Bn which were defined in Thm. 4.5.
Proposition 4.6. Let P be a complex q × q matrix polynomial of degree n such that
P (0) is positive Hermitian and detP (z) 6= 0 for all z ∈ D ∪ T. Let g : T → Cq×q be
defined by g(ζ) := [P (ζ)]−∗[P (0)][P (ζ)]−1. Then µ : BT → Cq×q defined by µ(B) :=
1
2π
∫
B g(ζ)λ(dζ) belongs to Mq≥(T) and is central of order n+ 1.
Proof. Obviously, µ belongs to Mq≥(T). Let (Cj)∞j=−∞ be the Fourier coefficients of
µ. According to [10, Lem. 2], then Tn is positive Hermitian, i. e. the sequence (Cj)
n
j=0
is Toeplitz positive definite, and P coincides with the matrix polynomial An given in
(4.1). In view of Thm. 4.5, thus µ is the central measure corresponding to (Cj)
n
j=0.
In particular, (Cj)
∞
j=0 is the central sequence corresponding to (Cj)
n
j=0 and therefore
(Cj)
∞
j=0 is central of order n+ 1. Hence, µ is central of order n+ 1.
Using [10, Lem. 3] instead of [10, Lem. 2], one can analogously prove the following
dual result:
Proposition 4.7. Let Q be a complex q × q matrix polynomial of degree n such that
Q(0) is positive Hermitian and detQ(z) 6= 0 for all z ∈ D ∪ T. Let h : T → Cq×q be
defined by h(ζ) := [Q(ζ)]−1[Q(0)][Q(ζ)]−∗. Then µ : BT → Cq×q defined by µ(B) :=
1
2π
∫
B h(ζ)λ(dζ) belongs to Mq≥(T) and is central of order n+ 1.
Proposition 4.8. Let n ∈ N0 and let µ ∈Mq≥(T) be central of order n+1 with Fourier
coefficients (Cj)
∞
j=−∞ such that the sequence (Cj)nj=0 is Toeplitz positive definite. Then
the matrix polynomials An and Bn given by (4.1) fulfill detAn(z) 6= 0 and detBn(z) 6= 0
for all z ∈ D ∪ T, and µ admits the representations (4.2) and (4.3) for all B ∈ BT.
Proof. Since µ is central of order n + 1, the sequence (Cj)
∞
j=0 is central of order n + 1.
In particular, (Cj)
∞
j=0 is the central sequence corresponding to (Cj)
n
j=0. Hence, µ is the
central measure corresponding to (Cj)
n
j=0. The application of Thm. 4.5 completes the
proof.
In the general situation of an arbitrarily given Toeplitz non-negative definite sequence
(Cj)
n
j=0 of complex q × q matrices, the central measure corresponding to (Cj)nj=0 can
also be represented in a closed form. To do this, we will use the results on matrix-
valued Carathéodory functions defined on the open unit disk D which were obtained in
Section 2.
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5. Central matrix-valued Carathéodory functions
In this section, we recall an explicit representation of the Riesz-Herglotz measure of an
arbitrary central matrix-valued Carathéodory function.
Remark 5.1. Let (Cj)
∞
j=0 be a Toeplitz non-negative definite sequence of complex
q × q matrices and let (Γj)∞j=0 be given by
Γ0 := C0 and Γj := 2Cj (5.1)
for each j ∈ N. Furthermore, let µ ∈Mq≥(T). In view of Γ∗0 = Γ0, Theorems 3.1 and 2.1
show then that µ belongs toMq≥[T, (Cj)∞j=0] if and only if µ is the Riesz-Herglotz measure
of the q × q Carathéodory function Φ: D→ Cq×q defined by
Φ(z) :=
∫
T
ζ + z
ζ − zµ(dζ). (5.2)
The well-studied matricial version of the classical Carathéodory interpolation problem
consists of the following:
CIP: Let κ ∈ N0 ∪ {+∞} and let (Γj)κj=0 be a sequence of complex q × q matrices.
Describe the set Cq[D, (Γj)κj=0] of all Φ ∈ Cq(D) such that 1j!Φ(j)(0) = Γj holds true
for each j ∈ Z0,κ.
In order to formulate a criterion for the solvability of Problem CIP, we recall the
notion of a Carathéodory sequence. If κ ∈ N0∪{+∞}, then a sequence (Γj)κj=0 is called
a q × q Carathéodory sequence if, for each n ∈ Z0,κ, the matrix ReSn is non-negative
Hermitian, where Sn is given by
Sn :=


Γ0 0 . . . 0 0
Γ1 Γ0 . . . 0 0
...
...
...
...
Γn−1 Γn−2 . . . Γ0 0
Γn Γn−1 . . . Γ1 Γ0


. (5.3)
Theorem 5.2. Let κ ∈ N0 ∪ {+∞} and let (Γj)κj=0 be a sequence of complex q × q ma-
trices. Then Cq[D, (Γj)κj=0] 6= ∅ if and only if (Γj)κj=0 is a q × q Carathéodory sequence.
In the case κ = ∞, Thm. 5.2 is a consequence of Theorems 2.1 and 3.1. In the case
κ ∈ N0, a proof of Thm. 5.2 can be found, e. g., in [8, Part I, Section 4].
Corollary 5.3. Let (Γj)
∞
j=0 be a sequence of complex q × q matrices. Then Φ: D →
C
q×q defined by
Φ(z) =
∞∑
j=0
zjΓj (5.4)
belongs to Cq(D) if and only if (Γj)∞j=0 is a q × q Carathéodory sequence.
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Proof. Apply Thm. 5.2.
Remark 5.4. If κ ∈ N0 ∪ {+∞} and a sequence (Γj)κj=0 of complex q × q matrices are
given, then it is readily checked that (Γj)
κ
j=0 is a q × q Carathéodory sequence if and
only if the sequence (Cj)
κ
j=0 defined by
C0 := ReΓ0 and Cj :=
1
2
Γj (5.5)
for each j ∈ Z1,κ is Toeplitz non-negative definite.
Let κ ∈ N ∪ {+∞}, let (Γj)κj=0 be a sequence of complex q × q matrices, and let the
sequence (Cj)
κ
j=0 be given by (5.5) for all j ∈ Z0,κ. If k ∈ Z1,κ is such that (Cj)κj=0 is
central of (minimal) order k, then (Γj)
κ
j=0 is called C-central of (minimal) order k. If
there exists a number ℓ ∈ Z1,κ such that (Γj)κj=0 is C-central of order ℓ, then (Γj)κj=0 is
simply called C-central.
Let n ∈ N0, let (Γj)nj=0 be a sequence of complex q × q matrices, and let the sequence
(Cj)
n
j=0 be given by (5.5) for all j ∈ Z0,n. Let the sequence (Γj)∞j=n+1 be given by
Γj := 2Cj , where (Cj)
∞
j=0 is the central sequence corresponding to (Cj)
n
j=0. Then (Γj)
∞
j=0
is called the C-central sequence corresponding to (Γj)
n
j=0.
Remark 5.5. Let n ∈ N0 and let (Γj)nj=0 be a q × q Carathéodory sequence. According
to Remarks 5.4 and 4.1, then the C-central sequence corresponding to (Γj)
n
j=0 is a
q × q Carathéodory sequence.
Let Φ ∈ Cq(D) with Taylor series representation (5.4). If k ∈ N is such that (Γj)∞j=0 is
C-central of (minimal) order k, then Φ is called central of (minimal) order k. If there
exists a number ℓ ∈ N such that Φ is central of order ℓ, then Φ is simply called central.
Remark 5.6. Let n ∈ N0, let (Γj)nj=0 be a q × q Carathéodory sequence, and let (Γj)∞j=0
be the C-central sequence corresponding to (Cj)
n
j=0. According to Rem. 5.5 and Cor. 5.3,
then Φ: D→ Cq×q given by (5.4) belongs to Cq(D). This function Φ is called the central
Carathéodory function corresponding to (Γj)
n
j=0.
Remark 5.7. Let n ∈ N0 and let (Cj)nj=0 be a Toeplitz non-negative definite sequence of
complex q × q matrices. Further, let µ ∈Mq≥(T). From Rem. 5.1 one can see then that
µ is the central measure corresponding to (Cj)
n
j=0 if and only if Φ: D→ Cq×q defined by
(5.2) is the central Carathéodory function corresponding to the sequence (Γj)
n
j=0 given
by (5.1) for each j ∈ Z0,n.
Let n ∈ N0 and let (Γj)nj=0 be a sequence of complex q × q matrices such that
Cq[D, (Γj)nj=0] 6= ∅. Then Theorems 5.2 and 3.3 indicate that{
1
(n+ 1)!
Φ(n+1)(0) : Φ ∈ Cq[D, (Γj)nj=0]
}
= K
(
2Mn+1;
√
2Ln+1,
√
2Rn+1
)
,
where (Cj)
n
j=0 is given by (5.5) for all j ∈ Z0,n (see also [8, Part I, Thm. 1]).
Remark 5.8. In the case n = 0, i. e., if only one complex q × q matrix Γ0 with ReΓ0 ∈
C
q×q
≥ is given, the central Carathéodory function corresponding to (Γj)
0
j=0 is the constant
function (defined on D) with value Γ0 (see [11, Rem. 1.1]).
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The first and second authors showed in [11] that in the general case the central
Carathéodory function corresponding to a q × q Carathéodory sequence (Γj)nj=0 is a
rational matrix-valued function and constructed explicit right and left quotient represen-
tations with the aid of concrete q × q matrix polynomials. To recall these formulas, we
introduce several matrix polynomials which we use if κ ∈ N0 ∪ {+∞} and a sequence
(Cj)
κ
j=0 of complex q × q matrices are given.
For all m ∈ N0 let the matrix polynomial em be defined by
em(z) := [z
0Iq, z
1Iq, z
2Iq, . . . , z
mIq].
Let Γ0 := ReC0. For each j ∈ Z1,κ, we set Γj := 2Cj and C−j := C∗j . For each
n ∈ Z0,κ, let the matrices Tn, Yn and Sn be defined by (3.1) and (5.3). Furthermore, for
each n ∈ Z0,κ, let the matrix polynomials an and bn be given by
an(z) := Γ0 + zen−1(z)S∗n−1T
†
n−1Yn and bn(z) := Iq − zen−1(z)T †n−1Yn. (5.6)
Now we see that central q × q Carathéodory functions admit the following explicit
quotient representations expressed by the given data:
Theorem 5.9 ( [11, Thm. 1.2]). Let n ∈ N, let (Γj)nj=0 be a q × q Carathéodory sequence,
and let Φ be the central Carathéodory function corresponding to (Γj)
n
j=0. Then the matrix
polynomials an and bn given by (5.6) fulfill det bn(z) 6= 0 and Φ(z) = an(z)[bn(z)]−1 for
all z ∈ D.
Observe that further quotient representations of Φ are given in [11, Theorems 1.7
and 2.3 and Prop. 4.7].
Obviously, the set
Nn := {v ∈ T : det bn(v) = 0}
is finite. For each v ∈ Nn, let mv be the multiplicity of v as a zero of det bn. Then
(det bn)
(mv)(v) 6= 0 for each v ∈ Nn, so that, for each v ∈ Nn, the matrix
Xn,v :=
−mv
2v(det bn)(mv)(v)
(anb
♯
n)
(mv−1)(v) (5.7)
and the matrix-valued functions ∆n : C \ Nn → Cq×q given by
∆n(z) :=
∑
v∈Nn
v + z
v − zXn,v
and
Λn := anb
−1
n −∆n (5.8)
are well defined.
Thm. 5.9 shows that the central Carathéodory function Φ corresponding to a
q × q Carathéodory sequence (Γj)nj=0 is a rational matrix-valued function. Thus, combin-
ing Theorems 5.9 and 2.14 yields an explicit expression for the Riesz-Herglotz measure
of Φ.
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Theorem 5.10. Let n ∈ N and let (Γj)nj=0 be a q × q Carathéodory sequence. Then the
Riesz-Herglotz measure µ of the central Carathéodory function corresponding to (Γj)
n
j=0
admits the representation
µ(B) =
1
2π
∫
B
ReΛn(ζ)λ(dζ) +
∑
v∈Nn
Xn,vδv(B) (5.9)
for all B ∈ BT, where Λn is given via (5.8) and where λ is the linear Lebesgue measure
defined on BT.
Proof. Use Theorems 5.9 and 2.14.
Now we reformulate Thm. 5.10 in the language of central measures.
Theorem 5.11. Let n ∈ N and let (Cj)nj=0 be a Toeplitz non-negative definite sequence
of complex q × q matrices. Then the central measure µ for (Cj)nj=0 admits the represen-
tation (5.9) for all B ∈BT.
Proof. In view of ReC0 = C0, the assertion follows immediately from Remarks 5.7
and 5.1 and Thm. 5.10.
The following examples show in particular that central measures need neither be
continuous with respect to the Lebesgue measure nor be discrete measures.
Example 5.12 (cf. Rem. 4.4). The sequence (Cj)
∞
j=0 given by C0 := 1 and Cj := 0
for all j ∈ N is obviously Toeplitz non-negative definite. Since M1 = 0 = C1 and
Mk+1 = ZkT
†
k−1Yk = O1×k · T †k−1 · Ok×1 = 0 = Ck+1 for all k ∈ N, it is the central
sequence corresponding to (Cj)
0
j=0 and it is central of order 0. It is readily seen that
1
2πλ
is the central measure corresponding to (Cj)
0
j=0 and that Φ: D→ C defined by Φ(z) = 1
is the central Carathéodory function corresponding to (Γj)
0
j=0, where Γ0 := 1.
Example 5.13. The sequence (Cj)
∞
j=0 given by Cj := 1 is obviously Toeplitz non-negative
definite. Since C1 6= 0 = M1 and Mk+1 = ZkT †k−1Yk = 1∗k(k−21k1∗k)1k = 1 = Ck+1 for
all k ∈ N, where 1k := col(1)kj=1, it is the central sequence corresponding to (Cj)1j=0 and
it is central of order 1. It is readily seen that δ1 is the central measure corresponding to
(Cj)
1
j=0 and that Φ: D→ C defined by Φ(z) = (1+z)/(1−z) is the central Carathéodory
function corresponding to (Γj)
1
j=0, where Γ0 := 1 and Γ1 := 2.
Remark 5.14. Let κ ∈ N0∪{+∞} and let (Cj)κj=0 and (Dj)κj=0 be Toeplitz non-negative
definite sequences of complex q × q matrices and complex p× p matrices, respectively.
Then the sequence diag[Cj ,Dj ]
κ
j=0 is Toeplitz non-negative definite.
Remark 5.15. Let κ ∈ N ∪ {+∞} and k, ℓ ∈ Z1,κ. Let (Cj)κj=0 be a sequence of complex
q × q matrices central of order k and let (Dj)κj=0 be a sequences of complex p× pmatrices
central of order ℓ. Then the sequence diag[Cj ,Dj ]
κ
j=0 is central of order max{k, ℓ}.
Example 5.16. In view of Examples 5.12 and 5.13, one can easily see from Remarks 5.14
and 5.15 that the sequence (Cj)
∞
j=0 given by C0 := I2 and Cj :=
[
0 0
0 1
]
for all j ∈ N is
Toeplitz non-negative definite, central of order 1 and, thus, it coincides with the central
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sequence corresponding to (Cj)
1
j=0. It is readily seen that
[ 1
2π
λ 0
0 δ1
]
is the central measure
corresponding to (Cj)
1
j=0 and that Φ: D→ C2×2 defined by Φ(z) =
[ 1 0
0 (1+z)/(1−z)
]
is the
central Carathéodory function corresponding to (Γj)
1
j=0, where Γ0 := I2 and Γ1 :=
[
0 0
0 2
]
.
Remark 5.17. Let κ ∈ N0 ∪ {+∞}, let (Cj)κj=0 be a Toeplitz non-negative definite se-
quence of complex q × q matrices and let U be a unitary q × q matrix. Then, for-
mula (A.1) below shows that the sequence (U∗CjU)κj=0 is Toeplitz non-negative definite.
Example 5.18. Let the sequence (Cj)
∞
j=0 be given by C0 := I2 and Cj :=
1
4
[
1
√
3√
3 3
]
for all j ∈ N. With the unitary matrix U := 12
[√
3 −1
1
√
3
]
we have C0 = U
∗I2U and
Cj = U
∗[ 0 0
0 1
]
U for all j ∈ N. In view of Example 5.16, one can then easily see from
Rem. 5.17 and Lem. A.2(c) that the sequence (Cj)
∞
j=0 is Toeplitz non-negative definite,
central of order 1, and thus it coincides with the central sequence corresponding to
(Cj)
1
j=0. Furthermore,
1
4
[
3
2π
λ+δ1 −
√
3( 1
2π
λ−δ1)
−√3( 1
2π
λ−δ1) 12π λ+3δ1
]
is the central measure corresponding
to (Cj)
1
j=0 and Φ: D→ C2×2 defined by Φ(z) = 14
[
3+ 1+z
1−z
−√3(1− 1+z
1−z
)
−√3(1− 1+z
1−z
) 1+3 1+z
1−z
]
is the central
Carathéodory function corresponding to (Γj)
1
j=0, where Γ0 := I2 and Γ1 :=
1
2
[
1
√
3√
3 3
]
.
6. The non-stochastic spectral measure of an autoregressive
stationary sequence
Let H be a complex Hilbert space with inner product 〈., .〉. For every choice of g =
col(g(j))qj=1 and h = col(h
(j))qj=1 in Hq, the Gramian (g, h) of the ordered pair [g, h]
is defined by (g, h) = [〈g(j), h(k)]qj,k=1. A sequence (gm)∞m=−∞ of vectors belonging to
Hq is said to be stationary (in Hq), if, for every choice of m and n in Z, the Gramian
(gm, gn) only depends on the difference m − n: (gm, gn) = (gm−n, g0). It is well known
that the covariance sequence (Cm)
∞
m=−∞, of an arbitrary stationary sequence (gm)∞m=−∞,
given by Cm := (gm, g0) for each m ∈ Z, is Toeplitz non-negative definite, i. e., that, for
each m ∈ N0, the block Toeplitz matrix Tm := [Cj−k]mj,k=0 is non-negative Hermitian.
According to a matricial version of a famous theorem due to G. Herglotz (see Thm. 3.1
above), there exists one and only one non-negative Hermitian q × q measure µ defined
on the set BT of all Borel subsets of the unit circle T := {ζ ∈ C : |ζ| = 1} of the
complex plane C such that, for each j ∈ Z, the j-th Fourier coefficient of µ coincides
with the matrix Cj . Then µ is called the non-stochastic spectral measure of (gj)
∞
j=−∞.
A stationary sequence (gj)
∞
j=−∞ is said to be autoregressive if there is a positive integer
n such that the orthogonal projection gˆn of g0 onto the matrix linear subspace generated
by (g−j)nj=1 coincides with the orthogonal projection gˆ of g0 onto the closed matrix linear
subspace generated by (g−j)∞j=1: gˆn = gˆ. If gˆ 6= 0, then the smallest positive integer n
with gˆn = gˆ is called the order of the autoregressive stationary sequence (gj)
∞
j=−∞. If
gˆ = 0, then (gj)
∞
j=−∞ is said to be autoregressive of order 0.
Now we are going to give an explicit representation of the non-stochastic spectral
measure of an arbitrary autoregressive stationary sequence in Hq, where we study the
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general case without any regularity conditions. This representation is expressed in terms
of the covariance sequence of the stationary sequence.
As already mentioned above, the covariance sequence (Cj)
∞
j=−∞ of an arbitrary station-
ary sequence (gj)
∞
j=−∞ in Hq is Toeplitz non-negative definite. Observe that, conversely,
if the complex Hilbert space H is infinite-dimensional and if an arbitrary Toeplitz non-
negative definite sequence (Cj)
∞
j=−∞ of complex q × q matrices is given, then a matricial
version of a famous result due to A. N. Kolmogorov [16] shows that there exists a station-
ary sequence (gj)
∞
j=−∞ in Hq with covariance sequence (Cj)∞j=−∞ (see also [2, Thm. 7]).
The interrelation between autoregressive stationary sequences and central measures is
expressed by the following theorem:
Theorem 6.1 ( [8, Part II, Thm. 9]). Let n ∈ N0 and let (gj)∞j=−∞ be a stationary
sequence (in Hq) with covariance sequence (Cj)∞j=−∞ and non-stochastic spectral measure
µ. Then the following statements are equivalent:
(i) (gj)
∞
j=−∞ is autoregressive of order n.
(ii) (Cj)
∞
j=0 is central of order n.
(iii) µ is central of order n.
Now we are able to formulate the announced representation.
Theorem 6.2. Let (gj)
∞
j=−∞ be a stationary sequence in Hq with covariance sequence
(Cj)
∞
j=−∞ and let n ∈ N. Suppose that (gj)∞j=−∞ is autoregressive of order n. Then
Λn given by (5.8) is holomorphic at each point u ∈ T and the non-stochastic spectral
measure µ of (gj)
∞
j=−∞ admits the representation (5.9) for all B ∈ BT, where λ is the
linear Lebesgue measure defined on BT, the matrix Xn,v is given by (5.7), and δv is the
Dirac measure defined on BT with unit mass at v.
Proof. According to Thm. 6.1, the sequence (Cj)
∞
j=0 is central of order n and µ is central
of order n. From the definition of the non-stochastic spectral measure of (gj)
∞
j=−∞ we
know then that µ is the central measure corresponding to (Cj)
n
j=0. Consequently, the
application of Thm. 5.11 completes the proof.
Remark 6.3. Let (gj)
∞
j=−∞ be a stationary sequence inHq which is autoregressive of order
0. Then the non-stochastic spectral measure µ of (gj)
∞
j=−∞ is given by µ =
1
2π (g0, g0)λ
(see Thm. 6.1 and Rem. 4.4).
A. Some facts from matrix theory
Remark A.1. Let A ∈ Cp×q. Further, let V ∈ Cm×p and U ∈ Cq×n satisfy the equations
V ∗V = Ip and UU∗ = Iq, respectively. Then (V AU)† = U∗A†V ∗.
Lemma A.2. Let κ ∈ N0 ∪ {+∞} and let (Cj)κj=0 be a sequence from Cq×q. Let
U ∈ Cq×q be unitary and let Cj,U := U∗CjU for j ∈ Z0,κ. For j ∈ Z0,κ let C−j := C∗j
and C−j,U := C∗j,U .
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(a) Let n ∈ Z0,κ. Let Tn := [Cj−k]nj,k−0 and Tn,U := [Cj−k,U ]nj,k−0. Then
Tn,U =
[
diagn+1(U)
]∗
Tn
[
diagn+1(U)
]
(A.1)
and
T †n,U =
[
diagn+1(U)
]∗
T †n
[
diagn+1(U)
]
. (A.2)
(b) Let n ∈ Z0,κ. Let Yn and Zn be given by (3.1). Furthermore let Yn,U and Zn,U be
defined by Yn,U := col(Cj,U )
n
j=1 and Zn,U := [Cn,U , . . . , C1,U ]. Let M1, L1, and R1
be given by (3.2), let M1,U := Oq×q, L1,U := C0,U , and let R1,U := C0,U . If κ ≥ 1,
then, for each n ∈ Z1,κ, let Mn+1, Ln+1, and Rn+1 be given via (3.3), let
Mn+1,U := Zn,UT
†
n−1,UYn,U , Ln+1,U := C0,U − Zn,UT †n−1,UZ∗n,U
and
Rn+1,U := C0,U − Y ∗n,UT †n−1,UYn,U .
For each n ∈ Z0,κ then
Mn+1,U = U
∗Mn+1U, Ln+1,U = U∗Ln+1U, and Rn+1,U = U∗Rn+1U.
(c) If k ∈ Z2,κ and if (Cj)κj=0 be central of order k, then (Cj,U)κj=1 is central of order
k.
(d) If k ∈ Z2,κ and if (Cj)κj=0 be central of minimal order k, then (Cj,U)κj=1 is central
of minimal order k.
Proof. Equation (A.1) is obvious. Since U is unitary, the matrix diagn+1(U) is unitary
as well. Thus, in view of Rem. A.1, formula (A.2) is an immediate consequence of (A.1).
Part (a) is proved. Obviously, M1,U = Oq×q = U∗M1U . Now, let n ∈ Z1,κ. Then,
using (a) and [diagn(U)][diagn(U)]
∗ = Inq, we get
Mn+1,U = Zn,UT
†
n−1,UYn,U
= [U∗CnU, . . . , U∗C1U ][diagn(U)]
∗T †n−1[diagn(U)]
[
col(U∗CjU)nj=1
]
= U∗[Cn, . . . , C1]T
†
n−1
[
col(Cj)
n
j=1
]
U = U∗ZnT
†
n−1YnU = U
∗Mn+1U.
Analogously, the remaining assertions of (b) can be shown. The assertions stated in (c)
and (d) are an immediate consequence of (b).
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