Boundary regularity for solutions to the linearized Monge-Amp\`ere
  equations by Le, Nam & Savin, Ovidiu
ar
X
iv
:1
10
9.
56
77
v1
  [
ma
th.
AP
]  
26
 Se
p 2
01
1
BOUNDARY REGULARITY FOR SOLUTIONS TO THE LINEARIZED
MONGE-AMPE`RE EQUATIONS
N. Q. LE AND O. SAVIN
Abstract. We obtain boundary Ho¨lder gradient estimates and regularity for solutions
to the linearized Monge-Ampe`re equations under natural assumptions on the domain,
Monge-Ampe`re measures and boundary data. Our results are affine invariant analogues
of the boundary Ho¨lder gradient estimates of Krylov.
1. Introduction
This paper is concerned with boundary regularity for solutions to the linearized Monge-
Ampe`re equations. The equations we are interested in are of the form
Luv = g,
with
Luv :=
n∑
i,j=1
U ijvij ,
where u is a locally uniformly convex function and U ij is the cofactor of the Hessian
D2u. The operator Lu appears in several contexts including affine differential geometry
[TW, TW1, TW2, TW3], complex geometry [D2], and fluid mechanics [B, CNP, Loe]. As
U = (U ij) is divergence-free, we can write
Luv =
n∑
i,j
∂i(U
ijDjv) =
n∑
i,j=1
∂i∂j(U
ijv).
Because the matrix of cofactors U is positive semi-definite, Lu is a linear elliptic partial
differential operator, possibly degenerate.
In [CG], Caffarelli and Gutie´rrez developed a Harnack inequality theory for solutions of
the homogeneous equations Luv = 0 in terms of the pinching of the Hessian determinant
λ ≤ detD2u ≤ Λ.
This theory is an affine invariant version of the classical Harnack inequality for uniformly
elliptic equations with measurable coefficients.
In this paper, we establish boundary Ho¨lder gradient estimates and regularity for solu-
tions to the linearized Monge-Ampe`re equations Luv = g under natural assumptions on
the domain, Monge-Ampe`re measures and boundary data; see Theorems 2.1, 2.4 and 2.5.
These theorems are affine invariant analogues of the boundary Ho¨lder gradient estimates
of Krylov [K].
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The motivation for our estimates comes from the study of convex minimizers u for convex
energies E of the type
E(u) =
∫
Ω
F (detD2u) dx+
∫
∂Ω
udσ −
∫
Ω
udA,
which we considered in [LS2]. Such energies appear in the work of Donaldson [D1]-[D4] in
the context of existence of Ka¨hler metrics of constant scalar curvature for toric varieties.
Minimizers of E satisfy a system of the form
(1.1)


−F ′(detD2u) = v in Ω,
U ijvij = −dA in Ω,
v = 0 on ∂Ω,
Uννvν = −σ on ∂Ω,
where Uνν = detD2
x′
u with x′ ⊥ ν denoting the tangential directions along ∂Ω. The mini-
mizer u solves a fourth order elliptic equation with two nonstandard boundary conditions
involving the second and third order derivatives of u. In [LS2] we apply the boundary
Ho¨lder gradient estimates established in this paper and show that u ∈ C2,α(Ω) in dimen-
sions n = 2 under suitable conditions on the function F and the measures dA and dσ.
Our boundary Ho¨lder gradient estimates depend only on the bounds on the Hessian
determinant detD2u, the quadratic separations of u from its tangent planes on the bound-
ary ∂Ω and the geometry of Ω. Under these assumptions, the linearized Monge-Ampe`re
operator Lu is in general not uniformly elliptic, i.e., the eigenvalues of U = (U
ij) are not
necessarily bounded away from 0 and ∞. Moreover, Lu can be possibly singular near the
boundary; even if detD2u is constant in Ω, U can blow up logarithmically at the bound-
ary, see Proposition 2.6. The degeneracy and singularity of Lu are the main difficulties in
establishing our boundary regularity results. We handle the degeneracy of Lu by working
as in [CG] with sections of solutions to the Monge-Ampe`re equations. These sections have
the same role as euclidean balls have in the classical theory. To overcome the singularity
of Lu near the boundary, we use a Localization Theorem at the boundary for solutions to
the Monge-Ampe`re equations which was obtained in [S, S2].
The rest of the paper is organized as follows. We state our main results in Section 2.
In Section 3, we discuss the Localization Theorem and weak Harnack inequality, which
are the main tools used in the proof of our local boundary regularity result, Theorem 2.1.
In Sections 4 and 5, we study boundary behavior and the main properties of the rescaled
functions uh obtained from the Localization Theorem. The proofs of Theorems 2.1 and 2.5
will be given in Section 6 and Section 7.
2. Statement of the main results
Let Ω ⊂ Rn be a bounded convex set with
(2.1) Bρ(ρen) ⊂ Ω ⊂ {xn ≥ 0} ∩B 1
ρ
,
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for some small ρ > 0. Assume that
(2.2) Ω contains an interior ball of radius ρ tangent to ∂Ω at each point on ∂Ω ∩ Bρ.
Let u : Ω→ R, u ∈ C0,1(Ω) ∩ C2(Ω) be a convex function satisfying
(2.3) detD2u = f, 0 < λ ≤ f ≤ Λ in Ω.
Throughout, we denote by U = (U ij) the matrix of cofactors of the Hessian matrix D2u,
i.e.,
U = (detD2u)(D2u)−1.
We assume that on ∂Ω ∩ Bρ, u separates quadratically from its tangent planes on ∂Ω.
Precisely we assume that if x0 ∈ ∂Ω ∩Bρ then
(2.4) ρ |x− x0|
2 ≤ u(x)− u(x0)−∇u(x0)(x− x0) ≤ ρ
−1 |x− x0|
2 ,
for all x ∈ ∂Ω.
When x0 ∈ ∂Ω, the term ∇u(x0) is understood in the sense that
xn+1 = u(x0) +∇u(x0) · (x− x0)
is a supporting hyperplane for the graph of u but for any ε > 0,
xn+1 = u(x0) + (∇u(x0)− ενx0) · (x− x0)
is not a supporting hyperplane, where νx0 denotes the exterior unit normal to ∂Ω at x0. In
fact we will show in Proposition 4.1 that our hypotheses imply that u is always differentiable
at x0 and then ∇u(x0) is defined also in the classical sense.
We are ready to state our main theorem.
Theorem 2.1. Assume u and Ω satisfy the assumptions (2.1)-(2.4) above. Let v : Bρ∩Ω→
R be a continuous solution to {
U ijvij = g in Bρ ∩ Ω,
v = 0 on ∂Ω ∩ Bρ,
Then
‖vν‖C0,α(∂Ω∩Bρ/2) ≤ C
(
‖v‖L∞(Ω∩Bρ) + ‖g/ tr U‖L∞(Ω∩Bρ)
)
,
and, for r ≤ ρ/2, we have the estimate
max
Br∩Ω
|v + vν(0)xn| ≤ Cr
1+α
(
‖v‖L∞(Ω∩Bρ) + ‖g/ tr U‖L∞(Ω∩Bρ)
)
,
where α ∈ (0, 1) and C are constants depending only on n, ρ, λ,Λ.
We remark that our estimates do not depend on the C0,1(Ω) norm of u or the smoothness
of u.
Remark 2.2. The theorem is still valid if we consider the equation
tr (AD2v) = g, with 0 < λ˜U ≤ A ≤ Λ˜U
and then the constants α, C depend also on λ˜, Λ˜.
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Theorem 2.1 is concerned with boundary regularity in the case when the potential u is
nondegenerate along ∂Ω. It is an affine invariant analogue of the boundary Ho¨lder gradient
estimate of Krylov [K].
Theorem 2.3 (Krylov). Let w ∈ C(B+1 ) ∩ C
2(B+1 ) satisfy
Lw = f in B+1 , w = 0 on {xn = 0},
where L = aij∂ij is a uniformly elliptic operator with bounded measurable coefficients with
ellipticity constants λ,Λ. Then there are constants 0 < α < 1 and C > 0 depending on λ,
Λ, n such that
‖wn‖Cα(B1/2∩{xn=0}) ≤ C(‖w‖L∞(B+1 ) + ‖f‖L∞(B
+
1 )
).
We also obtain global boundary regularity estimates under global conditions on the
domain Ω and the potential function u.
Theorem 2.4. Assume that Ω ⊂ B1/ρ contains an interior ball of radius ρ tangent to ∂Ω
at each point on ∂Ω. Assume further that
detD2u = f with λ ≤ f ≤ Λ,
and on ∂Ω, u separates quadratically from its tangent planes, namely
ρ |x− x0|
2 ≤ u(x)− u(x0)−∇u(x0)(x− x0) ≤ ρ
−1 |x− x0|
2 , ∀x, x0 ∈ ∂Ω.
Let v : Ω→ R be a continuous function that solves{
U ijvij = g in Ω,
v = ϕ on ∂Ω,
where ϕ is a C1,1 function defined on ∂Ω. Then
‖vν‖C0,α(∂Ω) ≤ C
(
‖ϕ‖C1,1(∂Ω) + ‖g/ tr U‖L∞(Ω)
)
,
and for all x0 ∈ ∂Ω
max
Br(x0)∩Ω
|v − v(x0)−∇v(x0)(x− x0)| ≤ C
(
‖ϕ‖C1,1(∂Ω) + ‖g/ tr U‖L∞(Ω)
)
r1+α,
where α ∈ (0, 1) and C are constants depending on n, ρ, λ,Λ.
Theorem 2.4 follows easily from Theorem 2.1. Indeed, first we notice that v is bounded
by the use of barriers
±C(|x|2 − 2/ρ2),
for appropriate C, and then we apply Theorem 2.1 on ∂Ω for v˜ := v−ϕ, where ϕ is a C1,1
extension of ϕ to Ω.
If, in addition, we assume that detD2u is globally Ho¨lder continuous, then the solutions
to the linearized Monge-Ampe`re equations have global C1,α estimates as stated in the next
theorem.
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Theorem 2.5. Assume the hypotheses of Theorem 2.4 hold and f ∈ Cβ(Ω) for some
β > 0. Then
‖v‖C1,α(Ω) ≤ K(‖ϕ‖C1,1(∂Ω) + ‖g/ tr U‖L∞(Ω)),
with K a constants depending on n, β, ρ, λ,Λ and ‖f‖Cβ(Ω).
Finally we mention also the regularity properties of the potentials u that satisfy our
hypotheses.
Proposition 2.6. If u satisfies the hypotheses of Theorem 2.4 then
[∇u]Cα(Ω) ≤ C.
If in addition f ∈ Cβ(Ω) then
‖D2u‖ ≤ K| log ε|2 on Ωε = {x ∈ Ω, dist(x, ∂Ω) > ε},
where K is a constant depending on n, β, ρ, λ,Λ and ‖f‖Cβ(Ω).
The proof of Theorem 2.1 follows the same lines as the proof of the standard boundary
estimate of Krylov. Our main tools are a localization theorem at the boundary for solu-
tions to the Monge-Ampe`re equation which was obtained in [S], and the interior Harnack
estimates for solutions to the linearized Monge-Ampe`re equations which were established
in [CG] (see Section 3).
3. The Localization Theorem and Weak Harnack Inequality
In this section, we state the main tools used in the proof of Theorem 2.1, the localization
theorem and the weak Harnack inequality.
We start with the localization theorem. Let u : Ω→ R be a continuous convex function
and assume that
(3.1) u(0) = 0, ∇u(0) = 0.
Let Sh(u) be the section of u at 0 with level h:
Sh := {x ∈ Ω : u(x) < h}.
If the boundary data has quadratic growth near {xn = 0} then, as h→ 0, Sh is equivalent
to a half-ellipsoid centered at 0. This is the content of the Localization Theorem proved
in [S, S2]. Precisely, this theorem reads as follows.
Theorem 3.1 (Localization Theorem [S, S2]). Assume that Ω satisfies (2.1) and u satisfies
(2.3), (3.1) above and,
(3.2) ρ|x|2 ≤ u(x) ≤ ρ−1|x|2 on ∂Ω ∩ {xn ≤ ρ}.
Then, for each h < k there exists an ellipsoid Eh of volume ωnh
n/2 such that
kEh ∩ Ω ⊂ Sh ⊂ k
−1Eh ∩ Ω.
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Moreover, the ellipsoid Eh is obtained from the ball of radius h
1/2 by a linear transfor-
mation A−1h (sliding along the xn = 0 plane)
AhEh = h
1/2B1
Ah(x) = x− τhxn, τh = (τ1, τ2, . . . , τn−1, 0),
with
|τh| ≤ k
−1| log h|.
The constant k above depends only on ρ, λ,Λ, n.
The ellipsoid Eh, or equivalently the linear map Ah, provides useful information about
the behavior of u near the origin. From Theorem 3.1 we also control the shape of sections
that are tangent to ∂Ω at the origin. Before we state this result we introduce the notation
for the section of u centered at x ∈ Ω at height h:
Sx,h(u) := {y ∈ Ω : u(y) < u(x) +∇u(x)(y − x) + h}.
Proposition 3.2. Let u and Ω satisfy the hypotheses of the Localization Theorem 3.1 at
the origin. Assume that for some y ∈ Ω the section Sy,h ⊂ Ω is tangent to ∂Ω at 0 for
some h ≤ c. Then there exists a small constant k0 > 0 depending on λ, Λ, ρ and n such
that
∇u(y) = aen for some a ∈ [k0h
1/2, k−10 h
1/2],
k0Eh ⊂ Sy,h − y ⊂ k
−1
0 Eh, k0h
1/2 ≤ dist(y, ∂Ω) ≤ k−10 h
−1/2,
with Eh the ellipsoid defined in the Localization Theorem 3.1.
Proposition 3.2 is a consequence of Theorem 3.1 and was proved [S3]. For completeness
we sketch its proof at the end of the paper.
Next, we state the weak Harnack inequality. Caffarelli and Gutie´rrez [CG] proved Ho¨lder
estimates and Harnack inequalities for solutions of the homogeneous equation Luv = 0.
Their approach is based on the Krylov and Safonov’s Ho¨lder estimates for linear elliptic
equations in general form, with the sections of u having the same role as euclidean balls
have in the classical theory. We state the weak Harnack inequality in this setting (see also
[TW3]).
Theorem 3.3. (Theorem 4 [CG]) Let u ∈ C2(Ω) be a locally strictly convex function
satisfying
0 < λ ≤ detD2u ≤ Λ,
and let v ≥ 0 be a nonnegative supersolution defined in a section Sx,h(u) ⊂⊂ Ω,
Luv := U
ijvij ≤ 0.
If
|{v ≥ 1} ∩ Sx,h(u)| ≥ µ|Sx,h(u)|
then
inf
Sx,h/2(u)
v ≥ c,
with c > 0 a constant depending only on n, λ, Λ and µ.
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4. Boundary behavior of the rescaled functions
We denote by c, C positive constants depending on ρ, λ, Λ, n, and their values may
change from line to line whenever there is no possibility of confusion. We refer to such
constants as universal constants.
Sometimes, for simplicity of notation, we write Sx,h instead of Sx,h(u) and we drop the
x subindex whenever x = 0, i.e., Sh = S0,h(u).
We denote the distance from a point x to a closed set Γ as
(4.1) dΓ(x) = dist(x,Γ).
First we obtain pointwise C1,α estimates on the boundary in the setting of the Localiza-
tion Theorem 3.1. We know that for all h ≤ k, Sh satisfies
kEh ∩ Ω¯ ⊂ Sh ⊂ k
−1Eh,
with Ah being a linear transformation and
detAh = 1, Eh = A
−1
h Bh1/2 , Ahx = x− τhxn
τh · en = 0, ‖A
−1
h ‖, ‖Ah‖ ≤ k
−1| log h|.
This gives
(4.2) Ω ∩B+
ch1/2/|log h|
⊂ Sh ⊂ B
+
Ch1/2|log h|
,
or
|u| ≤ h in Ω ∩B+
ch1/2/|logh|
.
Then for all x close to the origin
|u(x)| ≤ C|x|2| log x|2,
which shows that u is differentiable at 0. We remark that the other inclusion of (4.2) gives
a lower bound for u near the origin
(4.3) u(x) ≥ c|x|2| log x|−2 ≥ |x|3.
We summarize the differentiability of u in the next lemma.
Lemma 4.1. Assume u and Ω satisfy the hypotheses of the Localization Theorem 3.1 at a
point x0 ∈ ∂Ω. If x ∈ Ω ∩ Br(x0), r ≤ 1/2, then
(4.4) |u(x)− u(x0)−∇u(x0)(x− x0)| ≤ Cr
2| log r|2.
Moreover, if u, Ω satisfy the hypotheses of the Localization Theorem 3.1 also at a point
x1 ∈ ∂Ω ∩ Br(x0) then
|∇u(x1)−∇u(x0)| ≤ Cr| log r|
2.
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Clearly, the second statement follows from writing (4.4) for x0 and x1 at all points x in
a ball Bcr(y) ⊂ Ω.
Next we discuss the scaling for our linearized Monge-Ampe`re equation. Under the linear
transformations
u˜(x) =
1
a
u(Tx), v˜(x) =
1
b
v(Tx),
g˜(x) =
1
an−1b
(det T )2g(Tx),
we find that
(4.5) U˜ ij v˜ij = g˜.
Indeed, we note that
D2u˜ =
1
a
T tD2uT, D2v˜ =
1
b
T tD2vT,
and
U˜ = (detD2u˜)(D2u˜)−1
=
1
an−1
(det T )2(detD2u) T−1(D2u)−1(T−1)t
=
1
an−1
(det T )2T−1U(T−1)t
and (4.5) easily follows.
We use the rescaling above with
a = h, b = h1/2, T = h1/2A−1h
where Ah is the matrix in the Localization theorem. We denote the rescaled functions by
uh(x) :=
u(h1/2A−1h x)
h
, vh(x) :=
v(h1/2A−1h x)
h1/2
.
gh(x) := h
1/2g(h1/2A−1h x),
and they satisfy
(4.6) U ijh Dijvh = gh.
The function uh is continuous and is defined in Ωh with
Ωh := h
−1/2AhΩ,
and solves the Monge-Ampe`re equation
detD2uh = fh(x), λ ≤ fh ≤ Λ,
with
fh(x) := f(h
1/2A−1h x).
The section at height 1 for uh centered at the origin satisfies
S1(uh) = h
−1/2AhSh,
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and by the localization theorem we obtain
Bk ∩ Ωh ⊂ S1(uh) ⊂ B
+
k−1 .
We remark that since
tr U = h−1 tr(TUhT
t) ≤ h−1‖T‖2 tr Uh,
we obtain
(4.7) ‖gh/ tr Uh‖L∞ ≤ Ch
1/2| log h|2 ‖g/ tr U‖L∞ .
In the next lemma we investigate the properties of the rescaled function uh. We recall
that if x0 ∈ ∂Ω ∩Bρ then Ω has an interior tangent ball of radius ρ at x0, and u satisfies
(4.8) ρ |x− x0|
2 ≤ u(x)− u(x0)−∇u(x0)(x− x0) ≤ ρ
−1 |x− x0|
2 , ∀x ∈ ∂Ω.
Lemma 4.2. If h ≤ c, then
a) ∂Ωh ∩ B2/k is a graph in the en direction whose C
1,1 norm is bounded by Ch1/2;
b) for any x, x0 ∈ ∂Ωh ∩B2/k we have
(4.9)
ρ
4
|x− x0|
2 ≤ uh(x)− uh(x0)−∇uh(x0)(x− x0) ≤ 4ρ
−1 |x− x0|
2 ,
c) if r ≤ c small, we have
|∇uh| ≤ Cr| log r|
2 in Ωh ∩ Br.
Proof. For x, x0 ∈ ∂Ωh ∩ B2/k we denote
X = Tx, X0 = Tx0, T := h
1/2A−1h ,
hence
X,X0 ∈ ∂Ω ∩ BCh1/2|log h|.
First we show that
(4.10)
|x− x0|
2
≤
|X −X0|
h1/2
≤ 2 |x− x0| ,
which is equivalent to
1/2 ≤ |AhZ|/|Z| ≤ 2, Z := X −X0.
Since ∂Ω is C1,1 in a neighborhood of the origin we find
|Zn| ≤ Ch
1/2| log h||Z ′|
hence, if h is small
|AhZ − Z| = |τhZn| ≤ Ch
1/2| log h|2|Z ′| ≤ |Z|/2,
and (4.10) is proved.
Part b) follows now from (4.8) and the equality
uh(x)− uh(x0)−∇uh(x0)(x− x0) =
1
h
(u(X)− u(X0)−∇u(X0)(X −X0).
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Next we show that ∂Ωh has small C
1,1 norm. Since ∂Ω has an interior tangent ball at
X0 we see that
|(X −X0) · ν0| ≤ C|X −X0|
2,
where ν0 is the exterior normal to Ω at X0. This implies, in view of (4.10)
|(x− x0) · T
tν0| ≤ Ch|x− x0|
2,
or
|(x− x0) · ν˜0| ≤ C
h
|T tν0|
|x− x0|
2,
where
ν˜0 := T
tν0/|T
tν0|.
From the formula for Ah we see that
en · ((A
−1
h )
T en) = (A
−1
h en) · en = 1,
hence
|(A−1h )
T en| ≥ 1.
Since
|ν0 + en| ≤ Ch
1/2| log h|
we obtain
|(A−1h )
Tν0| ≥ 1− Ch
1/2 | log h| ‖A−1h ‖ ≥ 1/2,
thus
|T tν0| = h
1/2|(A−1h )
Tν0| ≥ h
1/2/2.
In conclusion
|(x− x0) · ν˜0| ≤ Ch
1/2|x− x0|
2,
which easily implies our claim about the C1,1 norm of ∂Ωh.
Next we prove property c). From a), b) above we see that uh satisfies in S1(uh) the
hypotheses of the Localization Theorem 3.1 at 0 for a small ρ˜ depending on the given
constants. We consider a point x0 ∈ ∂Ωh ∩Br, and by Lemma 4.1, it remains to show that
uh, S1(uh) satisfy the hypotheses of the Localization Theorem 3.1 also at x0. From (4.4)
we have
(4.11) |uh| ≤ Cr
2| log r|2 in Ωh ∩ B2r,
which, by convexity of uh gives
∂nuh(x0) ≤ Cr| log r|
2.
On the other hand, we use part b) at x0 and 0 (see (4.9)) and obtain
|uh(x0) +∇uh(x0) (x− x0)| ≤ Cr
2 on ∂Ω ∩ Br,
thus
|∇uh(x0) · x| ≤ Cr
2 on ∂Ω ∩Br.
Since xn ≥ 0 on ∂Ω, we see that if ∂nuh(x0) ≥ 0 then,
∇x′uh(x0) · x
′ ≤ Cr2 if |x′| ≤ r/2,
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which gives
|∇x′uh(x0)| ≤ Cr.
We obtain the same conclusion similarly if ∂nuh(x0) ≤ 0. The upper bounds on ∂nuh(x0)
and |∇x′uh(x0)| imply that if x ∈ S1(uh) ⊂ B1/k we have
uh(x0) +∇uh(x0) · (x− x0) + 1/2 ≤ Cr
2 + Cr| log r|2 + 1/2 < 1,
provided that r is small. This shows that
Sx0, 12
(uh) ⊂ S1(uh) ⊂ B1/k.
Moreover, since
|Sx0, 12
(uh)| = h
−n/2|SX0,h2
(u)| ∼ 1
we obtain a bound for |∇u(x0)|. Now we can easily conclude from parts a) and b) and the
inclusion above that uh satisfies in S1(uh) the hypotheses of the Localization Theorem at
x0 for a small ρ˜.

In the next proposition we compare the distance functions under the following transfor-
mations of point and domain:
x→ X := Tx, Ωh → Ω = TΩh, T = h
1/2A−1h .
Proposition 4.3. For x ∈ Ωh ∩B
+
k−1, let X = Tx ∈ Ω. Then (see notation (4.1))
1− Ch1/2 |log h|2 ≤
h−1/2d∂Ω(X)
d∂Ωh(x)
≤ 1 + Ch1/2 |log h|2 .
Proof. Denote by ξx, ξX the unit vectors at x, X which give the perpendicular direction
to ∂Ωh respectively ∂Ω, and which point inside the domain. Since ∂Ω is C
1,1 at the origin
and |X| ≤ Ch1/2| log h| we find
|ξX − en| ≤ Ch
1/2| log h|.
Moreover, the C1,1 bound of ∂Ωh from Lemma 4.2 shows that
|ξx − en| ≤ Ch
1/2.
We compare h−1/2d∂Ω(X) with d∂Ωh(x) by computing the directional derivative of h
−1/2d∂Ω(X)
along ξx. We have
∇x(h
−1/2d∂Ω(X)) · ξx = h
−1/2∇Xd∂Ω(X) T ξx
= h−1/2ξX · (Tξx)
= ξX · (A
−1
h ξx)
From the inequalities above on ξx, ξX we find
|ξX · (A
−1
h ξx)− en · (A
−1
h en)| ≤ Ch
1/2| log h|‖A−1h ‖ ≤ Ch
1/2| log h|2.
Using
en · (A
−1
h en) = 1
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we obtain
|∇x(h
−1/2d∂Ω(X)) · ξx − 1| ≤ Ch
1/2| log h|2,
which implies our result.

5. The class Dσ and its main properties
In this section we introduce the class Dσ that captures the properties of the rescaled
functions uh in S1(uh). By abuse of notation we use u and Ω when we define Dσ.
Fix ρ, λ,Λ. We introduce the class Dσ consisting of pairs of function u and domain Ω
satisfying the following conditions:
(i) 0 ∈ ∂Ω, Ω ⊂ B+1/k, |Ω| ≥ c0,
(ii) u : Ω→ R is convex, continuous satisfying
u(0) = 0, ∇u(0) = 0, λ ≤ detD2u ≤ Λ;
(iii)
∂Ω ∩ {u < 1} ⊂ G ⊂ {xn ≤ σ}
where G is a graph in the en direction which is defined in B2/k, and its C
1,1 norm is
bounded by σ.
(iv)
ρ
4
|x− x0|
2 ≤ u(x)− u(x0)−∇u(x0)(x− x0) ≤
4
ρ
|x− x0|
2 ∀x, x0 ∈ G ∩ ∂Ω;
(v) If r ≤ c0,
|∇u| ≤ C0r| log r|
2 in Ω ∩Br.
The constants k, c0, C0 above depend explicitly on ρ, λ, Λ, and n.
We remark that the properties above imply that if x0 ∈ ∂Ω is close to the origin then
Sx0, 12
(u) ⊂ {u < 1},
and u satisfies in Sx0, 12
(u) the hypotheses of the Localization Theorem at x0 for some ρ˜
depending on the given constants.
Lemma 4.2 can be restated in the following way.
Lemma 5.1. Let (u,Ω) be as in Theorem 2.1. Then, if h ≤ c,
(uh, S1(uh)) ∈ Dσ with σ = Ch
1/2.
We first construct a useful subsolution.
Lemma 5.2 (Subsolution). Suppose (u,Ω) ∈ Dδ. If δ ≤ c then the function
w := xn − u+ δ
1
n−1 |x′|2 +
Λn
λn−1δ
x2n
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satisfies
Lu(w) := U
ijwij ≥ δ
1
n−1 tr U,
and on the boundary of the domain D := {xn ≤ 2δ} ∩ Ω we have
w ≤ 0 on ∂D\Fδ, w ≤ 1 on Fδ,
where
(5.1) Fδ := {xn = 2δ, |x
′| ≤ δ
1
6(n−1) }.
Proof. Let
p(x) =
1
2
(
δ
1
n−1 |x′|2 +
Λn
λn−1δ
x2n
)
.
Then
detD2p(x) =
Λn
λn−1
.
Using the matrix inequality
tr(AB) ≥ n(detA detB)1/n for A,B symmetric ≥ 0,
we get
Lup = U
ijpij ≥ n(det(U) detD
2p)1/n = n((detD2u)n−1
Λn
λn−1
)1/n ≥ nΛ.
Since δ is small
D2p ≥ δ
1
n−1 I,
hence
Lup = U
ijpij ≥ δ
1
n−1 tr U.
Using Luxn = 0 and
Luu = U
ijuij = n detD
2u ≤ nΛ
we find
Luw = Lu(xn − u+ 2p) ≥ δ
1
n−1 tr U.
Next we check the behavior of w on ∂D. We decompose ∂D ⊂ G ∪ Eδ ∪ Fδ where
Eδ := ∂D ∩ {|x| ≥ δ
1
6(n−1) }.
On G ∩ ∂Ω, we use the properties of Dδ and obtain
u ≥ (ρ/4)|x|2, xn ≤ δ|x
′|2
which follows from the C1,1 bound on the graph G. Then
w ≤ (δ + δ
1
n−1 + Cδ)|x′|2 − (ρ/4)|x|2 ≤ 0,
provided that δ is small.
On Eδ we use (4.3) and find
u ≥ (δ
1
6(n−1) )3 = δ
1
2(n−1)
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hence, for small δ,
w ≤ Cδ − δ
1
2(n−1) + cδ
1
n−1 ≤ −δ
1
2(n−1) /2 < 0.
On Fδ, the positive terms in w are bounded by 1/3 for small δ and we obtain w ≤ 1.

Remark 5.3. For any point x0 ∈ ∂Ω close to the origin we can construct the corresponding
subsolution
wx0 = zn − ux0 + 2p(z)
where
ux0 := u− u(x0)−∇u(x0) · (x− x0)
and with z denoting the coordinates of the point x in a system of coordinates centered at
x0 with the zn-axis perpendicular to ∂Ω. From the proof above we see that wx0 satisfies
the same conclusion of Lemma 5.2 if |x0| ≪ δ.
Next we show that u has uniform modulus of convexity on the set Fδ introduced above
(see (5.1)).
Lemma 5.4. Let (u,Ω) ∈ Dδ. If δ ≤ c then for any y ∈ Fδ we have
Sy,cδ2(u) ⊂ Ω.
Remark 5.5. From now on we fix the value of δ to be small, universal so that it satisfies
the hypotheses of Lemma 5.2 and Lemma 5.4.
Remark 5.6. Since the section Sy,cδ2/2 is contained in Ω ⊂ B1/k and has volume bounded
from below we can conclude that it contains a ball Bδ¯(y) for some δ¯ ≪ δ small, universal.
We sketch the proof of Lemma 5.4 below.
Proof. Let h0 be the maximal value of h for which Sy,h ⊂ Ω, and let
x0 ∈ ∂Sy,h0 ∩ ∂Ω.
Since Sy,h0 is balanced around y and u grows quadratically away from 0 on G we see that
the point x0 lies also in a neighborhood of the origin. Now we can apply Proposition 3.2
at x0 and obtain
h0 ≥ cd∂Ω(y)
2 ≥ cδ2.

A consequence of Lemma 5.2 is the following proposition.
Proposition 5.7. Assume (u,Ω) ∈ Dδ, and let v ≥ 0 be a nonnegative function satisfying
Luv ≤ δ
1
n−1 tr U in Ω, v ≥ 1 in Fδ.
Then,
v ≥
1
2
dG in Sθ.
for some small θ universal.
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Proof. Lemma 5.2 and the maximum principle for the operator Lu imply v ≥ w in D,
which gives
v(0, xn) ≥
1
2
xn for xn ∈ [0, c].
The same argument can be repeated at points x0 ∈ ∂Ω if |x0| is sufficiently small, by
comparing u with the corresponding subsolution wx0. We obtain
v ≥
1
2
dG in Ω ∩Bc,
and the lemma follows by choosing θ sufficiently small. 
Proposition 5.8. Let (u,Ω) ∈ Dσ, (σ ≤ δ) and suppose v satisfies in Ω
Luv = g, a dG ≤ v ≤ b dG,
for some a, b ∈ [−1, 1]. There exists c1 small, universal such that if
max{σ, ‖g/tr U‖L∞} ≤ c1(b− a),
then
a′dG ≤ v ≤ b
′dG in Sθ,
for some a′, b′ that satisfy
a ≤ a′ ≤ b′ ≤ b, b′ − a′ ≤ η(b− a),
with η ∈ (0, 1), universal, close to 1.
Proof. We define the functions
v1 =
v − a dG
b− a
, v2 =
b dG − v
b− a
which are nonnegative. Since
v1 + v2 = dG,
we might assume (see Remark 5.6) that the function v1 satisfies
|{v1 ≥
δ
2
} ∩ Bδ¯(2δen)| ≥
1
2
|Bδ¯(2δen)|.
Next we apply Theorem 3.3, for the function
v˜1 := v1 + c1(k
−2 − |x|2).
Notice that v˜1 ≥ v1 ≥ 0 in Ω and
Luv˜1 ≤ (g + σ tr U)(b− a)
−1 − 2c1 trU ≤ 0.
Using Lemma 5.4 we can apply weak Harnack inequality Theorem 3.3 a finite number
of times and obtain
v˜1 ≥ 2c2 > 0 on Fδ,
for some universal c2. By choosing c1 sufficiently small we find
v1 ≥ c2 on Fδ.
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Now we can apply Proposition 5.7 to v1/c2 since
Lu(v1/c2) ≤ 2(c1/c2) trU ≤ δ
1
n−1 tr U,
provided that c1 is small. We obtain
v1 ≥ (c2/2) dG in Sθ,
hence
v ≥ a′dG, a
′ = a+ c2(b− a)/2.

6. Proof of Theorem 2.1
Throughout this section we assume that u, v satisfy the hypotheses of Theorem 2.1 and
we also assume for simplicity that
u(0) = 0, ∇u(0) = 0.
Our boundary gradient estimate states as follows.
Proposition 6.1. Let v be as in Theorem 2.1. Then, in Ω ∩Bρ/2, we have
|v(x)| ≤ C(‖v‖L∞(Ω∩Bρ) + ‖g/ tr U‖L∞(Ω∩Bρ))d∂Ω(x).
The proposition follows easily from the construction of a suitable supersolution.
Lemma 6.2 (Supersolution). There exists universal constants M large, and δ˜ small such
that the function
w := Mxn + u− δ˜|x
′|2 −
Λn
(λδ˜)n−1
x2n
satisfies
Lu(w) ≤ −δ˜ tr U,
and
w ≥ 0 on ∂(Ω ∩Bρ), w ≥ δ˜ on ∂(Ω ∩ Bρ) \Bρ/2.
Proof. We first choose δ˜ ≤ ρ small such that
u− δ˜|x′|2 ≥ δ˜ on Ω \Bρ/2.
The existence of δ˜ follows for example from (4.3). We choose M such that
Mxn −
Λn
(λδ˜)n−1
x2n ≥ 0 on Ω.
Then on ∂Ω,
w ≥ u− δ˜|x′|2 ≥ 0,
and we obtain the desired inequalities for w on ∂Ω.
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If we denote
q(x) :=
1
2
(
δ˜|x′|2 +
Λn
(λδ˜)n−1
x2n
)
,
then
detD2q =
Λn
λn−1
, D2q ≥ δ˜I
and we obtain as in Lemma 5.2
Luw ≤ −δ˜ tr U.

Proof of Proposition 6.1. By dividing the equation by a suitable constant we may suppose
that
‖v‖L∞ ≤ δ˜, ‖g/ tr U‖L∞ ≤ δ˜,
and we need to show that
|v| ≤ Cd∂Ω in ∂Ω ∩ Bρ/2.
Since v ≤ w on ∂(Ω ∩Bρ) and Luv ≥ Luw we obtain v ≤ w in Ω ∩ Bρ hence
v(0, xn) ≤ Cxn, if xn ∈ [0, ρ/2].
The same argument applies at all points x0 ∈ ∂Ω∩Bρ/2 and we obtain the upper bound
for v. The lower bound follows similarly and the proposition is proved.

Proof of Theorem 2.1. By dividing by a suitable constant we may suppose that
‖v‖L∞ + ‖g/ tr U‖L∞
is sufficiently small such that, by Proposition 6.1,
|v| ≤
1
2
d∂Ω in Ω ∩ Bρ/2.
We focus our attention on the sections at the origin and we show that we can improve
these bounds in the form
(6.1) ahd∂Ω ≤ v ≤ bhd∂Ω, in Sh,
for appropriate constants ah, bh. First we fix h0 small universal and let
ah0 = −1/2, bh0 = 1/2.
Then we show by induction that for all
h = h0θ
k, k ≥ 0,
we can find ah increasing and bh decreasing with k such that (6.1) holds and
(6.2) bh − ah =
(
1 + η
2
)k
≥ C1h
1/2| logh|2.
for some large universal constant C1. We notice that this statement holds for k = 0 if h0
is chosen sufficiently small.
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Assume the statement holds for k. Proposition 4.3 implies that
ahd∂Ωh ≤ vh ≤ bhd∂Ωh in S1(uh)
with
|ah − ah| ≤ Ch
1/2 |log h|2 , |bh − b| ≤ Ch
1/2 |log h|2 .
Since
(uh, S1(uh)) ∈ Dσ, for σ = Ch
1/2,
and (see (4.6), (4.7))
Luhvh = gh,
‖gh/trUh‖L∞ ≤ Ch
1/2| log h|2‖g/trU‖L∞
≤ Ch1/2| log h|2
≤ c1(bh − ah),
we can apply Proposition 5.8 and conclude
aθhd∂Ωh ≤ vh(x) ≤ bθhd∂Ωh, in Sθ(uh).
with
bθh − aθh ≤ η(bh − ah).
Rescaling back to Sθh, and using Proposition 4.3 again, we obtain
(6.3) aθhd∂Ω ≤ v ≤ bθhd∂Ω, in Sθh(u)
where
bθh − aθh ≤ η(bh − ah) + Ch
1/2| log h| ≤ (1 + η)/2(bh − ah).
By possibly modifying their values we may take aθh, bθh such that
ah ≤ aθh ≤ bθh ≤ b, bθh − aθh =
1 + η
2
(bh − ah).
From (6.1), (6.2) we find
oscShv ≤ Ch
1/2+α,
for some small α universal. Using (4.2) we obtain
oscBrv ≤ Cr
1+α if r ≤ c,
and the theorem is proved. 
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7. Proof of Theorem 2.5
In this last section we prove Propositions 2.6 and 3.2 and Theorem 2.5.
Proof of Proposition 2.6. Let y ∈ Ω with
r := d∂Ω(y) ≤ c,
and consider the maximal section Sh¯,y centered at y, i.e.,
h¯ = max{h | Sy,h ⊂ Ω}.
By Proposition 3.2 applied at the point
x0 ∈ ∂Sy,h¯ ∩ ∂Ω,
we have
h¯1/2 ∼ r, |∇u(y)−∇u(x0)| ≤ Ch¯
1/2,
and Sh¯,y is equivalent to an ellipsoid E i.e
cE˜ ⊂ Sh¯,y − y ⊂ CE˜,
where
E := h¯1/2A−1
h¯
B1, with ‖Ah¯‖, ‖A
−1
h¯
‖ ≤ C| log h¯|.
We denote
uy := u− u(y)−∇u(y)(x− y).
The rescaling u˜ : S˜1 → R of u
u˜(x˜) :=
1
h¯
uy(T x˜) x = T x˜ := y + h¯
1/2A−1
h¯
x˜,
satisfies
detD2u˜(x˜) = f˜(x˜) := f(T x˜),
and
Bc ⊂ S˜1 ⊂ BC , S˜1 = h¯
−1/2Ah¯(Sh¯,y − y),
where S˜1 represents the section of u˜ at the origin at height 1.
The interior C1,γ estimate for solutions of the Monge-Ampere equation (see [C1]) gives
|∇u˜(z˜1)−∇u˜(z˜2)| ≤ C|z˜1 − z˜2|
γ ∀z˜1, z˜2 ∈ S˜1/2
for some γ ∈ (0, 1), C universal. Rescaling back and using
∇u˜(z˜1)−∇u˜(z˜2) = h¯
−1/2(A−1
h¯
)T (∇u(z1)−∇u(z2)), z˜1 − z˜2 = h¯
−1/2Ah¯(z1 − z2)
we find
|∇u(z1)−∇u(z2)| ≤ |z1 − z2|
γ ∀z1, z2 ∈ Sh¯/2,y.
Notice that this inequality holds also in the Euclidean ball Br2(y) ⊂ Sh¯/2,y. Also, if y0 ∈ ∂Ω
denotes the closest point to y on ∂Ω i.e |y − y0| = r, by Lemma 4.1, we find
|∇u(y)−∇u(y0)| ≤ |∇u(y)−∇u(x0)|+ |∇u(x0)−∇u(y0)| ≤ r
1/2.
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These oscillation properties for ∇u and Lemma 4.1 easily imply that
[∇u]Cα(Ω¯) ≤ C,
for some α ∈ (0, 1), C universal.
If we assume that f ∈ Cβ(Ω) then
‖f˜‖Cβ(S˜1) ≤ ‖f‖Cβ(Ω),
and the interior C2,β estimates for u˜ in S˜1 (see [C2]) give
(7.1) ‖D2u˜‖Cβ(S˜1/2) ≤ K.
In particular
‖D2u(y)‖ = ‖ATh¯D
2u˜(0)Ah¯‖ ≤ K| log h|
2 ≤ K| log r|2,
where by K we denote various constants depending on β, ‖f‖Cβ(Ω) and the universal
constants.

Proof of Theorem 2.5. We use the same notations as in the proof of Proposition 2.6.
After multiplying v by a suitable constant we may assume that
‖ϕ‖C1,1 + ‖g/ tr U‖L∞ = 1.
We define also the rescaling v˜ for v
v˜(x) := h¯−1/2v(Tx).
From Theorem 2.4 we obtain
max
Sh¯,y
|v − v(x0)−∇v(x0)(x− x0)| ≤ C r
1+α′
for some universal α′ ∈ (0, 1) and C, hence
max
S˜1
|v˜(x˜)− v˜(x˜0)−∇v˜(x˜0)(x˜− x˜0)| ≤ Cr
1+α′ h¯−1/2 ≤ Crα
′
.
Using the computations in Section 4 we see that v˜ solves
U˜ ij v˜ij = g˜(x) := h¯
1/2g(Tx),
with
‖g˜(x)/tr U˜‖L∞(S˜1/2) ≤ Ch
1/2| log h|2‖g/ tr U‖L∞ ≤ Cr
α′.
Since (7.1) holds, we can apply Schauder estimates and find that for any z˜1, z˜2 ∈ S˜1/4
|∇v˜(0)−∇v˜(x˜0)| ≤ Kr
α′ , |∇v˜(z˜1)−∇v˜(z˜2)| ≤ Kr
α′|z˜1 − z˜2|
α′/2.
Using that ∇v˜(z˜i) = (A
−1
h¯
)T∇v(zi) we obtain
|∇v(y)−∇v(x0)| ≤ Kr
α′/2, |∇v(z1)−∇v(z2)| ≤ K|z1 − z2|
α′/2
for any z1, z2 ∈ Br2(y). These inequalities and Theorem 2.4 give as in the proof of Propo-
sition 2.6 above the desired C1,α bound for v.

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Remark 7.1. Theorem 2.5 still holds if we only assume that f ∈ C(Ω). In this case
one needs to apply the interior C1,α estimates for the linearized Monge-Ampere equation
obtained by Gutie´rrez and Nguyen [GN].
We conclude the paper with a sketch of the proof of Proposition 3.2.
Proof of Proposition 3.2. Assume that the hypotheses of the Localization Theorem 3.1 hold
at the origin. For a ≥ 0 we denote
S ′a := {x ∈ Ω| u(x) < axn},
and clearly S ′a1 ⊂ S
′
a2
if a1 ≤ a2. The proposition easily follows once we show that S
′
ch1/2
has the shape of the ellipsoid Eh for all small h.
From Theorem 3.1 we know
Sh := {u < h} ⊂ k
−1Eh ⊂ {xn ≤ k
−1h1/2}
and since u(0) = 0 we use the convexity of u and obtain
(7.2) S ′kh1/2 ⊂ Sh ∩ Ω.
This inclusion shows that in order to prove that S ′
kh1/2
is equivalent to Eh it suffices to
bound its volume by below
|S ′kh1/2| ≥ c|Eh|.
From Theorem 3.1, there exists y ∈ ∂Sθh such that yn ≥ k(θh)
1/2. We evaluate
u˜ := u− kh1/2xn,
at y and find
u˜(y) ≤ θh− kh1/2k(θh)1/2 ≤ −δh,
for some δ > 0 provided that we choose θ small depending on k. Since u˜ = 0 on ∂S ′
kh1/2
and
detD2u˜ ≥ λ
we have
| inf u˜| ≤ C(λ)|S ′kh1/2|
2/n,
hence
chn/2 ≤ |S ′kh1/2|.

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