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ABSTRACT 
We give a necessary and sufficient condition for the sequence { &” } of the 
powers of an interval matrix&o converge to the null matrix 0. We construct a point 
matrix +Y which has spectral radius p( 9) less than one iff { dk} converges. 
1. INTRODUCTION 
In Section 2 of this paper we recapitulate the tools of interval arithmetic 
which are necessary to formulate the problem. Furthermore the means are 
listed which ahow us to investigate the convergence. Section 3 contains the 
results, without proof, illustrated by examples. In the last section we prove the 
results presented in Section 3. 
2. PRELIMINARIES 
In order to make the paper readable it is necessary to give a short survey 
of the interval operations being used in the sequel. For notation and further 
details we refer to [l]. We restrict ourselves to real intervals and real interval 
matrices, pointing out that ail the given lemmata and theorems remain true if 
we choose rectangles or circular disks as complex intervals and corresponding 
complex interval matrices. The proofs need not be altered. 
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Real numbers are denoted by lowercase letters a, b, . . . ; real closed 
intervals [a_, a], a_ 6 a, by uppercase letters A, B, . . . ; and the set of all these 
intervals by Z(R). Matrices with entries belonging to Z(iw) are denoted by 
script letters ,sl, S?, . . . , or by (Aij),(Bi .), . . . ; the set of all these n X m 
matrices, by M,,(Z(IW)). Vectors as specs ai matrices are sometimes written as 
a, e, . . . . 
We define equality between two intervals in the usual set-theoretical 
sense. Two interval matrices S’ = ( Ai j) and .9? = ( Bi j) are equal iff A, j = Bi j 
for all entries of .53?, 2%. 
If * E {+, -;,:} is one of the usual binary operations on the set of real 
numbers R, then we define on Z(R) the binary operation 
A*B:= {a*blaEA,bEB}, 
assuming that 0 e B in the case of division. We note that the result of these 
operations on the intervals A = [a, ii] and B = [_b, 61 may be calculated 
explicitly using the lower and upper bounds a, _b, a, b of A and B. (Z(R), + ), 
(Z(R), -) are semigroups with neutral elements [O,O] and [l, 11, respectively, 
but they are not groups. Addition and multiplication are connected by the 
so-called subdistributive law A( B + C) c AB + AC. 
For&‘=(Aij), a=(Bij), and XEZ(R) the matrix operations +, -; 
are formally defined as in the real case: 
d f .%‘: = (Aij f Bij), 
X-d: = (X.Aij), 
where it is tacitly assumed that &and 93 always have the correct numbers of 
rows and columns. 
It is clear that the real numbers a, b, . . . are isomorphic to the intervals 
[a, al, [b, bl,. . . , and that similarly the real matrices (a, j) are isomorphic to 
the interval matrices ([a i j, ui j]). We shall call these special intervals resp. 
matrices point intervals and point matrices, respectively. We shall denote 
point matrices by 4, $I?‘, . . . , using a dot below the character. In the sequel we 
shall not distinguish between a and [a,~] or between (uij) and ([uij,uij]). 
Thus the null matrix is identified witb the neutral element p of the semigroup 
(M,,(Z(R)), + ), and the real n x n unit matrix, associated with the multipli- 
cation of n x n matrices, is identified with the neutral element < of 
(%“(Z(R)), .)* 
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The missing distributive law in (Z(R), +, .) leads to the fact that 
(M,,(Z(R)), 0) is not associative if 12 > 2. 
EXAMPLE 1. Let 
a?:= ; ( 
Then 
107 11 
) -1 * 
[-1931 \ 
i 
Lo731 
(d*dpe)*d= [1,2] [ -2, -111 
+ [W [-14 _q&&~) 
i [L21 [ - 341 i 
This example also shows that the following definition of the powers of an 
n x n interval matrix & is not at all self-evident and that the usual law for the 
multiplication of powers of ,sZ, namely L&““+” = J&““~&“‘, does not hold in 
general. 
DEFINITION 1. Let the interval matrix & be an element of M,,(Z(R)) 
and denote by9 the corresponding unit matrix. Then the powers ~4 k = ( .@jk’) 
of ~22 are defined by 
do: =8; dk: =J&‘.Sf, k=1,2 )... . 
DEFINITION 2. Withdk = (A(!.)) = ([e(‘f), a!‘!)]) E M (Z(R)) we say that 
& is convergent (to zero) iff the se&ence (tLk j’ronverA\ to the null matrix 
0, i.e., ifflimk,,@i!)=O, limk,,aik)=o, i,j=l)...) 12. 
If .& is not convergent, we call it divergent. 
To formulate and prove a necessary and sufficient condition for the 
convergence of the sequence { s+‘~ }, we need the concepts of the width and 
absolute value of an interval matrix&. Therefore we define for a real interval 
A = [a,~] the width d(A): = a - a and the absolute value ]A]: = 
max{ ]a], ]a]}. The nonnegative real matrices d(d): = (d(Aij)) and IS?‘]: = 
(I A i j I) are then called the width and the absolute value of the interval matrix 
.&’ = (Aij), respectively. On the set M,,(R) of real n X m matrices (aij) we 
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introduce the USU~ partial ordering Q by defining (Uij) < (bij) iff Uij < bij 
for all entries of (aij),(bjj). We are now able to state the most important 
properties of d( &) and IdI: 
d(d)=p - J# is a point matrix, (2) 
PI=0 * zf=p, (3) 
(l)-(7) are found in [l]; (8) and (9) are trivial consequences of (6) and (7), 
respectively. All those relations are also true for intervals instead of interval 
matrices. Thus 
lAijl = 0 ti Aij=O. (10) 
Observing this, we will call an interval matrix ~2 irreducible iff I &‘I is 
irreducible. Otherwise zz’ will be called reducible. Here we use the definition 
of (ir)reducibility given in [3]. 
3. RESULTS 
Denoting by p( I&l) the spectral radius of the real matrix (~41 and using 
(9), we immediately get 
THEOREM 1. Let J&’ E M,,(Z(W)). Then p(l&‘l) < 1 implies the corww 
gence of d. 
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If & is irreducible and contains at least one entry which is not degener- 
ated to a point interval, then Theorem 1 is reversible. This is stated in the 
following theorem: 
THEOREM 2. Let .z! E M,,(Z(R)) b e irreducible with d( &) + 0. Then AZ’ 
is convergent iffp(I&1)< 1. 
Theorem 2 becomes false if one of the assumptions is dropped. This is 
illustrated by the following two examples. 
EXAMPLE 2. Let 
Then 
d-02) = 0, IwI=(; ;)3 &4>=2. 
A+’ is irreducible and convergent, while IS&‘] is divergent. 
EXAMPLE 3. Let 
Then 
k = 2,3,..., 
Pbfl) = 2. 
A?’ is not irreducible, but is convergent, while I&‘rQI is divergent, 
The position of an interval entry which is not degenerated to a point 
interval strongly influences the convergence of &. This can be seen in the 
following example, which differs only slightly from Example 3. 
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EXAMPLE 4. Let 
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1 -1 0 
J&+01= i 1 -1 0 [o,il 0. 1 0 
Then 
Here S? and I&‘1 are both divergent, although LZ? = (Aij) contains only real 
matrices (aij) as elements (i.e. aij E A,,, i, j = 1,2,3) having a spectral radius 
P((aij)>= OS 
Since the position of the interval entries of Sp seem to be important, we 
will look for a way to mark those columns of LX? containing at least one 
nondegenerate interval entry in at least one of the powers SC?‘. Those columns 
will be said to have property ( * ). 
DEFINITION 3. The jth column of &’ has property ( * ) iff there exists a 
power JP containing in the same jth column at least one interval not 
degenerated to a point interval. 
Obviously all columns of &which contain at least one nondegenerate 
interval have property (*), but there may be even more columns with this 
property. Thus in Example 4 the first two columns have property ( * ) 
although the first column of &’ does not contain a nondegenerate interval as 
an entry. The first column of LZ?” or Se3, however, does contain such an 
interval. In Example 3 only the third column has property ( * ). 
We are now able to state the abovementioned necessary and sufficient 
condition for & to be convergent. 
THEOREM 3. Let d E M,,( Z(W)). Construct the red matrix @ = ( bi j) by 
bij: = 
lAijl if the jth column of& has pm,mrty (*), 
A., 
‘I otherwise. 
Then a? is convergent iff p( g) < 1. 
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In Example 3, 
1 -1 0 
q= I 
i I -1 0 with p($q=&<I; 0 0 t 
in Example 4, 
?=I-4 with p@)=2>1. 
Therefore Theorem 3 guarantees the convergence of ~2 in the first case and 
its divergence in the second, confirming the results previously obtained by 
direct calculation. 
At this stage we need all the powers of JZ? to see whether a column of ~2 
has property ( * ). Therefore Theorem 3 would be rather useless. Fortunately 
there is a way to decide from .& alone which of its columns have property 
(*). For this reason we generalize the well-known concept of the directed 
graph of a point matrix @(see [3]) onto an interval matrix s?’ taking (10) into 
account. 
DEFINITION 4. The directed graph G( J&‘) of the n X n interval matrix ZZ? 
is the directed graph of the real matrix IS?]. It therefore consists of n nodes 
P l,. . . , P,,, where two nodes Pi, Pi are connected by means of a directed path 
v iff the corresponding matrix entry Ai j (or I Ai j]) is not zero. Note that 
i = j is allowed here. 
With this definition we formulate the following fundamental lemma. 
LEMMA 1. The jth column of the interval matrix S? has property ( * ) iff 
there exists a directed path x,x.. . ,qin G( ~2) which ends at Pi and 
which contains any two neighboring nodes P,, Ps whose corresponding matrix 
entry A,, is not a point interval (thus d(AaB) > 0). 
To illustrate this lemma we represent a path mwith d(AaB) > 0 by a 
dashed arrow. The directed graph in Example 3 is then 
G( cd): 
PI pz p3 
Here m is the only path (with the exception of trivial prolongations) 
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containing a dashed subpath. Therefore only the third column of &has 
property ( * ). In Example 4 we get 
G( a’): 
-- 
Here Rand P,P.,, Pz P1 are the only essential paths containing a dashed 
subpath. Thus the first two columns of zz? have property ( * ). 
Since in the graph of an irreducible matrix any two nodes Pi, Pi are 
connected by a direct path (see [3]), we immediately get the following result. 
LEMMA 2. Each column of an irreducible interoal matrix .&’ has property 
(*) provided d(&)#p( i.e., sz? contain8 at least one nondegenerate interval 
entry )* 
Obviously no column of a point matrix has property ( * ). In this case 
Theorem 3 reduces to the well-known convergence criterion for point matrices, 
whereas in the case of an irreducible interval matrix&’ with d(d) # 0 we get 
q = IL&‘] by Lemma 2, and Theorem 3 reduces to Theorem 2. 
Based on the Theorems 1 and 3, we get the following corollaries. 
COROLLARY 1. Let Sp E M,,(Z(!R)) with at ka.st one nondegenerate 
interoal in each column. Then s? is convergent if p( I&l) < 1. 
COROLLARY 2. Let .& be a 2 x 2 interoal matrix with d( -02) # 0. Then JJ 
is convergent iHp(]&]) < 1. 
COROLLARY 3. Let ~4 E M,,(Z(R)). Then .& is convergent if one of the 
following conditions is jklfalled: 
04 
max 
i = l(l)n 
(4 5 2 (Aij12 < 1. 
i=l j=l 
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Using Theorem 1, further sufficient convergence conditions can easily be 
found. 
We defined the powers of .JZ’ iteratively by multiplying &’ from the right. 
If we define k& by 
O&f: = <; kd: = &(+5q, k = 1,2 )..., (11) 
we immediately get the following corollary. 
COROLLARY 4. Let &’ E M,JZ(W)), let s’* be the transposed matrix of 
-01, and let k~ be defined as in (11). Then the sequence { k~ } is convergent 
iff the sequence {(~3+*)~} is convergent. 
Note that { k~ } may be convergent whereas { dk } is not and vice versa. 
Use Example 4 to illustrate this. 
4. PROOFS 
Proof of Theorem 1. Theorem 1 is a direct consequence of (9). n 
Proof of Theorem 2. Let &’ be convergent and d(Aa8) > 0. The Perron- 
Frobenius theorem guarantees the existence of a positive eigenvalue p = p( 1 d I) 
and a corresponding eigenvector T = (X j) > 0 of the matrix 1 d 1 where p( 1 d I) 
denotes the spectral radius of (&‘I. Using (8), we get 
Since the left-hand side of the inequality converges to zero, the same is true 
for pk. Theorem 1 completes the proof. n 
Proof of Lemmu 1. Assume that there exist columns j with property ( * ) 
but with no path described in the lemma. For each of these columns j there 
are positive integers i, m with d(kiy)) > 0 where dk = (A\:)), k = 1,2, . . . . 
Choose i, j in such a way that m is minimal. Then 
d(Alj)=d(A\y)=O, Z=l,...,n, 
because in the case of d(Aloj) > 0 the path G would contradict our 
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assumption, Thus m > 1, and with (4), (6) and (12) we get 
0 < d( A’;;‘) = &d( A(,T.-')Alj) 
There must be an s with (ASi # 0, d( kiT’-‘)) > 0, showing that the sth 
column has property (* ), Since m was minimal, there exists a path described 
in the lemma which ends at P,. Observing I ASjl f 0, this path could be 
lengthened by the path Rcontradicting the assumption. 
To prove the “if” part of the lemma let a,x, Pjm_BPjm_3,. . . ,m 
be a nath described in the lemma. Here without loss of generality we have 
assumed that the first two nodes of the path correspond to a matrix entry A a,s 
with d( Aa8) > 0. Using (l), (4), and (6), we get 
d( A($) = &d( A(,“f-‘)Alj) > d( Ab”;;‘)AjIj) 
B~(A$;‘))IA~,~~ > d(A(;;2))IAj,j, 
2 * * . 2 d(Aa,)IA~j,_,l I~~m_z~m_sl * ’ 
II I Ajd 
* IAjljlT 
’ 0, 
completing the proof. 
REMARK. The proof of Lemma 1 can be modified using the following 
interesting representation of the entries &[I, i = 1,. . . , n, of some powers SS?$, 
j being fixed. Let drn be the smallest power of & containing a nondegenerate 
interval in the jth column, and assume that m > 2. Then 
A(;) = f: . . . f: Aii;AiliP. . . - -Ai,_lj, 
is_,=1 i,=l 
i=l ,***, 12, 2<s,<m. (13) 
This can be seen by using the fact that m is extremal and that the distributive 
law (A + B)c = AC + Bc holds for intervals A, B and real numbers c (see [l]). 
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If s < m, the products Aiil* . * . *Aia_lj contain a zero factor or consist of 
point intervals. If s = m, at most the first factors Aii, are nondegenerate 
intervals, whereas for the remaining factors the same is true as in the case 
s < m. Note that normally the sign of equality in (13) must be replaced by the 
subset sign G according to the subdistributivity of intervals mentioned in the 
beginning of this paper. 
Proof of Lemmu 2. Let d( Aas) > 0. Let j be any column index. Since & 
is irre%ble, there is a path connecting Ps to Pi. Appending this path to the 
path P,Ps and using Lemma 1 proves the assertion. n 
To prove Theorem 3 we need the following three lemmata. 
LEMMA 3. Let d, +3 E M,,(Z(R)), .S? = (bij) as in Theorem 3. With 
xZk=(A(h)), +Yk=(b,!i)) we get bif’=&y, i=l,...,n, for all columns j 
which do not have property ( * ). 
Proof by.induction. k = 1: See the definition of ?. 
k-+k+l: 
b(k+‘, = 
‘I 
c b$‘.Alj + c b,!l”‘-AIj. 
1 with 1 without 
Pm=~Y ( * ) Pm=fiY ( * ) 
All the A,. of the first sum are zero because otherwise Lemma 1 shows that 
withanz d column the jth column, too, would have property (*). The first 
sum can therefore be replaced by 
c A(#A,j. 
I with 
Prw-Y ( * ) 
The rest is trivial. n 
LEMMA 4. Zf d E M,,,(Z(R)) is convergent and if the jth column of d 
has property ( * ), then the jth row of the matrix 1 A? 1 converges to 4’. 
Proof. According to the assumption there exist m, i with d(A\y”) > 0. 
Using (8) we get 
d( A’i;l+k’) =[ ~(sP+~)] il 
a [d(dm)ldlk] i  a [d(dm)l ij[ Idlk] jl 
=d(A(,;!‘)[l~lk]jl~O, Z=l,...,n, 
proving the lemma. n 
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We now introduce a certain normal form for reducible matrices z? based 
on the following lemma. 
LEMMA 5. Let sd, 93, ? E M,,(Z(R)), and let the point matrix ? contain 
in each column and in each row exactly o72e entry not equal to zero. Then we 
get 
Proof (a): Let.%‘=(Aij), 9T=(Bij),$@=(pij). Then 
[?Ydg>l ij= I? Pik( 2 ‘klBlj) 
k=l Z=l 
= ,gl kgl [ (PikAk,)B,j] ’ 
Observing the assumptions, the inner sum consists of exactly one nonvanish- 
ing summand. Therefore 
[?(dg)lij= i [ i (pikAkl)lBlj 
I=1 k=l 
= [(?d)g] ij’ 
The second and the third formula are proved in an analogous way. 
(b): Since the matrix ? is nonsingular, we get using (a) 
= (+te-k$q(gldgl-l). 
The assertion follows by induction. n 
Simple examples for matrices $@ mentioned in Lemma 5 are diagonal 
matrices and permutation matrices. 
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Let ~2 now be reducible. Following [3] and observing (lo), there exists an 
n X n permutation matrix $@ such that 
qwgl* = , (14) 
where thedi j, 16 i, j < s, are submatrices with each diagonal submatrixdii, 
1 Q i < s, being either irreducible or a 1 X 1 null matrix. We shall call (14) the 
normal form of the reducible matrix &, remembering that the structure of 
(14) is unique up to permutations by blocks (see [3, p. 461 and [2, p, 961). 
Proof of Theorem 3. If JZ? is irreducible and d(d) # fJ then see Theorem 
2. If & is a point matrix, see [3]. 
Let JS? now be reducible. Observing Lemma 5, we may assume SS? to have 
the normal form (14) with blocks -“Pij, 1 Q i, j 6 s. Let gij be the correspond- 
ing blocks of +?. Write dk = (&c)), $@’ = (@if)) with blocks .&hk), $?,!t’ 
which have the same shape as -pPi j. 
Let & now be convergent. Then limk ~ m&Jk) = hmk _ m~ii: = co, l< i < 
s. If the square matrix dii is reducible, then all powers di: are equal to the 
1 x 1 null matrix. In the irreducible case either all columns of dii have 
property ( * ) (with respect to .&) or none. This can be seen as in Lemma 2. 
Therefore Lemma 4 or Lemma 3 guarantees the convergence of gii. The 
spectral radii p(gii) of @ii are less than one, and the same is true for p(q) 
because of 
det(g - A$) = fi det($Yii - h4) 
i=l 
(8, ci unit matrices of the corresponding shape). 
To prove the reverse let ? be convergent. Since either each column of dii 
or none has property ( * ) (with respect to d), the convergence of dii, 
1 < i < s, follows from Lemma 3 or (9), respectively. We assume now S? not 
to be convergent. Then there exists a block J$ j, i < j, such that the sequence 
{ JzZ/~~)} does not converge to zero. Assume j to be minimal. With that block 
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dij we consider the rectangular submatrix 9 of S’ constructed by 
‘&lj 
\ 
9: = i3fij 
,‘j-1.j I 
and the square submatrix 9 of JT? constructed by 
‘Q41 . . . . -Pe,, j-l 
0 . 
_$I:= * . . 
. . 
. . 
Let A’ck), 9?ck) be the submatrices of dk which correspond to 9 and 9, 
respectively. Because of the extremal choice of j and the special shape (14) of 
&‘, the sequence { 9ck)} converges to zero and it equals { Ik }. Observing 
g(k+l) = @k)_g’jj + Ik9, 
the inequality 
can be seen by induction. If djj is a 1 x 1 null matrix, we have 
and the convergence of {9(k)} and {d/F)} follows, contradicting the 
assumption. If JQij is irreducible and no column of djj has property ( * ) (with 
respect to &‘), we have convergence of { &$)} using Lemma 3. Let JQij now 
be an irreducible submatrix of which all the columns have property ( * ) with 
respect to &‘. Because ]J#~~]=$?~~, we have limk,,]&jj]k=6. Using the 
Perron-Frobenius theorem (see [3]), there is an eigenvector q > 0 of (djj] 
corresponding to the positive eigenvalue p = p( 1 dj j I) < 1. 
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Observing the convergence of 1, there exists a vector v > 0 with 
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4 d 1-q @IF d $4 for-ah 1=0,1,2 ,.... 
If E > 0 is given, we can choose a positive integer m in such a way that for all 
k > m we have 
k-m k-m 
c p2’1 IWI pfjjpq = c pk-‘19~112qq 
I=0 I=0 
If we choose k so large that 
1 . . . 1 
1-Q < ;y, y:= ; 
i 1 
. . . i 
for all I> k - m, we get 
k 
4 < 19(k+1)l~ < C 19”1 I91 Idjjlk-‘? 
z=o 
=G i I@IIWIP+Q 
l=k-m+l 
Since E was arbitrary and F is positive, { 9?ck)} converges and the same is true 
for {&k)}. ‘1 W 
CoroZZu9y 1 is a direct consequence of Theorem 3. It also can be proved, 
independently of the concept of property ( * ), using Theorem 1 and the same 
idea as in the proof of Lemma 4. 
Proof of Corollary 2. Let S& = (Ai j), 1~ i, j < 2, be convergent. If 
A i2 * A,, # [0, 01, then each column of Jap has property ( * ) and Theorem 3 
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proves the assertion. If A,,- A,, = [O,O], then the spectral radius p(g) of the 
matrix $8 = ( bi j) in Theorem 3 fulfils the inequality 
1’ d?!) = mad IM IhA) = ~(1~4) 2 0. 
Therefore )&I is convergent. 
The reverse part of the corollary can be seen by applying Theorem 1. n 
Each of the conditions of Corollary 3 implies the convergence of I&I. 
Therefore & is convergent by Theorem 1. 
Observing (kxZ)r = (L&‘)~, the proof of Corollary 4 is trivial. 
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