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Chapter 1 introduces some of the concepts in the design of anion sensors and the use 
of computational tools in the study of anion sensing. Chapter 2 gives an overview of 
the theoretical methods and models that were employed in the study of the various 
systems in this thesis. Formulations and descriptions of ab intio theory, density 
functional theory (DFT), solvation models and molecular dynamics (MD) simulations 
are discussed in this chapter.   
 
Chapter 3 presents the study of anion binding properties of various charged and 
neutral functional groups commonly used in anion recognition. The binding properties 
of simple receptors having various functional groups towards common inorganic 
anions were investigated with DFT methods. With the incorporation of the polarizable 
continuum model (PCM), the effect of solvents with varying dielectric constants on 
the binding energies was examined. 
 
Chapter 4 presents the time-dependent DFT (TD-DFT) benchmarking of calculated 
excitation energies of 12 chromophores, using various pure and hybrid functionals, 
against experimental data. Despite the popularity of TD-DFT for the prediction of UV 
absorption spectra, it is shown that its accuracy is dependent on the system and the 
choice of functional used.  
 
Chapters 5 and 6 present the study of the N-amido and N-amino thiourea systems, 
respectively. These systems have shown to be effective for sensing fluoride, acetate 
and dihydrogen phosphate anions, with a substantial change in the UV spectra upon a 
 x 
binding event. The various conformations of the receptors and the receptor-anion 
complexes were investigated with DFT methods. TD-DFT calculations were also 
carried out to predict the UV-vis spectra shifts. For the N-amino thiourea system, MD 
simulations were also employed to study the conformations of the receptor-anion 
complexes. 
 
Chapter 7 presents the combined DFT and MD study of 2 nitro-azophenol thiourea 
chromogenic sensors, which have been shown to be effective colourimetric sensors 
for fluoride, acetate and dihydrogen phosphate anions. The various conformations of 
the receptors and the intermolecular receptor-anion complexes were examined and 
NMR proton chemical shifts and transition energies were also calculated and 
compared with the experimental data.  
 
Chapters 8 and 9 present DFT and MD studies on 2 cyclophane systems. A known 
amide-based cyclophane, which is effective for the weakly basic nitrate anion, was 
investigated and reported in Chapter 8. The indicator displacement assay (IDA) 
employed to convert this receptor into a colourimetric sensor was also investigated. In 
Chapter 9, the design of a thiourea-based cyclophane system is presented. The 
favourable binding ability of the thiourea functional group in addition to a rigid and 
preorganized cyclophane helps to improve the binding affinity of the receptor. 
Attempts to develop this receptor into a chromogenic sensor have also been explored. 
 
Chapter 10 gives a final conclusion of the systems studied in this thesis, and suggests 
possible avenues for future research in this area.  
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1.1 General Introduction 
 
Anion sensing has gained much attention over the past two decades due to the 
importance of anions in chemical, biological and environmental processes.1–3 The 
transport and recognition of anions is involved in biochemical reactions; most enzyme 
substrates and co-factors are anionic; nitrates and phosphates from fertilizers used in 
agricultural activities are water pollutants; sulfate and nitrate are present in acid rain; 
and the production of radioactive pertechnetate from nuclear fuel reprocessing is also 








It is desirable not only to design a sensor that is selective, but also gives an immediate 
optical response for visual detection. Such an optical sensor consists of two parts: the 









converted to an optical signal via an indicator, which constitutes the second part. This 
concept is illustrated in Scheme 1.1.  Section 1.2 of this chapter will be dedicated to 
the discussion of the anion receptor moiety and Section 1.3 will introduce some of the 
techniques used in designing optical sensors. Finally, Section 1.4 will review on the 
computational work that has been done in the study of anion recognition. 
 
1.2 The Receptor Moiety 
 
The design of anion receptors is more challenging than that of cations due to several 
reasons. Firstly, anions have lower charge density because they are larger in size than 
their corresponding isoelectronic cations. This means that electrostatic interactions 
will be weaker for anions. Secondly, anions have a wide range of geometries, for 
example, the spherical halide anions, the trigonal planar nitrate, and the tetrahedral 
phosphate. Thus, the receptor needs to be complementary to the target anion for high 
selectivity. Thirdly, some anions are pH sensitive, which means that the receptors 
have to be able to function within the pH window of the anions. In addition, the 
solvent environment can have large effects on the binding ability of the receptors as 
electrostatic interactions will be weakened and protic solvent molecules can bind 
competitively to the receptors. 
 
The anion selectivity of a receptor depends on many factors.5,6 The geometry and 
basicity of the target anion, solvent effects, preorganization and complementarity of 
the receptor are important factors to be considered in the design of the receptor. There 
are several types of non-covalent interactions that are involved in anion binding: 
electrostatic interactions between a cationic receptor and the anion guest; hydrogen 
Chapter 1 
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bonding interactions, which are directional and allow the design of receptors with 
specific shapes; metal or Lewis-acid coordination, where the electron deficient Lewis-
acidic centre can form bonding interactions with the anionic guest; and anion-pi type 
of interactions which can enhance binding affinity.7–10 
 











Many effective anion receptors adopting various functional groups have been 
reported.11–13 These functional groups can either be charged or neutral (Scheme 1.2). 
The classic charged non-metallic anion receptors have cationic centers such as 
ammonium, guanidinium and imidazolium, which can make use of both hydrogen 
bonding and electrostatic interactions for anion complexation. In contrast, most of the 
neutral systems, which contain functional groups such as pyrrole, amide, thioamide, 
urea and thiourea, have only hydrogen bonding interactions contributing to anion 
binding. As a result, the binding ability of neutral receptors tends to be weaker. 
















































Ammonium Guanidinium Imidazolium Pyrrole 
Amide Thioamide Urea Thiourea 
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binding and pH-dependency on its environment. Another class of anion receptors is 
based on metals14–16 or Lewis acidic centres containing atoms such as boron and 
mercury.17,18 
 
1.3 The Sensing Moiety 
 
To convert a binding event to an optical signal, a chromophore or a fluorophore can 
be incorporated into the receptor to produce a visible colour change or fluorescence 
emission, respectively.19–22 The most common way of incorporating the colourimetric 
or fluorescent indicator is by linking it covalently to the receptor. This is the method 
depicted in Scheme 1.1. Upon binding of anion guest to the receptor, the change 
induced in the receptor part is converted to an optical signal in the indicator either by 
a shift in the UV absorption wavelength in the case of a chromophore, or a 
fluorescence “switched on or off” in the case of a fluorophore.  
 
Another method of incorporating an indicator is via non-covalent bonding to the 
receptor, known as the indicator-displacement assay (IDA).23,24 In this mechanism, 
there is competitive binding between the anion guest and the indicator, which can 
either be chromogenic or fluorogenic. The addition of the anion guest displaces the 
indicator from the receptor and induces a change in the indicator, which in turn 
produces an optical signal. This mechanism is depicted in Scheme 1.3. Examples of 
chromogenic indicators used in IDA include 4-nitrophenolate,25 Brooker’s 
merocyanine,26 methyl red and resorufin.27 The advantage of this mechanism is that 




Other than covalently bonded or displacement of indicators, the selective reactivity 
between the receptor and anion can also be used as a technique for designing an anion 
sensor. Such anion selective chemodosimeters are compounds which react with the 
target anion to form new compounds which have a different colour or different 








1.4 Anion Sensors: A Computational Approach 
 
The modeling of anion sensors via computational methods can offer many insights to 
the binding and sensing properties of the sensors, such as the conformational 
preferences of the receptor and complexes, the binding affinity and selectivity of 
anions towards the receptor, the preorganization of the receptor, the binding 
mechanism in the formation of complexes, the effects of solvent on the system and 
the prediction of UV spectra for the indicator. The understanding of these properties 
will aid the design of more effective and efficient anion sensors. 
 
Since the subject of anion sensing has gained attention in recent decades, there has 
been an increasing number of reported quantum mechanical studies on various anion 









heteroditopic cation-anion receptors,40–42 and chemosensors.43–45 A majority of these 
studies are focused on the binding energies and structural features of receptor-anion 
complexes formed with halide anions,30–36,40–45 while few studies take into account a 
range of various common anions.37–39 Most of these reports address the binding 
properties of the receptor moiety, but only few reports examine the optical sensing 
mechanism with the time-dependent density functional theory (TD-DFT) 
calculations.43–45 Besides quantum mechanical calculations, molecular dynamics 
simulations have also been employed in the study of anion binding, where 
conformations of anion complexes can be examined with the incorporation of explicit 
solvent molecules.46–51 A relatively new and interesting computational approach in the 
study of anion recognition is the use of de novo design, which is usually employed in 
computer-aided drug design. Hay et al. has applied this technique to the design of 
receptors based on the same concept of fitting molecular fragments to the binding 
sites of the guest, then linking the fragments together to form a host molecule. This 
approach was initially carried out in designing cation receptors,52–55 but has since 
been extended to the design of anion receptors.56–58 
 
In the work presented in this thesis, we aim to investigate the binding properties of 
several anion sensing systems (Scheme 1.4) with various common inorganic anions of 
varying sizes and geometries. A combination of quantum mechanical calculations and 
molecular dynamics simulations were employed, and UV absorption properties of the 
sensors were predicted by TD-DFT methods. Focusing on the receptor part of anion 
sensing, Chapter 3 will present findings on the binding abilities of the various 
functional groups commonly used in the receptor moiety. To shed some light on the 
performance of TD-DFT methods for UV spectra prediction of chromophores, a 
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benchmarking study was carried out and presented in Chapter 4. Chapters 5 and 6 
present studies on two related systems, the N-amido and N-amino thiourea, which are 
not only effective in anion binding but also show large UV-vis spectra changes upon 
binding events. A chromogenic azophenol thiourea sensor, which has been shown to 
be effective for anions like fluoride, acetate and dihydrogen phosphate, will be 
discussed in Chapter 7. In Chapter 8, an amide-based cyclophane receptor which is 
selective for the weakly-basic nitrate anion will be investigated. The IDA sensing 
mechanism used in this system will also be discussed. Lastly, the design of a tri-
thiourea cyclophane receptor with an attempt to convert it to a chromogenic sensor 










































N-amido thiourea N-amino thiourea









This chapter gives a brief overview of the theoretical methods employed in the 
calculation of systems studied in this thesis. Detailed derivations and information with 
regards to quantum chemistry can be obtained from most textbooks.1–3 Sections 2.2-
2.4 introduce some of the fundamental concepts in quantum mechanics, leading up to 
the Hartree-Fock theory and electron correlation methods, which are described in 
Sections 2.5 and 2.6, respectively. Most of the calculations were carried out with the 
density functional theory (DFT) method, which is discussed in Section 2.7. Methods 
in calculating electronic excited states are introduced in Section 2.8, and the modeling 
of systems in solvent is discussed in Section 2.9. Section 2.10 introduces the classical 
molecular dynamics (MD) simulation for studying the movement of molecules with 
time. Lastly, Section 2.11 presents the selected methodology employed in the 
calculations carried out on the systems presented in this thesis. 
 
2.2 The Schrödinger Equation 
 
In quantum mechanics, the behaviour of a system can be described by the Schrödinger 
equation.4 The general form of the Schrödinger equation is the time-dependent 
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Schrödinger equation, which describes the evolution of a system with time by 
calculating the future wavefunction of a system. The time-dependent Schrödinger 
equation is given by: 
 

















     (2.1) 
 
where h  is the Planck’s constant divided by 2pi, m is the mass of the system, V is the 
potential energy operator, Ψ is the wavefunction of the system as a function of 
position, r , and time, t. Solving Equation (2.1) for Ψ can yield the energy and other 
properties of the system. 
 
However, in many problems which we are interested in, the simpler time-independent 
Schrödinger equation is used instead: 
 













    (2.2) 
 
It can also be written as: 
 
( ) ( )rr ψψ EH =     (2.3) 
 
where E is the energy of the system and H is the Hamiltonian operator, which will be 




The solutions to Equation (2.3) yield the energy terms of the different states and other 
properties of the system. However, the exact solution to the Schrödinger equation is 
impossible for any system larger than a hydrogen atom, thus assumptions have to be 
made to obtain approximate solutions to the Schrödinger equation for such systems. 
 
2.3 The Hamiltonian Operator 
 
The Hamiltonian operator, H, consists of a kinetic energy term, T, and a potential 
energy term, V: 
 
H = T + V      (2.4) 
 















             (2.6) 
 
The Hamiltonian in a molecular system, whereby the nuclei and electrons interact 






















































where i and j represent electrons, A and B represent nuclei, me is the mass of the 
electron, mA is the mass of the nucleus, rab is the distance between two particles a and 
b, e is the charge of the electron and Z is the atomic number. 
 
The terms in the above Hamiltonian, described by Equation (2.7), corresponds to the 
kinetic energy of the electrons, the kinetic energy of the nuclei, the potential energy 
from the electron-nuclear attraction, the potential energy from electron-electron 
repulsion and the potential energy from nuclear-nuclear repulsion, respectively. 
 
2.4 Born-Oppenheimer Approximation 
 
The Born-Oppenheimer approximation can be applied to simplify the Schrödinger 
equation to make it possible to yield an approximated solution.5 Since the mass of 
nuclei is thousands of times larger than that of electrons, the electrons can be 
approximated to move much faster than the nuclei, and able to react instantaneously 
with nuclear motion. With this assumption, the nuclear and electronic motions can be 
separated and the electronic energies can be calculated for fixed nuclei positions. The 
Schrödinger equation can thus be simplified by neglecting the kinetic energy of the 
nuclei and approximating the nuclear-nuclear interaction to a constant. The simplified 
Schrödinger equation is the electronic Schrödinger equation: 
 



























electrons HHH −− ++=           (2.9) 
 
The electronic wavefunction in Equation (2.8) describes the motion of electrons as a 
function of its coordinates, but has a parametric dependence on the nuclear 
coordinates. The total energy must also include the nuclear-nuclear repulsion term, 








εε      (2.10) 
 
Similarly, the motion of nuclei can be solved under the same assumptions. The 
nuclear Hamiltonian can be created for the motion of nuclei in an average field of 
electrons since the electrons move much faster than the nuclei. Solving the nuclear 
Schrödinger equation yields the vibrational, rotational and translational states of the 
nuclei. 
 
2.5 Hartree-Fock Theory 
 
The Hartree-Fock (HF) method,6,7 which is also known as the self-consistent field 
method (SCF), approximates solutions to the electronic Schrödinger equation by 
assuming that the many-body wavefunction can be represented by a single Slater 
determinant. The Slater determinant will be introduced in sub-section 2.5.2. 
Employing an iterative algorithm, the resulting non-linear equations can be solved to 
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yield the HF wavefunction and energy. Although the HF method has many limitations, 
especially the inadequate treatment of electron correlation, it is the foundation for 
most ab initio quantum mechanical methods. The derivation of the HF theory will be 
described in the following subsections. 
 
2.5.1 Hartree-Product Wavefunction 
 
The Hamiltonian for a system with non-interacting electrons can be expressed as a 









     (2.11) 
 
The wavefunction ψ  can also be expressed as a product of one-electron wavefunction, 
forming the Hartree-product wavefunction: 
 
( ) ( )






    (2.12) 
 
where ψ  should be normalized and orthogonal.  
 
However, the Hartree-product wavefunction is non-symmetric. Since electrons have 
half-integer spin, inter-exchanging two electrons should cause a change in sign of the 





2.5.2 The Wavefunction as a Slater Determinant 
 
To satisfy the anti-symmetric principle, the wavefunction ψ  can be expressed as a 
determinant of spin orbitals, known as a Slater determinant.8 A spin orbital is the 
product of the molecular orbital and spin coordinate, α and β. Taking a system with 
two electrons with the same spin, α, the Hartree-product can be written as: 
 
( ) ( ) ( ) ( ) ( )21 221121 αϕαϕ rrr,r =Φ HP    (2.13) 
 
To satisfy the antisymmetric principle, the wavefunction is expressed with a 
determinant, termed the Slater determinant: 
 










r,r =Φ    (2.14) 
 
For an N-electron system, the Slater determinant can be written as: 
 
( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )




































An implication of anti-symmetrizing a Hartree-product to yield a Slater determinant 
is the exchange correlation, where two electrons of the same spin has a lowered 
probability of being close to each other.  
 
In using a single Slater determinant to represent a many-electron system, it is 
assumed that each electron experiences an average potential due to the rest of the 
electrons, rather than explicit electron-electron interactions. This lack of treatment of 
electron correlation constitutes a major drawback in the HF method. Methods which 
take into account the electron correlation will be introduced in Section 2.6. 
 
2.5.3 Basis Sets 
 
Each molecular orbital, iϕ , in the Slater determinant can be created from a set of 
mathematical functions, which are expressed as linear combination of basis functions, 
as shown in Equation (2.16). Basis functions are basically one-electron functions 










    (2.16) 
 
where iCµ is the molecular orbital expansion coefficients. The basis functions, χ , can 





STOs have the advantage of resembling the atomic orbitals of the hydrogen atom 
closely, thus having a more accurate description of the wavefunction. The cusp 
condition at the nucleus is accurately described by the exponential term re ζ−  in the 
functional of an STO, which is given by: 
 
( ) ( )φθζφθχ ζ ,,,,;,, 1 mlrni YeNrmlnr −−=    (2.17) 
 
where φθ ,,r  are spherical coordinates; n is the principal quantum number; l is the 
angular momentum quantum number; m is the magnetic quantum number; ζ is the 
Slater orbital exponent; N is a constant for normalization; ( )φθ ,mlY  is the spherical 
harmonic functions which describes the orbital shape. 
 
However, STOs have the major drawback of slow two-electron integral calculations. 





( ) kjir zyxNekjizyxg 2,,,;,, αα −=    (2.18) 
 
where x, y and z are spherical coordinates; α is the Gaussian orbital exponent; i, j and 
k are integral exponents at Cartesian coordinates; r2= x2+y2+z2. 
 
Although GTOs have the advantage of fast two-electron integral calculations, when 
being used to represent an individual atomic orbital, there are large differences 
between GTOs and STOs at r=0 and at large r. At the nucleus, where r=0, GTOs lack 
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the cusp condition, which is present in STOs and in real hydrogenic atomic orbitals. 
At large r, the 
2
re α− Gaussian function falls off more rapidly than the re ζ− Slater 
function. To alleviate this inaccurate description, a contraction scheme can be carried 
out, where a linear combination of GTOs are contracted to create the basis functions, 
instead of using one GTO. The contraction exponent and coefficients can be assigned 
such that the cusp and decay conditions can be satisfied to resemble a STO. This 
combines the computational efficiency of GTOs with the proper shape of STOs for 
good approximations. 
 
The smallest possible basis set is termed as the minimal basis set, where each atomic 
orbital is defined by only one basis function. An example of a minimal basis set, or a 
single-ζ basis set, is the STO-3G.9 Multiple-ζ basis sets can be constructed for greater 
flexibility in orbital size, where two or more basis functions are constructed for each 
atomic orbital. Examples are the correlation consistent polarized valence double-ζ (cc-
pVDZ) and the correlation consistent polarized valence triple-ζ (cc-pVTZ) basis sets 
of Dunning and co-workers,10 where two and three basis functions are created for 
each atomic orbital, respectively. 
 
The split-valence, or valence-multiple-ζ, basis sets are used with the assumption that 
flexibility in the valence basis functions is more important than that in the core as 
valence orbitals are more affected by chemical bonding than the core orbitals. In such 
basis sets, the valence orbitals are defined by two or more basis functions. Examples 
of double split-valence basis sets are, 3-21G and 6-31G,11 and for triple-split valence 




To further improve the flexibility of the orbital size and shape, polarization 
functions,13 which are basis functions of a higher angular momentum than the valence 
orbitals, can be added. Examples of such polarized basis sets include the 6-31G(d) 
basis set and the 6-31G(d,p) basis set, where the ‘d’ indicates the addition of a set of d 
functions on heavy atoms to polarize the p functions and the ‘p’ adds a set of p 
functions on H and He. 
 
Basis sets can also be augmented by diffuse functions,14 which are functions having 
small exponents, thereby creating orbitals that are larger. The inclusion of diffuse 
functions can improve the description of systems like anions, where loosely-bound 
electrons can localize further away from the nucleus. Examples of basis sets with 
diffuse functions are 6-31+G(d) and 6-311++G(d,p), where the first ‘+’ indicates the 
addition of diffuse s and p functions on heavy atoms, and the second ‘+’ adds diffuse 
s functions on H. For the correlation-consistent basis sets, addition of diffuse 
functions is indicated by an “aug” prefix. Examples are the aug-cc-pVDZ and aug-cc-
pVTZ basis sets. 
 
The best possible solution obtained from the HF equations is when the basis set is 
infinite and complete. This solution yields the HF limit, which is the lowest energy 
that can be obtained by the HF method. In practice, this is almost impossible to obtain. 
 
2.5.4 The Variational Principle 
 
The variational principle is the foundation for many methods that approximates 
solutions to the Schrödinger equation. It states that in the ground state, the 
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expectation energy value Ei for the Hamiltonian H of the normalized wavefunction ϕ  











    (2.19) 
 
This implies that the best wavefunction is one that yields the lowest ground state 
energy possible, thus the aim will be to look for the set of coefficients, iCµ , that 
minimizes the energy ofϕ .  
 
2.5.5 The Hartree-Fock Equations 
 









     (2.20) 
 
where f(i) is the Fock operator for electron i and has the form: 
 







2     (2.21) 
 
in which h(i) is the one-electron core Hamiltonian operator consisting of two terms 
describing the kinetic energy and potential energy for the interaction between electron 
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i and the nuclei. Jj and Kj are the coulomb and exchange operator, respectively, which 
makes up the two-electron operator.  
 
The Hartree-Fock equations can now be expressed in terms of the Fock operator: 
 
( ) ( ) ( )111 rrr iiif ϕεϕ =     (2.22) 
 
2.5.6 The Roothaan-Hall Equations 
 
The Hartree-Fock equations can be extended to using basis sets, as derived 
independently by Roothaan and Hall.15,16 By substituting Equation (2.16) into the 
Hartree-Fock equation (2.22), we have: 
 




ν χεχ ∑∑ = iii CCf    (2.23) 
 






µν ε ∑∑ =     (2.24) 
or simply: 
εSCFC =      (2.25) 
 
where S is the overlap matrix and F is the Fock matrix. The Fock matrix F is a 


















λσµνµν νσµλλσµν ||   (2.26) 
 










2     (2.27) 
 
Since both the Fock matrix and the orbitals are related to the orbital expansion 
coefficients, Equation (2.25) is non-linear and needs to be solved iteratively by a 
procedure known as the self-consistent field (SCF) method. The steps taken in solving 





















Guess initial density matrix, Pµv
Construct Fock Matrix, Fµv
Solve Roothaan-Hall equations
Form new density matrix, Pµv
Is new Pµv same as previous 








2.5.7 Open-shell Hartree-Fock 
 
The method described in the previous section is known as the restricted Hartree-Fock 
(RHF) method, where the system is considered as closed-shell, with doubly-occupied 
orbitals. The RHF method is inadequate in describing open-shell systems, where 
unpaired electron(s) are present. 
 
One approach of treating open-shell system is the restricted open-shell Hartree-Fock 
(ROHF) method. In this approach, the doubly-occupied orbitals are treated the same 
way as in the RHF method, while the unpaired electron(s) is described by a singly 
occupied orbital. However, inaccuracies in energies result from the paired electrons 
being constrained in doubly occupied orbitals. Furthermore, the ROHF method is 
more complicated than the unrestricted Hartree-Fock (UHF) method. 
 
In the UHF method, the α and β electrons are described separately by two different 
sets of spatial orbitals, forming two sets of Roothaan-Hall equations, known as the 
Pople-Nesbet equations,17 which are solved simultaneously. Unlike the ROHF 
method, UHF wavefunctions has the advantage of including spin polarization. 
However, the eigenfunctions are not pure spin states and result in spin contamination 
from higher states. 
 
2.6 Electron Correlation Methods 
 
A limitation of the HF method is in the lack of treatment of explicit electron 
interactions. The HF method assumes that each electron moves in an average field 
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created by the other electrons. This assumption is not realistic as individual electrons 
repel each other rather than being averaged out. 
 
The HF theory can therefore be improved by taking into account the electron-electron 
interaction, also known as electron correlation. The difference between the energy of 
the system with the electron correlation included (ε0) and the HF energy (E0) is the 
correlation energy (Ecorr), which is negative as the HF energy is higher than the exact 
energy: 
 
00 EEcorr −= ε     (2.28) 
 
Methods that treat electron correlation are termed post-SCF methods. Some of these 
methods will be discussed in the following subsections. 
 
2.6.1 Configuration Interaction (CI) and Coupled Cluster (CC) Theory 
 
In the HF theory, the wavefunction ψ  is described by a single Slater determinant, 
which is inadequate for an accurate description. CI methods seek to improve this by 
describing ψ  with multiple determinants. Taking into account the different electronic 
configurations, occupied orbitals can be replaced with virtual orbitals in the HF 
determinant, constructing other determinants. The variational wavefunction CIψ  of a 
full CI (FCI) method can be constructed from a linear combination of determinants, or 






















iHFCI aaaψ ψψψ0   (2.29) 
 
In principle, a FCI calculation will yield the exact energy of the system. However, it is 
unfeasible to carry out such calculations except for very small systems due to the 
large number of determinants to be computed. 
 
A more practical method is the limited CI, where only a limited set of substitutions to 
the HF determinant is taken into consideration. Example of such methods are the CIS 
method, which includes single excitations; CID method, which includes double 
excitations; CISD method, which adds both single and double excitations, and CISDT 
method which involves single, double and triple excitations. However, these methods 
have the disadvantage of not being size-consistent. To ensure size-consistency, the 
Quadratic Configuration Interaction (QCI) method was developed.18 The QCISD 
methods corrects the size consistency for the CISD methods, and the QCISD(T) adds 
triple excitations to the QCISD method. 
 
The coupled cluster (CC) method was also developed to correct the size-consistency 
problem of limited CI.19 Examples of CC methods are the CCD, CCSD and CCSD(T), 
where S, D, and T stand for single, double and triple excitations, respectively. The CC 
theory is closely related to the QCI theory. However, CC is not variational and is 
computationally less efficient that the QCI method. 
 




Another approach of treating electron correlation is to employ the Møller-Plesset 
perturbation theory which uses concepts from the many-body perturbation theory by 
adding higher excitations to the HF theory.20 
 
The Hamiltonian can be divided into two parts: 
 
VHH λ+= 0      (2.30) 
 
where H0 is the sum of the one-electron Fock operators, and V is a perturbation 
operator with parameter λ. Assuming λV is small, the perturbed wavefunction and 
energy can be expanded as a Taylor series: 
 
K++++= )3(3)2(2)1(1)0( ψλψλψλψψ    (2.31) 
K++++= )3(3)2(2)1(1)0( EEEEE λλλ    (2.32) 
 
By substituting Equations (2.30), (2.31) and (2.32) into the Schrödinger equation, we 
have: 
 
( )( ) ( )( )KKK ++++=+++ )1(1)0()1(1)0()1(1)0(0 ψλψλψλψλ EEVH   (2.33) 
 
When λ=0, the eigenvalues of 0H , 0E , is the sum of the orbital eigenvalues. For the 
1st order correction, λ=1, the HF energy, HFE  is obtained with the HF wavefunction 
0ψ  by adding )0(E  and )1(E . Thus, to improve on the HF energy, the second order 
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correction and beyond needs to be considered. The various nth order corrections will 
yield the corresponding energies for the MPn method. 
 
2.7 Density Functional Theory (DFT) 
 
Unlike ab initio methods which are based on the many-electron wavefunction, density 
functional theory (DFT) methods are based on the electron density, ρ. Due to its 
lowered computational costs and efficiency as compared to conventional ab initio 
methods, DFT methods have gained tremendous popularity. This section gives a brief 
outline of DFT, while detailed information can be found in textbooks.21 
 
The earliest DFT model was devised by Thomas and Fermi in 1927,22 whereby the 
kinetic energy and potential energy terms of a system are described in a classical 
manner. From Slater’s work, the model was improved by considering the quantum 
mechanical exchange effects correction to the electron-electron repulsion. 
Subsequently, the Thomas-Fermi-Dirac model was devised with the inclusion of the 
exchange effects. However, this model remains inaccurate and does not have any 
modern use. 
 
2.7.1 The Hohenberg-Kohn Theorems 
 
Modern DFT methods have their roots from the Hohenberg-Kohn Theorems.23 The 
first theorem states that the ground state density ρ(r) determines the external potential 
Vext, which determines the Hamiltonian, and in turn determines the wavefunction and 
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other properties of the system. The proof is based on reducio ad absurdum which 
shows that the contrary is not possible. 
 
Since the ground state energy is a functional of the ground state electron density, it 
can be separated in the various terms: 
 
( )[ ] ( )[ ] ( )[ ] ( )[ ]











   (2.34) 
 
where the first term on the right is the potential energy from the nuclei-electron 
attraction and is system dependent. The remaining two terms are the potential energy 
from electron-electron interaction and the kinetic energy, respectively. These two 
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   (2.35) 
 
where the electron-electron repulsion term is split into the classical Coulomb part J 
and the non-classical part Encl. Other than J, the other two terms Encl and T are 
unknown functionals. A major challenge of DFT is to find expressions for these two 
unknown functionals. 
 
The second theorem states that the density follows the variational principle, thus 




2.7.2 The Kohn-Sham Theorem 
 
In the Kohn-Sham theorem,24 a fictitious system of non-interacting electrons is taken 
as a reference system. The energy functional can then be divided into the individual 
terms: 
 
( )[ ] ( )[ ] ( )[ ]
( )[ ] ( )[ ] ( )[ ] ( )[ ] ( )[ ]

















The Kohn-Sham approach splits the kinetic energy terms into TS, which is the kinetic 
energy for the non-interacting reference system, and TC, which is the difference 
between the kinetic energy of the true interacting system and TS. The unknown Encl 
and TC terms are then grouped into EXC, the exchange-correlation term. The full DFT 
expression for energy calculation can be written as: 
 
( )[ ] ( )[ ] ( )[ ] ( )[ ] ( )[ ]
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The only unknown term in Equation (2.37) is the EXC term. In principle, the Kohn-
Sham approach is exact, unlike the Hartree-Fock method which contains an 
approximation. However, due to the unknown EXC, an approximation has to be made 
for this term. If the exact form of EXC is known, then the Kohn-Sham approach will 
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yield the exact energy. Thus, much research has been devoted to finding accurate 
expressions for this term. 
 
2.7.3 The Local Density Approximation (LDA) and Local Spin-Density 
Approximation (LSDA) 
 
The LDA model is based on a hypothetical homogeneous electron gas system having 
N interacting electrons in a volume V.  The density ρ remains constant as N and V are 
taken to infinity. The EXC term of this model can be written as: 
 
[ ] ( ) ( )( ) rrr dE XCLDAXC ρερρ ∫=     (2.38) 
 
where ( )( )rρε XC  is the exchange-correlation energy per particle of the homogeneous 
electron gas having density ( )rρ . A weighting function is included in the expression 
by taking the product of ( )( )rρε XC  and the probability ( )rρ  of an electron existing at 
that position in space. 
 
( )( )rρε XC  can be split in the exchange and correlation parts: 
 
( )( ) ( )( ) ( )( )rrr ρερερε CXXC +=    (2.39) 
 













−=X     (2.40) 
 
Putting Equation (2.40) into Equation (2.38) shows the 34ρ dependence of the 
exchange energy. This exchange functional is commonly called the Slater exchange, 
abbreviated as S,25 while the correlation part Cε  is commonly represented by the 
VWN functional.26 
 
In the unrestricted case, the LSDA version is employed, which has the expression: 
 
[ ] ( ) ( ) ( )( ) rrrr dE XCLSDAXC βαβα ρρερρρ ,, ∫=    (2.41) 
 
In reality, the homogenous electron gas system is not a realistic model as the actual 
system does not have a constant electron density. This results in the LDA and LSDA 
being drastic approximations which yield inaccurate results. 
 
2.7.4 The Generalized Gradient Approximation (GGA) 
 
GGA is an improvement to the LDA and LSDA by accounting for the non-
homogeneity of the electron density. The GGA functionals include the correction for 
the gradient of electron density ( )rρ∇  and have the general expression: 
 





XCE  can also be split into its exchange and correlation components. Some exchange 
functionals, such as B8827 and PW9128 make use of empirical parameters by fitting to 
known exchange energies of rare gas atoms He through Rn. Some others, such as 
PBE,29,30 are based on rational function of the reduced gradient and are free of 
empirical parameters. As for correlation functionals, they have more complicated 
explicit expressions. In theory, any exchange functional can be combined with any 
correlation functional to be employed for calculations. Some commonly used 
combinations are SVWN,25,26 BLYP,27,31 BP8627,32 and mPWPW91.33–37 
 
2.7.5 Hybrid Functionals 
 
We recall that HF theory also contains an exchange term in its expression. To 
improve the accuracy of DFT functionals in calculation of molecular properties, 
Becke suggested the incorporation of part of HF exchange into the exchange-
correlation functional.38 
 
In the Kohn-Sham scheme, the exchange-correlation energy is obtained via the 
coupling-strength integrated exchange-correlation hole, which can be represented by: 
 
λλ dEE nclXC ∫=
1
0
     (2.43) 
 
where λ describes the degree of electron correlation. At λ=0, the system is non-
interacting and 0=λnclE  consists of only the exchange term and no correlation. At λ=1, 
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the system is fully interacting and 1=λnclE  consists of both the exchange and correlation 
components. 
 
The simplest approximation taken to solve Equation (2.43) is to assume that λnclE  has 
a linear variation with respect to λ. This yields the half-and-half combination of HF 
exchange and density functional exchange-correlation.38 Subsequently, Becke 
extended this scheme to using semi-empirical coefficients to vary the contributions of 
various components.39 
 
Presently, one of the most popular hybrid functional is the B3LYP functional, which 
is a combination of the Becke three-parameter exchange functional39 with the LYP 
correlation functional derived by Lee, Yang and Parr.31 The B3LYP exchange-
correlation functional has the form: 
 
( ) ( ) LSDACLYPCBXXCLSDAXLYPBXC EccEbEaEEaE −++++−= = 11 8803 λ   (2.44) 
 
where the optimized values of the empirical coefficients a, b and c are 0.20, 0.72 and 
0.81, respectively. LSDAXE  is the exchange energy from LSDA, 
0=λ
XCE  is the exact 
exchange energy, 88BXE  is Becke’s 1988 gradient correction to LSDA exchange, 
LYP
CE  
is the correlation functional of Lee, Yang and Parr, and LSDACE  is the VWN LSDA 
approximation to the correlation functional. 
 
B3LYP and other hybrid functionals have found widespread use in computational 
chemistry due to their accuracy in predicting molecular properties. Examples such 
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functionals include PBE0,29,30,40 B3P86,32,39 O3LYP,31,41,42 X3LYP,31,43 
BHandH,25,26,31 and TPSSh.44 Recently-developed hybrid functionals include the 
M0545,46 and M0647,48 suite of functionals which address the inadequate treatment of 
dispersion forces in DFT methods. The long-range corrected functionals CAM-
B3LYP49, LC-ωPBE.50–53 and Hirao’s LC scheme54 aim to improve the inaccurate 
behaviour of the exchange potential at long-range.  
 
2.8 Calculating Electronic Excited States 
 
Unlike the ground state which can be qualitatively described by a single electronic 
configuration, electronic excited states can have several different configurations 
which are equally significant. Thus, the challenge in excited states calculation is to be 
able to obtain a wavefunction that has the flexibility to treat these configurations 
accurately. Methods used for calculating excitation states include the semi-empirical 
ZINDO/S,55 the ab inito CI-Singles (CIS) and the popular TD-DFT method.  
 
2.8.1  CI-Singles (CIS) 
 
In the context of describing the excited state based on ground state orbitals, the CI-
Singles (CIS) method is widely used.56 In this method, the excited state wavefunction 
is described by a linear combination of singly-excited determinants, formed by 
replacing an occupied orbital in the HF wavefunction with a virtual orbital. The CIS 












where the coefficients c are the components of the eigenvector for state k. Although 
the singly excited wavefunctions are orthogonal to the ground state due to Brillouin’s 
theorem, they may not be orthogonal to each other. Essentially, the CIS technique 
involves the orthogonalization of these singly-excited states by diagonalizing the CI 
matrix. Note that this technique does not reoptimize the orbitals for any state but 
rather, it uses a wavefunction which has the quality of a HF wavefunction for the 
ground state. This means that CIS also has the flaw of an inadequate treatment of 
electron correlation. 
 
2.8.2 Time-Dependent Density Functional Theory (TD-DFT) 
 
A more popular method of calculating electronic excited states is the time-dependent 
density functional theory (TD-DFT) method, which is an extension of the DFT 
method, described in Section 2.7, to time-dependent conditions. The groundwork of 
TD-DFT begins from the Runge-Gross Theorem,57 which is the time-dependent 
analog of the Hohenberg-Kohn theorem. The Runge-Gross theorem states that there is 
a one-to-one correspondence between the time-dependent density, ρ(r, t), and the 
time-dependent external potential of a system, vext(r, t).  
 
The evolution of the wavefunction occurs according to the time-dependent 
Schrödinger Equation (2.1), which can be written simply as: 
 









H is the Hamiltonian having the form: 
 
H(t) = T + Vext(t)+ W    (2.47) 
 
where T is the kinetic energy operator, Vext(t) is the external potential and W is the 
electron-electron interaction.  
 
Using Equation (2.46), the Runge-Gross theorem proves that there is a one-to-one 
mapping in the form of vext(r, t) → Ψ(t) → ρ(r, t) via two steps. The first step shows 
that two external potentials which differ by more than an additive function will 
generate current densities that become different infinitesimally after t0. The second 
step utilizes the continuity equation and the result of the first step to yield the 
corresponding electron densities. 
 
Based on the Runge-Gross theorem, the time-dependent Kohn-Sham equations can be 
constructed.  Assuming a system of non-interacting electrons, the time-dependent 
Kohn-Sham equations can be written as: 
 
























   (2.48) 
 
The density of the system, ρ, which is equal to the density of the interacting system is 
defined as: 
 












and the Kohn-Sham potential is given as: 
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  (2.50) 
 
where vH is the Hartree potential and vXC is the exchange-correlation potential defined 
by Equation (2.50). The exchange-correlation potential in the time-dependent case is 
not a straightforward extension from the ordinary DFT due to a violation of causality. 
The Keldish formalism was later introduced to solve this problem.58  
 
In the case of a small external time-dependent potential, the linear response TD-DFT 
can be applied. When the external perturbation is small, the density is assumed to be 
close to the ground-state. With ( ) ( ) ( )ttt GS ,,, rrr δρρρ += , the expression for vXC can 
be expressed as: 
 
[ ]( ) [ ]( ) [ ]( ) ( )','',','', 3 tttfddtvtv GSXCGSXCGSXC rrrrrr δρρρδρρ −+=+ ∫ ∫  
(2.51) 
 
where fXC is called the exchange-correlation kernel. 
 
The response of the ground-state to a small external perturbation, [ ]( )',', ttGS −rrρχ , 




( ) [ ]( ) ( )','',','', 3 tvttddtt extGS rrrrr δρχδρ −= ∫ ∫   (2.52) 
 
In the non-interacting Kohn-Sham system, the density response is the same and can be 
expressed in terms of the Kohn-Sham analog of χ , denoted as KSχ : 
 




Equating (2.52) and (2.53), and using the exchange-correlation kernel yields the 
Dyson equation of linear response TD-DFT:59 
 























From Equation (2.54), the electronic excitation energies can be obtained from the 
poles of the response function χ when ω is equal to the true excitation frequency. The 
strengths of the poles are associated to the oscillator strengths which are in turn 
related to the absorption intensities.  
 
2.9 Solvation Methods 
 
Quantum mechanical calculations are usually carried out in vacuo to determine the 
properties of isolated and non-interacting molecules. However, the gas phase model is 
usually not realistic of experimental work, where the reactants are usually dissolved 
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in solvent during chemical reactions. The properties of the molecules in the gas phase 
and in condensed phase can be different, which makes solvation models an important 
aspect of quantum mechanical calculations. The self-consistent-reaction field (SCRF) 
theory is often used to describe an implicit solvation model. The solute is placed in a 
cavity, which is then placed in a solvent described by a continuous electric field. One 
of the most widely used scheme for SCRF theory is the Polarizable Continuum Model 
(PCM). Of the PCM formalism, the Integral Equation Formalism (IEF-PCM)60–62 is 
used in the work in this thesis. 
 
The free energy of solute M in a dilute solution can be partitioned into 5 terms: 
 
GS(M) = Gcav + Gel + Gdis + Grep + Gtm    (2.55) 
 
where Gcav is the cavitation energy, Gel is the electrostatic interaction energy, Gdis is 
the dispersion energy, Grep is the repulsion energy and Gtm is the contributions due to 
thermal motions. The cavitation energy is due to the formation of a void cavity in the 
solvent to accommodate the solute. The cavity is constructed by placing interlocking 
spheres centered on atoms or groups of atoms in the molecule. There are several types 
of radii that can be used to generate such cavities, such as the United Atom (UA) 
model, which places an individual sphere on each heavy atom while the bonded 
hydrogens are enclosed in the sphere. Of the UA model, the UA0 and UAKS radii are 
commonly used, with the former using radii of the UFF force field, and the latter 
using radii optimized for the PBE0/6-31G(d) level of theory. Another common radius 
is the UFF which uses radii from the UFF force-field, but with hydrogen atoms 




Of the five terms in Equation (2.55), the electrostatic, dispersion and repulsion terms 
are described by the Schrödinger equation while the cavitation and thermal motion 
contributions are treated differently. The effective Schrödinger equation can be 
expressed as: 
 
( )( ) ( ) ( )rr ψψρ EVH MM =+ int0    (2.56) 
 
where 0MH  is the Hamiltonian of the solute M and intV  is the solute-solvent 
interaction potential which is dependent on the charge distribution of M. The terms 
0
MH  and intV  make up the effective Hamiltonian, effH . Although intV  consists of the 
electrostatic, dispersion and repulsion terms, only the electrostatic component is 
considered. 
 
At the Hartree-Fock level, the Fock matrix with the inclusion of solvent field can be 
written as: 
 
( ) ( ) ( )PXyjPGhF ++++=
2
100
   (2.57) 
 
where h0 and G0(P) are matrices corresponding to the one and two-electron integrals 
obtained from SCF calculations in vacuo, P is the density matrix, j, y and X(P) are 
additional one and two-electron integrals associated with the continuum model. The 
Fock matrix is now used to determine the wavefunction corresponding to the 






HF VHG ψψ int2
1
−=    (2.58) 
 
Together with the free energy of solvation, the solution to the wavefunction is 
obtained from which other properties can be determined. 
 
2.10 Classical Molecular Dynamics (MD) Simulations 
 
Classical molecular dynamics (MD) is a technique for generating atomic trajectories 
of a system by using classical mechanics to study the time evolution of a system. MD 
can act as a link between experiment and theory which allows the study of 
macroscopic properties from microscopic states. Detailed discussion of MD 
methodology and applications can be found in textbooks.63,64 A brief overview of the 
operations taken in a MD simulation will be outlined in this section. 
 
In MD, a system of N particles is first chosen and the integration of Newton’s 
equation of motion is carried out until the properties of the system no longer changes 
with time. At this stage, the system is said to be equilibrated. After equilibration, the 
actual run, known as the production run is carried out. Statistical mechanics is then 
utilized to convert the microscopic information generated to the macroscopic 
properties of the system. The steps in a MD program begin with the reading in of 
parameters and conditions of the MD run, followed by initialization of the system 
which involves the assignment of positions and velocities. This is followed by the 
calculation of the force acting on every particle and then integrating Newton’s 
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equations of motion. The force calculation and integration steps are repeated until the 
trajectories for the desired length of time have been completed, which make up the 
most time-consuming procedures in an MD simulation. The different operations are 
discussed in subsections 2.10.1 to 2.10.4.  
 
2.10.1 Setting up a System 
 
The conventional MD simulation involves the microcanonical constant NVE 
ensemble, where the N-particle system is in a constant volume V having a constant 
total energy E. However, in relation to experimental conditions, it is usually more 
realistic to carry out a canonical ensemble or isothermal-isobaric ensemble simulation.  
The canonical or NVT ensemble conserves the number of particles N, the volume V 
and temperature T, while the isothermal-isobaric or NPT ensemble conserves the N, 
pressure P and T. Examples of thermostats used in constant temperature simulations 
are Berendsen,65 Andersen,66 Langevin67 and Nosé-Hoover.68–70 
 
The selection of the time step ∆t is crucial in determining the stability and accuracy of 
the integration step. A small time step ensures better stability but requires more 
computer time to achieve the same length of simulation, thus there needs to be a 
compromise between accuracy and computational cost. The time step should be 
shorter than the highest frequency motion which is usually associated with bonds 
involving hydrogens. In such cases, the time step is usually set at 0.5 to 1.0 
femtosecond. With the use of constraints such as SHAKE71 and RATTLE,72 the bond 
stretching freedom is removed and longer time steps can be used. Such constraints are 
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usually applied for bonds involving hydrogens, which allow the increase of the time 
step to 2.0 femtosecond. 
 
The incorporation of solvent effects can be done either as an implicit model, where 
the solvent is treated as a continuum, or an explicit model, where individual solvent 
molecules are taken into account. Although the explicit model is more 
computationally expensive due to the large number of particles involved, the viscosity 
of the solvent and the interactions between the solute and the first solvation shell are 
accounted for. 
 
In most cases, the simulated system is a small system which makes up a part of the 
bulk system. The problem with such a small system is that the particles at the system 
boundaries have different properties from that of particles surrounded by other 
particles, which leads to an unrealistic model of the bulk system. As such, the periodic 
boundary conditions (PBC) are usually applied to extrapolate the small system into a 
larger system by enclosing particles into a box and then replicating it to infinity. In 
addition, the Ewald methods, usually the Particle Mesh Ewald (PME) method,73,74 can 




To initialize the system, the initial positions and velocities of the particles are 
assigned. The initial positions of the particles can be obtained either from a known 
crystal structure or a structure from a geometry optimization. The initial velocities of 




2.10.3 Force Calculation 
 
The calculation of the forces acting on each particle makes up the most time-
consuming step of the simulation. Assuming that molecules are described by a ball 
and spring model, the potential energy, U, can be calculated from the bonding 
potential and non-bonding interactions of the particles in the system based on the 







−=      (2.59) 
 
The bonding potential, which involves atoms that are covalently bonded to each other, 
is made up of the terms originating from bond stretching, bending between bonds and 
rotation along bonds. The non-bonding interactions, which are more computationally 
intensive, consist of the electrostatic and van der Waal’s potentials. The Coulomb’s 
law and the Lennard-Jones potential are common choices for calculating these 2 
potentials, respectively. 
 
2.10.4 Integrating Newton’s Equations of Motion 
 
Having obtained all the forces acting on the particles, the next step is to integrate 
Newton’s equations of motion to obtain new positions. There are several algorithms 
designed to do this integration, the simplest being the Verlet algorithm. The Leap-frog 
algorithm, which is based on the Verlet algorithm,75 and the Beeman’s algorithm76 are 
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some alternatives to the Verlet algorithm. The integration step is repeated until the 
trajectories for the desired length of time have been computed. 
 
The derivation of the Verlet algorithm starts from the Taylor expansion of the position 
of a particle about time t: 
 






∆ttvtr∆ttr +++=+    (2.60) 
 
where v(t) is the velocity vector, ( )
m
tF is the acceleration and ( )ntO ∆  is the terms of 
order nt∆ or smaller. The backward extension can be written as: 
 






ttvtrttr ∆−∆+∆−=∆−   (2.61) 
 
The sum of Equations (2.60) and (2.61) yields 
 
( ) ( ) ( ) ( ) ( )422 tOt
m
tF
ttrtrttr ∆+∆+∆−−=∆+   (2.62) 
or 








=    (2.63) 
 
To summarize, using the current position ( )tr , the current force ( )tF can be calculated. 
With ( )tr  and the previous position ( )ttr ∆−  together with ( )tF , the new position 




The Leap-frog algorithm is modified from the Verlet algorithm by using a half-step 
scheme, where velocities are evaluated at mid-step time. 
 





























   (2.65) 
 
The current force ( )tF can be calculated from the current position ( )tr . Using ( )tF  


















tv  can be 









tv , the next position ( )ttr ∆+  
can be obtained from Equation (2.64). 
 
2.10.5 Simulated Annealing 
 
Simulated annealing (SA) is a probabilistic method in locating the global minimum of 
a function which may have several minima. Built around MD simulations, SA can be 
used as an optimization tool by overcoming energy barriers to locate the global 
minimum conformation. The system is first heated to a sufficiently large temperature 
and equilibrated before cooling slowly to 0 K. This process increases the chance of 













Figure 2.2. Overcoming energy barriers using simulated annealing. 
 
2.11 Selected Computational Methodology 
 
Quantum mechanical calculations reported in this thesis were mostly carried out with 
DFT methods. Geometries were optimized mainly with the hybrid density functional 
B3LYP31,39 together with the 6-31G* or better basis set. For all optimized geometries, 
vibrational frequency analysis was carried out at the same level of theory to verify the 
optimized geometries as local minima on the potential energy surface and to obtain 
zero-point energy corrections. To obtain higher-level relative energies, single point 
calculations were performed with larger basis sets, such as the 6-311+G** basis set. 
To incorporate solvent effects, the Polarizable Continuum Model (PCM)60–62 was 
used to model the systems in a dielectric field. Unless otherwise noted, zero-point 

















The interaction energies (∆E0) of the receptor-anion complex were calculated by 
taking the difference between the energy of the complex (E[R…A¯]) and the total 
energy of the receptor (ER) and anion (EA¯): 
 
∆E0 = E[R…A¯] – ER – EA¯          (2.66) 
 
The binding free energy (∆G298) at 298 K was computed from the following equation:  
 
∆G298 = ∆H298 − T∆S     (2.67) 
 
where ∆S is the entropy change and  
 
∆H298 = ∆H0 + (H298 – H0)         (2.68) 
 
The calculation of UV absorption spectra was carried out with the Time-Dependent 
DFT (TD-DFT)77,78 method, using various DFT functionals, together with the 6-
31+G* basis set and PCM model.  
 
Unless otherwise stated, all quantum mechanical calculations were carried out with 
the Gaussian0379 suite of programs.  
 
Classical molecular dynamics (MD) simulations in this thesis were carried out 
using the AMBER1080 software to study the motion of molecules in gas phase, 
explicit chloroform and acetonitrile solvents with time. Force field parameters for 
the molecules were taken from GAFF,81 and Kollman’s parameters were used for 
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the chloroform solvent.82 The parameters for acetonitrile solvent as well as van der 
Waals parameters for the fluoride and chloride anions were taken from that 
reported by Blas et al.83 Partial RESP fitted charges for the molecules were 
obtained from HF/6-31G* level calculations using Gaussian03.79 The starting 
structures of the molecules were obtained either from the DFT optimized 
geometries or from simulated annealing simulations, which were performed with 
starting temperature at 700 K, followed by slow cooling to 0 K. This procedure 
was repeated several times with the total heating time varying from 100 to 1000 
ps. The starting structures were then placed in a truncated octahedral box of 
chloroform or acetonitrile molecules. Comparing an octahedron to a box, the 
octahedron is closer to a sphere, with its corners being sliced off. Thus, it is more 
efficient in assuring that the solute molecule is a certain distance away from its 
image than a box. The solvated systems were optimized for a total of 4000 cycles, 
with the first 2000 cycles of steepest descent followed by 2000 cycles of 
conjugated gradient. The systems were first heated to 300 K and equilibrated at 
NVT for 200 ps with weak restraints on the solute, before equilibrating for another 
200 ps with the NPT ensemble (P = 1 atm) without restraints. After equilibration, 
2 ns long production runs were carried out. The SHAKE71 algorithm was applied 
to all hydrogen-containing bonds, allowing the usage of 2 fs time step. Non-
bonded van der Waals interactions were restrained to a 12 Å cutoff and the 
Particle Mesh Ewald (PME)73,74 method was employed to describe long range 
electrostatic interactions. The Langevin thermostat84 was employed to control the 







The Receptor Moiety: 
Binding Properties of Various Functional 




As mentioned in Section 1.2, there are various functional groups which can participate 
in anion binding.  One of the earliest anion receptor involves the ammonium cation, 
which can be easily generated by protonating amines. The charged ammonium 
receptors show strong binding ability due to the presence of both electrostatic and 
hydrogen bonding interactions.1  Another common charged functional group is the 
guanidinium cation, which has the advantage of being protonated over a large pH 
range due to its high basicity. In addition, it is capable of forming two parallel 
hydrogen bonds, which are favourable for binding to oxoanions.2 
 
Of the neutral receptors, the urea and thiourea are among the most popular functional 
groups for anion binding.3,4 They have the advantage of forming two parallel 
hydrogen bonds, which is particularly good for oxoanions. In addition, these groups 
are relatively easy to synthesize. The amide functional group plays important roles in 
proteins. The oxygen lone pairs can serve as hydrogen bond acceptors, and the NH 
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group can serve as a hydrogen bond donor, which is of interest in anion binding.5–7 
Replacing the oxygen atom in amide with sulfur yields thioamide, which can have an 
improved binding affinity towards anions.8 The anion binding abilities of 
calix[n]pyrroles have been studied intensively by Sessler et al. and have been shown 
to exhibit strong anion binding abilities.9,10 Other than cyclic pyrroles, acyclic 
pyrroles have also been shown to be effective anion receptors.7 Besides the NH 
hydrogen donors, the hydroxyl OH group is also common in anion binding. An 
example is the use of a simple dihydroxyl system for chloride binding.11 Although the 
aromatic CH hydrogen by itself is seldom considered as a functional group for anion 
binding, it plays a role in enhancing hydrogen bonding abilities in an anion receptor 












In this chapter, a systematic study of the above mentioned anion-binding functional 
groups is presented, with the objectives of gaining understanding of the different 
binding modes and properties of the various groups, and predicting the binding 
affinities to different anions. The various receptors considered in this study are shown 
in Scheme 3.1: the charged secondary ammonium FG1, quaternary ammonium FG2, 
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FG5, thiourea FG6, amide FG7, thioamide FG8, pyrrole FG9 and phenol FG10 
receptors; and lastly, benzene FG11, which can interact with anions via its aromatic 
CH hydrogens to enhance binding affinities.  
 
3.2 Computational Methodology 
 
Geometry optimization calculations were performed on the receptors FG1-FG11 and 
their complexes formed with various halide anions (F¯, Cl¯ and Br¯) and oxoanions 
(NO3¯, AcO¯, HSO4¯ and H2PO4¯), using the hybrid density functional B3LYP16,17 
together with the 6-31+G* basis set in the isolated state. For all optimized geometries, 
vibrational frequency analysis was carried out at the same level of theory to verify the 
optimized geometries as local minima on the potential energy surface and to obtain 
zero-point energy corrections. Higher-level relative energies were obtained through 
single-point energy calculations at B3LYP/6-311+G** level, based on the B3LYP/6-
31+G* optimized geometries. The polarizable continuum model (PCM)18–20 was also 
incorporated in the single point calculations to investigate the effect of solvent on the 
binding energies of the receptor-anion complexes. Solvents with varying dielectric 
constants (cyclohexane, chloroform, acetone, dichloromethane and acetonitrile) were 
considered in this study.  
 
3.3 Results and Discussion 
 
The B3LYP/6-31+G* optimized geometries of receptors FG1-11 and their anion 
complexes are shown in Figure 3.1. The corresponding binding free energies (∆G298) 


























Figure 3.1. B3LYP/6-31+G* gas phase optimized structures of FG1-11 and 
complexes formed with the various anions. Intermolecular hydrogen bonds are 



















FG2 FG2…F¯ FG2…Cl¯ FG2…Br¯ 
FG2…NO3¯ FG2…OAc¯ FG2…HSO4¯ FG2…H2PO4¯ 










FG3 FG3…F¯ FG3…Cl¯ FG3…Br¯ 
FG3…NO3¯ FG3…OAc¯ FG3…HSO4¯ FG3…H2PO4¯ 
1.60 1.61 
2.07 2.04 2.23 2.21 































Figure 3.1. (continued) 
1.52 
1.67 1.71 1.61 1.70 
2.25 2.09 
FG4 FG4…F¯ FG4…Cl¯ FG4…Br¯ 
FG4…NO3¯ FG4…OAc¯ FG4…HSO4¯ FG4…H2PO4¯ 
d) 
FG6 FG6…F¯ FG6…Cl¯ FG6…Br¯ 
FG6…NO3¯ FG6…OAc¯ FG6…HSO4¯ FG6…H2PO4¯ 
1.64 2.29 2.46 
1.87 1.79 1.89 1.84 
f) 
e) 
FG5 FG5…F¯ FG5…Cl¯ FG5…Br¯ 
































Figure 3.1. (continued) 
FG7 FG7…F¯ FG7…Cl¯ FG7…Br¯ 
FG7…NO3¯ FG7…OAc¯ FG7…HSO4¯ FG7…H2PO4¯ 
1.31 2.13 2.34 
1.82 1.73 1.86 1.75 
g) 
FG8 FG8…F¯ FG8…Cl¯ FG8…Br¯ 
FG8…NO3¯ FG8…OAc¯ FG8…HSO4¯ FG8…H2PO4¯ 
2.04 2.25 




FG9 FG9…F¯ FG9…Cl¯ FG9…Br¯ 
FG9…NO3¯ FG9…OAc¯ FG9…HSO4¯ FG9…H2PO4¯ 
2.11 2.32 
































FG10 FG10…F¯ FG10…Cl¯ FG10…Br¯ 













FG11 FG11…F¯ FG11…Cl¯ FG11…Br¯ 













Table 3.1. Calculated binding free energies (∆G298, kJ mol-1) of complexes 
formed with FG1-11 at 298 K in various media. 
a) 
B3LYP/  
6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* Secondary 
ammonium Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG1…F¯ -623.3 -639.4 -330.2 -152.0 -94.3 -54.4 -42.8 
FG1…Cl¯ -460.2 -466.2 -217.9  -79.1 -35.1   -4.9   2.6 
FG1…Br¯ -436.8 -436.8 -201.7  -71.3 -29.9   -1.8   5.1 
FG1…NO3¯ -420.1 -425.4 -194.7  -64.6 -22.9    5.6 11.7 
FG1…AcO¯ -513.3 -521.1 -258.7 -102.6 -49.8 -13.2 -3.2 
FG1…HSO4¯ -405.6 -406.4 -176.7  -46.7  -3.7  25.9 32.0 




6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* Quaternary 
ammonium 
Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG2…F¯ -444.8 -451.7 -197.0 -57.0 -14.8 13.9 20.4 
FG2…Cl¯ -352.9 -355.9 -145.0 -33.9   -0.1 22.3 26.9 
FG2…Br¯ -340.0 -337.1 -136.1 -30.2    2.0 23.4 27.5 
FG2…NO3¯ -319.6 -323.1 -130.7 -27.2    4.9 26.3 29.9 
FG2…AcO¯ -358.3 -360.3 -150.4 -31.5    6.7 32.6 37.5 
FG2…HSO4¯ -302.2 -307.0 -123.0 -24.2    7.2 28.1 31.2 




6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* Y-shaped 
guanidinium 
Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG3…F¯ -565.9 -580.8 -272.9 -98.2 -42.9   -4.9  5.7 
FG3…Cl¯ -424.7 -428.6 -184.0 -52.2 -11.1  16.5 23.4 
FG3…Br¯ -406.7 -405.0 -171.4 -45.9   -6.7  19.5 25.9 
FG3…NO3¯ -398.0 -400.8 -171.9 -46.9   -7.5  19.1 25.1 
FG3…AcO¯ -473.3 -475.9 -229.7 -88.6 -42.7 -11.3 -3.7 
FG3…HSO4¯ -380.1 -382.5 -161.9 -42.0   -3.7  22.0 27.5 
FG3…H2PO4¯ -424.4 -429.0 -199.9 -73.1 -32.3  -5.0  1.1 
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Table 3.1. (continued) 
d) 
B3LYP/  
6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* Cyclic 
guanidinium 
Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG4…F¯ -507.5 -511.0 -242.9 -91.4 -43.0 -9.8 -0.5 
FG4…Cl¯ -385.7 -388.0 -163.5 -40.0   -0.1 26.9 34.2 
FG4…Br¯ -369.5 -365.1 -150.6 -33.1    5.1 30.8 37.6 
FG4…NO3¯ -359.2 -360.9 -151.3 -35.2    2.9 28.5 34.9 
FG4…AcO¯ -417.0 -417.8 -192.8 -62.3 -18.5 11.3 18.9 
FG4…HSO4¯ -341.7 -343.1 -139.6 -27.7    9.5 34.4 40.1 




6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* Urea 
Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG5…F¯ -142.8 -143.8 -63.8 -16.2  -0.1 11.4 13.2 
FG5…Cl¯  -72.3  -71.5 -18.0  12.9 24.2 32.0 32.9 
FG5…Br¯  -64.4  -59.7 -11.7  16.3 26.8 34.0 34.7 
FG5…NO3¯  -58.5  -57.2 -11.0  17.0 27.8 35.2 35.5 
FG5…AcO¯  -79.0  -76.7 -26.9   6.1 19.1 28.3 29.0 
FG5…HSO4¯  -45.8  -44.8  -2.7  21.8 31.8 38.5 38.4 




6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* Thiourea 
Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG6…F¯ -182.9 -185.3 -96.7 -43.8 -25.9 -13.2 -11.0 
FG6…Cl¯ -101.2 -101.8 -42.3   -7.6   5.0  13.7  14.8 
FG6…Br¯  -90.8  -87.0 -33.6   -2.3   9.4  17.4  18.3 
FG6…NO3¯  -83.9  -83.2 -31.8   -0.5 11.3  19.5  20.0 
FG6…AcO¯ -113.4 -111.9 -56.6 -19.9 -5.7   4.5   5.5 
FG6…HSO4¯  -69.7  -69.5 -22.8    4.7 15.6  23.0  23.0 




Table 3.1. (continued) 
g) 
B3LYP/  
6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* Amide 
Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG7…F¯ -136.1 -139.8 -66.9 -23.5  -9.4  0.8   2.3 
FG7…Cl¯  -59.5  -59.7 -14.8  10.2 19.0 25.1 25.7 
FG7…Br¯  -51.5  -48.6   -8.8  13.3 21.4 26.8 27.3 
FG7…NO3¯  -44.0  -42.5   -2.7  20.4 29.0 34.8 35.0 
FG7…AcO¯  -58.8  -56.8 -13.3  13.9 24.4 31.8 33.0 
FG7…HSO4¯  -31.8  -30.3    6.4  26.9 34.6 39.7 39.6 




6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* Thioamide 
Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG8…F¯ -176.4 -185.2 -94.6 -39.8 -21.6 -8.7 -6.0 
FG8…Cl¯  -79.0  -79.5 -26.8    3.3  13.9 21.1 22.1 
FG8…Br¯  -69.1  -66.2 -19.5    7.1  16.7 23.3 24.1 
FG8…NO3¯  -60.5  -58.8 -12.8  14.5  24.5 31.4 31.8 
FG8…AcO¯  -80.4  -78.5 -28.4   3.8  15.7 24.3 25.4 
FG8…HSO4¯  -45.6  -43.8   -1.8  22.3  30.9 37.5 36.8 




6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* Pyrrole 
Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG9…F¯ -133.4 -139.1 -58.8 -15.0  -0.8  8.9 10.4 
FG9…Cl¯  -52.6  -53.5   -6.6  16.7 24.8 30.0 30.3 
FG9…Br¯  -44.9  -41.8   -0.4  19.9 27.3 31.8 32.1 
FG9…NO3¯  -36.1  -35.5    5.8  27.0 34.9 39.8 39.8 
FG9…AcO¯  -52.4  -51.5   -4.7  21.4 31.1 37.6 37.7 
FG9…HSO4¯  -26.4  -26.9  10.3  28.6 35.7 40.1 39.6 




Table 3.1. (continued) 
j) 
B3LYP/  
6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* Phenol 
Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG10…F¯ -173.9 -179.6 -87.6 -35.1 -18.1 -6.3 -4.2 
FG10…Cl¯  -66.5  -66.7 -13.9  13.8  23.5 30.0 30.5 
FG10…Br¯  -56.4  -51.5   -5.0  19.3  28.1 33.8 34.2 
FG10…NO3¯  -47.7  -47.3   -2.0  22.4  31.5 37.4 37.4 
FG10…AcO¯  -69.5  -68.7 -18.1  11.6  22.7 30.2 30.5 
FG10…HSO4¯  -34.5  -34.9    6.9  27.6  35.8 40.8 40.4 




6-31+G* B3LYP/ 6-311+G**// B3LYP/ 6-31+G* 
 Benzene 
Gas Gas C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN 
Complex ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 ∆G298 
FG11…F¯ -35.2 -38.3 13.9 34.8 40.1 43.2 42.4 
FG11…Cl¯   -3.2 - 4.2 25.1 33.7 35.8 36.7 35.5 
FG11…Br¯   -0.8   2.0 27.9 35.1 37.1 37.7 36.5 
FG11…NO3¯    5.9   4.9 32.2 41.5 44.5 45.8 44.5 
FG11…AcO¯    0.8   0.0 35.0 50.6 55.4 58.2 56.9 
FG11…HSO4¯  12.2 11.0 37.7 46.2 49.3 50.3 48.7 





Two types of ammonium functional groups have been considered in this study: a 
secondary ammonium and a quaternary ammonium. A secondary ammonium cation 
can bind to anions via both electrostatic and hydrogen-bonding interactions while a 
quaternary ammonium utilizes mainly electrostatic interactions due to the absence of 




For a secondary ammonium (FG1) system, a dimethyl ammonium receptor has been 
considered. B3LYP/6-31+G* optimized structures of FG1 and its anion complexes 
are shown in Figure 3.1a. In this receptor, there are two NH hydrogens available for 
hydrogen bonding interactions. The halide anions, F¯, Cl¯ and Br¯, and Y-shaped 
oxoanions, AcO¯ and NO3¯, prefer to form linear hydrogen bonds with only one of the 
two NH groups. Both the FG1…F¯ and FG1…AcO¯ complexes appear to be 
deprotonated. This is likely because of the high basicity of these anions which allows 
them to extract a proton from the ammonium cation. The larger tetrahedral anions 
(HSO4¯ and H2PO4¯) are able to utilize both NH of FG1 to form hydrogen bonds with 
two different oxygens. The calculated binding free energies are shown in Table 3.1a. 
The energies in the gas phase are relatively large due to both electrostatic and 
hydrogen bonding interactions. However, these energies decrease drastically when the 
systems are modeled in solvent. This is not unexpected as both the cationic receptor 
and anionic guest will be stabilized by the presence of a dielectric medium. The order 
of binding affinity is as follows: F¯ > AcO¯ > Cl¯ > H2PO4¯ > Br¯ > NO3¯ > HSO4¯. 
 
For the quaternary ammonium (FG2), a tetramethylammonium (TMA) system was 
studied. B3LYP/6-31+G* optimized structures of FG2 and its anion complexes are 
shown in Figure 3.1b. Other than the main electrostatic interactions, there are also 
multiple CH…X¯ type of weak hydrogen bonding interactions present. The anions 
interact with the CH hydrogens of three methyl groups on one side of the tetrahedron 
“face”. This binding mode is similar to that of the TMA…Cl¯ complex studied by 
Pashynska et al.21 and Davies et al.22 However, these CH hydrogen bonds are not able 
to compensate for the strength of the NH…X¯ hydrogen bonding, which is absent in 
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FG2. This is evident in the binding energies shown in Table 3.1b, which reflect the 
decreased binding energies of FG2 as compared to FG1. The weaker binding of FG2 
is even more apparent in the solvent model due to the stabilization of both the charged 
guest and host. In the gas phase, the selectivity trend of FG2 is similar to that of the 
secondary ammonium FG1 but there is practically no selectivity when placed in 
dielectric media. Again, this can be attributed to the large weakening of electrostatic 
interactions. It is interesting to note that the quaternary ammonium cation, 
tetrabutylammonium (TBA), is commonly used to form salts with anions like F¯, Cl¯, 
AcO¯. Thus, in anion binding studies, there is competitive binding between the 
receptor of interest and TBA cation towards anions, although this competition may 




The Y-shaped guanidinium cation (FG3) is predicted to have a non-planar structure, 
at B3LYP/6-31+G* level of theory. Although a planar structure can be obtained, it is 
a first-order saddle point, with one imaginary frequency corresponding to the out-of-
plane rotation of the NH2 groups. This correlates well with a study done by Rozas et 
al.23 The optimized structures of FG3 and its anion complexes are shown in Figure 
3.1c. The anions are capable of forming two hydrogen bonds with the receptor. 
Similar to the case of the ammonium cation, F¯ deprotonates the guanidinium cation, 
possibly due to the high charge density of the fluoride anion. The Cl¯ and Br¯ anions 
lie between the two NH to form ditopic hydrogen bond interactions. In the case of 
oxoanions (AcO¯, NO3¯, HSO4¯ and H2PO4¯), parallel hydrogen bonds are formed 
with two different anionic oxygens. Although a deprotonated structure can also be 
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located as a minimum for the FG3…AcO¯ complex, this structure is 23 kJ mol-1 less 
stable, thus only the protonated FG3…AcO¯ complex is considered. The binding free 
energies are shown in Table 3.1c. Similar to the case of the FG1, where electrostatic 
and hydrogen bonding interactions are also involved, the binding energies show 
strong anion binding abilities, but decrease in solvent media. The binding affinities in 
the gas phase are in the order: F¯ > AcO¯ > H2PO4¯ > Cl¯ > Br¯ > NO3¯ > HSO4¯. In 
more polar solvents (acetone and acetonitrile), AcO¯ and H2PO4¯ have larger binding 
affinities than F¯. 
 
As shown in Figure 3.1d, the bicyclic guanidinium (FG4) binds anions in the same 
fashion as the Y-shaped guanidinium, utilizing the two parallel NH groups to form 
hydrogen bonds. In this case, the F¯ complex did not show deprotonation, unlike the 
case of the Y-shaped guanidinium FG3. The binding free energies are shown in Table 
3.1d. The energies are also large due to electrostatic and hydrogen bonding 
interactions but in comparison to the Y-shaped guanidinium (FG3), this bicyclic 
guanidinium (FG4) is less binding. The F¯, AcO¯ and H2PO4¯ anions have the largest 
binding affinities in solvent.  
 
3.3.3 Urea and Thiourea 
 
The anion binding ability of the unsubstituted urea has previously been studied 
independently by Jose et al.24 and Hay et al.,25 showing the selectivity trend and 
geometric arrangement of the urea around the anions. A similar study was carried out 




The unsubstituted urea (FG5) has a non-planar structure, as predicted at B3LYP/6-
31+G* level of theory. Of the non-planar structure, the molecule can adopt either the 
anti conformer, which has C2-like symmetry, or a syn conformer, which has CS 
symmetry and is more stable by 0.6 kJ mol-1. A planar conformer with C2V point 
group has also been obtained, but is a second-order saddle point at the same level of 
theory. The structures of the receptor and anion complexes are shown in Figure 3.1e. 
In all complexes, both NH hydrogens participate in hydrogen bonding. For the halide 
anions, the anion target resides between the two NH groups, forming bent hydrogen 
bonds. For the other oxoanions, each NH group interacts with a different oxygen atom 
in a parallel fashion, forming relatively linear hydrogen bonds.  
 
In comparison with urea, thiourea NH hydrogens are more acidic, thus it is expected 
for thiourea groups to bind more strongly to anions than their urea counterparts. The 
unsubstituted thiourea (FG6) as a receptor has been considered in this study. A non-
planar, anti conformer of FG6 with C2-like symmetry was found to be a minimum.  A 
planar structure with C2V symmetry has an imaginary frequency corresponding to the 
NH hydrogens moving out of plane. The binding mode of this thiourea receptor FG6 
is similar to that for the urea receptor FG5 described above. The structures of the 
receptor and anion complexes are shown in Figure 3.1f. As expected, the binding free 
energies for FG6 (Table 3.1f) reflect the stronger anion-binding ability of the thiourea 
receptor than the urea receptor FG5 (Table 3.1e). The order of anion selectivity is 
similar for both FG5 and FG6, with the F¯, AcO¯ and H2PO4¯ anions having the most 
favourable binding affinities. 
 
3.3.4 Amide and Thioamide 
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Unlike urea, the amide group has only one NH group, thus it can only form one 
hydrogen bond to the anion guest instead of two parallel hydrogen bonds. A study of 
the interactions between aromatic amides and Br¯ anion has been done by Čajan et al., 
showing that hydrogen bonding is the driving force for complex formation.26 The 
B3LYP/6-31+G* optimized structures of the amide receptor FG7 and its complexes 
are shown in Figure 3.1g. The lone NH proton interacts with the anions to form linear 
hydrogen bonds. Similar to the case of thiourea versus urea, the thioamide has a more 
acidic NH proton than amide. Thus, it is predicted that thioamide will be more 
binding than amide. The B3LYP/6-31+G* optimized structures of the thioamide 
receptor FG8, as shown in Figure 3.1h, shows the same binding mode as FG7. 
 
Comparing the binding free energies of FG7 (Table 3.1g) and FG8 (Table 3.1h), the 
thioamide FG8 is shown to be more binding than the amide FG7. In addition, the 
amide and thioamide receptors are generally less binding than their urea and thiourea 
counterparts, due to the presence of only 1 NH group available for hydrogen bonding. 
The order of anion selectivity in solvent differs from that in the gas phase. In the gas 
phase, both FG7 and FG8 bind most favourably to F¯, Cl¯ and AcO¯. With increasing 
solvent polarity, the AcO¯ anion moves down the order and becomes less binding than 




Like the amide, pyrrole also possesses only one NH group available for hydrogen 
bonding. The B3LYP/6-31+G* optimized structures of a single pyrrole receptor (FG9) 
and anion complexes are shown in Figure 3.1i. The single NH group forms a linear 
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hydrogen bond with each of the anions. The binding free energies of the pyrrole 
system are shown in Table 3.1i. The binding energies show that the binding ability is 
similar to that of amide and is relative weak. This could be the reason why pyrrole-
containing receptors usually utilize more than one pyrrole group, like in 
calix[n]pyrroles,9,10 or are combined with other functional groups, like in pyrrole-2,5-
diamide receptors,8 to enhance their binding ability. The order of anion selectivity for 
FG9 is similar to that of FG7 and FG8, where the AcO¯ becomes less binding than F¯, 




Unlike the receptors discussed above, phenol makes use of a more acidic hydroxyl 
OH hydrogen to form hydrogen bonds with anions. The B3LYP/ 6-31+G* optimized 
structures of a phenol receptor (FG10) and its anion complexes are shown in Figure 
3.1j. A deprotonated structure is obtained for the F¯ complex, presumably due to the 
more acidic nature of the OH proton. Similar to the other groups with single hydrogen 
bond donor, linear hydrogen bonds are formed. In addition, the CH hydrogen on the 
aromatic ring can take part in additional weak hydrogen bonds with the other oxygens 
on the oxoanions. The binding free energies of the phenol complexes are shown in 
Table 3.1j. In the gas phase, the binding is more favourable than the amide FG7 and 
pyrrole FG9 receptors as a result of stronger OH…X¯ interactions than NH…X¯ 
interactions. However, in increasingly polar solvents, this difference in binding 
affinity becomes insignificant. The binding affinity in solvent is in the order: F¯ > 




3.3.7 Aromatic Hydrogens 
 
With the recent interest in the use of acidic CH hydrogens for anion binding,27 a study 
on the binding ability of aromatic CH towards anions was carried out. The B3LYP/6-
31+G* optimized structures of a benzene receptor (FG11) and its anion complexes 
are shown in Figure 3.1k. Of the halide anions, F¯ forms a linear hydrogen bond with 
one CH hydrogen while Cl¯ and Br¯ form ditopic bent hydrogen bonds with two CH 
each. Although minima structures have been found for Cl¯ and Br¯ interacting with 
one CH each, these structures are of higher energy than that of the complexes formed 
with two CH. This is in accordance with a study done by Hay et al.28 for the Cl¯ 
complex. The oxoanions can make use of two different oxygens to form two hydrogen 
binding interactions with two CH. The calculated binding free energies are shown in 
Table 3.1k. As compared to the other functional groups used in FG1-FG10, the 
binding affinity of FG11 is much weaker, which is expected for the less acidic CH 
hydrogens. Even though the binding is weak, the presence of such CH…X¯ hydrogen 
bonds can still enhance anion binding ability of a receptor. In the gas phase, the order 
of binding affinity for the various anions is similar to that for the other receptors: F¯ > 
AcO¯ > Cl¯ > H2PO4¯ > Br¯ > NO3¯ > HSO4¯. However, the energies obtained from 
single point calculations in the various solvents shows a different trend. The trend 
obtained from calculations done in acetonitrile is as follows: Cl¯ > Br¯ > F¯ > NO3¯ > 
HSO4¯ > H2PO4¯ > AcO¯. 
 
To investigate the effects of solvent on the geometries of the FG11 anion complexes, 
the complexes were re-optimized in chloroform and the structures shown in Figure 
3.2. The hydrogen bond distances are longer for all complexes and for Cl¯, Br¯, AcO¯ 
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and NO3¯ complexes, the binding modes are different, with only one hydrogen bond 
formed in each complex. The calculated binding free energies from the fully 
optimized structures in chloroform are shown in parenthesis in Figure 3.2. The 
binding affinity is in the order: Br¯ > Cl¯ > NO3¯ > F¯ > AcO¯ > HSO4¯ > H2PO4¯. 
This trend bears some resemblance to the single point calculations done with the 
incorporation of solvent (Table 3.1k), which is dissimilar from that of other receptors, 
FG1-FG10. This suggests that solvent effects are very large for FG11, not only in the 














Figure 3.2. PCM-B3LYP/6-31+G* optimized structures of anion complexes 
formed with FG11 in chloroform. Intermolecular hydrogen bonds are indicated in 
dotted lines and distances given in Å. Binding free energies calculated at the same 
level of theory are given in parenthesis (kJ mol-1). 
 
























Table 3.2. Calculated solvation free energies (∆GS, kJ mol-1) of receptors and 
complexes formed with FG1-FG11 in various media. 
PCM-B3LYP/ 6-311+G**// B3LYP/ 6-31+G* 
C6H12 CHCl3 CH2Cl2 (CH3)2CO CH3CN Species 
∆GS ∆GS ∆GS ∆GS ∆GS 
FG1 -116.3 -191.8 -219.0 -238.1 -233.5 
FG1…F¯      3.0     -6.1   -11.7   -16.1     -4.5 
FG1…AcO¯    18.1    14.7    10.3      6.7    24.3 
FG1…H2PO4¯   -22.3   -51.6   -68.1   -79.7   -64.7 
FG2   -85.3 -142.0 -162.5 -176.6 -166.8 
FG2…F¯   -20.6   -49.0   -63.5   -74.1   -62.4 
FG2…AcO¯    -3.5   -25.3   -37.6   -46.8   -29.2 
FG2…H2PO4¯   -31.0   -68.6   -88.7 -103.1   -86.7 
FG3 -142.1 -225.3 -256.5 -277.6 -274.1 
FG3…F¯   -24.2   -44.3   -56.6   -64.8   -55.4 
FG3…AcO¯   -24.0   -49.9   -65.3   -76.1   -62.1 
FG3…H2PO4¯   -54.4   -98.6 -123.0 -139.8 -126.9 
FG4 -102.6 -160.3 -185.5 -201.5 -188.2 
FG4…F¯   -24.4   -42.4   -55.4   -63.3   -45.4 
FG4…AcO¯    -5.6   -16.7   -28.2   -35.4   -11.7 
FG4…H2PO4¯   -33.4   -61.6   -81.7   -94.7   -72.0 
FG5   -21.9   -40.5   -51.4   -58.9   -51.7 
FG5…F¯ -131.7 -214.5 -245.5 -266.8 -262.4 
FG5…AcO¯ -100.1 -169.7 -197.7 -217.1 -206.3 
FG5…H2PO4¯ -119.2 -199.1 -233.2 -256.5 -245.9 
FG6   -24.9   -41.9   -53.3   -60.7   -52.0 
FG6…F¯ -126.3 -202.1 -231.8 -251.7 -245.5 
FG6…AcO¯   -97.8 -162.0 -189.1 -207.5 -194.9 
FG6…H2PO4¯ -117.6 -192.7 -226.2 -248.6 -236.4 
FG7   -14.9   -28.1   -36.1   -41.5   -35.3 
FG7…F¯ -131.9 -213.5 -243.5 -263.9 -260.8 
FG7…AcO¯   -99.5 -169.5 -196.9 -216.1 -205.7 
FG7…H2PO4¯ -118.9 -198.7 -232.2 -255.3 -245.6 
FG8   -18.3   -29.9   -38.3   -43.6   -35.8 
FG8…F¯ -117.7 -186.2 -212.6 -230.2 -224.3 
FG8…AcO¯   -96.3 -159.6 -186.1 -203.9 -192.1 
FG8…H2PO4¯ -117.3 -191.5 -224.2 -246.3 -234.7 
FG9     -9.4   -16.0   -22.6   -26.6   -16.9 
FG9…F¯ -119.0 -193.7 -222.2 -241.7 -235.1 
FG9…AcO¯   -90.6 -155.2 -182.1 -200.6 -187.9 
FG9…H2PO4¯ -110.0 -184.1 -216.8 -239.1 -226.0 
FG10   -10.5   -18.7   -27.0   -32.1   -20.2 
FG10…F¯ -108.4 -175.9 -203.4 -221.9 -212.5 
FG10…AcO¯   -88.0 -150.5 -177.7 -196.3 -181.2 
FG10…H2PO4¯ -106.9 -179.7 -212.9 -235.3 -220.3 
FG11     -2.6     -3.0     -7.4     -9.5     2.3 
FG11…F¯ -140.3 -231.5 -266.9 -291.1 -284.6 
FG11…AcO¯   -95.7 -164.4 -194.1 -214.4 -200.9 




The charged receptors are capable of utilizing both electrostatic and hydrogen 
bonding interactions for anion binding. Deprotonation with basic anions is possible as 
in the case of secondary ammonium FG1 and the Y-shaped guanidinium FG3. In 
contrast, neutral receptors use mainly hydrogen bonding interactions in anion binding.  
As a result, the binding affinities of neutral receptors are much weaker than that of the 
charged receptors in the gas phase. However, in the presence of a dielectric medium, 
the difference in binding affinities between the two types of receptors is reduced. By 
comparing the binding free energies of the AcO¯ complexes formed with the various 
receptors in gas phase, the binding ability of the receptors in gas phase is as follows:  
FG1 (secondary ammonium) > FG3 (Y-guanidinium) > FG4 (cyclic guanidinium) > 
FG2 (quaternary ammonium) > FG6 (thiourea) > FG8 (thioamide) > FG5 (urea) > 
FG10 (phenol) > FG7 (amide) > FG9 (pyrrole) > FG11 (benzene).  
 
This order of binding ability remains the same for the cyclohexane, chloroform, 
dichloromethane and acetone models. However, in the more polar acetonitrile, the 
order changes to: FG3 (Y-guanidinium) > FG1 (secondary ammonium) > FG6 
(thiourea) > FG4 (cyclic guanidinium) > FG8 (thioamide) > FG5 (urea) > FG10 
(phenol) > FG7 (amide) > FG2 (quaternary ammonium) > FG9 (pyrrole) > FG11 
(benzene). Most notably, the neutral receptor, thiourea FG6 becomes more binding 
than the charged cyclic guanidinium FG4 and quaternary ammonium FG2, while 
FG2 becomes less binding than most of the neutral receptors. This can be attributed to 
the larger solvation energy for the cationic receptors than the neutral receptors. 
Furthermore, the charged complexes formed from the neutral receptors are stabilized 
more in solvent than the neutral complexes formed with cationic receptors, which also 
contributes to the decreased difference in binding affinities between the charged and 
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neutral receptors. Solvation free energies (∆GS) of the various species are shown in 
Table 3.2. 
 
Both the charged and neutral receptors follow the same trend in the decrease of 
binding free energies with respect to the dielectric constant of media. Figure 3.3 
shows plots of binding free energies against the solvent dielectric constant for Y-
guanidinium FG3 and thiourea FG6. The decrease in binding free energies with 
increasing dielectric constant is not linear and is the steepest when the dielectric 
constant is between 1 and 7. Beyond that, the decrease in binding free energies is 











Figure 3.3. Plots of binding free energies against dielectric constant for F¯, AcO¯ 
and H2PO4¯ complexes of FG3 (a) and FG6 (b). 
 
The charged and neutral receptors, except FG11, generally favour the F¯, AcO¯, 
H2PO4¯ and Cl¯ anions, which is somewhat related to the basicity of the anions, 
having the order: AcO¯ > F¯ > H2PO4¯ > NO3¯ > HSO4¯ > Cl¯ > Br¯. Although the two 
most basic anions AcO¯ and F¯ have the largest binding energies in most cases, the 








































































that anion basicity is not the only factor that affects the binding affinity towards the 
various anions. Solvent effects also play a role in the anion selectivity. For functional 
groups with two parallel NH hydrogen bond donors (FG3, FG4, FG5, FG6), the F¯, 
AcO¯, H2PO4¯ anions have the most favourable binding energies in solvent. For 
functional groups with single NH (FG7, FG8, FG9), the F¯, AcO¯ and Cl¯ are the 
most binding in gas phase, but the AcO¯ anion becomes less binding than F¯, H2PO4¯, 




In the gas phase, the charged receptors are more binding than the neutral receptors. 
However, the differences in binding free energies between the two groups of receptors 
decrease when modeled in solvent. The decrease in binding energies with increasing 
dielectric constant is not linear and is the steepest when dielectric constant is between 
1 and 7. The order of anion selectivity is also subject to change in the presence of a 
dielectric medium, although the F¯, AcO¯, H2PO4¯ and Cl¯ anions are generally more 
favoured. Among the charged receptors, the Y-shaped guanidinium receptor FG3 and 
secondary ammonium receptor FG1 show the best binding ability while thiourea FG6 











The Sensing Moiety:  
Benchmarking of TD-DFT Excitation Energies 




In the quest for developing “naked eye” anion sensors, chromophores are widely used 
in the sensing moiety, where the binding event is converted to an optical signal via a 
change in the UV absorption properties of the chromophore. These chromophores can 
be classified into many groups, for example: the azobenzene family and 9,10-
anthraquinones, which form the two largest groups of industrial dyes; 
naphthoquinones, which have pharmacological properties; diphenylamine derivatives,  
which are used in hair dyes, and indigoid derivatives, which have found wide uses in 
the textile industry.  
 
The development in theoretical simulations of optical properties aims to assist in the 
design of new dyes.1 Computational methods for calculating excitation energies span 
from the semi-empirical ZINDO2 and the CI-Singles (CIS)3 to the popular time-
dependent DFT (TD-DFT)4,5 and the expensive and high accuracy ab initio methods 
such as SAC-CI, EOM-CC and CAS-PT2. Of all the methods mentioned above, TD-
Chapter 4 
 73 
DFT is the most widely used as meaningful results can be obtained inexpensively 
with such calculations. However, the accuracy of TD-DFT predictions is dependent 
on the functional employed. Furthermore, TD-DFT is known to be inadequate in 
describing long-range charge transfer transitions.6–9 The functionals can be classified 
into groups: the pure functionals, which do not have any exact exchange (also termed 
Hartree-Fock exchange) incorporated; the conventional hybrid functionals, which 
include a fraction of exact exchange that is constant over space; and the long-range 
corrected hybrid functionals, which have increasing fractions of exact exchange with 
increasing interelectronic distances to circumvent the problem of long-range charge 
transfer transitions.  
 
Among the pure functionals, VSXC has been shown to perform better than other pure 
functionals.10,11 Previous studies have shown that the fraction of exact exchange in 
conventional hybrid functionals greatly affects the calculated absorption spectra.12 
Extensive TD-DFT benchmarking of absorption energies of an extensive set of 
chromophores with the various DFT functionals carried out by Jacquemin et al. shows 
that the optimal exact exchange is between 22% and 25%.13 Theoretical studies have 
also been carried out on the absorption spectra of the individual class of dyes which 
include azobenzenes,14,15 anthraquinones,16–19 coumarins,20 cyanines,18,21 
napthalimides22 and indigoids.23 
 
In this study, the excitation energies of 12 dye molecules have been calculated with 
various TD-DFT functionals and compared against experimental data to analyze the 
performance of the functionals. The various dye molecules investigated are shown in 
Scheme 4.1. The unsubstituted azobenzene (AB) and the methyl red (MR) indicator, 
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which has been used in the indicator displacement assay (IDA),24 belong to the 
azobenzene family. Two diphenylamine molecules were considered in this study: the 
2-NO2 substituted (DPA-a) and 4-NO2 substituted (DPA-b) diphenylamine. 
Resorufin (PZ-b), a charged molecule belonging to the phenoxazine-3-one family, 
has also been used as an indicator in the IDA.24 A neutral phenoxazine-3-one 
molecule, PZ-a, was also included in this study. Due to the popular use of the 1,8-
naphthalimide dye as a chromophore or fluorophore in sensors, the unsubstituted 1,8-
naphthalimide (NL-a) and a 4-amino-1,8-naphthalimide (NL-b), which has been 
successfully incorporated into a naked eye anion sensor, were investigated.25 Other 
molecules within the sample set include the anionic hydrazone HZ, naphthoquinone 












































AB MR DPA-a DPA-b 
PZ-a PZ-b 
NL-a NL-b 









4.2 Computational Methodology 
 
The optimized geometries of the individual molecules were obtained at the B3LYP/6-
31G* level of theory in vacuo. For all optimized geometries, vibrational frequency 
analysis was carried out at the same level of theory to verify the optimized geometries 
as local minima on the potential energy surface. TD-DFT calculations for 10 states 
were then carried out on the optimized geometries with various functionals, together 
with the 6-31+G* basis set and the polarizable continuum model (PCM) to 
incorporate solvent effects. The default UFF radii in Gaussian0926 were used with the 
PCM model. The results of the TD-DFT calculations were based on the lowest-energy 
excitations corresponding to allowed transitions, having significant oscillator 
strengths. The calculated excitation energies were then benchmarked against the 
experimental values of the dye molecules (AB,27 MR,24 DPA-a,28 DPA-b,28 PZ-a,29 
PZ-b,24 NL-a,30 NL-b,25 HZ,31 NQ,32 AQ33 and IG34). 
 
Various DFT functionals were used in this study. Among the pure functionals, the 
LDA functional SVWN,35,36 the GGA functionals BLYP37,38 and mPWPW9139–43, and 
the meta-GGA functional VSXC44 were considered. Some of the common 
conventional hybrid functionals included in this study were the hybrid GGA 
functionals B3LYP,37,38,45 B3P86,45,46 X3LYP,38,47 O3LYP,38,48,49 BHandH35,36,38 and 
PBE0,50–52 as well as the hybrid meta-GGA functionals TPSSh,53 τ-HCTHhyb,54 
M0555 and M0656. Among the long-range corrected functionals, Handy’s Coulomb-
attenuating method applied to B3LYP (CAM-B3LYP),57 Vydrov and Scuseria’s LC-
ωPBE58 functional and Hirao’s LC method59 applied to BLYP functional (LC-BLYP) 
were used. The conventional hybrid functionals considered have varying fractions of 
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exact exchange ranging from 10% to 50%, to investigate the effects of exact exchange 
on the calculated spectra.  
In the three long-range corrected hybrid functionals CAM-B3LYP, LC-ωPBE and 
LC-BLYP, the Coulomb operator can be partitioned into short-range and long-range 
contributions respectively: 
 















=    (4.1) 
 
where ω is the range-separation parameter, while α and α + β define the fraction of 
exact exchange at r12 = 0 and r12 = ∞, respectively. CAM-B3LYP has the values ω = 
0.33 bohr-1, α = 0.19 and α + β = 0.46. Both LC-ωPBE and LC-BLYP have the values 
α = 0 and α + β = 1, but differing values for ω, with the former having ω = 0.40 bohr-1 
and the latter, ω = 0.33 bohr-1. The choice in the value of ω has shown to affect the 
TD-DFT calculated properties.60  
 
The 6-31+G* basis set was selected after a benchmark study was performed to 
examine the basis set convergence. The results of the basis set convergence study with 
functionals B3LYP and PBE0 are shown in Table 4.1. The results show that the 
additional p polarization functions on H do not change the absorption energies 
significantly. Similarly, employing triple-split-valence basis sets did not yield results 
that differ much from that obtained from double-split valence basis sets. On the other 
hand, the addition of the diffuse function increases the wavelength by a substantial 
amount. Results obtained with the correlation consistent polarized basis sets cc-pVDZ, 
aug-cc-pVDZ and aug-cc-pVTZ are not significantly different from that obtained 
from the Pople basis sets. Thus, 6-31+G* is chosen as an efficient basis set to be used 
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in subsequent calculations in this study. All calculations were performed with the 
Gaussian0926 suite of programmes. 
 
Table 4.1. Benchmark of TD-DFT calculated excitation energies (nm) with 
various basis sets. 
 AB AQ HZ PZ-a 
  Ethanol Ethanol Ethanol Cyclohexane 
B3LYP/     
6-31G* 342.93 325.87 477.10 442.49 
6-31G** 343.18 325.88 477.33 442.65 
6-31+G* 355.35 335.00 510.55 449.25 
6-311+G* 356.15 335.29 512.99 449.88 
6-311+G(2d,p) 356.76 334.98 511.60 450.61 
6-311+G(2df,p) 356.71 334.26 510.16 450.21 
PBE0/     
6-31G* 334.09 314.45 457.88 430.39 
6-31G** 334.39 314.52 458.21 430.54 
6-31+G* 344.72 322.20 486.31 437.32 
6-311+G* 345.88 322.70 489.32 438.06 
6-311+G(2d,p) 346.53 322.48 487.79 438.87 
6-311+G(2df,p) 346.55 321.80 486.32 438.56 
 
 
4.3 Results and Discussions 
 
4.3.1 Comparisons between Experiments and Theory 
 
The comparisons between the experimental excitation energies and those calculated 
with different TD-DFT functionals for molecule AB (in ethanol) and MR (in 
methanol) are shown in Figures 4.1a and 4.1b, respectively. For the unsubstituted 
neutral azobenzene AB, the absorption wavelength (λmax) originating from the pi → pi* 
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transition is best predicted by the BHandH and CAM-B3LYP functionals. The other 
pure and conventional hybrid functionals grossly overestimated the λmax. Although 
MR is in the same azo family as AB, the calculated λmax shows that the functionals 
PBE0, M05 and M06 are the best performing for MR instead of BHandH and CAM-
B3LYP. 
 
For the two diphenylamines, the difference is in the position of the –NO2 substituent. 
As shown in Figure 4.1c, for the 2-NO2-substitiuted diphenylamine (DPA-a) in 
hexane, the PBE0 and M05 functionals gave λmax closest to that of experimental 
values, with overestimates of 15 nm and 19 nm, respectively. In the case of 4-NO2-
substituted diphenylamine (DPA-b) in hexane, the PBE0 functional gave the best 
prediction, with an overestimate of 18 nm. The M05 and CAM-B3LYP functionals 
also gave reasonably good estimates, as shown in Figure 4.1d. 
 
The λmax of the unsubstituted phenoxazin-3-one PZ-a in cyclohexane is best predicted 
by PBE0, as shown in Figure 4.1e. The other conventional hybrid functionals like 
M05 and M06 also gave reasonably good results. This is in contrast to the results 
obtained for the resorufin molecule PZ-b (Figure 4.1f), which is a 7-OH substituted 
phenoxazin-3-one, in methanol. None of the functionals gave reasonable estimates as 
all of the functionals grossly underestimated λmax. In contrast to the other molecules, 
the variation of absorption wavelengths with the amount of exact exchange is not 
apparent for PZ-b. 
 
For the unsubstituted naphthalimide NL-a in hexane, the conventional hybrid 
functionals τ-HCTH, TPSSh and B3LYP gave the best predictions for λmax. On the 
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other hand, the 4-NH2-9-CH2CH3 substituted naphthalimide NL-b in DMSO is best 
described by the pure functionals mPWPW91 and BLYP as the hybrid functionals 
yield significant underestimations. These comparisons are shown in Figures 4.1g and 
4.1h. 
 
The conventional hybrid functionals B3P86, X3LYP and M06 gave good λmax 
estimates for the anionic hydrazone HZ in ethanol. This comparison is shown in 
Figure 4.1i.  For the 5-OMe substituted naphthoquinone NQ in cyclohexane (Figure 
4.1j), the long-range corrected functionals and BHandH underestimate λmax whereas 
the remaining functionals gave overestimations. The best prediction comes from 
PBE0, although there is a 23 nm difference from the experimental value.  For the 
unsubstituted anthraquinone AQ in ethanol, PBE0 and M05 functionals gave the most 
accurate λmax estimates. Other conventional hybrid functionals like M06, X3LYP and 
B3P86 gave reasonably good estimates. These are reflected in Figure 4.1k. Lastly, for 
the unsubstituted indigo IG in tetrachloromethane, the functionals τ-HCTHhyb, 
B3P86 and B3LYP yield the best estimates, as shown in Figure 4.1l. 
 
In summary, there is no single functional that can accurately predict the λmax of all the 
sample molecules. Of the several groups of functionals described in Section 4.2, there 
is also no single group which can be said to be accurate for all the sample molecules. 
Although the conventional hybrid functional group tends to give more accurate results 
for most of the molecules (MR, DPA-a, DPA-b, PZ-a, NL-a, HZ, AQ, IG), there are 
some molecules which are better described by the long-range corrected functionals or 




























Figure 4.1. Benchmarking of TD-DFT calculated excitation energies (λmax, nm) for 
the various dye molecules with experimental values. 
d)        DPA-b 
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Figure 4.1. (continued) 
 





































g)       NL-a h)        NL-b 











































































e)       PZ-a f)        PZ-b 































































Figure 4.1. (continued) 
 





































i)         HZ 
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Analyzing the 12 sets of data, some trends can be observed: the pure functionals tend 
to overestimate λmax; the long-range corrected functionals, which aim to address the 
problem of inaccurate long-range charge transfer treatment in TD-DFT, tend to 
underestimate λmax; of the conventional hybrid functionals, the amount of exact 
exchange affects the excitation wavelengths. Elaborating on the final point, the 
amount of exact exchange in the various functionals is as follows: BHandH (50%) > 
M05 (28%) > M06 (27%) > PBE0 (25%) > B3P86 = B3LYP (20%) > X3LYP (21.8%) 
> τ-HCTH-hyb (15%) > O3LYP (11.61%) > TPSSh (10%) > Pure functionals SVWN, 
BLYP, mPWPW91, VSXC (0%). This is related to the trend of the calculated 
wavelengths: Pure functionals > O3LYP > TPSSh > τ-HCTH-hyb > B3LYP ≈ B3P86 
> X3LYP > PBE0 ≈ M06 ≈ M05 > BHandH. The trend observed here is that the 
larger amount of exact exchange incorporated, the smaller the calculated λmax values. 
The BHandH functional, which has the largest amount of exact exchange among the 
functionals, tends to underestimate λmax of most of the molecules in the sample set. 
These observations are consistent with extensive benchmarking studies done by 
Jacquemin et al..13,61 
 
4.3.2 Performance of Functionals 
 
The performance of each functional in predicting excitation energies is analyzed by 
first plotting the calculated λmax of the various molecules against the experimental λmax 
and obtaining a best-fit linear curve. The performance of each individual functional is 
judged by comparing the fit of this curve with that of experimental data. In this 
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comparison, the molecules NL-b and PZ-b were not considered as results for these 
two molecules were inconsistent with the other molecules in the sample set. 
 
For the pure functionals SVWN, BLYP, mPWPW91 and VSXC, the comparisons are 
shown in Figure 4.2. These four functionals have similar trends: they typically 
overestimate excitation wavelengths; the slope of the best-fit linear curve is close to 1 
which shows that the overestimation is comparable over the range of wavelength 300-
600 nm; the R2 values of between 0.85 and 0.87 shows that the estimations are less 
consistent than that of the other functionals, which have R2 values closer to 1. Among 
these four pure functionals, the meta-GGA functional VSXC gave better λmax 
















Figure 4.2. Plots of λmax values calculated from pure functionals SVWN (a), BLYP 
(b), mPWPW91 (c) and VSXC (d) against experimental values. 
 
 























































































The performance of the conventional hybrid functionals is generally better than that of 
the pure functionals. The comparisons of excitation wavelengths obtained from 
conventional hybrid functionals with the experimental data is shown in Figure 4.3. Of 
all these functionals, only the BHandH functional tend to underestimate the excitation 
wavelengths. This underestimation is more pronounced as the λmax increases, as 
depicted in Figure 4.3e. The O3LYP (Figure 4.3c), TPSSh (Figure 4.3g) and τ-
HCTH-hyb (Figure 4.3h) functionals tend to overestimate λmax, although the 
overestimations are smaller than that of the pure functionals. B3LYP, B3P86 and 
X3LYP performed better, with smaller overestimations, as shown in Figures 4.3a, 
4.3b and 4.3d. In Figures 4.3i and 4.3j, the respective linear-fit curves of M05 and 
M06 almost overlap with that of experimental data except for slight overestimations at 
shorter wavelengths and slight underestimations at longer wavelengths. A similar 
trend is seen for PBE0, as shown in Figure 4.3f, with its linear-curve closer to that of 
the experimental curve than the M05 and M06 functionals.  
 
In general, the conventional hybrid functionals, except BHandH, performed better 
than the pure functionals, with smaller deviations from experimental data. The best 
performing functional is PBE0, followed by M05 and M06, and then B3LYP, B3P86 
and X3LYP. This suggests that the optimal amount of exact exchange is between 25% 
and 28% for accurate predictions. The R2 values of the linear fit curves are closer to 1, 
in the range of 0.90 to 0.97, than that of the pure functionals.  This shows that the data 





































Figure 4.3. Plots of λmax values (nm) calculated from conventional hybrid 
functionals B3LYP (a), B3P86 (b), O3LYP (c), X3LYP (d), BHandH (e), PBE0 (f), 
TPSSh (g), τ-HCTC-hyb (h), M05 (i) and M06 (j) against experimental values. 









































































































































































































For the last group of functionals, the long-range corrected functionals CAM-B3LYP, 
LC-ωPBE and LC-BLYP, there are similar trends: they typically underestimate the 
excitation wavelengths; the deviations are more pronounced at longer wavelengths; 
the R2 values are 0.96-0.97, which are the closest to 1 among all functionals. The 
calculated-experimental comparison can be found in Figure 4.4. Of these three long-
range corrected functionals, the CAM-B3LYP has the least deviation, although its 















Figure 4.4. Plots of λmax values calculated from long-range corrected functionals 
CAM-B3LYP (a), LC-ωPBE (b), and LC-BLYP (c) against experimental values. 
 
 
4.3.3 Statistical Analysis and Scaling Factors 
 
Statistical analysis across these functionals also shows the same conclusion. The mean 
absolute error (MAE), mean signed error (MSE) and root mean square error (RMS) 
have been calculated for every functional and presented in a histogram in Figure 4.5. 






























































The functionals with the smallest MAE, MSE and RMS are PBE0, followed by M05 
and M06, while the largest belongs to that of SVWN, BLYP and mPWPW91, 
followed by VSXC, LC-ωPBE and LC-BLYP. The BHandH, CAM-B3LYP, LC-
ωPBE and LC-BLYP functionals have negative MSE values which shows that 











Figure 4.5. Comparison of mean absolute error (MAE), mean signed error (MSE) 
and root mean square error (RMS), in nm, across the various functionals. 
 
As the correlation coefficients R2 of the long-range corrected functionals are close to 
1, it is worthwhile to attempt to improve their results by applying a scaling factor. The 
scaling factors x were obtained by minimizing the residual errors between the 
calculated excitation wavelengths (λcalc) and experimental excitation wavelengths 
(λexpt) according to the equation: 
 
( )2exptcalc λλ∑ −=∆ x     (4.2) 










































































x      (4.3) 
 
The scaling factors obtained from Equation (4.3) are 1.0875, 1.1931 and 1.2132 for 
the CAM-B3LYP, LC-ωPBE and LC-BLYP functionals, respectively. The 
comparisons between the scaled λ values obtained and experimental values are shown 
in Figure 4.6. After scaling, the linear-fit curves have better agreement with the 
experimental data. The statistical analysis for the scaled λmax also shows significant 
decrease in the MAE, MSE and RMS values (Figure 4.7). Such a scaling procedure 
can be used in conjunction with long-range corrected functionals for more accurate 















Figure 4.6. Plots of scaled λmax values obtained from long-range corrected 
functionals CAM-B3LYP (a), LC-ωPBE (b), and LC-BLYP (c) against experimental 
values. 
 
































































Figure 4.7. Comparison of mean absolute error (MAE), mean signed error (MSE) 
and root mean square error (RMS), in nm, between the raw λmax and the scaled λmax 
obtained from the long-range corrected functionals. 
 
4.3 Conclusions  
 
Among the pure, conventional hybrid and long-range corrected functionals, the 
conventional hybrid functionals yield the best λmax estimates, in particular the PBE0, 
M05, M06, B3LYP, B3P86 and X3LYP functionals. On average, although PBE0 
outperforms the other functionals, it is the most accurate functional for only two 
molecules in the sample set. Thus TD-DFT calculations are still very much system-
dependent, and the choice of functional needs to be taken with care. Although the 
long-range corrected functionals are designed for better description of long-range 
charge transfer, they underestimate λmax in most cases. However, scaling factors can 
be applied to obtain more accurate results. The suggested scaling factors for the 
CAM-B3LYP, LC-ωPBE and LC-BLYP functionals are 1.0875, 1.1931 and 1.2132, 
respectively. For more intensive analysis of TD-DFT data, a larger sample set of 


























The urea and thiourea groups are among the most popular functional groups used in 
anion binding. The acidity of the NH protons can be increased to enhance anion 
binding. However, this may lead to deprotonation of the NH group by basic anions, 
usually F¯, and this in turn may cause a drastic colour change.1–4 Other than increasing 
the acidity of NH, the use of N-amido (thio)urea shows increased anion affinity.5–12 
Such receptors have an additional amide group attached to the (thio)urea group. 
Besides being effective anion receptors, N-amido (thio)urea systems also have the 
capability to be colourimetric5–10 or fluorogenic9–13 sensors, where the anion binding 
event results in a visible change that can be observed by the naked eye. It is postulated 
that the N-N single bond rotation is key to the sensing mechanism of such systems. 
 
In this chapter, the binding properties and UV absorption properties of the N-amido 
thiourea system, N-benzamidothiourea 1 (Scheme 5.1) are discussed. Receptor 1 has 
one amide group (-C(O)NH-) attached to the thiourea and shows significant spectral 
variation upon an anion-binding event.5 It is postulated that the large UV shift is due 
to a change in the conformer of the receptor upon anion binding. Among the various 
substitutents, the p-NO2 substituted receptor results in the largest UV shift. The 
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predictions of UV spectra for both the parent and the p-NO2 substituted systems have 







5.2 Computational Methodology 
 
Geometry optimizations were carried out on receptor 1 and its complexes formed with 
the anions F¯, AcO¯ and H2PO4¯ at the B3LYP/6-31G* level of theory in the gas 
phase. Subsequent optimization calculations were carried out at the PCM-B3LYP/6-
31+G* level of theory with the incorporation of the acetonitrile solvent with the UA0 
and UAKS radii. The UAKS radii were shown to produce more reasonable 
geometries and subsequent calculations were based on these geometries obtained. For 
all optimized geometries, vibrational frequency analysis was carried out at the same 
level of theory to verify the optimized geometries as local minima on the potential 
energy surface and to obtain zero-point energy corrections. UV spectra predictions 
were obtained with 50 states at the PCM-TD-B3LYP/6-31+G* level of theory with 
the incorporation of the acetonitrile solvent with the UAKS radii, and fitted to a 
Gaussian with the default half-width of 2685.83 cm-1 as set in Gaussview 4.1. 
 
5.3 Results and Discussion 
 





















Figure 5.1. B3LYP/6-31G* optimized geometries of 1a and its anion complexes in 
gas phase. Hydrogen bonds are indicated in dotted lines and distances in Å. 
 
The B3LYP/6-31G* gas phase optimized geometries of 1a and its anion complexes 
are shown in Figure 5.1. Two conformers of the receptor have been obtained: the non-
planar anti conformer and the relatively planar syn conformer. The anti conformer is 
held by NH…N and NH…S hydrogen bonds while the syn conformer is held by two 
NH…S hydrogen bonds, with the former being more stable by 1.2 kJ mol-1. In forming 
the receptor-anion complexes, the syn conformer is favoured due to its ability to form 
two parallel NH hydrogen bonds to the anionic guests. In all the complexes formed, 
the two NH…S interactions remain intact. The structure of the 1a…F¯ complex shows a 
deprotonated receptor, with the F¯ anion lying between the two NH groups. However, 
the experimental data did not show any deprotonation.5 The 1a…OAc¯ complex has 
two parallel hydrogen bonds formed with the two oxygens of the AcO¯ oxoanion. In 
addition, the CH…O type of weak hydrogen bonding also contributes to the anion 
binding ability. For the lowest-energy conformer of the 1a…H2PO4¯ complex obtained, 





























additional hydrogen bond formed between the OH of the H2PO4¯ anion and the C=O 
oxygen of the receptor 1a (Figure 5.1). This extra hydrogen bonding interaction 











Figure 5.2. PCM-B3LYP/6-31+G* optimized geometries of 1a and its complexes 
with anions in acetonitrile using the UAKS radii. Hydrogen bonds are indicated in 
dotted lines and distances in Å. 
 
To improve the predicted structural properties of the molecules, especially for the 
1a…F¯ complex, a larger basis set of 6-31+G* and solvation effects using the PCM 
model with the UAKS radii were employed. The optimized geometries at this level of 
theory are shown in Figure 5.2. Comparing with the structures obtained at the 
B3LYP/6-31G* level of theory in gas phase (Figure 5.1), the addition of diffuse 
functions and incorporation of solvent effects yield a non-deprotonated 1a…F¯ 
complex, which correlates better with the experimental data. Other that the longer 
hydrogen bond lengths, the binding modes between the anions and receptor 1a are 



























anti and syn forms are also similar to that of the B3LYP/6-31G* gas phase structures, 
with the anti form being slightly more stable by 0.4 kJ mol-1. 
 
The choice between the UAKS radii and the UA0 radii in the PCM model greatly 
affects the structures of the complexes. PCM-B3LYP/6-31+G* optimized structures 
of 1a…F¯ and 1a…OAc¯ complexes in acetonitrile using the UA0 radii are shown in 
Figure 5.3. The comparison between the structures of 1a…F¯ and 1a…OAc¯ complexes 
obtained from employing the UAKS (Figure 5.2) and UA0 radii (Figure 5.3) shows 
that the UAKS radii result in more planar structures. The C-N-N-C dihedral angles of 
the 1a…F¯ complex obtained with UAKS and UA0 are 149.4° and 107.7°, respectively. 
Similarly, for the 1a…OAc¯ complex, the respective C-N-N-C dihedral angles are 
134.7° and 103.7° for the UAKS and UA0 models. This large difference in planarity 







Figure 5.3. PCM-B3LYP/6-31+G* optimized geometries of 1a…F¯ and 1a…OAc¯ 
in acetonitrile using the UA0 radii. Hydrogen bonds are indicated in dotted lines and 
distances in Å. 
 
The binding free energies (∆G298) obtained at the B3LYP/6-31G* level of theory in 
the gas phase and PCM-B3LYP/6-31+G* level with the incorporation of acetonitrile 








1a…OAc¯ and 1a…H2PO4¯ complexes, the binding free energies of complexes formed 
between 1a and the other halide anions, Cl¯ and Br¯, have also been calculated. In the 
gas phase, the binding affinity is in the order: F¯ > OAc¯ > Cl¯ > Br¯ > H2PO4¯. With 
the incorporation of the acetonitrile solvent, the Cl¯ and Br¯ halide anions become less 
binding than H2PO4¯, which can be attributed to the large solvation energies of the 
small halide anions. The order of binding affinity in acetonitrile is: F¯ > H2PO4¯ > 
OAc¯ > Cl¯ > Br¯. The three most binding anions F¯, H2PO4¯ and AcO¯ correlate well 
with the 3 anions that gave a large absorption maximum red shift in the experiments, 
although the association constants reported is in a different order of AcO¯  > F¯ > 
H2PO4¯.5 
 
Table 5.1. Calculated interaction energies (∆E0), enthalpies at 298 K (∆H298), and 
binding free energies at 298 K (∆G298) of the various complexes in kJ mol-1. 
B3LYP/ 6-31G* PCM-B3LYP/ 6-31+G* 
Gas Acetonitrile 
 Complex 
∆E0 ∆H298 ∆G298 ∆E0 ∆H298 ∆G298 
1a…F¯ -445.2 -450.0 -417.7 -38.8 -38.6 -8.2 
1a…OAc¯ -215.4 -212.0 -164.3 -32.4 -24.9 12.2 
1a…H2PO4¯ -183.5 -181.3 -125.5 -48.4 -42.5   0.7 
1a…Cl¯ -159.9 -162.0 -132.0 -12.2 -11.4 14.7 
1a…Br¯ -156.7 -158.7 -128.4 -12.2 -11.2 16.3 
 
 
5.3.2 TD-DFT Prediction of UV Spectra 
 
As mentioned in subsection 5.3.1, the different geometries of the complexes obtained 
from optimization at B3LYP/6-31G* in the gas phase and PCM-B3LYP/6-31+G* 
using the UA0 and UAKS radii greatly affect the prediction of UV spectra. The TD-
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B3LYP/6-31+G* predicted spectra of the different 1a…F¯ and 1a…OAc¯ geometries 
are shown in Figure 5.4. The experimental UV spectra for 1a…F¯ and 1a…OAc¯ 
complexes show two peaks, one at ca. 270 nm and the other at 336 nm.5 TD-DFT 
predictions based on the geometries obtained at B3LYP/6-31G* in the gas phase 
indeed show two peaks, but there is an overestimation of absorption wavelength for 
the 1a…F¯ complex. Based on the geometries obtained with the UA0 radii, the spectra 
differ greatly from that obtained based on B3LYP/6-31G* in the gas phase, with only 
one distinct peak instead of two. However, with the UAKS structures, the two peaks 
remain intact, with a slight shift in absorption wavelength. This demonstrates that the 
UAKS radii yield geometries which are able to produce UV spectra that correlate 
better with the experimental spectra. Thus, the UAKS radii would be preferred over 
the UA0 radii in geometry optimizations of this system. Henceforth, the discussion of 
results obtained will be based on the geometries optimized at the PCM-B3LYP/6-









Figure 5.4. PCM-TD-B3LYP/6-31+G* calculated UV spectra of 1a…F¯ (a) and 
1a…OAc¯ (b) with the incorporation of acetonitrile solvent together with UAKS radii 















B3LYP/ 6-31G* Gas Phase Geometry
B3LYP/ 6-31+G* UA0 Acetonitrile Geometry














B3LYP/ 6-31G* Gas Phase Geometry
B3LYP/ 6-31+G* UA0 Acetonitrile Geometry




Table 5.2. TD-DFT calculated excitation wavelengths (λ, nm), oscillator strengths (f) and plots of molecular orbitals involved for receptor 1a and its 
anion complexes. 
Expt PCM-TD-B3LYP/6-31+G* Acetonitrile 
Species 
λ λ f Main Transitions Molecular Orbital Plots 
          
275.99 0.1725 HOMO-1 → LUMO+1 
1a (anti) 266,  235 240.25 0.4696 HOMO-2 → LUMO+1 
    




    
    
  
323.01 0.4152 HOMO → LUMO 
1a...F¯ 336,  270 274.55 0.3312 HOMO → LUMO+1 
    




    
    
  
314.39 0.3308 HOMO → LUMO 
1a...OAc¯ 336,  270 273.66 0.2851 HOMO → LUMO+1 
    




    
    
  
310.25 0.2764 HOMO-2 → LUMO 
1a...H2PO4¯ 
336,  
270 275.85 0.2279 HOMO → LUMO+1 HOMO-1 → LUMO+1 
          
  
  
HOMO-1 HOMO-2 LUMO+1 
HOMO LUMO LUMO+1 







The TD-DFT calculated excitation energies and associated molecular orbitals of 
receptor 1a, 1a…F¯, 1a…OAc¯ and 1a…H2PO4¯ are summarized in Table 5.2. In the 
anti form of receptor 1a, 2 main peaks were obtained, one at 276 nm and another at 
the 240 nm, which correlate well with the experimental values of 266 nm and 235 nm, 
respectively. The origin of the 276 nm peak arises mainly from the HOMO-1 → 
LUMO+1 transition while that of the larger 240 nm peak is a HOMO-2 → LUMO+1 
transition. The spectra for the three complexes studied show two major peaks for each 
complex: one at 310 - 323 nm and a smaller peak at 273 - 276 nm. This also correlates 
well with the experimental values of 336 nm and 266 nm, respectively. The lower 
energy excitation for 1a…F¯ and 1a…OAc¯ originates from the pi-type HOMO → 
LUMO transition, which are concentrated on the left phenyl ring and the amido ring, 
respectively. The higher energy excitation for 1a…F¯ and 1a…OAc¯ originates from 
the HOMO → LUMO+1 transition, which is also of pi nature. The nature of transition 
for 1a…H2PO4¯ differs from that of the other two complexes. The excitation at 310 nm 
corresponds mainly to the HOMO-2 → LUMO transition instead of the HOMO → 
LUMO transition. Other than the HOMO → LUMO+1 transition, the HOMO-1 → 
LUMO+1 transition also contributes significantly to the peak at 276 nm. 
 
5.3.3 p-NO2 Substituted System 
 
In addition to the parent receptor 1a, the UV spectra prediction of the p-NO2 
substituted receptor (1b) was also performed. With the strongly electron-withdrawing 
nitro group attached, the UV shift upon anion binding is more pronounced than the 
parent receptor 1a. The TD-DFT results are summarized in Table 5.3.  The anti form 
of 1b shows many small peaks, but has a main peak at 282 nm with large oscillator 
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strength. This is a fairly good estimation of the experimental value of 268 nm. The 
TD-DFT calculations for the anion complexes 1b…F¯, 1b…OAc¯ and 1b…H2PO4¯ also 
show many absorption peaks, but can be grouped into two main peaks: a smaller peak 
at ca. 500 nm and a larger peak at ca. 300 nm. This is evident in the plots of the 
predicted UV spectra shown in Table 5.3. The absorption wavelengths having the 
largest oscillator strengths corresponding to the two main peaks are also shown in 
Table 5.3.  The prediction of a new peak at ca. 500 nm correlates well with the 
experimental data although this absolute absorption wavelength is an overestimation 
of the experimental value of 435 nm. 
 
Table 5.3. TD-DFT calculated excitation wavelengths (λ, nm), oscillator strengths 
(f), and UV spectra of receptor 1b and its anion complexes. 
Expt PCM-TD-B3LYP/6-31+G* Acetonitrile 
Species 
λ  λ f Spectra 
1b (anti) 268 281.72 0.4999 
548.21 0.0783 
1b...F¯ 435, 270 306.14 0.3951 
500.71 0.0629 










The binding and UV properties of the N-benzamidothiourea receptor 1 has been 




























has shown favourable binding of anions F¯, AcO¯ and H2PO4¯ over other anions. The 
anti form of the free receptor 1a was calculated to be more stable than the syn 
conformer. Upon binding to anions, the syn conformer is more favoured, due to the 
formation of more hydrogen bonds with the anions. This change in conformer is 
possibly a major factor in the large change in UV spectra. The TD-DFT predicted 
absorption wavelengths of 1a and its complexes correlate well with the experimental 
values. The UV spectra of the p-NO2 substituted systems (1b) have also been 
predicted using TD-DFT. Although the calculated absorption wavelengths of the 1b 
complexes are overestimations of the experimental values, the prediction of the new 
























In addition to the N-amido (thio)urea systems, the N-amino (thio)ureas are also shown 
to be promising sensors for anions.1–4 Instead of an amide group, the N-amino 
(thio)urea has a NH group adjacent to the (thio)urea group. Such molecules also have 
the capability to be colourimetric1–3 or fluorogenic4 sensors. The N-N single bond 
rotation is also postulated to be the key in the sensing mechanism of such systems. In 
terms of binding affinity, some of the N-amino (thio)urea systems are comparable to 








An example of an N-amino thiourea colourimetric sensor is the N-anilino thiourea 1 
(Scheme 6.1).2 The crystal structure shows the non-planar anti conformer of the 
receptor which has a twisted N-N bond. Upon binding to anions F¯, AcO¯ and H2PO4¯, 












along the N-N bond, which results in a planar anion-complex. In this chapter, the 
anion binding abilities and sensing of receptor 1 studied by computational methods is 
presented. 
 
6.2 Computational Methodology 
 
The geometries of the receptor 1 and its complexes formed with anions, F¯, Cl¯, Br¯, 
AcO¯, HSO4¯ and H2PO4¯ were fully optimized with the B3LYP5,6 functional together 
with various basis sets (cc-pVDZ, 6-31G*, 6-31+G*, 6-31+G**, 6-311+G**), in both 
gas phase and in acetonitrile using the polarizable continuum model (PCM)7–9 with 
the UAKS radii to study the effects of basis sets and solvent effects on the geometries 
of the complexes. The effects of different DFT functionals, were also investigated by 
carrying out geometry optimization calculations on selected complexes with other 
functionals besides B3LYP. Together with the 6-31+G* basis set and PCM 
acetonitrile model, the functionals SVWN,10,11 BLYP,6,12 B97D,13 PBE0,14–16 M06,17  
and M06-2X17 were employed in this study. For all optimized geometries, vibrational 
frequency analysis was carried out at the same level of theory to verify the optimized 
geometries as local minima on the potential energy surface and to obtain zero-point 
energy corrections. 
 
TD-DFT18,19 methods were employed for calculating excitation energies of complexes 
formed with F¯, AcO¯ and H2PO4¯. Together with the 6-31+G* basis set and PCM 
acetonitrile model with UAKS radii, various functionals were included in this study: 
the pure functionals BLYP, SVWN and B97D; the hybrid functionals B3LYP, PBE0, 
BHandH and M06; and the long-range corrected functionals CAM-B3LYP20 and LC-
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ωPBE21–24. Calculations employing the M06, M06-2X, B97D, CAM-B3LYP and LC-
ωPBE functionals were performed in conjunction with the default PCM parameters 
using the Gaussian0925 suite of programs. 
 
Classical molecular dynamics (MD) simulations were carried out to study the 
motion of the 1…F¯, 1…Cl¯ and 1…OAc¯ complexes in gas phase, explicit 
chloroform and acetonitrile solvents with time. The starting structures were 
obtained from the B3LYP/6-31G* optimized geometries, and were placed in an 
octahedral box containing approximately 500 chloroform molecules and 800 
molecules for the acetonitrile model. After the NVT and NPT equilibration, 2 ns 
long production runs were carried out. The detailed methodology is described in 
Section 2.11. 
 
6.3 Results and Discussion 
 
6.3.1 Geometry Optimization of Complexes 
 
The choice in the level of theory and solvation model greatly affects the optimized 
structures of the complexes. Employing the B3LYP/6-31G* level of theory in vacuo, 
the optimized structures of the complexes are relatively planar (Figure 6.1). However, 
the 1…F¯ structure suggests deprotonation while no deprotonation was reported in the 
experiments.2 Similar structures were yielded when modeled in acetonitrile at the 
















Figure 6.1. B3LYP/6-31G* gas phase optimized geometries of 1 and its anion 















Figure 6.2. PCM-B3LYP/6-31+G* optimized geometries of 1 and its anion 
complexes in acetonitrile using UAKS radii. Hydrogen bonds are indicated by dotted 






































































With the addition of diffuse functions, the B3LYP/6-31+G* optimized structures in 
vacuo did not show any drastic changes from the B3LYP/6-31G* structures. However, 
with the incorporation of the acetonitrile solvent at PCM-B3LYP/6-31+G* level, the 
structures of the complexes changed significantly. Firstly, the 1…F¯ structure did not 
show any deprotonation. Secondly, the structures of the complexes become relatively 
non-planar as compared to the B3LYP/6-31G* gas phase optimized geometries, with 











Figure 6.3. Potential energy surface scan with respect to varying C-N-N-C 
dihedral angle of 1…Cl¯ complex. 
 
A relaxed potential energy surface scan was conducted at B3LYP/6-31+G* level on 
1…Cl¯ by constraining the C-N-N-C dihedral angle at every 10°, both in the isolated 
state and in acetonitrile. A plot of the energies obtained from the partially optimized 
structures versus the C-N-N-C dihedral angle is shown in Figure 6.3. In the gas phase, 
the minimum energy corresponds to a dihedral angle of ca. -130° and 130°, which 















































energy point is when the dihedral angle is ca. -90° and 90°, with the -NO2 substituted 
ring almost perpendicular to the thiourea group. The planarity of the complexes has a 
significant impact on the UV absorption energies, which will be discussed in 
subsection 6.3.3. 
 
Obviously, both the basis set and solvent effects play important roles in determining 
the planarity of the complexes. The C-N-N-C dihedral angles for the syn 
conformation of 1, 1…F¯, 1…Cl¯ and 1…OAc¯ complexes optimized with B3LYP 
combined with different basis sets in both gas phase and acetonitrile are shown in 
Table 6.1. The H…F¯ distances for the 1…F¯ complexes are also provided in Table 6.1 
to compare the effects on the “deprotonation” of the F¯ complexes. All the gas phase 
optimized structures for the complexes are relatively planar regardless of basis set, 
with a C-N-N-C dihedral angle of ca. -160° for 1…F¯ and ca. -130° for 1…Cl¯ and 
1…OAc¯. The free receptor 1 in the syn conformer has a smaller dihedral angle (ca. -
100°) than that of the complexes. This shows that the presence of the anion guests 
causes the -NO2 substituted ring to be more planar to the thiourea group, changing the 
dihedral angle by 30° – 60°. However, all the 1…F¯ structures show “deprotonation” 
with a short H…F¯ distance of 1.00 – 1.05Ǻ.  
 
With the acetonitrile model, the effect of different basis sets is more pronounced. 
Without the addition of diffuse functions, the cc-pVDZ and 6-31G* optimized 
structures are relatively planar, but with a “deprotonated” H…F¯. Comparing with the 
gas phase structures, there is a decrease in the dihedral angles, particularly for 1…Cl¯, 
which shows that the acetonitrile structures are less planar than that of the gas phase 
structures. With the use of 6-31+G*, the complexes undergo more drastic changes. 
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Firstly, the 1…F¯ structure is not “deprotonated”, with a longer H…F¯ distance of 1.69 
Ǻ. Secondly, the -NO2 substituted ring of each complex becomes almost 
perpendicular to the thiourea group, with the C-N-N-C dihedral angle to be smaller 
than -100°. The difference between this dihedral angle and that of the free receptor 1 
in the syn conformer is 3° – 6°, which is much smaller than the difference in the gas 
phase structures. This suggests that with the incorporation of the acetonitrile model, 
the presence of the anion does not have the effect of twisting the -NO2 substituted ring 
to be more planar to the thiourea group. The addition of p polarization functions to H 
(6-31+G**) yields similar, non-planar type of structures. With this basis set, both the 
“deprotonated” and “protonated” structures of 1…F¯ were obtained, with the 
“protonated” structure to be more stable by 13.1 kJ mol-1. With the triple-split-valence 
6-311+G** basis set, the non-planar structures for the complexes were obtained. 
 
Table 6.1. C-N-N-C dihedral angles and H…F¯ distancesa of structures optimized 
with B3LYP combined with various basis sets in gas phase and acetonitrile.b 
 
  1…F¯ 1…Cl¯ 1…OAc¯ 1 (syn) 
 B3LYP/   r(H…F¯) <C-N-N-C <C-N-N-C <C-N-N-C <C-N-N-C 
Gas 1.00 -165.9 -138.9 -144.2 -108.9 
cc-pVDZ 
ACN 1.01 -164.2 -118.5 -136.5 -101.1 
Gas 1.01 -168.4 -134.4 -140.6 -104.7 
6-31G* 
ACN 1.01 -166.8 -100.0 -132.5 -97.6 
Gas 1.05 -180.0 -129.1 -137.8 -101.9 
6-31+G* 
ACN 1.69 -99.9 -96.5 -99.4 -93.2 
Gas 1.03 -180.0 -135.0 -140.8 -103.5 
1.05 -166.8 6-31+G** ACN 1.66 -100.7 -97.7 -100.8 -93.8 
Gas 1.01 -180.0 -131.9 -140.0 -103.9 
6-311+G** 
ACN 1.67 -99.4 -99.0 -106.1 -93.5 
a Angles in degrees and bond lengths in Å. 
b




In summary, all the gas phase structures, regardless of basis set, show “deprotonated” 
1…F¯, and relatively more planar complexes. In the acetonitrile model, the addition of 
diffuse functions (6-31+G*) yields the “protonated” 1…F¯, and relatively non-planar 
complexes. In the case of the 6-31+G** basis set, both “deprotonated” and 
“protonated” structures for 1…F¯ were obtained, with the “protonated” geometry being 
more stable. In all cases, all planar 1…F¯ have “deprotonated” structures and all non-
planar 1…F¯ have “protonated” structures.  
 
Table 6.2. C-N-N-C dihedral angles and H…F¯ distancesa of structures optimized 
with various DFT functionals combined with the 6-31+G* basis set in acetonitrile. 
1…F¯ 1…Cl¯ 1…OAc¯ 
Functional 
r(H…F¯) <C-N-N-C <C-N-N-C <C-N-N-C 
SVWN 1.23 -179.9 -179.8 -171.1 










M06 1.68 -74.0 -85.7 -87.9 
M06-2X 1.70 -69.9 -84.7 -81.9 
a Angles in degrees and bond lengths in Å. 
 
 
Since diffuse functions can provide a more accurate description of anionic species, a 
reasonable basis set to be used in this study is 6-31+G* as larger basis sets did not 
show significant improvement in the structural properties. The incorporation of the 
solvent model is also necessary to obtain a reasonable structure of 1…F¯. The effects 
of the different DFT functionals have also been examined by optimizing the 1…F¯, 
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1…Cl¯ and 1…OAc¯ complexes with various functionals, namely the pure functionals, 
SVWN, BLYP and B97D, and the hybrid functionals, B3LYP, PBE0, M06 and M06-
2X. The C-N-N-C dihedral angles and H…F¯ distances of the optimized complexes are 
summarized in Table 6.2.  
 
The pure functionals SVWN and BLYP produced relatively planar geometries, 
especially with SVWN, the C-N-N-C dihedral angles are in the range of -170° to -
180°. Along with increased planarity, the H…F¯ distances are significantly shorter 
than that of the non-planar structures produced by the other functionals. With the 
hybrid functionals, the complexes are in the non-planar form. For the PBE0 and B97D 
functionals, both non-planar and planar forms of the 1…F¯ complexes can be located 
as minima, with short H…F¯ distances for the planar forms. In the case of PBE0, the 
non-planar 1…F¯ is more stable by 25.3 kJ mol-1, whereas in the case of B97D, the 
energies of the two conformers are comparable, with the planar form being slightly 
more stable by 0.9 kJ mol-1. 
 
6.3.2 Binding Energy and Selectivity 
 
The computed interaction energies (∆E0), enthalpies (∆H298) and binding free energies 
(∆G298) of the formation of the various complexes are given in Table 6.3. The gas 
phase B3LYP/6-31G* calculations show large binding energies with the following 
order of selectivity: F¯ > AcO¯ > Cl¯ > Br¯ > H2PO4¯ > HSO4¯. The larger binding 
affinities of halide anions Cl¯ and Br¯ over H2PO4¯ do not agree with the experimental 
data, which showed binding response for F¯, AcO¯ and H2PO4¯, but not for Cl¯, Br¯ 
and HSO4¯.2 Based on the binding constants reported experimentally, AcO¯ is the 
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most binding anion, followed by F¯, then H2PO4¯. The B3LYP/6-31+G* calculations 
in acetonitrile show decreased binding energies, which is expected due to the large 
solvation energies of the anions. This set of calculations has the following order of 
affinity: F¯ > AcO¯ > H2PO4¯ > Br¯ > Cl¯ > HSO4¯, which is more consistent with the 
experimental data. Although the three most binding anions correlates well with 
experimental data, the calculations show F¯ to be more binding than AcO¯. A possible 
explanation for this discrepancy is that a “free” F¯ is rare under experimental 
conditions, which results in a decreased binding constant.26 This will be discussed 
further in subsection 6.3.5.  
 
Table 6.3. Calculated interaction energies (∆E0), enthalpies at 298 K (∆H298), 
binding free energies at 298 K (∆G298) of the various complexes in kJ mol-1. 
B3LYP/ 6-31G* B3LYP/ 6-31+G* 
Gas Acetonitrile Complex 
∆ E0 ∆H298 ∆G298 ∆ E0 ∆H298 ∆G298 
1…F¯ -485.5 -489.6 -455.5 -38.8 -38.1 -6.3 
1…Cl¯ -193.8 -195.1 -164.9 -14.4 -13.0 16.4 
1…Br¯ -191.0 -192.1 -160.9 -14.9 -13.5 15.4 
1…AcO¯ -254.4 -249.8 -199.3 -34.8 -29.1   8.6 
1…HSO4¯ -167.8 -162.5 -116.4   -8.4  -2.6 38.3 
1…H2PO4¯ -200.9 -197.0 -149.3 -35.3 -30.2 15.0 
 
  
6.3.3 TDDFT Study of Excitation Wavelengths 
 
As noted in subsection 6.3.1, the use of different basis sets and the incorporation of 
solvent effects can result in changes in the planarity of the complexes. PCM-TD-
B3LYP/6-31+G* calculations in acetonitrile using the UAKS radii has been carried 
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out on both the planar B3LYP/6-31G* gas phase optimized structures, as well as on 
the non-planar PCM-B3LYP/6-31+G* optimized structures in acetonitrile for 1, 1…F¯, 
1…OAc¯ and 1…H2PO4¯. The TD-DFT calculated absorption wavelengths 
corresponding to allowed transitions having significant oscillator strengths are shown 
in Table 6.4.  
 
Table 6.4. Calculated excitation wavelengths (λ, nm), oscillator strengths (f) and 
main transitions corresponding to the respective peaks in acetonitrile.a 
Geometry 
B3LYP/6-31G* Gas PCM-B3LYP/6-31+G*  
 Expt 
Complex 
λ f transition λ f transition λ 
511.08 0.8416 80 → 81 395.00 0.2829 78 → 81 
341.25 0.1033 80 → 82 345.46 0.3309 77 → 81 1...F¯ 
328.45 0.3072 77 → 81    
505 
471.79 0.4864 91 → 92 402.16 0.2603 89 → 92 
1...OAc¯ 
324.06 0.1872 87 → 92 354.24 0.2080 88 → 92 
505 
456.84 0.3934 100 → 101 392.35 0.2831 98 → 101 
1...H2PO4¯ 
321.66 0.2658  97 → 101 347.44 0.3099 97 → 101 
505 
328.15 0.3560 72 → 76 335.82 0.4674 72 → 76  340 
1 (anti) 
274.60 0.4235 74 → 76 275.76 0.3495 74 → 77  270 
a
 Based on TD-DFT calculations at PCM-B3LYP/6-31+G*//B3LYP/6-31G* level or 
PCM-B3LYP/6-31+G*//PCM-B3LYP/6-31+G* (acetonitrile) level. 
 
 
For the planar B3LYP/6-31G* gas phase structures of  1…F¯, 1…OAc¯ and 1…H2PO4¯, 
the peak with the largest oscillator strength corresponds to the lowest energy 
transition, which is the HOMO → LUMO transition. The excitation wavelengths for 
this peak are at 511 nm, 472 nm and 457 nm for complexes 1…F¯, 1…OAc¯ and 
1…H2PO4¯, respectively, which are somewhat close to the experimental value of 505 
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nm. Based on the non-planar structures optimized at PCM-B3LYP/6-31+G* in 
acetonitrile, the HOMO → LUMO transitions in these complexes have insignificant 
oscillator strengths. Instead, the excitation wavelengths with considerable oscillator 
strengths correspond to higher-energy transitions. The largest peaks for 1…F¯, 
1…OAc¯ and 1…H2PO4¯ are at 345 nm, 402 nm and 347 nm, respectively, which fall 
short of the experimental value of 505 nm. As for the free receptor 1 in its most stable 
anti conformation, the excitation wavelengths are comparable to that obtained by 
experiments. The calculated wavelengths only differ by 7 nm between the two 
different optimized geometries. 
 
Table 6.5. Calculated excitation wavelengths (λ, nm) with various DFT 
functionals combined with the 6-31+G* basis set in acetonitrile.a 
Geometry 
B3LYP/6-31G* Gas PCM-B3LYP/6-31+G*  Functional 
1...F¯ 1...OAc¯ 1...H2PO4¯ 1...F¯ 1...OAc¯ 1...H2PO4¯ 
BLYP 606.86 644.87 563.89 406.04 389.63 395.34 
SVWN 599.58 639.47 561.07 403.95 385.31 389.00 
B97D 611.09 633.49 603.75 406.95 394.19 419.19 
B3LYP 511.08 471.80 456.84 395.00 402.16 392.35 
PBE0 482.85 437.49 422.64 368.29 373.11 366.29 
BHandH 408.16 358.33 346.57 322.60 325.98 327.25 
M06 500.89 450.15 436.33 384.54 383.14 380.98 
CAM-B3LYP 434.74 381.54 369.71 347.52 349.80 350.43 
LC-ωPBE 383.80 337.03 326.90 317.87 320.03  321.01 
a
 Based on TD-DFT calculations at PCM-DFT/6-31+G*//B3LYP/6-31G* level or 




Besides B3LYP, other DFT functionals have also been explored in the calculations of 
excitation wavelengths on both the B3LYP/6-31G* gas phase and PCM-B3LYP/6-
31+G* geometries. The lowest-energy transitions with significant oscillator strengths 
are summarized in Table 6.5. With the planar B3LYP/6-31G* gas phase geometries, 
TD-B3LYP outperforms the rest of the functionals although PBE0 and M06 gave 
relatively good predictions. With the non-planar PCM-B3LYP/6-31+G* geometries, 
all of the functionals underestimate the excitation wavelengths. Similar to the case of 
B3LYP described above, the lower-energy excitations originating from HOMO → 
LUMO transitions have very small oscillator strengths and are not significant. The 
pure functionals BLYP, SVWN and B97D, gave overestimates while the BHandH 
and the long-range corrected functionals, CAM-B3LYP and LC-ωPBE, underestimate 
the absorption wavelengths. 
 
To investigate the effect of complex planarity with excitation wavelengths, partial 
optimizations at the PCM-B3LYP/6-31+G* level of theory in acetonitrile have been 
done on 1…OAc¯ by constraining the C-N-N-C dihedral angle from -180° to -70° at 
10° intervals before carrying out TD-B3LYP calculations with the same basis set and 
solvent conditions for 50 states. The calculated UV-absorption spectra, as shown in 
Figure 6.4, were obtained by fitting to a Gaussian with the default half-width of 
2685.83 cm-1 as set in Gaussview 4.1. From -180° to -120°, there are two distinct 
absorption peaks:  a larger peak at ca. 430 nm, and a smaller peak at ca. 320 nm. The 
larger peak has a decreasing intensity with decreasing planarity while the smaller peak 
has a slight increase in intensity. At -110°, the two peaks start to merge. From -100° 
to -70°, there is only one peak at ca. 360 nm. The excitation wavelengths, oscillator 
strengths and corresponding main transitions are shown in Table 6.6. From -180° to -
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140°, the wavelength with the largest oscillator strength is at ca. 440 nm, which 
originates from the HOMO → LUMO transition. Another peak with weaker oscillator 
strength is present at ca. 320 nm, which corresponds to HOMO-4 → LUMO transition. 
From -130° to -110°, the HOMO → LUMO transition becomes less significant, while 
the HOMO-2 → LUMO transition has an increased oscillator strength. From -100° to 
-70°, the HOMO → LUMO transition is insignificant, while the HOMO-2 → LUMO 













Figure 6.4. Calculated UV absorption spectra of 1…OAc¯ complex constrained at 
varying C-N-N-C dihedral angles from -180° to -70° at PCM-TD-B3LYP/6-



































Table 6.6. Calculated excitation wavelengths (λ, nm),a oscillator strengths (f), 
corresponding main transitions, HOMO and LUMO orbital maps of 1…OAc¯ in 
acetonitrile with respect to varying C-N-N-C dihedral angles. 
∠C-Ν-Ν-C  λ f Transitions HOMO (91) Map LUMO (92) Map 
      
443.53 0.8246 91 → 92 
320.02 0.1006 87 → 92 -180° 
      
  
  
442.21 0.7615 91 → 92 
320.03 0.1155 87 → 92 
307.80 0.1313 91 → 93 -170° 





      
439.68 0.7100 91 → 92 
321.79 0.1011 87 → 92 -160° 





      
442.85 0.6181 91 → 92 
323.04 0.1118 87 → 92 -150° 





      
452.49 0.4820 91 → 92 
321.30 0.2409 87 → 92 -140° 





450.74 0.3480 91 → 92 
415.16 0.1700 89 → 92 
322.84 0.1860 86 → 92 -130° 





452.86 0.1665 91 → 92 
415.88 0.2652 89 → 92 
334.94 0.1054 87 → 92 -120° 





463.09 0.0480 91 → 92 
408.42 0.3232 89 → 92 
343.33 0.1905 87 → 92 -110° 




470.84 0.0162 91 → 92 
402.56 0.2645 89 → 92 





479.51 0.0033 91 → 92 
397.80 0.1619 89 → 92 
362.41 0.2694 88 → 92 -90° 





485.89 0.0004 91 → 92 
369.03 0.3619 88 → 92 
328.98 0.1080 86 → 92 -80° 





492.84 0.0066 91 → 92 
371.98 0.3523 89 → 92 
329.86 0.1110 86 → 92 -70° 






 Based on PCM-TD-B3LYP/6-31+G*//PCM-B3LYP/6-31+G* (with constraints). 
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The changes in the HOMO and LUMO orbitals with respect to the C-N-N-C dihedral 
angle can be seen by comparing the orbital maps, as shown in Table 6.6. The LUMO 
plots for all the various dihedral angles are concentrated at the -NO2 substituted ring, 
with no significant change with varying dihedral angles. In the more planar 
geometries (-180° to -140°), the HOMO is largely of pi origin, and is delocalized over 
the entire receptor molecule. Thus, the excitation wavelengths at ca. 440 nm are 
largely due to pi → pi* transitions. From -130° to -110°, the HOMO is not only 
delocalized over the pi orbitals of the receptor but also on the sulfur atom. As the 
structure becomes more non-planar (-100° to -70°), the concentration of HOMO on 
the sulfur gets larger, such that the nature of transition becomes the n → pi* type. In 
this case, the n → pi* is possibly a forbidden transition, leading to an insignificant 
oscillator strength. 
 
6.3.4 Molecular Dynamics Simulations 
 
A molecular dynamics (MD) study of the 1…F¯, 1…Cl¯ and 1…OAc¯ complexes has 
been carried out in the gas phase, in explicit chloroform and explicit acetonitrile 
solvents. All the 3 anions remain bound to the receptor throughout all the 2 ns 
production runs.  
 
The 1…F¯ gas phase simulation shows vigorous rotation of the N-amino group along 
the N-N bond such that the C-N-N-C dihedral angle ranges from -180° to 160°. 
Analysis of the C-N-N-C dihedral angles throughout the simulation shows that in 70% 
of the trajectory, the complex has its C-N-N-C dihedral angle at the ±120° to ±80° 
range, which is the non-planar conformer. In chloroform, the rotation along N-N is 
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less vigorous and the C-N-N-C dihedral angle remains in the range of -180° to -40° 
for 90% of the trajectory, with the -120° to -80° range taking up 68% of the trajectory. 
In acetonitrile, the C-N-N-C dihedral angle remains in the negative range for the 

















Figure 6.5. Snapshots of MD trajectories obtained for complexes formed with 1 at 
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The 1…Cl¯ complex also shows a similar trend. The percentage of trajectory in the 
range of -120° to -80° is 69%, 72% and 69% for gas, chloroform and acetonitrile 
simulations, respectively. The other 25 – 27% lies in the range of -80° to -40° and 
only 4-5% is in the more planar form, having -180° to -120° C-N-N-C torsional angle. 
The simulations on 1…OAc¯ complex are also similar, with 72-75% in the -120° to -
80° range, 19-23% in -80° to -40° range and 5-8% in the -180° to -120° range. 
 
In summary, the simulations of complexes, 1…F¯, 1…Cl¯ and 1…OAc¯ in gas phase, 
explicit chloroform and acetonitrile show that these anion complexes are stable and 
most of the conformers are in the non-planar form. Only less than 10% of the 
trajectories show planar structures having C-N-N-C dihedral angles of -180° to -120°.  
Snapshots of the simulations at the end of the 2 ns production runs are shown in 
Figure 6.5. 
 
6.3.5 Effects of Counter-cation  
 
Under experimental conditions, the anionic guests are usually added to the hosts in the 
form of a tetrabutylammonium (TBA) salt. TBA is a quaternary ammonium cation 
which can interact with the anions via electrostatic interactions, thus TBA can be 
deemed as a competitive receptor. However, in more polar solvents, the electrostatic 
interactions will be weakened and the effect of competitive binding can also be 





















Figure 6.6. Snapshots of MD trajectories obtained for TBA complexes at the end 
of the 2 ns production runs in gas phase (a), chloroform (b) and acetonitrile (c). 
 
 
The starting geometries for the MD simulations are obtained by placing the TBA 
cation and anion close to each another, followed by immersing them in an octahedral 
box containing approximately 400 chloroform molecules and 700 solvent molecules 
for the acetonitrile model. In the gas phase and explicit chloroform simulations, all the 
anions are in close proximity to the TBA cation, suggesting interactions between 
them throughout the 2 ns production run. In acetonitrile, only F¯ remains close to 
TBA at the end of the 2 ns production run. The F¯ anion remains close to TBA for the 
TBA…F¯ 
a) b) c) 
TBA…Cl¯ 
a) b) c) 
TBA…OAc¯ 
a) b) c) 
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first 1460 ps, then moving away for 84 ps, after which it shifts back to having close 
interactions with TBA. In the case of Cl¯, the anion moves away from TBA during 
equilibration and moves haphazardly within the periodic octahedral solvent box 
during the production run, indicating no interaction with TBA. The AcO¯ anion 
remains in close proximity to TBA during the first 1120 ps of the production run, 
after which the anion leaves TBA and moves haphazardly for the rest of the 
production run. Snapshots of the TBA…anion complex at the end of the 2 ns 
production runs are shown in Figure 6.6. 
 
The interaction between TBA and anions in acetonitrile is most significant for F¯, 
suggesting that there is a decreased proportion of F¯ in acetonitrile which is “free” to 
bind to receptor 1. This is a possible explanation for the overestimation of binding 
energies for 1…F¯. 
 
6.3.6 Substituent Effects on Geometries and Excitation Energies 
 
Other than the nitro-substituted receptor 1, geometry optimizations and TD-DFT 
calculations have also been carried out on the F¯ and AcO¯ complexes of the 
unsubstituted receptor 2 and cyano-substituted receptor 3 (Scheme 6.2) to investigate 

























Table 6.7. Optimized geometriesa of complexes formed with 2 and 3, C-N-N-C 
dihedral angles, calculated excitation wavelengths (λ, nm), oscillator strengths (f), 
corresponding main transitions,b and experimental UV-absorption wavelengths.  
TD-B3LYP/6-31+G* PCM Expt 
Species Geometry c C-N-N-C 
λ f transition λ  




279.20 0.4186 68 → 70 
weak 
band 




277.14 0.4038 79 → 81 
weak 
band 




286.39 0.1471 73 → 76  
367 




286.61 0.3633 84 → 87  
367 
a
 At PCM-B3LYP/6-31+G* level in acetonitrile. 
b
 Based on PCM-TD-B3LYP/6-31+G*//PCM-B3LYP/6-31+G* level in acetonitrile. 




The complexes formed with 2 and 3, optimized with PCM-B3LYP/6-31+G* in 
acetonitrile (Table 6.7), are in the same non-planar conformer as that formed with 1. 
The various C-N-N-C dihedral angles of the complexes (Table 6.7) are in the range of 
-96° to -100°, which is similar to that of the complexes formed with 1. This shows 
that the non-planar conformer of the complexes is not unique to the nitro-substituted 
receptor 1. The TD-DFT calculated excitation wavelengths shown in Table 6.7 also 










especially obvious in 3…F¯ and 3…AcO¯, where the calculated wavelengths of 291 nm 
and 296 nm, respectively, fall short of the experimental value of 367 nm. In summary, 
changing the substituents on the ring next to the N-amino group has insignificant 
influence on the planarity of the complexes and the improvement of calculated TD-
DFT transition energies. 
 
6.3.7 Study of the N-N Rotation of N-amino Amide 
 
To further investigate the origin of the non-planarity of the N-amino thiourea anion 
complexes in acetonitrile, a simple N-amino amide system 4 was examined (Scheme 
6.3). In this model system, the thiourea functional group together with the phenyl ring 
attached was replaced with an amide group and the nitro group on the nitrophenol ring 




  Scheme 6.3 
 
The B3LYP/6-31+G* optimized geometries of 4 and 4…Cl¯ in the gas phase and 
acetonitrile (Figure 6.7) show the same planarity trend as that obtained with receptor 1. 
Both the gas phase and acetonitrile optimized structures of receptor 4 are non-planar, 
with C-N-N-C dihedral angles of -95.6° and -86.1°, respectively. The gas phase 
optimized 4…Cl¯ has a relatively planar structure while the acetonitrile optimized 
structure is non-planar, with C-N-N-C dihedral angles of -124.8° and -87.6°, 
respectively. This large change in the C-N-N-C dihedral angle of the 4…Cl¯ complex 



















Figure 6.7. B3LYP/6-31+G* optimized geometries of 4 and 4…Cl¯ in gas phase (a) 
and in acetonitrile (b). 
 
In hydrazine and other related systems, natural bond orbital (NBO)27 analysis has 
shown to be useful in the study of the H-N-N-H rotational barrier, where the 
hyperconjugation stemming from the donation of the N lone pair to the adjacent N-H 
σ* orbital plays a role in stabilizing the skew conformer of hydrazine.28–30 As such, an 
NBO analysis was carried out to gain insights into the N-N rotation of 4…Cl¯. Partial 
optimizations of 4 and 4…Cl¯ were done with constraints on the C-N-N-C dihedral 
angle at every 10°, spanning over -180° to -20° and 20° to 180° in the gas phase. 
Based on these constrained geometries, single point and NBO calculations in 
acetonitrile were carried out.  
 
The energy plot of 4 along the C-N-N-C dihedral angle is shown in Figure 6.8. The C-
N-N-C dihedral angle yielding the minimum energy is at ±100° for the gas phase and 
at ±90° in acetonitrile, which correlate well with the dihedral angles obtained for the 
fully optimized structures. With the hyperconjugation n → σ* donation deleted, the 
energy curve shows minima at ±170° for both gas phase and acetonitrile. This 
suggests that the n → σ* hypercongujation effects is important in stabilizing the non-
planar conformer of 4. In the same analysis of 4…Cl¯ (Figure 6.9), the C-N-N-C 














90° in acetonitrile. With the hyperconjugation n → σ* donation deleted, the energy 
minima are at 180° for the gas phase and ±160° in acetonitrile. This also shows the 
















Figure 6.8. Plots of total energy and energy with deletion of n→σ* donations 














Figure 6.9. Plots of total energy and energy with deletion of n → σ* donations 
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To investigate the origin of the difference in the minima points of the 4…Cl¯ complex 
in gas phase and acetonitrile, the Cl¯ anion was first removed from the partially 
optimized structures and single point calculations were done on the remaining 
receptor 4. The energy curves obtained are shown in Figure 6.10. The minima points 
for both the gas phase and acetonitrile calculations are at -60° and 70°, respectively. 
This similarity between the gas phase and acetonitrile shows that the different 
conformations of 4…Cl¯ does not originate from the receptor itself, but possibly from 
the presence of the Cl¯ anion. According to the NBO analysis, the largest contribution 
belongs to the donation of the lone pair (LP) on Cl¯ to the σ* of the N-H bond, which 
is associated with the N-H…Cl¯ hydrogen bonding interaction. Figure 6.11a shows the 
comparison between the stabilization energy of LP(Cl¯) → σ* donation along the C-
N-N-C dihedral angle in both gas phase and in acetonitrile. This stabilization is larger 
in the gas phase, and along the C-N-N-C dihedral angle, it is largest at ±140° in both 
phases. Deletion of this LP(Cl¯) → σ* donation in the NBO calculations results in the 
















Figure 6.10. Energy plots of the receptor 4 remaining after the Cl¯ anion is removed 
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Figure 6.11. Plots of the stabilization energy of LP(Cl¯) → σ* donation from Cl¯ to 
N-H based on the NBO analysis of 4…Cl¯ (a) and energy plots with the LP(Cl¯) → σ* 
donation removed, both in gas phase and in acetonitrile (b). 
 
 
In summary, hyperconjugation plays a part in stabilizing the non-planar conformer of 
the N-amino amide 4, with a C-N-N-C angle of ±90° to ±100°. With the presence of 
the Cl¯ anion in the 4…Cl¯ complex, the stabilization from the LP(Cl¯) → σ* donation 
is largest when C-N-N-C is at ±140°. Hence, there is competition between these two 
factors. In the gas phase, the stabilization from the LP(Cl¯) → σ* donation is larger 
than in acetonitrile (Figure 6.11a), which results in the gas phase lowest-energy 
conformer to have a C-N-N-C angle closer to ±140° than the geometry obtained with 
the acetonitrile model. This explains the relatively planar conformer obtained in the 




The choice of basis set as well as solvation effects can affect the predicted geometries 
of the anion complexes formed with receptor 1. The geometries of the complexes in 
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Gas phase Acetonitrileb) 
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better TD-DFT predicted absorption wavelengths, most of the DFT calculations and 
MD simulations predict non-planar geometries for the anion complexes. The DFT 
predicted order of binding affinity is F¯ > AcO¯ > H2PO4¯, but due to the interaction 
between F¯ and TBA, the observed binding affinity of F¯ could be lower than that 
calculated by DFT. Geometry optimizations and TD-DFT calculations of receptors 2 
and 3 show no significant improvement with substituent effects on the geometries and 
excitation wavelengths. NBO study on a model N-amino amide receptor 4 suggests 
that the planarity of the anion complexes is due to the effect of the donation of the 
lone pair on Cl¯ to the σ* of the N-H bond, which corresponds to the N-H…Cl¯ 




















Anion Recognition by Azophenol Thiourea-




Thiourea is a notably good hydrogen bond donor and an excellent anion receptor for 
carboxylate and dihydrogen phosphate anions.1,2 Hong and co-workers have reported 
anion sensing of an azophenol thiourea-based receptor, compound 1 (R = n-butyl, 
Scheme 7.1).3 They determined the association constants for anion binding using 1H 
NMR and UV-vis titrations in CDCl3. H2PO4¯, AcO¯ and F¯ were found to yield 
stronger complexes with receptor 1 than other anions. The anion recognition via 
hydrogen-bonding interactions was monitored by anion-complexation induced 
changes in 1H NMR and UV-vis absorption spectra. Although anion sensor 1 shows 
colourimetric detection of H2PO4¯, AcO¯ and F¯, this sensor system is not able to 
discriminate between these anions. A dual-chromophore anion sensor with p-
nitrophenylazophenol, and p-nitrophenyl-thiourea moieties, 2 (R = C6H5NO2, Scheme 
7.1), was developed subsequently by Hong et al.4 Changing the substituents at the 
thiourea moieties of 1 from butyl groups to p-nitrophenyl groups allows a more 
efficient colourimetric differentiation of F¯, H2PO4¯ and AcO¯ which have similar 
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basicity. In recent years, several azophenol based receptors have been reported as 











 Scheme 7.1 
 
In this theoretical study, we have chosen the anion binding of two nitro-azophenol 
thiourea-based receptors. To this end, we have performed density functional theory 
(DFT) calculations on the receptor-anion complexes between the receptors (1 and 2, 
Scheme 7.1) and several anions, namely fluoride, chloride, acetate, nitrate, 
dihydrogen phosphate and hydrogen sulfate anions. Experimentally, the receptor-
anion complexes have been characterized by NMR and UV-vis spectra. Thus, we 
have also computed the transition energies and chemical shielding of selected 
receptor-anion complexes for comparison with experiment. To further shed light on 
the stability and conformational dynamics of the anion-receptor complexes in solvent, 
molecular dynamics (MD) simulations in the presence of explicit chloroform solvent 



















1  R = n-Bu




7.2 Computational Methodology 
 
The intermolecular complexes of azophenol-thiourea receptors (1 and 2) with anions 
(A¯ = F¯, Cl¯, AcO¯, NO3¯, H2PO4¯, and HSO4¯) were examined by density functional 
theory (DFT) calculations. Geometry optimizations were performed with the 
B3LYP8,9 functional in conjunction with the 6-31G* basis set. For all optimized 
geometries, vibrational frequency analysis was carried out at the same level of theory 
to verify the optimized geometries as local minima on the potential energy surface 
and to obtain zero-point energy (ZPE) corrections. Higher-level relative energies were 
computed at B3LYP/6-311+G** level based on the B3LYP/6-31G* optimized 
geometries and include ZPE correction (B3LYP/6-31G* value, scaled by a factor of 
0.9804).10 Effect of solvent on the anion complexation was investigated by the 
polarizable continuum model (PCM).11–13 The UAKS model was used for molecular 
cavity in the PCM calculations. 
 
For all investigated species, a charge density analysis was performed using the natural 
bond orbital (NBO) approach based on the B3LYP/6-31G* wavefunction.14 NBO 
atomic charges of small molecules have been demonstrated to agree well with 
experimental values obtained from X-ray diffraction data.15 NMR shielding tensors 
spectra of 1, and their anion complexes were computed with the gauge-independent 
atomic orbital (GIAO) method.16,17 The proton chemical shifts, with reference to 
tetramethylsilane (TMS), were computed at B3LYP/6-311+G(2d,p) level. Transition 
energies of the receptors 1 and 2 and their anion complexes were calculated using the 




Molecular dynamics simulations were carried out for the 2…F¯ and 2…AcO¯ 
complexes in explicit chloroform solvent at room temperature. The starting geometry 
of the explicit solvent simulations was obtained from simulated annealing in the gas 
phase. The resulting anion-receptor complex structure was then placed in an 
octahedral box of chloroform solvent molecules. The total system of solute and 
solvent was minimized, followed by a 50 ps NVT heating to 300 K and a 50 ps NPT 
equilibration at 300 K. After equilibration, a 1 ns production run was carried out. The 
density of the equilibrated box was in close agreement with the experimental density 
of chloroform. From the trajectories of the production runs, the structures of the 
anion-receptor complexes were then analyzed. 
 
7.3 Results and Discussion 
 
7.3.1 Structures of Anion Receptors 
 
First, the structures and energies of the azophenol-thiourea receptors 1 and 2 were 
investigated. To explore various possible conformations of the receptors, 
conformational analysis was carried out initially for 1. In both receptor systems, there 
are two key conformations, a and b, which arise from different orientations of the two 
thiourea units towards the azophenol ring. The lowest-energy conformation (1a or 2a) 
corresponds to a trans arrangement of the two thiourea groups (Figure 7.1). This 
conformation (a) is characterized by a favourable S…H hydrogen bond between one of 
the thiourea sulfur atoms and the phenolic OH proton. The S…H distances in 1a and 
2a are 2.184 and 2.210 Å, respectively. For comparison, the sum of their van der 
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Waals radii is 2.80 Å.20 Both sets of thiourea NH protons are in anti arrangement in 
1a and 2a. Conformer b is less stable than a, by 8 and 17 kJ mol-1 (B3LYP/6-
311+G**//B3LYP/6-31G* + ZPE level) for 1 and 2, respectively. However, 
conformer b is more important in terms of receptor-anion interaction since five 
hydrogen donor protons, namely four thiourea NH protons and one phenolic OH 
proton, are available within a potential binding pocket for a small anion (Figure 7.1). 
In other words, this receptor conformation readily provides a suitable anion binding 
pocket with maximum number of hydrogen-bonding donor atoms. The relative energy 
between the two conformations is found to be sensitive to effect of solvation. In a 
dielectric medium, the relative energy of conformer b is significantly reduced. The 
calculated relative energies of 1b and 2b in chloroform (ε = 4.9) are 5 and 4 kJ mol-1, 
respectively. Thus, the “claw”-like conformer b, with two flexible thiourea arms, is 
easily accessible in a dielectric medium. Again, the intramolecular S…H hydrogen 
bond is present in both conformers 1b and 2b (Figure 7.1). 
 
The two thiourea groups of the receptors are fairly flexible. To accommodate the 
intramolecular hydrogen bonds, both thiourea moieties are significantly distorted from 
planarity in conformations a and b. For instance, the calculated torsional angles of the 
two thiourea units, with respect to the plane of the azophenol ring, in 1a are 64 and 
87º. It is important to note that the thiourea NH protons and phenolic OH proton bear 
strong positive charge, 0.42 − 0.51 au, for both receptors. Thus, 1b and 2b are 
characterized by five strong hydrogen-bond donor atoms. The positions of the five 
protons suggest that the receptor can readily bind with three oxygen atoms of the 
tetrahedral anions H2PO4¯ and HSO4¯. All the receptor conformations are 



















Figure 7.1. Optimized (B3LYP/6-31G*) geometries of two conformations (a and 
b) of azophenol-thiourea receptors (1 and 2). Intermolecular S…H hydrogen bonds are 
indicated by dotted lines. 
 
 
7.3.2 Structures and Interaction Energies of Receptor-Anion Complexes 
 
Next, the structures and binding energies of the 1:1 complexes between the 
azophenol-thiourea receptor 2 and various anions (F¯, Cl¯, AcO¯, NO3¯, H2PO4¯, and 
HSO4¯) were examined. In receptor 2, one phenol OH and four thiourea NH protons 





all receptor-anion complexes (Figure 7.2), all five receptor protons interact 
cooperatively with various anions through hydrogen bonds. The intermolecular 
hydrogen-bond distances of these complexes are given in Table 7.1. Not surprisingly, 
the phenolic hydrogen bond is significantly stronger than the others, as reflected in its 
shorter hydrogen bonding distance (Table 7.1).  
 
Table 7.1. Calculateda hydrogen-bonding structural parameters,b dipole moments 
(µ, debyes) and NBO charge of A (qA)c of various receptor-anion complexes. 
Species  r(O-H) r(A...HO) <(AHO) r(A...NH) qA µ 
1…F¯ 1.054 1.385 166.7 1.760, 1.848, 1.848, 2.376   3.93 -0.70 
1…H2PO4¯ 1.003 1.654 168.1 1.848, 1.942, 2.045, 2.095   7.76 -0.80 
2…F¯ 1.024 1.486 165.5 1.703, 1.742, 1.843, 2.453   7.86 -0.69 
2…AcO¯ 1.011 1.664 175.2 1.871, 1.905, 1.941, 1.966   4.54 -0.76 
2…H2PO4¯ 0.999 1.680 167.3 1.826, 1.864, 1.987, 2.040   4.71 -0.79 
2…Cl¯ 0.993 2.160 157.0 2.325, 2.334, 2.456, 2.640   8.46 -0.80 
2…HSO4¯ 0.989 1.747 167.1 1.926, 1.949, 1.968, 2.050   5.64 -0.83 
2…NO3¯ 0.995 1.746 176.3 1.885, 1.990, 2.032, 2.033 10.38 -0.81 
a
 B3LYP/6-31G* level (gas phase). 
b
 Bond lengths in Å and bond angles in degrees. 
c
 NBO charge of the anion moiety (A) in the anion-receptor complex. 
 
Interestingly, the halide ion (F¯ or Cl¯) forms five X−H…A¯ (X = N or O) hydrogen 
bonds with the receptor in a pentadentate fashion (Figure 7.2). For acetate and nitrate 
complexes, two anion oxygens are involved in intermolecular hydrogen-bonding 
interactions. One oxygen interacts simultaneously with the phenol proton and two NH 
protons of one thiourea group, while the other oxygen interacts with two NH protons 
of another thiourea unit. In the cases of H2PO4¯ and HSO4¯ complexes, three out of 
















Figure 7.2. Optimized (B3LYP/6-31G*) geometries of various receptor-anion 




































As expected, hydrogen bonds with the P=O or S=O oxygens are favoured over the 
hydroxyl oxygens in the most stable forms of these complexes. Overall, both thiourea 
arms of receptor 2 are sufficiently flexible to accommodate anions of different size 
and achieve maximum intermolecular interactions via hydrogen bonds. This is clearly 
demonstrated in the space filling models of the anion-receptor complexes (Figure 
7.3). We note that weaker C−H…O interactions21–24 are also observed in the optimized 
geometries of AcO¯, H2PO4¯ and HSO4¯ complexes. 
 
The computed gas-phase (ε = 1) binding energies (∆E0, ∆H298, and ∆G298) of the 
receptor-anion complexes at B3LYP/6-311+G**//B3LYP/6-31G* level are given in 
Table 7.2. The predicted binding free energies are fairly large (> 200 kJ mol-1) in all 
cases. This great magnitude of gas-phase interaction energies is not unexpected 
because the hydrogen-bonding interactions involve an anionic species. For instance, 
F−H…F¯ complex has been determined experimentally to have a substantial binding 
enthalpy (∆H298) of 191.6 kJ mol-1.25 This value of F−H…F¯ hydrogen-bonding 
interaction energy is well reproduced by the calculated enthalpy (∆H298 = 197.0 kJ 
mol-1) at the B3LYP/6-311+G**//B3LYP/6-31G* level of theory.26 This lends strong 
confidence to our predicted interaction energies of various receptor-anion complexes 
examined in this study. The predicted order of anion binding affinity of azophenol-
thiourea receptor 2 in vacuo is F¯ > AcO¯ > H2PO4¯ > Cl¯ > HSO4¯ > NO3¯. This 
calculated order does not follow the normal trend of basicity for these anions. Similar 
theoretical finding has been reported for binding of common anions to simple 
thiourea.27  F¯ forms the strongest complex with receptor 2 among the anions studied. 
Although F¯, AcO¯ and H2PO4¯ are calculated to have greater binding energies than 
the other anions, the order of binding affinity is different from the observed 
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experimental trend (H2PO4¯ > F¯ ≈ AcO¯).4 More importantly, the binding free 
energies of Cl− and HSO4− (−226 and −183 kJ mol-1, respectively) are too large to 
account for their non-observation in the experimental studies.3,4 To explain this 
discrepancy, solvent effects have to be taken into account.   
 
Table 7.2. Calculated interaction energiesa (∆E0, ∆H298 and ∆G298, in kJ mol-1) of 
various receptor-anion complexes in the gas phase and chloroform. 
Gas phase (ε = 1.0) Chloroform (ε = 4.9) 
Complex 
∆E0 ∆H298 ∆G298 ∆G298 
1…F¯ -325.8 -329.9 -287.3 -75.8 
1…H2PO4¯ -216.4 -216.1 -160.7 -77.5 
2…F¯ -389.6 -393.4 -350.1 -86.5 
2…AcO¯ -292.6 -290.5 -239.5 -75.4 
2…H2PO4¯ -279.9 -279.3 -227.4 -92.0 
2…Cl¯ -260.1 -260.8 -225.7 -46.0 
2…HSO4¯ -240.1 -239.2 -183.0 -41.3 
2…NO3¯ -231.5 -231.2 -180.3 -23.0 
a
 Based on B3LYP/6-311+G**//B3LYP/6-31G* level. 
 
Experimentally, the anion recognition of azophenol receptor 2 was carried out in 
chloroform solvent.3,4 It is well established that small anions are strongly solvated in a 
dielectric medium.28,29 Therefore, it is crucial to investigate the influence of solvation 
on the binding energies of various receptor-anion complexes.  To this end, we have 
investigated the influence of chloroform solvent (ε = 4.9) on the binding free energies 
of the receptor-anion complexes using the polarizable continuum model (PCM). It is 
instructive to first examine the effect of a dielectric medium on the structure of the 
receptor-anion complex. For the dihydrogen phosphate complex (2…H2PO4¯), the 
optimized geometry in chloroform is fairly close to that of the gas-phase geometry. 
Chapter 7 
 139 
The changes in the intermolecular hydrogen bonding distances are in the range 0.01 – 
0.06 Å. It thus appears that the presence of a dielectric medium exerts a small 
influence on the geometry of the receptor-anion complex. Hence, we have employed 
the gas-phase geometries to compute the interaction energies of all receptor-anion 
complexes in chloroform at the PCM-B3LYP/6-311+G** level. As evidenced in 
Table 7.2, the binding free energies (∆G298) were reduced considerably, by 142 – 264 
kJ mol-1, on going from the gas phase to solution. These substantial changes are not 
unexpected as the small anions are strongly solvated in a dielectric medium. For 
instance, the calculated solvation free energy of acetate anion in chloroform is −497 
kJ mol-1. The differential solvent stabilization effect upon complexation leads to a 
significant reduction of the binding free energy of the receptor-anion complex. The 
calculated trend of binding affinity in chloroform (H2PO4¯ > F¯ > AcO¯ > Cl¯ > 
HSO4¯ > NO3¯) is slightly different from that in the gas phase. In particular, H2PO4¯ 
has the largest binding free energy (−92 kJ mol-1) in chloroform. As in the isolated 
state, F¯, AcO¯ and H2PO4¯ bind considerably stronger to 2 than other anions, in 
accordance with the observed selective binding by the azophenol thiourea-based 
receptor. Most importantly, the PCM calculations correctly reproduce the observed 
relative binding affinity of F¯, AcO¯ and H2PO4¯.4 Hence, we can conclude that the 
overall order of binding affinity is attributed to the basicity of the anion, effect of 
solvation and number of proton acceptors available. It is worth noting that the strength 
of the azophenolic hydrogen bond, as reflected in the O−H distance, correlates well 
with the gas-phase binding energy. This suggests that the phenolic hydrogen bond 




To further examine the effect of substitution in the azophenol-thiourea derivatives, we 
examined also the fluoride and dihydrogen phosphate complexes of receptor 1 
(Scheme 7.1), with an n-butyl substituent (i.e. 1…F¯ and 1…H2PO4¯). Their optimized 
geometries are similar to the corresponding anion complexes with receptor 2. 
However, the intermolecular N−H…O hydrogen bonding distances are significantly 
longer in both cases (Table 7.1). Accordingly, the calculated binding free energies 
(∆G298) in chloroform are smaller than the corresponding fluoride and phosphate 
complexes with 2, by 11 and 15 kJ mol-1, respectively (Table 7.2). Hence, our 
calculations confirm the enhanced hydrogen-bonding ability of p-nitrophenyl groups 
in receptor 2 compared to 1. Consistent with experimental finding,3 both F¯ and 
H2PO4¯ have similar binding free energies to receptor 1. 
 
Finally, we note that all the receptor-anion complexes examined here are 
characterized by a large dipole moment (Table 7.1), particularly for the nitrate 
complex. Based on NBO charge density analysis, a significant degree of charge 
transfer (from anion to the receptor) is calculated for all the complexes (Table 7.1). 
The amount charge transfer is in the range 0.17 − 0.31 au. Interestingly, the 
magnitude of charge transfer correlates reasonably well with the gas-phase binding 
energy of the complex.  
 
7.3.3 Molecular Dynamics Simulations 
 
To explore further the stability and conformational dynamics of the receptor-anion 
complexes in solvent, MD simulations of selected receptor-anion complexes were run 
over a period of 1 ns in explicit chloroform solvent. Since reliable AMBER force field 
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is not available for certain anions, our dynamics study here investigated only the 
fluoride and acetate complexes (i.e. 2…F¯ and 2…AcO¯). The starting geometry of the 
explicit solvent simulation was obtained from simulated annealing in the gas phase, 
which yielded the lowest-energy conformation of the receptor-anion complex. The 
lowest-energy structure derived from the simulated annealing is similar to that 
obtained from DFT optimization. However, the intermolecular hydrogen bonding 
distances are generally shorter, e.g. 1.665 (O…H), 1.759, 1.797, 1.851 and 1.978 Å in 
acetate complex (2…AcO¯). These differences, perhaps, are not unexpected as both 









































































































Figure 7.5. Hydrogen-bond distances of 2…AcO¯ during MD simulation. 
 
Our main strategy in analyzing the dynamics result was to examine the O-H…A and 
N−H…A (A = anion) hydrogen-bond distances. The H…A distances were plotted as a 
function of time for 2…F¯ and 2…AcO¯ in Figures 7.4 and 7.5, respectively. From 
inspection of these figures (Figures 7.4b and 7.5b), it becomes immediately apparent 
that the phenolic proton is bonded to the anion tightly throughout the simulation 
period. In the MD simulation of fluoride complex (2…F¯), the fluoride ion is 
essentially hydrogen bonded to the five receptor protons in the entire simulation run, 
as evidenced in the H…F distance plots in Figure 7.4. In other words, the fluoride ion 
stays tightly bound within the receptor binding pocket in chloroform solvent. Similar 
result is obtained for the acetate complex (2…AcO¯).  In this case, the phenolic proton 


































































between the two oxygens is seen during the simulation (Figure 7.5b). Thus, the 
phenolic proton is bonded to both oxygens in the time-averaged MD structure.  
Interestingly, each set of thiourea protons interacts distinctly with only one specific 
receptor oxygen (Figures 7.5a and 7.5c). This readily indicates that the acetate ion did 
not rotate or flip around during the simulation process. In summary, the MD 
simulations of both anion complexes clearly show that the anion is strongly bounded 
within the binding pocket of the azophenol-thiourea receptor in the explicit solvent 
simulation. Furthermore, all five receptor protons are hydrogen bonded to the anion 
throughout the simulation run. Finally, a MD simulation was carried out with an 
acetate ion placed slightly outside the binding pocket of receptor 2. As one might 
have expected, the anion moved into the binding pocket during the explicit solvent 
simulation.  
   
7.3.4 Calculated NMR and UV-Visible spectra 
 
The binding ability of the azophenol-thiourea receptor 1 via hydrogen-bonding 
interactions was supported by 1H NMR experiments in CDCl3.3 In particular, large 
downfield shifts of thiourea protons (> 2.5 ppm) were detected upon complexation 
with H2PO4¯ and AcO¯. Broadening of the phenol OH resonance was also observed, 
indicating its participation in hydrogen-bonding interactions with the anions. To 
examine how theory fares in this case, we have computed the NMR spectra of 
receptor 1, and its dihydrogen phosphate complex (1…H2PO4¯) using the GIAO16,17 
method at PCM-B3LYP/6-311+G(2d,p) level in chloroform solvent. For receptor 1, 
the calculated 1H chemical shifts (with respect to TMS) of various NH protons of the 
two thiourea moieties, 7.0 − 9.3 ppm in 1 (Figure 7.6), are in pleasing agreement with 
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the experimental values.3 In excellent accordance with the experimental finding, 
significant shifts of 2.6 − 3.3 ppm are calculated for all the thiourea NH protons upon 
complexation with H2PO4¯ (Figure 7.6). Accordingly, the phenolic OH proton in 1 
undergoes a significant downfield shift of 3.3 ppm upon complexation (Figure 7.6). 
These sizeable changes of proton chemical shifts are readily attributed to the 
decreased electron density at the NH and OH protons upon the formation of hydrogen 
bonds with H2PO4¯ in the receptor-anion complex. NBO charge density analysis of 
the receptor 1 and its dihydrogen phosphate complex supports this rationalization. In 
summary, our calculated 1H NMR chemical shifts confirm the observed binding 










Figure 7.6. Calculated (PCM-B3LYP/6-311+G(2d,p)) 1H chemical shifts (ppm, 
with respect to TMS) of 1 and 1…H2PO4− in chloroform. Values for receptor 1 are 
given in parentheses. 
 
In naked-eye experiments, both azophenol-thiourea receptors 1 and 2 underwent a 
very dramatic colour change in the presence of H2PO4¯ AcO¯ and F¯.3,4 For receptor 1, 
anion binding led to a notable colour change from light yellow to deep red.3 
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Remarkably, anion receptor 2 with dual chromophores, namely nitrophenylazophenol 
and nitrophenylthiourea moieties, allows for colourimetric discrimination between 
H2PO4¯, AcO¯ and F¯.4 To shed light on the nature of the UV-visible spectral changes 
in the presence of anions, we have calculated the absorption spectra of receptor 2 and 
selective anion complexes using the time-dependent DFT (TD-DFT) method at PCM-
B3LYP/6-31+G* level in chloroform solvent. The computed transition energies are 
summarized in Table 7.3.  
 
Table 7.3. Calculated transition energiesa,b (nm) of Receptor 2 and various 
receptor-anion complexes in chloroform. 
Species T1 T2 T3 
phenylthiourea pi → sulfur lone pair → azophenol pi → 
Assignment 
phenylthiourea pi* azophenol pi* azophenol pi* 
2 328 (0.34), 340 (0.26) 421 (0.16), 439 (0.83)  
2…Cl¯ 350 (0.30), 365 (0.28) 420 (0.57), 450 (0.68) 510 (0.04) 
2…AcO¯ 361 (0.34), 373 (0.37) 423 (0.29), 456 (0.75) 549 (0.06) 
2…F¯ 358 (0.37), 369 (0.20) 424 (0.16), 452 (0.83) 555 (0.06) 
2…H2PO4¯ 369 (0.51), 379 (0.22) 426 (0.34), 456 (0.69) 570 (0.07) 
a
 Based on TD-DFT calculations at PCM-B3LYP/6-31+G*//B3LYP/6-31G* level. 
b
 Oscillator strength is given parenthesis. 
 
The calculated spectrum of sensor 2 is characterized by two distinct sets of transition: 
(1) T1: nitrophenylthiourea pi → nitrophenylthiourea pi* and (2) T2: thiourea sulfur 
lone pair → azophenol pi* (LUMO). The computed T1 transition energies (328 and 
340 nm) of 2 agree well with the observed λmax value of 339 nm.4 Surprisingly, the 
predicted T2 transition is not observed in the UV-vis spectrum of 2. Upon 



























Figure 7.7.  Molecular orbitals related to T1, T2 and T3 transitions of 2…AcO¯ 
complex.  
nitrophenylazophenol pi nitrophenylazophenol pi* 
nitrophenylthiourea pi nitrophenylthiourea pi* 
thiourea sulfur lone pair  
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peaks of receptor 2 undergo significant red shift and a new peak appears at > 500 nm 
(Table 7.3). This new absorption peak (T3) corresponds to the transition from 
azophenol pi (HOMO) to azophenol pi* (LUMO). The relevant molecular orbitals 
involved in T1, T2 and T3 transitions are depicted in Figure 7.7. The trend of T3 
absorption value, H2PO4¯ > F¯ ≈ AcO¯ > Cl¯, is in pleasing accordance with the 
experimental finding.4 In particular, addition of H2PO4¯ to 2 leads to the largest 
spectral change. We note that the calculated intensity for the T3 (HOMO → LUMO) 
transition is significantly low compared to the intense peak being observed.4 This is 
probably due to the shortcoming of the TD-DFT method.  For the bathochromic shift 
of the T1 transition, it is readily due to the stabilization of the excited state by anion 
binding. In summary, our computational results yield good qualitative agreement with 
the UV absorption changes upon complexation and confirm the experimental finding 




Density functional theory (DFT) calculations were carried out to determine the 
binding affinities of several common anions towards two nitroazophenol thiourea-
based receptors 1 and 2 in the gas phase and in chloroform. Calculated binding free 
energies in chloroform are substantially smaller than the corresponding gas-phase 
values. This demonstrates the important role of solvation in controlling the anion-
binding strength and selectivity. In the optimized geometries of receptor-anion 
complexes, all five thiourea NH and phenolic OH protons of the receptors are 
involved in the multitopic hydrogen-bonding interactions with anion. The binding 
between the azophenolic OH proton and anion plays a more prominent role. In 
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excellent agreement with experiment, H2PO4¯, AcO¯ and F¯ bind significantly better 
than other anions. In addition, PCM calculations correctly predict the observed 
relative binding affinity (H2PO4¯ > F¯ > AcO¯). Calculated complexation-induced 
changes in 1H chemical shift are in excellent agreement with experimental results. 
UV-visible spectra calculations readily support the experimental characterization of 
the receptor-anion complexes. Explicit solvent molecular dynamics simulations reveal 
that the anions are strongly bound within the binding pocket via hydrogen bonds to 
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The development of nitrate-selective receptors is particularly challenging because 
nitrate is a weakly basic and weakly coordinating anion.1–3 For a receptor to bind to 
nitrate selectively, it requires both size and shape complementarity.4,5 According to 
Hay,4 the criteria for effective nitrate-binding includes: near-linear D-H…O angle; 
oxygen acceptors in nitrate preferring hydrogen donors lying in the same plane as the 
nitrate and forming a bent H…O-N angle; and six donor D-H groups converging at the 
sites where the oxygen lone pairs of the nitrate are.5 However, due to steric contraints, 
the most effective way of having 6 hydrogen bonds is via the use of diprotic 
functional groups, such as urea and guanidinium, to bind to two oxygens on one edge 
of the nitrate anion.2,3,6 Examples of synthetic nitrate receptors using diprotic 
functional groups include a tri-thiourea macrocyclic ionophore,2 and a urea and 
guanidinium based macrocycle.3 Other than the diprotic functional groups, the 
charged ammonium can also be selective for nitrate.7,8 The amide group, which has 
been utilized in proteins to bind to nitrate,9 can also form effective receptors.10,11 
 
One of such amide-based receptor is an acetate and nitrate selective bicyclic 
cyclophane with six amide hydrogens converging into the center of a binding pocket 
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(Scheme 8.1), which was synthesized by Anslyn.11 An optical sensing methodology 
using the indicator-displacement assay (IDA) has also been developed for this 
receptor.12 Subsequently, an application was found for this receptor in the form of an 
ionophore in a disposable optical sensor.13 To gain insights to the binding properties 
of this cyclophane, a density functional theory (DFT) and molecular dynamics (MD) 








8.2 Computational Methodology 
 
The binding of receptor 1 with the various anions, F¯, Cl¯, Br¯, NO3¯, AcO¯, HSO4¯ 
and H2PO4¯ was investigated with the B3LYP14,15 hybrid functional. The geometries 
of the receptor and complexes were optimized at the B3LYP/6-31G* level of theory. 
For all optimized geometries, vibrational frequency analysis was carried out at the 
same level of theory to verify the optimized geometries as local minima on the 
potential energy surface and to obtain zero-point energy corrections. Higher-level 
single-point relative energies were obtained at the B3LYP/6-311+G** level of theory 
based on the B3LYP/6-31G* optimized geometries. The non-polar solvent 
cyclohexane, and polar solvent acetonitrile were incorporated using the polarizable 
continuum model (PCM)16–18 to investigate the solvent effect on the binding energies 
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performed on all systems at the B3LYP/6-311+G** level to study the charge 
distribution and the effects of charge transfer in the anion-receptor complexes. To 
calculate the absorption wavelengths of the molecules, ZINDO/S20 and TD-DFT21,22 
calculations using the B3LYP and PBE023–25 functionals, were carried out with the 6-
31+G* basis set on the B3LYP/6-31G* geometries, in both gas phase and methanol. 
 
Classical molecular dynamics (MD) simulations were carried out to study the motion 
of the 1…F¯, 1…Cl¯, 1…AcO¯ and 1…NO3¯ complexes in explicit chloroform and 
acetonitrile solvents with time. The starting structures for the complexes were 
obtained from the B3LYP/6-31G* optimized geometries, and placed in an octahedral 
box containing ca. 500 chloroform molecules, and ca. 900 solvent molecules for the 
acetonitrile model. 2 ns long production runs were carried out after the NVT and NPT 
equilibrations.  
 
8.3 Results and Discussion 
 
8.3.1 Structure of Receptor 
 
The bicyclic cyclophane receptor 1 can adopt a few possible conformations. The 
optimized structures of these conformations are shown in Figure 8.1. Although the C1 
structure (1a) is similar to the C2V structure (1b), 1a is slightly more stable by 1.5 kJ 
mol-1. A C3H structure (1c) has also been obtained, but it is 1.3 kJ mol-1 higher in 
energy than 1a. Another possible conformer of the receptor is of D3H geometry (1d). 
This conformer is a third-order saddle point and hence is not a true minimum. The C1 
structure is therefore the lowest-energy conformer among the 4 structures obtained. 
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Comparing the structures of the conformers, the C1 (1a) and C2V (1b) structures have 
two bent arms, the C3H (1c) geometry has all the three arms slightly bent while the 
D3H (1d) geometry has all the three arms unbent. The two bent arms of the C1 (1a) 
and C2V (1b) structures are possibly due to favourable intramolecular CH…O and 
CH…NH hydrogen bonding interactions (Figure 8.1). In addition, possible NH…N 
interactions between the amide protons and pyridine N keep the two amide groups 
and pyridine N in the same plane. The X-ray crystal structure obtained by Anslyn et al. 














Figure 8.1. Side and top views of B3LYP/6-31G* optimized geometries of 1 with 
C1 (1a), C2V (1b), C3H (1c) and D3H (1d) point groups. Possible hydrogen bonds are 
indicated by dotted lines and distances given in Å.  
 
8.3.2 Complex Formation with Anions  
 
The optimized geometries of receptor 1 and its anion complexes are shown in Figure 
8.2. The receptor 1 has the six amide NH groups on the three arms pointing into the 
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halides (1…F¯, 1…Cl¯ and 1…Br¯) show the anion to be bound at the side of the 
receptor cavity instead of in the centre. This is probably due to the small size of the 
halides as they try to maximize the number of effective hydrogen bonds formed with 
the NH hydrogens. The two smaller halides, F¯ and Cl¯, can only manage to form two 
hydrogen bonds with two amide NH protons on one arm of the receptor. Due to the 
small size of the F¯ anion, the two amide groups need to be closer to each other, 
leading to a shorter distance between the top and bottom rings. Unlike the small F¯ 
and Cl¯, the larger Br¯ can form four hydrogen bonds with four NH protons, by lying 
between two arms of the receptor.  
 
The Y-shaped anions, NO3¯ and AcO¯, lie within the centre of the cavity. For 1…NO3¯, 
two of the nitrate oxygens take part in hydrogen bonding with two arms of 1, forming 
a total of four hydrogen bonds. The third oxygen, though capable of hydrogen 
bonding, did not form any interactions with the remaining amide groups because it is 
too far away. If the NO3¯ anion were to be shifted such that six hydrogen bonds are 
formed, the extra stabilization by the two extra hydrogen bonds may not be enough to 
compensate the weakening of the other four hydrogen bonds. Thus, the cavity may be 
slightly too big to form 6 strong hydrogen bonds with the three oxygen atoms of NO3¯. 
Similarly for AcO¯, the two oxygens form two hydrogen bonds each with two NH 
groups on each arm of the receptor, forming a total of four hydrogen bonds. On the 
other hand, the cavity is too small for large tetrahedral anions. Although H2PO4¯ can 
also fit into the cavity of the cyclophane to form a total of six hydrogen bonds with 
the four oxygen atoms, the receptor has to expand itself to accommodate the anion. 
For 1…HSO4¯, the anion is unable to fit into the centre of cavity and only forms 4 
hydrogen bonds with two arms of receptor 1.  
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Figure 8.2. Side and top views of B3LYP/6-31G* optimized geometries of 
complexes formed between 1 and anions (F¯, Cl¯, Br¯, NO3¯, AcO¯, HSO4¯ and 
H2PO4¯). Non-polar hydrogens have been deleted for clarity. Intermolecular hydrogen 
bonds are indicated by dotted lines and distances given in Å.  
 
 
The fit between the anions of different shapes and the cavity can be seen from the 
space-filled model, shown in Figure 8.3. The figure shows the cavity of receptor 1 and 
the 1…F¯, 1…NO3¯ and 1…H2PO4¯ complexes from the side view. The cavity in the 
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anion, with the cavity expanding itself to obtain a fit. Of the three complexes, the 
NO3¯ anion fits in the most comfortably with a slight gap between one of the oxygen 









Figure 8.3. Space-filled models of B3LYP/6-31G* optimized geometries of 
receptor 1 and anion complexes 1…F¯, 1…NO3¯, and 1…H2PO4¯. Non-polar hydrogens 
have been deleted for clarity.  
 
 
8.3.3 Binding Affinity, Solvent Effects, Charge Distribution 
 
The interaction energies (∆E0) and binding free energies (∆G298) of the formation of 
the various receptor-anion complexes are given in Table 8.1. The complex formations 
are found to be strongly exothermic and spontaneous in the gaseous phase. The order 
of binding affinity is as follows: F¯ > AcO¯ > Cl¯ > NO3¯ > Br¯ > H2PO4¯ > HSO4¯.  
 
Upon binding to anions, the receptor will organize itself to form the most favourable 
interactions with the guests. This results in some loss of stabilization energy upon 
binding. The deformation energy (∆Edeform) of the receptor upon complexation was 
estimated by carrying out single-point calculations on the geometry of only the 
receptor in the various complexes and comparing it with the energy of the free 
receptor. The largest deformation energy required is for complexation with F¯, 
1…NO3¯ 1…F¯ 1…H2PO4¯ 1 
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followed by H2PO4¯, which are the smallest and largest anion, respectively. Due to the 
small size of the F¯ anion, the two amide groups need to move closer to each other to 
form two hydrogen bonds with the F¯, leading to the receptor being “flattened” such 
that the benzene rings are closer to each other. Conversely, due to the large size of the 
tetrahedral H2PO4¯, the receptor needs to expand its cavity to accommodate the anion, 
which leads to a large deformation energy. The best fitted anion is NO3¯, which has 
the least deformation energy.  
 
Table 8.1. Calculated interaction energies (∆E0), enthalpies at 298 K (∆H298), 
binding free energies at 298 K (∆G298) and deformation energies (∆Edeform) in kJ mol-1, 
of the various complexes. 
B3LYP/ 6-31G*   B3LYP/ 6-311+G**// B3LYP/ 6-31G* 
Gas   Gas C6H6 CH3CN Gas Complex 
∆E0 ∆H298 ∆G298   ∆G298 ∆G298 ∆G298 ∆Edeform a 
1…F¯ -436.8 -440.4 -393.3  -204.1 -70.6   49.6 63.2 
1…Cl¯ -176.1 -178.7 -135.3  -110.7 -14.2   63.9 15.5 
1…Br¯ -183.3 -185.2 -143.3    -89.3    6.8   77.5 26.1 
1…NO3¯ -209.2 -209.2 -158.7  -109.3 -19.2   53.2 13.4 
1…AcO¯ -235.6 -237.2 -172.7  -111.4 -32.3   44.5 18.6 
1…HSO4¯ -160.4 -161.7   -97.7    -78.7   11.8   81.5 24.0 
1…H2PO4¯ -181.9 -184.7 -120.5     -72.2   15.6 106.8 40.0 
a
 The energy difference between the receptor in complex-form and free-form, at 
B3LYP/6-311+G**// B3LYP/6-31G* 
 
To study the solvent effects on the system, single point calculations were carried out 
using the PCM model with non-polar solvent, cyclohexane (ε = 2.0) and a more polar 
solvent, acetonitrile (ε = 36.6). The incorporation of solvent greatly decreases the 
binding free energies of the complexes, which is not unexpected as the anions, 
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especially the small halide anions, are strongly solvated and stabilized in a dielectric 
medium, as shown by the large solvation energies in Table 8.2. In contrast, the large 
receptor and complexes are destabilized possibly due to a large cavitation energy 
required, which the stabilization from electrostatic interactions is unable to make up 
for. The large difference in the solvation energies between the reactants and 
complexes leads to a large decrease in the binding free energies. In the more polar 
acetonitrile solvent, the binding free energies decrease further as the small anions are 
further stabilized. In this case, the free energies become positive which indicate non-
spontaneous reactions, suggesting that anion binding is not favourable in polar media.  
 
Table 8.2. Solvation free energies (∆GS, kJ mol-1), of the various species 




F¯ -190.0 -367.7 
Cl¯ -152.4 -291.3 
Br¯ -141.6 -268.7 
NO3¯ -129.6 -248.8 
AcO¯ -127.3 -258.2 
HSO4¯ -130.9 -253.0 
H2PO4¯ -139.6 -278.5 
1 (Receptor)    90.0  112.3 
1…F¯    33.5    -1.7 
1…Cl¯    34.1    -4.5 
1…Br¯    44.5    10.5 
1…NO3¯    50.5    26.0 
1…AcO¯    41.8    10.0 
1…HSO4¯    43.1    13.1 
1…H2PO4¯    44.7    19.4 
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In the solvated model, the order of binding affinity is as follows:  F¯ > AcO¯ > NO3¯ > 
Cl¯ > Br¯ > H2PO4¯ > HSO4¯, with the nitrate anion being more binding than chloride. 
This trend does not follow the normal basicity trend19,20 which is given by: AcO¯ > F¯ 
> H2PO4¯ > NO3¯ > HSO4¯ > Cl¯ > Br¯. Although the two most basic anions, AcO¯ and 
F¯, are predicted to be the most binding, the large H2PO4¯ is predicted to be one of the 
least binding although it is more basic than the rest of the other anions. This can be 
explained by the large size of the tetrahedral H2PO4¯ being unable to fit in the cavity 
comfortably. The same can be seen for HSO4¯, which is predicted to be the least 
binding, whereas the smaller halide and Y-shaped anions have larger binding 
affinities. This suggests that other than the basicity of the anions, the size and shape 
complementarity of the receptor also play important roles in the selectivity of guest 
molecules. 
 
The natural bond orbital (NBO) population analysis was performed for the amide 
groups in the various complexes to study the charge distribution and charge transfer. 
The charge distribution (q) and changes in charges upon complex formation (∆q) are 
summarized in Table 8.3. As expected, the calculations show that the negative 
charges are concentrated on the nitrogens while the positive charge on the hydrogens. 
Upon hydrogen bonding to the anions, the NH bonds become more polarized. There is 
no obvious correlation between the amount of charge transfer from the anions and the 
binding affinity of the anions. Although the most binding fluoride has the largest 
charge transfer, the second and third most binding anions, AcO¯ and NO3¯, have the 
smallest charge transfer. This suggests that charge transfer does not play a major role 
in determining binding affinity, as compared to other factors like size and shape 
complimentarity.  
 Chapter 8 
  159 
Table 8.3. NBO population analysis of the amide groups in the various complexes. 
Charge Distribution (q)  Charge Transfer (∆q) 
 Species 
H1 N(-H1) H2 N(-H2) ∆q (anion) H1 N(-H1) H2 N(-H2) 
1  0.410 -0.622 0.410 -0.620      
1…F¯ 0.485 -0.648 0.485 -0.648 -0.164 0.075 -0.026 0.075 -0.028 
1…Cl¯ 0.462 -0.667 0.462 -0.667 -0.105 0.052 -0.045 0.052 -0.047 
1…Br¯ 0.453 -0.633 0.453 -0.633 -0.074 0.043 -0.011 0.043 -0.013 
1…NO3¯ 0.451 -0.624 0.450 -0.625 -0.050 0.041 -0.002 0.040 -0.005 
1…AcO¯ 0.461 -0.627 0.461 -0.626 -0.055 0.051 -0.005 0.051 -0.006 
1…HSO4¯ 0.453 -0.629 0.460 -0.670 -0.090 0.043 -0.007 0.050 -0.050 
1…H2PO4¯ 0.453 -0.671 0.444 -0.624 -0.090 0.043 -0.049 0.034 -0.004 
  H3 N(-H3) H4 N(-H4)   H3 N(-H3) H4 N(-H4) 
1  0.410 -0.622 0.411 -0.623      
1…F¯ 0.413 -0.613 0.413 -0.613  0.003   0.009 0.002   0.010 
1…Cl¯ 0.423 -0.613 0.423 -0.613  0.013   0.009 0.012   0.010 
1…Br¯ 0.453 -0.633 0.453 -0.633  0.043 -0.011 0.042 -0.010 
1…NO3¯ 0.451 -0.624 0.451 -0.624  0.041 -0.002 0.040 -0.001 
1…AcO¯ 0.460 -0.626 0.460 -0.626  0.050 -0.004 0.049 -0.003 
1…HSO4¯ 0.457 -0.667 0.452 -0.626  0.047 -0.045 0.041 -0.003 
1…H2PO4¯ 0.444 -0.632 0.469 -0.660  0.034 -0.010 0.058 -0.037 
  H5 N(-H5) H6 N(-H6)   H5 N(-H5) H6 N(-H6) 
1  0.413 -0.627 0.414 -0.627      
1…F¯ 0.417 -0.612 0.417 -0.612  0.004   0.015 0.003   0.015 
1…Cl¯ 0.419 -0.651 0.419 -0.613  0.006 -0.024 0.005   0.014 
1…Br¯ 0.421 -0.614 0.421 -0.615  0.008   0.013 0.007   0.012 
1…NO3¯ 0.429 -0.640 0.429 -0.612  0.016 -0.013 0.015   0.015 
1…AcO¯ 0.422 -0.642 0.422 -0.614  0.009 -0.015 0.008   0.013 
1…HSO4¯ 0.422 -0.651 0.421 -0.612  0.009 -0.024 0.007   0.015 
1…H2PO4¯ 0.456 -0.662 0.467 -0.628  0.043 -0.035 0.053 -0.001 
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8.3.4 Molecular Dynamics Simulations 
 
Classical MD simulations were carried out in gas phase, explicit chloroform and 
acetonitrile to study the motion of the 1…F¯, 1…Cl¯, 1…NO3¯ and 1…AcO¯ complexes 
with time. Selected snapshots of the trajectories in gas phase, chloroform and 

















Figure 8.4. Selected snapshots obtained from MD simulations in gas phase, 
showing configurations of complexes formed between 1 and F¯ (a), Cl¯ (b) NO3¯ (c), 
and AcO¯ (d). 
 
In the gas phase, all the anions stay bound to the receptor over the course of the 2 ns 
production run. The F¯ anion stays bound to the same amide groups throughout the 
simulation (Figure 8.4a), while the Cl¯ anion moves within the cavity, binding to any 
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formed with the F¯ is stronger than that of the Cl¯, thus disallowing the F¯ to move 
around within the cavity. The NO3¯ anion, which is slightly smaller than the cavity, 
moves within the centre of the cavity, forming four hydrogen bonds with two nitrate 
oxygens at any one time (Figure 8.4c). All the three oxygens in the nitrate anion are 
capable of forming hydrogen bonds with any of the amide groups in the receptor, thus 
the NO3¯ anion is “trapped” within the cavity throughout the 2 ns simulation. The two 
oxygen atoms in the AcO¯ anion stay bound to the same two arms of the receptor for 
most part of the simulation until 1788 ps, when the anion changes orientation and 















Figure 8.5. Selected snapshots obtained from MD simulations in explicit 
chloroform, showing configurations of complexes formed between 1 and F¯ (a), Cl¯ (b) 
NO3¯ (c), and AcO¯ (d). 
 
In the explicit chloroform model, all the anions remain bound to the receptor 
throughout the production run. For the two halide complexes, the F¯ and Cl¯ stay 
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the halide anions in the chloroform model reside at the side of the cavity, further away 
from the centre (Figures 8.5a and 8.5b). In the nitrate complex, the NO3¯ anion moves 
about within the cavity, similar to the gas phase simulation. However, the nitrate 
moves out from the centre of the cavity at 1660 ps, although it still remains bound to 
one arm of the receptor until the end of the 2 ns simulation (Figure 8.5c). For the 
AcO– anion, it moves about within the cavity, with the two oxygens binding to any 






   







Figure 8.6. Selected snapshots obtained from MD simulations in explicit 
acetonitrile, showing configurations of complexes formed between 1 and F¯ (a), Cl¯ (b) 
NO3¯ (c), and AcO¯ (d). 
 
In the more polar acetonitrile solvent, the simulation shows only the Cl¯ to be unstable 
throughout the 2 ns production run. Similar to the chloroform model, the F¯ anion 
remains bound to the same arm throughout (Figure 8.6a). Initially, the Cl¯ anion stays 
bound to one arm of the receptor from outside the cavity. However, at 280 ps the 
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the anion moves out of the centre of the cavity during equilibration and remains 
bound to one arm from outside until 850 ps, where it moves to the vicinity between 
two arms, forming interactions with the amide groups on both arms. At 1780 ps, the 
NO3¯ moves, via the center of the cavity, to the adjacent side of the receptor and 
subsequently interacting with either one or both arms (Figure 8.6c). For the AcO¯ 
complex, the anions can either move slightly out of the cavity, using only one of its 
oxygen for hydrogen bond interactions, or reside in the center of the cavity, forming 
four hydrogen bond interactions with two arms of the receptor. This movement of the 
AcO¯ anion occurs throughout the 2 ns simulation (Figure 8.6d). 
 
In summary, the MD simulations of the anion complexes 1…F¯, 1…Cl¯, 1…NO3¯ and 
1…AcO¯ shows that the complexes are stable in gas phase and chloroform. In the 
more polar acetonitrile solvent, the 1…F¯, 1…NO3¯ and 1…AcO¯ complexes are more 
stable than 1…Cl¯, which correlates well with the results obtained from DFT 
calculations. 
 











For this receptor, the methyl red (MR) and resorufin (RR) (Scheme 8.2) molecules 
were used as indicators in the indicator-displacement assay (IDA).12 For the anions to 
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favourable than the indicators. In addition, there must be a large change in UV-vis 












Figure 8.7. Side and top views of B3LYP/6-31G* optimized geometries of 
complexes formed between 1 and indicators, MR and RR. Non-polar hydrogens have 
been deleted for clarity. Hydrogen bonds are indicated by dotted lines and distances 
given in Å.  
 
The optimized structures of the complexes formed with MR and RR are shown in 
Figure 8.7. Since these two indicators are much larger in size than the inorganic 
anions, they cannot fit entirely into the cavity. However, part of the indicator is still 
able to enter the cavity to form pi-stacking and hydrogen bonding interactions. In 
1…MR, the amide NH hydrogens on one arm can interaction with one oxygen from 
the nitro group of MR, while the NH on another arm can interact with a nitrogen on 
the N=N moiety. This is in addition to the pi-pi stacking interactions formed between 
the rings on the receptor and one of the rings on MR, with a distance of ca. 3.6 Å 
between the rings. Similarly, RR also forms such a pi- pi stacking structure with a 
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interactions. The binding free energies for 1…MR and 1…RR at B3LYP/6-31G* level 
of theory is -43.7 kJ mol-1 and -17.6 kJ mol-1, respectively, which are significantly 
less binding than the inorganic anions. 
 
Table 8.4. ZINDO and TD-DFT calculated excitation wavelengths (λ, nm) and 
oscillator strengths (f) of the indicators and complexes. 
ZINDO a B3LYP/ 6-31+G* b PBE0/ 6-31+G* b Expt c 
Species 
λ f λ f λ f λ 
MR 409.19 1.0966 438.40 1.0649 423.02 1.1072 423 
1…MR 427.24 0.8919 458.88 0.9335 444.64 0.9749 473 
RR 583.14 1.1937 481.90 0.8801 475.60 0.9147 576 
1…RR 606.80 1.0051 510.64 0.5863 502.20 0.6287 576 
a
 In gas phase. 
b
 In methanol, employing the PCM. 
c
 In 50% methanol-50% CH2Cl2.12 
 
The calculated transition wavelengths are shown in Table 8.4. ZINDO underestimates 
the excitation wavelength of both MR and 1…MR, whereas the B3LYP functional 
overestimates for MR and underestimates for 1…MR. While the PBE0 functional 
gives an accurate prediction for MR, it underestimates for 1…MR. The experiment 
reports a red shift of 50 nm in going from MR to 1…MR, but for all the methods 
mentioned, the shift predicted is only ca. 20 nm. For the RR free indicator, ZIndo 
gives a relatively accurate wavelength, with a slight overestimation of 6 nm while 
Both DFT functionals underestimate the absorption wavelength by almost 100 nm. 
All the methods show a red shift of 20-30 nm in the 1…RR complex. However, the 
experiments did not report any shift. Instead, the 576 nm peak has a decreased 
absorbance upon binding to the receptor. This decreased absorbance is reflected in the 
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A combined DFT and MD study has been carried out on the amide-based cyclophane 
receptor 1. DFT studies show that F¯, AcO¯ and NO3¯ are the most binding anions. 
The enhanced binding of NO3¯ over other anions can be attributed to the 
preorganization of the receptor, as indicated by the low deformation energy. Although 
the receptor can form a total of six hydrogen bonds with NO3‾, the minimum structure 
of the 1…NO3¯ complex shows only four hydrogen bonding interactions. The MD 
study shows that the anions are able to move within the cavity of the receptor. In the 
case of NO3‾, any two of the oxygens can form four hydrogen bonds with any two 
arms of the receptor, thus the anion is “trapped” within the cavity. In the more polar 
acetonitrile, the F¯, AcO¯ and NO3¯ complexes are stable throughout the 2 ns 
simulation, but the Cl¯ becomes unbound at 280 ps. The IDA sensing methodology 
has also been studied, but more expensive methods yielding more accurate results 
than ZINDO and TD-DFT will be required for better description of the electronic 















Urea and thiourea are good hydrogen bond donors which can interact with a range 
of anion substrates, especially Y-shaped anions which can form two parallel 
hydrogen bonds with the two (thio)urea NH hydrogens.1–7 Cyclophane receptors 
have also been shown to be effective anion receptors as they are more rigid and 
preorganized for complexation with ions.8–11 Based on these considerations, a 
thiourea-based cyclophane is a potentially good candidate for anion binding. In 
this chapter, a computational design of a receptor which primarily target on the Y-
shaped nitrate ion is reported. The proposed receptor 1 (Scheme 9.1) is a 
cyclophane system with three thiourea groups linked by two benzene rings. This 
type of molecule has been shown to be synthetically feasible.12 Since receptors 
with one thiourea group have been shown to be effective anion receptors,2,4,7 it is 
envisaged that a receptor with three thiourea groups will provide an even stronger 
binding affinity and increase effectiveness for Y-shaped anions due to the 
arrangement of the three thiourea groups within the binding cavity. The anions 
examined in this study include halide anions (F¯, Cl¯ and Br¯) and oxoanions 
(NO3¯, AcO¯, HSO4¯ and H2PO4¯). It is desirable to be able to convert the anion 
binding event to an optical signal, which can be detected visually to give 
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immediate information.13–15 This can be achieved by incorporating a chromophore 
to the receptor which is either covalently attached or intermolecularly linked. 
Hence, we have also attempted to develop our designed thiourea-based cyclophane 






9.2 Computational Methodology 
 
The geometries of various receptors and the complexes formed with various 
anions were fully optimized using the B3LYP16,17 functional together with the 6-
31G* basis set. For all optimized geometries, vibrational frequency analysis was 
carried out at the same level of theory to verify the optimized geometries as local 
minima on the potential energy surface and to obtain zero-point energy 
corrections. Higher-level relative energies were obtained through single-point 
energy calculations at B3LYP/6-311+G** level, based on the B3LYP/6-31G* 
optimized geometries. The polarizable continuum model (PCM)18,19 was employed 
to investigate the effect of solvent on the binding energies of the receptor-anion 
complexes. Natural bond orbital (NBO)20 analysis was performed on all systems at 
the B3LYP/6-311+G** level to study the charge distribution and the effects of 
charge transfer in the anion-receptor complexes. In our attempt to develop a 



















carried out to compute the UV-vis absorption properties, with solvent effect 
incorporated through the PCM method in chloroform solvent.  
 
Classical molecular dynamics (MD) simulations were carried out to study the 
motion of the 1…F¯, 1…Cl¯, 1…AcO¯ and 1…NO3¯ complexes complexes in explicit 
chloroform with time. The starting structures for MD simulations of various anion-
receptor complexes were obtained from the B3LYP/6-31G* optimized geometries, 
and were placed in an octahedral box containing approximately 400 chloroform 
molecules. 2 ns long production runs were carried out after the NVT and NPT 
equilibration.  
 
9.3 Results and Discussion 
 
9.3.1  Molecular Structures 
 
The optimized structures of receptor 1 are shown in Figure 9.1. All six hydrogens 
of the three thiourea groups point towards the side instead of pointing to the centre 
of the cavity. The lowest energy minimum obtained is of C1 symmetry (1a), 
although it resembles the C3 symmetric conformer. The distance between the two 
benzene rings in 1a is 6.7 Å. The C3 optimized geometry (1b) is slightly less 
stable, 2.2 kJ mol-1 (B3LYP/6-311+G**//B3LYP/6-31G*) above the C1 
conformation. For the C3h conformation (1c) with all thiourea protons pointing 
towards the centre of the cavity, it is a higher-order saddle point with three 












Figure 9.1. B3LYP/6-31G* optimized geometries of receptor 1 having C1 (1a), 
C3 (1b) and C3h (1c) point groups. 
 
The optimized geometries of the receptor-anion complexes and their hydrogen 
bond distances are given in Figure 9.2 and Table 9.1, respectively. The geometry 
of receptor 1 changes upon complexation with different anions, indicating its 
flexibility. In particular, the geometry of the receptor moiety is significantly 
distorted in the fluoride complex (1…F¯). All the hydrogens on the thiourea groups 
direct towards the centre of the cavity to maximize the number of hydrogen bonds 
with the fluoride ion. This readily reflects the flexibility of the receptor to 
accommodate small anions. The structures of the complexes with other larger 
halides ions, namely Cl¯ (1…Cl¯) and Br– (1…Br¯), also show the six thiourea 
protons pointing towards the centre of the cavity, though the larger size of the 








1b (side view) 
1b (top view) 
1c (side view) 
1c (top view) 
1a (side view) 










Figure 9.2. B3LYP/6-31G* optimized geometry of various anion complexes of 
receptor 1 (1…A¯, A¯ = F¯, Cl¯, Br¯, AcO¯, NO3¯, HSO4¯, and H2PO4¯). Intermolecular 
hydrogen bonds are indicated by dotted lines. 
 
Table 9.1 Hydrogen bond distances (Å) of B3LYP/6-31G* optimized geometries 
in various anion complexes of receptor 1a 
Complex H1…X H2…X H3…X H4…X H5…X H6…X 
1…F¯ 1.81 1.99 1.80 1.98 1.81 1.97 
1…Cl¯ 2.38 2.38 2.40 2.40 2.38 2.38 
1…Br¯ 2.44 2.44 2.44 2.44 2.44 2.44 
1…NO3¯ 2.03 2.03 2.03 2.03 2.03 2.03 
1…AcO¯ 1.88 1.90 2.06 2.04 1.93 1.93 
1…HSO4¯ 1.87 1.96 2.10 1.91 2.08 1.92 
1…H2PO4¯ 2.08 1.77 1.90 2.05 1.94 2.04 
a
 X = F, Cl, or Br for 1…F¯, 1…Cl¯ and 1…Br¯, while  X = O for 1…NO3¯, 1…AcO¯ , 
1…HSO4¯  and1…H2PO4¯. 
 
Complexations with Y-shaped anions (AcO¯ and NO3¯) also show the thiourea 
hydrogens to be directed towards the centre of the cavity to maximize the number 
of hydrogen bonds (Figure 9.2). For the acetate anion complex (1…AcO¯), there 
1…F¯ 1…Cl¯ 1…Br¯  
1…NO3¯ 1…AcO¯                                            1…HSO4¯ 1…H2PO4¯ 
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are a total of six hydrogen bonds: four NH protons from two thiourea groups 
pointing towards one oxygen atom on the acetate and two NH protons from the 
third thiourea group pointing towards the other oxygen atom. In the case of the 
nitrate anion complex (1…NO3¯), both protons of each thiourea group are directed 
at one oxygen atom on the nitrate anion in a symmetrical manner, forming a total 
of six hydrogen bonds. As a consequence, the nitrate anion fits perfectly at the 
centre of the receptor cavity. 
 
Tetrahedral shaped oxoanions, HSO4¯ and H2PO4¯, can also fit into the cavity of 
the cyclophane receptor. However, for such larger anions, the hydrogens on the 
thiourea groups tend to point to the side instead of towards the cavity centre in 
order to accommodate maximum of hydrogen bonds to several oxygen atoms of 
the tetrahedral anions simultaneously. In these complexes, i.e. 1…HSO4¯ and 
1…H2PO4¯, three out of the four anion oxygens are involved in hydrogen bonding 
with the thiourea groups (Figure 9.2). In both cases, four protons from two 
thiourea groups form a total of four hydrogen bonds with one of the oxygen of the 
anion. For the remaining two protons from the third thiourea group, each forms a 
hydrogen bond with an individual oxygen atom of the anion, leaving one oxygen 
atom uninvolved in any hydrogen bond interaction. 
 
9.3.2  Binding Affinity and Charge Distribution 
 
The computed binding free energies (∆G298) of the formation of the various 
receptor-anion complexes are given in Table 9.2. The anion complexation 
reactions are found to be strongly exothermic and spontaneous in the isolated 
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state. The predicted order of binding affinity in vacuo is F¯ > Cl¯ > Br¯ > AcO¯ > 
NO3¯ > H2PO4¯ > HSO4¯. The smaller halide ions, F¯, Cl¯ and Br¯, bind favourably 
to the receptor, followed by the Y-shaped anions, NO3¯ and AcO¯. The tetrahedral 
shaped anions, HSO4¯ and H2PO4¯ are the least favourable. This is attributed 
primarily to the larger size of the tetrahedral shaped anions, which are difficult to 
fit into the relatively small receptor cavity. The binding of water molecule to the 
receptor is also included in this study to investigate the competitive binding of 
water in aqueous phase. 
 
Table 9.2.  Calculated binding free energies at 298 K (∆G298, kJ mol-1) in various 
media and deformation energiesa (∆Edeform, kJ mol-1) of various anion complexes 
formed with receptor 1 and thiourea (TU)b 
∆G298 ∆Edeform 
 Complex 
gas phase C6H12 CHCl3 CH3CN gas phase 
1…F¯ -301.3 -169.9 -87.5 -33.9 76.3 
1…Cl¯ -191.9 -105.9 -44.7   -6.3 24.2 
1…Br¯ -145.2   -73.3 -19.1   14.8 21.6 
1…NO3¯ -130.7   -70.8 -24.0     4.6 15.8 
1…AcO¯ -133.9   -81.9 -27.9     4.3 33.2 
1…HSO4¯     -3.7    51.7 100.8 131.0 53.7 
1…H2PO4¯   -16.6    47.5 106.1 141.5 61.0 
1…H2O    11.7     7.1   14.1   14.7 19.3 
TU…F¯ -180.4   -88.2 -32.2    2.8  
TU…Cl¯   -98.7   -38.6   -3.4  19.3  
TU…Br¯   -83.5   -29.6    2.3  23.3  
TU…NO3¯   -84.3   -32.8   -1.4  19.1  
TU…AcO¯ -112.9   -58.2 -21.8   3.5  
TU…HSO4¯   -74.7   -29.5   -3.0 14.4  
TU…H2PO4¯   -89.6   -41.7 -12.3   7.6  
a Energy difference between the receptor in anion complex and in free form.  
b




The thiourea-based cyclophane receptor is flexible and is able to adjust its geometry 
in the anion recognition process. To provide an estimate of the deformation energy of 
the receptor upon complexation, we performed a single-point calculation on the 
geometry of the receptor in the anion-receptor complex and comparing it with the 
energy of the free receptor. The calculated deformation energies (∆Edeform) of various 
complexes are summarized in Table 9.2. In all cases, a significant amount of energy is 
required to distort its geometry in the free form to form the anion complex. The 
smallest deformation energy corresponds to that of NO3¯ followed by Br¯, indicating 
the better fit of these two anions into the cyclophane cavity. Complexation of F¯ 
requires the largest deformation energy (76 kJ mol-1) due to the small size of the 
anion. The larger size of H2PO4¯ and HSO4¯ requires the receptor to expand its cavity 
to accommodate them. As a consequence, the deformation energies of these two 
complexes are also relatively large. 
 
To investigate the solvation effect on the anion-receptor binding, single-point 
calculations using the polarizable continuum model (PCM) was performed on the 
gas-phase optimized geometries. It is important to note that solvation effect on the 
geometry of the anion-receptor complex is generally small. This is confirmed by 
comparing the fully-optimized gas-phase and PCM structures of the 1…OAc¯ and 
1…HSO4¯ complexes. As evidenced in Table 9.2, the incorporation of solvent 
effect greatly decreases the binding energies of the receptor-anion complexes. This 
is not unexpected as small anions are strongly solvated in a dielectric medium. 
Due to the differential solvent stabilization effect, the binding energies of the 
various complexes are significantly reduced, by at least 52 kJ mol-1, in non-polar 
cyclohexane solvent, (ε = 2.0). This is evident by comparing the solvation free 
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energies of the anions, receptor and complexes, as shown in Table 9.3. The 
solvation energies are substantially larger for the anions as compared to the 
corresponding complexes, leading to a decrease in the binding free energies in a 
dielectric medium. The complexation of anion with receptor 1 in cyclohexane is 
predicted to be a spontaneous process, except for HSO4¯ and H2PO4¯ anions, as 
indicated in the calculated ∆G298 of the complexation reaction. 
 
Table 9.3.  Solvation free energies, ∆Gs (kJ mol-1), of the various species 
calculated at PCM-B3LYP/6-311+G**// B3LYP/6-31G* level. 
Species C6H12 CHCl3 CH3CN 
F– -190.0 -301.7 -367.7 
Cl– -152.4 -240.1 -291.3 
Br– -141.6 -222.1 -268.7 
NO3– -129.7 -206.3 -248.9 
AcO– -127.4 -210.7 -258.4 
HSO4– -130.8 -208.3 -253.1 
H2PO4– -139.6 -225.8 -278.3 
H2O    -9.4   -19.7   -25.9 
1    14.8    -0.4      8.5 
1…F–   -43.8  -88.3   -91.8 
1…Cl–   -51.6  -93.4   -97.1 
1…Br–   -54.9  -96.5 -100.2 
1…NO3–   -55.0 -100.0 -105.1 
1…AcO–   -60.5 -105.1 -111.7 
1…HSO4–   -60.6 -104.2 -109.8 
1…H2PO4–   -60.7 -103.6 -111.6 
1…H2O     0.7   -17.8   -14.4 
 
 
Solvation calculations were also carried out for more polar solvents, namely 
chloroform (ε = 4.9), and acetonitrile (ε = 36.6). As expected, the binding energies 
of the complexes decrease further due to the stronger solvation of the small 
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charged anions in a solvent of higher dielectric constant. However, the decrease in 
binding energy on going from chloroform to acetonitrile is relatively small as 
compared to the change from cyclohexane to chloroform. In chloroform, the ∆G298 
values also show spontaneous reactions for the complexation of all anions except 
HSO4¯ and H2PO4¯, although the values become more positive. In the case of the 
more polar acetonitrile solvent, all anions, except for F¯ and Cl¯, show 
unfavourable binding to the receptor. 
 
In a dielectric medium, the anion binding affinity of receptor 1 is in the order F¯ > 
Cl¯ > AcO¯ > NO3¯ > Br¯ > H2PO4¯ > HSO4¯. The greater binding affinity of F¯, Cl¯ 
and AcO¯ was also demonstrated experimentally for a similar molecule.8 This 
trend does not follow the trend of the basicity of the anions. The normal basicity 
trend is AcO¯ > F¯ > H2PO4¯ > NO3¯ > HSO4¯ > Cl¯ > Br¯.7,23,24 Our proposed 
thiourea-based cyclophane receptor prefers to bind to fluoride ion more strongly 
than other anions. Chloride anion also binds favourably compared to the oxyanions 
even though chloride is less basic than the oxyanions. This suggests that the 
basicity of the anion is not the only factor that governs the binding affinity. In the 
gas phase, water is not competitive with the anions. However, in cyclohexane, 
chloroform and acetonitrile, water binds to the receptor competitively with H2PO4¯ 
and HSO4¯ although the rest of the anions are still more favoured. 
 
Binding free energies have also been calculated for complexes formed with a 
single unsubstituted thiourea (TU), with the molecular formula H2NC(=S)NH2 
(Table 9.2). The computed order of binding affinity for TU in acetonitrile is: F¯ > 
AcO¯ > H2PO4¯ > HSO4¯ > NO3¯ > Cl¯ > Br¯. This order resembles the normal 
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order of basicity of the anions, which suggests that the basicity of anions could 
have played a bigger role in determining the order of binding affinity for TU than 
for receptor 1. This can be explained by the presence of the cavity in receptor 1, 
which can filter out the larger anions. In TU, the absence of this cavity allows the 
large anions like H2PO4¯ and HSO4¯ to bind with less discrimination. 
Consequently, there is a lack of the size and shape complementarity in TU, and the 
basicity of anions becomes a dominating factor in determining the order of binding 
affinity. 
  
Natural bond orbital (NBO) population analysis was performed for the various 
receptor-anion complexes to examine their charge distribution and degree of 
charge transfer. The charge distribution (q) and changes in charges upon complex 
formation (∆q) are provided in Table 9.4. The charge distribution shows the 
negative charge to be concentrated on the nitrogens of the thiourea groups and the 
positive charge on the hydrogens. Upon complexation, the thiourea NH bonds 
become more polarized and the charges on the sulfur atoms also increase. There is 
no obvious correlation between the amount of charge transfer from the anion to the 
receptor in the complexes and the binding energies. This suggests that charge 
transfer does not play a major role in determining the binding affinity of various 
anions. Obviously, the shape and geometry of the anions and receptor are also key 







Table 9.4.  NBO population analysis of the thiourea groups in the various 
complexes formed with receptor 1. 
Charge Distribution (q) 
 
Charge Transfer (∆q) 
 Species 
H1 N(-H1) C S N(-H2) H2 
 
H1 N(-H1) C S N(-H2) H2 Anion 
1 0.379 -0.621 0.313 -0.291 -0.644 0.382 
 
       
1…F¯ 0.442 -0.657 0.333 -0.372 -0.665 0.436 
 
0.063 -0.036 0.020 -0.081 -0.021 0.054 0.147 
1…Cl¯ 0.427 -0.661 0.334 -0.360 -0.661 0.427 
 
0.048 -0.040 0.021 -0.069 -0.017 0.045 0.152 
1…Br¯ 0.421 -0.666 0.333 -0.354 -0.666 0.421 
 
0.042 -0.045 0.020 -0.063 -0.022 0.039 0.199 
1…NO3¯ 0.417 -0.653 0.336 -0.351 -0.653 0.417 
 
0.038 -0.032 0.023 -0.060 -0.009 0.035 0.137 
1…AcO¯ 0.433 -0.672 0.329 -0.347 -0.668 0.430 
 
0.054 -0.051 0.016 -0.056 -0.024 0.048 0.157 
1…HSO4¯ 0.420 -0.658 0.333 -0.345 -0.660 0.415 
 
0.041 -0.037 0.020 -0.054 -0.016 0.033 0.117 
1…H2PO4¯ 0.404 -0.658 0.336 -0.350 -0.663 0.434 
 
0.025 -0.037 0.023 -0.059 -0.019 0.052 0.143 
 H3 N(-H3) C S N(-H4) H4  H3 N(-H3) C S N(-H4) H4 
 
1 0.380 -0.621 0.313 -0.291 -0.645 0.382        
 
1…F¯ 0.443 -0.657 0.333 -0.373 -0.665 0.436 
 
0.063 -0.036 0.020 -0.082 -0.020 0.054 
 
1…Cl¯ 0.427 -0.660 0.334 -0.359 -0.660 0.427 
 
0.047 -0.039 0.021 -0.068 -0.015 0.045 
 
1…Br¯ 0.421 -0.666 0.333 -0.354 -0.666 0.421 
 
0.041 -0.045 0.020 -0.063 -0.021 0.039 
 
1…NO3¯ 0.417 -0.653 0.336 -0.351 -0.653 0.417  0.037 -0.032 0.023 -0.060 -0.008 0.035 
 
1…AcO¯ 0.427 -0.658 0.340 -0.360 -0.658 0.429 
 
0.047 -0.037 0.027 -0.069 -0.013 0.047 
 
1…HSO4¯ 0.411 -0.654 0.331 -0.334 -0.660 0.417  0.031 -0.033 0.018 -0.043 -0.015 0.035 
 
1…H2PO4¯ 0.429 -0.665 0.312 -0.340 -0.656 0.422  0.049 -0.044 -0.001 -0.049 -0.011 0.040 
 
 H5 N(-H5) C S N(-H6) H6  H5 N(-H5) C S N(-H6) H6 
 
1 0.380 -0.621 0.313 -0.291 -0.645 0.382        
 
1…F¯ 0.443 -0.657 0.333 -0.373 -0.665 0.436 
 
0.063 -0.036 0.020 -0.082 -0.020 0.054 
 
1…Cl¯ 0.427 -0.661 0.334 -0.362 -0.661 0.427 
 
0.047 -0.040 0.021 -0.071 -0.016 0.045 
 
1…Br¯ 0.421 -0.666 0.333 -0.354 -0.666 0.421 
 
0.041 -0.045 0.020 -0.063 -0.021 0.039 
 
1…NO3¯ 0.417 -0.653 0.336 -0.352 -0.653 0.417  0.037 -0.032 0.023 -0.061 -0.008 0.035 
 
1…AcO¯ 0.435 -0.671 0.333 -0.365 -0.667 0.433 
 
0.055 -0.050 0.020 -0.074 -0.022 0.051 
 
1…HSO4¯ 0.418 -0.645 0.335 -0.358 -0.662 0.423  0.038 -0.024 0.022 -0.067 -0.017 0.041 
 







9.3.3  Hexasulfur Analogue  
 
A hexasulfur analogue of receptor 1 (2) was designed to investigate the effect of 
the size of the cavity on the binding of the various anions. Since sulfur atom is 
larger than carbon atom, the cavity in receptor 2 is expected to be larger than that 
of 1. The optimized geometry of this receptor is similar to 1, in terms of the 
arrangement of the thiourea groups (Figure 9.3). The receptor cavity is bigger, 
with the distance between the two benzene rings to be longer at 7.2 Å (c.f. 6.7 Å in 
1). This significant difference in the cavity size can readily be seen by comparing 

















Figure 9.4.  Space-filling models of receptors 1 and 2. 
 
The computed gas-phase binding free energies of receptor 2 with the various 





affinity is larger in all cases, probably due to the larger size of the cavity being 
more accomodating to anions. Among all the anion complexes, the increase in 
binding free energies of the H2PO4¯ and HSO4¯ complexes is significantly larger 
than that of other complexes. This indicates that this hexasulfur receptor can bind 
more favourably to the two larger tetrahedral anions than receptor 1. The 
deformation energies (∆Edeform) of receptor 2 in various complexes have also been 
calculated (Table 9.5). The complexation with NO3– still requires the least energy 
to distort the receptor but the variation in the deformation energies of the other 
anion complexes are less than that of receptor 1. 
 
 
Table 9.5. Calculated binding free energies at 298 K (∆G298, kJ mol-1) in various 
media and deformation energiesa (∆Edeform, kJ mol-1) of various anion complexes 
formed with the hexasulfur receptor 2b. 
∆G298 ∆Edeform 
 Complex 
gas phase C6H12 CHCl3 CH3CN gas phase 
2…F¯ -387.4 -229.9 -128.1 -54.6 61.9 
2…Cl¯ -219.1 -106.3   -23.1   36.9 54.1 
2…Br¯ -179.5   -81.8    -5.6   49.1 52.2 
2…NO3¯ -161.5   -75.6    -7.1   40.2 32.9 
2…AcO¯ -180.1 -101.6   -24.4   32.0 60.4 
2…HSO4¯   -89.7    -6.2    66.3 118.5 64.5 
2…H2PO4¯ -104.6   -15.1    65.0 124.4 79.4 
2…H2O    21.3    30.6    50.2   64.6 18.1 
a Energy difference between the receptor in anion complex and in free form.  
b
 B3LYP/6-311+G**// B3LYP/6-31G* level of theory. 
 
In cyclohexane, the hexasulfur receptor 2 is a better receptor than receptor 1, as 
reflected for in the binding free energies (Tables 9.2 and 9.3, respectively). The 
formation of anion complex is a spontaneous process in all cases. The order of 
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anion affinity of this sulfur analogue receptor in cyclohexane is similar to that of 
the parent receptor, in the order F¯ > Cl¯ > AcO¯ > Br¯ > NO3¯ > H2PO4¯ > HSO4¯. 
Receptor 2 is better solvated than the parent receptor. In other words, there is a 
significantly larger solvent destabilization effect on the anion complex formation 
for the hexasulfur receptor 2. As a result, receptor 2 has a lower binding affinity 
than the parent receptor 1 in more polar solvents (i.e. chloroform and acetonitrile). 
 





Figure 9.5. B3LYP/6-31G* optimized geometry of receptor 3 and complexes 
with F¯, Cl¯ and NO3¯. 
 
A cyclophane with three amide NH groups surrounding a central cavity has been 
reported to be selective for the fluoride anion.8 This receptor (3) was modeled and 
its binding energies towards some anions were calculated and compared with those 
of receptors 1 and 2. The optimized geometry of receptor 3 is shown in Figure 9.5. 
Similar to receptors 1 and 2, the amide NH hydrogens do not point into the cavity 
centre. This is consistent with the X-Ray crystal structure reported.13 The binding 
of 3 with F¯, Cl¯ and NO3¯ ions was investigated. The optimized geometries of the 
receptor-anion complexes (Figure 9.5) indicate that upon binding with an anion, 
the NH groups will orientate toward the centre of the cavity, where the anion 
resides, forming hydrogen bond interactions with the anion. This change in 
3 3…NO3¯ 3…F¯ 3…Cl¯ 
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geometry upon complexation is similar to that for receptors 1 and 2. Comparing 
the binding free energies of this triamide receptor (Table 9.6) with that of receptor 
1 (Table 9.2), the binding free energies of anions with 3 are significantly less 
favoured. This result suggests that the tri-thiourea based receptors 1 and 2 are 
more efficient anion receptors than 3. 
 
Table 9.6. Calculated binding free energies (∆G298, kJ mol-1) of various 
complexes formed with amide receptor 3 in different mediaa 
∆G298 
 Complex 
gas phase C6H12 CHCl3 CH3CN 
3…F– -264.1 -145.1 -63.6 -14.0 
3…Cl– -146.6 -58.9 2.2 39.9 
3…NO3– -84.5 -21.0 29.4 59.3 
a
 B3LYP/6-311+G**// B3LYP/6-31G* level of theory. 
 
9.3.5 Molecular Dynamics Simulations 
 
To further shed light on the stability and conformational dynamics of the receptor-
anion complexes in solvent, molecular dynamics (MD) simulations were performed 
over a period of 2 ns in explicit chloroform solvent. The complexes formed between 
receptor 1 and anions, namely F¯, Cl¯, AcO¯ and NO3¯, were stable throughout the 2 
ns MD simulations in chloroform solvent. There were no drastic changes in the 
conformations of the receptor-anion complexes during the simulations.  The time-
























Figure 9.6. Time-average MD structures (side and top views) and corresponding 
RMSD plots of 1…F¯, 1…Cl¯, 1…AcO¯ and 1…NO3¯ in explicit chloroform solvent. 
 
The F¯ stayed within the centre of the cavity throughout the simulation with very 
slight movement about the centre of cavity. Similar to the DFT-optimized geometry, 
the receptor adopted a geometry with multiple hydrogen bonding interactions between 
the thiourea NH protons and the anion. The average distance between the N atoms 























































(i.e. N-H…F¯) in 99-100% of the simulation time, with a cut-off of 3.0 Å between N 
and F¯. Similarly, the Cl¯ anion also moved slightly about the centre of the cavity 
during the simulation, having an average distance of approximately 3.3 Å between N 
and Cl¯. This distance was less than 3.5 Å for 93-94% of the trajectory. 
 
For the MD simulation of 1…AcO¯, the acetate ion stayed within the centre of the 
cavity. The thiourea group with NH1 and NH2 groups maintained hydrogen 
bonding interactions to one of the two anion oxygens, with an average distance of 
2.8 Å between and N and O, while having a distance <3.0 Å for 92-93% of the 
trajectory. The NH5 and NH6 groups remained hydrogen-bonded to the other 
oxygen, with the same average distance while having the N…O distance <3.0 Å for 
85-88% of the trajectory. The thiourea group having NH3 and NH4 lies between 
the 2 oxygens, making it possible for the hydrogens to have interactions with 
either of the oxygens. Flipping of these NH groups between the two oxygens can 
be observed throughout the simulation. The average distance between N and the 
nearest O for this thiourea group is slightly longer, at approximately 2.9 Å. The 
hydrogen bonding interactions occurs for 42-44% of the trajectory for one oxygen 
and 36-37% in the other oxygen, with the cut-off N…O distance at 3.0 Å. In the 
case of NO3¯ complex, it also showed the flipping of NH groups between the 
nitrate oxygens. In this complex, all the NH groups are capable of forming 
interactions between the two nearest oxygens. The average distance between the N 
and the nearest O is approximately 2.9 Å. The NH groups form hydrogen bond 
(with cutoff <3.0 Å) with the initial oxygen for about 59-63% of the trajectory, 
and having hydrogen bonding interactions with the neighbouring oxygen for 
another 15-18% of the trajectory. In summary, the molecular dynamics simulations 
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of the 4 anion complexes clearly show that the anion is strongly bound within the 
binding pocket of the receptor in chloroform solvent. 
 












Dyes such as nitroazo and anthraquinone were considered for the development of 
receptor 1 as an optical sensor as these compounds can absorb in the UV-visible 
region. These two dye molecules were attached onto the carbon atom adjacent to one 
of the thiourea groups (Scheme 9.2). The modified receptors and their nitrate 
complexes were optimized at B3LYP/6-31G* level of theory. TD-DFT calculations at 
B3LYP/6-31+G* level were then carried out to investigate the anion-complexation 
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Table 9.7.  Calculated absorption wavelengths (λ, nm) and oscillator strengths (f) 
of chromogenic sensors modified from receptor 1.a 
Receptor 1-dye Receptor 1-dye…NO3- 
Dye 
λ f λ f 
Nitroazo 452.9 0.27 470.8 0.78 
 441.4 0.76 447.6 0.20 
Anthraquinone 547.5 0.01 619.8 0.02 
 421.5 0.02 443.5 0.03 
Receptor 1...dye Dye 
Indicator 
λ f λ f 
BM 484.3 1.42 477.4 1.60 
Nitrophenolate 372.0 0.61 376.8 0.60 
a
 TD-B3LYP/6-31+G*//B3LYP/6-31G* level in chloroform solvent.   
 
The results of the TD-DFT calculations are summarized in Table 9.7. Only 
transitions with significant oscillator strengths are shown. In the nitroazo-modified 
receptor, there are two main absorption peaks with significant oscillator strengths: 
a weaker peak at 453 nm and a stronger peak at 441 nm. The strong peak is 
dominated by a transition from the lone pair of the two sulfur atoms of the two 
neighbouring thiourea groups, and the pi on the nitroazo chromophore, to the 
LUMO, which is of pi* character located on the nitroazo chromophore. For the 
nitrate complex formed with the nitroazo-modified receptor, the main excitation 
wavelength is at 471 nm, which is dominated by a pi → pi* transition on the 
chromophore. Although lower-energy excitations are present, they have small 
oscillator strengths, suggesting that these are forbidden transitions. The nature of 
excitation of the strongest absorption peak is not the same in the receptor and the 
corresponding nitrate complex. Nevertheless, the difference between the two 
excitation wavelengths only differs by about 30 nm, which is somewhat small to 
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produce a distinct colour change. The TD-DFT result for modification with 
anthraquinone shows weak absorptions in the UV-visible region. This indicates 
that this dye does not convert the receptor into strongly coloured species. In both 
cases, the anion-induced changes in UV spectra are not large. This is attributed to 
the fact that the thiourea binding site is not electronically conjugated with the 
chromophore. Thus, the chromophore approach is not suitable for modification of 
our proposed cyclophane receptor to a chromogenic sensor. Diagrams showing the 
molecular orbitals involved in the excitations are shown in Figure 9.7. 
 
Another strategy to convert this anion receptor to an optical sensor is the indicator 
displacement assay (IDA) developed by Anslyn et al.25,26 In this approach, the 
indicator used is not required to bond covalently to the receptor. The indicator 
molecule first binds to the binding pocket receptor. When an analyte is added, the 
anion will displace the indicator, which results in UV absorption change in the 
indicator. An example of such an indicator suitable for use in this method is 
Brooker’s merocyanine (BM)27 (Scheme 9.2). Here, we attempted to use this 
indicator together with receptor 1. The optimized structure of the complex formed 
from BM and 1 shows BM is too large to fit into the cavity of the receptor and can 
only bind to the receptor by forming hydrogen bonds with two of the thiourea 
groups.  This brings a question of whether the anion can displace the indicator 
successfully. A smaller molecule, 4-nitrophenolate anion, which has been shown 
to work successfully as an indicator,28 was also tried out to fit into the receptor 
cavity. However, it is still too large for the cavity of 1. Instead, it binds in the 
same manner as BM. The binding free energies show that the binding affinities for 
these two indicators are less than that of most of the anions (∆G298 = -17.7 kJ/mol 
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for BM and -95.7 kJ/mol for 4-nitrophenolate at B3LYP/6-311+G**//B3LYP/6-
31G* level in vacuo). This suggests that the receptor would prefer to bind to the 



























Figure 9.7. Molecular orbitals (MOs) involved in main excitations. 
 
However, TD-DFT result for this displacement approach also shows a small shift 
in the absorption wavelength between the receptor-indicator complex and the free 
indicator (Table 9.7). This could be due to the indicator being weakly bonded to 
the receptor. In the case of BM, the main excitation peaks in both the 1…BM 
complex and the free BM are mainly HOMO → LUMO transitions. Both 































no major observable difference between the FMOs of the two species. For the case 
of 4-nitrophenolate, the main excitation peak of the 1…4-nitrophenolate complex is 
dominated by the HOMO-2 → LUMO transition. The HOMO-2 is distributed 
between the 4-nitrophenolate and the two sulfur atoms of the two nearest thiourea 
groups, while the LUMO is pi* orbital of the 4-nitrophenolate. In the free 4-
nitrophenolate, the main transition is the HOMO → LUMO, where the HOMO is 
the pi orbital of the molecule, and the LUMO is the pi* orbital which is similar to 
that in the complex. Diagrams showing the molecular orbitals involved in the 
excitations are shown in Figure 9.7. 
 
Considering the relatively small size of the cavity compared to the indicator 
molecules, we have attempted to reduce the size of the indicator by using aliphatic 
dye molecules. Our aim is to improve binding between the indicator molecule and 
the receptor to induce a more significant shift in the absorption wavelength. We 
have considered three aliphatic indicators, namely AI1, AI2 and AI3 (Scheme 
9.2). AI1 and AI2 are derived from 4-nitrophenolate where the aromatic ring is 
substituted with aliphatic chains of four and five C=C bonds, respectively. AI3 is 
similar to AI1, but without the O¯ substituent on one end of the chain, making it a 
neutral molecule. The structures of AI1, AI2, AI3, and the complexes formed 
between them and receptor 1 were optimized at the B3LYP/6-31G* level, 
followed by TD-DFT calculations of UV absorption wavelengths at B3LYP/6-





Table 9.8.  Calculated absorption wavelengths (λ, nm) and oscillator strengths (f) 
of indicator-displacement systems using aliphatic dyes.a 
receptor 1...dye dye 
Dye 
λ f λ f 
460.6 1.47 427.9 1.72 
AI1 
450.0 1.14b   
AI2 511.5 1.74 475.1 2.21 
421.3 0.69 373.5 1.20 
AI3 
413.6 1.21b     
a
 TD-B3LYP/6-31+G*//B3LYP/6-31G* level (gas phase).  
b
 Absorption wavelength for complex with indicator bound from outside the 
receptor cavity. 
 
The optimized structure of the complex formed between AI1 and the receptor 
shows that the O¯ end of the molecule in the cavity, forming hydrogen bonds with 
two thiourea groups. The shift in absorption wavelength from the complex to the 
free indicator is 33 nm, somewhat small to produce an obvious colour change. 
Furthermore, a more stable complex geometry has also been found, where the 
indicator molecule does not reside in the centre of the cavity, but is hydrogen 
bonded to two thiourea groups from outside the cavity. In this geometry, the UV 
absorption wavelength shift is only 17 nm. An optimized structure for the complex 
formed between AI2 and receptor 1 has the indicator bound within the cavity. The 
calculated hypsochromic shift in this system is 36 nm, which is slightly improved 
from AI1. Comparing the results of AI1 and AI2, the extra conjugation in AI2 
increases the absorption wavelength of AI2 and the complex formed by about 50 
nm. However, the difference between the shifts of wavelengths in going from the 
complex to the free indicator does not improve. Based on the B3LYP/6-31G* 
binding energies, AI1 and AI2 are weakly bound to the receptor as compared to 
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the rest of the anion-receptor complexes. For the neutral AI3, the optimized 
geometry indicates that the nitro group is within the receptor cavity, forming 
hydrogen bonds to all three thiourea groups, analogous to the NO3¯ complex. The 
shift in absorption wavelength from complex to the free indicator is 48 nm, with a 
large difference in oscillator strength. As in the case of AI1, another more stable 
complex structure can be found, where the indicator is bound to one thiourea from 
outside the cavity. In this complex, the hypsochromic shift is 40 nm. Since AI3 is 
a neutral molecule, its binding is even weaker than that of AI1 and AI2. In 
summary, the use of aliphatic dyes provides a reasonable strategy for optical 
sensing. However, it is challenging to design an appropriate dye with sufficiently 
large UV shift for naked-eye sensing. 
 
9.4  Conclusions 
 
We have studied the binding properties of a tri-thiourea cyclophane receptor (1) by 
means of DFT and classical MD methods. The binding selectivity of various small 
common anions depends on the basicity of anions, size of the receptor cavity and 
solvent effect. Due to the small size of the cavity of this receptor, it can bind more 
favourably to the smaller halogen and Y-shaped (AcO¯, and NO3¯) anions than the 
large tetrahedral anions. The binding affinity of the anions greatly decreases as the 
polarity of the solvent increases, due to the large solvent stabilization of the small 
anions. MD simulations show that the structures of the complexes do not change 
drastically with time and the anions are stable within the receptor cavity. A sulfur 
analogue of receptor 1 (2), with a greater cavity size, is predicted to have stronger 
binding affinity in vacuo and in chloroform. However, the anion binding is less 
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effective in polar solvents due to the strong solvation stabilization of receptor 2. 
Two strategies to convert the thiourea-based cyclophane receptor into a 



























Conclusions and Future Work 
 
10.1 Final Conclusions 
 
In this thesis, the receptor-anion binding properties and the optical sensing mechanism 
have been investigated via computational means.  The binding affinity towards anions 
can be affected by many factors such as the basicity of anions, geometry of anions, 
the functional groups employed in the receptor, the preorganization of the receptor 
and solvent effects.  
 
A wide range of functional groups can be used for anion binding. Groups with two 
hydrogen bond donors, such as thiourea and guanidinium, are especially effective for 
oxoanions due to the formation of two hydrogen bonds. Charged functional groups 
such as ammonium and guanidinium can utilize both electrostatic and hydrogen 
bonding interactions to bind anions while neutral groups only utilize hydrogen 
bonding interactions. However, the binding energies of the charged receptors are 
more affected by solvent effects than the neutral groups, so much so that the binding 
affinities for the charged and neutral groups can be comparable in more polar solvents. 
The thiourea functional group has been shown to be effective in anion binding, and 
has been widely utilized in receptors, including the N-amide and N-amino thiourea 
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receptors presented in Chapters 5 and 6 respectively, the azophenol thiourea receptor 
in Chapter 7, and the tri-thiourea cyclophane receptor in Chapter 9.  
 
In the calculation of binding free energies, the two most basic anions, fluoride and 
acetate, are almost always the most binding anions among the other common 
inorganic anions like chloride, bromide, nitrate, hydrogen sulfate and dihydrogen 
phosphate. With the incorporation of solvent effects, the binding energies decreases 
greatly and the order of binding affinity towards the various anions can change as a 
result of the difference in solvation energies between the anions. The shape and size 
complementarity of the receptor towards anions of certain geometry also improves the 
selectivity. This is particularly evident in the cyclophane receptors studied in Chapters 
8 and 9, where the cavity of the cyclophane excludes large tetrahedral anions and the 
arrangement of amide and thiourea groups favour trigonal planar anions. 
 
In the study of the UV-vis absorption spectra of the optical sensors, TD-DFT has 
shown to be a useful tool in predicting the absorption wavelengths. However, TD-
DFT predictions are system dependent and care has to be taken in the choice of a 
suitable exchange-correlation functional. 
 
 
10.2 Future Work 
 
Other than thiourea and amide-based receptors for small inorganic anions, further 
studies can be carried out on receptors with other functional groups, as well as 
receptors targeting other types of anions such as organic chiral anions. With better 
understanding of the binding mechanism, the design of new and effective receptors 
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can be further attempted. Other than chromogenic properties, fluorescence studies can 
also be carried out. Understanding of emission properties can help in the 
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