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Abstract
We present a particle method for estimating the curvature of interfaces and respective surface tension models in volume-of-fluid
simulations of multiphase flows. Strings of particles are fitted, through an equilibration process, to the interface reconstruction from
the volume-of-fluid discretization. The algorithm is conceptually simple and straightforward to implement as the same procedure
is applied in every cell. We evaluate the hybrid method on a number of two- and three-dimensional benchmarks and illustrate its
capabilities on simulations of turbulent multiphase flows and bubble coalescence. The results indicate that the curvature estimation
is accurate even when the interface spans one cell per curvature radius and outperforms the generalized height-function method.
The present method is in particular well suited for multiphase flow simulations with multiple interfaces discretized at low resolution.
Keywords: curvature, surface tension, volume-of-fluid, particles, coalescence
1. Introduction
Bubbles and drops are critical components of important in-
dustrial applications such as boiling and condensation [19],
bubble column reactors [16], electrochemical cells [7] and
physical systems involving air entrainment in plunging jets [20]
and liquid jet atomization [22]. Simulations of such processes
are challenged by the multiple scales of bubbles and their sur-
face tension. Since the pioneering work of Brackbill et al. [9]
in modeling surface tension with the Eulerian representation, a
number of advances have been made [26], using level-sets [33]
and volume-of-fluid methodologies (VOF) [29] to describe the
interface and compute the surface tension.
The reconstruction of the interface in VOF methods is prone
to inaccuracies that were shown to be eliminated in certain
cases through a parabolic reconstruction of interfaces [27] and
the balancing of pressure gradients with surface tension. The
interface curvature estimation was further improved by the
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method of height functions [10] that employs the discrete vol-
ume fraction field. The algorithm chooses a coordinate plane
and integrates the volume fraction in columns perpendicular to
the plane to obtain a function representing the distance from
the interface to the plane. A well-defined height corresponds to
a column crossing the interface exactly once such that its end-
points are on the opposite sides of the interface. The curvature
is then estimated by finite differences on the plane which al-
lows for high-order convergence [34]. However, the method
requires that the heights are available on a sufficiently large
stencil which imposes strong restrictions on the resolution: five
cells per radius for circles and eight cells for spheres [25]. Mod-
ifications of the method aim to weaken this requirement by
fitting an analytical function to the known values [27, 8, 11].
Heuristic criteria define whether the method of height functions
or its modifications are applied in every cell. The first complete
implementation of such approach was given by the general-
ized height-function method [25] which used parabolic fitting to
heights from mixed directions and to centroids of the interface
fragments. A similar approach was later implemented by [22].
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An alternative approach is the mesh-decoupled height function
method [23] allowing for arbitrary orientation of the columns.
Each height is computed from the intersection of the column
and the fluid volume reconstructed by polyhedrons. However,
in three dimensions the procedure involves complex and com-
putationally expensive geometrical routines for triangulation of
the shapes and still requires at least three cells per radius. The
method of parabolic reconstruction directly from the volume
fractions [12] has a high order convergence rate without re-
strictions on the minimal resolution in two dimensions. How-
ever, the extension of this algorithm to three dimensions is not
straightforward.
We introduce a new method for computing the curvature in
the volume-of-fluid framework which allows for solving trans-
port problems with bubbles and drops at low resolution up to
one cell per radius. The method relies on a reconstruction of
the interface and it is applicable, but not limited, to the volume-
of-fluid methods. The curvature estimation is obtained by fit-
ting circular arcs to the reconstructed interface. A circular arc is
represented by a string of particles. The fitting implies an evo-
lution of the particles under constraints with forces attracting
them to the interface.
We remark that the present approach is related to the concept
of active contours [18]. The key differences include the impo-
sition of hard constraints (particles belong to circular arcs) and
the use of attraction forces based on the interface reconstruc-
tion. We also note that the present algorithm differs from the
generalized height-function method [25, 22] as it is applied un-
conditionally in every cell. Furthermore, it is more accurate up
to a resolution of eight cells per radius in three dimensions and
even at a resolution of one cell per radius provides the relative
curvature error below 0.1.
The paper is organized as follows: Section 2 describes the
method for curvature estimation and the model of flows with
surface tension as an application. Section 3 reports results on
test cases involving spherical interfaces. Section 4 presents ap-
plications to turbulent flows and bubble coalescence. Section 5
concludes the study.
2. Numerical methods
This section describes a particle method for estimating the in-
terface curvature from a discrete volume fraction field on two-
and three-dimensional Cartesian meshes. The method is cou-
pled with a volume-of-fluid (VOF) method for the simulation
of incompressible multiphase flows with surface tension. We
employ strings of particles to fit the interface using the recon-
structed interface from the volume-of-fluid discretization. We
distinguish the two- and three-dimensional implementation of
the method and emphasize its utility for simulations at low res-
olutions.
2.1. VOF method for multiphase flows with surface tension
We incorporate the proposed curvature estimator to a nu-
merical model describing two-component incompressible flows
with surface tension. The system consists of the Navier-Stokes
equations for the mixture velocity u and pressure p
∇ · u = 0, (1)
ρ
(∂u
∂t
+ (u · ∇)u
)
= −∇p + ∇ · µ(∇u + ∇uT ) + fσ + ρg (2)
and the advection equation for the volume fraction α
∂α
∂t
+ (u · ∇)α = 0 (3)
with density ρ = (1 − α)ρ1 + αρ2, dynamic viscosity µ =
(1 − α)µ1 + αµ2, gravitational acceleration g and constant ma-
terial parameters ρ1, ρ2, µ1 and µ2. The surface tension force
is defined as fσ = σκ∇α with the surface tension coefficient σ
and interface curvature κ.
We use a finite volume discretization based on the SIM-
PLE method for the pressure coupling [24, 14] and the second-
order scheme QUICK [21] for convective fluxes. The advec-
tion equation is solved using the volume-of-fluid method PLIC
with piecewise linear reconstruction [6] where the normals are
computed using the mixed Youngs-centered scheme which is a
combination of Youngs’ scheme and the height functions. The
cell-centered interface curvature κ is computed from the volume
fraction using the proposed method. Our approximation of the
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surface tension force is well-balanced [26] (i.e. the surface ten-
sion force is balanced by the pressure gradient if the curvature
is uniform) and requires face-centered values of the curvature
which are taken from the neighboring cell with minimal |α− 12 |.
The algorithm is implemented on top of Cubism [36, 2], an
open-source C++ framework for distributed parallel solvers on
structured grids. To solve the linear systems, we use the GM-
RES method [28] for the momentum equation and the precon-
ditioned conjugate gradient method [5] for the pressure correc-
tion implemented in the Hypre library [3, 13]. We also provide
a visual web-based demonstration of the method for curvature
estimation1 and a reference implementation in Python 2.
2.2. Particles for curvature estimation in 2D
The interface curvature is estimated from a discrete volume
fraction field on a two-dimensional Cartesian mesh. We fit cir-
cular arcs to a piecewise linear reconstruction of the interface.
The arcs are represented as strings of particles subject to con-
straints and attracted to the interface through an equilibration
process.
The reconstruction of the interface is built from the volume
fraction field which ranges between 0 and 1 for pure compo-
nents 1 and 2 respectively. Following [6], we compute the in-
terface normals using the mixed Youngs-centered method on
a 3 × 3 stencil . Then, the interface is reconstructed in each
cell independently by a line segment cutting the cell into two
parts according the estimated normal and the given volume
fraction [30].
To estimate the curvature in a cell, we consider a set L = {Ll}
of line segments from a 5 × 5 stencil (the chosen stencils are
justified in later sections). Each line segment Ll = [al, bl] has
endpoints al and bl, its unit normal nl points from component 2
to component 1 and the pair (nl, bl − al) is positively oriented.
The curvature is computed by fitting a circular arc to the line
segments. The circular arc is represented as a string of particles
xi ∈ R2, i = 1, . . . ,N subject to constraints that prescribe the
1Visual demonstration: https://cselab.github.io/hydro/grid.html
2Reference implementation: https://cselab.github.io/hydro/curv.py
distance hp and require a uniform bending angle θ between the
segments
|xi+1 − xi| = hp i = 1, . . . ,N − 1, (4)
(xi+1 − xi) × (xi − xi−1) = h2p sin θ i = 2, . . . ,N − 1. (5)
Under these constraints the particles belong to a circular arc of
curvature
κ(θ) =
√
2
hp
sin θ√
1 + cos θ
. (6)
In addition to θ, we introduce the origin p and the orientation
angle φ and describe the positions of particles as
xi(p, φ, θ) =

p+
i−c∑
j=1
hpe
(
φ + ( j − 12 ) θ
)
i > c,
p i = c,
p− c−i∑
j=1
hpe
(
φ − ( j − 12 ) θ
)
i < c,
(7)
where e(ψ) = cosψ ex + sinψ ey and c = (N −1)/2 is the central
particle (we require that N is odd). The parameters are illus-
trated in Figure 1a.
To define the force at position x we find the nearest point y ∈
Ll on the interface and the corresponding line segment Ll. Then
we find a factor δ such that
xL(x, κ) = y + δnl (8)
belongs to a circular arc of curvature κ through the endpoints
of Ll, where κ is an estimation of curvature. Such δ is given by
δ =
√
1
κ2
− d2 −
√
1
κ2
− w2 = κ(w
2 − d2)√
1 − κ2d2 + √1 − κ2w2
, (9)
where d = |y − cl|, w = |al − cl| and cl = (al + bl)/2. Finally,
the force is
f (x, κ) = η
(
xL(x, κ) − x), (10)
where η ∈ [0, 1] is a relaxation parameter. Figure 1b illustrates
the force computation.
To find the equilibrium positions of particles we use an iter-
ative algorithm. We introduce vector notation for particle posi-
tions and forces
X(p, φ, θ) = [xi(p, φ, θ), i = 1, . . . ,N], (11)
F(p, φ, θ) = [ f (xi(p, φ, θ), κ(θ)), i = 1, . . . ,N] (12)
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Figure 1: (a) All particles belong to a circle of curvature κ and their positions are defined by the central particle p, the orientation angle φ and the bending angle θ.
(b) Line segments represent the interface and circular arcs of curvature κ pass through their endpoints. The force acts on each particle towards the circular arc from
the nearest line segment.
and define the scalar product as
X · Y =
N∑
i=1
Xi · Yi. (13)
Initially the particles are arranged along the line segment Ll at
which we estimate the curvature. The central particle is placed
at the segment center such that p0 = (al+bl)/2, the vectors e(φ0)
and nl are orthogonal and positively oriented and the bending
angle is zero θ0 = 0. Iteration m starts with computing the
forces Fm = F(pm, φm, θm) from positions Xm = X(pm, φm, θm).
Without constraints, the correction of positions at one step
would be
∆X = F. (14)
With constraints, we aim to find the corrections of parame-
ters ∆p, ∆φ and ∆θ giving the closest correction of positions
in the least-square sense, i.e. by minimizing a functional∥∥∥F − ∆X∥∥∥2 → min. (15)
Every iteration consists of three steps each correcting one pa-
rameter: p, φ and θ. The functional is approximately trans-
formed in terms of the parameter correction. For instance, in
terms of ∆φ the functional∥∥∥F − ∂X
∂φ
(p, φ, θ)∆φ
∥∥∥
2 → min (16)
represents a quadratic function so the optimal correction is
∆φ =
F · Dφ
Dφ · Dφ , (17)
where Dφ = ∂X∂φ (p, φ, θ). The same procedure is applied to the
bending angle θ. The origin p is corrected by the force acting
on the central particle. We note that correcting the origin by
the mean force instead, would lead to stronger spurious flows
in the case of a static droplet described in Section 3.2. After
each step, the correction ∆X is subtracted from F. This results
in the following steps:
Step 1. Correct p by the force acting on the central particle
pm+1 = pm + fmc ,
X∗ = X(pm+1, φm, θm),
F∗ = Fm − (X∗ − Xm).
Step 2. Correct φ
φm+1 = φm +
F∗ · Dφ
Dφ · Dφ ,
X∗∗ = X(pm+1, φm+1, θm),
F∗∗ = F∗ − (X∗∗ − X∗),
where Dφ = ∂X∂φ (p
m+1, φm, θm).
Step 3. Correct θ
θm+1 = θm +
F∗∗ · Dθ
Dθ · Dθ ,
Xm+1 = X(pm+1, φm+1, θm+1),
where Dθ = ∂X∂θ (p
m+1, φm+1, θm).
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If the iterations have converged, the following equilibrium
conditions are satisfied
fc = 0, (18)
F · ∂X
∂φ
= 0, (19)
F · ∂X
∂θ
= 0. (20)
We stop the iterations once
Em =
maxi |xmi − xm−1i |∞
η h
< εp (21)
or
m > mmax, (22)
where Em is the maximum difference after iteration m, h is the
mesh step, η is the relaxation parameter from (10), εp is the
convergence tolerance and mmax is the maximum number of it-
erations. The curvature is obtained from the bending angle θ at
the last iteration by equation (6).
We note that the computation of forces can be simplified by
setting δ = 0 in (8) without a significant effect on the accuracy.
However, the original formulation ensures that the method re-
covers the exact curvature if the endpoints of all line segments
belong to a circle.
2.3. Particles for curvature estimation in 3D
In three dimensions, the interface is reconstructed follow-
ing [6] as well, and the normal vectors are computed using the
Youngs-centered method on a 3 × 3 × 3 stencil. In this case the
reconstructed interface is a set of planar convex polygons. We
compute the mean curvature as the average over multiple cross
sections and thus reduce the problem to the two-dimensional
case. The algorithm to estimate the mean curvature in a cell
consists of the following steps illustrated in Figure 2:
Step 1. Collect a set P of polygons from a 5 × 5 × 5 stencil
centered at the target cell. Determine the unit normal n of the
target polygon and the center xc as the mean over its vertices.
Step 2. Compute the curvature κ j in each cross section j =
0, . . . ,Ns − 1:
• Define a plane passing through xc and containing vectors n
and
τ = cos(pi j/Ns)τ1 + sin(pi j/Ns)τ2,
where τ1 = n × e, τ2 = n × τ1 and e is one of the unit
vectors {ex, ey, ez} providing the minimal |n · e|.
• Intersect each polygon in P with the plane and collect non-
empty intersections in a set of line segments L = {[al, bl]}.
• Construct a set Lˆ = {[aˆl, bˆl]} from L by computing local
two-dimensional coordinates of the endpoints
xˆ =
(
(x − xc) · τ, (x − xc) · n) ∈ R2,
where x = al or x = bl.
• Apply the procedure from Section 2.2 to Lˆ to compute the
curvature κ j.
Step 3. Compute the mean curvature
κ =
1
Ns
Ns−1∑
j=0
κ j. (23)
2.4. Convergence of iterations
We demonstrate the convergence of iterations for the equili-
bration of particles on the test case of estimating the curvature
of a sphere introduced in Section 3.1. Figure 3 shows the max-
imum of Em over all cells containing the interface at resolution
R/h = 4. In all computations we set the relaxation parameter
to η = 0.5 and use the convergence criteria with εp = 10−5 and
mmax = 20.
2.5. Sensitivity to parameters
Estimation of the interface curvature in three dimensions de-
pends on three parameters: the number of particles per string N,
the number of cross sections Ns and the distance between the
particles hp. We express the distance between the particles as
hp =
Hph
N − 1 , (24)
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Figure 2: Curvature estimation in three dimensions in case Ns = 2. (a) Interface polygons with the cross sections. (b) One cross section in local two-dimensional
coordinates.
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Figure 3: Convergence history for the maximum difference after one iteration
over all particles on a sphere at resolution R/h = 4 and with η = 0.5.
where Hp defines the length of the string relative to the mesh
step and, therefore, acts as a stencil size.
We set the parameters to N = 9, Ns = 2 and Hp = 4 and
examine their influence by estimating the curvature of a sphere
at various resolutions following the test case in Section 3.1. We
vary each parameter independently. The figures present the me-
dian error over 100 samples for the center. As seen from Fig-
ure 4, the number of particles has a minor influence on the re-
sult. Nevertheless, we observe that N = 3 provides a two times
larger error for bubbles at resolutions about one cell per radius.
The influence of Ns in Figure 5 is also small which is expected
for a sphere. However, more complex shapes such as those ob-
served during the bubble coalescence in Section 4.2, require at
least Ns = 2 as shown in Figure 7. Figure 6 shows a stronger
influence of the string length Hp. Increasing the value from
Hp = 2 to Hp = 4 reduces the error by a factor of ten.
3. Test cases
We examine the capabilities of the proposed methods on
two and three-dimensional benchmark problems: curvature of
a sphere, a static droplet and a translating droplet. The volume
fraction is initialized by the exact volume cut by a sphere (cir-
cle) [32].
We compare the results with the generalized height-function
method implemented in Basilisk [1, 25]. In Basilisk, the height
function is evaluated in cells containing the interface and a par-
ticular technique is chosen for computing the curvature depend-
ing on the resolution, i.e. the number of available heights. If the
heights are available on a stencil of 3 × 3 cells, the code uses
second-order finite differences. If the resolution is insufficient,
it fits a paraboloid to heights from mixed directions and to cen-
troids of the interface in neighboring cells.
3.1. Curvature
The volume fraction field represents a single sphere (circle)
of radius R. We vary the number of cells per radius R/h and
consider 100 samples for the center from a uniform distribution
over the octant (quadrant) of the cell, i.e. sampling each coordi-
nate from the range [0, h/2]. We compute the relative curvature
error in L2 and L∞ norms
L2(κ) =
( 1
|I|
∑
i∈I
(κi − κex
κex
)2)1/2
, (25)
L∞(κ) = max
i∈I
∣∣∣∣κi − κex
κex
∣∣∣∣, (26)
where I is the indices of cells containing the interface (i.e. cells
i for which 0 < αi < 1) and κex is the exact curvature (i.e.
κex = 2/R for sphere and κex = 1/R for circle).
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Figure 4: Curvature error for sphere in L2 and L∞ norms depending on the resolution for various values of the number of particles N = 3 , 5 ,
7 and 9 .
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Figure 5: Curvature error for sphere in L2 and L∞ norms depending on the resolution for various values of number of cross sections Ns = 1 , 2 and
3 .
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Figure 6: Curvature error for sphere in L2 and L∞ norms depending on the resolution for various values of the particle string length Hp = 2 , 3 ,
4 and 5 .
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Figure 7: Isosurfaces of the volume fraction with R/h = 9.6 at t/T = 0.17 depending on the number of cross sections Ns = 1 (left), 2 (center) and 3 (right).
Figure 10 shows the error in comparison to Basilisk. At low
resolutions, our method is more accurate in terms of the L2-
error up to eight cells per radius in 3D (and four cells in 2D) and
at resolutions below two cells per radius the error is a factor of
ten smaller. Figures 8-9 show the final configuration of particles
at resolutions below two cells per radius.
Unlike the present method, at high resolutions the method of
height functions shows a second-order convergence of the rela-
tive error. For our method the relative error approaches a con-
stant (corresponding to a first-order convergence of the absolute
curvature). We note, however, that this behavior is sensitive to
disturbances of the volume fraction field that may arise from
applying an advection scheme.
3.2. Static droplet
We apply the model described in Section 2.1 for a spherical
(circular) droplet in equilibrium. The initial velocity is zero
and the volume fraction field represents a single sphere (circle)
of radius R. We assume that both components have the same
density and viscosity such that ρ1 = ρ2 = ρ and µ1 = µ2 = µ.
This leaves one dimensionless parameter, the Laplace number
characterizing the ratio between the surface tension and inertial
forces
La =
2σρR
µ2
, (27)
which we set to La = 1200. We solve the problem on a mesh of
1283 cells (or 1282 cells in 2D) placing the droplet center in the
corner and imposing the symmetry conditions on the adjacent
boundaries. The other boundaries are free-slip walls. We vary
the number of cells per radius R/h and advance the solution
until time T = ρ(2R)2/µ.
In the exact solution, the velocity remains zero and the pres-
sure experiences a jump at the interface given by the Laplace
pressure pL = σκex. The numerical solutions develop spurious
currents due to an imbalance between the pressure gradient and
surface tension. We compute the maximum magnitude of the
spurious velocity
Umax = max
i∈C
|ui|, (28)
the corresponding Weber number
Wemax =
2ρRU2max
σ
(29)
and the pressure jump
∆p = max
i∈C
pi −min
i∈C pi, (30)
where C is the indices of all cells.
Figures 11-12 show the values of Wemax and the relative pres-
sure jump ∆p/pL at t = T depending on the resolution. The
evolution of Wemax for two selected resolutions is shown in
Figure 13. We observe that the solutions from Basilisk con-
vergence with time to a zero spurious flow at fine resolution
starting from R/h = 9.51 cells in 3D (and 3.36 cells in 2D).
This demonstrates the existence of a volume fraction field for
which the method of height functions provides a uniform curva-
ture field. However, the convergence rate significantly reduces
for R/h = 5.66, 11.31, and 22.63. Furthermore, the equilib-
rium shape is symmetric and, therefore, incompatible with ad-
vection. The spurious flow occurs in a more realistic scenario
such as the translating droplet case discussed in Section 3.3.
Meanwhile, our method provides a lower magnitude of the
spurious flow at low resolutions below R/h = 8 cells in 3D (and
2.83 cells in 2D) and a better accuracy for the pressure jump
while in Basilisk it drops to zero.
3.3. Translating droplet
We extend the previous case by adding a uniform initial ve-
locity field u(x, 0) = U = U l/|l| where l = (1, 0.8, 0.6) in 3D
8
Figure 8: Line segments of the interface (black) and positions of particles (orange) from one selected cell for a circle at resolutions R/h =
0.59, 0.71, 0.84, 1.0 and 1.19. The central particle is highlighted by a thicker edge.
Figure 9: Polygons of the interface, cross sections (black) and positions of particles (orange) from one selected cell for a sphere at resolutions R/h =
0.59, 0.71, 0.84, 1.0 and 1.19.
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Figure 10: Curvature error for a circle (top) and sphere (bottom) in L2 and L∞ norms depending on the resolution: present and Basilisk . The lines
show the median and the shades show the 10% and 90% percentiles for random positions of the center.
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Figure 11: Velocity error and the pressure jump for a static droplet in 2D depending on the resolution: present and Basilisk .
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Figure 12: Velocity error and the pressure jump for a static droplet in 3D depending on the resolution: present and Basilisk .
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Figure 13: Evolution of the velocity error for a static droplet in 3D at resolutions R/h = 9.51 (left) and 11.31 (right): present and Basilisk .
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and l = (1, 0.8) in 2D. The additional parameter of the problem
is the Weber number
We =
2ρRU2
σ
, (31)
which we set to We = 0.1 while keeping La = 1200. We solve
the problem in a periodic domain on a mesh of 1283 cells (or
1282 cells in 2D). We vary the number of cells per radius R/h
and advance the solution until time T = 2R/U.
The magnitude of the spurious flow is computed relative to
the initial velocity as the maximum over all cells
Umax = max
i∈C
|ui − U| (32)
and definitions of Wemax and ∆p follow (29) and (30). Fig-
ures 14-15 show Wemax and the relative pressure jump ∆p/pL
depending on the resolution. The quantities are averaged over
t ∈ [T/2,T ] and the evolution of Wemax for two selected resolu-
tions is shown in Figure 16. Our method provides lower mag-
nitudes of the spurious flow than Basilisk and more accurate
values of the pressure jump at resolutions below R/h = 9.51
cells in 3D (and R/h = 5.66 cells in 2D). Furthermore, it shows
a first-order convergence for Wemax throughout all resolutions
(except for a decrease in 3D above 16 cells per radius).
4. Applications
4.1. Taylor-Green vortex with bubble
The Taylor-Green vortex is a classical benchmark for the
capabilities of flow solvers to simulate single-phase turbulent
flows [35]. Here we extend the formulation by adding a gaseous
phase. The problem is solved in a periodic domain [0, 2pi]3 with
the initial velocity
ux = sin x cos y cos z, (33)
uy = − cos x sin y cos z, (34)
uz = 0 (35)
and a single bubble of radius R = 0.2 placed at (2, 2, 2). Param-
eters of the problem are the Reynolds number Re = ρ1/µ1 and
the Weber number We = 2ρ1R/σ. Here we choose Re = 800
and We = 4. The density and viscosity ratios are set to
ρ2/ρ1 = 0.01 and µ2/µ1 = 0.01.
Figure 17 shows the trajectory of the bubble at various res-
olutions in comparison to Basilisk. Both methods converge to
the same solution with the mesh refinement. However, the ac-
curacy of our method at R/h = 6.11 is comparable to that of
the other method at R/h = 12.23. Furthermore, at lower res-
olutions, Basilisk produces solutions with a bubble breakup.
One example of such behavior is presented in Figure 18 with
R/h = 6.11. Regions of higher vorticity magnitude (shown in
red) near the bubble indicate the spurious flow which later leads
to the breakup. Our method maintains the spherical shape at all
resolutions.
To evaluate the computational cost of the curvature estima-
tion, we perform the same test on a mesh of 2563 cells with
890 bubbles of smaller radius R = 0.1 seeded uniformly in the
domain. The gas volume fraction amounts to 2% and the inter-
face is distributed over 1.6% of the cells. Running the test on
Piz Daint supercomputer using 86 compute nodes takes about
5 hours and 20% of the time is spent on the curvature estima-
tion. We note that our current implementation can be further
optimized.
4.2. Coalescence of bubbles
Coalescence of bubbles and drops is an actively studied phe-
nomenon commonly found in nature and industry [4, 31]. Here
we consider coalescence of two spherical bubbles. The problem
is solved in a periodic domain [0, 1]3 with zero initial velocity
and two tangent bubbles of radius R = 0.15 placed along the
x-axis. The only parameter of the problem is the Ohnesorge
number
Oh =
µ1√
ρ1Rσ
, (36)
which we set to Oh = 0.007. The density and viscosity ratios
are set to ρ2/ρ1 = 0.01 and µ2/µ1 = 0.01.
We refer to [31] for a detailed experimental study of bubble
coalescence. The process starts with the formation of a neck
connecting the bubbles which then propagates along the bub-
ble surface. Figures 19-20 show the isosurfaces of the volume
11
10-6
10-5
10-4
10-3
10-2
10-1
100
 0.5  1  2  4  8  16  32
W
e m
ax
R / h
 0
 0.5
 1
 1.5
 2
 0.5  1  2  4  8  16  32
Δp
 / 
p L
R / h
Figure 14: Velocity error and the pressure jump for a translating droplet in 2D depending on the resolution: present , Basilisk and first-order
convergence .
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Figure 15: Velocity error and the pressure jump for a translating droplet in 3D depending on the resolution: present , Basilisk and first-order
convergence .
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Figure 16: Evolution of the velocity error for a translating droplet in 3D at resolutions R/h = 9.51 (left) and 11.31 (right): present and Basilisk .
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Figure 18: Isosurfaces of the volume fraction and the magnitude of vorticity (larger values with red) computed by the present method (top) and Basilisk (bottom)
with R/h = 6.11 at t = 2, 3, 4 and 5.
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fraction on different resolutions at t/T = 0.17 and 0.34, where
T =
√
ρ1R3/σ is the capillary time. The evolution of the neck
radius is presented in Figure 21 in comparison to the experi-
mental data reported in [31]. We found that our results match
when a factor of 1.2 is applied to the values of time from the
experiment. We observe that our method more accurately de-
scribes the shapes of bubbles compared to experimental data.
Basilisk introduces spurious disturbances on the interface near
the neck at t/T = 0.17 and the solution develops with a time
lag.
5. Conclusion
We have presented a new method for estimating the curvature
of the interface by fitting circular arcs to its piecewise linear
reconstruction. The circular arcs are represented as strings of
particles which evolve under constraints and forces attracting
them to the interface.
The application of the method on a number of benchmark
problems shows a significant improvement in the accuracy of
computing the curvature of interfaces at low resolutions over
the generalized height-function method [25] implemented in
Basilisk [1]. The present method is more accurate at resolu-
tions up to eight cells per radius and even with one cell per
radius provides the relative curvature error below 0.1. We also
demonstrate the capabilities of this hybrid method on a number
of applications including multiphase vortical flows and bubble
coalescence. Further applications include the bubble dynamics
in electrochemical cells [15] and a plunging jet with air entrain-
ment [17].
We note that at higher resolutions the present method shows
only a first-order convergence for the absolute curvature, unlike
the method of height functions which exhibits higher conver-
gence rates. Ongoing work includes a switch to the use of the
height functions if they can be evaluated in a sufficient number
of points.
The present technique restricts the particles to circular arcs
and computes the attraction force from the nearest point on
the interface. However, the method allows for modifications
of the constraints and forces. For instance, the force can be
computed directly from the volume fraction using the area cut
by the string of particles. Forces defined from the intersection
with the reconstructed volume can lead to an approach similar
to the mesh-decoupled height functions [23]. Finally, the prop-
erty of recovering the exact curvature mentioned in Section 2.2
can contribute to the existence of volume fraction fields provid-
ing a uniform curvature field and, therefore, exact equilibration
of a static droplet. Such modifications constitute the subject of
future work.
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