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ABSTRACT 
An m × n zero-nonzero pattern sV" with the Hall property allows a fidl rank 
matrix A ~ s~" with a QR faetorization. The union of patterns occurring in Q over all 
such A is denoted by ¢¢, By further restricting oa¢ to have the strong Hall property, a 
Hasse diagram that is a forest is used to characterize patterns ~" that yield ~Y =,a/, 
thus preserving the sparsity of ~'. For fixed n, the sparsest n × n such patterns are 
characterized by a binary rooted tree. © 1998 Else~her Science Inc. 
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1. INTRODUCTION 
S. IWATA ET AL. 
For m >~ n, ~¢ is an m × n (zero-nonzero) pattern described by an 
m × n array with 0 and * (nonzero) entries. For an m × n matrix A with 
pattern ~¢, we write A ~.a¢. As in [5], we restrict attention to patterns 
satisfying the Hall property, i.e., every k columns, 1 ~< k ~ n, collectively 
have nonzero entries in at least k rows. The Hall property is a necessary and 
sufficient condition for the existence of a matrix A ~ ~¢ of fidl rank n; such 
matrices A have a unique QR faetorization, with Q an m × n matrix having 
orthonormal columns and R an n × n upper triangular matrix having positive 
diagonal entries. Given a pattern z~ ¢, the unions of the patterns occurring in Q 
and R over all full rank matrices A ~ ~¢ are patterns denoted by ¢~ and ~q~, 
respectively. Sparsity analysis of QR faetorization has been considered by 
several authors; see, e.g., [2, 4-7]. In these and our analyses, the results are 
combinatorial in nature, and accidental numerical cancellation is ignored. We 
assume throughout that n >/2. 
Our aim is to characterize those patterns ~¢ that yield ~ =~¢, thus 
ensuring any sparsity in ~ is preserved in the orthogonal factor. To achieve 
this aim, we further restrict attention to patterns with the strong Hall 
property [5, 7], i.e., every k columns, 1 ~< k < m, collectively have nonzero 
entries in more than k rows. Our characterization is given in terms of the 
Hasse diagram of the partial order among columns defined by set inclusion. 
As an application of this result, we characterize, in terms of a binary rooted 
tree, the sparsest square strong Hall patterns (i.e., with the least number of 
nonzero entries) for which ¢¢ = ~¢. Finally, we comment on the case when ~¢ 
has the Hall property, but not the strong Hall property. 
2. STRONG HALL PATTERNS WITH ~¢ =~¢ 
Consider an m × n pattern ~¢ with m/> n satisfying the following two 
properties: 
(P1) ~¢ has the strong Hall property, 
(P2) ~ =se. 
Let B ={1,2  . . . . .  m} and C ={1,2  . . . . .  n} be the sets of row and 
column indices, respectively, of ~,  and let the (i,j) entry of ~¢ be denoted 
by oqj; thus aij ~ {0, *}. For a subset J c C, define F( J )  = {i ~ B : 3 j ~ J 
with aij = * }, and write F({j}) as F(j). The strong Hall property (P1) is 
equivalent to 
I r ( J ) l  > IJI VJcC, O<lJl<m. 
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Two columns i and j are combinatorially orthogonal if each term in their 
inner product is zero, i.e., F( i )  f] F ( j )  = Q. 
For given 5~' satisfying (P1), Corollary 4.8 of [5] shows how to compute ~. 
We restate this result, which we use to transform the linear algebraic 
condition (P2) into a purely combinatorial condition (P2*). 
THEOREM 2.1 [5]. For m >1 n, let 5~' be an m × n pattern satisfying 
(P1). For any fixed j, 1 <~j <~ n, partition {1 . . . . .  j} c C into two disjoint 
sets Xj and Yj, for  which j ~ Xj, F(Xj)  f] F(Yj) = O, and I~1 is as large as 
possible. Then the ( i , j )  entry of ~ is nonzero iff i ~ F(Xj). 
TIqEOREM 2.2. The m × n pattern ~ satisfies (P1) and (P2) /ff 
satisfies (P1) and (P2*) with 
(P2*) F( i )  ___ F ( j )  or F(i)  A F ( j )  = Q for all i < j and j = 2, 3 . . . . .  n. 
Proof. Assume first that (P1) and (P2) are true. By Theorem 2.1, for any 
fixed j , F( j )  = F(X,). I f  i < j ,  then i ~ Xj or i ~ Yj, and hence F( i)  _ 
F(Xj)  = F ( j )  or F(i3 _ F(Yj) with F(Yj) • F ( j )  = Q. These are equivalent 
to (P2*). The converse follows by a similar argument. • 
Thus, in the presence of (P1), properties (P2) and (P2*) are equivalent; 
we write (P2) in what follows. 
Consider a partial order * among columns defined by 
u ~ v ~ u ~< v and F (u)  c_ F (v ) .  
The notation u -< v means u ~ v and u ¢ v. Theorem 2.2 implies that if ~¢ 
satisfies (P])  and (P2), then its Hasse diagram H (see, e.g., [9]) is a forest. 
The node set of H is {1, 2 . . . . .  n}, where node j corresponds to column j of 
5~'. There is an edge from v to u iff u -< v and there is no w such that 
u -~ w -< v. Each connected component is a rooted tree, where the root is 
the maximal column with respect o the partial order. The path from this root 
to any other node u in the same component is unique; if this path passes 
through node v, with v ¢ u, then v is a (proper) ancestor of u, and u is a 
(proper) descendant of v. If, in addition, there is an edge from v to u, then v 
is a parent of u, and u is a child of v. We further note that in fact each 
connected component of H is a monotone ordered tree with each node 
numbered before its parent (i.e., u < v if u is a child of v). Let Chd(v)  
denote the set of children of v. Each rooted tree determines a depth 
structure, with the root r at depth 0, Chd(r )  at depth 1, and so on until the 
greatest depth contains only leaves. 
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For each node v in H, we introduce the following notation: 
=lr (v ) l ,  
/3(v) = I{v} U {descendants of v}l 
=l{u  C:u  v}l, 
= r (v )  - ¢ (v ) .  
Using these, we have the following characterization. 
THEOREM 2.3. For m >1 n, given an m × n pattern ~ satisfying (P1) 
and (P2), every node v in the Hasse diagram H as defined above satisfies the 
fol lowing two properties: 
(T1) I f  v < m, then m >~ T(v) and ~(v)  >~ 1; / fv  = m = n, then m = 
T(v) and ~(v)  = O. 
(T2) 8(v) >/ Eu~Chd(v)~(U)  --  1. 
Conversely, given a forest on n nodes consisting o f  t monotone ordered trees 
T k rooted at r k, 1 <~ k <~ t, with each node v having T(v) specified such that 
E~= 1T(rk) = m and (T1), (T2) are true, then an associated m x n pattern s¢ 
can be constructed with T(v) = IF(v)l fo r  v c C such that (Pl) and (P2) are 
true. 
Proof. Consider ~¢ satisfying (P1) and (P2) and the Hasse diagram H 
defined above. It is clear that m >/ T(v) >/ 2 for all v ~ C. Suppose for some 
v < m that 6(v) ~< 0, i.e., T(v) ~</3(v). Then the columns corresponding to
/3(v) collectively have nonzero entries in at most T(v) ~< /3(v) rows, which 
contradicts he strong Hall condition (P1). If m = n, every entry of column n 
must be nonzero. Thus (T1) is true. Suppose now that v has only one child u. 
Then F(u) ___ F(v), and so T(v) >~ T(u). If v has distinct children 
Ul, U 2 . . . . .  Up, then F(ui) fq F(uj) = O for distinct i , j  ~ {1,2 . . . . .  p}, and 
F(ui) ___ F(v). Hence T(v) >1 Eu~Chd(v)~/(u). Subtracting /3(v) from each 
side, and noting that /3(v) - ~2~  cha(v)/3(u) = 1, gives (T2). 
For the converse, it suffices to prove the following. 
CLAIM. Given a monotone ordered rooted tree T on r nodes with root r 
and each node v having T(v) specified with (T1) and (T2) true, then a 
T(r) × r pattern ~ can be constructed with T(v) = rF(v)l fo r  each node v, 
such that (P1) and (P2) are true. 
SPARSITY IN ORTHOGONAL FACTORIZATION 349 
Proof of the Claim. It is obvious that the claim holds for r = 2. Using 
induction on the number of nodes r, suppose now that the claim holds for all 
r < q for a fixed q. We shall prove that it also holds for r = q. For each child 
u of the root r of a tree T on q - 1 nodes, consider the subtree T,, having 
/3(u) nodes and root u. Then by the inductive hypothesis, T, satisfies (T1) 
and (T2), and a y(u) X /3(u) pattern s~,, satisfying (P1) and (P2)^can be 
constructed. Consider a block^diagonal pattern sO' as (t~ ~Cr, d(nd,,. Now 
construct a y( r )  × r pattern a¢ from a e' by appending a fully nonzero vector 
pattern of length y ( r )  as column r. This construction ensures that ~a~ has 
[F(v)l = ,/(v) for each v and satisfies (P1) and (P2), completing the proof of 
the claim. • 
t ^ The converse now follows by taking a¢ = Ok: l~k,  where ~a) k is the 
pattern constructed from T k with root r k as in the above claim. • 
Note that the forest satisfying (TI) and (T2) must be a tree if m = n. In 
this case, the root n has only one child, say u, which also satisfies y(u) = i~. 
In the converse of the above result, given H and {y(v)}, the pattern .~ 
may not be unique (even up to row permutations), as some column permuta- 
tions may be allowed. The characterization f Theorem 2.3 yields patterns 
that allow orthogonality, but does not yield all such patterns. For example, if 
a¢ is a full lower Hessenberg pattern with n >~ 3, then ~g =/= o~, although ,~ 
allows orthogonality. In addition, our characterization yields a proper subset 
of patterns for strong Hall matrices (see [1]). 
Theorem 2.3 is illustrated by the following example. 
EXAMPLE 2.4. Consider the Hasse diagram in Figure 1, in which node 5 
is the root and /3(1) =/3(2) =/3(3) = 1, /3(4) = 4, and /3(5) = 5. If, fbr 
example, 7(1) = -/(2) = ,/(3) = 2, 7(4) = 6 and ,/(5) = 6, then (T1) and 
FIG. 1. 
( 
The Hasse diagram 
) 
of the pattern in Example 2.4. 
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(T2) are satisfied. Note, however, that 3 (4)= 2. The associated 6 × 5 
pattern 
= 
i 0 0 * * 
* 0 * * 
0 * * * 
0 0 * * 
• 0 * * 
0 * * * 
has IF(v)l = 3,(v) for 1 ~< v ~< 5, and (P1) and (P2) are satisfied. 
3. SPARSEST STRONG HALL PATFERNS WITH t~ =d 
This section is devoted to the characterization of the sparsest n × n 
patterns that satisfy (P1) and (P2) for fixed n. Note that for m > n, the 
sparsest patterns have m-n  zero rows. In the square ease, the Hasse 
diagram of ~¢ is the tree T rooted at n with y(v) specified for each node v 
and satisfying (T1) and (T2). The sparsity of the square pattern ~¢ is 
measured by the number of nonzeros, namely 
u(r) = E r (v) .  
vET 
We deduce some properties for a tree that minimize this sparsity; such a tree 
is denoted by T °. In particular, T ° is shown to be a binary tree, i.e., each 
node in T ° has at most two children. 
LEMMA 3.1. In T °, every node s, except for the root, has ~(s) = 1. 
Proof. Consider s as the child of the root n. Then 6(s) = 1 by the note 
following Theorem 2.3. For any leaf s, /3(s) = 1. If a leaf s has y(s) ~> 3, 
then y(s) can be reduced to 2 without violating (T1) and ('1"2). But this 
decreases /x(T°), thus contradicting the minimality. Thus, for a leaf, y(s) = 2 
and hence 6(s) = 1. So now consider node s, neither the child of the root 
nor a leaf, and assume that 8(s) > 1. Take v as a node at the maximum 
depth among all nodes with these properties. Thus v has a parent u and child 
w, with 6 (v )> 8(w)= 1 and T (v ) -  T (w)= 8(v )+13(v) - [8 (w)+ 
13(w)] >/2, since fl(v) >/fl(w) + 1. Move the subtree rooted at w up so 
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that w is a child of u (i.e., a sibling of v), and assign 3`(v) := 3`(v) - 3`(w) 
and /3(v) :=/3(v)  - /3 (w) .  All other nodes in T ° retain the same 3' and /3 
values. This does not violate (T1) or (T2), but does reduce IX(T °) by 3`(w), 
which contradicts the minimality. Thus 3(s) = 1 for every node s in T ° 
except for the root. • 
COROLLARY 3.2. T ° is a binary tree. 
Proof. By (T2), ~(v) >~ Eu~Chd~3(u)  - 1. But, by Lemma 3.1, each 
3(u) = 1. I f  v is not the root, then 3(v)  = 1 and thus IChd(v)l ~< 2. For the 
root n, we have IChd(n)l = 1. • 
We further have the following lemma, whose proof is omitted here. 
LEMMA 3.3. In T °, every node u with IChd(u)l ~ 1, except for  the root, 
differs front any leaf by at most one in depth. 
It follows from Corollary 3.2 and Lemma 3.3 that for n = 2 k + l, with 
k >/ 1 and 0 ~ 1 < 2 k, T ° is a complete binary tree on 2 k - 1 nodes with 1 
leaves and a root added. The sparsity IX(T °) is given by the following lemma 
independently of the position of these leaves. 
LEMMA 3.4. For n =2 k + l, with k >~ 1 and 0<<,1<2 k, let T* be a 
binary tree obtained f rom a complete binary tree on 2 k _ 1 nodes by adding l 
leaves and a root. I f  6(s)  = 1 holds for  every node s in T* except for  the 
root, then Ix(T*) = n + nk + 2l. 
Proof. Let N h be the set of nodes with depth h in T*. Then 
k+l  
Ix(r*)=n+ E E 3`(v). 
h=l  t~EN h 
Since 3`(v) = 2 for all leaves, Ev ~ N~+ ~3`(v) = 21. For each h with i ~< h ~ k, 
we have 
3`(v)  = + /3 (v )  
v~N h yEN h 
= 2 h -1  + (n  - 1)  - (2  h -1  - 1) 
~ n ,  
Hence we obtain IX(T*) = n + nk + 21. 
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It follows from Theorem 2.3 and Lemma 3.4 that any such tree gives the 
sparsest n × n pattern satisfying (P1) and (P2). Hence we have the following 
theorem. 
THEOREM 3.5. For f ixed n = 2 k + 1, with k >~ 1 and 0 <~ l < 2 k, let 
be an n × n pattern satisfying (P1) and (P2), and let its Hasse diagram be 
the tree T rooted at node n. Then se" is a sparsest n × n pattern and T is a 
minimizing tree T ° i f f  T is a complete binary tree on 2 k - 1 nodes with l 
leaves and a root added, and 6(v )  = 1 fo r  all nodes v except fo r  the root n. 
For  given n, the binary tree T °, and hence the sparsest pattern, is not in 
general unique, as the following example illustrates. 
EXAMPLE 3.6. For  n = 6, two distinct sparsest patterns are 
* 0 0 0 * * 
0 * 0 * * * 
0 0 * * * * 
* 0 0 0 * * 
0 * 0 * * * 
0 0 * * * * 
and 
* 0 * 0 * *7  
1 
0 * 0 * * * 
* 0 * 0 * * 
0 * 0 * * * " 
0 0 * 0 * * 
0 0 0 * * * 
Note that these two sparsest patterns have 22 nonzeros, but different Hasse 
diagrams. • 
For  n ~ {2 k - 1, 2 k, 2 k + 1}, however, the minimizing rooted binary tree 
is unique (up to isomorphism). For  n = 2 k, T ° is a complete binary tree on 
2 k - 1 nodes with a root added. The corresponding pattern can be written in 
the recursive form 
where ~¢1 = [*] and oczk is a diagonal 2 k × 2 k pattern with * at each 
diagonal entry. In this pattern, if  any * is set to 0 in the first 2 k columns, 
then the resulting pattern no longer has the strong Hall property, whereas 
this operation on the last 2 k columns causes fill in ~f. 
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4. CONCLUDING COMMENTS 
For a pattern a ¢ with the Hall property, when de = a¢, the pattern ~ is 
given by the upper triangular part of acrae; see Theorem 5.1 of [5]. Note that 
the Hall property makes it possible to permute the rows of a¢' so that each 
diagonal entry is nonzero, with de being permuted in the same way and NX 
unaltered. 
THEOREM 4.1. For m >~ n, let a¢ be an m × n pattern with each 
diagonal entry nonzero, and satisfying (P1) and (P2). Then the pattern ~ is 
given by the upper triangular part of J .  
Proof. Let the (i, j )  entries of at', ~ be given by aij, Pij ,  respectively. 
Then Pii = * (by definition) and so the patterns of a e and ~ agree on the 
diagonal. Consider a fixed entry Pi, i+p,  where 1 ~< p ~< n - i. This entry is 
given symbolically by the inner product of columns i and i + p of ,~. Since 
(P1) and (P2) hold, either F(i) N F(i +p)=Q or F(i) GF( i  +p)  is 
satisfied. If these columns are combinatorially orthogonal, then p~,~+p = 0, 
and in this case ai,i+ p = O, since ai~ = *. In the other case, a ,  = * implies 
that a~ i+p = *' and together these imply that Pi, i+t) = *" • 
When a¢ has the Hall property, but not the strong Hall property-, then 
zero entries in de may appear due to the presence of Hall sets (see [5]). In 
this case, the pattern 5g may first be permuted into block upper triangular 
form, so that each diagonal block ae" 1. . . . .  ~ has the strong Hall propert? T. 
This is the Dulmage-Mendelsohn decomposition; see [3, 6, 8]. For each 
diagonal block ~,  1 <~ j <~ t, the result of Theorem 2.3 holds, characterizing 
when ~ =a 5 in the QR decomposition. When ~ =aSj, the result of 
Theorem 4.1 can be used to determine ~j .  
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