Abstract. We prove that the higher Frobenius-Schur indicators, introduced by Ng and Schauenburg, give a strong enough invariant to distinguish between any two TambaraYamagami fusion categories. Our proofs are based on computation of the higher indicators as Gauss sums for certain quadratic forms on finite abelian groups and relies on the classification of quadratic forms on finite abelian groups, due to Wall.
Introduction
Fusion categories (see [ENO1] ) occur in various branches of mathematics: low dimensional topology, subfactors, quantum groups, to name a few. Classification of fusion categories, although currently out of reach in general, is a main driving question in the area. A natural method for classifying objects in mathematics is via numerical invariants. In [NS1] , Ng and Schauenburg introduced a class of invariants of spherical pivotal fusion categories (to be simply called spherical categories) called the higher Frobenius-Schur indicators. Let C denote a spherical category. For each simple object x of C and each integer k ≥ 1, Ng and Schauenburg defines a complex number ν k (x), called the k-th indicator of x. These build on and generalize many previous works, e.g. [Ba] , [FGSV] , [FS] , [KSZ] , [LM] , [MN] ; we refer the reader to the introduction of [NS1] for more datails. For k = 2, these invariants generalize the classical Frobenius-Schur indicator of a finite group representation. The Frobenius-Schur indicators of the simple objects of C can be used to define the Frobenius-Schur exponent of C, denoted FSexp(C). When C is the representation category of a quasi-Hopf algebra, FSexp(C) is equal to exp(C) or 2 exp(C) ([NS2] , theorem 6.2) where exp(C) denotes the exponent of C in the sense of Etingof et.al. ( see [E] and its references).
The higher indicators are powerful tools for studying pivotal categories. For example, they were used in [NS3] to prove that the projective represenation of SL 2 (Z) obtained from a modular tensor category factors through a finite quotient SL 2 (Z/nZ) for some n. In this article we demonstrate that the numbers ν k (x), as k varies over natural numbers and x varies over the set of simple objects of C, give a strong enough numerical invariant of C that is able to distinguish between any two spherical categories in an interesting class, known as Tambara-Yamagami categories (TY-categories for short).
Let G be a finite group. Let S be a finite set which contains G and one extra element, denoted m. Consider the following fusion rule on S:
g ⊗ h = gh, m ⊗ g = g ⊗ m = m ⊗ m = m for all g, h ∈ G.
In [TY] , Tambara and Yamagami classified all fusion categories that have the above fusion rule; for a conceptual proof of this classification see [ENO2] , example 9.4. Such fusion categories exist only if G is abelian and are classified by pairs (χ, τ ) where χ : G × G → C * is a non-degenerate symmetric bicharacter on G and τ is a square root of |G| −1 ; For each tuple (G, χ, τ ) as above, there exists a spherical category, denoted TY(G, χ, τ ) . Two TYcategories C = TY(G, χ, τ ) and C ′ = TY(G ′ , χ ′ , τ ′ ) are isomorphic as spherical categories if and only if τ = τ ′ and (G, χ) ≃ (G ′ , χ ′ ), that is, there exists an isomorphism f : G → G ′ such that χ ′ (f (x), f (y)) = χ(x, y) for all x, y ∈ G. Let Irr(C) = G ∪ {m C } be the simple objects of C. We shall prove the following theorem:
1.1. Theorem (same as theorem 6.10). Let C and C ′ be two TY-categories. If ν k (m C ) = ν k (m C ′ ) and x∈Irr(C) ν k (x) = x∈Irr(C ′ ) ν k (x) for all k ≥ 1, then C ≃ C ′ as spherical fusion categories.
Next we describe our plan for the proof of this theorem and give a summary of contents of the sections. Let µ n denote the set of n-th roots of unity in C. Let C = TY(G, χ, τ ) and C ′ = TY(G ′ , χ ′ , τ ′ ) be two TY-categories such that the assumptions in our theorem hold. Define the k-torsion subgroup of G:
Theorem 3.2 of [Shi] implies x∈G ν k (x) = |G[k]|. Since the sizes of the various k-torsion subgroups of G determine the isomorphism type of G, we may assume that G = G ′ . Also one checks that sign(τ ) = ν 2 (m C ), so τ = τ ′ . Most of the work goes into showing that if ν k (m C ) = ν k (m C ′ ) for all k, then (G, χ) ≃ (G, χ ′ ). Shimizu calculated ν k (m C ) (see [Shi] , theorem 3.3, 3.4) using an expression for the indicator in terms of the twist of the Drinfeld center of C ([NS2] theorem 4.1). This project started for us when Richard Ng asked us whether the eighth root of unity in [Shi] theorem 3.5, is related to the signature modulo 8 for some related lattice. This indeed turns out to be the case. A simple re-statement of Shimizu's result gives us a formula relating the indicators ν 2k (m C ) to certain quadratic Gauss sums; see lemma 5.2. In view of this formula, the appearance of the 8-th root of unity in theorem 3.5 of [Shi] becomes a consequence of Milgram's formula (see lemma 5.4). The formula in lemma 5.2 is the starting point for our calculations and we want to explain it in precise terms. For this we need some notation.
Let H be an abelian group, always written additively in this paper, unless otherwise stated. A quadratic form u : H → Q/Z is a function such that u(−x) = u(x) for all x ∈ H and such that ∂u(x, y) = u(x + y) − u(x) − u(y) is a Z-bilinear map from G × G → C. Given a pair (H, u) , one defines the associated quadratic Gauss sum Θ(H, u) = |H| −1/2 x∈H e 2πiu(x) .
As above, let G be a finite abelian group and χ be a non-degenerate symmetric bicharacter of G. Given (G, χ), we choose a quadratic form q on G such that χ(x, y) = e 2πi(−∂q(x,y)) .
Such a q always exists. For k ≥ 1, let F k (G) = {(x 1 , · · · , x k ) ∈ G k : j x j = 0} and F k (q) : F k (G) → C be the quadratic form: F k (q)(x 1 , · · · , x k ) = j q(x j ). Then, in lemma 5.2, we prove ν 2k (m C ) = sign(τ ) k Θ(F k (G), F k (q)).
Section 6 is the heart of this paper. Much of the calculation in section 6 is geared towards finding explicit expressions for Θ(F k (G), F k (q)) by decomposing the form (F k (G), F k (q)) into "irreducible pieces" of rank one or two and using the classification of the irreducible quadratic forms and the known values of Gauss sums of these irreducible forms. The calculations are more complicated when G is a 2-group; this is a well known feature in the theory of quadratic forms on finite groups. When G is a 2-group, and v 2 (k) (the two-valuation of k) is at least 1, we relate the Gauss sum Θ(F k (G), F k (q)) to an invariant σ v 2 (k) (∂q) of the the pair (G, ∂q).
The invariant σ n (∂q)'s are a generalization of Karviere-Brown-Peterson-Browder invariant, see ( [KK] page 33). Detailed calculation of the values of the Gauss sums and properties of the invariant σ n (∂q) lets us conclude that the bicharacter χ can be recovered from values of the Gauss sums, thus proving our theorem. Sections 2 through 5 contain preparations for performing the calculations in section 6. In section 2, we collect the background material necessary for quadratic and bilinear forms on finite abelian groups and their classification. The results here are mostly due to C.T.C.Wall [W] ; also see [Mi] , [KK] , [Nik] . Proofs of all the results in section 2 can be probably be extracted from these references but in some cases this might not be too easy. Moreover these papers use distinct sets of notations for similar objects. For this reason, we have included most of the proofs of the results that we use, but we have moved them back to an appendix. In particular, we have included a proof of the existence part of the classification of non-degenerate quadratic and bilinear forms on finite groups. Our proof amounts to diagonalizing a matrix over Z/p r Z via conjugation (or decomposing it into block matrices of size at most two when the prime p = 2). This is achieved by the well known algorithm for diagonalizing quadratic forms over p-adic integers given in [CS] , chapter 15, section 4.4. We decided to include a proof since we could not find this argument written out in literature for quadratic forms on finite groups.
In section 3, given a quadratic form q on a finite abelian group G and a symmetric k × k integer matrix M, we define a quadratic form M ⊗q on G k . This is like taking tensor product of two bilinear forms. The reason for introducing the quadratic form M ⊗ q is that the pair (F k (G), F k (q)), whose Gauss sum we need to compute, has the form (G k−1 , T k ⊗ q) for an integer matrix T k and we can decompose (G k−1 , T k ⊗ q) into irreducibles by decomposing (G, q) into irreducibles and decomposing T k into block matrices of blocks of size at most two.
Section 4 contains the background on values of Gauss sums, in particular the Gauss sums of all the irreducible non-degenerate forms. Section 5 introduces the TY-categories in detail and relates the indicator values ν 2k (C) with Gauss sums. With these preparations, we prove our main theorem in section 6.
Finally, section 7 uses our main theorem to address a recent conjecture of Turaev and Vainerman [TV] regarding 3-manifold invariants constructed from T Y -categories. Given a compact 3-manifold M and a spherical category C, one can define an invariant |M| C , called the state-sum invariant, see [TV] . Let Z(C) denote the Drinfeld center of C. Recently it was shown that |M| C = τ Z(C) (M), where τ Z(C) (M) denotes the Reshetikhin-Tureav invariant.
2 ) denote the lens spaces. In theorem 7.4, we show that a TY-category C = TY(G, χ, τ ) is determined by the sequence of state-sum invariants {|L k,1 | C : k ≥ 1} as long as we restrict to categories such that |G| has an odd factor. Turaev and Vainerman proved this result assuming that |G| is odd and conjectured that a similar result should hold for groups of even order. In example 7.5, we exhibit two non-isomorphic tuples (G, χ, τ ) and (
In our example, both G and G ′ has order 64. This example demonstrates that one needs to put some hypothesis on the possible orders of G, or else consider state-sum invariants of other 3-manifolds if one has to recover the category from the data of these invariants.
Quadratic and bilinear forms on finite abeliean groups appear in various places in topology and geometry. We give some examples:
• The "torsion linking pairing" on the torsion part of the n-th integral homology of a (2n + 1) dimensional real compact manifold coming from Poincare duality and intersection pairing, for example, see [KK] . For 3-manifolds we get a pairing on the torsion 1-cycles related to the linking number. For this reason, discriminant forms are called linking pairs in [KK] .
• Intersection pairing on the torsion part of middle cohomology of a (4n+2) dimensional manifold and computation of Kervaire-Arf invariants, see [Br] .
• Study of integral lattices coming from algebraic geometry, for example study of K 3 surfaces, see [Nik] .
For this reason we have borrowed the name "discriminant form" from [Nik] for pairs (G, b) . We hope that the methods of calculation of Gauss sums in section 6 will have other uses in computations of Gauss sums coming from the above sources.
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Bilinear and quadratic forms on finite abelian groups
Some notation: We let µ n be the group of n-th roots of unity in C. Let µ ∞ = ∪ n≥1 µ n . Let e(x) = e 2πix for x ∈ R and e(∞) = 0. If R is a commutative ring, we let M n (R) be the ring of n × n matrices with entries in R. Let S be an R-module. Then S n is a (left) M n (R)-module and M n (S) is a M n (R)-bimodule. The action of M n (R) on S n is obtained by writing elements of S n as column vectors and multiplying by the matrix on the left. The two actions of M n (R) on M n (S) are by left and right multiplication.
2.1. Definition. Let G be a finite abelian group (written additively). Let exp(G) be the exponent of G. A symmetric bilinear form on G is a function
such that b(x, y) = b(y, x) and b(x + y, z) = b(x, z) + b(y, z) for all x, y, z ∈ G. It follows that for each x ∈ G, the functions b(x, ·) : G → Q/Z and b(·, x) : G → Q/Z are Z-module homomorphisms. Note that a bilinear form b on G takes values in exp(G) −1 Z/Z. Define the radical of b to be the subgroup rad(b) = {x ∈ G : b(x, y) = 0 for all y ∈ G}. A discriminant form is a pair (G, b) where G is a finite abelian group and b is a symmetric bilinear form on
A function q : G → Q/Z is called a quadratic form on G if q(−x) = q(x) and ∂q is a symmetric bilinear form on G. If q is a quadratic form, then one verifies that q(nx) = n 2 q(x) for all n ∈ Z. Let G be a finite abelian group and q be a quadratic form on G. We say that the pair (G, q) is a pre-metric group. We say that q is non-degenerate and (G, q) is a metric group if the bilinear form ∂q is non-degenerate.
The morphisms in the categories of discriminant forms and pre-metric groups are defined as usual. Isomorphisms are often called isometries. There is an obvious notion of orthogonal direct sum on discriminant forms and pre-metric groups. If (G 1 , q 1 ) and (G 2 , q 2 ) are two pre-metric groups, we let (G 1 , q 1 )⊥(G 2 , q 2 ) denote their orthogonal direct sum. The map (G, q) → (G, ∂q) defines a functor from the category of pre-metric groups (resp. metric groups) to the category of discriminant forms (resp. non-degenerate discriminant forms).
Let (G, q) be a pre-metric group. Let a ∈ G. Note that ∂q(a, a) = 2q(a), and so q takes value in (2 exp(G))
) 2 ∂q(a, a). Hence q actually takes values in exp(G) −1 Z/Z and ∂q determines q. But this fails for groups of even order. For example, consider the non-degenerate bilinear form on Z/4Z given by b(x, y) = xy/4. Then q(x) = x 2 /8 and q ′ (x) = 5x 2 /8 are two distinct quadratic forms on Z/4Z such that ∂q = ∂q ′ = b.
2.2. Definition. Let p be a prime and G be an abelian p-group.
) if x is a non-zero element of G, and v p (0) = ∞. We say that
This definition of p-valuation is a convenient notation for us because of the following example. Let Q (p) be the ring of all rational numbers of the form m/p r where m ∈ Z and r ∈ Z ≥0 . If (G, q) is a pre-metric p-group, then observe that q and ∂q takes values in the Z-module Q (p) /Z. If α is a non-zero element of Q (p) /Z, then it can be written as p −n a for some a ∈ Z relatively prime to p. One has v p (α) = −n.
The next two lemmas are elementary. The proofs are left out as easy exercise.
2.3. Lemma. Let G be an abelian p-group.
(a) Let x ∈ G and r ∈ Z. Then rx = 0 if and only if
2.4. Lemma. Let p be a prime. Let b be a bilinear form on a finite abelian p-group G.
2.5. Definition. Let (G, b) be a discriminant form. Let e 1 , · · · , e k ∈ G and b ij = b(e i , e j ). The matrix B = ((b ij )) is called the gram matrix of e 1 , · · · , e k . We shall write name (from [Mi] Table 1 . Irreducible quadratic and bilinear forms. For p = 2 and r = 1 or 2, some of the forms above are isometric. For example A 2 ≃ C 2 .
2.6. Definition. A discriminant form (resp. pre-metric group) is called irreducible if it cannot be written as an orthogonal direct sum of two non-zero discriminant forms (resp. pre-metric groups). A finite abelian group is homogeneous if it is isomorphic to (Z/p r Z) n for some prime p and positive integers r and n. An element of (Z/p r Z) n will often be written as a vector whose entries come from Z/p r Z. A discriminant form on a homogeneous finite abelian group will be often written down as ((Z/p r Z) n , B) where B is a n × n matrix with entries in p −r Z/Z such that b(x, y) = x tr By for all x, y ∈ (Z/p r Z) n . Let p be an odd prime and u p denote a quadratic non-residue modulo p. Table 1 lists the irreducible metric groups (G, q) and corresponding irreducible discriminant forms (G, ∂q).
Next, we shall state the results we need about diagonalization of quadratic and bilinear forms and the almost equivalent problem of decomposing of matrices over Q (p) /Z into block matrices of size at most 2 by conjugation. The proofs of the four lemmas below are given in appendix A. We include a proof of theorem 2.7 of [W] in appendix A since this does not require much extra work, and since part (b) of 2.7 is not explicitly stated in [W] .
2.7. Theorem ( [W] , also see [Mi] , [Nik] ). (a) Each non-degenerate discriminant form is an orthogonal direct sum of the irreducible discriminant forms listed in table 1.
(b) Each metric group is an orthogonal direct sum of the irreducible metric groups listed in table 1.
It follows that given any non-degenerate bilinear form b on a finite abelian group G, there exists a quadratic form q on G such that ∂q = b.
. It is easy to see that (G, b) is an orthogonal direct sum of (G (p) , b (p) ) as p varies over primes. So it suffices to decompose (G, b) into irreducibles when G is a p-group for some prime p.
Let G be a finite abelian p-group and b be a non-degenerate symmetric bilinear form on G. The algorithm for decomposing (G, b) into irreducibles boils down to diagonalizing symmetric matrices with entries in Q (p) /Z via conjugation, or equivalently, via "elementary row-column operations", defined in appendix A. The algorithm for diagonalization is the same as the well known algorithm for diagonalizing quadatic forms over p-adic integers, see, for example, [CS] chapter 15, section 4.4. The diagonalization algorithm gives us the next two lemmas 2.8 and 2.9.
2.8. Lemma. Let p be an odd prime. Let u p be a quadratic non-residue modulo p. Let A = 0 be a symmetric matrix in M n (Q (p) /Z). Let r 1 be the smallest number such that p r 1 A = 0. (a) Then there exists a matrix S ∈ GL n (Z) such that S mod p ∈ GL n (Z/pZ) and
Let m be the smallest number such that 2 m A = 0. Then there exists a matrix S ∈ GL n (Z) such that (S mod 2) ∈ GL n (Z/2Z) and S tr AS is block diagonal with blocks of size 1 or 2. Each block is of the form
where r is some non-negative integer, a, b, c are integers with b odd and δ ∈ {0, ±1, ±5}. The largest r that shows up is equal to m.
(b) Let G be a finite abelian 2-group and b be a non-degenerate bilinear form on G.
is a block diagonal matrix with with blocks of size one or two. Each block is of the form given in (1) where r is some positive integer, a, b, c are integers with b odd and δ ∈ {±1, ±5}.
For p-groups with p odd, Wall's theorem 2.7(a) follows from lemma 2.8. For p = 2, we need lemma 2.9 and we also need the two lemmas 2.10 and 2.11 given below, that describe the irreducible non-degenerate quadratic and bilinear forms on homogeneous abelian 2-groups of rank 2. Proving lemmas 2.10 and 2.11 depends on solving a system of congruence equations modulo 2 n for all n. This can be done by standard application of Hensel's lemma.
2.10. Lemma. Let q be an irreducible non-degenerate quadratic form on G = (Z/2 r Z) 2 . Then there exists A, B, C ∈ Z with B odd such that q(x 1 , x 2 ) = 2 −r (Ax
2.11. Lemma. (a) Let A, B, C be odd integers. Let r ≥ 1. Then there exists a matrix S ∈ M 2 (Z) such that S 2 1 1 2 S tr ≡ 2A B B 2C mod 2 r and S ≡ I mod 2. (b) Let A, B, C be integers such that AC is even and B is odd. Let r ≥ 1. Then there exists a matrix S ∈ M 2 (Z) such that S 0 1 1 0 S tr ≡ 2A B B 2C mod 2 r and S ≡ A 1 1 C mod 2.
3. Larger bilinear and quadratic forms from smaller ones
One
The proof is routine verification, which we omit.
3.3. Lemma. Let M and S be be n × n integer matrices with M symmetric. Let q be a quadratic form on a finite abelian p-group G for some prime p. Suppose (S mod p) ∈ GL n (Z/pZ). Then left multiplication by S defines an isometry between the pre-metric groups
Proof. Since (S mod p) ∈ GL n (Z/pZ), the determinant of S is relatively prime to p. Let K be an integer such that K det(S) ≡ 1 mod exp(G). Then left multiplication by K adjugate(S) gives an inverse to the left multiplication by S on G n . Thus S is defines an automorphism of G n . It remains to verify that this automorphism preserves the quadratic forms, that is,
for g 1 , ..., g n ∈ G. The proof of (2) is a routine verification, which we omit.
Gauss sums and related invariants of a quadratic form
4.1. Definition. Let G be a finite abelian group and q : G → Q/Z be a quadratic form on G. Recall e(x) = exp(2πix). Define the (quadratic) Gauss sum of (G, q) by
One verifies that Θ is multiplicative, that is,
We start with the following well known result. The proof is omitted.
The next lemma gives the values of the Gauss sums of irreducible non-degenerate forms.
4.3. Lemma. (a) Let p be an odd prime and α be an integer relatively prime to p. Then (b) Let α be an odd integer. Then
(c) Let α, β, γ be integers with β odd. Then
Proof. For part (a), see, for example, [IK] , page 52. Let G r and G Since Θ is multiplicative, one can calculate the Gauss sums of arbitrary non-degenerate forms by first decomposing the forms into orthogonal direct sum of irreducible forms and using lemma 4.3. We will also need to compute the Gauss sums of some singular forms. This is the purpose of the two lemmas that follow.
(b) Let 0 ≤ s < r and let α be an odd integer. Then one has
Part (a) follows since |p r−s G| = p sn .
(b) Note that if y ≡ x mod 2 r−s , then
2 r−s+1 ).
Part (b) now follows from lemma 4.3 4.5. Lemma. Let p be an odd prime. Let u p be a quadratic non-residue modulo p. Let r be a positive integer and 0 ≤ s ≤ r. Let q(x) = (p r + 1)x 2 /2p r . Then
The first equality follows from lemma 4.4. For the second, we need to observe that the quadratic forms (p r−s + 1)αx 2 /2p r−s and (p r + 1)αx 2 /2p r−s are identical on Z/p r−s Z. The Gauss sums of (Z/p r−s Z, (p r−s + 1)αx 2 /2p r−s ) are given in lemma 4.3 (a). The lemma follows.
Next, we shall introduce an invariant σ k (b) of a discriminant form (G, b) defined in [KK] and in lemma 4.9 compare it to our Gauss sums (Note: discriminant forms are called linking pairs in [KK] ). 4.6. Definition (An invariant of the 2-part of a discriminant form). For the convenience of the reader we shall recall some of the definitions from [KK] and [W] . Let G be a finite abelian group. Recall that
Take a decomposition of G into direct sum of cyclic groups of prime power order. If such a decomposition has n factors isomorphic to Z/p k Z, ThenG k p is an elementary abelian p-group of rank n. Let b be a non-degenerate bilinear form on G. Theñ
defines a non-degenerate bilinear form onG
Note that both sides of the above equality can only take the values 0 or 1/2. Also observe that the characteristic element c
where C is the absolute value of the left hand side of the equation (see [KK] , section 2); we shall soon see that
The following theorem is the reason for our interest in the invariant σ k (b).
Theorem ([KK]
). Let G be a finite abelian 2-group and let b and b ′ be two non-degenerate bilinear forms on G.
Proof. This follows directly from theorem 4.1 of [KK] which states that two discriminant forms (G, b) and ( 
4.8. Definition. It will be convenient for us to work with the invariant
So ς k takes values in the multiplicative semigroup µ 8 ∪ {0} where µ 8 is the group of 8-th roots of unity. Let N denote the isomorphism classes of discriminant forms made into a semigroup under orthogonal direct sum. From corollary 2.2 of [KK] , it follows that (G, b) → ς k (b) is a semigroup homomorphism from N to µ 8 ∪ {0}. 4.9. Lemma. Let (G, b) be a non-degenerate discriminant form on a 2-group G and k ≥ 1.
Proof. Let q(x) = 2 k−1 b(x, x). Let w vary over a set of coset representatives of G/G[2 k ] and
The second equality follows since 2 k b(w, y) = 0 and 2
The lemma follows from equation (3).
We end this section with a little discussion of bicharacters and certain sums of powers of Gauss sums that are going to show up soon in our computation of indicators.
4.10. Definition (bicharacters). A function χ : G×G → C * is called a symmetric bicharacter on G if χ(x, ·) and χ(·, x) are characters on G and χ(x, y) = χ(y, x) for each x, y ∈ G. A (symmetric) bilinear form b on G determines a (symmetric) bicharacter χ : G × G → C * given by χ(x, y) = e (−b(x, y) ). (The minus sign in front of b is for consistency with notation in [Shi] ). This sets up a natural correspondence between bilinear forms and bicharacters. We say χ is non-degenerate if b is and so on. Given a symmetric bicharacter χ on G, define
4.11. Definition. Let (G, q) be a pre-metric group. For k ≥ 1, define
Define a quadratic form
of pre-metric groups, one naturally obtains a map F k (f ) :
. Let (G, q) and (G ′ , q ′ ) be two pre-metric groups. Verify that
4.12. Lemma. Let χ be a non-degenerate symmetric bicharacter on a finite abelian group G. Let b be the bilinear form on G corresponding to χ, that is, χ(x, y) = e(−b(x, y)). Let q be a quadratic form on G such that ∂q = b.
Proof. Let µ(x) = e(q(x)). Then µ ∈ C χ . The ratio of two elements in C χ is easily seen to be a character on G. So C χ is a torsor on the dual groupĜ. A non-degenerate symmetric bicharacter lets us identify G andĜ by y → χ(y, ·), so
The sum we want to compute is equal to:
The lemma follows by summing over y, since y∈G χ(x 1 + · · · , x k , y) = 0 if i x i = 0 and
Remark. Let b be any symmetric bilinear form on G and let q be any quadratic form such that ∂q = b. Lemma 4.12 implies that the Gauss sum Θ(F k (G, q)) only depends on the bilinear form b and is independent of the choice of q.
5. Indicator of Tambara-Yamagami categories as Gauss sums 5.1. Let G be a finite abelian group, χ be a non-degenerate symmetric bicharacter on G and τ be a square root of |G| −1 . Let b be the bilinear form on G given by χ(x, y) = e(−b(x, y)). Given any triple (G, χ, τ ), (or equivalently, given (G, b, τ )), there exists a spherical fusion category C, called the Tambara-Yamagami category or TY-category for short. We shall denote this category by TY(G, χ, τ ) or by TY (G, b, τ ) . The simple objects of C are G ∪ {m}. We shall write m = m C if there is a chance of confusion. The associativity constraint and the spherical pivotal structure are dictated by the bicharacter χ and sign(τ ). See [TY] or [Shi] for more details on the TY-categories. Caution: The abelian groups in [Shi] are multiplicative, while for our purpose it is convenient to write the group G additively.
For each simple object x of a spherical fusion category and each integer k ≥ 1, one can associate a complex number ν k (x), introduced in [NS1] , called the k-th Frobenius-Schur indicator of x. We start by writing the indicators as certain Gauss sums. This is a simple translation of results in [Shi] .
5.2.
Lemma. Let C = TY(G, χ, τ ) be a TY-category. Let b be the bilinear form on G given by χ(x, y) = e(−b(x, y)). Let q be any quadratic form such that ∂q = b. Then for all k ≥ 1, one has ν 2k−1 (m C ) = 0 and
Proof. From theorem 3.3 of [Shi] , we know that ν 2k−1 (m) = 0. From theorem 3.4 of [Shi] , we know that
Now the lemma follows by definition of F k (G, q).
Next we determine the radical of F k (G, q) and find out the absolute value of Θ(F k (G, q)).
5.3. Lemma. Let (G, q) be a metric group. Then
Proof. Let b k be the bilinear form corresponding to F k (q). Then
Since ∂q is assumed to be non-degenerate, we must have x 1 = x 2 . Similarly x 2 = x 3 = · · · . So elements in rad(F k (G, q)) must have the form (x, x, · · · , x). If (x, · · · , x) ∈ F k (G), then kx = 0. This proves one inclusion. The other inclusion is clear. (G, q) ). Let a range over a set of coset representatives for
Lemma ([Shi
Suppose there exists a ∈ G[k] such that kq(a) = 0. Then r = (a, · · · , a) ∈ J k and q k (r) = kq(a). It follows that q k | J k is a non-trivial character on J k , so r∈J k e(q k (r)) = 0 and hence Θ(F k (G, q)) = 0 in this case. Now suppose a ∈ G[k] implies kq(a) = 0. Then q k | J k is trivial. In this case q k induces a non-degenerate form (denoted by the same symbol) on On the other hand, consider the quadratic form on G = Z/2 r Z given by q(x) = αx 2 /2 r+1 with α ∈ {±1, ±5}. Let a be a generator of Z/2 r Z. Let k be an positive integer such that v 2 (k) = r. Then ka = 0 but kq(a) = 0, so Θ(F 2k (G, q)) = ν 2k (m) = 0. Now consider an arbitrary metric group (G, q). Decomposing (G, q) into irreducible components and using the multiplicativity of Θ we conclude that if an irreducible decomposition of (G, q) contains a form of type A 2 r , B 2 r , C 2 r or D 2 r then ν 2k (m) = 0 for all k with v 2 (k) = r.
Tambara-Yamagami categories are determined by the higher Frobenius
Schur-indicators 6.1. Plan for this section: Let C = TY(G, χ, τ ) and C ′ = TY(G ′ , χ ′ , τ ′ ) be two TYcategories. In this section we shall show that if ν k (m C ) = ν k (m C ′ ) and x∈G ν k (x) = x∈G ′ ν k (x) for all k, then C ≃ C ′ . Thus, the Frobenius-Schur indicator is a strong enough invarint of TY-categories to distinguish between any two of them.
First suppose G = G ′ and τ = τ ′ . The bulk of the work is needed in showing that if
this is theorem 6.10. Let q be a quadratic form on G such that χ(x, y) = e(−∂q(x, y)). We saw in the previous section that the indicators of m C are given by Gauss sums of the pre-metric group F k (G, q). In lemma 6.2 we write this pre-metric group in the form (G k−1 , T k ⊗ q) for an integer matrix T k . Next, assuming G is a p-group, we decompose (G k−1 , T k ⊗ q) into orthogonal direct sum of pre-metric groups of rank atmost 2 by decomposing T k into block matrices and decomposing q into its irreducible components. The case p odd and p = 2 have to be treated seperately; the case p = 2 requires more work. At this stage, the results of section 4, let us compute Θ(G k−1 , T k ⊗ q) many different cases. When G is a 2-group, we find, in lemma 6.7, a formula relating the Gauss sum to the invariant σ n (∂q) of Karviere-Brown-et-al. This lets us conclude that the if ν k (m C ) = ν k (m C ′ ) for all k, then χ = χ ′ if G has odd order or if G is a 2-group. When G is has odd order we can also control which values of k one needs to look at (see lemma 6.5). Theorem 6.10 follows from this by applying the results to the 2-Sylow subgroup or the "even part" of G and the complementary "odd part" of G, together with lemma 6.9, that shows that for certain values of k, the indicators of the even part of (G, χ) do not depend on the bicharacter χ.
After going through lemma 6.2, the proof of theorem 6.10 can be read just by assuming the statements of lemmas 6.5, 6.7 and 6.9.
6.2. Lemma. Let (G, q) be a pre-metric group. Let T k ∈ M k−1 (Z) be the symmetric matrix whose diagonal entries are 2 and whose off diagonal entries are 1. Then there is an isometry φ :
Proof. Define φ :
6.3. Lemma. Let G = Z/p r Z for some odd prime p. Let r and k be a positive integers. Let u be a quadratic non-residue modulo p. Then there exists integers d 1 , · · · , d k−1 with d j ∈ {1, u} such that for any non-degenerate quadratic form q on G, we have
Proof. We may assume q(x) = ((p r + 1)/2)αx 2 /p r where α ∈ {1, u}. From lemma 6.2,
. By lemma 2.8, there exists some S ∈ M k−1 (Z) such that S mod p ∈ GL k−1 (Z/pZ) and
where d j ∈ {1, u} and r = s 1 ≥ · · · ≥ s k−1 ≥ 0. So
Multiplication by S defines an automorphism of G k−1 . Using lemma 3.3, we get
Since q is non-degenerate,
Recall from lemma 5.3 that rad(
which is a cyclic p-group. This implies that the direct sum above must have only one non-trivial factor isomorphic to G [k] . It follows that r = s 1 = · · · = s k−2 and
6.4. Corollary. Let p be an odd prime and let both r and k be positive integers. Let q 1 and q 2 be the two non-isometric non-degenerate quadratic forms on G = Z/p r Z. Then
) as a product of Gauss sums of irreducible quadratic forms using lemma 6.3 and compare the factors using lemma 4.5. 6.5. Lemma. Let b 1 and b 2 be two non-isometric non-degenerate bilinear forms on an odd order, finite, abelian group G. Let q 1 and q 2 be quadratic forms such that ∂q j = b j for j = 1, 2. Then either there exists an odd integer k > 1 such that Θ(F k (G, q 1 )) = Θ(F k (G, q 2 )), or we can choose k with any positive prescribed 2-valuation such that Θ(
Proof. Fix a non-square u p modulo p for each odd prime p. We write
Np,r where p ranges over odd primes and r ≥ 1. Since A p r ⊥A p r = B p r ⊥B p r (see [W] , theorem 4), the metric group (G, q j ) is an orthogonal direct sum, over all (p, r) such that N p,r = 0, of the homogeneous metric groups A Np,r−1 p r ⊥C j p,r , where C j p,r is either A p r or B p r . Since F k preserves orthogonal direct sums and Θ is multiplicative, we have
If (p, r) / ∈ A, then the (p, r)-th term in the product in equation (5) is the same for j = 1, 2. If (p, r) ∈ A, then the (p, r)-th terms differs by a factor (−1) ǫ k p,r given in corollary 6.4. It follows that
Case 1: If there is a prime p such that (p, 1) ∈ A max then choose such a prime p 0 and let k = p 0 . We find
For all prime (p, r) ∈ A such that p = p 0 we have ǫ k p,r = r(p 0 − 1) ≡ 0 mod 2. It follows that Λ ≡ 1 mod 2, so Θ(F k (G, q 1 )) = Θ(F k (G, q 2 ) ).
Case 2: Otherwise, choose (p 0 , r 0 ) ∈ A max such that r 0 > 1. Choose any γ ≥ 1 and let
Note that k is an integer with v 2 (k) = γ and v p 0 (k) = r 0 − 1. One has
6.6. Lemma. Let T k be the matrix introduced in lemma 6.2. For any r ≥ 1, there exists S ∈ M k−1 (Z) with odd determinant such that
where s 1 = ⌊(k + 1)/4⌋, s 2 = ⌊(k − 1)/4⌋, and β ∈ {±1, ±5}.
Proof. Note that if the decomposition in the lemma holds modulo 2 r for some r, then it also holds for any smaller r. We choose r > v 2 (k). Let J k ∈ M k (Z) be the matrix all whose entries are equal to 1. Let a be an odd integer. We describe how to decompose the matrix T k,a = (I k−1 + aJ k−1 ) into diagonal blocks of size at most two. This will suffice for our purpose since T k = T k,1 . Let z be an integer such that z(2a + 1) ≡ 1 mod 2 r . Sweep out the first two rows and columns of T k,a using the upper left 2 × 2 block. This amounts to subtracting az-times the first row and az times the second row from the i-th row of T k,a for each i = 3, · · · , k − 1 and then performing the corresponding column operations. This corresponds to conjugating T k,a by a matrix S 1 ∈ M k−1 (Z) of determinant 1. After this operations we find S
First suppose k is odd. So T k,a and T k−2,az both have even size. Since a is odd, so is az. By induction we see that T k,a can be conjugated to a direct sum of 2 × 2 blocks modulo 2 r . Each block have the form c+1 c c c+1 for some odd integer c. From lemma 2.11, we know that these can be conjugated to either 2 1 1 2 or 0 1 1 0 modulo 2 r , using matrices of odd determinant. This produces the required block diagonalization of T k for k odd. Now suppose k is even. Then the above procedure still works as long as k > 2 and yields the 2 by 2 blocks. At the end, we are left with a one by one block. This yields a matrix S ∈ M k−1 (Z) with odd determinant such that
Consider the vector v of length (k − 1) all whose entries are 1. Since T k,1 = I k−1 + v tr v, by Sylvester's determinant theorem det(T k,1 ) = 1 + vv tr = k. Calculating the determinants of both sides of (6), we get
Since we chose r > v 2 (k), we get v 2 (x) = v 2 (k). So x = x ′ 2 v 2 (k) for some odd integer x ′ . Finally scaling x ′ by an appropriate odd square converts it to β ∈ {±1, ±5} modulo 2 r . It remains to determine s 1 and s 2 . Consider the number z above. Since each element of (Z/4Z) * is its own inverse, z ≡ (2a + 1) ≡ 3 mod 4 since a is odd. Thus za ≡ −a mod 4. Thus if the diagonal entries of the matrix T k,a are each 2 mod 4 the diagonal entries of T k,za will each be 0 mod 4 and vice versa. Thus lemma 2.11 implies the decomposition of T k will be an alternating direct sum of matrices 2 1 1 2 and 0 1 1 0 ending with a block of size one if k is even. Since we start with the block 2 1 1 2 , the result follows. 6.7. Lemma. Let (G, q) be metric group. Suppose |G| is a power of 2. Let n ≥ 1 and let a be an odd positive integer. Let ς n (∂q) be the invariant introduced in definition 4.8. Then
for some integers β and Γ that are independent of q and that only depend on G, n and a.
Proof. By theorem 2.7, we can write
where each
2 and µ i is an irreducible non-degenerate quadratic form on H i , the possibilities for which are given in table 1. From lemma 3.2 we have
By structure theorem of finite abelian groups we can write
Notice that for each integer r, we have N r = i:r i =r rank(H i ) and this quantity depends only on G and not on q. By lemma 6.6, we can find an integer matrix S with odd determinant such that
Using lemmas 3.3 and 3.2, it follows that
The individual factors in the above products are computed in lemma 6.8, given below. Substituting from there, it follows that Θ(H
Multiplying together these expressions for i = 1, · · · , m and noting that (G, b) → ς n (b) is multiplicative, we obtain,
where
The second equality follows by adding together the terms for those i's for which r i = r. Note that the final expression for Γ is independent of q.
6.8. Lemma. Let (G, q) be an irreducible metric 2-group with exp(G) = 2 r (see table 1 ). Let γ ∈ {0, 1} and let β be an odd integer. Then
Lemma 6.8 can be proved by directly computing the Gauss sums on the left hand side. In each case the group has rank 1,2, or 4. The full proof is given in appendix B.
6.9. Lemma. Let b and b ′ be two non-degenerate bilinear forms on a 2-group G. Let q and q ′ be quadratic forms such that ∂q = b and ∂q
Proof. By theorem 2.7, we can write (G, q)
2 and µ i is an irreducible non-degenerate quadratic form on H i . Suppose k > 1 is odd. Then using lemma 6.6 and lemma 6.8, we find that Θ(
Summing over all i such that r i = r yields i rank(
The final expression for the Gauss sum does not depend on q, so for (G, q ′ ) we get the same expression. This proves the lemma for k odd. Now suppose k = 2 n a with a odd and n > v 2 (exp(G)) ≥ 1. Then max{r − n, 0} = 0 for all r such that N r > 0 and ς n (b) = ς n (b ′ ) = 1 since the groupG n 2 from definition 4.6 is zero. From lemma 6.7, we get
The last expression does not depend on q. So, by repeating the calculation for the Gauss sum Θ(G 2 n a−1 , T 2 n a ⊗ q ′ ), we get the same value.
6.10. Theorem.
. So the hypothesis in the theorem implies
, and so we may assume without loss that G 1 = G 2 = G. By [Shi] , sign(τ j ) = ν 2 (m C j ), and so it follows that τ 1 = τ 2 . Assume that b 1 and b 2 are non-isomorphic. Write G = G e ⊕ G o where G e is the 2-sylow subgroup of G and 
for some k. Using lemma 3.2(a) and multiplicativity of Gauss sums, we get
. We split the argument in two cases.
Then lemma 6.5 implies that there is an integer k > 1 which is either odd or
2 and then lemma 6.9 implies that Θ
In this case we must have b e 1 ≇ b e 2 . From theorem 4.7 (quoted from [KK] ), we know that exists some n ≥ 1 such that σ n (b
). Now lemma 6.7 implies that Θ
for a positive integer Γ and β ∈ {±1, ±5} that depends on G and n but not on q j . It follows that Θ
7. Tambara-Yamagami categories associated to groups with an odd factor are determined by the state sum invariants 7.1. Let G be a finite abelian group, χ be a non-degenerate symmetric bicharacter on G and τ be a square root of |G| −1 . Let C = TY(G, χ, τ ) denote the associated Tambara Yamagami category. If M is a closed compact 3-manifold, we denote by |M| C the state-sum invariant of M defined using the category C, as in [TV] . Let L m,n denote the lens spaces.
This lemma follows directly from theorem 0.3 of [TV] as well as lemmas 4.12 and 5.2. Theorem 0.3 of [TV] expresses |L 2k,1 | C in terms of a quantity ζ k (χ) which is essentially the left hand side of the equation in lemma 4.12.
The corollary follows from theorem 3.2 of [Shi] , which implies x∈G ν k (x) = |G[k]|.
Proof. Let G e (resp. G ′ e ) be the 2-sylow subgroups of G (resp. G ′ ). Let G o (resp. G ′ o ) be the sum of the p-sylow subgroups for all odd p. From theorem 0.1 of [TV] we already know that |G| = |G ′ | and that the p-sylow subgroups of G and G ′ are isomorphic for all odd p. It follows that |G e | = |G ′ e |. We claim that G e ≃ G ′ e as well. The claim implies G ≃ G ′ and then lemma 7.2 tells us ν k (m C ) = ν k (m C ′ ) for all k, which forces χ ≃ χ ′ by theorem 6.10. Thus to complete the proof we need to show G e ≃ G 
. By lemma 5.4, we can write ν 2 n+1 a (m C ) = |G[2 n a]| 1/2 ξ n , where ξ n ∈ µ 8 ∪ {0}. Define ξ ′ n similarly for C ′ . We have
Hence, ξ n = 0. Rearranging the above equation and remembering that |G e | = |G ′ e |, we get
Each side of equation (7) )−1) = 2. So the norm of the right hand side of equation (7) is a power of 2. However, note that the left hand side is already an integer, so it must also be a power of 2. The only way this is possible
. Now the left hand side is a power of 2, so the norm of the right hand side must also be a power of 2. Since N(λ ′ n − λ n ) is a power of 2, this forces, |G| is also a power of 2 which is against our assumption. It follows that (G, χ)
7.5. Example. We exhibit two Tambara Yamagami categories that have the same state-sum invariant for all lens spaces L k,1 . Recall that A 2 n denotes the metric group ((Z/2 n Z), x 2 /2 n+1 ) and the corresponding discriminant form. Let (
). Then we claim that |L n,1 | C 1 = |L n,1 | C 2 for all positive integers n.
proof of claim. Let q i be a quadratic form such that ∂q i = b i for i ∈ {1, 2}. We will break the proof into cases according to possible 2-valuations of n. The trivial case is that |L n,1 | C 1 = 1 128 = |L n,1 | C 2 if n is odd. By lemma 7.2, lemma 5.2, and lemma 6.2, to prove |L 2k,1 | C 1 = |L 2k,1 | C 2 it is enough to show that
Case 1: Suppose k is odd. By lemma 6.6 and lemma 6.8 
from definition 4.6 is zero, ς v 2 (k) (b i ) = 1. From lemma 6.7 we get
Since |G i [2k]| = 64 and (−1) k = 1, we get |L 2k,1 | C 1 = |L 2k,1 | C 2 in this case too.
Appendix A. Diagonalization of bilinear and quadratic forms
In this section we include proofs of the statements in section 2 about diagonalization of quadratic and bilinear forms. First we introduce the elementary row-column operations.
A.1. Definition. Let E ij be the n × n matrix whose (i, j)-th entry is 1 and all other entries are 0. Let I n denote the n × n identity matrix. Let R be a commutative ring. Let A be a n × n matrix with entries in some R-module M. The operations Flip ij (A), Add r,j i (A), and Scale r i (A) defined below are called row-column operation on A:
This operation interchanges the i-th and j-th row of A and then interchanges the i-th and j-th column of A.
• Let Add r,j i (A) = S tr AS, where S = I n + rE ji for some r ∈ R and i = j. This operation adds r times the j-th row of A to the i-th row of A and then adds r times the j-th column of A to the i-th column of A.
• Let Scale r i (A) = S tr AS where S = I n + (r − 1)E ii for some r ∈ R. This operation multiplies the i-th row of A by r and then multiplies the i-th column by r.
A.2. Definition. Let i = j. Let (G, b) be a discriminant form and (e 1 , · · · , e n ) ∈ G n . The operation Flip ij takes gram b (e 1 , ..., e n ) to gram b (f 1 , ..., f n ) where f j = e i , f i = e j and f k = e k for k / ∈ {i, j}. The operation Add r,j i converts gram b (e 1 , ..., e n ) to gram b (f 1 , ..., f n ) where f i = e i + re j and f k = e k for k = i. The operation Scale r i converts gram b (e 1 , ..., e n ) to gram b (f 1 , ..., f n ) where f i = re i and f k = e k for k = i. We shall say that a row-column operation on gram b (e 1 , ..., e n ) is valid if G = ⊕ k e k implies G = ⊕ k f k . Clearly, Flip ij is always valid. The operation Scale r i is valid if r is relatively prime to the exponent of G. Lemma A.3 lets us decide when Add r,i j is valid. A.3. Lemma. Let G be a finite abelian group and e 1 , · · · , e n ∈ G such that G = ⊕ k e k . Let f 1 , · · · , f n ∈ G such that ord(f k ) = ord(e k ) for all k and f 1 , · · · , f n generate G. Then there exists φ ∈ Aut(G) such that φ(e k ) = f k . In particular, G = ⊕ k f k .
Proof. Let n k = ord(e k ) = ord(f k ). Since e k is a cyclic group of order n k and f k is an element of order n k in G, there exist a homomorphism φ k : e k → G given by φ k (e k ) = f k .
By universal property of direct sum, there exists a homomorphism φ : G → G such that φ(e k ) = f k for all k. Since the f k 's generate G, the map φ is onto. Since G is finite group, φ must be injective as well. Now we are ready to prove lemma 2.8.
proof of lemma 2.8. (a) One proceeds by finding a pivot with the smallest p-valuation and then using this pivot to sweep out the rows and columns.
Let A = ((a ij )) ∈ M n (Q (p) /Z) be a symmetric matrix. Let r 1 be the smallest integer such that p r 1 A = 0. Assume r 1 > 0. By induction on n, it suffices to show that there is a sequence of row-column operations that converts A to a matrix of the form
is a symmetric matrix such that p r 1 A ′ = 0. Finding a pivot: We claim that after changing A by row-column operations, we may assume that a 11 = p −r 1 or a 11 = u p p −r 1 . proof of claim: If there is a diagonal entry a ii such that v p (a ii ) = −r 1 , then apply Flip 1i to A to get v p (a 11 ) = −r 1 . Otherwise, there exists i = j such that v p (a ij ) = −r 1 and v p (a ii ) > −r 1 , v p (a jj ) > −r 1 . In this case, apply Add 1,j i to A. This changes the (i, i)-th entry of the matrix from a ii to (a ii + 2a ij + a jj ) whose p-valuation is −r 1 1 . Now, we apply Flip 1i . Either way, we get v p (a 11 ) = −r 1 . Using the operation Scale r i we can change a 11 to r 2 a 11 . By choosing r appropriately, we can make a 11 = p −r 1 or a 11 = u p p −r 1 . Sweeping out: Now a 11 = ǫ 1 p −r 1 with ǫ 1 = 1 or u p . Since ǫ 1 is relatively prime to p, we can pick ǫ ′ ∈ Z such that ǫ ′ ǫ 1 ≡ 1 mod p r 1 . We can represent a 1i in the form β i p −r 1 with β i ∈ Z. We add (−β i ǫ ′ ) times the first row to the i-th row and then add (−β i ǫ ′ ) times the first column to the i-th column to make a 1i = 0 and a i1 = 0. By performing this operation for i = 2, 3, · · · , n converts A to a matrix of the form . part (a) shows that the matrix A can be diagonalized by a sequence of row-column operations. Performing a row-column operation on gram b (e 1 , ..., e n ) converts it to gram b (f 1 , ..., f n ) where f j 's are given in definition A.2. We need to verify that all the row-column operation used in the proof of part (a) are valid. While finding the pivot, we may perform Add 1,j i to a matrix gram(e 1 , ..., e n ) if a non-diagonal (i, j)-th entry of the matrix has the highest power of p in the denominator and further, all diagonal entries have strictly lower powers of p in the denominator. So lemma 2.4 implies that order(e i ) = order(e j ). Since e i ∩ e j = 0, lemma 2.3 implies that ord(e i + e j ) = ord(e i ). Lemma A.3 implies that Add 1,j j is valid. While sweeping out, we perform the row-column operation Add
where a 1i = β i p −r 1 . This operation changes gram(e 1 , ..., e n ) to gram(f 1 , ..., f n ) where f i = e i − β i ǫ ′ e 1 and f k = e k for k = i. Assume G = ⊕ k e k . Since the discriminant form on G is non-degenerate, we have v p (e 1 ) = −r 1 and hence
. Lemma A.3 implies that the row-column operations performed while sweeping out are valid.
It follows that there exists
Since (G, b) it nondegenerate, it follows that we must have ǫ j = 0 and order(f j ) = p r j for all j.
Next, we sketch a proof of lemma 2.9. This proof is similar to the proof of lemma 2.8, but somewhat more complicated. We only elaborate on the modifications needed to the proof of lemma 2.8.
proof of lemma 2.9. (a) As above, we try to get a diagonal entry of A to have minimum 2-valuation. If this succeeds, then we can proceed with the sweep out as before and split off a one-by-one block from A. This procedure fails only in the situation when there is a 2 × 2 block in A which has the form 2 −m 2α β β 2γ with α, β, γ ∈ Z, β odd and all the diagonal entries of A have 2 valuation strictly larger than −m. In this case, we can use Flip ij 's to move this 2 × 2 sub-matrix to the upper left corner of A so that a 11 a 12 a 21 a 22 = 2 −m 2α β β 2γ and then use this 2×2 block to sweep out the first two rows and first two columns simultaneously. This is how it is done: Suppose the first two entries of the i-th row are 2 −m (u, v) for u, v ∈ Z where i > 2. We want to find r 1 , r 2 such that (r 1 , r 2 )2 −m 2α β β 2γ = 2 −m (u, v) mod Z.
This system can always be solved since the determinant (4αγ − β 2 ) of the coefficient matrix is odd. Solving the equation yields yields (r 1 , r 2 ) = d(2γu − βv, 2αv − βu)
where d is an inverse of (4αγ − β 2 ) modulo 2 m . Now we add to the i-th row −r 1 times the first row and −r 2 times the second row and then perform the corresponding column operations to the i-th column. Verify that after these operations the first two entries of the i-th row and i-th column become zero. This proves part (a).
(b) The sweep out operation described above corresponds to replacing gram(e 1 , · · · , e n ) by gram(f 1 , · · · , f n ) where f i = e i + r 1 e 1 + r 2 e 2 and f j = e j for all j = i. The extra work needed in part (b) is to check that this operation is valid. Note that since 2 m is the maximum denominator in A, order(e 1 ) = order(e 2 ) = 2 m . Suppose order e i = 2 k . Then u and v must be divisible by 2 m−k because the entries of the i-th row can have denominator at most 2 k . From the formula for r 1 and r 2 we see that 2 m−k divides r 1 and r 2 . It follows that 2 k f i = 0. On the other hand, since e i ∩ e 1 , e 2 = 0, we have order(f i ) ≥ 2 k . So order(f i ) = order(e i ) and lemma A.3 implies the sweep out operations using 2 × 2 blocks used above are valid.
In the rest of the section we describe the irreducible non-degenerate quadratic and bilinear on (Z/2 r Z) 2 and finally sketch a proof of theorem 2.7. First we state Hensel's lemma in the form we need.
A.4. Lemma (Hensel's lemma). Let p be a prime. Let f 1 , · · · , f m ∈ Z[x 1 , · · · , x n ] and f = (f 1 , · · · , f m ). Let Df = ((∂f i /∂x j )) be the Jacobian of f . Let t 1 ∈ Z n such that f (t 1 ) ≡ 0 mod p and the m × n matrix (Df (t 1 ) mod p) has rank m over F p . Then, for all k ≥ 1, there exists t k ∈ Z n such that t k+1 ≡ t k mod p k and f (t k ) ≡ 0 mod p k .
The proof is omitted. Let A, B, C be integers such that B is odd and AC is even. Let n ≥ 1. Then the equation (A(s), B(s), C(s)) ≡ (A, B, C) mod 2 n .
has a solution S ∈ M 2 (Z) such that S ≡ A 1 1 C mod 2. Proof. (a) Apply Hensel's lemma to f = (f 1 , f 2 , f 3 ) where f 1 (s) = s Since A or C is even, either the second or the third column of the above matrix is equal to (0, 1, 0) tr . So the matrix (Df (s * ) mod 2) has rank 3.
proof of lemma 2.10. (a) Note that 2q(x) = ∂q(x, x) ∈ 2 −r Z/Z. So q(x) takes values in 2 −r−1 Z/Z, and q(x 1 , x 2 ) = 2 −r−1 (αx 2 1 + 2Bx 1 x 2 + γx 2 2 ) where q(1, 0) = 2 −r−1 α, q(0, 1) = 2 −r−1 γ and ∂q((1, 0), (0, 1)) = 2 −r B. Suppose α is odd. Letᾱ be an inverse of α modulo 2 r+1 . Then we can complete squares to write q(x 1 , x 2 ) = 2 −r−1 (α(x 1 + Bᾱx 2 ) 2 + (γ − B 2ᾱ )x 2 2 ). This contradicts the irreducibility of q, and thus α has to be even. For the same reason γ has to be even. So we can write q(x 1 , x 2 ) = 2 −r (Ax 2 1 + Bx 1 x 2 + Cx 2 2 ). If A, B, C are all even, then ∂q takes values in 2 −r+1 Z/Z and hence cannot be non-degenerate. If B is even, then A or C must be odd, and we can once again complete squares (as above) and decompose (G, q) into orthogonal direct sum of two metric groups. So B must be odd.
First, suppose AC is odd. Let F (x 1 , x 2 ) = x where (A(s), B(s), C(s)) are the polynomials given in lemma A.5(a). We want to show q(x 1 , x 2 ) ≃ 2 −r F (x 1 , x 2 ). This is equivalent to finding a matrix s ∈ M 2 (Z) with odd determinant such that F ((x 1 , x 2 )s) ≡ (Ax 
