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CENTRAL LIMIT THEOREM FOR COMMUTATIVE
SEMIGROUPS OF TORAL ENDOMORPHISMS
GUY COHEN AND JEAN-PIERRE CONZE
Abstract. Let S be an abelian finitely generated semigroup of endomorphisms of
a probability space (Ω,A, µ), with (T1, ..., Td) a system of generators in S. Given an
increasing sequence of domains (Dn) ⊂ Nd, a question is the convergence in distribution
of the normalized sequence |Dn|− 12
∑
k∈Dn
f ◦ T k, or normalized sequences of iterates
of barycenters Pf =
∑
j pjf ◦ Tj, where T k = T k11 ...T kdd , k = (k1, ..., kd) ∈ Nd.
After a preliminary spectral study when the action of S has a Lebesgue spectrum,
we consider totally ergodic d-dimensional actions given by commuting endomorphisms
on a compact abelian connected group G and we show a CLT, when f is regular on G.
When G is the torus, a criterion of non-degeneracy of the variance is given.
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2 GUY COHEN AND JEAN-PIERRE CONZE
Introduction
Let S be an abelian finitely generated semigroup of endomorphisms of a probability
space (Ω,A, µ). Each T ∈ S is a measurable map from Ω to Ω preserving the probability
measure µ. For f ∈ L1(µ) a random field is defined by (f(T.)T∈S) for which limit
theorems can be investigated: law of large numbers, behavior in distribution.
By choosing a system (T1, ..., Td) of generators in S, every T ∈ S can be represented1 as
T = T k = T k11 ...T
kd
d , for k = (k1, ..., kd) ∈ Nd. Given an increasing sequence of domains
(Dn) ⊂ Nd, a question is the asymptotic normality of the standard normalized sequence
and the “multidimensional periodogram” respectively defined by
|Dn|− 12
∑
k ∈Dn
T kf, |Dn|− 12
∑
k∈Dn
e2πi〈k,θ〉 T kf, f ∈ L20(µ), θ ∈ Rd.(1)
Let us take for (Ω,A, µ) a compact abelian group G endowed with its Borel σ-algebra
A and its Haar measure µ. In this framework, the first examples of dynamical systems
satisfying a CLT in a class of regular functions are due to R. Fortet and M. Kac for endo-
morphisms of T1. In 1960 V. Leonov ([17]) showed that, if T is an ergodic endomorphism
of G, then the CLT is satisfied for regular functions f on G.
The d-dimensional extension of this situation leads to the question of validity of a CLT
for algebraic actions on an abelian compact group G, i.e., when T k in Formula (1) is
given by an action of Nd on G by automorphisms or more generally endomorphisms.
By composition, one obtains an action by isometries on H = L20(µ), the space of square
integrable functions f such that µ(f) = 0. The spectral analysis of this action is the
content of Section 1 where the methods of summation are also discussed.
In Section 2 we consider d-dimensional actions given by commuting endomorphisms on
a connected abelian compact group G. For a regular function f on G, a CLT is shown
for the above normalized sequence (Theorem 2.18) and other summation methods like
barycenters (Theorem 2.21), as well as a criterion of non-degeneracy of the variance
when G is a torus. The barycenters yield a class of operators with a polynomial decay
to zero of the iterates applied to regular functions. This contrasts with the spectral gap
property for non amenable group actions by automorphisms on tori.
When (Dn) is a sequence of d-dimensional cubes, for the periodogram in (1), given a
function f in L20(G), the CLT is obtained for almost every θ, without regularity require-
ment.
When G is a torus, using the exponential decay of correlation, the CLT can be shown for
a class of functions with weak regularity and one can characterize the case of degeneracy
in the limit theorem. In an appendix, classical results on the construction of Zd-actions
by automorphisms are recalled.
1We underline the elements of Nd or Zd to distinguish them from the scalars and write T kf for f ◦T k.
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One of our aims was to extend to a larger class of semigroups of actions by endomorphisms
the CLT proved by T. Fukuyama and B. Petit ([10]) for semigroups generated by coprime
integers on the circle. Their result corresponds, in our framework, to sums taken on an
increasing sequence of triangles in N2.
After completion of a first version of this paper, we were informed by B. Weiss of the
recent paper by M. Levine ([19]) in which the CLT and a functional version of it are
obtained for actions by endomorphisms on the torus. The proof of the CLT for sums
on d-dimensional “rectangles” is based in both approaches, as well as in [10], on results
on S-units. In the present paper we use the formalism of cumulants and the result of
Schmidt and Ward ([24]) on mixing of all orders for connected groups deduced from a
deep result on S-units. We make use of the spectral measure which is well adapted to a
“quenched” CLT and a CLT along different types of summation sequences, in particular
the iterates of barycenters. The connectedness of the group G is assumed only for the
CLT.
1. Spectral analysis
In this section we consider the general framework of the action of an abelian finitely
generated semigroup S of isometries on a Hilbert space H. We have in mind the example
of a semigroup S of endomorphisms of a compact abelian group G acting on H =
L20(G, µ), with µ the Haar measure of G.
With the notations of the introduction, every T ∈ S is represented as T = T ℓ = T ℓ11 ...T ℓdd ,
where (T1, ..., Td) is a system of generators in S and ℓ = (ℓ1, ..., ℓd) ∈ Nd.
Given f ∈ H, for d > 1, there are various choices of the sets of summation Dn for the
field (T ℓf, ℓ ∈ Nd). We discuss this point, as well as the behavior of the associated (by
discrete Fourier transform) kernels. The second subsection is devoted to the spectral
analysis of the d-dimensional action.
1.1. Summation and kernels, barycenters.
If (Dn)n≥1 is a sequence of subsets of N
d, the corresponding rotated sum and kernel are
respectively:
∑
ℓ∈Dn
e2πi〈ℓ, θ〉T ℓf and 1|Dn|
∣∣∑
ℓ∈Dn
e2πi〈ℓ, t〉
∣∣2. The simplest choice for (Dn)
is an increasing family of d-dimensional squares or rectangles.
Notation 1.1. More generally, we will call summation sequence a uniformly bounded
sequence (Rn) of functions from N
d to R+. It could be also defined on Zd, but for
simplicity in this section we consider summation for ℓ ∈ Nd. If T = (T ℓ)ℓ∈Nd is a
semigroup of isometries, an associated sequence of operators on H can be defined by
Rn(T ) : f ∈ H → Rn(T )f :=
∑
ℓ∈Nd
Rn(ℓ)T
ℓf.
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We will write simply Rn instead of Rn(T ). By introducing a rotation term, these oper-
ators extend to a family of operators Rθn, for θ ∈ Rd,
f → Rθnf :=
∑
ℓ∈Nd
Rn(ℓ) e
2πi〈ℓ,θ〉 T ℓf.
We have ‖∑ℓ∈Nd Rn(ℓ)e2πi〈ℓ,.〉‖2L2(Td,dt) = ∑ℓ∈Nd |Rn(ℓ)|2. Taking the discrete Fourier
transform, we associate to Rn the normalized “kernel” R˜n defined on T
d by:
R˜n(t) =
|∑ℓ∈Nd Rn(ℓ)e2πi〈ℓ,t〉|2∑
ℓ∈Nd |Rn(ℓ)|2
.
Definition 1. We say that (Rn) is regular if (R˜n)n≥1 weakly converges to a measure ζ
on Td, i.e.,
∫
Td
R˜n ϕdt −→
n→∞
∫
Td
ϕdζ for every continuous function ϕ on Td. If (Rn) is
regular and ζ is the Dirac mass at 0, we say that (Rn) is a Følner sequence.
If (Rn) = (1Dn) is associated to a sequence of sets Dn ⊂ Nd, one easily proves that (Rn)
is a Følner sequence if and only if (Dn) satisfies the Følner condition:
lim
n→∞
|Dn|−1|(Dn + p) ∩ Dn| = 1, ∀p ∈ Zd.(2)
Examples. a) Squares and rectangles. Using the usual one-dimensional Feje´r kernel
KN (t) =
1
N
( sinπNt
sinπt
)2, the d-dimensional Feje´r kernels on Td corresponding to rectangles
are defined by KN1,...,Nd(t1, ..., td) = KN1(t1) · · ·KNd(td), N = (N1, ..., Nd) ∈ Nd. They
are the kernels associated to DN := {k ∈ Nd : ki ≤ Ni, 1 ≤ i ≤ d}.
b) A family of examples satisfying (2) can be obtained as follows: take a non-empty
domain D ⊂ Rd with smooth boundary and finite area and put Dn = λnD ∩ Zd, where
(λn) is an increasing sequence of real numbers tending to +∞.
c) Kernels with unbounded gaps If (Dn) is a (non Følner) sequence of domains such that
limn
|(Dn+p)∩Dn|
|Dn|
= 0 for p 6= 0, then limn(R˜n ∗ϕ)(θ) =
∫
Td
ϕ(t)dt, for every θ ∈ Td and ϕ
continuous, where (R˜n) is the kernel associated to (Dn).
For example, let kj be a sequence with kj+1 − kj → ∞ and put Dn = {kj : 0 ≤ j ≤
n − 1}. For p 6= 0 the number of solutions of kj − kℓ = p, for j, ℓ ≥ 0 is finite, so that
limn→∞
|(Dn+p)∩Dn|
|Dn|
= 0 for p 6= 0.
d) Iteration of barycenter operators Let T1, ..., Td be d commuting unitary operators
on a Hilbert space H. If (p1, ..., pd) is a probability vector such that pj > 0, ∀j, for
θ = (θ1, θ2, ..., θd) ∈ Td, we will consider the barycenter operators defined on H by
P : f →
d∑
j=1
pj Tjf, Pθ : f →
d∑
j=1
pj e
2πiθj Tjf.(3)
The iteration of P or Pθ gives a method of summation which is not of Følner type.
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1.2. Lebesgue spectrum, variance.
Let S be a finitely generated torsion free commutative group of unitary operators on
a Hilbert space H. Let (T1, ..., Td) be a system of independent generators in S. Each
element of S can be written in a unique way as T ℓ = T ℓ11 ...T ℓdd , with ℓ = (ℓ1, ..., ℓd) ∈ Zd,
and ℓ→ T ℓ defines a unitary representation of Zd in H.
For every f ∈ H, there is a positive finite measure νf on Td such that, for every ℓ ∈ Zd,
νˆf (ℓ) = 〈T ℓ1...T ℓdf, f〉.
Definition 1.2. Recall that the action of S on H has a Lebesgue spectrum, if there exists
K0, a closed subspace of H, such that the subspaces T ℓK0 are pairwise orthogonal and
span a dense subspace in H.
The Lebesgue spectrum property implies mixing, i.e., lim‖n‖→∞ |〈T nf, g〉| = 0, ∀f, g ∈ H.
With the Lebesgue spectrum property, for every f ∈ H, the corresponding spectral
measure νf of f on T
d has a density ϕf . A change of basis induces for the spectral
density the composition by an automorphism acting on Td.
A family of examples of Zd-actions by unitary operators is provided by the action of
a group of commuting automorphisms on a compact abelian group G. In the present
paper, we will focus mainly on this class of examples.
Notation 1.3. For any orthonormal basis (ψj)j∈J of K0, the family (T ℓψj)j∈J, ℓ∈Zd is
an orthonormal basis of H. Let Hj be the closed subspace (invariant by the Zd-action)
generated by (T nψj)n∈Zd.
We set aj, n := 〈f, T nψj〉, j ∈ J . Let fj be the orthogonal projection of f on Hj and γj
an everywhere finite square integrable function on Td with Fourier coefficients aj, n.
The spectral measure of f is the sum of the spectral measures of fj. For fj, the density
of the spectral measure is |γj|2. Therefore, by orthogonality of the subspaces Hj , the
density of the spectral measure of f is ϕf(t) =
∑
j∈J |γj(t)|2.
We have:
∫
Td
∑
j∈J |γj(θ)|2 dθ =
∑
j ∈J
∑
n∈Zd |aj,n|2 =
∫
Td
ϕf(θ) dθ = ‖f‖2 <∞ and the
set Λ0(f) := {θ ∈ Td :
∑
j ∈J |γj(θ)|2 <∞} has full measure.
For θ in Td, let Mθf in K0 (with orthogonal “increments”) be defined by:
Mθf :=
∑
j
γj(θ)ψj.(4)
Under the condition
∑
j∈J
(∑
n |aj,n|
)2
< +∞, Mθf is defined for every θ, the function
θ → ‖Mθ‖22 is continuous and is equal everywhere to ϕf . For a general function f ∈
L20(G), it is defined for θ in a set Λ0(f) of full measure in T
d.
Remark that the choice of the system (ψj) generating the orthonormal basis (T
nψj) is not
unique, so that the definition of Mθf is not canonical. But for algebraic automorphisms
of a compact abelian group G, Fourier analysis gives a natural choice for the basis.
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Approximation by orthogonal increments
The rotated sums of Mθf approximate the rotated sums of f in the following sense:
Lemma 1.4. Let (Rn) be a summation sequence with associated kernel (R˜n).
a) Let L be a space of functions on Td with the property that if 0 ≤ ϕ ∈ L and |ψ|2 ≤ ϕ,
then ψ, |ψ|2 ∈ L. Suppose that, for every ϕ ∈ L, limn(R˜n ∗ ϕ)(t) = ϕ(t) for a.e. t ∈ Td.
Then, if f in L20(µ) is such that ϕf ∈ L, we have for θ in a set Λ(f) ⊂ Λ0(f) of full
Lebesgue measure in Td:
lim
n
‖∑ℓ∈Nd Rn(ℓ) e2πi〈ℓ,θ〉 T ℓ(f −Mθf)‖22∑
ℓ∈Nd |Rn(ℓ)|2
= 0.(5)
b) If the functions ϕf ,
∑
j |γj|2, γj, for all j in J , are continuous and if ϕf(θ) =∑
j |γj(θ)|2 ∀θ, then, for any Følner sequence (Rn), (5) holds for every θ.
Proof. The proof of a) is analogous to that of Proposition 1.4 in [4]. The projection of
f −Mθf on Hj is fj − γj(θ)ψj and its spectral density is
ϕf−Mθf (t) =
∑
j∈J
|γj(t)−γj(θ)|2 =
∑
j
|γj(t)|2+
∑
j
|γj(θ)|2−
∑
j
γj(t)γj(θ)−
∑
j
γj(t)γj(θ).
We have
‖∑ℓ∈Nd Rn(ℓ) e2πi〈ℓ,θ〉 T ℓ(f −Mθf)‖22∑
ℓ∈Nd |Rn(ℓ)|2
=
∫
Td
R˜n(t− θ) ϕf−Mθf(t) dt.(6)
Observe that |γj|2 ≤ ϕf . Let Λ′0(f) be the set of full measure of θ’s given by the
hypothesis such that convergence holds at θ for |γj|2, γj, ∀j ∈ J , and
∑
j ∈J |γj|2.
Take θ ∈ Λ0(f)∩Λ′0(f). Let ε > 0 and let J0 = J0(ε, θ) be a finite subset of J such that∑
j 6∈J0
|γj(θ)|2 < ε. Since
lim
n
∫
Td
R˜n(t− θ)
∑
j 6∈J0
∣∣γj(t)|2 dt
= lim
n
∫
Td
R˜n(t− θ)
∑
j∈J
|γj(t)|2 dt− lim
n
∫
Td
R˜n(t− θ)
∑
j ∈J0
|γj(t)|2 dt =
∑
j 6∈J0
|γj(θ)|2,
we have
lim sup
n
∫
Td
R˜n(t− θ) ϕf−Mθf (t) dt
≤ lim
n
∫
Td
R˜n(t− θ)
∑
j ∈J0
[|γj(t)|2 + |γj(θ)|2 − γj(t)γj(θ)− γj(t)γj(θ)] dt
+2 lim
n
∫
Td
R˜n(t− θ)
∑
j 6∈J0
[|γj(t)|2 + |γj(θ)|2] dt
=
∑
j ∈J0
[|γj(θ)|2 + |γj(θ)|2 − γj(θ)γj(θ)− γj(θ)γj(θ)]+ 4∑
j 6∈J0
|γj(θ)|2 ≤ 0 + 4ε.
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Therefore Λ(f), the set for which (5) holds, contains Λ0(f)∩Λ′0(f) and has full measure.
The proof of b) uses the same expansion as in 1). 
Variance for summation sequences
Let (Dn) ⊂ Nd be an increasing sequence of subsets. For f ∈ L20(µ), the asymptotic
variance at θ along (Dn) is, when it exists, the limit
σ2θ(f) = lim
n
‖∑ℓ∈Dn e2πi〈ℓ,θ〉T ℓf‖22
|Dn| .(7)
By the spectral theorem, if ϕf ∈ L1(Td) is the spectral density of f and R˜n the kernel
associated to (Dn), then
|Dn|−1 ‖
∑
ℓ∈Dn
e2πi〈ℓ,θ〉T ℓf‖22 = (R˜n ∗ ϕf )(θ).(8)
If (Dn) is a sequence of d-dimensional cubes, we obtain, when it exists, the usual as-
ymptotic variance at θ. By the Feje´r-Lebesgue theorem, for of cubes, for every f in H
it exists and is equal to ϕf(θ) for a.e. θ.
When ϕf is continuous, for Følner sequences, for every θ, the asymptotic variance at
θ is ϕf(θ). More generally, if (Rn) is a regular summation sequence with (R˜n) weakly
converging to the measure ζ on Td, the asymptotic variance at θ is
∫
Td
ϕf (θ − t) dζ(t).
Variance for barycenters
Let P and Pθ be defined by (3) for d commuting unitary operators T1, ..., Td on a Hilbert
space H generating a group S with the Lebesgue spectrum property and let (p1, ..., pd)
be a probability vector such that pj > 0, ∀j. If ϕf is the spectral density of f in H with
respect to the action of S, we have:
‖P nθ f‖22 =
∫
Td
|
d∑
j=1
pj e
2πitj |2n ϕf(θ1 − t1, ..., θd − td) dt1 ... dtd.
In order to find the normalization of P nf for f ∈ H, we need an estimation, when
n→∞, of the integral In :=
∫
Td
|∑j pje2πitj |2n dt1...dtd.
Proposition 1.5. If (p1, ..., pd) is a probability vector such that pj > 0, ∀j, we have
lim
n
n
d−1
2
∫
Td
|
∑
j
pje
2πitj |2n dt1...dtd = (4π)− d−12 (p1...pd)− 12 .(9)
Lemma 1.6. Let r be an integer ≥ 1 and let (q1, ..., qr) be a vector such that qj > 0, ∀j
and
∑
j qj ≤ 1. Then the quadratic form Q on Rr defined by
Q(t) =
r∑
j=1
qjt
2
j − (
r∑
j=1
qjtj)
2(10)
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is positive definite with determinant (1−∑j qj) q1...qr.
Proof. The proof is by induction on r. Let us consider the polynomial in t1 of degree 2:
q1t
2
1 +
r∑
2
qjt
2
j − (q1t1 +
r∑
2
qjtj)
2 = (q1 − q21)t21 − 2q1(
r∑
2
qjtj)t1 +
r∑
2
qjt
2
j − (
r∑
2
qjtj)
2.
It is always ≥ 0, since its discriminant
q21(
r∑
2
qjtj)
2−q1(1−q1)(
r∑
2
qjt
2
j−(
r∑
2
qjtj)
2) = q1(1−q1)2[(
r∑
2
qj
1− q1 tj)
2−
r∑
2
qj
1− q1 t
2
j ],
is < 0 for
∑r
j=2 t
2
j 6= 0 by the induction hypothesis, since qj1−q1 > 0 and
∑r
j=2
qj
1−q1
≤ 1.
The quadratic form is given by the symmetric matrix: A = diag (q1, ..., qr) B, where
B =


1− q1 −q2 . −qr
−q1 1− q2 . −qr
. . . .
−q1 −q2 . 1− qr

 .
The determinant of B is of the form α +
∑
j βjqj , where the coefficients α, β1, ..., βr
are constant. Giving to q1, ..., qr the values 0 except for one of them, we find α = 1,
β1 = β2 = ... = βr = −1. Hence detA = (1−
∑
j qj) q1...qr. 
Remark that the positive definiteness follows also from the properties of F , since Q gives
the approximation of F defined below at order 2.
Proof of Proposition 1.5 Since |∑j pje2πitj |2n = |p1 + ∑dj=2 pje2πi(tj−t1)|2n, we have
In =
∫
Td−1 |p1 +
∑d
j=2 pje
2πitj |2n dt2...dtd.
Putting qj := pj+1, j = 1, ..., d − 1, r = d − 1, we have qj > 0,
∑r
1 qj < 1. With the
notation F (t) := 1− |1 +∑rj=1 qj(e2πitj − 1)|2 the computation reduces to estimate:
In :=
∫
Tr
[|1 +
r∑
j=1
qj(e
2πitj − 1)|2]n dt1...dtr =
∫
Tr
[1− F (t)]n dt1...dtr.
A point t = (t1, ...tr) of the torus is represented by coordinates such that: −12 ≤ tj < 12 .
We have F (t) ≥ 0 and F (t) = 0 if and only if t = 0. Let us prove the stronger property:
there is c > 0 such that
F (t) ≥ c‖t‖2, ∀t : −1
2
≤ tj < 1
2
.(11)
Indeed Inequality (11) is clearly satisfied outside a small open neighborhood V of 0, since
F (t) is bounded away from 0 for t in V . On V , we can replace F by a positive definite
quadratic form as we will see below. This shows the result on V .
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From the convergence
lim
n
n
r
2
∫
{t∈Tr :‖t‖> lnn√
n
}
(1− F (t))n dt ≤ lim
n
n
d−1
2 (1− c(lnn)
2
n
)n = 0,
it follows, with Jn :=
∫
{t∈Tr :‖t‖≤ lnn√
n
}(1− F (t))n dt:
lim
n
n
r
2
∫
t∈Td−1
(1− F (t))n dt = lim
n
n
r
2Jn.
By taking the Taylor approximation of order 2 at 0 of the exponential function eitj =
1 + itj − t
2
j
2
+ iγ1(tj) + γ2(tj), with |γ1(tj) + |γ2(tj)| = o(|tj|2), we obtain:
F (t) = Q(2πt) + γ(t), with Q(t) =
∑
qjt
2
j − (
∑
qjtj)
2 and γ(t) = o(‖t‖2).
The quadratic form Q is the form defined by (10). Therefore, it is positive definite by
Lemma 1.6 and there is c > 0 such that Q(t) ≥ c‖t‖2, ∀t ∈ Rr.
We have limδ↓0 sup‖t‖≤δ F (t)/Q(2πt) = 1. With the notation u = (u1, ..., ur), t =
(t1, ..., tr) and the change of variable u =
√
n t, we get:
n
r
2Jn ∼
∫
{‖u‖≤lnn}
(1−Q(2πu√
n
))n du→ 1
(2π)r
∫
Rr
e−Q(u) du.
We have
∫
Rr
e−Q(u) du = π
r
2 det(A)−
1
2 = π
r
2 (p1...pd)
− 1
2 . Therefore we obtain:
lim
n
n
d−1
2
∫
Td
|
∑
j
pje
2πitj |2n dt1...dtd = (4π)− r2 (p1...pd)− 12 .

Example: With Kn(t1, t2) :=
√
πn|( e2πit1+e2πit2
2
)|2n, we have ∫
T2
Kn(t1, t2)dt1dt2 → 1.
This can be shown also using Stirling’s approximation:∫
T2
Kn(t1, t2)dt1dt2 =
√
πn
4n
n∑
k=0
(
n
k
)2
=
√
πn
4n
(
2n
n
)
→
n→∞
1.
Proposition 1.7. If ϕf is continuous, then for every θ ∈ Td we have
lim
n→∞
(4π)
d−1
2 (p1...pd)
1
2 n
d−1
2 ‖P nθ f‖22 =
∫
T
ϕf(θ1 + u, ..., θd + u) du.(12)
Proof. Let us put cn := (4π)
d−1
2 (p1...pd)
1
2 n
d−1
2 for the normalization coefficient and
Kn(t1, ..., td) := cn |
d∑
j=1
pj e
2πitj |2n.
We have cn ‖P nθ f‖22 = (Kn ∗ ϕf )(θ1, ..., θd) and, by (9)
∫
Td
Kn(t1, ..., td) dt1...dtd → 1.
Let us show that for ϕ continuous on Td, limn
∫
Td
Kn ϕdt1...dtd =
∫
T
ϕ(u, ..., u) du. Using
the density of trigonometric polynomials for the uniform norm, it is enough to prove it
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for characters χk(t) = e
2πi
∑
j kjtj , i.e., to prove that for ϕ = χk the limit is 0 if
∑
ℓ kℓ 6= 0,
and 1 if
∑
ℓ kℓ = 0. We have∫
Td
Kn(t1, ..., td) e
2πi
∑
ℓ kℓtℓ dt1...dtd = cn
∫
Td
|
d∑
j=1
pj e
2πitj |2n e2πi
∑
ℓ kℓtℓ dt1...dtd
= (cn
∫
Td−1
|p1 +
d∑
j=2
pj e
2πi(tj−t1)|2n e2πi
∑d
ℓ=2 kℓ(tℓ−t1) dt2...dtd)
∫
T
e2πi(
∑
ℓ kℓ)t1dt1.
Therefore it remains to show that the limit of the first factor when n → ∞ is 1. Using
the proof and the result of Proposition 1.5, we find that this factor is equivalent to
(4π)
d−1
2 (p1...pd)
1
2
∫
{‖u‖≤lnn}
(1−Q(2πu√
n
))ne
2πi
∑r
1 kℓ+1
uℓ√
n du,
which tends to 1. 
1.3. Nullity of variance and coboundaries.
Let H be a Hilbert space and let T1 and T2 be two commuting unitary operators acting
on H. Assuming the Lebesgue spectrum property for the Z2-action generated by T1 and
T2, we study in this subsection the degeneracy of the variance. Here we consider, for
simplicity, the case of two unitary commuting operators, but the results are valid for any
finite family of commuting unitary operators.
Single Lebesgue spectrum
At first, let us assume that there is ψ ∈ H such that the family of vectors T k1 T r2ψ for
(k, r) ∈ Z2 is an orthonormal basis of H (simplicity of the spectrum).
Lemma 1.8. Let f be in H and f =∑(k,r)∈Z2 ak,r T k1 T r2ψ be the representation of f in
the orthonormal basis (T k1 T
r
2ψ, (k, r) ∈ Z2). If
A :=
∑
k,r∈Z2
(1 + |k|+ |r|) |ak,r| < +∞,(13)
there exists u, v ∈ H with ‖u‖, ‖v‖ ≤ A such that
f = (
∑
(k,r)∈Z2
ak,r)ψ + (I − T1)u+ (I − T2)v.
If
∑
(k,r)∈Z2 ak,r = 0, then f is sum of two coboundaries respectively for T1 and T2:
f = (I − T1)u+ (I − T2)v.
Proof. 1) We start with a formal computation. Let us decompose f into vectors
whose coefficients are supported on disjoint quadrants of increasing dimensions. If
f =
∑
k,r∈Z2 ak,rT
k
1 T
r
2ψ, we write
f = f0,0 + f1,0 + f0,1 + f−1,0 + f0,−1 + f1,1 + f−1,1 + f1,−1 + f−1,−1,(14)
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f0,0 = a0,0ψ, f1,0 =
∑
k>0
ak,0 T
k
1 ψ, f0,1 =
∑
r>0
a0,r T
r
2ψ,
f−1,0 =
∑
k>0
a−k,0 T
−k
1 ψ, f0,−1 =
∑
r>0
a0,−r T
−r
2 ψ,
f1,1 =
∑
k,r>0
ak,r T
k
1 T
r
2ψ, f−1,1 =
∑
k,r>0
a−k,r T
−k
1 T
r
2ψ,
f1,−1 =
∑
k,r>0
ak,−r T
k
1 T
−r
2 ψ, f−1,−1 =
∑
k,r>0
a−k,−r T
−k
1 T
−r
2 ψ.
For each component given by a quadrant, we solve the corresponding coboundary equa-
tion up to constant× ψ.
With f decomposed as in (14), the components can be formally written in the following
way, with εi, ε
′
i ∈ {0,+1,−1}, for i = 1, 2:
f0,0 = u0,0 = a0,0 ψ, fε1,0 = u
0
ε1,0 + (T
ε1
1 − I)uε1, 0ε1, 0, f0,ε2 = u00,ε2 + (T ε22 − I)u0, ε20, ε2,
fε1,ε2 = u
0
ε1,ε2
+ (T ε11 − I)uε1,0ε1,ε2 + (T ε22 − I)u0,ε2ε1,ε2 − (T ε11 − I)(T ε22 − I)uε1,ε2ε1,ε2,
where
u0ε1,0 = (
∑
t≥1
aε1t, 0)ψ, u
ε1, 0
ε1, 0
=
∑
k≥0
(
∑
t≥k+1
aε1t, 0)T
ε1k
1 ψ,
u00,ε2 = (
∑
s≥1
a0, ε2s)ψ, u
0, ε2
0, ε2 =
∑
r≥0
(
∑
s≥r+1
a0, ε2s)T
ε2r
2 ψ,
u0ε1,ε2 = (
∑
t,s≥1
aε1t, ε2s)ψ, u
ε1,0
ε1,ε2 =
∑
k0,r≥1
(
∑
t≥k+1
aε1t, ε2r) T
ε1k
1 T
ε2r
2 ψ,
u0,ε2ε1,ε2 =
∑
k≥1,r≥0
(
∑
s≥r+1
aε1k, ε2s) T
ε1k
1 T
ε2r
2 ψ,
uε1,ε2ε1,ε2 =
∑
k,r≥0
(
∑
t≥k+1,s≥r+1
aε1t, ε2s) T
ε1k
1 T
ε2r
2 ψ.
More explicitly we have, for instance,
f1,0 = u
0
1,0 + (T1 − I)u1,01,0 = (
∑
t≥1
at,0)ψ + (T1 − I) [
∑
k≥0
(
∑
t≥k+1
at,0)T
k
1 ψ],
f1,1 = u
0
1,1 + (T1 − I)u1,01,1 + (T2 − I)u0,11,1 + (T1 − I)(T2 − I)u1,11,1
= (
∑
t,s≥1
at,s)ψ + (T1 − I) [
∑
k≥0,r≥1
(
∑
t≥k+1
at,r) T
k
1 T
r
2 ψ]
+(T2 − I) [
∑
k≥1,r≥0
(
∑
s≥r+1
ak,s) T
k
1 T
r
2 ψ]− (T1 − I)(T2 − I) [
∑
k,r≥0
(
∑
t≥k+1,s≥r+1
at,s) T
k
1 T
r
2 ψ].
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By summing the previous expressions, we obtain the following representation of f :
f = (
∑
at,s)ψ +(T1 − I)(u11 − T−11 u1−1 + u1,21 − T−11 u−1,2−1 + u1,−21 − T−11 u−1,−2−1 )
+(T2 − I)(u12 − T−12 u1−2 + u1,22 − T−12 u1,−2−2 + u−1,22 − T−12 u−1,−2−2 )
+(T1 − I)(T2 − I)(u1,21,2 − T−11 u−1,2−1,2 − T−12 u1,−21,−2 + T−11 T−12 u−1,−2−1,−2).
The first term is the vector a(f)ψ, where a(f) is the constant
∑
k,r∈Z2 ak,r obtained as
the sum u00 + u
0
1 + u
0
2 + u
0
−1 + u
0
−2 + u
1,2
0 + u
−1,2
0 + u
1,−2
0 + u
−1,−2
0 . The second term is a
sum of coboundaries. If a(f) = 0, then f reduces to a sum of coboundaries.
2) Now we examine the question of convergence in the previous computation. We need
the convergence of the following series (for ε1, ε2 = ±1):
∑
t,s≥1
aε1t, ε2s,
∑
t≥k+1
aε1t, ε2r,
∑
s≥r+1
aε1k, ε2s,
∑
t≥k+1,s≥r+1
aε1t, ε2s,
∑
k≥0,r≥1
|
∑
t≥k+1
aε1t, ε2r|2,
∑
k≥1,r≥0
|
∑
s≥r+1
aε1k, ε2s|2,
∑
k,r≥0
|
∑
t≥k+1,s≥r+1
aε1t, ε2s|2.
Sufficient conditions for the convergence are:
∑
k,r∈Z2
|ak, r| < +∞,
∑
k≥0,r≥1
(
∑
t≥k+1
|aε1t, ε2r|)2 < +∞,
∑
k≥1,r≥0
(
∑
s≥r+1
|aε1k, ε2s|)2 < +∞,
∑
k,r≥0
(
∑
t≥k+1,s≥r+1
|aε1t, ε2s|)2 < +∞.
We have:
∑
k≥0,r≥0
(
∑
t≥k,s≥r
|at,s|)2 =
∑
k≥0,r≥0
(
∑
t,t′≥k, s,s′≥r
|at,s||at′,s′|)
≤
∑
t,t′≥0,s,s′≥0
|at,s||at′,s′|
∑
k
10≤k≤inf(t,t′)
∑
r
10≤r≤inf(s,s′)
=
∑
t,t′≥0,s,s′≥0
|at,s||at′,s′| (1 + inf(t, t′)) (1 + inf(s, s′))
≤
∑
t,t′,s,s′≥0
|at,s||at′,s′|(1 + t+ s) (1 + t′ + s′) = (
∑
t≥0,s≥0
(1 + t+ s) |at,s|)2.
An analogous bound is valid for the indices with ± signs. Therefore, convergence holds
if (13) is satisfied and we get
∑
t∈Z2 (1 + ‖t‖) |at| as a bound for the norm of the vectors
u0ε1,0, u
ε1, 0
ε1, 0
, u00,ε2, u
0, ε2
0, ε2
, u0ε1,ε2, u
ε1,0
ε1,ε2
, u0,ε2ε1,ε2, u
ε1,ε2
ε1,ε2
. 
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Countable Lebesgue spectrum
We suppose now that the action on H has a countable Lebesgue spectrum: there exists a
countable set (ψj, j ∈ J) inH such that the family of vectors {T k1 T r2ψj , j ∈ J, (k, r) ∈ Z2}
is an orthonormal basis of H. The representation of f in this orthonormal basis is given
by f =
∑
j fj =
∑
j∈J (
∑
(k,r)∈Z2 aj,(k,r) T
k
1 T
r
2ψj), with aj,(k,r) = 〈f, T k1 T r2ψj〉. Recall that
Mθ(f) =
∑
j∈J
γj(θ)ψj , with γj(θ) =
∑
k∈Z2
aj,k e
2πi〈k,θ〉.
Using Lemma 1.8, we have under a convergence condition:
fj = γj(θ)ψj + (I − e2πiθ1T1)uj,θ + (I − e2πiθ2T2)vj,θ, ∀j ∈ J,
f = Mθ(f) + (I − e2πiθ1T1)
∑
j∈J
uj,θ + (I − e2πiθ2T2)
∑
j∈J
vj,θ.
The result for d generators is the following:
Lemma 1.9. Suppose that the following condition is satisfied:∑
j
∑
k∈Zd
(1 + ‖k‖d) |aj,k| <∞.(15)
Then there are v, u1, ..., ud ∈ H such that the family {T nv, n ∈ Zd} is orthogonal and
f = v +
d∑
t=1
(I − Tt)ut.(16)
The variance is 0, if and only f is a mixed coboundary.
For every θ, the rotated variance σ2θ(f) is null if and only if there are ut,θ ∈ H, for
t = 1, ..., d, such that f =
∑d
t=1(I − e2πiθtTt)ut,θ.
In the topological framework, when the T nψj’s are continuous and uniformly bounded
with respect to n and j, then the functions v and ut are continuous.
2. Multidimensional actions by endomorphisms
In what follows we consider a finitely generated semigroup S of surjective endomorphisms
of G, a compact abelian group with Haar measure denoted by µ. The group of characters
of G will be denoted by Gˆ (or H) and the set of non trivial characters by Gˆ∗ (or H∗).
After choosing a system A1, ..., Ad of generators, every element in S can be represented
as An with the notation An := An11 ...A
nd
d , n = (n1, ..., nd) ∈ Nd, and we obtain an action
n→ An of Nd by endomorphisms on G.
If f is function on G, Anf stands for f ◦An. We use also the notation T nf . For T ∈ S,
we denote by the same letter its action on G and on the dual H of G. The Fourier
coefficients of a function f in L2(G) are cf (χ) :=
∫
G
χ f dµ.
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Every surjective endomorphism A of G defines a measure preserving transformation on
(G, µ) and a dual endomorphism on Gˆ, the group of characters of G. For simplicity, we
use the same notation for the action on G and on Gˆ.
The first subsections are preparatory for the CLT.
2.1. Preliminaries.
Embedding of a semigroup of endomorphisms in a group
Lemma 2.1. Let S be a commutative semigroup of surjective endomorphisms on a com-
pact abelian group G with dual group Gˆ. There is a compact abelian group G˜ such that
G is a factor of G and S is embedded in a group S˜ of automorphisms of G˜. If G is
connected, then G˜ is also connected.
Proof. We construct a discrete group H˜ such that Gˆ is isomorphic to a subgroup of H˜ .
The group H˜ is defined as the quotient of the group {(χ,A), χ ∈ Gˆ, A ∈ S} (endowed
with the additive law on the components) by the following equivalence relation R: (χ,A)
is equivalent to (χ′, A′) if A′χ = Aχ′. The transitivity of the relation R follows from
the injectivity of each A ∈ S acting on Gˆ. The map χ ∈ Gˆ → (χ, Id)/R is injective.
The elements A ∈ S act on H˜ by (χ,B)/R → (Aχ,B)/R. The equivalence classes are
stable by this action. We can identify S and its image. For A ∈ S, the automorphism
(χ,B)/R→ (χ,AB)/R is the inverse of (χ,B)/R→ (Aχ,B)/R.
We obtain an embedding of S in a group S˜ of automorphisms of H˜. If Gˆ is torsion free,
then H˜ is also torsion free and its dual G˜ is a connected compact abelian group. 
Our data will be a finite set of commuting surjective endomorphisms Ai of G such that
the generated group S˜ is torsion-free.
If necessary, we consider also the group of automorphisms S˜ on the extension G˜. Since
S˜ is finitely generated and torsion-free, it has a system of d independent generators (not
necessarily in S) and it is isomorphic to Zd. The rank of the action of S is d. The
spectral analysis for S, as for S˜, takes place in Td.
Observe that, by using the projection π from G˜ to G, a function f on the group G can be
viewed as function on G˜ and a character χ ∈ Gˆ as a character on G˜ via the composition
g → χ(πg). Putting f˜(x) = f(πx), the Fourier series of f˜ reads: f˜ = ∑χ∈G˜ cf˜(χ)χ.
But, on an other side, we have f =
∑
χ∈G cf (χ)χ, so that by unicity of the Fourier series,
the only non zero Fourier coefficients for f˜ are those for χ ∈ Gˆ.
It follows that, for a function f defined on G, the computations can be done in the group
G˜ with the action of the group of automorphisms, but expressed in terms of the Fourier
coefficients of F computed in G.
Definition 2.2. We say that a Zd-action by automorphisms, n→ An, is totally ergodic
if An11 ...A
nd
d is ergodic for every n = (n1, ..., nd) 6= 0. It is equivalent to the property:
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Anχ 6= χ, for any non trivial character χ and n 6= 0. For endomorphisms, we replace the
semigroup S by the extension S˜ defined in Lemma 2.1.
What we call “totally ergodic” in the general case of a compact abelian group G is often
called “partially hyperbolic” for actions on a torus.
Lemma 2.3. The following conditions are equivalent for a Zd-action T by automor-
phisms on a compact abelian group:
i) T is totally ergodic;
ii) T is 2-mixing2;
iii) T has the Lebesgue spectrum property.
Proof. The Lebesgue spectrum property (cf. Section 1) for the action of S˜ is equivalent
to the fact that the action S˜ on H˜∗ is free, which is total ergodicity.
Mixing of order 2 implies total ergodicity. At last the implication (iii)⇒ (ii) is a general
fact. 
Remark 2.4. Finding the dimension of S and computing a set of independent generators
can be very difficult in practice. For G = Tρ = 3, we will give explicit examples in the
Appendix. Given a finite set of commuting matrices in dimension ρ with determinant 1
for ρ > 3, it can be difficult and even impossible to find independent generators via a
computation.
In some cases the problem can be easier with endomorphisms. For instance, let pi, i =
1, ..., d be coprime positive integers and Ai : x → qix mod 1 the corresponding endo-
morphisms acting on T1. Then the Ai’s give a system of independent generators of the
group S˜ generated on the compact abelian group dual of Z˜ρ := {kΠqℓii , k ∈ Zρ, ℓi ∈ Z}.
Notation 2.5. J denote a section of the S˜ action on H˜∗, i.e., a subset {χj}j∈J ⊂ H˜\{0}
such that every χ ∈ H˜∗ can be written in a unique way as χ = An11 ...Andd χj , with j ∈ J
and (n1, ..., nd) ∈ Zd.
Using the extension, for a function f in L2(G˜), we have
〈f, Anf〉 =
∑
χ∈H˜
cf (A
nχ) cf(χ).(17)
For the validity of this formula we suppose
∑
χ∈H˜ |cf(Anχ)| |cf(χ)| < +∞. When f
is defined on G, the formula can be written, with f˜ the extension of f to G˜ and the
convention (*) that the coefficients cf (A
nχ) are replaced by 0 if Anχ 6∈ H ,
〈f˜ , Anf˜〉 =
∑
χ∈H
cf(A
nχ) cf(χ).(18)
2 Mixing of order 2 is defined in Definition 1.2 (here H = L20(G,µ)) or equivalently by limn→∞ µ(B1∩
T−nB2) = µ(B1)µ(B2), ∀B1, B2 ∈ A.
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Functions with absolutely convergent Fourier series
We denote by AC0(G) the class of real functions on G satisfying µ(f) = 0 and with an
absolutely convergent Fourier series, i.e., such that
‖f‖c :=
∑
χ∈Gˆ
|cf(χ)| < +∞.(19)
Theorem 2.6. If f is in AC0(G), then
∑
n∈Zd |〈Anf, f〉| <∞, the variance σ2(f) exists,
σ2(f) =
∑
n∈Zd〈Anf, f〉 and the spectral density ϕf of f is continuous.
Moreover, if N is any subset of Gˆ and f1(x) =
∑
χ∈N cf (χ)χ, then
‖ϕf‖∞ ≤ ‖f − f1‖2c .(20)
In particular, σ(f − f1) ≤ ‖f − f1‖c.
Proof. We use the convention (*) in the notations. By total ergodicity, for every χ ∈
H˜∗, the map n ∈ Zd → Anχ ∈ H˜∗ is injective, and therefore ∑n∈Zd |cf(Anχ)| ≤∑
χ∈Gˆ∗ |cf(χ)|. The spectral density of f is
ϕf (t) =
∑
j∈J
|γj(t)|2 =
∑
j∈J
|
∑
n∈Zd\{0}
cf(A
nχj) e
2πi〈n,t〉 |2.(21)
We have:
‖ϕf‖∞ ≤
∑
j∈J
‖γj‖2∞ ≤
∑
j∈J
(
∑
n∈Zd
|cf(Anχj)|)2
≤
∑
j∈J
(
∑
n∈Zd
|cf(Anχj)|)(
∑
χ
|cf(χ)|) ≤ (
∑
χ
|cf(χ)|)2 = ‖f‖2c .

Approximation by Mθ
In the algebraic setting of endomorphisms of compact abelian groups, the family (ψj) of
the general theory (Subsection 1.2) is (χj). We have
aj,n = 〈f, T nχj〉 = cf (T n χj),
γj(θ) =
∑
n∈Zd
cf (T
n χj) e
2πi〈n,θ〉, Mθf =
∑
j
γj(θ)χj.
Hence, Mθf is defined for every θ, if
∑
j∈J
(∑
n∈Zd |cf (T n χj)|2) <∞.
Let us assume that f has an absolutely convergent Fourier series. Since every χ ∈ H˜∗
can be written in an unique way as χ = T n χj , with j ∈ J and n ∈ Zd, we have∑
n∈Zd
|cf(T n χj)| ≤
∑
j∈J
∑
n∈Zd
|cf(T n χj)| =
∑
χ∈H˜∗
|cf(χ)| = ‖f‖c.
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Then, for every j ∈ J , the series defining γj is uniformly converging, γj is continuous and∑
j∈J ‖γj‖∞ ≤
∑
j∈J
∑
n∈Zd |cf(T n j)| = ‖f‖c. The function
∑
j∈J |γj|2 is a continuous
version of the spectral density ϕf . Therefore Lemma 1.4b applies.
The following lemma allows to check the condition of Lemma 1.4a in terms of the Fourier
series of f .
Lemma 2.7. If
∑
χ∈Gˆ∗ |cf(χ)|r < +∞ for some 1 < r ≤ 2, then the spectral density ϕf ,
if µ(f) = 0, is in Lp(Td) with p = 1
2
r
r−1 > 1.
Proof. We have ϕf(t) =
∑
j∈J |γj(t)|2, with γj(t) =
∑
n∈Zd\{0} cf(A
nχj)e
2πi〈n,t〉.
Let p := 1
2
r
r−1 be such that r and 2p are conjugate exponents. By the Hausdorff-Young
theorem, we have:
‖γj‖2p ≤ (
∑
n∈Zd\{0}
|cf(Anχj)|r)1/r.
It follows, since 2/r ≥ 1:∑
j∈J
‖|γj|2‖p =
∑
j∈J
‖γj‖22p ≤
∑
j∈J
(
∑
n∈Zd\{0}
|cf(Anχj)|r)2/r
≤ (
∑
j∈J
∑
n∈Zd\{0}
|cf(Anχj)|r)2/r ≤ (
∑
χ∈Gˆ∗
|cf(χ)|r)2/r.
Therefore we have ϕf ∈ Lp(Td) and ‖ϕf‖p ≤ (
∑
χ∈Gˆ∗ |cf(χ)|r)2/r. 
Remark that the condition of the lemma for r = 1 corresponds to f ∈ AC0(G), which
implies continuity of ϕf .
2.2. Mixing, moments and cumulants, application to the CLT.
Reminders on moments and cumulants
Before we continue studying actions by automorphisms, for the sake of completeness,
we recall in this subsection some general results on mixing of all orders, moments and
cumulants (see [12], [18] and the references given therein). Implicitly we assume existence
of moments of all orders when they are used.
For a real random variable Y (or for a probability distribution on R), the cumulants
(or semi-invariants) can be formally defined as the coefficients c(r)(Y ) of the cumulant
generating function t→ lnE(etY ) =∑∞r=0 c(r)(Y ) trr! , i.e.,
c(r)(Y ) =
∂r
∂rt
lnE(etY )|t=0.
Similarly the joint cumulant of a random vector (X1, ..., Xr) is defined by
c(X1, ..., Xr) =
∂r
∂t1...∂tr
lnE(e
∑r
j=1 tjXj )|t1=...= tr=0.
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This definition can be given as well for a finite measure on Rr.
One easily checks that the joint cumulant of (Y, ..., Y ) (r copies of Y ) is c(r)(Y ).
For any subset I = {i1, ..., ip} ⊂ Jr := {1, ..., r}, we put
m(I) = m(i1, ..., ip) := E(Xi1 ...Xip), s(I) = s(i1, ..., ip) := c(Xi1 , ..., Xip).
The cumulants of a process (Xj)j∈J , where J is a set of indexes, is the family
{c(Xi1 , ..., Xir), (i1, ..., ir) ∈ J r, r ≥ 1}.
The following formulas link moments and cumulants and vice-versa:
c(X1, ..., Xr) = s(Jr) =
∑
P
(−1)p−1(p− 1)! m(I1)...m(Ip),(22)
E(X1...Xr) = m(Jr) =
∑
P
s(I1)...s(Ip).(23)
where in both formulas, P = {I1, I2, ..., Ip} runs through the set of partitions of Jr =
{1, ..., r} into p ≤ r non empty intervals.
Now, let be given a random process (Xk)k∈Zd , where for k ∈ Zd, Xk is a real random
variable, and a summation kernel R with finite support in Zd and values in R+. (For
examples of summation kernels, see Section 1, in particular Proposition 1.7). Let us
consider the process defined for k ∈ Zd by
Yk =
∑
ℓ∈Zd
R(ℓ+ k)Xℓ, k ∈ Zd.
By permuting summation and integral, we easily obtain:
c(Yk1 , ..., Ykr) =
∑
(ℓ1,...,ℓr)∈(Z
d)r
c(Xℓ1 , ..., Xℓr)R(ℓ1 + k1)...R(ℓr + kr).
In particular, we have for Y =
∑
ℓ∈Zd R(ℓ)Xℓ:
c(r)(Y ) = c(Y, ..., Y ) =
∑
(ℓ1,...,ℓr)∈(Z
d)r
c(Xℓ1 , ..., Xℓr)R(ℓ1)...R(ℓr).(24)
Limiting distribution and cumulants
For our purpose, we state in terms of cumulants a particular case of a theorem of M.
Fre´chet and J. Shohat, generalizing classical results of A. Markov. Using the formulas
linking moments and cumulants, a special case of the “generalized statement of the
second limit-theorem” given in [9] can be expressed follows:
Theorem 2.8. Let (Zn, n ≥ 1) be a sequence of centered r.r.v. such that
lim
n
c(2)(Zn) = σ2, lim
n
c(r)(Zn) = 0, ∀r ≥ 3,(25)
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then (Zn) tends in distribution to N (0, σ2). (If σ = 0, then the limit is δ0).
It implies the following result (cf. Theorem 7 in [17]):
Theorem 2.9. Let (Xk)k∈Zd be a random process and (Rn)n≥1 a summation sequence
on Zd. Let (Y n)n≥1 be the process defined by Y
n =
∑
ℓ Rn(ℓ)Xℓ, n ≥ 1. Under the
assumptions limn ‖Y n‖2 = +∞ and∑
(ℓ1,...,ℓr)∈(Z
d)r
c(Xℓ1, ..., Xℓr)Rn(ℓ1)...Rn(ℓr) = o(‖Y n‖r2), ∀r ≥ 3,(26)
Y n
‖Y n‖2
tends in distribution to N (0, 1) when n tends to ∞.
Proof. Let βn := ‖Y n‖2 = ‖
∑
ℓ Rn(ℓ)Xℓ‖2 and Zn = β−1n Y n.
We have using (24), c(r)(Zn) = β−rn
∑
(ℓ1,...,ℓr)∈(Z
d)r c(Xℓ1, ..., Xℓr)R(ℓ1)...R(ℓr). The the-
orem follows then from the assumption (26) by Theorem 2.8 applied to (Zn). 
Definition 2.10. A measure preserving Nd- or Zd-action T : n → T n on a probability
space (Ω,A, µ) is r-mixing, r > 1, if for all sets B1, ..., Br ∈ A
lim
min1≤ℓ<ℓ′≤r ‖nℓ−nℓ′‖→∞
µ(
r⋂
ℓ=1
T−nℓ Bℓ) =
r∏
ℓ=1
µ(Bℓ).
Notation 2.11. For f ∈ L∞0 , the space of measurable essentially bounded functions
on (Ω, µ) with
∫
f dµ = 0, we apply the definition of moments and cumulants to
(T n1f, ..., T nrf) and put
mf (n1, ..., nr) =
∫
T n1f...T nrf dµ, sf(n1, ..., nr) := c(T
n1f, ..., T nrf).(27)
In order to show that the cumulants of a system which is mixing of all orders are asymp-
totically null, we need the following lemma.
Lemma 2.12. For every sequence (nk1, ..., n
k
r) in (Z
d)r, there are a subsequence with
possibly a permutation of indices (still written (nk1, ..., n
k
r)), an integer κ(r) ∈ [1, r] and
a subdivision 1 = r1 < r2 < ... < rκ(r)−1 < rκ(r) ≤ r of {1, ..., r}, such that
lim
k
min
1≤s 6=s′≤κ(r)
‖nkrs − nkrs′‖ =∞,(28)
nkj = n
k
rs + aj, for rs < j < rs+1, s = 1, ..., κ(r)− 1, and for rκ(r) < j ≤ r,(29)
where aj is a constant integral vector.
If the sequence (nk1, ..., n
k
r) satisfy limkmaxi 6=j ‖nki − nkj‖ =∞, then the construction can
be done in such a way that κ(r) > 1.
Remark that if supkmaxi 6=j ‖nki − nkj‖ <∞, then κ(r) = 1 so that (28) is void and (29)
is void for the indexes such that rs+1 = rs + 1.
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Proof. The proof is by induction. The result is clear for r = 2. Suppose we have construct
the subsequence for the sequence of r − 1-tuples (nk1, ..., nkr−1).
Let 1 ≤ r1 < r2 < ... < rκ(r−1) ≤ r − 1 be the corresponding subdivision of {1, ..., r −
1}, as stated above for the sequence (nk1, ..., nkr−1). If the sequence (nk1, ..., nkr−1) satisfy
limkmax1<i<j≤r−1 ‖nki − nkj‖ = ∞, then κ(r − 1) > 1 by construction in the induction
process.
Now we consider (nk1, ..., n
k
r). If limk ‖nkr − nki ‖ = +∞, for all i = 1, ..., r − 1, then we
have just to take 1 ≤ r1 < r2 < ... < rκ(r−1) < rκ(r) = r as new subdivision of {1, ..., r}.
If lim infk ‖nkr − nkis‖ < +∞, for some s ≤ κ(r − 1), then along a new subsequence (still
denoted with the same notation) we have nkr = n
k
is + ar, where ar is a constant integral
vector. After changing the labels, we insert nr in the subdivision for {1, ..., r − 1} and
obtain the new subdivision for {1, ..., r}.
For the last condition on κ, suppose that limkmax1<i<j≤r ‖nki − nkj‖ =∞.
Then if lim infkmax1<i<j≤r−1 ‖nki −nkj‖ < +∞, necessarily, κ(r) > 1. If, on the contrary,
the sequence (nk1, ..., n
k
r−1) satisfy limkmax1<i<j≤r−1 ‖nki − nkj‖ = ∞, then κ(r − 1) > 1
so that κ(r) ≥ κ(r − 1) > 1. 
Lemma 2.13. If a Zd-dynamical system is mixing of order r ≥ 2, then, for any f ∈ L∞0 ,
lim
maxi6=j ‖ni−nj‖→∞
sf(n1, ..., nr) = 0.(30)
Proof. We give a sketch of the proof. The notation sf was introduced in (27). Suppose
that (30) does not hold. Then there is ε > 0 and a sequence of r-tuples (nk1 = 0, ..., n
k
r)
such that |sf(nk1, ..., nkr)| ≥ ε and maxi 6=j ‖nki − nkj‖ → ∞ (we use stationarity).
By taking a subsequence (but keeping the same notation), we can assume that, for two
fixed indexes i, j, limk ‖nki − nkj‖ =∞.
From Lemma 2.12, it follows that there is a subdivision 1 = r1 < r2 < ... < rκ(r)−1 <
rκ(r) ≤ r and constant integer vectors aj such that
lim
k
min
1≤s 6=s′≤κ(r)
‖nkrs − nkrs′‖ =∞,(31)
nkj = n
k
rs + aj, for rs < j < rs+1, s = 1, ..., κ(r)− 1, and for rκ(r) < j ≤ r.(32)
Let dµk(x1, ..., xr) denote the probability measure on R
r defined by the distribution of
the random vector (T n
k
1f(.), ..., T n
k
rf(.)). We can extract a converging subsequence from
the sequence (µk), as well as for the moments of order ≤ r.
Let us denote ν(x1, ..., xr) (resp. ν(xi1 , ..., xip)) the limit of µk(x1, ..., xr) (resp. of its
marginal measures µk(xi1 , ..., xip) for {i1, ..., ip} ⊂ {1, ..., r}).
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Let ϕi, i = 1, ..., r, be continuous functions with compact support on R. Mixing of order
r and condition (31) imply
ν(ϕ1 ⊗ ϕ2 ⊗ ...⊗ ϕr) = lim
k
∫
Rd
ϕ1 ⊗ ϕ2 ⊗ ...⊗ ϕr dµk = lim
k
∫ r∏
i=1
ϕi(f(T
nki x)) dµ(x)
= lim
k
∫ [κ(r)−1∏
s=1
∏
rs≤j<rs+1
ϕj(f(T
nks+ajx))
] ∏
κ(r)≤j≤r
ϕj(f(T
nk
κ(r)
+ajx)) dµ(x)
=
[κ(r)−1∏
s=1
(∫ ∏
rs≤j<rs+1
ϕj(f(T
ajx)) dµ(x)
)] [∫ ∏
κ(r)≤j≤r
ϕj(f(T
ajx)) dµ(x)
]
.
Therefore ν is the product of marginal measures corresponding to disjoint subsets: at
least there are I1 = {i1, ..., ip}, I2 = {i′1, ..., i′p′} ⊂ Jr = {1, ..., r}, two non empty subsets
such that (I1, I2) is a partition of Jr and dν(x1, ..., xr) = dν(xi1 , ..., xip)×dν(xi′1 , ..., xi′p′ ).
Putting Φ(t1, ..., tr) = ln
∫
e
∑
tjxj dµ(x1, ..., xr) and the analogous formulas for ν(xi1 , ..., xip)
and ν(xi′1 , ..., xi′p), we obtain: Φ(t1, ..., tr) = Φ(ti1 , ..., tip) + Φ(ti′1 , ..., ti′p). It implies that
the derivative ∂
r
∂t1...∂tr
Φ(t1, ..., tr)|t1=...= tr=0 is 0. Hence c(ν(x1, ..., xr)) = 0.
But this contradicts lim infk |sf(nk1, ..., nkr)| > 0. 
Application to d-dimensional actions by endomorphisms
For an action of Nd by commuting endomorphisms on (G, µ), a compact abelian group
with Haar measure µ, the method of moments as in [17] can be used for the CLT
when mixing of all orders is satisfied. It gives immediately the CLT for trigonometric
polynomials.
Proposition 2.14. Let n : (n1, ..., nd) → T n = T n11 ...T ndd be a totally ergodic Nd-action
by commuting endomorphisms on a compact abelian group G which is mixing of all orders.
Let (Rn)n≥1 be a summation sequence on N
d and let f be a trigonometric polynomial. If
limn ‖
∑
ℓRn(ℓ) T
ℓf‖2 =∞, then the CLT is satisfied by the sequence (
∑
ℓ Rn(ℓ)T
ℓf
‖
∑
ℓ Rn(ℓ)T
ℓf‖2
)n≥1.
Proof. For an action by endomorphisms of compact abelian groups, the moments of the
process (f(T n.))n∈Zd for a trigonometric polynomial f(x) =
∑
k∈Λ ck(f)χk(x) are:
mf (n1, ..., nr) =
∫
f(T n1x)...f(T nrx) dx =
∑
k1,...,kr∈Λ
ck1...ckr1Tn1χk1 ...T
nrχkr=1
.
For r fixed, the function (k1, ..., kr) → mf (k1, ..., kr) takes a finite number of values,
since by the above formula mf is a sum with coefficients 0 or 1 of the products ck1 ...ckr
with kj in a finite set. The cumulants of a given order according to (22) take also a finite
number of values.
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Therefore, since mixing of all orders implies lim
maxi,j ‖ℓi−ℓj‖→∞
sf(ℓ1, ..., ℓr) = 0 by Lemma
2.13, there is Mr such that sf(ℓ1, ..., ℓr) = 0 for maxi,j ‖ℓi − ℓj‖ > Mr.
We apply Theorem 2.9. Let us check (26). Using (24), we obtain that
|
∑
sf (ℓ1, ..., ℓr)Rn(ℓ1)...Rn(ℓr)| = |
∑
sf(0, ℓ2 − ℓ1, ..., ℓr − ℓ1)Rn(ℓ1)...Rn(ℓr)|
≤
∑
‖ℓ′2‖,...,‖ℓ
′
r‖≤Mr
|sf(0, ℓ′2, ..., ℓ′r)| sup
n
‖Rn‖r∞.
Since the summation sequences are supposed to be bounded,
∑
sf(ℓ1, ..., ℓr)Rn(ℓ1)...Rn(ℓr)
is bounded and (26) is satisfied. 
Remark that if a subsequence of limn ‖
∑
ℓRn(ℓ) T
ℓf‖2 is bounded, then f is a double
coboundary. Indeed, supposing for simplicity d = 2, we have the following lemma:
Lemma 2.15. Let T1 and T2 generate a mixing (2-mixing) N
2-action. For f ∈ L20(µ),
the following statements are equivalent:
(i) f = (I − T1)(I − T2)g, for some g ∈ L20(µ),
(ii) lim infm ‖
∑m−1
j=0
∑m−1
k=0 T
j
1T
k
2 f‖ <∞.
Proof. Let us prove (ii) ⇒ (i). Let (mℓ) be an increasing subsequence for which
‖∑mℓ−1j, k=0 T j1T k2 f‖ < ∞. We may take a subsequence of (mℓ), still denoted by (mℓ),
for which
∑mℓ−1
j, k=0 T
j
1T
k
2 f −→
ℓ→∞
g weakly. Hence, the following weak convergence holds
(I − T1)(I − T2)g = lim
ℓ
(I − Tmℓ1 )(I − Tmℓ2 )f = f − lim
ℓ
(Tmℓ1 f + T
mℓ
2 f − Tmℓ1 Tmℓ2 f) = f

2.3. CLT for compact abelian connected groups.
There is a subclass of actions by automorphisms satisfying the K-property and this is a
way to prove the CLT in that case, using martingale-type property, as shown in [4]. Let
us mention that, for Zd-action by automorphisms on zero-dimensional compact abelian
groups, the K-property (or property of completely positive entropy) is equivalent to
mixing of all orders (cf. [24]). We will rather focus here on an extension of the method
of r-mixing used by Leonov for a single ergodic automorphism and use it for abelian
groups of toral automorphisms.
The method of Leonov
The proof of the CLT given by Leonov in [17] for a single ergodic automorphism T of
a compact abelian group G is based on the computation of the moments, when f is
trigonometric polynomial. It uses the fact that T is mixing of all orders, a property
shown by Rohlin [21], consequence of the K-property for ergodic automorphisms.
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For Zd-actions by automorphisms on connected compact abelian groups, in particular
on tori, the method of moments can also be used, since the mixing property of all orders
holds (Theorem 2.16 below). First we prove a CLT for trigonometric polynomials using
the mixing property, then the result is extended to regular functions by approximation.
Mixing of actions by endomorphisms (G connected)
For Zd-actions by automorphisms on compact abelian groups mixing of all orders is not
always satisfied (cf. [15], [25]). In 1992, W. Philip [20] and K. Schmidt and T. Ward [24]
used results about the number of solutions of S-units equations in the study of semigroups
of endomorphisms or automorphisms on compact abelian groups. In particular, the
following mixing of all orders for Zd-actions by automorphisms on connected groups is a
consequence of algebraic results on S-units ([22]):
Theorem 2.16. ([24, Corollary 3.3]) Let n→ T n be a mixing Zd-action on a compact,
connected, abelian group G. Then it is r-mixing for every r ≥ 2.
Corollary 2.17. Let S be a semigroup of endomorphisms on a compact connected abelian
group G. If this action is totally ergodic, it is mixing of all orders.
Proof. We use the notations of Lemma 2.1. The group G in Lemma 2.1 is connected and
Theorem 2.16 applies to the group S˜ of automorphisms of G in which S is embedded.
The action of S˜ is mixing of all orders, hence also the action of S. 
CLT for Nd-action by endomorphisms
Theorem 2.18. Let n : (n1, ..., nd) → T n = T n11 ...T ndd be a totally ergodic Nd-action by
commuting endomorphisms on a compact abelian connected group G. Let (Dn)n≥1 be a
Følner sequence in Nd and let f be in AC0(G). We have
3 σ2(f) = ϕf(0) and
(
∑
ℓ∈Nd
Rn(ℓ)
2)−
1
2
∑
ℓ∈Nd
Rn(ℓ)f(A
ℓ .)
distr−→
n→∞
N (0, σ2(f)).
Proof. Let (Ns) be an increasing sequence of finite sets in Gˆ with union Gˆ \ {0} and let
fs(x) :=
∑
χ∈Ns
cf(χ)χ be the trigonometric polynomial obtained by restriction of the
Fourier series of f to Ns. Let Zsn, Zn denote respectively
Zsn := |Dn|−
1
2
∑
ℓ
Rn(ℓ)fs(A
ℓ.), Zn := |Dn|− 12
∑
ℓ
Rn(ℓ)f(A
ℓ.).
By Theorem 2.6 we have σ(f − fs) ≤ ‖f − fs‖2. It follows σ2(f) := lims σ2(fs) and
σ2(fs) 6= 0 for s big enough, since σ2(f) > 0 by hypothesis.
3with the convention that the limiting distribution is δ0 if σ
2(f) = 0.
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For the kernel Kn associated to Dn, by the Følner property and (8), we have, if g satisfies
(19):
|Dn|−1 ‖
∑
ℓ
Rn(ℓ)A
ℓg‖22 =
∫
Td
Kn ϕg dt →
n→∞
ϕg(0) = σ
2(g).
From Theorem 2.16 (mixing of all orders) and the result for the trigonometric polynomial
fs, it follows: Z
s
n
distr−→
n→∞
N (0, σ2(fs)) for every s. Moreover, since
lim sup
n
∫
|Zsn − Zn|22 dµ = lim sup
n
∫
Td
Kn ϕf−fs dt
= lim
n
∫
Td
Kn ϕf−fs dt = σ
2(f − fs) ≤ C‖f − fs‖22,
we have lim supn µ[|Zsn − Zn| > ε] ≤ ε−2 lim supn
∫ |Zsn − Zn|22 dP →
s→0
0 for every ε > 0
and the condition lims lim supn P[|Zsn − Zn| > ε] = 0 is satisfied.
The conclusion Zn
distr−→
n→∞
N (0, σ2(f)) follows from Theorem 3.2 in [2], 
We have in particular:
|Dn|− 12
∑
ℓ∈Dn
f(Aℓ .)
distr−→
n→∞
N (0, σ2(f)).
The previous result is valid for the rotated sums: if f in AC0(G), then, for every θ,
σ2θ(f) = ϕf(θ), |Dn|−
1
2
∑
ℓ∈Dn
e2πi〈ℓ,θ〉f(Aℓ.)
distr−→
n→∞
N (0, σ2θ(f)).(33)
If f satisfies the regularity condition (35), then σ2θ(f) = 0 if and only if there are
continuous functions ut,θ on T
ρ, for t = 1, ..., d, such that f =
∑d
t=1(I − e2πiθAt)ut,θ.
This applies in particular when (Dn) is a sequence of d-dimensional cubes in Z
d.
A CLT for the rotated sums for a.e. θ without regularity assumptions
For the summation sequence given by d-dimensional cubes, a CLT for the rotated sums
can be shown for a.e. θ without regularity assumptions on f . The proof relies on (5)
which is satisfied, for any given f ∈ L2(G), for θ in a set of full measure. This extends
results of [4].
Theorem 2.19. Let n → An be a totally ergodic d-dimensional action by commuting
endomorphisms on G. Let (Dn)n≥1 be a sequence of cubes in Z
d. Let f ∈ L2(G). For
a.e. θ ∈ Td, we have σ2θ(f) = ϕf(θ) and
|Dn|− 12
∑
ℓ∈Dn
e2πi〈ℓ,θ〉f(Aℓ.)
distr−→
n→∞
N (0, σ2θ(f)).
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Let us mention that, if we take for Dn triangles instead of squares, a CLT for the rotated
sums is also valid for a.e. θ, provided f satisfies
∑
χ∈Gˆ |cf(χ)|r < +∞, for some r < 2.
Other examples of kernels
Theorem 2.20. Let (Rn)n≥1 be a summation sequence on Z
d which is regular and such
that (R˜n(t)) weakly converges to a measure ζ on the circle. Let f be a function in AC0(G)
with spectral density ϕf . If ζ(ϕf) 6= 0, then we have∑
ℓ∈Zd
Rn(ℓ)f(A
ℓ.)/(
∑
ℓ∈Zd
|Rn(ℓ)|2) 12 distr−→
n→∞
N (0, ζ(ϕf)).
Proof. The proof is the same as that of Theorem 2.18 and uses (20) and the convergence:
lim
n
‖
∑
ℓ∈Zd
Rn(ℓ)A
ℓf‖22/
∑
ℓ∈Zd
|Rn(ℓ)|2 = lim
n
∫
Td
Kn(t)ϕf(t) dt = ζ(ϕf).

Barycenter operators
The iterates of the barycenter operators satisfy the condition of Theorem 2.20.
Let A1, ..., Ad be to commuting endomorphisms of a connected abelian group G gener-
ating a totally ergodic action. Let P be the barycenter operator defined as in Formula
(3) by:
Pf(x) :=
∑
j
pj f(Ajx).(34)
Observe that the coefficient Rn(ℓ) of the expansion of the summation sequence associated
to n
d−1
4 P n tends to 0 uniformly, when n tends to infinity (to prove it, one can use the
local limit theorem for multinomial Bernoulli variables).
By Proposition 1.7 and Theorem 2.20 we obtain:
Theorem 2.21. Let f be a function in AC0(G) with spectral density ϕf . Assume that
σ2P (f) :=
∫
T
ϕf(u, u, ..., u) du 6= 0. Then we have
(4π)
d−1
4 (p1...pd)
1
4 n
d−1
4 P nf(.)
distr−→
n→∞
N (0, σ2P (f)).
For the torus, the result holds for f satisfying Condition (38) in the next subsection.
Example: let A1, A2 be two commuting matrices inM∗(ρ,Z) generating a totally ergodic
action on Tρ, ρ ≥ 3. Let P be the barycenter operator: Pf(x) := 1
2
(f(A1x) + f(A2x)).
If ϕf is continuous, then we have limn→∞
√
πn ‖P nf‖22 =
∫
T
ϕf (u, u) du. It follows from
Theorem 2.21, for f satisfying (38) on Tρ:
(πn)
1
4 P nf
distr−→
n→∞
N (0, σ2P (f)).
26 GUY COHEN AND JEAN-PIERRE CONZE
For any non trivial character χ on G, the spectral density is identically 1 and σP (χ) = 1.
The rate of convergence of ‖P nχ‖2 to 0 is the polynomial rate given by Proposition 1.7.
If f is in AC0(G), we have σP (f) = 0 if and only if ϕf (u, u) = 0, for every u ∈ T1. In
particular, by the results of Subsection 2.4, if f is not a mixed coboundary (cf. (16)),
then σP (f) 6= 0 and the rate of convergence of ‖P nf‖2 to 0 is the polynomial rate given
by Proposition 1.7. A test of non degeneracy on periodic points can be deduced from it.
The condition σP (f) = 0 is stronger than the coboundary condition. A sufficient condi-
tion to have σP (f) = 0 is that f can be written f = A1g − A2g with g ∈ L20(µ).
Remarks. 1) The case of commutative or amenable actions strongly differs from the
case of non amenable actions for which a “spectral gap property” is often available ([11]).
For action by algebraic (non commuting) automorphisms Aj, j = 1, ..., d, on the torus,
the existence of a spectral gap for P of the form (34) is related to the fact that the
generated group has no factor torus on which it is virtually abelian ([1]).
2) For ν a discrete measure on the semigroup T of commuting endomorphisms of G,
we can consider a barycenter of the form Pf(x) =
∑
T∈T ν(T )f(Tx). For a barycenter
with finite support, we have seen that the decay, when ϕf is continuous, is of order n
d−1
2 .
A question is to estimate the decay when ν has an infinite support and to study the
asymptotic distribution of the normalized iterates.
For instance, if we Pf(x) =
∑
q∈P ν(q)f(qx), where P is the set of prime numbers,
(ν(q), q ∈ P) a probability vector with ν(q) > 0 for every prime q and f Ho¨lderian on
the circle, what is the decay to 0 of ‖P nf‖2 ?
A partial result is that, if ν has an infinite support, the decay is faster than Cn−r, for
every r ≥ 1. Indeed, this can be deduced easily from the following observation:
Let P1 and P2 be two commuting contractions of L
2(G), such that ‖P n1 f‖2 ≤Mn−r and
let α ∈]0, 1], β = 1− α. Then we have:
‖(αP1 + βP2)nf)‖2 ≤
n∑
k=0
(
n
k
)
αkβn−k‖P k1 f‖2.
Using the inequality of large deviation for the binomial law, we obtain, with c < 1:
∑
k≤ n
2α
(
n
k
)
αkβn−k ≤ cn,
and therefore:
n∑
k=0
(
n
k
)
αkβn−k‖P k1 f‖2 ≤M(
n
2α
)−r − cn ≤M ′n−r.
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2.4. The torus case.
Notation 2.22. Let M∗(ρ,Z) denote the semigroup of ρ × ρ non singular matrices
with coefficients in Z and GL(ρ,Z) the group of matrices with coefficients in Z and
determinant ±1.
Every A inM∗(ρ,Z) defines a surjective endomorphism of Tρ, hence a measure preserving
transformation on (Tρ, µ) and a dual endomorphism on the group of characters of Tρ
identified with Zρ (action by the transposed of A). If A is in GL(ρ,Z), it defines an
automorphism of Tρ. For simplicity, since the matrices are commuting, we use the same
notation for the matrix A, its action on the torus and the dual endomorphism, without
writing transposition.
So, when G is a torus Tρ, ρ ≥ 1, we consider a finite set of endomorphisms given by
matrices Ai inM∗(ρ,Z). The group generated by the matrices Ai in GL(ρ,Q) is supposed
to be torsion-free.
The construction of Lemma 2.1 can be describe in the following way. Let pi be the
determinant of Ai, for each i. If G˜ is the compact group dual of the discrete group
Z˜ρ := {kΠpℓii , k ∈ Zρ, ℓi ∈ Z}, then Zρ is a subgroup of Z˜ρ and G˜ has Tρ as a factor.
It is well known that ergodicity for the action of a single A ∈ M∗(ρ,Z) on (Tρ, µ) is
equivalent to the absence of eigenvalue root of 1 for A. Recall also Kronecker’s result:
an integer matrix with all eigenvalues on the unit circle has all eigenvalues roots of unity.
For a torus, total ergodicity is equivalent to the property that An has no eigenvalue root
of unity, for n 6= 0. Replacing n by a multiple, there is no n 6= 0 such that An has a fixed
vector v 6= {0}. In other words, total ergodicity is equivalent to say that the Zd-action
n = (n1, ..., nd) : (v → Anv) on Zρ \{0} is free.
Using a common triangular representation over C for the commuting matrices Aj , one
sees that if λ1j , ..., λρj are the eigenvalues of Aj (with multiplicity), for j = 1, ..., d, this
is equivalent to (
∏d
j=1 λ
nj
ij = 1 ⇒ (n1, ..., nd) = 0), ∀i ∈ {1, ..., ρ}.
Lemma 2.23. Let B ∈ M∗(ρ,Z) be a matrix with irreducible (over Q) characteristic
polynomial P . Let {A1, ..., Ad} be d matrices in M∗(ρ,Z) commuting with B. They
generates a commutative semigroup of endomorphisms on Tρ which is totally ergodic, if
and only if for any n ∈ Zd\{0}, An 6= Id.
Proof. Since P is irreducible, the eigenvalues of B are distinct. It follows that (on C)
the matrices Ai are simultaneously diagonalizable, hence are pairwise commuting. Now
suppose that there are n ∈ Zd\{0} and v ∈ Zρ \ {0} such that Anv = v. Let W be the
subspace of Rρ generated by v and its images by B. The restriction of An to W is the
identity. W is B-invariant, the characteristic polynomial of the restriction of B to W
has rational coefficients and factorizes P . By the assumption of irreducibility over Q,
this implies W = Rρ. Therefore An is the identity. 
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Lemma 2.24. Let S be the semigroup generated by d matrices {A1, ..., Ad} in M∗(ρ,Z)
with the irreducibility property like in Lemma 2.23, with determinant qi. If the numbers
log |qi| are linearly independent over Q, then S is totally ergodic.
Rate of decorrelation for automorphisms of the torus
The analysis for a general group G relies on the absolute convergence of the Fourier
series of a function f on G, which is ensured, for the torus, if f satisfies the following
regularity condition:
|cf(k)| = O(‖k‖−β), with β > ρ.(35)
Nevertheless, as we will see now, for the torus, a weaker regularity condition on f can
be used in the study of the spectral density and the CLT. This is closely related to the
rate of decorrelation for regular functions, which is based on the following lemma:
Lemma 2.25. (D. Damjanovic´ and A. Katok, [6] for automorphisms, M. Levine ([19] for
endomorphisms) If (An, n ∈ Zd) is a totally ergodic Zd-action on Tρ by automorphisms,
there are τ > 0 and C > 0, such that for all (n, k) ∈ Zd× (Zρ\{0}) for which Ank ∈ Zρ.
‖Ank‖ ≥ Ceτ‖n‖‖k‖−ρ.(36)
The proof of the previous result for automorphisms uses the fact that if B is inM∗(ρ,Z)
and V a m-dimensional eigenspace of B such that V ∩ Zρ = {0}, then there exists
a constant C such that, for every j ∈ Zρ \{0}, the distance d(j, V ) of j to V satisfies
d(j, V ) ≥ C‖j‖−m (cf. [18], Katznelson [14, Lemma 3]) and a result of [3]. The extension
to endomorphisms was obtained by M. Levine in the recent paper [19] mentioned in the
introduction.
Regularity and Fourier series
We need some results from the theory of approximation of functions by trigonometric
polynomials.
For f ∈ L2(Td), the rectangular Fourier partial sums of f are denoted by SN1,...,Nd(f).
The integral modulus of continuity of f is defined as
ω2(δ1, · · · , δd, f) = sup
|τ1|≤δ1,...,|τd|≤δd
‖f(x1 + τ1, · · · , xd + τd)− f(x1, · · · , xd)‖2.
Let JN1,...,Nd(t1, · · · , td) = K2N1,...,Nd(t1, · · · , td)/‖KN1,...,Nd‖2L2(Td) be the d-dimensional
Jackson’s kernel, where KN1,...,Nd is the d-dimensional Feje´r kernel.
Clearly, JN1,...,Nd(t1, · · · , td) = JN1(t1) · · ·JNd(td). It is known that the 1-dimensional
Jackson’s kernel satisfies the following moment relations:
(37)
∫ 1
2
0
tk JN(t) dt = O(N
−k), ∀N ≥ 1, k = 0, 1, 2.
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Lemma 2.26. There exists a positive constant Cd such that, for every f ∈ L2(Td), for
every N1, . . . , Nd ≥ 1, ‖JN1,...,Nd ∗ f − f‖2 ≤ Cd ω2( 1N1 , · · · , 1Nd , f).
Proof. Since ω2(δ1, · · · , δd, f) is increasing and subadditive with respect to δi, we have
for any positive numbers λi: ω2(λ1δ1, · · · , λdδd, f) ≤ (λ1+1) · · · (λd+1)ω2(δ1, · · · , δd, f).
Using this inequality and (37), we obtain:
‖JN1,...,Nd ∗ f − f‖2 ≤
∫
[− 1
2
, 1
2
[d
JN1,...,Nd(τ1, · · · , τd) ‖f(.− τ1, · · · , .− τd)− f‖L2 dτ1 · · · dτd
≤ 2d ∫
[0, 1
2
[d
JN1,...,Nd(τ1, · · · , τd)ω2(τ1, · · · , τd, f) dτ1 · · · dτd
= 2d
∫
[0, 1
2
[d
JN1,...,Nd(τ1, · · · , τd) ω2(N1τ1N1 , · · · , NdτdNd , f) dτ1 · · · dτd
≤ 2dω2( 1N1 , · · · , 1Nd , f)
∫
[0, 1
2
[d
(N1τ1 + 1) · · · (Ndτd + 1) JN1,...,Nd(τ1, · · · , τd) dτ1 · · · dτd
= 2dω2(
1
N1
, · · · , 1
Nd
, f)
∏d
i=1
∫ 1
2
0
(Niτi + 1)JNi(τi) dτi ≤ Cd ω2( 1N1 , · · · , 1Nd , f).

Proposition 2.27. There exists a positive constant Cd, such that, for every f ∈ L2(Td)
and N1, . . . , Nd ≥ 1, we have ‖f − SN1,...,Nd(f)‖2 ≤ Cd ω2( 1N1 , · · · , 1Nd , f).
Proof. For every trigonometric polynomial P in d variables of degree at mostN1×· · ·×Nd,
we have: ‖f −SN1,...,Nd(f)‖2 ≤ ‖f −P‖2. The result follows then from Lemma 2.26. 
By Proposition 2.27, the following condition on the modulus of continuity:
There are α > 1 and C(f) < +∞ such that ω2(δ, ..., δ, f) ≤ C(f) (ln 1
δ
)−α, ∀δ > 0.(38)
implies:
‖f − sN,...,N(f)‖2 ≤ R(f) (lnN)−α, with α > 1.(39)
One easily checks that (35) implies (39).
In what follows in this subsection, n → An is a totally ergodic Zd-action by endomor-
phisms on Tρ. Recall that f˜ denotes the extension to G˜ of a function f on G (here
G = Tρ) and that we use the convention (*) (i.e., we put cAnk(f) = 0 if A
nk 6∈ Zρ).
We denote simply by |.| the norm of an integral vector. Recall that we do not write the
transposition for the dual action of An. The proof of the following proposition is like
that of the analogous result in [18].
Proposition 2.28. Let f ∈ L20(Tρ) satisfying (39) and f1(x) :=
∑
n∈N1
cn(f)e
2πi〈n,x〉,
where N1 is a subset of Zρ. Then there is a finite constant B(f) depending only on R(f)
such that
|〈Anf1, f1〉| ≤ B(f)‖f1‖2‖n‖−α, ∀n 6= 0.(40)
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Proof. It suffices to prove the result for f , since, by setting cf (n) = 0 outside N1, we
obtain (40) with the same constant B(f) as shown by the proof. Let λ, b, d such that
1 < λ < eτ , 1 < b < λ
1
ρ , λb−ρ = d > 1. We have for n ∈ Zd:
〈Anf, f〉 =
∑
k∈Zρ
ck(f) cAnk(f) =
∑
|k|<b|n|
+
∑
|k|≥b|n|
.(41)
From Inequality (36) of Lemma 2.25, we deduce that, if |k| < b|n|, then |Ank| ≥
Dλn |k|−ρ ≥ Dλ|n| b−ρ|n| = Dd|n|, n 6= 0. It follows, for the first sum:
|
∑
|k|<b|n|
ck(f) cAnk(f)| ≤ (
∑
|k|<b|n|
|ck(f)|2) 12 (
∑
|k|<b|n|
|cAnk(f)|2) 12 ≤ ‖f‖2
∑
|m|>Dd|n|
|cm(f)|2.
By Parseval inequality and (39), there is a finite constant B1(f) such that, for |n| 6= 0:
(
∑
|m|>Dd|n|
|cm(f)|2) 12 ≤ ‖f − s[Dd|n|],...,[Dd|n|]‖2 ≤
R(f)
(ln[Dd|n|])α
≤ B1(f)|n|−α.(42)
From the previous inequalities, it follows:
|
∑
|k|<b|n|
cn(f) cAnk(f)| ≤ B1(f)‖f‖2|n|−α, ∀|n| 6= 0.(43)
Analogously, for the second sum in (41) we obtain
|
∑
|k|≥b|n|
ck(f) cAnk(f)| ≤ B2(f)‖f‖2|n|−α, |n| 6= 0.(44)
Taking B(f) = B1(f) +B2(f), (40) follows from (41), (43), (44). 
The following theorem has the same conclusion as Theorem 2.6, but requires a weaker
regularity condition.
Theorem 2.29. If f satisfies (39), (in particular if f satisfies the regularity condition
(38)), then
∑
n∈Zd |〈Anf, f〉| < ∞, the variance σ2(f) exists, σ2(f) =
∑
n∈Zd〈Anf, f〉,
the density ϕf of the spectral measure of f is continuous.
Moreover, there is a constant C such that, if N is any subset of Zρ and f1(x) =∑
k∈N ck(f)e
2πi〈k,x〉, then σ(f − f1) ≤ C‖f − f1‖2.
Proof. The Fourier coefficients of ϕf are 〈Anf, f〉. The previous proposition implies [(39)
⇒ ∑n∈Zd |〈Anf, f〉| < +∞] and the second statement. 
Coboundary characterization
Using the previous result on the decay of correlation, let us give a sufficient condition
on the Fourier series of f for the coboundary characterization. Recall that J denotes a
section of the Zd-action by automorphisms on Zρ (cf. Remark 2.30).
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Remark 2.30. For G = Tρ, each character is identified to an element k of Zρ. It is
useful to choose the section in the following way. For a fixed ℓ, the set {Akℓ, k ∈ Zd}
is discrete and lim‖k‖→∞ ‖Akℓ‖ = +∞. Therefore the minimum of the norm is achieved
for some value of k. We can choose an element j in each class modulo the action of S˜
on Zρ, which achieves the minimum of the norm. By this choice, we have
‖j‖ ≤ ‖Akj‖, ∀j ∈ J, k ∈ Zd.(45)
The sufficient condition (15) given in Lemma 1.9 for the coboundary representation reads
in the algebraic framework∑
j∈J
∑
k∈Zd
(1 + ‖k‖d) |cf(Akj)| <∞.(46)
Theorem 2.31. If |cf(k)| = O(‖k‖−β), with β > ρ, we have σ2(f) = 0 if and only if f
is a mixed coboundary: there are continuous functions ui, i = 1, ..., d such that
f =
d∑
i=1
(I − Ai)ui.(47)
Proof. Let ε ∈ ]0, β−ρ[ and δ := (β−ρ−ε)/(β(1+ρ)), we have δβρ−β(1−δ) = −(ρ+ε).
There is a constant C1 such that ‖k‖d e−δβτ‖k‖ ≤ C1, ∀k ∈ Zd.
According to (36), we have |cf(Akj)| ≤ C‖Akj‖β ≤ Ce−βτ‖k‖ ‖j‖βρ; hence
eδβτ‖k‖ |cf(Akj)|δ ≤ C‖j‖δβρ.(48)
Recall that, for every ℓ ∈ Zρ\{0}, there is a unique pair (k, j) ∈ Zd × J such that
Akj = ℓ. Therefore we have, using Inequality (45) (see Remark 2.30):∑
j∈J
∑
k∈Zd
‖k‖d |cf(Akj)| =
∑
j∈J
∑
k∈Zd
‖k‖d |cf(Akj)|δ|cf(Akj)|1−δ
≤ C1
∑
j∈J
∑
k∈Zd
eδβτ‖k‖ |cf(Akj)|δ |cf(Akj)|1−δ ≤ C2
∑
j∈J
∑
k∈Zd
‖j‖δβρ |cf(Akj)|1−δ
≤ C2
∑
j∈J
∑
k∈Zd
‖Akj‖δβρ |cf(Akj)|1−δ by (48) and (45)
= C2
∑
ℓ∈Zρ\{0}
‖ℓ‖δβρ |cf(ℓ)|1−δ ≤ C3
∑
ℓ∈Zρ\{0}
‖ℓ‖δβρ−β(1−δ) ≤ C3
∑
ℓ∈Zρ\{0}
‖ℓ‖−(ρ+ε) < +∞.
This implies that (46) is satisfied. Since here the functions involved in the proof of
Lemmas 1.8 and 1.9 are characters, hence continuous and uniformly bounded, we have
continuity of the functions ui in the representation (16). 
Now we consider the CLT when G is the torus Td. As mentioned in the introduction,
an analogous result for d-dimensional rectangles and a class of regular functions was
recently obtained by M. Levine ([19]).
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Theorem 2.32. Let n → An be a totally ergodic Nd-action by commuting matrices on
Tρ. Let (Rn)n≥1 be a Følner summation sequence.
1) If f satisfies (39), in particular if f satisfies the regularity condition (38), we have
σ2(f) = ϕf(0) and
(
∑
ℓ∈Nd
Rn(ℓ)
2)−
1
2
∑
ℓ∈Nd
Rn(ℓ) f(A
ℓ .)
distr−→
n→∞
N (0, σ2(f)).
2) If f satisfies (35) (i.e., |cf(k)| = O(‖k‖)−β, with β > ρ), then σ2(f) = 0 if and only
if4 there are continuous functions ut on T
ρ, for t = 1, ..., d, such that f =
∑d
t=1(I−At)ut.
Proof. 1) The proof of the first statement is like the proof of Theorem 2.18. Here we
use the inequality σ(f − fs) ≤ C‖f − fs‖2, where the constant C does not depend on s,
given by Theorem 2.29.
2) The second assertion follows from Theorem 2.31. 
2.5. Appendix: examples of Zd-actions by automorphisms. The aim of this ap-
pendix is to give explicit examples of commuting matrices generating totally ergodic
Zd-actions on tori. We mainly recall some known facts. (See in particular [13] and [6]
for the construction of Zd-actions by automorphisms on the torus.)
The construction of Zd-action by automorphisms on Tρ is linked to the groups of units
in number fields. Following [13], let us recall some facts.
Let M ∈ GL(ρ,Z) be a matrix with an irreducible characteristic polynomial P = P (M)
and hence distinct eigenvalues. The centralizer of M in M(n,Q) can be identified with
the ring of all polynomials in M with rational coefficients modulo the principal ideal
generated by the polynomial P (M), and hence with the field K = Q(λ), where λ is an
eigenvalue of M , by the map γ : p(A)→ p(γ) with p ∈ Q[x].
By Dirichlet’s theorem, if P has d1 real roots and d2 pairs of complex conjugate roots,
then there are d1+ d2− 1 fundamental units in the group of units in the ring of integers
in K(P ). This provides a totally ergodic Zd1+d2−1-action by automorphisms on Tρ.
Explicit computation of examples relies on an algorithm (see [5]). The first computed ex-
amples appeared with the development of the computers. Even nowadays computations
are limited to low dimensional examples.
Examples for T3
To give a concrete example for T3, we explicit a pair A,B of matrices in SL(3,Z) such
that {A,B} generates a free action in Z2.
4This gives a test of non degeneracy of the limiting law in terms of periodic points.
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We start with a integer polynomial P (X) = −X3 + qX + n which is irreducible over Q
and its companion matrix:
M =

0 1 00 0 1
n q 0

 .
Let K(P ) denote the number field associated to P . Suppose that K(P ) belongs to any of
the tables where the characteristics of the first cubic real fields K(P ) are listed. Let θ be
a root of P . The table gives a pair of fundamental units for the group of units in the ring
of integers in K(P ) of the form P1(θ), P2(θ), where P1, P2 are two integer polynomials.
Then the matrices A1 = P1(M) and A2 = P2(M) give a system of generators of the group
of matrices in GL(3,Z) commuting with M , generating a totally ergodic Z2-action on
T3 by automorphisms.
Explicit examples
1) (from the table in [26]) Let us consider the polynomial P (X) = X3 − 12X − 10 and
its companion matrix
M =

 0 1 00 0 1
10 12 0

 .
Let θ be a root of P . The table gives the pair of fundamental units for the algebraic
group associated to P :
P1(θ) = θ
2 − 3θ − 3, P2(θ) = −θ2 + θ + 11.
The matrices A1 = P1(M) and A2 = P2(M) give a system of generators of the group of
matrices in GL(3,Z) commuting with M . They generate a totally ergodic action of Z2
by automorphisms on T3. They have 3 real eigenvalues and det(A1) = 1, det(A2) = −1.
A1 =

 −3 −3 110 9 −3
−30 −26 9

 , A2 =

 11 1 −1−10 −1 1
10 2 −1

 .
2) (from tables in [26] and in [5]) Let us consider now the polynomial P (X) = X3−9X−2
and its companion matrix
M =

0 1 00 0 1
2 9 0

 .
Let θ be a root of P . The table gives the pair of fundamental units for the algebraic
group associated to P :
P1(θ) = 3θ
2 − 9θ − 1, P2(θ) = 2θ2 − 4θ − 1.
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The matrices A1 = P1(M) and A2 = P2(M) give a system of generators of the group of
matrices in GL(3,Z) commuting with M . They generate a totally ergodic action of Z2
by automorphisms on T3. They have 3 real eigenvalues and det(A1) = 1, det(A2) = −1.
A1 =

 −3 −3 110 9 −3
−30 −26 9

 , A2 =

 11 1 −1−10 −1 1
10 2 −1

 .
Remark that in [26] a different set of generators is given. The polynomials are
P ′1(θ) = 85θ
2 − 245θ − 59, P ′2(θ) = −18θ2 + 4θ + 161.
The matrices A′1 = P
′
1(M) and A
′
2 = P
′
2(M) give another pair of generators of the group
of matrices in GL(3,Z) commuting with M . The relations between the two pairs are:
A′1 = A1A2, A
′
2 = A
−1
1 .
A simple example on T4
If P (X) = X4 + aX3 + bX2 + aX + 1, the polynomial P has two real roots: λ0, λ
−1
0 and
two complex conjugate roots of modulus 1: λ1, λ1. Let σj = λj + λj, j = 0, 1. They are
roots of Z2 − aZ + b− 2 = 0.
Under the conditions: a2−4b+8 > 0, a > 4, b > 2, 2a > b+2, i.e., (since 2a−2 ≤ 1
4
a2+2)
2 < b <
1
4
a2 + 2, a > 4,
λ0, λ
−1
0 are solution of λ
2 − σ0λ + 1 = 0, and λ1, λ1 are solutions of λ2 − σ1λ + 1 = 0,
where
σ0 = −1
2
a− 1
2
√
a2 − 4b+ 8, σ1 = −1
2
a +
1
2
√
a2 − 4b+ 8.
The polynomial P is not factorizable over Q. Indeed, suppose that P = P1P2 with P1,
P2 with rational coefficients and degree ≥ 1. Since the roots of P are irrational, the
degrees of P1 and P2 are 2. Necessarily their roots are, say, λ1, λ1 for P1, λ0, λ
−1
0 for P2.
The sum λ1 + λ1, root of Z
2 − aZ + b− 2 = 0, is not rational and the coefficients of P1
are not rational. Let
A :=


0 1 0 0
0 0 1 0
0 0 0 1
−1 −a −b −a

 , B = A+ I.
From the irreducibility over Q, it follows that, if there is a non zero fixed integral vector
for AkBℓ, where k, ℓ are in Z, then we have AkBℓ = Id. This implies: λk1 (λ1 − 1)k = 1,
hence, since we have |λ1| = 1, it follows |λ1 − 1| = 1 which clearly is not true.
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Example: P (X) = X4+5X3+7X2+5X +1. If A is the companion matrix, then A and
A+1, with characteristic polynomials P (X) and X4 +X3− 2X2+ 2X − 1 respectively,
generate a Z2-totally ergodic action on T4.
A =


0 1 0 0
0 0 1 0
0 0 0 1
−1 −5 −7 −5

 , B = A+ I =


1 1 0 0
0 1 1 0
0 0 1 1
−1 −5 −7 −4

 .
This elementary example gives only a Z2-action on T4. A question is to produce an
example with full dimension 3.
3) Construction by blocks LetM1,M2 be two ergodic matrices respectively of dimen-
sion d1 and d2. Let pi, qi, i = 1, 2 be two pairs of integers such that p1q2 − p2q1 6= 0. On
the torus Td1+d2 we obtain a Z2-totally ergodic action by taking A1, A2 of the following
form:
A1 =
(
Mp11 0
0 M q12
)
, A2 =
(
Mp21 0
0 M q22
)
.
Indeed, if there exists v =
(
v1
v2
)
∈ Zd1+d2 \ {0} invariant by An1Aℓ2, then Mnp1+ℓp21 v1 =
v1, M
nq1+ℓq2
2 v2 = v2, which implies np1 + ℓp2 = 0, nq1 + ℓq2 = 0; hence n = ℓ = 0.
This is a method to obtain explicit free Z2-actions on T4. The same method gives explicit
free Z3-actions on T5 (by using a Z-action on T2 and a Z2-action on T3).
We do not know explicit examples of full dimension, i.e., with 3 independent generators
on T4, or with 4 independent generators on T5.
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