INTRODUCTION
The ever-increasing demand for the network resources leads to lot of scope for the researchers to concentrate on better technology where a wider bandwidth and better throughput can be obtained. WDM has theoretically and practically proven to be an exceptional technology which helps in establishing the future optical network (Madhyastha et al 2003) . When failure occurs in the network, it may affect the end-user applications severely. The ability of network to withstand failures is called fault-tolerance which addresses the problems caused by huge amount of traffic (Ramamurthy et al 2003 and Vinh Trong Le 2005) .
In optical networks, it is essential to employ fast and effective method for detecting and locating the network failures. To provide an efficient fault detection and localization, ANN based fault management system was discussed in Chapter 3. For a network to recover from failures, a hybrid adaptive load shifting algorithm for fault recovery was studied and simulated in Chapter 4.
In order to make correct light-path decisions in a fault-tolerant optical network, constant updating of network topology information and load 69 changes in the network are vital (Raul Munoz et al 2005) . One of the commonly used operations to spread information to the network is Flooding.
Using flooding, each node receives the message from all its neighbours in a collision-free network. Every node in the network will update the information of the link status to its nearby node by flooding the messages. Changes in the network topology information are made by flooding the LSA messages of the order of N 2 . Flooding the LSA messages degrades the network performance.
To address this LSA N-squared problem, OSPF network architectures were developed by Alfred and David (2000) . OSPF network architecture is a network with N routers running the OSPF routing protocol. The above Let a = {a1, a 2 ,…a k } be the set of nodes along the route from source a 1 to destination a k . Assume the threshold value T set = 2, 4, 6 and 'T' be the threshold value of the received message. The processing steps for threshold flooding algorithm are given below:
Step 1: Source node a 1 sends the information to be flooded in fixed time interval t. a 1 floods the information M to the neighbouring nodes a 2 … a k . Extract the information M to be flooded.
Step 2: Compute the threshold value 'T' of the received message M.
Step 3 
end if
Step 4: After the information M is flooded to the neighbouring nodes in the network, the receiving node receives the flooded information.
Step 5: A count variable 'c' is initialized as 0 in the receiver side.
Whenever the message has been received from any node, the count
for any node a , if M has been received before then c++;
Step 6: To avoid redundancy of messages, receiver receives the information only for the first time (i.e., when the count variable c=0).
if (c=0) then
Receive the information from the corresponding node.
else Drop the information.
end if
Step 7: When the information is received in the receiver side, network topology information are updated and the correct light-path decision is made for re-routing the traffic stream. 
SIMULATIONS
In this section, we examine the performance of the threshold flooding method by simulating an NSFNET with 14 nodes that has a similar mesh topology considered in the earlier chapters. The performance of the threshold flooding method is compared with the existing "All-flooding" method.
Performance Metrics
The performance of the threshold flooding algorithm is evaluated mainly, according to the following metrics:
Flooding frequency: Flooding frequency is the ratio of number of floods generated by the Lazy Flooding scheme over that of All-Flooding scheme.
Throughput: It is the average number of packets received successfully per unit time (seconds).

Network blocking rate: Network block rate is the ratio of number of connection requests rejected to the number of connection requests sent in the network
Network blocking rate
where, R is the number of connection requests rejected and N is the number of connection requests sent in the network.
Results and discussions
Here, variation of network load is compared with different metrics viz., network blocking probability, flooding frequency, throughput and average flooding messages. In the simulation environment, network load is various threshold values. This proves that the threshold method optimally suits to the requirements of lazy flooding techniques and hence reduces the network traffic. Further, when the threshold value increases from 4 to 6, the performance also improves for the number of flooding messages. i.e., messages reduced from 4500 to 3490 messages.
Figure 5.2 Variation of Network block rate with network load
Variation of network blocking rate with network load is depicted in Figure 5 .2 for the threshold flooding method with reference to "All-flooding" method. Figure 5 .2 shows that the threshold method has less network blocking rate than "All-flooding" method. When a network load is 240
Erlangs, the network blocking rate for the threshold method (Threshold value of 4) is only 0.13 and for "All-flooding" method the blocking rate is 0.37.The 75 blocking rate increases when the load increases for any type of flooding.
However, it is found that the blocking rate is high for "All-flooding" than the threshold method since the threshold flooding method reserves the resources beyond certain point (threshold) and hence this method improves the performance of the network. Likewise, when the threshold value increases, the performance of the network also improves. Mbps, whereas "All-flooding" method achieves only 440 Mbps. Since the network blocking rate is significantly less in threshold method, this better throughput is possible. It is also observed from the Figure 5 .3 that when the threshold value increases, the throughput increases.
Figure 5.4 Variation of Flooding frequency with network load
Flooding frequency obtained for the varying network load is presented in Figure 5 .4 for the threshold method with reference to "Allflooding" method. For example, when the network load is 240 Erlangs, flooding frequency with threshold method (Threshold value of 4) is only 0.017 whereas for "All-flooding" method it is 0.024 which is comparatively 77 higher than threshold method. Figure 5 .4 clearly proves that when the load increases, the flooding frequency also increases.
CONCLUSION
The problems of message flooding have been investigated in detail and the suggested threshold method significantly cuts down the network traffic by minimizing the flooded messages for topology information update.
Threshold flooding method reserves the resources beyond certain point and also it is well suited to the requirements of lazy flooding techniques which leads to the better resource utilization and hence improves the performance of the network. In this chapter, it has been proved that threshold flooding method improves the network performance by reducing the flooding messages and network blocking rate. It is also observed that threshold flooding method reduces the blocking probability caused by flooding in fault-tolerant optical WDM network. Thus after detection and recovery of faults, the network topology information are updated for further re-routing of traffic.
