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RÉSUMÉ.Le développement de langages formels pour modéliser les systèmes biologiques ouvre
la voie à la conception de nouveaux outils de raisonnement automatique destinés au biologiste
modélisateur. La machine abstraite biochimique BIOCHAM est un environnement logiciel qui
offre un langage simple de règles pour modéliser des interactions biomoléculaires, et un lan-
gage puissant fondé sur la logique temporelle pour formaliser les propriétés biologiques du sys-
tème. En s’appuyant sur ces deux langages formels, il devient possible d’utiliser des techniques
d’apprentissage automatique pour inférer de nouvelles règles de réaction, estimer les valeurs
des paramètres cinétiques, et corriger ou compléter les modèles semi-automatiquement. Dans
cet article, nous décrivons les langages implantés dans BIOCHAM et illustrons l’utilisation du
système d’apprentissage automatique sur un modèle simple du contrôle du cycle cellulaire.
ABSTRACT.With the advent of formal languages for modeling biological systems, the design of
automated reasoning tools to assist the biologist becomes possible. The biochemical abstract
machine BIOCHAM software environment offers a rule-based language to model bio-molecular
interactions and a powerful temporal logic based language to formalize the biological proper-
ties of the system. Building on these two formal languages, machine learning techniques can be
used to infer new molecular interaction rules from temporal properties, or to estimate kinetic
parameter values, in order to semi-automatically correct or complete models from observed bi-
ological properties of the system. In this article we describe the formal languages of BIOCHAM
and illustrate, on a simple cell cycle control model, the use of the machine learning system.
MOTS-CLÉS :Biologie des systèmes, logique temporelle, apprentissage, cycle cellulaire
KEYWORDS:Systems biology, temporal logics, machine learning, cell cycle
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1. Introduction
La production en masse de données post-génomiques, telles que l’expression des
ARN, la production de protéines et les interactions protéine-protéine, donne plus
d’acuité au besoin, et aux difficultés, qu’il y a à raisonner à l’échelle d’un système
complexe d’interactions biomoléculaires. Les connaissances concernant les réseaux
d’influence géniques et les réseaux d’interaction protéiques sont intégrées dans des
bases de données comme KEGG (Kanehisaet l., 2000), BioCyc (Keseleret al.,
2005), . . . et présentées généralement sous forme de diagrammes annotés. Les outils
comme BioSpice (Giaeveret al., 2002), Copasi (VBI n.d.), GON, E-cell (Tomitaet
al., 2000) etc. ont été développés pour faire des simulations numériques lorsque les
données cinétiques sont connues.
Cependant, au delà de la simulation, la possibilité de faire des calculs symboliques
sur les réseaux d’interactions moléculaires ouvre la voie à la réalisation de nouveaux
outils de raisonnement automatique destinés au biologiste modélisateur. Notre projet
avec la Machine Abstraite Biochimique BIOCHAM1 (Fageset al.,2004), qui a débuté
en 2002, est une tentative dans cette direction. BIOCHAM est fondé sur un langage de
composés moléculaires et de règles de réaction, qui fournit des sémantiques précises
aux diagrammes d’interactions biomoléculaires, à trois niveaux d’abstraction :
1) la sémantique Booléenne, qui permet de raisonner sur la présence ou l’absence
des molécules, associe à un ensemble de règles de réaction un système de transitions
concurrent asynchrone ;
2) la sémantique des concentrations, qui permet de raisonner sur la dynamique
continue du système, associe des valeurs réelles aux molécules représentant leur
concentration, et associe aux règles un système d’équations différentielles (non li-
néaires) du premier ordre ;
3) la sémantique des populations, qui permet de raisonner sur les petits nombres
de molécules, associe aux molécules une valeur entière représentant leur quantité, et
associe aux règles une chaîne de Markov en temps continu.
Dans les trois cas, nous utilisons la logique temporelle comme langage de for-
malisation des propriétés biologiques du système. Dans la sémantique Booléenne,
la logique des arbres de calcul CTL (Clarkeet al., 1999) permet d’exprimer un
large spectre de propriétés biologiques telles que l’accessibilité, les points de pas-
sage obligé, la stabilité ou les oscillations (Chabrieret al.,2003). Nous avons montré
le passage à l’échelle des algorithmes demodel-checkingdans ce contexte, sur un mo-
dèle Booléen du contrôle du cycle cellulaire des mammifères, développé d’après le
diagramme de Kohn (Kohn, 1999) et impliquant environ 500 variables et 800 règles
de réaction (Chabrier-Rivieret al.,2004a). Dans la sémantique des concentrations, la
logique LTL (Clarkeet al.,1999) avec contraintes numériques permet d’exprimer des
propriétés temporelles quantitatives. Dans la sémantique des populations, la logique
1. BIOCHAM est un logiciel distribué sous licence GPL à l’adresse
http ://contraintes.inria.fr/BIOCHAM/
BIOCHAM 3
PCTL (Hanssonet al.,1994, Kwiatkowskaet al.,2004) avec contraintes numériques
permet d’exprimer les probabilités de réalisation de propriétés temporelles quantita-
tives.
La vérification automatique des propriétés d’un système biologique formalisées en
logique temporelle, permet non seulement d’interroger un modèle, mais aussi d’aider
à le corriger, en prenant ces propriétés comme une spécification et en cherchant auto-
matiquement des règles et des paramètres permettant de la satisfaire (Calzoneet al.,
2005). Dans cet article, nous décrivons les deux méthodes d’apprentissage implan-
tées dans BIOCHAM. La première, qui utilise la sémantique Booléenne, concerne
la recherche de règles de réaction à ajouter ou retirer au modèle de façon à satis-
faire une spécification CTL. La seconde, qui utilise la sémantique des concentrations,
concerne la recherche de paramètres cinétiques permettant de satisfaire une spécifica-
tion LTL avec contraintes. Les deux méthodes sont illustrées sur un modèle simplifié
du contrôle du cycle cellulaire.
1.1. Travaux reliés
Les travaux pionniers de Regev, Silverman and Shapiro (2001), sur l’utilisation du
π-calcul de Milner pour modéliser les voies de signalisation dans la cellule, ont été la
source d’inspiration de nombreux travaux ultérieurs dans la lignée des calculs de pro-
cessus (Cardelli, 2004, Regevt al.,2004, Danoset al.,2004) et de leurs extensions
stochastiques (Phillipset al., to appear). Le langage de règles de BIOCHAM se veut
une simplification de cette démarche utilisant les calculs de processus, au profit d’un
formalisme simple de règles de réaction, qui d’une part est très naturel pour le bio-
logiste, et d’autre part se prête mieux aux techniques d’analyse parmodel-checking.
Dans le cas Booléen, ce langage est similaire aux règles de réécriture dePathway Lo-
gic implantées dans le système Maude (Ekeret al.,2002). L’utilisation de la logique
temporelle et des techniques demodel-checkingen biologie des systèmes est une idée
récente, elle apparaît dans (Ekeret al.,2002, Chabrieret al.,2003) pour les modèles
Booléens, dans (Bernotet al., 2004, Battet al., 2004, Calderet al., 2005) pour les
modèles discrets et dans (Antoniottie al.,2003) pour les modèles continus.
Les techniques d’apprentissage automatique comme la programmation logique in-
ductive (Muggleton, 1995) ou la programmation génétique, ont été utilisées pour infé-
rer des fonctions de gènes (Bryantet al.,2001), des descriptions de voies métaboliques
(Angelopouloset al.,2002a, Angelopouloset al.,2002b, Kozaet al.,2001) ou des in-
teractions entre gènes (Bernotet al., 2004). Nos travaux se rapprochent du domaine
de la découverte scientifique qualitative et numérique (Langleyet al., 1987) et de la
révision de théories (Todorovskiet al.,2001, de Raedt, 1992). Cependant, l’appren-
tissage à partir de formules temporelles est un sujet nouveau, que ce soit du point de
vue de l’apprentissage automatique, ou de la biologie des systèmes.
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2. Langage de description de processus biomoléculaires
Les règles de réaction BIOCHAM représentent des réactions entre des objets for-
mels représentant des composés chimiques ou biochimiques, qui s’étendent des petites
molécules aux gènes et aux protéines.
La syntaxe des molécules et des réactions peut être donnée par la grammaire (sim-
plifiée) suivante :
objet = molecule| molecule: lieu
molecule = nom| molecule-molecule|molecule∼{nom,...,nom}
reaction = solution => solution| cinetiquefor solution => solution
solution = _ | objet| nombre*objet| solution + solution
L’objet de base est un composé moléculaire. Il peut être localisé avec l’opérateur
“ :” en indiquant un lieu, qui est un simple nom représentant un compartiment tel
que le noyau, le cytoplasme, la membrane, etc... L’opérateur de liaison “−” sert à
représenter la complexation ou d’autres formes de liaison de molécules. L’opérateur de
modification “∼” permet d’attacher un ensemble de modifications à une molécule, tel
que l’ensemble des sites phosphorylés d’une protéine. Pour les règles de réaction, les
abréviations suivantes peuvent être utilisées :A = [C] => B pour la règleA+C =>
B + C avec le catalyseurC, et A <=> B pour les deux réactions symétriques.
Par exemple,M + N => M − N représente une règle de complexation,M =
[N ] => M ∼ {s} une règle de phosphorylation catalysée par une kinaseN , t
M : L => M : L′ représente une règle de transport deM , deL enL′. Dans tous les
cas, les règles peuvent être données avec une expression cinétique, correspondant par
exemple à la loi d’action de masse.
BIOCHAM possède aussi un langage de schémas avec contraintes que nous ne
décrivons pas ici, et qui est utilisé pour spécifier de façon concise des ensembles de
molécules et de règles de réaction, ou pour indiquer la forme des règles à apprendre.
Exemple 1 Le cycle cellulaire décrit le mécanisme bio-moléculaire par lequel une
cellule est amenée à se diviser et proliférer. Il s’agit d’une séquence d’événements
qui inclue la réplication de l’ADN (phase S), la mitose (phase M) et l’apparition et
la disparition successives de diverses protéines comme les cyclines. Pour être actives,
ces cyclines s’associent à d’autres protéines, des kinases cycline-dépendantes. Les
complexes ainsi formés contrôlent le déroulement du cycle.
L’exemple BIOCHAM ci-dessous est un modèle simple du cycle cellulaire tiré de
(Tyson, 1991). Il rend compte des interactions existant entre la kinase Cdc2 et une cy-
cline. Les deux molécules se complexent en un hétérodimère qui s’active et s’inactive
par divers mécanismes de phosphorylation et de déphosphorylation. La forme active
du complexe,Cdc2-Cyclin~{p1} (aussi appelé MPF pour M-phase Promoting Fac-
tor), joue un rôle central dans le cycle mitotique : lorsqu’elle est présente la cellule
est en phase M.
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k1 for _=>Cyclin.
k2*[Cyclin] for Cyclin=>_.
k3*[Cyclin]*[Cdc2~{p1}] for Cyclin+Cdc2~{p1}=>Cdc2~{p1}-Cyclin~{p1}.
k4p*[Cdc2~{p1}-Cyclin~{p1}]
for Cdc2~{p1}-Cyclin~{p1}=>Cdc2-Cyclin~{p1}.
k4*[Cdc2-Cyclin~{p1}]^2*[Cdc2~{p1}-Cyclin~{p1}]
for Cdc2~{p1}-Cyclin~{p1}=[Cdc2-Cyclin~{p1}]=>Cdc2-Cyclin~{p1}.
k5*[Cdc2-Cyclin~{p1}] for Cdc2-Cyclin~{p1}=>Cdc2~{p1}-Cyclin~{p1}.
k6*[Cdc2-Cyclin~{p1}] for Cdc2-Cyclin~{p1}=>Cdc2+Cyclin~{p1}.
k7*[Cyclin~{p1}] for Cyclin~{p1}=>_.
k8*[Cdc2] for Cdc2=>Cdc2~{p1}.
k9*[Cdc2~{p1}] for Cdc2~{p1}=>Cdc2.
parameter(k1,0.015). parameter(k2,0.015). parameter(k3,200).
parameter(k4p,0.018). parameter(k4,180). parameter(k5,0).
parameter(k6,1). parameter(k7,0.6). parameter(k8,100).
parameter(k9,100).
present(Cdc2,1). make_absent_not_present.
Les dernières instructions définissent l’état initial du modèle, dans lequelCdc2 est
présent (avec une concentration initiale égale à 1) et les autres composés sont absents
(concentration 0).
La sémantique des règles BIOCHAM est définie à trois niveaux d’abstraction qui
correspondent à trois formes de raisonnement sur les systèmes biologiques et à trois
sémantiques formelles du langage des règles : la sémantique Booléenne, la sémantique
des concentrations en nombres réels, et la sémantique des populations de molécules
en nombres entiers.
2.1. Sémantique Booléenne
Dans la sémantique Booléenne, on associe à chaque objet une variable Booléenne
qui représente sa présence ou absence dans le système, et les règles de réaction sont in-
terprétées comme un système de transitions concurrent asynchrone. Une règle comme
A+B => C +D définit quatre transitions possibles qui correspondent à la consom-
mation totale ou non des réactifsA etB par la réaction. Pour que la règle soit appli-
cable, les moléculesA etB doivent être présentes dans l’état courant du système. Dans
l’état suivant les moléculesC etD sont présentes tandis que les moléculesA etB
peuvent être absentes (consommation totale) ou présentes (consommation partielle).
Ceci se fait de façon non-déterministe afin de rendre compte de tous les comporte-
ments possibles. Le système de transitions est asynchrone dans le sens où une seule
transition est appliquée à la fois, ce qui permet de représenter les phénomènes biolo-
giques fondamentaux de masquage d’une réaction par une autre, comme par exemple
dans le cas de certaines inhibitions. A l’inverse, l’hypothèse de synchronie (dans la-
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Figure 1. Exemple de trace d’une simulation Booléenne du modèle du cycle cellulaire
de l’exemple 1.
quelle toutes les règles applicables se déclenchent en même temps) ne permettrait pas
de représenter correctement les phénomènes de compétition entre réactions.
Formellement, la sémantique Booléenne d’un modèle BIOCHAM est définie par
une structure de KripkeK = (S,R), où S est l’ensemble des états définis par le
vecteur de variables Booléennes,R ⊆ S × S est la relation de transition entre états
supposée totale (c’est-à-dire que pour tout états ∈ S, il existe un états′ ∈ S tel
que(s, s′) ∈ R). Lorsque la relation de transition provenant uniquement des réactions
BIOCHAM n’est pas totale, elle est automatiquement complétée par une transition qui
ajoute une boucle sur les états n’ayant pas de successeur. Un chemin dansK p rtant
de l’états0 est une suite infinie d’étatsπ = s0, s1, ... telle que(si, si+1) ∈ R pour tout
i ≥ 0. πk désignera le cheminsk, sk+1, · · · . L’évolution temporelle du système est
modélisée par la succession des étapes de transition, et les différents comportements
du système sont modélisés par le choix non-déterministe des transitions. La figure 1
montre une trace de simulation Booléenne du modèle du cycle cellulaire.
2.2. Sémantique des concentrations
Dans la sémantique des concentrations, on associe à chaque objet une variable
réelle qui représente sa concentration, et les règles sont interprétées par un système
d’équations différentielles. Formellement, à un ensemble de règles BIOCHAME =
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Figure 2. Simulation numérique du modèle du cycle cellulaire de l’exemple 1
{ei for Si ⇒ S′i}i=1,...,n sur un ensemble de variables{x1, ..., xm}, on associe le
système d’équations différentielles
dxk/dt =
n∑
i=1
ri(xk) ∗ ei −
n∑
j=1
lj(xk) ∗ ej
oùri(x) (resp.li) est le coefficient stoechiométrique dex dans le membre droit (resp.
gauche) de la règlei.
Étant donné un état initial défini par les concentrations initiales des objets, les mé-
thodes d’intégration numérique permettent de simuler le comportement du système.
La figure 2 illustre par exemple les oscillations des concentrations des protéines dé-
crites dans l’exemple 1.
2.3. Sémantique des populations
Dans la sémantique des populations, on associe à chaque objet une variable entière
qui représente le nombre de molécules, et les règles sont interprétées par une chaîne
de Markov en temps continu dans laquelle les taux de transition sont définis par les
expressions cinétiques des règles BIOCHAM.
Les méthodes de simulation stochastique (Gillespie, 1976) calculent des réalisa-
tions du processus. Ces courbes sont en général des versions bruitées des courbes
obtenues dans la sémantique des concentrations. Cependant dans les modèles faisant
intervenir, par exemple, des petits nombres de molécules, des comportements qualita-
tivement différents peuvent apparaître dans les simulations stochastiques. Un exemple
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classique de ce phénomène est le modèle du phage lambda dans lequel un petit nombre
de molécules, facteurs de promotion de deux gènes, engendrent un phénomène de mul-
tiplication explosive (lyse) après une période d’attente passive plus ou moins longue
(lysogénie) (Gibsonet al.,2000).
Dans la sémantique stochastique, pour un volumeV donné, les concentrations sont
donc converties en nombre de molécules (N = C×V ×K,K constante d’Avogadro).
Les coefficients cinétiquesk sont convertis en taux de transitionτ par les formules
suivantes :
– τ = k pour les réactions du typeA =>...,
– τ = kV×K pour les réactions du typeA+B=>...,
– τ = 2× kV×K pour les réactions du typeA+A=>...,
– τ = k(V×K)2 pour les réactions du typeA+B+C=>...,
– etc.
3. Langage de description de propriétés biologiques
Le trait le plus original de BIOCHAM est l’utilisation de la logique temporelle
comme langage de formalisation des propriétés biologiques d’un modèle. Les logiques
CTL Booléenne, LTL et PCTL avec contraintes numériques sont utilisées respective-
ment dans chacun des trois niveaux sémantiques. Elles permettent de formaliser les
propriétés importantes d’un modèle, qui aujourd’hui sont expliquées de façon infor-
melle dans les articles de modélisation. Leur formalisation permet cependant de les
considérer comme une spécification devant être préservée lors des opérations de raf-
finement, de simplification ou de composition de modèles. La possibilité de vérifier
automatiquement une telle spécification permet d’envisager la comparaison et la ré-
utilisation de différents modèles de façon beaucoup plus systématique que ce qui se
pratique aujourd’hui dans ce domaine.
3.1. Logique CTL pour la sémantique Booléenne
La logique temporelle des arbres de calcul (Computation Tree Logic CTL∗) (Clarke
et al., 1999) est une extension de la logique classique qui permet de raisonner sur
un arbre de transitions d’états à l’aide d’opérateurs sur les choix de branches (non-
déterminisme) et sur le temps (transitions d’états). Deux quantificateurs de chemins
sont introduits pour raisonner sur le non-déterminisme :Aφ qui signifie queφ est vraie
sur tous les chemins, etEφ, pourφ est vraie sur au moins un chemin. Plusieurs opé-
rateurs temporels sont introduits :Xφ signifiant queφ est vrai à la transition suivante,
Gφ pourφ est toujours vrai,Fφ pourφ finit par devenir vrai,φ U ψ pourψ finit par
devenir vrai etφ est vrai jusqu’à ce queψ soit vrai,φ W ψ pourφ est vrai jusqu’à ce
qu’éventuellementψ devienne vrai. Dans cette logique,Fφ est équivalent àtrue U φ,
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Gφ est équivalent àφ W false et nous avons les propriétés de dualité suivantes :
¬EF (φ) = AG(¬φ), ¬Eφ U ψ = A¬ψ W ¬φ et¬Eφ W ψ = A¬ψ U ¬φ.
s |= α ssi α est une formule propositionnelle ets |= α,
s |= Eψ ssi il existe un cheminπ partant des tel queπ |= ψ,
s |= Aψ ssi pour tout cheminπ partant des, π |= ψ,
π |= φ ssi s |= φ oùs est l’état de début deπ,
π |= Xψ ssi π1 |= ψ,
π |= Fψ ssi il existek ≥ 0 tel queπk |= ψ,
π |= Gψ ssi pour toutk ≥ 0, πk |= ψ,
π |= ψUψ′ ssi il existek ≥ 0 tel queπk |= ψ′ etπj |= ψ pour tout0 ≤ j < k.
Tableau 1.Définition inductive de la relation de vérité d’une formule CTL dans un
état ou un chemin, dans une structure de KripkeK.
Dans le fragment CTL qui nous intéresse, chaque opérateur temporel doit obliga-
toirement être précédé d’un quantificateur de chemin et un quantificateur de chemin
doit obligatoirement être suivi d’un opérateur temporel. Le tableau 1 définit la relation
de vérité d’une formule dans une structure de KripkeK = (S,R) dont les états sont
définis par des variables Booléennes. Un modèle BIOCHAMM est constitué d’un en-
semble de règles et d’une spécification (partielle) de l’ensemble des états initiaux. Les
règles deM définissent la structure de Kripke associé au modèle, et on noteM |= φ
si la formuleφ est vrai dans tous les états initiaux spécifiés parM.
3.1.1. Expressivité
Comme montré dans (Chabriert al.,2003), le fragment CTL a une expressivité
suffisante pour exprimer un très large éventail de propriétés biologiques :
Sur l’accessibilité. Existe-t-il un chemin pour produire (c-à-d synthétiser, activer
etc.) une protéineP ? Cette requête est formalisée par la formule CTLEF (P ),
abrégée enreachable(P) dans BIOCHAM.
Sur les voies.Est-ce que l’étatQ est un point de passage obligé pour atteindre les
états oùP ∼ {s} est présent ? La formule correspondante¬(E((¬(Q)UP ∼
{s}))) est abrégée encheckpoint(Q,P{s}).
Sur la stationnarité et la stabilité. Est-ce qu’un état (ou un ensemble d’états) de la
cellule décrit par une formules est un état stationnaire (resp. stable) ?s ⇒
EG(s) (resp.s⇒ AG(s)), abrégé ensteady(s) (resp.stable(s)).
Sur les oscillations.Le système peut-il exhiber un comportement cyclique sur la pré-
sence deP ?EG((P ⇒ EF ¬P )∧(¬P ⇒ EF P )), abrégé enoscil(P). Sans
hypothèse d’équité forte, cette formule n’est cependant qu’une approximation
car elle est impliquée par l’existence d’oscillations mais n’implique pas l’alter-
nance infinie d’états de typesP et¬P .
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Exemple 2 Le modèle du cycle cellulaire précédent vérifie, par exemple, les proprié-
tés suivantes qui expriment que toutes les molécules sont accessibles, que leur ac-
tivité oscille et qu’il est nécessaire de produire la forme doublement phosphorylée
Cdc2~{p1}-Cyclin~{p1} avant l’activation deCdc2-Cyclin~{p1} :
reachable(Cdc2~{p1})
reachable(Cyclin)
reachable(Cyclin~{p1})
reachable(Cdc2-Cyclin~{p1})
reachable(Cdc2~{p1}-Cyclin~{p1})
oscil(Cdc2)
oscil(Cdc2~{p1})
oscil(Cdc2~{p1}-Cyclin~{p1})
oscil(Cyclin)
AG((!(Cdc2-Cyclin~{p1}))->
checkpoint(Cdc2~{p1}-Cyclin~{p1},Cdc2-Cyclin~{p1}))
3.1.2. Algorithme demodel-checkingsymbolique
Le langage de requête CTL pour les modèles Booléens est implanté en BIOCHAM
avec une interface au vérificateur de modèles symbolique NuSMV (Cimattiet al.,
2002). Les performances obtenues sur un gros modèle du contrôle du cycle cellulaire
suivant la carte de Kohn (Kohn, 1999) comprenant 800 règles et 500 variables sont de
l’ordre de quelques dizaines de secondes pour compiler le modèle ou vérifier des for-
mules CTL simples (Chabrier-Riviert al.,2004a). Cependant ces performances sont
en deçà de celles obtenues classiquement par NuSMV avec des modèles fortement
structurés pour la vérification de circuits ou de programmes. Les modèles Booléens
de BIOCHAM ont la caractéristique d’être très fortement non-déterministes, ce qui
peut conduire à des problèmes de performance sur des problèmes de plus petite taille
comprenant un grand nombre de voies parallèles, comme par exemple dans le modèle
de la voie de signalisation MAPK de (Schoeberlet al.,2002).
3.1.3. Équivalence CTL de modèles
Il existe, en général, de nombreuses manières de modéliser un même système,
suivant le niveau de détail souhaité et l’information disponible. Même pour une simple
réaction enzymatique, il existe déjà deux façons classiques de la coder en BIOCHAM :
– soit en détaillant la formation d’un complexe intermédiaire
A + B <=> D
D => A + C
– soit directement
A + B => A + C (que l’on peut aussi noterB =[A]=> C)
Le premier choix peut sembler plus simple et naturel pour une conversion en BIO-
CHAM, alors que le second correspond à la traduction directe de certains modèles nu-
mériques à base d’équations différentielles. Les deux propriétés ci-dessous montrent
l’équivalence des deux modèles vis-à-vis de certaines propriétés CTL ;
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Nous supposerons que le complexeD n’apparaît que dans les deux règles du pre-
mier cas, sans quoi la simplification n’est bien sûr pas correcte. Les structures de
Kripke associées à ces deux choix définissent deux relations de vérité :|=1 et |=2.
Proposition 1 (Accessibilité) (Chabrier-Rivieret al.,2004b)
Soitφ une formule CTL atomique, siI |=2 EF (φ) alors I |=1 EF (φ). De plus, siA
etB n’apparaissent pas négativement (i.e. sous un nombre impair de négations) dans
φ et siD n’apparaît pas du tout dansφ, alorsI |=1 EF (φ) impliqueI |=2 EF (φ).
Proposition 2 (Point de passage obligé)(Chabrier-Rivieret al.,2004b)
Soit¬E(¬φUψ) une formule de checkpoint, i.e.φ etψ sont des formules atomiques
décrivant des états,
si A etB n’apparaissent pas négativement dansψ etD n’apparaît pas du tout dans
ψ, alors
I |=2 ¬E(¬φUψ) impliqueI |=1 ¬E(¬φUψ).
si A etB n’apparaissent pas négativement dansφ etD n’apparaît pas du tout dans
φ, alors
I |=1 ¬E(¬φUψ) impliqueI |=2 ¬E(¬φUψ).
3.2. LTL avec contraintes numériques pour la sémantique des concentrations
Une extension de la logique temporelle du temps linéaire (Linear Time Logic,
LTL) avec contraintes arithmétiques est utilisée pour la sémantique (déterministe) des
concentrations moléculaires. Cette approche est similaire à celle décrite dans (Anto-
niotti et al.,2003) et utilisée dans le projet DARPA BioSpice.
LTL est un fragment de la logique temporelle, qui utilise uniquement les opéra-
teurs temporels (pas les quantificateurs de chemin), et est donc appropriée pour rai-
sonner sur les systèmes déterministes que sont les modèles cinétiques. Dans LTL avec
contraintes arithmétiques, les formules atomiques sont des formules de logique du pre-
mier ordre avec égalité, inégalité et opérations arithmétiques. Ces formules portent sur
les valeurs réelles des concentrations, par exemple[P] > [P{s}], ainsi que celles de
leurs dérivées, par exempled([P])/dt < 0.
3.2.1. Expressivité
Les propriétés d’accessibilitésont formalisées par l’opérateurF . Par exemple, la
propriété que la concentration de la protéineP phosphorylée surs peut être dépassée
par celle de la protéineP , s’exprime par la formuleF ([P ] > [P ∼{s}]). La propriété
que la concentration deP atteint et reste au dessus d’un certain seuilc s’exprime par
FG([P ] > c).
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Les propriétés d’oscillationd’une concentration[P ] un nombren de fois, portent
sur le nombre d’alternances du signe de la dérivée. Elles s’expriment par la formule
F ((d[P ]/dt > 0) ∧ F ((d[P ]/dt < 0) ∧ F ((d[P ]/dt > 0) . . .)))
abrégée paroscil(P,n).
3.2.2. Algorithme demodel-checkingavec contraintes
Sous l’hypothèse que les conditions initiales sont complètement déterminées, les
méthodes d’intégration numérique du système d’équations différentielles associées
aux règles BIOCHAM, fournissent une trace de simulation discrète (à pas variable)
qui constitue une structure de Kripke linéaire, dans laquelle on peut interpréter les
formules LTL. De façon à poser des contraintes sur non seulement les valeurs des
concentrations mais aussi sur leurs dérivées, on considère des traces de simulation de
la forme
(< t0, x0, dx0/dt >,< t1, x1, dx1/dt >, ...)
qui contiennent pour chaque point de tempsti, la valeur des concentrationsxi et de
leurs dérivéesdxi/dt.
Sous l’hypothèse que les propriétés temporelles peuvent être vérifiées sur un hori-
zon fini, l’algorithme demodel-checkingavec contraintes pour vérifier une formuleφ
consiste alors à effectuer les opérations suivantes :
1) calculer une trace de simulation finie,
2) étiqueter les points de la trace par les sous-formules atomiques deφ qui sont
vraies en ce point ;
3) ajouter les sous-formules de la formeFφ1 aux points prédécesseurs des points
étiquetés parφ1,
4) ajouter les sous-formules de la formeφ1Uφ2 aux points prédécesseurs des
points étiquetés parφ2 tant qu’ils satisfontφ1
On aGφ1 = ¬F (¬φ1), ce qui se ramène ici à dire qu’on peut étiqueter le dernier
état parGφ1 s’il est étiqueté parφ1, puis étiqueter les prédécesseurs d’un état étiqueté
parGφ1, s’il est lui même étiqueté parφ1.
Pour des raisons d’intégration au système BIOCHAM, cet algorithme est implanté
en Prolog, de même que les méthodes d’intégration numérique (méthode de Runge-
Kutta à pas variable, et méthode implicite de Rosenbrock pour les systèmes raides).
3.3. PCTL avec contraintes arithmétiques pour la sémantique des populations
La logique PCTL (Hanssonet al.,1994) remplace essentiellement les opérateurs
de choix des cheminsE etA de la logique CTL, par un opérateurP./p, désignant la
probabilité de réalisation de la formule sous sa portée. Par exemple,A(ψUψ′) devient
P≥1(ψUψ′) (imposant que la probabilité queψUψ′ se réalise soit égale à 1). Comme
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dans la section précédente, on s’intéresse à des formules atomiques du premier ordre
avec contraintes arithmétiques portant, cette fois-ci, sur des nombres entiers de molé-
cules.
Les algorithmes demodel-checkingprobabiliste existants, comme celui du sys-
tème PRISM (Kwiatkowskaet al., 2004), ne permettent cependant pas de traiter les
exemples fortement non déterministes ou pour lesquels les variables ont un grand do-
maine, ce qui est le cas pour la sémantique de population de BIOCHAM. De meilleurs
résultats ont été obtenus avec un algorithme de type Monte-Carlo semblable à celui
utilisé dans le système APMC (Héraultet al.,2004). Cet algorithme permet de vérifier
une formule LTL avec contraintes, et fournit une probabilité approchée de réalisation
de cette formule. Pour ce faire, un ensemble de simulations stochastiques est effec-
tué, en étiquetant les traces de chaque simulation par l’algorithme pour LTL avec
contraintes. La probabilité de réalisation est alors estimée par comptage sur l’échan-
tillon. Dans ce cadre, l’opérateurP./p n’est autorisé qu’en tête de la formule. Ce ne
sont donc pas des formules PCTL générales qui sont vérifiées, mais des formules LTL
en fournissant une probabilité de réalisation. Le résultat est une probabilité, et non pas
la vérification d’une formule comprenant un ensemble de probabilités imbriquées.
4. Apprentissage de modèles
Les modèles biologiques sont construits à partir d’expériences réalisées sur des
organismes sauvages ou mutés. Ces expériences définissent les propriétés biologiques
que les modèles doivent satisfaire. En particulier, les expériences sur les organismes
mutés, dans lesquels la synthèse de certaines protéines est bloquée, permettent de
discriminer entre différentes hypothèses d’interaction. Dans BIOCHAM, l’utilisation
de langages formels pour, à la fois décrire le système (langage de règles), et décrire ses
propriétés (spécification en logique temporelle), permet d’appliquer des algorithmes
d’apprentissage automatique pour aider à corriger ou compléter un modèle en fonction
de nouvelles spécifications.
4.1. Recherche de règles
En ce qui concerne la recherche de règles à ajouter ou supprimer au modèle, nous
utilisons la sémantique Booléenne de BIOCHAM, et une spécification CTL des pro-
priétés attendues du modèle.
Les formules CTL sont partitionnées en trois classes de façon à guider la recherche
pour l’ajout ou la suppression de règles. La classe ECTL est formée des formules CTL
qui ne contiennent pas l’opérateurA (c’est-à-dire qui ne contiennent pas d’occurrence
positive deA ni d’occurrence négative deE). La classe ACTL est formée des formules
CTL qui ne contiennent pas l’opérateurE. On note UCTL l’ensemble des autres for-
mules.
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Proposition 3 SoitK = (S,R,L) et K ′ = (S,R′, L) deux structures de Kripke
telles queR ⊆ R′. Pour toute formule ECTLφ, si s 6|=K′ φ alorss 6|=K φ. Pour toute
formule ACTLφ, si s 6|=K φ alorss 6|=K′ φ.
Preuve 1 Soitφ une formule ECTL telle ques 6|=K′ φ. Raisonnons par l’absurde et
supposons ques |=K φ, alors il existe un cheminπ = ss1s2... dans la structureK tel
queπ |=K φ ou s |=K φ . CommeR ⊆ R′, π est aussi un chemin dans la structure
K ′, on a doncπ |=K′ φ ous |=K′ φ, contradiction.
De même pour une formule ACTLφ, par dualité¬φ est une formule ECTL. Sis 6|=K φ
alors s |=K ¬φ, d’où l’on déduit comme précédemments |=K′ ¬φ, c’est-à-dire
s 6|=K′ φ.
Cette propositon montre que l’on peut chercher à satisfaire une spécification CTL
à partir d’un modèle ne les satisfaisant que partiellement, en supprimant des règles du
modèle qui rendent les formules ACTL fausses, et en ajoutant au modèle des règles
qui permettent de satisfaire les formules ECTL fausses.
La commande
learn_one_rule(reaction_pattern, spec_CTL)
énumère chaque instance du schéma de règles fourni en premier argument qui, ajou-
tée au modèle, permet de satisfaire la formule CTL fournie en second argument (ou
implicitement avec la commandeadd_spec). La commande
delete_one_rule(reaction_pattern, spec_CTL)
énumère chaque instance de règle qu’il suffit de retirer au modèle pour satisfaire la
formule CTL.
Exemple 3 Dans cet exemple, on retire la règle suivante du modèle de Tyson :
delete_rule(Cyclin+Cdc2~{p1}=>Cdc2~{p1}-Cyclin~{p1}).
Le complexe inactifCdc2~{p1}-Cyclin~{p1} ne pouvant plus se former, certaines mo-
lécules ne sont plus accessibles. La spécification donnée dans l’exemple 2 n’est donc
plus vérifiée.
L’algorithme de recherche de règle propose quatre règles parmi 587 testées. L’ajout
de l’une d’elles permet de satisfaire à nouveau la spécification :
biocham: learn_one_rule(elementary_interaction_rules).
(1) Cyclin+Cdc2~{p1}=[Cdc2]=>Cdc2~{p1}-Cyclin~{p1}
(2) Cyclin+Cdc2~{p1}=[Cyclin]=>Cdc2~{p1}-Cyclin~{p1}
(3) Cyclin+Cdc2~{p1}=>Cdc2~{p1}-Cyclin~{p1}
(4) Cyclin+Cdc2~{p1}=[Cdc2~{p1}]=>Cdc2~{p1}-Cyclin~{p1}
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La troisième règle correspond à la règle retirée. les autres règles ne sont pas bio-
logiquement plausibles et auraient pu être éliminées d’avance en fournissant plus
d’information dans le schéma de règles à chercher.
On définit un algorithme de révision du modèle permettant d’ajouter et retirer plu-
sieurs règles, en fixant une stratégie de recherche des règles à ajouter ou supprimer de
façon à satisfaire la spécification. La commande
revise_model(reaction_pattern1, reaction_pattern2, spec_CTL)
énumère de façon heuristique des ensembles d’ajouts et de retraits de règles qui per-
mettent de satisfaire une spécification CTL fournie en argument. L’algorithme utilisé
dans BIOCHAM est défini par un système de transitions non-déterministe et backtra-
ckant. L’état d’une recherche est représenté par un triplet< QT,Q,R > où
– R est l’ ensemble courant des règles de réaction.
–QT = (E,U,A) est l’ensemble des formules déjà traitées et satisfaites pour
R. Ces formules sont triées en 3 groupes :E représente les formules ECTL,U les
formules non classifiables (UCTL) etA les formules ACTL.
–Q = (E,U,A) est l’ensemble des formules à traiter triées de la même manière
en formules ECTL, UCTL et ACTL.
La spécificationI de l’état initial est fixe et on s’intéresse donc à une modification de
l’ensembleR des règles du modèle de façon à satisfaire la spécification CTL, ce que
l’on noteR |= φ par abus de notation. Les modifications sont cherchées en considérant
seulement les instances des schémas de règles fournis pour les ajouts et les retraits. De
plus, la recherche des règles à retirer (dans les transitions U” et A’ ci-dessous) ne se
fait que dans l’ensemble des règles apparaissant dans le contre-exemple fourni par le
model-checker.
État initial : < (∅,∅,∅), (E,U,A),R >
transition E : < (E,U,A), (E ∪{e}, U,A),R >→ < (E ∪ {e}, U,A), (E,U,A),
R > siR |= e
transition E’ : < (E,U,A), (E∪{e}, U,A),R >→< (E ∪ {e}, U,A), (E,U,A),
R ∪ {r} > siR 6|= e et∀f ∈ {e} ∪ E ∪ U ∪A K ∪ {r} |= f
transition U : < (E,U,A), (∅, U∪{u}, A),R >→< (E,U ∪ {u}, A), (∅, U,A),
R > siR |= u
transition U’ : < (E,U,A), (∅, U ∪ {u}, A), R > → < (E,U ∪ {u}, A),
(∅, U,A),R ∪ {r} > siR 6|= u et∀f ∈ {u} ∪ E ∪ U ∪A R ∪ {r} |= f
transition U” : < (E,U,A), (∅, U ∪ {u}, A), R ∪ Re > → < (E,U ∪ {u}, A),
(∅, U,A),R >siK : si 6|= u et∀f ∈ {u} ∪ E ∪ U ∪A R |= f
transition A : < (E,U,A), (∅,∅, A ∪ {a}), R > → < (E,U,A ∪ {a}),
(Ep, Up, A),R >siR |= a
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transition A’ : < (E ∪ Ep, U ∪ Up, A), (∅,∅, A ∪ {a}), R ∪ Re > → <
(E,U,A ∪ {a}), (Ep, Up, A), R >siR 6|= a, ∀f ∈ {u} ∪ E ∪ U ∪ A R |= f
etEp ∪Up est l’ensemble des formules rendues non-satisfaites par le retrait des
règlesRe.
Proposition 4 L’algorithme de révision termine et si sa configuration terminale est
de la forme< (E,U,A), (∅,∅,∅), R > alors le modèleR vérifie la spécification
initiale.
Preuve 2 La terminaison se montre en considérant l’ordre lexicographique sur le
couple< a, n > où a est le nombre de propriétés ACTL non vérifiées, etn st le
nombre de propriétés ECTL ou UCTL non vérifiées. Chaque transition diminue stric-
tementa ou bien laissea égal et diminue strictement. La correction de l’algorithme
découle du fait que chaque transition préserve l’ensemble des propriétés en les fai-
sant passer entre les ensembles vérifiés et non-vérifiés et ne conserve dans l’ensemble
vérifié que des propriétés vraies.
Cet algorithme est toutefois incomplet pour deux raisons. D’une part, la satisfac-
tion d’une formule ECTL ou UCTL n’est recherchée qu’en ajoutant une seule règle au
modèle (transitions E’ et U’). D’autre part, la complétion de la relation d’accessibilité
en une relation totale dans la structure de Kripke associée au modèle, ne garantit pas
que les conditions de la proposition 3 sont vérifiées après l’ajout ou le retrait d’une
règle. Il s’agit donc d’un algorithme de révision heuristique qui peut échouer dans des
cas où la spécification CTL est satisfaisable.
Exemple 4 L’algorithme de révision peut être utilisé pour raffiner un modèle, de fa-
çon par exemple à prendre en compte une nouvelle molécule donnée avec une spé-
cification de ses propriétés biologiques. Dans l’exemple du cycle cellulaire, on peut
ainsi s’intéresser à la recherche d’une modification du modèle, qui préserve les spé-
cifications précédentes, et fasse intervenir une moléculeX telle que (1)X ne peut être
activée sans la présence deCdc2-Cyclin~{p1}, et (2) sansX, Cyclin~{p1} n’est
jamais inactivée ou dégradée :
(1) AG((!(X)) -> checkpoint(Cdc2-Cyclin~{p1},X)),
(2) AG((Cyclin~{p1}) -> checkpoint(X,!(Cyclin~{p1}))).
A cette spécification, sont également rajoutées des formules d’accessibilité et d’oscil-
lation relatives àX :
reachable(X),
reachable(!(X)),
oscil(X).
Par défaut, on associe à la moléculeX une dynamique arbitraire avec deux règles
simples de synthèse et de dégradation :_=>X etX=>_.
Ces spécifications ne sont pas vérifiées par le modèle. La commande
revise_model, limitée à des règles faisant intervenirX pour l’ajout de règles, permet
de trouver des solutions pour le corriger. La première solution trouvée :
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Deletion(s):
_=>X.
Cyclin~{p1}=>_.
Addition(s):
_=[Cdc2-Cyclin~{p1}]=>X.
X+Cyclin~{p1}=>X-Cyclin~{p1}.
propose non seulement que la synthèse deX dépende directement de
Cdc2-Cyclin~{p1} mais aussi queX se complexe àCyclin~{p1} afin de
l’inactiver. Ces modifications apportées au modèle (retraits et ajouts des nouvelles
règles) sont assurées de respecter les spécifications.
D’autres solutions sont également proposées, comme par exemple :
Deletion(s):
_=>X.
Cyclin~{p1}=>_.
Addition(s):
_=[Cdc2-Cyclin~{p1}]=>X.
Cyclin~{p1}=[X]=>_.
où la synthèse deX est à nouveau maintenue parCdc2-Cyclin~{p1} mais où
Cyclin~{p1} est directement dégradée parX.
4.2. Recherche de paramètres
De la même manière que pour l’apprentissage de règles d’interaction à partir de
propriétés CTL, il est possible d’utiliser une spécification LTL avec contraintes arith-
métiques pour l’apprentissage de valeurs de paramètres cinétiques. Nous avons déve-
loppé une méthode énumérative dans laquelle l’espace de recherche, fourni par des
bornes sur les valeurs des paramètres, est exploré avec une précision spécifiée par le
modélisateur. Pour chaque jeu de valeurs testées, le modèle est simulé et confronté à
la spécification LTL.
La recherche de paramètres peut être illustrée à partir du modèle de l’exemple 1.
Deux paramètres sont choisis,k3 etk4, auxquels sont assignées les valeurs arbitraires
0.01 et 0.01. La simulation montre que le système atteint un état stationnaire (figure
3) or il est censé osciller. Pour y remédier, BIOCHAM recherche, pour chaque
paramètre, parmi 20 valeurs différentes et dans un intervalle[0, 200], des valeurs
telles queCdc2-Cyclin~{p1} oscille au moins 3 fois en 150 unités de temps :
trace_get([k3,k4],[(0,200),(0,200)],20,oscil(Cdc2-Cyclin~{p1},3),150).
BIOCHAM propose une première solution (k3 = 10, k4 = 70) qui n’est pas sa-
tisfaisante carCdc2-Cyclin~{p1} oscille mais avec une très faible amplitude à peine
décelable et ne s’active donc pas complètement (figure 4). L’ajout de la contrainte
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Figure 3. Simulation numérique aveck3 = 0.01 etk4 = 0.01
F([Cdc2-Cyclin~{p1}]>0.15) assure que le complexe s’active totalement, à un mo-
ment donné, au-dessus de la valeur seuil 0.15, et permet ainsi de raffiner la spécifi-
cation. L’algorithme de recherche de paramètres trouve alors les valeursk3 = 10 et
k4 = 120. La simulation obtenue (figure 5) est très similaire à celle correspondant aux
paramètres publiésk3 = 200 etk4 = 180 (figure 2), ce qui témoigne de la robustesse
du modèle initial.
Notons que le nombre de paramètres pour lesquels une valeur est cherchée ainsi
que la précision de la recherche influencent le temps de calcul.
D’une certaine manière, le processus d’apprentissage automatise une partie de ce
que le modélisateur fait à la main, c’est-à-dire essayer différentes valeurs de para-
mètres qui correspondent à des formes de courbes d’activité de protéines qu’il sou-
haite reproduire, et ce dans un intervalle de valeurs de paramètres jugé réaliste. L’al-
gorithme d’apprentissage permet de tester rapidement des espaces de paramètres après
formalisation de l’aspect de la courbe en spécification LTL. Cette méthode est en fait
complémentaire d’autres méthodes d’estimation de paramètres telles que l’utilisation
de diagrammes de bifurcation.
5. Conclusion et perspectives
Le projet BIOCHAM compte parmi les premières expériences d’application des
méthodes formelles de vérification et d’apprentissage automatique en modélisation de
systèmes biologiques. La sémantique Booléenne est utilisée d’une part pour exprimer
des propriétés d’accessibilité, de points de passage obligés, de stationnarité et d’oscil-
lation dans les réseaux d’interaction, et d’autre part pour inférer des règles de réaction
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Figure 4. Simulation numérique aveck3 = 10 etk4 = 70
Figure 5. Simulation numérique aveck3 = 10 etk4 = 120
à partir d’une telle spécification. La sémantique des concentrations permet de déve-
lopper des modèles à dynamique continue. Elle permet aussi d’apprendre des valeurs
de paramètres cinétiques à partir des propriétés des courbes numériques correspondant
aux observations biologiques formalisées en logique temporelle.
Le cadre formel développé dans BIOCHAM fournit aussi une base pour étudier les
questions d’abstraction et de compositionnalité de modèles en biologie des systèmes.
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En particulier nous envisageons d’explorer les techniques d’interprétation abstraite
pour formaliser les problèmes de simplification et de raffinement de modèles. L’étude
de la compositionnalité vise à faciliter la ré-utilisation de modèles dans différents
contextes et à définir des notions d’interfaces dans les modèles ouverts. Ces ques-
tions sont actuellement abordées dans l’étude de modèles couplés du cycle cellulaire
et du cycle circadien avec l’objectif de contribuer à formuler de nouvelles hypothèses
biologiques par ces méthodes.
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