In this study, a fully-coupled surface-subsurface, distributed, physics-based hydrological model was calibrated using the pilot-point method. A minimum variance field rule was included in the objective function to regularize the extensive calibration exercise that included 74 parameters (72 associated with pilot points and two spatially-invariant channel parameters). Because the overland and vadose zone systems are not in permanent hydrological connection, the information contained in the observation points may not be accessible by the pilot points at all times, rendering them insensitive to the observations and hindering the calibration process. An analysis of the spatial and temporal variability of parameter sensitivities was done to explore how the information contained in local observations spreads from the observation points to the pilot points, where parameter values are identified. The results show that the channel flow time series is valuable to identify the parameters at all pilot-point locations, indicating that the information in channel flow propagates to the entire basin. However, information in soil moisture measurements is of local extent and thus only valuable to identify the parameters at locations close to the observation point.
potential consequences on the others (e.g. reduced baseflow in the channel).
The need for spatially-distributed surfacesubsurface integrated models can be noticed in the number of codes under active development (e.g. vanderKwaak 1999 , Kollet and Maxwell 2003 , Panday and Huyakorn 2004 , Markstrom et al. 2008 , Therrien et al. 2009 ). These models, by including more processes in their structures and expanding the simulation domain to include surface, channel and subsurface unsaturated and saturated flows, increase the complexity of the parameterization.
The challenges associated with the calibration of highly parameterized hydrological models have been under active research since the early 1980s (e.g. Kuczera 1982 , Gupta and Sorooshian 1985 , Beven 1989 , 1993 , 2001 , Beven and Binley 1992 , Christiaens and Feyen 2001 , McKenna et al. 2003 . Modern computer-assisted calibration methods are based on inverse modelling. Therein the parameters are estimated by running the model multiple times with different sets of parameters until an objective function holding the discrepancy between the model and observations is minimized. Problems in finding this minimum arise when the solution space has multiple local minima or large flat areas of insensitivity around the minima leading to the problem of non-uniqueness and parameter uncertainty (Duan et al. 1992) .
A way to reduce the problem of non-uniqueness and parameter uncertainty is to introduce observations that provide the calibration algorithm with more information to discriminate between parameters sets. The sensitivity of the parameters to the observations and the information content of the data have also been of great interest (Kuczera 1982 , Gupta and Sorooshian 1985 , Vrugt et al. 2001 , since it is useful not only for model calibration but also to design measurement field campaigns and observation networks.
Specific to spatially explicit models is that the spatial distribution of the parameters has to be determined. Since calibrating the parameter value for each location within the domain is impractical, there are two common ways of dealing with the problem. One approach is based on discretizing the domain in zones of uniform hydraulic properties based on land use, geomorphology, soil properties, or a combination of them. The zonation, even when based on field evidence, comes down to an arbitrary number of zones chosen by the modeller (depending on the number of parameters the modeller can deal with) with hard boundaries between zones (e.g. Madsen 2003 , McMichael et al. 2006 . The other common way is to describe the spatial variability of the parameters as a parametric function of space that is adjusted to obtain a spatial distribution of the parameter that minimizes the objective function (e.g. Vrugt et al. 2004 , Maneta et al. 2008 .
Another option is the pilot-point method (Certes and de Marsily 1991) . In this method the parameter value is calculated at some specific locations (pilot points), and the parameter field is estimated by interpolating between the points (typically using kriging), or using stochastic simulation of the field conditioned with the pilot-point values. While there are abundant examples of the pilot-point methodology applied to the calibration of groundwater models (Certes and de Marsily 1991 , LaVenue et al. 1995 , RamaRao et al. 1995 , Lavenue and de Marsily 2001 , Doherty 2003 , to the authors' knowledge no published experiences exist for surface systems.
One potential challenge using the pilot-point method in overland, channel and subsurface systems is that, in these systems, hydrological connection is not continuous and therefore the transfer of information from the observation points is also discontinuous. In groundwater systems where the pilot-point method has been applied, the aquifer covers the entire domain, transmitting the information needed in the calibration process between the points where measurements exist and the pilot points. When the hydrological connectivity of the system is intermittent, pilot points falling in the disconnected area with respect to the location of the measurements remain insensitive to the observations and, therefore, parameters are unidentifiable by the inversion algorithm.
The first objective of this study was to calibrate a state-of-the-art, comprehensive, fully coupled, physics-based hydrological model (MODHMS, Panday and Huyakorn 2004) using the pilot-point methodology and the Levenberg-Marquardt search algorithm, as implemented in PEST (Doherty 2002) , using parameter regularization and information on channel flows, soil moisture content and piezometric heads. The second objective was to analyse the spatial and temporal variability of parameter sensitivities to identify the most influential observations.
RESEARCH SITE AND INSTRUMENTATION
The Buriti Vermelho catchment ( Fig. 1) , located near Brasília, in Brazil, is a first-order basin of 9.4 km 2 that was a pilot basin in the Sao Francisco (Campos and FreitasSilva 1998) . The available hydrological information includes discharge collected at a water level recorder situated at the outlet of the catchment; soil moisture collected using Delta-T PR2 soil moisture profile probes (SMP) at four different sites (C, D, F and M) at 10, 20, 30, 40, 50 and 100 cm from the surface; and groundwater head collected manually from three piezometers at 12, 13 and 22.91 m below surface level for piezometers #1, #2 and #3, respectively (Fig. 2) . Rainfall 
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information is obtained from a group of three tippingbucket raingauges and reference evapotranspiration was calculated with information obtained from a full weather station (Fig. 2) . Additional water inputs to the surface come from irrigation with centre pivot irrigation machines that draw water from outside the basin, except from the small centre pivot in the northern side of the basin, which draws water from the channel. The farmer community irrigates small plots of land using water from the channel. No irrigation and diversion quantities were measured. Water diversion rates from the channel and water application to the fields were calculated from the crop calendar assuming optimal crop water demand is satisfied and 70% irrigation efficiency, standard for centre pivots in the region. The assumption of optimal irrigation is supported by the fact that water is not a limiting factor for irrigation in the basin and the available water at the extraction points never dropped below the extraction rates.
METHODOLOGY
Pilot points and regularization
The pilot-point method was originally developed to determine the spatial distribution of hydraulic properties in groundwater systems (de Marsily et al. 1984, Certes and de Marsily 1991) . In this method, the parameters are the unknown value of a hydraulic property that is estimated at specific locations (pilot points). Each time the parameters are upgraded during the inversion process, the assigned values at each pilot point are interpolated in space to form a field that covers the entire simulation domain. For hydrogeological applications, it is desirable that the resulting estimated field maintains certain geostatistical properties. The interpolation is commonly done using kriging based on empirical variograms that maintain the observed spatial structure of the properties.
To ensure that the resulting property field is physically realistic and plausible, a set of experimental restrictions may be included in the calibration process. The plausible search space can be restricted by including in the objective function to be minimized an extra term holding the difference between the estimated and a prior (e.g. measured) parameter value for each pilot point. In that manner, departures in the calibrated parameter values from the prior knowledge are translated into an increase in the objective function value. For stochastic simulations, the values at the pilot points can be conditioned by the measurements or other prior knowledge of the parameters. While the pilot-point approach constrains the calibration problem and improves the search for the optimal set of parameter values, a large number of pilot points is the equivalent of including many degrees of freedom in the problem and can result in over-fitting and over-calibration.
More recently, the pilot-point methodology has been used in conjunction with more advanced regularization constraints to improve the calibration for highly parameterized models and produce better posed inversion problems with less risk of overfitting (Doherty 2003 , Fienen et al. 2009 ). When a dense coverage of pilot points exists, the number of parameters included in the inversion process is large, increasing the chances of resulting in an ill-posed, ill-conditioned, over-fitted or unstable inversion problem. Because of this, regularization of the search space is achieved as an extra term in the objective function to be minimized that imposes a penalty as the calibrated field departs from a "default state" (Doherty 2003) .
Here, the default state is a distribution of the parameter with null spatial variance (homogeneous spatial distribution of the parameter). With this defined default state, a penalty is given in the objective function if, during the parameter search process, the spatial variability of the parameters increases. This penalty is proportional to the amount of spatial variability. The final spatial distribution of the parameter determined by the algorithm will be the simplest possible (i.e. the one with the least variance), but which has the necessary heterogeneity in the appropriate places (dependent on the severity of the penalty controlled by observation and regularization weights, as explained below) that allows the system to best match the observations. Other default states can be accommodated to reflect the spatial variance of the hydraulic property obtained from an experimental variogram (Doherty et al. 2010) .
In practice, the measurement objective function ϕ m is typically the weighted sum of the squared errors (WSSE) between observed (obs) and modelled (mod) state variables:
where w t is a weight associated with each observation t. The regularization term ϕ r in the context of this paper sets a preference for the solution that minimizes the spatial variance of the parameter:
where p is the value of the parameter at pilot-point location i or j; and w is the matrix of weights associated with each pair of parameters, ideally inversely proportional to the value of the variogram model calculated for the separation of the two pilot points (Doherty 2009 ). The minimization of φ r is subject to the constraint that ϕ m does not increase beyond a predefined value that maintains an appropriate fit of the measurement objective function. In practice, the regularization of the objective function is achieved by adding the regularization term ϕ r to the measurement objective function to form the final objective function ϕ:
Factor μ controls the contribution of the regularization term to the final objective function and can be interpreted as having a similar role to a Lagrange multiplier, modulating the regularization weights so the algorithm minimizes ϕ by minimizing ϕ r while maintaining ϕ m at or below its maximum allowed value. The use of pilot points and regularization is explained in detail in Doherty (2003 Doherty ( , 2009 ).
Numerical model
A physics-based three-dimensional (3D) hydrological model (HydroGeoLogic Inc. 1996a, Panday and Huyakorn 2004) was used in this research to simulate flows in the watershed. The model simulates the subsurface-surface-channel system by solving implicitly a single coupled set of equations. The hydrological model uses finite differences to solve a 2D form of the diffusion wave approximation of the Saint Venant equation for surface flows and a 1D solution of the diffusion wave for channel flow. Manning's coefficient for overland flow (n) and for the channel (Ch_n) are used to account for hydraulic friction. Water flow within the soil is simulated using a 3D form of the Richards equation adapted to variably-saturated flow (HydroGeoLogic Inc. 1996b, Panday and Huyakorn 2004) : The relationship between head, soil moisture and the hydraulic conductivity for variably saturated media is given by (Brooks and Corey 1996, van Genuchten 1980) :
and the soil retention function (van Genuchten 1980, Panday and Huyakorn 2004) :
where S e is the relative degree of saturation; S wr is the degree of saturation of soil with residual water content; α and β are fitting parameters of the function; ψ is the pressure head (ψ = h G -z), where h G is hydraulic head in the subsurface system and γ is related to β by γ = 1 -1/β. The interaction terms between the three domains (subsurface, overland and channel) that allows their coupling are (HydroGeoLogic Inc. 1996a ): Extraction of water (pumping from the groundwater system, water diversion from streams) and irrigation inputs are included as boundary conditions to the coupled set of equations at specified points or areas. Small free-flowing reservoirs are simulated using volume-discharge curves.
Model implementation and boundary conditions
The model was run using a DEM with 30-m grid spacing. Vertically, the model was discretized in 10 layers of variable thickness with a total depth of 26.5 m. The first layer is 0.5 m thick, the next two layers are 1 m thick, the following six layers are 2 m thick and the bottom layer is 12 m thick. The channel is composed of a single reach with 154 segments each of 30 m length. Each segment is 4 m wide and 2.5 m deep. Five small reservoirs occur along the channel. The reservoirs are characterized through their level-area-volume-discharge curves obtained from field surveys. Water used for irrigation is subtracted from the reservoirs at the required rate mandated by maximum water requirements and applied over the crop area as surface recharge. The fully coupled solution using Newton-Raphson linearization was used for the three domains (subsurface, overland and channel). The model used an adaptive time-step, ranging from a fraction of a second to a maximum of an hour. The incorporation of water fluxes due to human activity into the set of equations allows the simulation of human-modified basins in a rigorous way that naturally captures the feedbacks between the natural and human systems, which are still rarely considered in hydrological papers (Nalbantis et al. 2011) .
No flow boundary conditions are assumed along the surface water divide and for the bottom boundary (bottom of the aquifer). A constant head boundary condition is prescribed for the lateral boundaries of the groundwater system. To prescribe the constant head value, the groundwater module of MODHMS was run using an initial head surface provided by fitting a second-order surface to the first piezometric readings of the three piezometers. When the water table surface was stable it was offset so the value of the boundary cells closest to Piezometer #1 and Piezometer #3 had a head approximately equal to the average of the respective piezometer. This is a reasonable assumption, since groundwater levels are stable during the study period. For subsurface cells above the water table, suction head was prescribed using average head values obtained from soil moisture for probes at locations SMP_M and SMP_C using a calibrated retention curve according to the van Genuchten model. MODHMS requires initial conditions in terms of hydraulic head that are not prescribed but generated during the calibration process by interpolating a new field of hydraulic heads at each calibration run. Interpolation is done using kriging and the current set of parameters to convert from measured soil moisture to hydraulic head.
Pilot points, parameters and observations
Eight hydraulic properties to which the system is considered to be highly sensitive were included in the calibration set (Table 1) , with four of these properties to characterize the subsurface domain and the remaining four to characterize the channel and overland flow systems. Calibration of the BV catchment has been approached assuming that parameter variability only occurs horizontally (i.e. no variability between layers), except for the channel where parameters were considered constant. Spatial parameter variability was modelled using 12 pilot points (locations where the calibration algorithm assigns values to the parameters) evenly spread throughout the domain (Fig. 3) . Although the number is arbitrary, we assumed that 12 pilot points were sufficient to capture the low-and mid-frequency spatial variability of the parameters in the basin; this maintains parameter parsimony and the dimensionality of the problem tractable with our computational resources. Because of the prescribed constant head along the basin perimeter, no pilot points were located outside the boundary of the basin. Drainable porosity (specific yield) was assumed to be equal to porosity, so volumetric soil moisture content (θ ) and S w are related by S w = θ/ . Horizontal isotropy was assumed, so K xx = K yy = K sat . Vertical hydraulic conductivity K zz was tied to K sat assuming a ratio K zz /K sat = 0.4 for sedimentary aquifers with high clay content (Kasenow 1994) . The entire calibration set consisted of 74 parameters (12 parameters per each of the six properties for which the spatial field is to be determined plus two constant parameters for the channel, Table 1 ). The study period spanned eight months, from early September through April. This covered a period of hydrological transition from the end of the dry season when the basin is at its driest and through part of the wet season in which the basin is increasing its water storage. The set of observations has 373 measurements of discharge at a frequency of two per day used for calibration, 23 piezometric readings from Piezometer #2 used for calibration, and 67 soil moisture observations from two monitoring sites (sites D and F), each having measurements depth-averaged for the top 40 cm of soil. The depth-averaged soil moisture content was associated with the node of layer one (0.25 cm deep) of the corresponding cell in the model set-up. Readings at each of the piezometers and soil moisture probes were taken weekly. The observations of piezometers #1 and #2 and soil moisture probes at locations SMP_M and SMP_C were used to estimate the head boundary conditions along the basin perimeter (as explained in Section 3.3) and were not included in the calibration process.
Multiple objectives in the measurement objective function ϕ m
Given the multiple nature of the available observations, the objective function to be minimized during the calibration process is composed of several terms, each of which is related to a type of measurement. The final pooled measurement objective function is thus the sum of the weighted sums of the square errors of the different available information (discharge, soil moisture and piezometric readings): h are diagonal matrices holding the variance of the measurement errors for discharge, soil moisture and piezometric heads, respectively. The scalars w Q , w θ and w h are weights to modulate the contribution of each term in the final measurement objective, and proper manipulation of these weights permits us to obtain different solutions within the Pareto front. Those weights are included in the variance of the measurement error matrices. In practice, those matrices actually contain weights that are proportional to the inverse of the error variance and accommodate not only measurement errors but also errors beyond what can be attributed to measurement noise, such as those associated with inadequacies in the model structure (Doherty and Walter 2010) .
Choosing the appropriate set of weights as proportional to the inverse of the variance of errors is important, because it homogenizes the different units by making each term dimensionless, balances the magnitudes of the terms, modulates the influence of less reliable measurements and equates the minimization of the least squares to a maximization of the likelihood of the parameters given the set of available observations (Hill 1998 , Aster et al. 2005 . The errors pool together inaccuracies associated with the sensor and the uncertainty associated with the representativeness of the local measurement with respect to the area of the computational element. Unfortunately, there was no available information on these errors, so the weights were chosen to be proportional to the inverse of the measurement's variance under the assumption that errors are proportional to variability. This assumption is based on the idea that, when soil moisture is low, spatial variance is low (soil is dry everywhere in the area) and therefore errors associated with the representativeness of the local measurement are correspondingly small; however, as soil moisture increases, variability increases and so does the error associated with the representativeness of the local measurement.
After a first model run to obtain the initial value of ϕ, the proportionality weights w Q , w θ and w h were initially set using:
Subsequently, the weights were adjusted manually during the calibration process, so ϕ Q , ϕ θ and ϕ h always had a similar contribution in the final objective function.
Implementation of the calibration methodology
In addition to the many auxiliary groundwater and surface water utilities that accompany PEST, calibration using the pilot-point methodology on MODHMS required the creation of a set of auxiliary pre-processing and post-processing applications that were run together with MODHMS in a batch file. These utilities included a postprocessor to seek and read the appropriate heads in the MODHMS output files, read the current retention curve parameters from the PEST files and calculate the associated soil moisture content that can be compared to the measurements and utilities to translate MODHMS outputs into the format that is accepted by the software utilities that support PEST in the implementation of the pilot-point method.
Interpolation between the pilot points was done using ordinary kriging and using an isotropic exponential variogram. The range of the variogram was set equal to two-thirds the length of the basin, as recommended by Doherty (2009) , in the absence of experimental information to infer the parameters. The search algorithm used was the gradientbased local-search Levenberg-Marquardt algorithm, as implemented in the PEST parameter estimation suite (Doherty 2002) . The initial parameter values were assigned based on a limited set of field measurements, or by estimation by experienced field hydrologists.
Parameter sensitivity
To explore the spatial distribution of parameter sensitivity with respect to the location of the observations, two sensitivity measures were used. The sensitivity of each of the calibrated parameters to the suite of observations used to calibrate the model was calculated using composite scaled sensitivities (css) as provided by PEST at the end of the calibration process (Hill and Tiedeman 2007) :
where subscripts m and n indicate the mth observation and nth parameter in the model output vector and observation vector, respectively; ND is the number of observations; and σ mm is the mth diagonal element in the σ = σ Q 0 0 0 σ θ 0 0 0 σ h matrix. The fraction in the inner brackets is simply the Jacobian matrix J holding the derivative of the model outputs with respect to each parameter J mn = ∂M(p) m /∂p n . In order to evaluate observations that are sensitive to a parameter, the DFBETA statistic was calculated for the linearized model around the final set of parameters. The DFBETA statistics are calculated as (Belsley et al. 1980, Hill and Tiedeman 2007) :
where s(m) is a factor to make the denominator statistically independent of the numerator (for details, see Belsley et al. 1980, Hill and Tiedeman 2007) ; b n is the nth parameter in the calibrated parameter vector and b n(m) is the optimized value of b n had the model been calibrated omitting observation m. A value of the DFBETA statistic larger than the critical value 2/(ND + NPR) 0.5 indicates that the mth observation is influential in the estimation of the nth parameter. In this last expression, ND is the number of observations and NPR the number of prior information items about the parameters in the regularization scheme.
RESULTS AND DISCUSSION
Modelling results
The final set of parameters estimated at each pilot point after the calibration process is shown in Table 2 . Figure 4 presents the final spatial distribution of the parameters. Comparing the parameters with the statistics of a limited set (n = 9) of laboratory measurements on soil core samples taken at random locations within the basin (Table 3) , we see that the calculated porosity and saturated hydraulic conductivity are smaller than their measured counterparts and the retention curve parameters are larger, producing steeper retention curves. Except for saturated hydraulic conductivity, the calculated variability of the parameter was also larger, indicating that the estimated property fields may represent more variability than occurs in reality, although it is important to remember that we are comparing soil properties representing different scales: the core samples represent soil properties at a very local (point) scale while the calculated parameters represent effective conditions for the entire grid block. The simulated vs observed curves for discharge at the outlet, water levels at the location of the piezometer and soil moisture contents at the location of the SMP probes are shown in Figs 5-7. In the case of discharge (Fig. 5) , the model underestimated the highest peak and shows a lag in the first peak, likely due to errors in the upper end of the level-volume-discharge curves that characterize the reservoirs, because errors in these relationships can significantly delay or dampen storm peak flows, especially in small streams. Other than this, flow recessions and the period when baseflows dominate were satisfactorily described. In the case of groundwater (Fig. 6) , the water table was stable during the 6 month study period at the location of the well, slowly declining by less than a metre. The modelled water table at the location of the piezometer described a similar behaviour although a slow recovery of the head occurred in the last quarter of the simulation. ; bias is defined as the ratio of simulated average discharge to the observed average discharge (Vivoni et al. 2009 ). An unbiased simulation has a bias = 1.
Fig. 6
Measured versus simulated hydraulic heads at Piezometer #2 (bias = 1.29, mean absolute error = 0.196 m, R 2 = 0.73); bias is defined as the ratio of simulated average head to the observed average head (Vivoni et al. 2009 ). An unbiased simulation has a bias = 1. Bias has been calculated setting the reference datum at 910 m. Shaded area is an estimation of the spatial uncertainty of pressure total head (one standard deviation calculated using adjacent cells).
The depth to the water table at the location of the piezometer ranged from 11.45 to 12.05 m below the surface. This depth was enough to completely buffer any fluctuations from fast percolation associated with storm events. High evapotranspiration rates (potential evapotranspiration averaging ∼5 mm d -1 ) and the large depths to the water table may have dampened recharge rates at this location.
The simulation of soil moisture (Fig. 7 ) manifested a more complex pattern. Soil moisture is overestimated at the beginning of the period for site SMP_D, which moves the observed vs measured scatter plot with respect to the 1:1 line (Fig. 7(a) inset) . The simulated fast decay from the initial state is a relaxation toward equilibrium, which indicates that the interpolation of the initial condition results in an initial field of heads that is not in hydrological equilibrium. The temporal variability of the simulated series is also dampened with respect to the observed (standard deviation, SD, of observation: 0.04 m 3 m -3 ; SD of simulated soil moisture: 0.02 m 3 m -3 ). In contrast, simulation of soil moisture for location SMP_F has a small bias with an even spread of the data around the 1:1 line (Fig. 7(b), inset) , although, in this case, the simulated signal shows higher variability than the observed (SD of observation: 0.04 m 3 m -3 ; SD of simulated soil moisture: 0.05 m 3 m -3 ). Some degree of mismatch between simulation and observations can be expected, since the simulation calculates grid-averaged soil moisture and the observations capture soil moisture at one point within the grid; the latter may or may not be representative of the average conditions, since large spatial variability on a short (within block) range is known to exist due to the high sensitivity of soil moisture to small-scale soil heterogeneity (Famiglietti et al. 1998 , Wilson et al. 2004 .
In general, given the detail and complexity of the simulation involving a transient problem, in a multi-objective calibration set-up, using a detailed Bias is defined as the ratio of simulated average soil moisture to the observed average soil moisture (Vivoni et al. 2009 ). An unbiased simulation has a bias = 1. Shaded area is an estimation of the spatial uncertainty of soil moisture (one standard deviation calculated using adjacent cells).
3D physics-based model, the model performance was considered comparable to the reported error statistics of the simulation of soil moisture or well heads using other spatially-distributed models (Werner et al. 2006 , Blasone et al. 2008 , Mahmood and Vivoni 2008 , Vivoni et al. 2010 . Further improving the match between observations and simulated variables may involve increasing the number of pilot points to represent higher-frequency spatial variations of the parameters, increasing the resolution of the grid blocks used to solve the governing equations, or eliminating errors associated with the assumptions made in the boundary conditions. These alternatives are beyond the focus of this study, which is not so much to accurately represent the observations, but rather to study the spatial sensitivity of parameters to local observations under the found optimal point in the current solution space.
Parameter sensitivity
From the entire suite of parameters included in the calibration process, the parameters with the largest composite scaled sensitivity (graph not shown) were saturated hydraulic conductivity and the two parameters calibrated for the channel (channel hydraulic roughness and channel leakance). This result was expected, since hydraulic conductivity has a large impact on both the subsurface saturated and vadose zone by driving lateral water transfers in the aquifer, as well as percolation rates from the vadose zone. Also, the two channel parameters had the largest impact on the surface system, since most of the runoff concentrates in the channel before leaving the basin.
In terms of the spatial distribution of sensitivity, Fig. 8 shows the composite scaled sensitivity of the final set of parameters associated with pilot points. The location of the pilot point with the most sensitive parameters was not clearly related to the proximity of the locations at which observation were taken. This suggests that the propagation of the calibration information is not isotropic, or related to the linear distance between the location of observations and pilot point, but that, as demonstrated below, it is determined by the connection of points in the paths of flow and the variability in the flow characteristics. This has implications for the design of observation networks used for model calibration as the spatial location of the observations with respect to the location of the parameters to be estimated can be optimized to maximize the sensitivity of the parameters. Examples of exploration of the spatial variability of parameter sensitivity to design the optimal number and location of field observations are given by RamaRao et al. (1995) and Fienen et al. (2010) .
Of all the calibrated parameters, only the leakance parameter of the surface was sensitive across the watershed indicating that all points had similar access to the information content of the observations. High sensitivity of the α parameter of the retention curve concentrates in the northern (lower) half of the basin, because it is in this area where water table and soil moisture fluctuations were the largest due to either higher leakance and hydraulic conductivity values in the middle part of the basin, or lower porosity in the lower part of the basin producing large fluctuations in the water table. For overland hydraulic roughness (Manning's n), the most sensitive pilot point was located in an area with high overland flow production, because this area is in the relatively steep headwaters, is close to the channel and has large water inputs from a centre pivot irrigation machine. The overland flow generated in this area is the one that most often arrives directly to the channel, contributing to the storm flow simulated at the outlet. The other points with high sensitivity were those located near the channel, because chances of connection with the channel system increased, although their sensitivity was significantly smaller than the most sensitive pilot point. This is because overland flow was less often generated in these areas than in the previous case (because they did not have the large water inputs from irrigation machines or because they had higher infiltration rates and lower slopes), contributing less to the channel flow and being sensitive only when the hydraulic connection was triggered during larger storms. While composite sensitivity offers valuable information, it does not give insight into how the source of information affects each parameter's sensitivity. Black dots in Figs 9-11 indicate the parameters that react to the specific observation indicated in the graph at the bottom of the figure. A parameter is influenced by a given observation when the associated DFBETA is larger than a threshold, as described in Section 3.7.
All pilot points and all parameters were sensitive to discharge at some time (Fig. 9) , as discharge at the outlet reflects the integrated response of the contributing area and indicates a strong connection between the overland and the subsurface systems. Still, not all discharge observations had the same value. As may be expected, information-rich discharge observations were concentrated in periods when the discharge signal shows high variability and during large discharge peaks, when the most of the basin was contributing to the outflow and high hydrological connectivity allowed information propagation through the entire domain. No clear signal was found that pilot points closer to the basin outlet are sensitive to a larger number of observations in the discharge time series than pilot points farther upstream from the outlet.
In the case of groundwater observations (Fig. 10) , most of the parameters were sensitive at the end of the period, when a sudden drop in the water table elevation of about 0.20 m generated the highest variability in the time series. As in the case of discharge, there was no clear pattern that indicates that pilot points closer to the location of the piezometer are more sensitive to any observation. All parameters at some time were sensitive to piezometric observations indicating that the water table at the measured point responded to parameter values controlling overland and vadose zone processes throughout the basin. Since the water table is declining, it means that the parameters throughout the basin were chosen so as to simulate percolation values to the water table that are smaller than the amount of groundwater that is drained out of the basin. Comparing Figs 9 and 10, it can be observed that groundwater parameters were more often influenced by discharge observations than by piezometric information, which may be due to the modest variance in the groundwater signal, sensitivity cross-over generated because parameters may be partially taking the role of hydraulic properties they are not supposed to represent due to coarse discretization of the domain or to compensate for model inadequacies (Gallagher and Doherty 2007) , or simply because there is a smaller number of piezometric measurements available with respect to discharge, as discussed below From the three groups of observations, soil moisture information improved calibration the least. Only one observation, at location SMP_D, provided sufficient information to calibrate the retention curve parameter α at pilot point 10, which was the closest pilot point to the SMP_D location. Soil moisture observations did not provide information to identify the overland hydraulic roughness parameter n. Surprisingly, saturated hydraulic conductivity was not very sensitive to soil moisture information and only one observation at site SMP_F provided useful information to identify K sat at the location of pilot point 8. In both cases only the first observation of the soil moisture time series was useful for the identification of parameters. Furthermore, in this case only the pilot points closest to the location of the soil moisture measurements were sensitive indicating that the area of influence or the area over which soil moisture information propagates was local compared to the information provided by piezometric heads or flows.
The number of significant DFBETAs relative to the number of observations over all parameters gives a measure of how efficient in terms of information content each source of information is. From the three types of information, discharge and piezometric observations are the most informative. Comparing  Fig. 9 with Figs 10 and 11, we see that discharge had the largest number of significant DFBETAs, but this is because it has more available observations. When normalized by the number of observations, for all parameters 19.7% of the discharge observations and 22.3% of the head measurements were informative (had a significant DFBETA). This lower efficiency of discharge information indicates that a significant number of the discharge records contain either redundant or no information and shows that a database with properly timed observations is more valuable than a long-term database. In spatially explicit models, water fluxes propagate the variability of the hydrological signal used to calibrate the model and therefore carry the information to identify the parameter values at different locations. It is reasonable to think that flows contributed by larger areas carry more information to identify the internal state of the basin than measurements that reflect the local storage of water, such as soil moisture. This idea is supported by the studies of Vrugt et al. (2001 Vrugt et al. ( , 2002 , where it is shown that outflow information to identify model parameters is more valuable than measurements of the system storage. Yager (1998) reaches a similar conclusion for groundwater systems.
An inspection of the equations used in the calibration process to estimate the parameter field shows that the estimation of the parameter at each point in the domain is a weighted average of the observations, as illustrated by Moore and Doherty (2006) . The weights are functions of the Jacobian matrix that contains the sensitivity of the parameters with respect to the observations. In their analysis of the weights used to determine the hydraulic conductivity field for a synthetic dataset, Moore and Doherty found that the largest contribution to the estimation of the property at each point does not necessarily come from the immediate vicinity of the point, but rather from the closest points of measurements in the direction of the flow. Also they found that there are many locations within the model domain that do not contribute to the hydraulic conductivity estimate for any pilot point. This further illustrates the idea that calibration information is sensitive to the hydrological connectivity and flow paths of the basin. It also illustrates the trade-off between large interpolation kernels that smooth out fine scale variability and localized kernels with large interpolation weights associated with observation points in the immediate vicinity. Very local kernels may leave areas far from the observation points poorly determined or insensitive if observation points are sparse.
CONCLUSIONS
A state-of-the-art integrated physics-based model was calibrated using the pilot-points method for the subsurface and overland systems in a small agricultural catchment with tropical climate in Brazil. An inverse problem including 74 parameters in the calibration set was regularized by including a constraint in the objective function that searches for the parameter set that has the minimum spatial variance possible while producing a satisfactory fit to the observations. A potential challenge with using the pilot-point methodology in the unsaturated zone and overland systems is that some parameters may remain insensitive when the location of the pilot points and the observations become hydrologically disconnected. The results showed that the model could be successfully calibrated using the pilot-point method with regularization. Further, it was shown that the highest content of information was contained in channel flow measurements and that all the parameters were sensitive to that information. This was because channel flow represents the integrated response of the internal state of the basin and therefore contained "largerange" information that propagates to the entire basin. Conversely, soil moisture measurements were of limited value for parameter identification and they only influenced parameters in nearby pilot points indicating that the information they contain was very local and did not propagate far from the location of the measurement.
The most sensitive pilot points were those with strong hydrological connections with the observation points. This hydrological connection was not necessarily with the closest observation location indicating that information did not propagate isotropically in space.
