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a b s t r a c t
The present paper discusses chaos, estimation and optimal control of the habitat
destruction model with unknown parameters. The linear stability analysis of the steady
states of the model will be discussed. Further, the chaotic behavior of this system will be
investigated. The dynamic estimators of the unknown parameters and their updating rules
are derived. Using Pontryagin principle, the optimal control inputs are derivedwith respect
to a selected measure. Finally, a numerical simulation study for various parameters and
different initial densities is presented.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Habitat destruction is one of the very important topic which has received considerable attention in the last few years.
Furthermore, the destruction can also be described as an important factor causing extinction. The habitat destructionmeans
that the habitat is no longer able to provide appropriate conditions for the life of its organisms. This gradually leads to a loss
in those objects causing the so-called extinction phenomenon.
Accumulation of the destruction in a local area increases the risk of extinction in a bigger area. In addition, the habitat
destruction effects on various species not only directly but also indirectly. Therefore, the causal relation between species
extinction and the habitat destruction is very complicated [1–3].
In other hand, the increase of the habitat destruction caused an imbalance in the densities of the populations of prey and
predator.
There is a controversy about whether the chaos has a positive role in the world or not. Some believe that chaos is behind
each destruction event in the environment, in contrast, others believe that chaos provides a chance or space for major
changes and developments, for example, the industrial and technological revolution following World War II, and Japan
achieving major development after the Hiroshima bomb.
Chaos has many manifestations such as: interactions between the strong and weak parties in order to control or survive,
wars, different activities of human effort, industry, the nuclear industries, mining, cutting of wood, migration, and other.
All these manifestations have a direct impact on the natural ecosystems, and cause a loss to the environment. The ‘‘Global
Warming’’ phenomenon is one of the most important results of the environmental chaos. This phenomenon represents a
threat to human life. It leads to a continuous increasing in the temperature in all parts of the world, that has a lot of negative
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Fig. 1. The contact processes interactions.
results such as death of many species and the collapse of snow in the Arctic, which will lead to increasing sea levels, and
flood occurrence. It is worth mentioning that this image of destruction might occur suddenly not linearly [4].
It is true chaos is of the main causes of the environmental destruction, but it also helps to achieve the needed balance in
the environment. Furthermore, the balance of the environment comes from the natural and bounded coexistence between
the organisms, for example, Prakash and de Ross [2] have found that the presence of predators is useful for the existence of
prey.
The prey–predator system has been used to describe many models, such as [5–7].
Let us start with the model of the contact percolation processes [8]. This model presented the following reactions:
X + O→r 2X, (a)
X→m O, (b)

(1)
where X means the site occupied by a bio-species, and O is the empty site. The reactions (1)(a) and (b) denote the birth and
death processes of the species X , respectively. In addition, r andm denote the birth and death rates of species X , respectively
(see Fig. 1).
The reproduction process (1a) of X was prohibited by barriers, where the barriers were located on the boundary between
neighboring lattice sites. When the number of barriers was increased, the density of X was decreased, and eventually X
became extinct. Thus, this system shows a transition between two phases, one where the species survived and the other
where it was extinct. The same idea of barriers was used in a binary species system [3] and more complicated systems [1].
It observed an indirect relation between species extinction and habitat destruction; furthermore, the effects of habitat
destruction on species in various ways [1].
The extinction of organisms is one of the results of habitat destruction. For example, polar bears are the world’s largest
land predator, which without the ice, they can’t get at their prey. The main cause of the decline in polar bear numbers is
the ‘‘Global Warming’’ phenomenon resulting from chaos and its consequent negative effects on the sea ice. In fact, without
sea ice, much of the Arctic ecosystem would change or collapse. From here, the motivations for this study are to discuss the
chaos effect in the destruction of habitat and how one can employ it to regulate this habitat. Further, the results of this paper
complement and extend the recently published results by [1,2] where it was found that the increase of habitat destruction
leads to a reduction in the chance of coexistence of prey and predator, different patterns of extinction for the species (prey,
predator and top predator), and decrease in the oscillations in the densities of both species (prey and predator). Under what
conditions of asymptotic stability of the steady states are the updating roles of the unknown parameters derived [9].
2. The lattice model
This section will present the interactions between the species of the model and the local habitat destruction.
Consider a two-dimensional lattice consisting of two species of prey and predator. Each lattice site is labeled by X, Y ,
or O, where X (or Y ) is the site occupied by prey (or predator) and O represents the vacant site. The proposed interactions
between the sites are given below [1,10]:
X + Y →1 2Y (a)
X + O→r0 2X (b)
X→r1 O (c)
Y →r2 O (d)
 . (2)
The above interactions represent the processes of predation of prey with probability one, reproduction of prey with
probability (r0) and the death of prey and predator with probabilities r1 and r2, respectively.
The previous transitions in (2) can be presented by the following transition matrix and by Fig. 2:
O X Y
O 0 r0 0
X r1 0 1
Y r2 0 0
 . (3)
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Fig. 2. The lattice interactions.
The local habitat destruction is represented through the barrierswhich are randomly put on the boundary as a link between
neighboring lattice sites with probability p, where p is called barrier density. The interactions (2a) and (2b) are assumed
to occur between neighboring lattice points. It is shown that the barrier prohibits only (2b), namely, the destruction only
disturbs the reproduction of prey but the predator receives no direct damage [1].
More local habitat destruction is shown when p takes a large value (near unity) and almost all barriers are connected.
Percolation is the case when the largest set of connected barriers encompasses the entire system. The probability of the
percolation takes a nonzero value when p exceeds a critical point pc . This value is assumed to be pc = 0.5 [1]. In contrast,
when p takes an extremely small value, no barriers may connect with each other. Thus, pmeasures the intensity of habitat
destruction.
3. The mathematical model
The target of this section is to present the mathematical formulation of the habitat destruction model, and also to
discuss some important special solutions for this model. The time evolution of the system and the population dynamics
are expressed by the Mean Field Theory (MFT) that represents the interactions (2) as the following [1]
d
dt
P0 = r1P1 − 2r0(1− p)P1P0 + r2P2, (a)
d
dt
P1 = −2P1P2 + 2r0(1− p)P1P0 − r1P1, (b)
d
dt
P2 = 2P1P2 − r2P2, (c)

(4)
where P0, P1 and P2 are the densities of O, X and Y respectively.
The densities of the lattice sites satisfy the condition P0 + P1 + P2 = 1.
In what follows, simple special solutions of the system (4) will be derived. The examples below illustrate applications of
the solution of the destruction model in some very simple special cases.
• The first special solution occurs when the prey is absent, that is P1 = 0. In this case the growth of the predator population
is given by
P2 = P2|0 e−r2t , P0 = 1− P2|0e−r2t , (5)
where P2|0 is the initial density of the predator. Eq. (5) means the predator population decreases exponentially at rate r2.
• A second special solution occurs when the predator is absent, that is P2 = 0. In this case the prey population will has the
following density
P1 = (α − r1)(e
tP1|0)α−r1
1+ α(etP1|0)α−r1 , P0 =
1+ r1(etP1|0)α−r1
1+ α(etP1|0)α−r1 , (6)
where
α = 2r0(1− p) > 0, (7)
and P1|0 is the initial density of the prey. Eqs. (6) indicate that the density of the prey tends to (α − r1)/α as t tends to
infinity. It should be noted that, if the death probability of the prey is zero, then the prey population has a logistic growth
and all sites of the lattice will be occupied by prey as t tends to infinity [6,7]. In order for this result to be biologically
admissible, it should be α > r1.
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• Another special solution occurs when no vacant sites in the lattice, that is P0 = 0. In this case the processes: reproduction
of prey, death of prey and death of predator will be disabled. Therefore, r0 = r1 = r2 = 0, and only the predation process
will remain. As a result of this the density of predator has the following form
P2 = 2(e
tP2|0)2
1+ 2(etP2|0)2 , P1 =
1
1+ 2(etP2|0)2 . (8)
Eqs. (8) show that the predator population has a logistic growth and its density tends to one as t tends to infinity, at the
same time the prey density tends to 0 as t tends to infinity. Therefore all the lattice sites will be occupied by predators
and the prey will be extinct.
Actually, this is a natural result, because each birth of prey and death of predator processes depends on the existence
of vacant sites as (2a, 2b) indicate.
4. Chaos and linear stability analysis
In this section, the linear stability analysis and chaos of the habitat destructionmodelwill be studied. The stationary states
of this model will be derived. The local stability analysis of the biologically feasible stationary states will be investigated.
The chaotic behavior of the model will be discussed.
The steady states of the system (4) are classified as follows:
1. The first stationary state is given by
E1 = (1, 0, 0). (9)
This stationary state represents a vacuum-absorbing state. To investigate the local stability of this steady state, we will
calculate the Jacobian matrix J and its eigenvalues at this state.
The Jacobian matrix of the system (4) about the stationary state E1 is given by
J1 =
0 r1 − α r2
0 α − r1 0
0 0 −r2

. (10)
The eigenvalues of J1 are the elements of the main diameter, thus
λ11 = 0, λ12 = α − r1, λ13 = −r2. (11)
It is clear that λ13 < 0 and λ12 > 0 if α > r1. Therefore, E1 is unstable if α > r1 and the stability decision of this state
needs further stability analysis if α < r1 because this state will be a critical case.
2. The second stationary state is
E2 =

r1
α
,
α − r1
α
, 0

(12)
and the Jacobian matrix of the system (4) about the stationary state E2 is given by
J2 =
r1 − α 0 r2
α − r1 0 −2(α − r1)/α
0 0 −r2 + 2(α − r1)/α

. (13)
Also, the eigenvalues of J2 are the elements of the main diameter which are
λ21 = r1 − α, λ22 = 0, λ23 = −r2 + 2(α − r1)/α. (14)
Clearly, if α < r1, then λ21 > 0 and λ23 < 0, but this condition makes the density of prey be negative which is not
admissible, thus, this condition is inadmissible. On the other hand the necessary and sufficient condition in order to be
λ23 > 0 is α > 2r1/(2 − r2), but this condition implies that α > r1. In this case λ21 will be negative. Therefore, we can
conclude that E2 is unstable if α > 2r1/(2− r2). The stability decision of this state needs more difficult stability analysis.
3. The third stationary state is
E3 =

β,
r2
2
, γ

, (15)
where
β = r1 − r2 + 2
2+ α , γ =
α(2− r2)− 2r1
2(2+ α) .
The Jacobian matrix J3 is given by
J3 =
−r2α/2 −γ r2
r2α/2 0 −r2
0 γ 0

. (16)
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Fig. 3. The density functions of: (a) the empty sites, (b) the prey sites, and (c) the predator sites, for the parameters r0 = 0.8, r1 = 0.77, r2 = 0.25, p = 0.85
and the initial densities P0|0 = 0.5, P1|0 = 0.25, P2|0 = 0.25.
Fig. 4. The limit cycles of (a) empty and prey sites, (b) empty and predator sites, and (c) prey and predator sites, for the parameters r0 = 0.8, r1 =
0.77, r2 = 0.25, p = 0.85 and the initial densities P0|0 = 0.8, P1|0 = 0.1, P2|0 = 0.1.
The eigenvalues of the Jacobian matrix J3 are given by
λ31 = −r2α/4+
√
θ/2, λ32 = −r2α/4−
√
θ/2, λ33 = 0, (17)
where
θ = r22α2/4− 2r2α(2− r2)+ 4r1r2 ≥ 0.
It is clear that λ32 < 0. With simple calculation we get λ31 > 0 if α < 2r1/(2 − r2), which makes the density of
predator negative. Thus this condition is inadmissible since it is biologically infeasible. Also λ33 is zero, and therefore E3
is a critical case and its stability decision needs more stability analysis.
Now, it is easy to summarize the stability conditions as follows:
• If α > r1, then E1 is unstable.
• If α > 2r1/(2− r2), then E1 and E2 are unstable.
As noted earlier, the linear stability analysis of the system (4) about its steady states indicates that the habitat destruction
model with unknown parameters is absolutely unstable.
Fig. 3 illustrate the oscillatory behavior of the system (4).
The above numerical solution indicates that the system (4) is unstable at least in one direction. Such situations are often
interesting in control theory because of the stabilization of the system about these situations is needed.
In he following we display different limit cycles and attractors of the habitat destruction model without control.
Such limit cycles and attractors in Figs. 4 and 5 respectively agree well with the previous stability analysis that indicates
that the system has a chaotic behavior. Therefore, it is useful to study the problem of optimal control for the interested
model as will presented in the following section.
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Fig. 5. Three different attractors of the habitat destruction model (4) for the parameters r1 = 0.5, 0.9, 0.75, r2 = 0.7, 0.85, 0.5, r0 = 0.1, 0.6, 0.2, p =
0.2, 0.8, 0.7, respectively, and the initial densities P1|0 = 0.1, 0.15, 0.45, P2|0 = 0.1, 0.45, 0.6, P0|0 = 0.8, 0.4, 0.05, respectively.
5. The optimal control
The aim of this section is optimal stabilization of the habitat destruction model (4) about its steady states with respect
to some proposed performance measure with finite time horizon T . The Pontryagin Minimum Principle (PMP) will be used
to achieve this aim.
Now, let us consider the following form for the controlled system of (4)
P˙0 = r1P1 − 2r0(1− p)P1P0 + r2P2 + v0,
P˙1 = −2P1P2 + 2r0(1− p)P1P0 − r1P1 + v1,
P˙2 = 2P1P2 − r2P2 + v2,
 (18)
where vj, (j = 0, 1, 2) are the control inputs which will minimize the following measure:
J = 1
2
∫ T
0

2−
j=0
αj(Pj − P¯j)2 + βj(vj − v¯j)2

dt, (19)
where αj, βj are positive constants. Clearly, the objective function inside the integral (19) is a positive definite function and
has a zero value only at Pj = P¯j, vj = v¯j. The adopted initial and terminal conditions are given by
Pj(0) = Pj0, Pj(T ) = P¯j. (20)
The proposed measure (19) represents the total deviation of the system densities from its steady states, and the possible
controllers from the optimal controller through the specified time T . Therefore our goal is to minimize this deviation to the
minimum value that is zero during a specified period of time.
The first step of the procedure of (PMP) is to replace the integral of the objective function (19) by an additional state
variable P∗(t), that satisfies the differential equation:
P˙∗(t) = 12

2−
j=0
αj(Pj − P¯j)2 + βj(vj − v¯j)2

, (21)
with the initial condition P∗|0 = 0 and the terminal P∗|T = J .
Next, we introduce the co-state variables corresponding to each variable state Pj of the system (4), which are encoded by
λ∗, λj. Thus the Hamiltonian function is given by
H = λ∗P˙∗ +
2−
j=0
λjP˙j (22)
By substituting (18) and (21) into (22) we get
H = λ∗
2

2−
j=0
αj(Pj − P¯j)2 + βj(vj − v¯j)2

+ λ0(r1P1 − 2r0(1− p)P1P0 + r2P2 + v0)
+ λ1(−2P1P2 + 2r0(1− p)P1P0 − r1P1 + v1)+ λ2(2P1P2 − r2P2 + v2)
 . (23)
The Hamilton equations are
λ˙∗ = − ∂H
∂P∗
= 0, λ˙j = −∂H
∂Pj
. (24)
From Eq. (24), clearly, λ∗ is a constant value, and (PMP) required that this constant is should be negative [11–13], so, and
without loss of generality, we can choose λ∗ = −1.
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Fig. 6. (a), (b) and (c) are displayed the optimal controlled densities of the prey sites, predator sites and empty sites respectively, for the parameters
r0 = 0.35, r1 = 0.47, r2 = 0.7, with p = 0.8, and the constants α0 = 0.3, α1 = 3.05, α2 = 8.5, β0 = 15, β1 = 10, β2 = 1 at the initial densities
P1|0 = 0.37, P2|0 = 0.48, P0|0 = 0.15.
The optimal control inputs vj are determined from the conditions
∂H
∂vj
= 0, (25)
thus
vj = v¯j + λj
βj
. (26)
From (18), (21), (23), (24) and (26) we get a system of nonlinear ordinary differential equations as follows:
P˙0 = r1P1 − 2r0(1− p)P1P0 + r2P2 + v¯0 + λ0
β0
,
P˙1 = −2P1P2 + 2r0(1− p)P1P0 − r1P1 + v¯1 + λ1
β1
,
P˙2 = 2P1P2 − r2P2 + v¯2 + λ2
β2
,
λ˙0 = α0(P0 − P¯0)+ 2r0(1− p)P1λ0 − 2r0(1− p)P1λ1,
λ˙1 = α1(P1 − P¯1)− (r1 − 2r0(1− p)P0)λ0 + (2P2 − 2r0(1− p)P0 + r1)λ1 − 2P2λ2,
λ˙2 = α2(P2 − P¯2)− r2λ0 + 2P1λ1 − (2P1 − r2)λ2,
P˙∗(t) = 12

2−
j=0
αj(Pj − P¯j)2 +
λ2j
βj


. (27)
This system of nonlinear differential equations with the following boundary conditions
Pj(0) = Pj0, Pj(T ) = P¯j, λj(T ) = 0, (28)
has no analytical solution, so it will be solved numerically as shown in the next section.
6. Numerical solution of the optimal control
This section is devoted to display the numerical solution of the optimal control model (27). The numerical solution is
graphically displayed for some values of the system parameters and initial densities.
Fig. 6 indicates that both densities of the prey and predator sites converge to the steady states, and the empty sites tend
to the steady state. It is clear that (PMP) demonstrates an efficiency in achieving the optimal control for the interestedmodel
with respect to the selected measure for several values of parameters and initial and terminal conditions.
7. Estimators of the unknown parameters
Many researchers have studied the stochastic models of predator–prey either with all unknown parameters or some of
them unknown, for example see [7,10,14].
This section is devoted to derive the dynamic estimators of all unknown parameters in the system (4) from the conditions
of the asymptotic stability of this system about its steady states. The Liapunov stability technique will be used to determine
the updating rules of the dynamic estimators.
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At the beginning, let us assume that the system (4) can be written in the following form
P˙0 = rˆ1P1 − 2rˆ0(1− p)P1P0 + rˆ2P2 + u0,
P˙1 = −2P1P2 + 2rˆ0(1− p)P1P0 − rˆ1P1 + u1,
P˙2 = 2P1P2 − rˆ2P2 + u2,
 (29)
where u0, u1 and u2 are external control inputs that will be chosen to derive the asymptotic stability of the system (29)
about its steady states, and rˆ0, rˆ1 and rˆ2 are the estimators of the unknown parameters r0, r1 and r2 of the system (4).
In the system (29), if uj = 0, (j = 0, 1, 2), then this system has an unstable special solution, which is:
rˆj(t) = rj, Pj = P¯j, (30)
where P¯j are the steady states of the uncontrolled system (4) that should be asymptotically stabilized using the
controllers uj.
Clearly, one can conclude that the problem is equivalent to stabilization of the steady states (30) and finding the updating
rules of the estimates rˆj(t) of the unknown parameters rj of system (4) with the help of controllers uj.
For the stabilization of the system (29), we will use the Liapunov stability technique to determine both of the controllers
and the updating rules of the estimators of the unknown parameters.
Let us consider the Liapunov function of the system (29) in the following form
V (P0, P1, P2, rˆ0, rˆ1, rˆ2, t) = 12
2−
j=0
[(Pj − P¯j)2 + (rˆj − rj)2]. (31)
The Liapunov function in (31) is a positive definite function in its variables. The time derivative of V along the trajectory
of the system (29) is given by
V˙ = (P0 − P¯0)[rˆ1P1 − 2rˆ0(1− p)P1P0 + rˆ2P2 + u0] + (P1 − P¯1)
×[−2P1P2 + 2rˆ0(1− p)P1P0 − rˆ1P1 + u1] + (P2 − P¯2)[2P1P2 − rˆ2P2 + u2] +
2∑
j=0
(rˆj − rj)˙ˆr j (32)
The suitable choice for both controllers and update rules of the unknown parameters are:
u0 = 2r0(1− p)P1P0 − r1P1 − r2P2 − k0(P0 − P¯0),
u1 = 2P1P2 − 2r0(1− p)P1P0 + r1P1 − k1(P1 − P¯1),
u2 = r2P2 − 2P1P2 − k2(P2 − P¯2),
 (33)
and
˙ˆr0(t) = −m0(rˆ0 − r0)− 2(1− p)P0P1[(P1 − P¯1)− (P0 − P¯0)],˙ˆr1(t) = −m1(rˆ1 − r1)− P1[(P0 − P¯0)− (P1 − P¯1)],˙ˆr2(t) = −m2(rˆ2 − r2)− P2[(P0 − P¯0)− (P2 − P¯2)],
 (34)
where kj,mj are negative constants.
It is easy to make sure that the derivative of the Liapunov function (31) has the form
V˙ =
2−
j=0
[−kj(Pj − P¯j)2 −mj(rˆj − rj)2]. (35)
It is clear that V˙ is a negative definite function because of V˙ < 0, ∀t > 0, if kj > 0,mj > 0, and V˙ = 0, ∀t only when
Pj = P¯j and rˆj = rj. In addition V tends to infinity as t tends to infinity. Therefore the solution (30) is globally asymptotically
stable [15].
In the next section, the numerical solution of the resulting system of substituting (33) in (29) with the system (34) is
obtained.
8. Numerical solution for estimation
In this section, the numerical solution of the controlled nonlinear system of the habitat destructionmodel and estimation
of its unknown parameters will be presented. Also, the percentage error of each estimator for several real values of the
parameters will be calculated.
The figures below display the numerical solutions of the nonlinear system (29), (33) and (34) with various values of the
system parameters and initial densities.
Fig. 7 indicates that each density of the empty sites and density of the prey sites tends to the steady state, and the density
of the predator sites exponentially converges to the steady state. Also the estimators rˆ0(t) and rˆ1(t) exponentially converge
to the real values r0 and r1 respectively, and the estimator rˆ2(t) tends to the real value r2.
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Fig. 7. The controlled densities of the habitat destruction model and the estimators of the unknown parameters. In (a), (b) and (c) the controlled densities
of the empty sites, prey sites, and predator sites, respectively are shown. In (d), (e) and (f) the estimators rˆ0(t), rˆ1(t) and rˆ2(t) of the unknown parameters
r0, r1 and r2 respectively, for the system parameters are shown, and initial densities are given by
.
In what follows, the percentage error for each estimator will be calculated for the same system parameters and initial
values.
Fig. 8 indicates that the density of the empty sites tends to the steady state, and both densities of the prey and predator
sites exponentially converge to steady states. Also the estimator rˆ0(t) tends to the real values r0, and both estimators rˆ1(t)
and rˆ2(t) exponentially converge to the real values r1 and r2 respectively.
In what follows, numerical calculation for the percentage error of each estimator for different real values of the system
parameters will be displayed. In this table, the comparison between the real values of the unknown parameters and its
estimated values, in addition to the infinitesimal values of the percentage errors, indicate a strong convergence between the
real and estimated values of the parameters.
For a clearer vision, let us draw on the numerical results in Table 1 as follows (see Fig. 9).
We can summarize the numerical relationships between the unknown parameters and its estimators by the following
simple linear regressions (see Fig. 10).
Theoretically in Section 7, we proved that the solution (30) is globally asymptotically stable. Also, from the above
numerical illustration, clearly the site densities Pj, (j = 0, 1, 2) are almost equal to the steady states P¯j as t tends to infinity.
Also, the estimated values rˆj are almost equal to the real values rj as t tends to infinity, and the very small errors are the
result of the necessary approximations in the numerical methods of solution. Therefore, one can conclude that the proposed
Liapunov technique presents a high efficiency in achieving the asymptotic stability for the system (29) around its special
solution (30).
9. Conclusion
This paper is devoted to study chaos, estimation and optimal control of the habitat destruction model with unknown
parameters.
One absorbing stationary state and two active stationary states are found. Using the linear stability analysis, it is found
that these stationary states are unstable. Furthermore, the local instability conditions are derived and graphically presented.
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Fig. 8. The controlled densities of the habitat destruction model and the estimators of the unknown parameters. In (a), (b) and (c) the controlled densities
of the empty sites, prey sites, and predator sites, respectively are shown. In (d), (e) and (f) The estimators rˆ0(t), rˆ1(t) and rˆ2(t) of the unknown parameters
r0, r1 and r2 respectively, for the system parameters are shown, and initial densities are given by
.
Table 1
The estimated values of the unknown parameters against the real values of these parameters. Also the percentage errors which represent the difference
between the real and estimated values divided by the real values.
r0 rˆ0 PEr0 r1 rˆ1 PEr1 r2 rˆ2 PEr2
0.8 0.800 1.14263E−13 0.2 0.200 2.3475E−13 0.4 0.400 2.45849E−13
0.3 0.300 2.03167E−13 0.1 0.100 2.80799E−13 0.5 0.500 5.59996E−14
0.6 0.600 2.80664E−14 0.4 0.400 1.55251E−14 0.1 0.100 3.36499E−13
0.9 0.900 5.89664E−14 0.6 0.600 3.86839E−14 0.4 0.400 8.70748E−14
0.46 0.460 8.6887E−17 0.34 0.340 2.93883E−17 0.75 0.750 5.9952E−16
0.36 0.360 5.55112E−17 0.25 0.250 0 0.2 0.200 2.9049E−14
0.16 0.160 3.18438E−13 0.05 0.050 4.10499E−13 0.35 0.350 1.30007E−14
0.75 0.750 1.28934E−14 0.87 0.870 3.57441E−15 0.05 0.050 2.13801E−14
0.29 0.290 1.37821E−16 0.2 0.200 4.996E−17 0.65 0.650 7.68616E−17
0.49 0.490 6.11756E−17 0.25 0.250 3.9968E−17 0.65 0.650 1.40298E−14
0.95 0.950 4.20716E−17 0.27 0.270 7.40149E−17 0.85 0.850 2.39939E−15
0.34 0.340 2.12053E−14 0.11 0.110 4.17267E−14 0.93 0.930 8.81016E−16
0.95 0.950 5.44313E−14 0.52 0.520 6.3366E−14 0.98 0.980 2.54105E−15
0.6 0.600 1.115E−13 0.33 0.330 1.18757E−13 0.88 0.880 1.33858E−14
0.84 0.840 2.37905E−17 0.17 0.170 5.87765E−17 0.48 0.480 2.77718E−14
0.84 0.840 5.94762E−17 0.47 0.470 4.25192E−17 0.99 0.990 4.03717E−17
0.64 0.640 6.245E−17 0.58 0.580 1.72276E−17 0.15 0.150 5.466E−15
0.14 0.140 1.44726E−16 0.12 0.120 0 0.13 0.130 3.70772E−14
0.18 0.180 5.55112E−17 0.02 0.020 5.0307E−17 0.03 0.030 8.61967E−13
0.08 0.080 1.37043E−16 0.05 0.050 5.96745E−17 0.33 0.330 3.78822E−15
In other words, the chaotic behavior of the uncontrolled system has seemed clear through the graphs of its limit cycles and
some attractors.
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Fig. 9. In the three figures above, the cross symbol represents the estimated values of the unknown parameters, which intersect with the real values for
all values in Table 1.
Fig. 10. Three simple linear regressions, in each of them, the slope is 1 and the intercept of the fitted lines are, from left to right,−7E−13, 9E−13, 2E−12,
respectively.
The dynamic estimators of the unknown parameters and its updating rules over time are derived from the conditions of
the asymptotic stability of the system around its steady states. The necessary control inputs for this asymptotic stability are
obtained as a nonlinear feedback function of the system state variables.
The optimal control inputs which achieve the best behavior for the system with respect to a proposed criterion are
derived. The optimal control model is presented graphically.
Finally, numerical examples for the controlled system are carried out and presented graphically. They show that the site
densities Pj, (j = 0, 1, 2) are almost equal to the steady states P¯j as t tends to infinity. Also, the estimated values rˆj are almost
equal to the real values rj as t tends to infinity, and the very small differences are the result of the necessary approximations
in the numerical methods of solution which confirm the effectiveness of the proposed updating rules for estimation.
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