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Abstract
The authors have shown previously that every locally pro-p con-
traction group decomposes into the direct product of a p-adic analytic
factor and a torsion factor. It has long been known that p-adic ana-
lytic contraction groups are nilpotent. We show here that the torsion
factor is nilpotent too, and hence that every locally pro-p contraction
group is nilpotent.
Classification: Primary 22D05; secondary 20E22, 20E36, 20F18, 20J06
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1 Introduction
A contraction group is a pair (G, τ), where G is a locally compact group
and τ is an automorphism of G such that τn(x)→ e as n→∞ for all x ∈ G
(where e is the neutral element of G). In [3] the authors describe the structure
of general totally disconnected, locally compact contraction groups. In the
present paper, we answer a question which remained open in that descrip-
tion, namely, whether locally pro-p contraction groups must be nilpotent;
cf. Problem 20.4.1 in [2] (a topological group is locally pro-p if it has an
∗This research was supported by the Australian Research Council grant FL170100032
and the Deutsche Forschungsgemeinschaft, grant GL 357/10-1.
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open subgroup which is a pro-p group.) The positive answer has implica-
tions in the structure theory of totally disconnected, locally compact groups
(cf. [16]), where contraction groups appear naturally in the study of general
automorphisms [1]. It also has implications for Moufang twin trees, see [5]
and Remark 4.7.
Theorem B in [3] asserts that every totally disconnected locally compact
contraction group is the direct product of a torsion subgroup of finite ex-
ponent and a subgroup in which every element is divisible. Furthermore,
Theorem 3.3 in [3] asserts that every totally disconnected locally compact
contraction group has a composition series in which the composition fac-
tors are contraction groups having no closed normal subgroups which are
contraction-invariant. In the case of locally pro-p groups, these composition
factors are isomorphic to either a finite-dimensional vector space over Qp or
to Fp((t)) (see [3, Theorem A]). Moreover, any locally pro-p contraction group
is the direct product of a torsion subgroup and a p-adic Lie group (cf. The-
orem B in [3]). Locally pro-p groups are therefore solvable and, moreover,
their p-adic factor is nilpotent (by [14, Theorem 3.5 (ii)]). It is hence natural
to ask whether the torsion factor is nilpotent as well.
A torsion locally pro-p contraction group (G, τ) has a composition series
in which each factor is isomorphic to Fp((t)), and thus is a torsion group of
exponent p. Hence there is a positive integer b, at most equal to the length
of the composition series for (G, τ), such that gp
b
= e for all g ∈ G. We will
say that (G, τ) is a p-power contraction group.
Theorem A Every p-power contraction group, (G, τ), is nilpotent.
Throughout, (Fp((t)),+) will be the additive group of the field of formal
Laurent series over the finite field Fp (see, e.g., [15]). This will usually be
abbreviated as Fp((t)) for convenience. Then Fp((t)) is a totally disconnected,
locally compact abelian group and Fp[[t]], the additive group of the ring of
formal power series, is a compact open subgroup. Elements of Fp((t)) have
the form f =
∑
i∈Z fit
i, where fi ∈ Fp and there is I such that fi = 0 for
all i < I.
The map [t ·] : f 7→ tf is an automorphism of Fp((t)) and is a contraction
because [t ·]kf → 0 as k →∞ for every f ∈ Fp((t)).
The automorphism [t⊕d·] of Fp((t))
d is given by
[t⊕d·] : (f1, . . . , fd) 7→ ([t ·](f1), . . . , [t ·](fd)) = (tf1, . . . , tfd).
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We give Aut(Fp((t))
d) the Braconnier topology (cf. [12, Definition 9.14]).
Theorem A follows from the next theorem, which uses notation as in (3).
Theorem B Suppose that φ : Fp((t))→ Aut(Fp((t))d) is a continuous homo-
morphism of groups and satisfies
φ ◦ [t ·] = ad([t⊕d·]) ◦ φ. (1)
Then there is ξ ∈ Fp((t))d \ {0} such that φ(f)(ξ) = ξ for every f ∈ Fp((t)).
A topological group G is called pro-nilpotent if it is a projective limit of finite
nilpotent groups [17]. Following [4], G is called locally pro-nilpotent if G has
a pro-nilpotent open subgroup. For each locally pro-nilpotent contraction
group (G, τ), there exist a finite set of primes P and τ -invariant closed normal
subgroups Gp of G for p ∈ P which are locally pro-p, such that
G ∼=
∏
p∈P
Gp
internally as a topological group (see [4, Proposition 2.16]). Thus Theorem A
entails that every locally pro-nilpotent contraction group is nilpotent.
In the following, N = {0, 1, . . .}.
2 Reduction of Theorem A to Theorem B
Every totally disconnected locally compact contraction group (G, τ) has a
composition series and, if the group is a p-power contraction group, then
all composition factors are isomorphic to (Fp((t)), [t ·]) (cf. Theorem 3.3 and
Theorem A in [3]). The proof of Theorem A is by induction on the number of
composition factors. If there is one factor, then G ∼= Fp((t)) and G is abelian;
likewise if G = {e}.
Assume that every p-power contraction group having at most k compo-
sition factors is nilpotent and consider a p-power contraction group (G, τ)
having k + 1 composition factors. To show that G is nilpotent, it suffices
to show that its centre is non-trivial, for Z(G) is a characteristic, and hence
τ -invariant, subgroup of G and the quotient (G/Z(G), τ |G/Z(G)) is then a
contraction group having at most k composition factors. Hence G/Z(G) is
nilpotent, by the induction hypothesis, and G is nilpotent.
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The second largest group in a composition series for G is a τ -invariant
normal subgroup, N , such that (G/N, τ |G/N) ∼= (Fp((t)), [t ·]) and (N, τ |N)
is a contraction group having k composition factors. The induction hy-
pothesis implies that N is nilpotent and hence that Z(N) is non-trivial.
Since Z(N) is a characteristic subgroup of N , it is τ -invariant. Moreover,
the endomorphism z 7→ pz : Z(N) → Z(N) has non-trivial kernel, P say,
which is a characteristic subgroup of Z(G). Hence P is τ -invariant and
the contraction group (P, τ |P ) is a torsion group of exponent p. Therefore
(P, τ |P ) ∼= (Fp((t))d, [t⊕d·]) for some d > 0, by [4, Theorem E].
Since P is a characteristic subgroup of N and N is normal in G, the
assignment φ(g)(z) := gzg−1 defines a homomorphism φ : G → Aut(P ),
which is continuous as the map G× P → P , (g, z) 7→ φ(g)(z) is so (see [12,
Lemma 10.4 (c)]). The proof of Theorem A may be completed by showing
that there is a non-identity element z ∈ P such that φ(g)(z) = z for all
g ∈ G.
For g ∈ G and h ∈ P we have, by definition of φ,
φ(τ(g))(τ(h)) = τ(g)τ(h)τ(g)−1 = τ(φ(g)(h)).
Hence φ(τ(g)) = τ |P ◦ φ(g) ◦ τ−1|P for all g ∈ G. Since P is contained
in Z(N), φ induces a continuous homomorphism φ|G/N : G/N → Aut(P ).
Then we have
(φ|G/N ◦ τ |G/N )(g) = τ |P ◦ φ|
G/N(g) ◦ τ |−1P (g ∈ G/N). (2)
As previously remarked, (G/N, τ |G/N) ∼= (Fp((t)), [t ·]) and there is d > 0
such that (P, τ |P ) ∼= (Fp((t))d, [t⊕d·]). Under these isomorphisms, φ|G/N cor-
responds to a continuous homomorphism Fp((t)) → Aut(Fp((t))d) and it will
be convenient to denote this homomorphism too by φ. It is also convenient
to introduce the notation ad([t ·]) for the map
ad([t ·])(ψ) = [t⊕d·] ◦ ψ ◦ [t⊕d·]−1, (ψ ∈ Aut(Fp((t))
d)). (3)
With these isomorphisms and notation, the identity (2) implies (1),1 and the
proof of Theorem A may be completed by showing that Theorem B holds.
1If φ : G/N → Aut(P ) is any continuous homomorphism and we write φ also for the
corresponding continuous homomorphism Fp((t)) → Aut(Fp((t))d), then the latter satis-
fies (1) if and only if the former satisfies (2).
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Remark 2.1 Given a continuous homomorphism φ : Fp((t))→ Aut(Fp((t))d)
satisfying (1), form the semidirect product Fp((t))
d ⋊ Fp((t)). Then the map
[t⊕d·]× [t ·] : Fp((t))
d ⋊ Fp((t))→ Fp((t))
d ⋊ Fp((t))
is a contractive automorphism. Since Fp((t))
d⋊Fp((t)) is nilpotent only if there
is ξ ∈ Fp((t))d \ {0} such that φ(g)(ξ) = ξ for every g ∈ Fp((t)), Theorem B is
necessary as well as sufficient for Theorem A.
3 The automorphism group of Fp((t))
d
If G is a topological abelian group, we let End(G) be the ring of all continuous
endomorphisms of G. The proof of Theorem B goes by representing endomor-
phisms in End(Fp((t))
d) as infinite block matrices with the blocks being d×d
matrices over Fp. In this section, conditions on block matrices for them to
correspond to elements of End(Fp((t))
d) are determined, and then additional
conditions for them to belong to the image of φ : Fp((t))→ Aut(Fp((t))
d) and
satisfy (1) are derived.
Remark 3.1 The group Fp((t))
d is a d-dimensional vector space over Fp((t))
and every Fp((t))-linear transformation belongs to End(Fp((t))
d). However,
unlike the characteristic 0 cases of (Rd,+) and (Qdp,+), in which every con-
tinuous group endomorphism is linear over R and Qp respectively, many
continuous endomorphisms of (Fp((t))
d,+) are not linear over Fp((t)).
Representing endomorphisms by infinite matrices
For each n ∈ Z, let Vn = {(a1tn, . . . , adtn) | ar ∈ Fp, r ∈ {1, . . . , d}} be the
subspace of Fp((t))
d consisting of d-tuples in which each coordinate is a de-
gree n monomial and let πn be the obvious projection of Fp((t))
d onto Vn.
Then Vn ∼= Fdp and, given i, j ∈ Z, each endomorphism A : Fp((t))
d → Fp((t))d
determines an endomorphism πi ◦ A|Vj : F
d
p → F
d
p via this isomorphism.
Denote πi ◦ A|Vj by Ai,j. It will be seen that this representation of endo-
morphisms, A, by infinite block matrices, (Ai,j)i,j∈Z, is faithful and preserves
the ring structure of End(Fp((t))
d). We identify Ai,j ∈ Hom(Vj,Vi) and the
correponding (d × d)-matrix with entries in Fp; conversely, any such matrix
Ai,j may be identified with a homomorphism Vj → Vi; the meaning will be
clear from the context.
That the matrix representation is faithful may be immediately verified.
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Proposition 3.2 For each endomorphism A : Fp((t))
d → Fp((t))d, the infinite
block matrix (Ai,j)i,j∈Z satisfies:
(M1) for each i ∈ Z there is Ji ∈ Z such that Ai,j = 0 for all j > Ji;
(M2) for each j ∈ Z there is Ij ∈ Z such that Ai,j = 0 for all i < Ij; and
(M3) there are I, J ∈ Z such that Ai,j = 0 whenever i < I and j > J .
Proof. (M1) For each i ∈ Z, the map πi ◦ A is a continuous group homo-
morphism (Fp((t))
d,+)→ (Fdp,+). Since F
d
p is discrete, the kernel of πi ◦A is
open and hence contains tJi+1Fp[[t]]
d for some Ji ∈ Z. Thus Ai,j = 0 for all
j > Ji.
(M2) For each j ∈ Z, the image of the map A|Vj is a finite subset of
Fp((t))
d and every ξ in the image has ξn = 0 eventually as n→ −∞.
(M3) Continuity of A implies that there is J ∈ Z such that, if ξ belongs
to tJFp[[t]]
d, then Aξ is in Fp[[t]]
d. Then Ai,j = 0 for all i < 0 and j > J . ✷
If (Ai,j) satisfies condition (M1) and (Bi,j) satisfies (M2), then the sum∑
j∈ZAi,jBj,k is finite for all i, k. While the product matrix (Ai,j)(Bi,j) need
not satisfy the same conditions, in the presence of (M3) these conditions are
preserved under matrix multiplication.
Proposition 3.3 Denote the set of infinite (d × d)-block matrices over Fp
satisfying (M1)–(M3) by Md,Z(Fp). Then Md,Z(Fp) is a ring under the usual
matrix addition and multiplication and the map
A 7→ (Ai,j)i,j∈Z : End(Fp((t))
d)→Md,Z(Fp)
is a ring homomorphism.
Proof. That Md,Z(Fp) is closed under addition may be easily verified and it
has already been noted that the matrix product of two elements of Md,Z(Fp)
is defined.
To see that the product of (Ai,j) and (Bi,j) in Md,Z(Fp) satisfies (M1),
consider i ∈ Z. Then there is Ji such that Ai,j = 0 for all j > Ji and there
are JB, KB such that Bj,k = 0 whenever j < JB and k > KB. Moreover,
since (Bi,j) satisfies (M1), there is K such that Bj,k = 0 for all JB ≤ j ≤ Ji
and k > K. Then we have that Bj,k = 0 for all j ≤ Ji and k > max{K,KB}
and so
∑
j∈ZAi,jBj,k = 0 for all such k. Since this holds for all i ∈ Z, the
product (Ai,j)(Bi,j) satisfies (M1). That (Ai,j)(Bi,j) satisfies (M3) may be
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shown by essentially the same argument. For this, choose I, J such that
Ai,j = 0 whenever i < I and j > J . Then choose K such that Bj,k = 0
for all JB ≤ j ≤ J and k > K. Then
∑
j∈ZAi,jBj,k = 0 for all i < I and
k > max{K,KB}. A similar argument shows that (M2) is also satisfied.
That Md,Z(Fp) satisfies the ring axioms follows in the usual way now that
it has been shown that it is closed under matrix addition and multiplication.
The map A 7→ (Ai,j)i,j∈Z clearly preserves ring addition. To see that it
also preserves multiplication, note that for any A ∈ End(Fp((t))
d) we have
A =
∑
j∈Z
A|Vj ◦ πj
pointwise, since z equals the limit
∑
j∈Z πj(z) of the net of finite partial sums
for each z ∈ Fp((t))d, and A is a continuous homomorphism. Hence, for all
(i, k) ∈ Z2,
πi ◦ (AB)|Vk =
∑
j∈Z
πi ◦
(
A|Vj ◦ πj
)
◦B|Vk , because (AB)|Vk = A ◦B|Vk ,
=
∑
j∈Z
(
πi ◦ A|Vj
)
◦ (πj ◦B|Vk) , by associativity. ✷
Although not needed here, more can be shown:
Proposition 3.4 The map End(Fp((t))
d) → Md,Z(Fp), A 7→ (Ai,j)i,j∈Z is
surjective and hence an isomorphism of rings.
Furthermore, the Open Mapping Theorem, [6, Theorem 5.29], implies that
any endomorphism of Fp((t))
d which is a bijection belongs to Aut(Fp((t))
d).
Proposition 3.4 follows from the next lemma, which will be re-used later.
3.5 As a preparation, note that [t⊕d·]Fp[[t]]d has index pd in the additive
group Fp[[t]]
d. More generally,
[V : τ(V )] = pd
for each compact open subgroup V ⊆ Fp((t))d which is invariant under
τ := [t⊕d·], as both [V : τ(V )] and [Fp[[t]]d : τ(Fp[[t]]d]) = pd equal the module
∆(τ−1) of the automorphism τ−1 of Fp((t))
d (see, e.g., [3, Proposition 1.1(e)]
and its proof). Considering V as an Fp-vector space, we find an Fp-vector
subspace F ⊆ V such that
V = F ⊕ τ(V ).
Since V/τ(V ) ∼= F has pd elements, F has dimension d.
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3.6 If (zn)n∈N is a sequence in Fp((t))
d such that zn → 0 as n → ∞, then
the series
∑∞
n=0 zn converges in Fp((t))
d (see [9, Proposition 23.1(ii)]), and so
does the net of finite partial sums.
Lemma 3.7 Let V be a τ -invariant compact open subgroup of Fp((t))
d and
b1, . . . , bd be an Fp-basis for a vector space complement F of τ(V ) in V .
Abbreviate Φ := Z× {1, . . . , d}. Then the following holds:
(a) The vectors τ j(bk) are linearly independent for (j, k) ∈ Φ, and their
Fp-linear span ⊕
j∈Z
τ j(F ) (4)
is dense in Fp((t))
d.
(b) Each z ∈ Fp((t))d can be written as a limit
z =
∑
(j,k)∈Φ
nj,k τ
j(bk) (5)
of finite partial sums with unique nj,k ∈ Fp such that, for some j0 ∈ Z,
nj,1 = · · · = nj,d = 0 for all j < j0.
Given m ∈ Z, we have z ∈ τm(V ) if and only if we can choose j0 ≥ m.
(c) For all (j, k) ∈ Φ, the map πj,k : Fp((t))d → Fp, z 7→ nj,k is a continuous
homomorphism.
(d) If (wn)n∈Z is a sequence in Fp((t))
d with wn → 0 as n→∞, then
φ(z) :=
∑
(j,k)∈Φ
nj,k wk+jd
converges in Fp((t))
d for each z ∈ Fp((t))d as in (5), and defines an
endomorphism φ of the topological group Fp((t))
d.
Proof. (a) and (b): Let j0 ∈ Z. For each integer j ≥ j0, we have
τ j(V ) = τ j(F )⊕ τ j+1(V )
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and τ j(b1), . . . , τ
j(bd) is an Fp-basis for τ
j(F ). By induction,
τ j0(V ) = τ j0(F )⊕ · · · ⊕ τ j(F )⊕ τ j+1(V )
for all j ≥ j0. As the sum τ j0(F ) ⊕ · · · ⊕ τ j(F ) is direct for all j, j0 ∈ Z
with j ≥ j0, also the sum in (4) is direct, and (τ j(bk))(j,k)∈Φ is a basis for the
latter. If j0 ∈ Z and z ∈ τ j0(V ), we recursively find nj,1, . . . , nj,d ∈ Fp for
integers j ≥ j0 such that
z + τ j+1(V ) =
j∑
i=j0
d∑
k=1
ni,k τ
i(bk) + τ
j+1(V ).
In fact, z −
∑j
i=1
∑d
k=1 ni,k τ
i(bk) is in τ
j+1(V ) and hence in
d∑
k=1
nj+1,k τ
j+1(bk) + τ
j+2(V )
for suitable nj+1,1, . . . , nj+1,d ∈ Fp, as τ
j+1(V ) = τ j+1(F ) ⊕ τ j+2(V ) and
τ j+1(b1), . . . , τ
j+1(bd) is an Fp-basis for τ
j+1(F ). Set nj,k := 0 for j < j0.
Then
z =
∑
(j,k)∈Φ
nj,k τ
j(bk),
as z −
∑
(j,k)∈I nj,kτ
j(bk) ∈ τ j+1(V ) for each finite subset I ⊆ Φ such that
{j0, . . . , j} × {1, . . . , d} ⊆ I. If also
z =
∑
(j,k)∈Φ
mj,k τ
j(bk)
with zero coefficients for j < j1, we let J := min{j0, j1}. For j ≥ J , we have
z + τ j+1(V ) =
j∑
i=J
d∑
k=1
nj,kτ
j(bk) + τ
j+1(V ) =
j∑
i=J
d∑
k=1
mj,kτ
j(bk) + τ
j+1(V )
in τJ(V ) = τJ (F ) ⊕ · · · ⊕ τ j(F ) ⊕ τ j+1(V ) and deduce that nj,k = mj,k
for all j ∈ {J, . . . , j} and k ∈ {1, . . . , d}. The coefficients are thus unique.
The representation (5) implies the density of the direct sum (4) in Fp((t))
d.
The construction shows that elements in τ j0(V ) have coefficients nj,k = 0 for
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j < j0. Conversely, the sum (5) is in the closed τ -invariant subgroup τ
j0(V )
for such coefficients.
(c) It is easy to see that πj,k is a homomorphism of groups. Therefore πj,k
will be continuous if its restriction to τ j(V ) is continuous. But this map can
be identified with the kth component of the continuous quotient map
τ j(V )→ τ j(V )/τ j−1(V ) ∼= τ j(F ) ∼=
d⊕
k=1
Fpτ
j(bj) ∼= F
d
p.
(d) Let F be the set of finite subsets of Φ, directed via inclusion. Given
z ∈ Fp((t))d and j0 as in (5), write
Sz,I :=
∑
(j,k)∈I
nj,k wk+jd
for I ∈ F . Given a compact open subgroup Q ⊆ Fp((t))d, there exists n0 ∈ Z
such that wn ∈ Q for all n ≥ n0. There is j1 ≥ j0 such that j1d ≥ n0. Then
Sz,I ∈ Q
for all I ∈ F such that I ∩ ({j0, . . . , j1} × {1, . . . , d}) = ∅, showing that
(Sz,I)I∈F is a Cauchy net in Fp((t))
d and thus convergent. We write φ(z) for
the limit. As each Sz,I is additive in z and addition in Fp((t))
d is continuous,
also φ(z) is additive in z. Thus φ is a homomorphism of groups. To see that
φ is continuous, it suffices to prove its continuity on V . There is n0 ∈ N
such that wn ∈ Fp[[t]]d for all n > n0. There is an integer ℓ ≤ 0 such that
w0, . . . , wn0 ∈ [t
⊕d·]ℓFp[[t]]d =: Q. Then Q is a compact open subgroup of
Fp((t))
d such that wn ∈ Q for all n ≥ 0, and thus
φ(z) ∈ Q for all z ∈ V .
Since Q is compact, the initial topology on Q with respect to the continuous
homomorphisms πj |Q for integers j ≥ ℓ, which separate points, coincides with
the given topology onQ. Hence φ|QV will be continuous if πj◦φ|V is continuous
for each j ≥ ℓ. Given j, there is m0 ≥ 0 such that wn ∈ [t⊕d·]j+1Fp[[t]]d for
all n > m0 and thus πj(wn) = 0. There is an integer M ≥ 0 such that
(M + 1)d ≥ m0. Then
(πj ◦ φ)(z) =
M∑
m=0
d∑
k=1
πm,k(z) πj(wk+md)
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for all z ∈ V , which is a continuous function of z ∈ V . ✷
Proof of Proposition 3.4. As before, abbreviate τ := [t⊕d·]. Let (Ai,j)i,j∈Z ∈
Md,Z(Fp). Using Lemma 3.7 with V := Fp[[t]]
d, F := V0, the standard Fp-basis
e1 = (1, 0, . . . , 0), . . . , ed = (0, . . . , 0, 1) (6)
of V0 in place of b1, . . . , bd and
wk+jd :=
∑
i∈Z
Ai,jτ
j(ek) ∈ Fp((t))
d
for (j, k) ∈ Φ (which converges by (M2) and 3.6), we get an endomorphism φ
of Fp((t))
d which satisfies, for j ∈ Z and z = nj,1 τ j(e1)+ · · ·+nj,d τ j(ed) ∈ Vj ,
φ(z) =
d∑
k=1
nj,k wk+jd =
∑
i∈Z
Ai,j(z).
Applying the continuous homomorphism πi for i ∈ Z, we obtain πi(φ(z)) =
Ai,j(z), whence πi ◦ φ|Vj = Ai,j. Thus A 7→ (Ai,j)i,j∈Z is surjective. 
The next result allows the basis for the matrix representation described in
Propositions 3.2 and 3.3 to be changed.
Proposition 3.8 Suppose that V is a compact open subgroup of Fp((t))
d such
that [t⊕d·](V ) < V . Then there is an automorphism, θ, of Fp((t))d such that
θ ◦ [t⊕d·] = [t⊕d·] ◦ θ and θ(Fp[[t]]d) = V .
Proof. Abbreviate τ := [t⊕d·] and Φ := Z × {1, . . . , d}. Let F ⊆ V be an
Fp-vector space such that V = F ⊕ τ(V ) and b1, . . . , bd be an Fp-basis for F .
Using Lemma 3.7 with wk+jd := τ
j(ek) for (j, k) ∈ Φ (where e1, . . . , ed ∈ V0
is the standard basis), we obtain an endomorphism φ of Fp((t))
d such that
φ(τ j(bk)) = τ
j(ek) for all (j, k) ∈ Φ.
Using the lemma again with Fp[[t]]
d in place of V , the complement V0 and its
basis e1, . . . , ed in place of F and b1, . . . , bd, respectively, and using wk+jd :=
τ j(bk), we obtain an endomorphism θ of Fp((t))
d such that
θ(τ j(ek)) = τ
j(bk) for all (j, k) ∈ Φ.
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Then θ ◦ φ is an endomorphism such that
(θ ◦ φ)(z) = z
for all z = τ j(bk) with (j, k) ∈ Φ. As these elements generate a dense
subgroup of Fp((t))
d by Lemma 3.7(a), we deduce that θ ◦ φ = id. Likewise,
φ ◦ θ = id, whence θ is an automorphism with θ−1 = φ. Since
θ(τ(z)) = θ(τ j+1(ek)) = τ
j+1(bk) = τ(θ(z))
for all z = τ j(ek) with (j, k) ∈ Φ, arguing as before we get θ ◦ τ = τ ◦ θ.
Since θ(τ j(ek)) = τ
j(bk) ∈ V for all j ∈ N and k ∈ {1, . . . , d}, we have
θ(Fp[[t]]
d) ⊆ V . As the image is compact, it contains the closed subgroup
of V generated by the τ j(bk) and hence coincides with V . ✷
Homomorphisms from Fp((t)) to Aut(Fp((t))
d)
Let φ : Fp((t)) → Aut(Fp((t))d) be a continuous homomorphism which satis-
fies (1). Additional conditions satisfied by the (d× d)-block matrices repre-
senting φ(f) for f ∈ Fp((t)) are established now.
The next result identifies a subgroup, V , such that, after the change of
basis provided in Proposition 3.8, the matrix representation of the image of φ
has a simple form. We recall terminology.
3.9 Let τ be an automorphism of a totally disconnected, locally compact
group G. If V is a compact open subgroup of G, define
V+ :=
∞⋂
n=0
τn(V ) and V− :=
∞⋂
n=0
τ−n(V ).
Then τ(V−) ⊆ V−. The subgroup V is called tidy above for τ if
V = V+V−
(cf. [16]). If τ is a contractive automorphism, U ⊆ G an identity neighbour-
hood and K a compact subset of G, then there exists a positive integer n0
such that τn(K) ⊆ U for all n ≥ n0 (see [11, Lemma 1.4(iv)] or [14, Proposi-
tion 2.1]). Hence V+ = {e} in this case and thus V is tidy above if and only
if V = V−, which holds if and only if τ(V ) ⊆ V .
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Proposition 3.10 There is a compact open subgroup V ≤ Fp((t))d such that
φ(f)(V ) = V for every f ∈ Fp[[t]] and [t
⊕d·](V ) < V.
Proof. Since U := Fp[[t]]
d is a compact and open subset of Fp((t))
d,
N :=
{
α ∈ Aut(Fp((t))
d) | α(U) = U
}
is a neighbourhood of the identity in Aut(Fp((t))
d) under the Braconnier
topology. Since φ is continuous, there is m ≥ 0 such that φ(tm · Fp[[t]]) ⊆ N
and then, since Fp[[t]]/(t
m · Fp[[t]]) is finite,
V :=
⋂
{φ(f)(U) | f ∈ Fp[[t]]}
is a finite intersection. Then V is a compact open subgroup of Fp((t))
d and
is invariant under φ(Fp[[t]]).
Since [t ·](Fp[[t]]) ≤ Fp[[t]], the subgroup V is invariant under φ([t ·](Fp[[t]])).
Hence, since φ satisfies (1), ([t⊕d·])−1(V ) is invariant under φ(Fp[[t]]) and,
iterating, ([t⊕d·])−k(V ) is invariant under φ(Fp[[t]]) for all k ≥ 0. By [16,
Lemma 1], there is K ≥ 0 such that
⋂K
k=0([t
⊕d·])−k(V ) is tidy above for
[t⊕d·] and this intersection too is invariant under φ(Fp[[t]]). Since [t⊕d·] is a
contraction on Fp((t))
d, tidiness above for [t⊕d·] amounts to being invariant
under [t⊕d·]. Hence, replacing V with
⋂K
k=0([t
⊕d·])−k(V ), yields that V is
invariant under φ(Fp[[t]]) and [t
⊕d·](V ) < V . ✷
Next, the condition that φ ◦ [t ·] = ad([t ·]) ◦ φ is translated to the matrix
representation.
Lemma 3.11 For every f ∈ Fp((t)) and (i, j) ∈ Z
2,
φ([t ·]f)i,j = φ(f)i−1,j−1.
Proof. By definition of ad and because φ ◦ [t ·] = ad([t ·]) ◦ φ,
πi ◦ φ(t · f)|Vj = πi ◦ ([t
⊕d·] ◦ (φ(f) ◦ [t⊕d·]−1)|Vj
= πi−1 ◦ φ(f)|Vj−1. ✷
Propositions 3.10 and 3.8 imply that it may be assumed that Fp[[t]]
d is
invariant under automorphisms in φ(Fp[[t]]). Hence
πi ◦ φ(f)|Vj = 0 for all f ∈ Fp[[t]], i < 0 and j ≥ 0. (7)
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Moreover, if f ∈ Fp[[t]], then so is t · f and thus Lemma 3.11 implies that
πi ◦ φ(f)|Vj = 0 for all f ∈ Fp[[t]], i < 0 and j > i. (8)
Note that the evaluation map
Aut(Fp((t))
d)× Fp((t))
d → Fp((t))
d, (α, z) 7→ α(z)
is continuous as the Braconnier topology is finer than the compact-open
topology and Fp((t))
d is locally compact (see [12, Lemma 9.8]). Therefore,
the map
hi : Fp((t))× Fp((t))
d → Vi, (f, z) 7→ πi(φ(f)(z))
is continuous for all i ∈ Z. Since Vi is discrete, it follows that h
−1
i ({0}) is
open in Fp((t))× Fp((t))d. Since α(0) = 0 for all α ∈ Aut(Fp((t))d), we have
Fp[[t]] × {0} ⊆ h
−1
i ({0}).
As both factors on the left-hand side are compact, using the Wallace Theorem
(see [7]) we find an open 0-neighbourhood U ⊆ Fp((t))d such that Fp[[t]]×U ⊆
h−1i ({0}). There is Ji ∈ Z such that [t
⊕d·]JiFp[[t]]d ⊆ U . Then
πi ◦ φ(f)|Vj = 0 for all f ∈ Fp[[t]] and j ≥ Ji. (9)
Improving on (8), it will be seen next that, when f ∈ Fp[[t]] and i < 0, it
occurs that πi ◦ φ(f)|Vj = 0 for some values of j < i.
For this, note that
Qm := {α ∈ Aut(Fp((t))
d) : (α− I)(Fp[[t]]
d) ⊆ [t⊕d·]m(Fp[[t]]
d)}
is an identity neighbourhood in Aut(Fp((t))
d) for each m ∈ Z, as the Bra-
connier topology on Aut(Fp((t))
d) is finer than the compact-open topology,
which coincides with the topology induced on Aut(Fp((t))
d) by the topology
of compact convergence on (C(Fp((t))
d,Fp((t))
d),+). Since φ is continuous
and φ(0) = I, the pre-image φ−1(Qm) is a 0-neighbourhood in Fp((t)). We
therefore find Nm ∈ Z such that, for every g ∈ tNmFp[[t]],
φ(g)(ξ) ∈ ξ + ([t⊕d·])m(Fp[[t]]
d) for every ξ ∈ Fp[[t]]
d. (10)
For all f ∈ Fp[[t]] and n ≥ Nm, we can apply (10) to g := tnf . Rearranging
with the help of (3), condition (10) implies that
(φ(f)− I)(([t⊕d·])−nFp[[t]]
d) ≤ ([t⊕d·])m−n(Fp[[t]]
d) for all n ≥ Nm.
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Hence πi◦(φ(f)−I)|Vj = 0 for all j ≥ −n and i < m−n. Put am := m−Nm.
Then every i < am is less than m − n with n = m − i − 1 (which is ≥ Nm)
and so
πi ◦ (φ(f)− I)|Vj = 0 for every j ≥ 1 + i−m. (11)
Equations (9), (8), and (11) can be summarized as follows.
Proposition 3.12Assume that Fp[[t]]
d is invariant under the subgroup φ(Fp[[t]])
of Aut(Fp((t))
d). Then there are sequences (am)m∈N with a0 = 0 (which may
be assumed non-increasing), and (bi)i∈N (which may be assumed to be non-
decreasing) such that, for all f ∈ Fp[[t]],
πi ◦ (φ(f)− I)|Vj = 0 for all i, j ∈ Z with
{
j > i−m, if i < am
j > i+ bi, if i ≥ 0
.
✷
4 Proof of Theorem B
To show, as claimed in Theorem B, that there is ξ with φ(f)(ξ) = ξ for every
f ∈ Fp((t)), it suffices to show that φ(tr)(ξ) = ξ for every r ∈ Z because
〈tr | r ∈ Z〉 is dense in Fp((t)). This will be achieved in three steps. Denote
by A = (Ai,j) the (d× d)-block matrix with Ai,j = πi ◦ (φ(t0)− I)|Vj . Then
the first step is to show that A may be assumed to be lower triangular; the
second that A may be assumed to be strictly lower triangular; and the third
deals with the strictly lower triangular case.
By the following approximation lemma, it will suffice to solve the above
fixed point problem for finite sets of powers of t.
An approximation lemma
In the following, we let (Fp[[t]]
d)′ be the dual space of all continuous Fp-linear
functionals λ : Fp[[t]]
d → Fp.
Lemma 4.1 Let (En)n∈N be an increasing sequence of subsets of (Fp[[t]]d)′
and suppose that, for each n ∈ N, there is η(n) ∈ Fp[[t]]d with η
(n)
0 6= 0 and
λ(η(n)) = 0 for all λ ∈ En.
Then there is η ∈ Fp[[t]]d such that η0 6= 0 and λ(η) = 0 for all λ ∈
⋃
n∈N En.
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Proof. As Fp[[t]]
d is compact and metrizable, the sequence (η(n))n∈N has a
convergent subsequence (η(nk))k∈N. Let η ∈ Fp[[t]]d be its limit. For n ∈ N
and λ ∈ En, we have λ(η(nk)) = 0 for all k ∈ N such that nk ≥ n, and thus
λ(η) = lim
k→∞
λ(η(nk)) = 0.
Hence λ(η) = 0 for all λ ∈
⋃
n∈N En. Since η
(nk)
0 → η0 in F
d
p and F
d
p \ {0} is
closed, we have η0 6= 0. ✷
Above the diagonal
The first step, showing that A may be assumed to be lower triangular, is
accomplished by passing to a subrepresentation f 7→ φ(f)|U for a φ(Fp((t)))-
invariant and [t⊕d·]-invariant closed subgroup U of Fp((t))d. Towards finding
this subgroup, define
U0 =
{
η ∈ Fp((t))
d | φ(f)η ∈ Fp[[t]]
d for all f ∈ Fp((t))
}
. (12)
Then U0 is a closed subgroup of Fp((t))d and U0 ≤ Fp[[t]]d because φ(0) = I.
It will be seen later that U0 is non-zero.
Its definition implies that U0 is invariant under φ(Fp((t))), because φ(Fp((t)))
is a subgroup of Aut(Fp((t))
d). It is also invariant under [t⊕d·] because, for
η ∈ U0 and f ∈ Fp((t)), we have
φ(f)[t⊕d·]η = [t⊕d·]
(
ad([t⊕d·])−1(φ(f))
)
η (13)
= [t⊕d·]φ([t ·]−1f)η ≤ [t⊕d·]Fp[[t]]
d.
Define Un := [t
⊕d·]nU0 for n ∈ Z. Then Um ≤ Un if m ≥ n and the calculation
in (13) shows that
Un =
{
η ∈ Fp((t))
d | φ(f)η ≤ [t⊕d·]nFp[[t]]
d for all f ∈ Fp((t))
}
.
Define U =
⋃
n∈Z Un. By [3, Proposition 3.1(a)], U is a [t
⊕d·]-invariant closed
subgroup of Fp((t))
d which has U0 as an open subgroup; notably, (U , [t⊕d·]|U)
is a contraction group. Also, U is φ(Fp((t)))-invariant as each Un is so, and
U ∼= Fp((t))
d′
as a contraction group for some d′ ≤ d (as a composition series of (U , [t⊕d·]|U)
can be filled up to a composition series of Fp((t))
d).
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Proposition 3.8 implies that there are: an isomorphism θ : U → Fp((t))d
′
,
such that θ(U0) = Fp[[t]]d
′
and θ ◦ [t⊕d·]|U = [t⊕d
′
·] ◦ θ and a homomorphism
ψ : Fp((t))→ Aut(Fp[[t]]d
′
), such that θ◦φ(f)|U = ψ(f)◦θ for every f ∈ Fp((t)).
Then we have, for every n ∈ Z,
ψ(f)[t⊕d
′
·]nFp[[t]]
d′ ≤ [t⊕d
′
·]nFp[[t]]
d′
and the (d′×d′)-block matrix
(
πi ◦ ψ(f)|Vj
)
(i,j)∈Z2
is thus lower triangular for
every f ∈ Fp((t)). Passing to the subgroup U , it suffices, therefore, to prove
Theorem B in the case when φ maps Fp((t)) to lower triangular matrices.
It remains to show that the subgroup U0 defined in (12) is not trivial. To
do so, it suffices to find non-zero η ∈ Fp[[t]]d such that φ(t−nf)η ∈ Fp[[t]]d for
all f ∈ Fp[[t]]d and n ∈ Z, which is equivalent to
A(f)[t⊕d·]nη ∈ [t⊕d·]nFp[[t]]
d (14)
for all n ∈ Z, where A(f) = (A(f)i,j)i,j∈Z with A(f)i,j := (φ(f) − I)i,j =
πi◦(φ(f)−I)|Vj . Denote the matrix ad([t
⊕d·]r)A(f) by A(f)(r) and its entries
by A(f)
(r)
i,j . Then A(f)
(r)
i,j = A(f)i−r,j−r = πi ◦ (φ(t
rf)− I)|Vj and, since φ(f)
and φ(trg) commute, A(f) and A(g)(r) commute for all f, g ∈ Fp((t)). If A(f)
is already lower triangular for all f ∈ Fp[[t]] (and thus for all f ∈ Fp((t))), there
is nothing to prove (then Fp[[t]]
d ⊆ U). We may suppose therefore that there
are integers i∗ and j∗ with j∗ > i∗ such that A(f)i∗,j∗ 6= 0 for some f ∈ Fp[[t]],
and that i∗ is the smallest integer for which that is the case. Having fixed i∗,
we also choose j∗ maximal. Then i∗ ≥ 0 by Proposition 3.12.
Fix a positive integer c. We begin by finding a non-zero η ∈ Fp((t))d such
that (14) holds for all n ≤ c. To this end, recall from Proposition 3.12 that
there is an integer a such that
A(f)i,j = 0 if i < a and j ≥ i− c, (15)
for all f ∈ Fp[[t]]. Then a ≤ i∗ and we choose a to be the largest integer for
which (15) holds. In that case, there is b with
b ≥ a− c and A(f ∗)a,b 6= 0 (16)
for some f ∗ ∈ Fp[[t]], and we choose b to be the largest integer for which (16)
holds. Having maximized b, we fix the element f ∗ ∈ Fp[[t]] with A(f ∗)a,b 6= 0
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(it may be that a = i∗ and b = j∗). Then we have that
A(f)i,j = 0 if

i < a and j ≥ i− c
i = a and j > b
i < i∗ and j > i
i = i∗ and j > j∗
(17)
for all f ∈ Fp[[t]].
Suppose that m and n are integers with n > m ≥ i∗. Then(
A(f)A(f ∗)(n−a)
)
m,b+n−a
=
∑
r∈Z
A(f)m,rA(f
∗)r+a−n,b
=
∑
r≥n
A(f)m,rA(f
∗)r+a−n,b, (18)
because, if r < n, then r + a− n < a and b > (r + a− n) − c by the choice
of b in (16), and (17) may be applied to conclude that A(f ∗)r+a−n,b = 0. On
the other hand,(
A(f ∗)(n−a)A(f)
)
m,b+n−a
=
∑
r∈Z
A(f ∗)m+a−n,r+a−nA(f)r,b+n−a
=
∑
r<m−c
A(f ∗)m+a−n,r+a−nA(f)r,b+n−a (19)
because m+ a− n < a and, if r ≥ m− c, then r + a− n ≥ (m+ a− n)− c
and it follows by (17) that A(f ∗)m+a−n,r+a−n = 0.
If we now suppose that m ≤ i∗ + c, then the remaining terms in (19)
vanish as well, because r < m− c implies that r < i∗ while (16) implies that
b + n − a ≥ n − c and we have that n − c > m − c > r. Hence it follows
from (17) that A(f)r,b+n−a = 0.
Since A(f) and A(f ∗)(n−a) commute, (18), (19) and the fact that (19)
equals zero imply that∑
r≥n
A(f)m,rA(f
∗)r+a−n,b = 0 for all m ≤ i
∗ + c and n > m.
The r = n term of this series is A(f)m,nA(f
∗)a,b. Since A(f
∗)a,b 6= 0, by (16),
we may choose z ∈ Fdp such that A(f
∗)a,bz 6= 0. Define z¯ = ztb ∈ Fp((t))d and
η¯ = ([t⊕d·])−aA(f ∗)z¯. Then:
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• η¯ ∈ Fp[[t]]d with η¯0 non-zero; and
• (A(f)[t⊕d·]nη¯)m = 0 for every f ∈ Fp[[t]], m ≤ i∗ + c and n > m.
In particular,
(A(f)[t⊕d·]nη¯)m = 0 for all f ∈ Fp[[t]], n ≤ c and m < n, (20)
which implies that (14) holds for all n ≤ c. Since (20) holds for every c > 0
with some η¯ 6= 0, Lemma 4.1 implies2 that there is η ∈ Fp[[t]]d with η0 6= 0
such that, for all c > 0,
(A(f)[t⊕d·]nη)m = 0 for all f ∈ Fp[[t]], n ≤ c and m < n,
so that (14) holds for every n. Thus η ∈ U0 and U0 is therefore non-zero.
On the diagonal
It is seen below that the rest of the argument falls into two subcases. The
following result will be used to treat one of these subcases. In the following,
we let A be the subalgebra of End(Fp((t))d) generated by {φ(tr)− I}r∈Z. For
positive integers N , we abbreviate
AN := {a1 · · ·aN : a1, . . . , aN ∈ A}.
Lemma 4.2 Suppose that the (d × d) block matrix φ(f) is lower triangular
for every f ∈ Fp((t)). Then Bi,i = 0 for every B ∈ Ad.
Proof. Consider an eigenvalue, λ, of φ(tr)i,i in some extension of Fp. Then
λp
k−1 = 1, where pk is the order of the extension. On the other hand, the
order of φ(tr)i,i is 1 or p because pt
r = 0 and it follows that λp = 1. Therefore
λ = 1 is an eigenvalue of φ(tr)i,i for every i ∈ Z and is the only eigenvalue in
any extension of Fp. Hence φ(t
r)i,i − Id is nilpotent for all i, r ∈ Z.
Since φ(t0) and φ(tr) commute and φ(tr)i,i = φ(t
0)i−r,i−r for all i, r ∈ Z,
it follows that {φ(t0)i,i}i∈Z is a commuting set and, moreover, that this set
of equal to {φ(tr)i,i | i, r ∈ Z}. Then {φ(tr)i,i − Id | i, r ∈ Z} is a commuting
2The set Ec consists of the components of the maps Fp[[t]]d → Fdp, ζ 7→ (A(f)[t
⊕d·]nζ)m
with n ≤ c, m < n, and f ∈ Fp[[t]]d.
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set of nilpotent d × d matrices over Fp, and thus generates a commutative
Fp-algebra of matrices. By Engel’s Theorem (see Theorem 3.2 in [10, Part I,
Chapter V]), after a change of basis all algebra elements can be turned into
strict upper triangular matrices, entailing that the product of any d elements
in this algebra is equal to 0. As Bi,i is such a product, the claim follows. ✷
Below the diagonal
For the remainder of the argument it is assumed that φ(t0) is a lower triangu-
lar (d× d) block matrix. As before, let A be the subalgebra of End(Fp((t))
d)
generated by {φ(tr) − I}r∈Z. The argument falls into two cases: when A
is nilpotent and when it is not. Since the elements tn, n ∈ Z, generate a
dense subgroup of Fp((t)), to prove Theorem B it suffices to show that there
is ξ ∈ Fp((t))d such that φ(tr)(ξ) = ξ for every r ∈ Z.
Proposition 4.3 Suppose there is N ∈ N such that AN = {0}. Then there
is ξ ∈ Fp((t))d \ {0} such that φ(tn)(ξ) = ξ for every n ∈ Z.
Proof. If N = 1, then A = {0} and φ(tn) = {I} for every n ∈ Z and so
φ(tn)(ξ) = ξ for every ξ ∈ Fp((t))d.
Suppose that N is the smallest integer with AN = {0} and that N > 1.
Then AN−1 6= {0} and we may choose B ∈ AN−1 \ {0}. There is then
η ∈ Fp((t))d such that ξ := Bη 6= 0 and Aξ = {0}. This ξ satisfies the claim
because φ(tn)− I ∈ A for every n ∈ Z. ✷
Proposition 4.4 Suppose that AN 6= {0} for every N ∈ N. Then there is
ξ ∈ Fp((t))d \ {0} such that φ(tn)(ξ) = ξ for every n ∈ Z.
Proof. When N ≥ d, Lemma 4.2 implies that (AN)i,i = {0} for every i ∈ Z,
that is, AN is strictly lower triangular forN ≥ d. For all q ≥ 1, it follows that
the matrices in AN are zero on the first q − 1 sub-diagonals for all N ≥ qd.
Also note that, for N ≥ 1, not all matrices in AN are block diagonal, because
AdN = {0} otherwise by Lemma 4.2, contrary to the current hypothesis.
Recall that A = (Ai,j)i,j∈Z with Ai,j = πi ◦ (φ(t0)− I)|Vj and that A
(n) =
ad([t⊕d·]n)(A) satisfies that A(n)i,j = Ai−n,j−n = πi ◦ (φ(t
n) − I)|Vj . It will be
shown that there is ξ ∈ Fp[[t]]d with ξ0 6= 0 such that (A ◦ [t⊕d·]−n)(ξ)m = 0
for all m,n ∈ Z. Then A(n)(ξ) is equal to zero for every n ∈ Z and ξ is the
claimed element of Fp((t))
d.
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For any lower triangular block matrix, B, and for j ≤ i ∈ Z and q > 0,
we have
(AB(j))i,j−q =
∑
k∈Z
Ai,kB
(j)
k,j−q
=
∑
j−q≤k≤i
Ai,kBk−j,−q. (21)
Multiplying A and B(j) in the opposite order yields
(B(j)A)i,j−q =
∑
k∈Z
B
(j)
i,kAk,j−q
=
∑
j−q≤k≤i
Bi−j,k−jAk,j−q. (22)
Next, let r > 0 be fixed and consider −r < i < r and i − r < j ≤ i.
By Proposition 3.12, there is ar > 0 such that Ai,j = 0 if i < −ar and
j > i − r. Then, by hypothesis, we may choose q ≥ r + ar and B ∈ AN
with N := (r + ar)d such that B0,−q 6= 0 and Bi,j = 0 for all i, j ∈ Z with
j− i > −q. With these choices of q and B, we have Bk−j,−q = 0 for all k < j
and (21) reduces to
(AB(j))i,j−q =
∑
j≤k≤i
Ai,kBk−j,−q.
We also have that Bi−j,k−j = 0 if k > i− q and Ak,j−q = 0 if k ≤ i− q, using
that k ≤ i − q < r − q ≤ −ar in this case and j − q ≥ j + k − i > k − r.
Hence (22) reduces to
(B(j)A)i,j−q = 0.
Since A andB(j) commute, it follows that, for all−r < i < r and i−r < j ≤ i,
(AB(j))i,j−q = (B
(j)A)i,j−q = 0.
As B0,−q 6= 0, we may choose z ∈ Fdp such that B0,−qz 6= 0. Setting z¯ =
zt−q ∈ Fp((t))d and η = Bz¯, we achieve that
• η ∈ Fp[[t]]d and η0 ∈ Fdp is non-zero; and
• (A[t⊕d·]jη)i = 0 for every −r < i < r and j > i− r.
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Since this holds for every r > 0, it follows by Lemma 4.1 that there is
ξ ∈ Fp[[t]]d such that ξ0 6= 0 and (A[t⊕d·]jξ)i = 0 for all i, j ∈ Z. ✷
Remark 4.5 The ‘on the diagonal’ step is the only point in the above ar-
gument where it is essential that the field Fp((t)) has positive characteristic.
The claim may fail otherwise because, for example, the representation of R
given by the exponential map t 7→ exp(t) : R → R× ∼= Aut(R) has no joint
fixed vectors and R⋊ R× is a solvable group but not nilpotent.
Remark 4.6 When the scale of τ−1 is equal to p2 and the composition
series for (G, τ) has length 2, the proof of Theorem A is simpler while still
illustrating the main steps in the proof of Theorem B. Suppose that the
composition series is
{e} = G0 < G1 < G2 = G,
so that G1 ∼= Fp((t)) ∼= G/G1. Then showing that G is nilpotent reduces
to showing that G1 is contained in the centre of G, which is equivalent to
showing that φ(f) is the identity automorphism of Fp((t)) for all f ∈ Fp((t)).
Hence the proof in this case is a verification that the ((1× 1)-block) matrix
of A = φ(t0) is the identity, rather than a proof of existence of an eigenvector
with eigenvalue 1. For the verification, the arguments in the proof of Theo-
rem B show in turn that: all aij above the diagonal are 0 (by contradiction);
all aij on the diagonal equal 1 (because A has order p but (Fp \ {0},×) has
order p− 1); and all aij below the diagonal are 0 (by contradiction).
Remark 4.7 Theorem A in [5] may be deduced from Theorem A in the
present paper. Although the former paper concerns Moufang twin trees, it is
not necessary to know what they are in order to follow the proof because [5,
Theorem A] is deduced from another purely group-theoretic result. To do
this, the notion of a Z-system of order p is defined. This is a group, X , and a
sequence (xn)n∈Z ⊂ X satisfying certain axioms set out in [5, Definition 3.2].
Then [5, Theorem A] is deduced from [5, Theorem 3.4], which asserts that
if (X, (xn)n∈Z) is a Z-system of prime order, then X is nilpotent of class at
most 2.
That result follows from our Theorem A. Briefly, let (X, (xn)n∈Z) be a Z-
system of order p, and let t be the automorphism ofX such that t(xn) = xn+2.
Then X0,∞ = 〈xk | k ≥ 0〉, see [5, Definition 4.1], is a commensurated
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subgroup of X ⋊ 〈t〉. Denote the Schlichting completion (see [8, 13]) of
X ⋊ 〈t〉 relative to X0,∞ by X˜ ⋊ 〈t〉 and let X˜0,∞ be the closure of X0,∞
in this completion. Then X˜0,∞ is a pro-p open subgroup of X˜ ⋊ 〈t〉 and
t(X˜0,∞) < X˜0,∞ with [X˜0,∞ : t(X˜0,∞)] = p
2. Hence the pair (X˜, t) is a
contraction group having composition series of length 2 and composition
factors isomorphic to Fp((t)), and so X˜ is nilpotent of class at most 2 by
Theorem A. Since X is dense in X˜ , it too is nilpotent of class at most 2.
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