We describe here an automated system for the counting of multiple samples of double-stained microbial cells on sections of membrane filters. The application integrates an epifluorescence microscope equipped with motorized z-axis drive, shutters, and filter wheels with a scanning stage, a digital camera, and image analysis software. The relative abundances of specific microbial taxa are quantified in samples of marine picoplankton, as detected by fluorescence in situ hybridization (FISH) and catalyzed reporter deposition. Pairs of microscopic images are automatically acquired from numerous positions at two wavelengths, and microbial cells with both general DNA and FISH staining are counted after object edge detection and signal-to-background ratio thresholding. Microscopic fields that are inappropriate for cell counting are automatically excluded prior to measurements. Two nested walk paths guide the device across a series of triangular preparations until a user-defined number of total cells has been analyzed per sample. A backup autofocusing routine at incident light allows automated refocusing between individual samples and can reestablish the focal plane after fatal focusing errors at epifluorescence illumination. The system was calibrated to produce relative abundances of FISH-stained cells in North Sea samples that were comparable to results obtained by manual evaluation. Up to 28 preparations could be analyzed within 4 h without operator interference. The device was subsequently applied for the counting of different microbial populations in incubation series of North Sea waters. Automated digital microscopy greatly facilitates the processing of numerous FISH-stained samples and might thus open new perspectives for bacterioplankton population ecology.
During the last decade digital imaging devices have developed at an unsurpassed pace. Inexpensive digital cameras for hobby photographers have evolved to quality levels that reach or even exceed the typical instrumentation of professional microscopists in many respects, e.g., in pixel resolution of chargecoupled device chips. It is likely that there will soon be major changes in the use of digital imaging as a tool in microbial ecology. Digital cameras have already almost completely replaced traditional microphotography for documentation and publication purposes. Digital images are, moreover, the primary data of some modern microscopic techniques, such as confocal laser-scanning microscopy.
The analysis of such images by edge-enhancing and background-reducing mathematical algorithms is a well-established strategy for object morphometry, feature classification, or particle counting and sizing in disciplines as unrelated as histology, landscape ecology, or the material sciences (35) . In aquatic microbiology, image analysis has been applied, e.g., for the shape recognition (6, 22, 27) , sizing, and biomass quantification of the total bacterioplankton community (4, 38) or the respiratory active fraction (31) , for motion tracking (5, 41) , for densitometric or fluorescence intensity measurement on single cells (21, 25, 32) , or to determine cell orientation in complex communities (33) . The major advantages of computer-assisted image analysis in microbiology are the potential for highthroughput evaluation, the objectivation of image-derived data (e.g., object size distributions, fluorescence intensities), and the extraction of object features that cannot be detected intutitively (e.g., complex dimensions describing object shape).
The rapid advance of confocal laser-scanning microscopy is reflected in a new generation of epifluorescence microscopes that are equipped with a high-precision software-controlled motorized z-axis drive. As a spinoff of this development, many other internal devices of confocal laser-scanning microscopes, such as fluorescence shutters, field stops, objective revolvers, and bright-field illumination, can also be electronically controlled. This effectively transforms motorized microscopes into potential front ends for robotic systems, provided that the combined device allows a software controlled acquisition of images, a subsequent evaluation of their content by means of image analysis, and a feedback between the outcome of such measurements and the actions of the microscope components.
Recently, whole-cell fluorescence in situ hybridization (FISH) with rRNA-targeted oligonucleotide probes (1), followed by catalyzed reporter deposition (CARD) (8) has been described for the study of microbial population dynamics in the marine picoplankton (24) . Since the CARD-FISH staining protocol requires fixation of cells on a surface, these preparations cannot be readily evaluated by flow cytometry, which is a common choice for the rapid enumeration of picoplankton (13, 19) . Automated digital microscopy could provide an alternative strategy for high-throughput analysis of such samples.
However, despite the technological potential for complete automation, current approaches for the computer-assisted microscopic quantification of microbial abundances or biomasses in aquatic ecology are based on interactive steps (6, 12, 37) . The development of fully operator-independent systems is mainly hampered by the difficulties related to reliable automated image acquisition. Quantification of cells from suspen-sions such as the picoplankton requires concentration on membrane filters, and this impedes the regular autofocusing at phase-contrast illumination. In contrast, automated highthroughput counting microscopes are already an emerging technique in medical microbiology, e.g., for the analysis of oral biofilm communities (17, 39) . We describe here a prototype for the automated multisample counting of different microbial taxa of marine picoplankton after CARD-FISH staining.
MATERIALS AND METHODS
Sample collection and preparation. Environmental samples for calibration and manual counting were collected at a depth of 1 m off the island of Helgoland in October 1999 and May 2002. Samples for experimental enrichments were obtained in August 2002 at the same location. For these incubations, 500 ml of unfiltered seawater was filled in acid-prewashed, sterile 1-liter glass bottles and then incubated in the dark for 9 h. One set of triplicate bottles was amended with a mix of amino acids of a composition as described by Eilers et al. (14) (final concentration, 200 M), and a second set was amended with the same amino acids mixture (final concentration, 200 M) and cAMP (final concentration, 10 M) (9). The third set was left unaltered. Subsamples were collected at three time points (0, 4, and 9 h of incubation). All incubations were performed in the dark at the in situ temperature (19°C).
Portions of 10 to 30 ml were fixed with buffered paraformaldehyde solution (2% [vol/vol]), filtered onto white membrane filters (type GTTP4700 [Millipore, Bedford, Mass.]; diameter, 47 mm; pore size, 0.2 m), and rinsed with distilled water. Samples were stored at Ϫ20°C until further processing. CARD-FISH and counterstaining of environmental samples was performed as described previously (24) by using tyramides labeled with the fluorescent dye Cy3 for signal amplification (TSA direct ; NEN Life Science Products, Boston, Mass.). The horseradish peroxidase-labeled oligonucleotide probes (ThermoHybaid, Ulm, Germany) EUB338, NON338 (negative control), CF319a, ROS537, and NOR5-730 (2, 16) were applied for whole-cell hybridizations for calibration purposes. Samples from the incubation experiment were hybridized with the probes EUB338, ROS537, SAR86-1249 (15) , and NOR5-730. Samples hybridized with probe CF319a were a set of 10 parallel preparations from a single filter to specifically test for differences in the intrinsic variability of counting replicate hybridizations. The samples were enbedded in a custom mix of mountant amended with DAPI (4Ј,6Ј-diamidino-2-phenylindole; final concentration, 1 g ml Ϫ1 ) (24) and were arranged on microscopic slides. Manual evaluation was carried out as described previously (28) , and at least 1,000 DAPI-stained cells were counted per sample. Altogether, 57 hybridized samples were counted manually. The same samples were subsequently also counted with the automated system, and the results of both types of evaluation were compared by regression analysis (see below).
Microscopic equipment. The counting apparatus is based on a Zeiss Axioplan II Imaging epifluorescence microscope (Carl Zeiss, Jena, Germany) equipped with motorized and/or remote-controlled components (fluorescence filter wheel, fluorescence shutter, Halogen lamp, field stop, and z-axis drive) and a scanning stage that holds four microscopic slides (SCAN 100ϫ100 [Märzhäuser, Wetzlar, Germany]; stage controller MCP4 [Carl Zeiss]). Image pairs were acquired at a ϫ64 magnification (Plan Apochromat; Carl Zeiss) with a cooled slow-scan blackand-white charge-coupled device camera (ORCA [Hamamatsu, Herrsching, Germany]; 1,280 ϫ 1,024 pixel resolution, with 1 pixel Х 0.106 m in the microscopic image) at 2 excitation wavelengths for DAPI and Cy3. Fluorescence filter sets were Zeiss 01 for DAPI (Carl Zeiss) and a custom-made filter set for Cy3 (excitation, 530 Ϯ 40 nm; BeamSplitter setting, 555 nm; emission, 620 Ϯ 120 nm [Chroma, Brattleborough, Vt.]). All microscope functions, as well as image acquisition and storage (after JPG compression), were controlled by a personal computer equipped with an Intel Pentium III processor.
Software and image analysis. The application was realized by using the interpreter language of the image analysis package KS400 (Carl Zeiss Vision, Hallbergmoos, Germany) in the Microsoft Windows NT4.0 operating system. The KS400 software not only gives full control of all hardware functions (microscope, stage, and camera) and provides numerous high-level image analysis and measurement strategies but also includes a rich list of common programming features such as the looping and nesting of subroutines, several variable types, shell commands, and the design of a simple user interface.
The KS400 package also features a proprietary autofocusing routine. This routine was very reliable at incident light but had a high failure rate in fluorescence illumination (displacement from true focal position in 58.5% of cases [n ϭ 470]). To analyze this difference, we quantified the focal information contained in triplicate z-stacks of 60 images acquired either in brightfield or fluorescence illumination. Focal information was operationally defined as the standard deviation of all pixel intensities in a single image (18) because this parameter formed a distinct maximum at the optimal focal position of the DAPI-stained cells.
Object detection in images of DAPI-stained cells ("DAPI gray image") was performed basically as described previously (31) . Images were first standardized by determining the mean background gray level and remapping the image gray values to the total gray value range by using this value. Edge detection was performed by gradient transformation, i.e., approximating a second derivative within a 5ϫ5 neighborhood with a "Mexican hat" filter (27) . The resulting image was smoothed by a 3ϫ3 neighborhood median filter and automatically thresholded at a fixed gray value to achieve a DAPI binary image. Objects above and below a preset pixel area (12 to 500) were discarded from the binary images. Colocalization was determined by calculating a minimum of the negative DAPI binary image and the image of FISH-stained cells ("FISH gray image"). The threshold in the resulting image was set at a fixed gray value. This ensured that only objects in the FISH gray image were detected that also showed DAPI fluorescence. The threshold gray value was calculated from the average background gray value of the FISH gray image multiplied by a signal-to-noise-ratio factor. The value of this factor was empirically determined in a threshold series ranging from 110 to 200% of the FISH gray image background as the detection limit for probe-positive cells.
The relative abundances of hybridized bacteria in 57 samples at different signal-to-noise-ratio thresholds were compared statistically to the results of manually counting the percentages of FISH-stained cells in these samples. The evaluation criteria were (i) a maximum of the regression coefficient of a linear regression of manual versus machine counting, (ii) a minimal deviation of the slope of this regression from 1, and (iii) a y intercept of the regression close to 0. In addition, the detection level of false-positive cells at each thresholding level was determined on 10 samples hybridized with the EUB338 antisense probe NON338.
RESULTS

Application development.
Because the overall application is fairly complex and required the optimization of several critical subsystems, a modular approach was chosen during software development. Individual modules were coded and tested separately for (i) autofocusing at incident and fluorescence illumination; (ii) image acquisition, quality control, and storage; (iii) stage movement across a single sample and between samples; (iv) image processing and evaluation; and (v) counting data acquisition and storage. Figure 1 schematically depicts the integration of the individual actions into the complete duty cycle of automated counting. In addition, an offline analysis routine for the evaluation of series of stored image pairs at several conditions of image processing was produced. This extra tool was used to develop the object detection and colocalization algorithms, and optimize their precision compared to manual counting. A complete listing of the KS400 macros can be obtained upon request from the corresponding author.
Control of stage movement. The reliability of the counting machine was greatly improved by ensuring that the system acquired images exclusively within the borders of individual samples. This was achieved (i) by producing a blueprint for approximating the required minimal size of filter sections and their exact positioning on individual microscopic slides and then storing these sample positions in a list of absolute stage coordinates (the absolute position list) ( Fig. 2A) and (ii) by encoding a triangular walk path of the motorized stage across a single sample in two simple variable lists that give the relative x and y movements for reaching each subsequent position (relative position list) (Fig. 2B) . The maximum number of potentially inspected fields per sample was set to 50, with an interspace of 394 m between individual fields. By nesting the 2632 PERNTHALER ET AL. APPL. ENVIRON. MICROBIOL.
relative position list within the absolute position list, a reliable fully automated scanning of several filter sections could be achieved. In addition, a higher sample density per slide was made possible by alternating the orientation of the triangular filter pieces ( Fig. 2A ) and switching the sign (i.e., direction) of the relative position list between samples. Fluorescence and bright-field focusing. Autofocusing at incident light on pores of the membrane filters was found to operate more reliably from greater distances (albeit at reduced vertical resolution) than autofocusing on fluorescence signals. Since the focal maximum in bright-field images was displaced from the target focal plane of the DAPI-stained cells by an almost constant factor (Fig. 3A) , bright-field autofocusing could be utilized as a reliable backup routine. At distances between 2 and 15 m above and below the actual focal plane, the focal information in successive images (i.e., the absolute changes in the standard deviations of image gray values between successive images) was higher in bright-field images than in fluorescence images (Fig. 3B) . In contrast, at distances close to the focal plane the focal information in the fluorescence image was more precise. Therefore, we established a double autofocusing strategy. A first coarse autofocusing routine at incident light was performed between individual filter pieces, followed by a second autofocusing step at epifluorescence illumination. Regular autofocusing at different positions within a single sample was carried out at fluorescence illumination only. The bright-field autofocusing routine was, however, automatically called if three badly focused positions were encountered in a row at fluorescence illumination. This effectively restored the focusing plane.
An optimal autofocusing procedure at fluorescence illumination was established as follows: first, an unfocused image was captured at UV illumination. The camera shutter speed was then adjusted in a feedback loop until the average gray value of the captured image ranged between 50 and 75. Next, the internal software autofocusing routine was evoked. A stack of five images was captured within a range of Ϯ2 m above and below the suggested focal plane. The "true" focal plane was then determined as the point of inflection of the standard deviation of gray values within the image stack (Fig. 3) . This strategy allowed the independent testing of focal quality: a microscopic field was rejected as out of focus if no such inflec- tion point could be established, i.e., if the maximal absolute changes in the differences of the standard deviations of subsequent images were below an empirically determined threshold value. In 57 test samples, an average of 27% (range, 2 to 71%) of image pairs were excluded after such focus quality testing. Counting precision, system performance, and application. The coefficients and the slopes of linear regressions at different thresholds of the FISH gray image indicated that detection at a signal-to-noise ratio of only 1.3 (i.e., 130% of average background gray value in the probe image) was appropriate for obtaining high counting precision across a range of 3 to 85% of the hybridized cells (Fig. 4) . This was reflected in a regression with a slope close to 1 and a y intercept close to 0. This regression explained the maximal amount of the observed variability (Table 1 ). In 10 samples hybridized with probe NON338 a threshold level of 130% resulted in false-positive detection that was, on average, Ͻ1% of the total counts (total of 238 false-positive results in 33,747 counted cells) (Fig. 5) . The variability of automated counting of 10 parallel samples hybridized with probe CF319a was comparable to the variability of manual counting if 750 or more DAPI-stained cells per sample were quantified (Fig. 6) . The mean acquisition and evaluation time of one well-focused image pair was 20 Ϯ 5 s. The automated counting of all hybridized cells in a total of 2,000 DAPI-stained objects on a single filter section required between 5 and 10 min (depending on the quality of the sample, i.e., total number of acquisition attempts). The system allowed the evaluation of Ͼ50 individual samples per day without operator interference other than reloading the stage with new microscopic slides.
In bottle incubations of unfiltered North Sea water, little change in the relative proportions of cells hybridizing with probes ROS537 was observed (Fig. 7) . The relative abundances of NOR5-730 and SAR86-1249 significantly decreased during the study period (there was no overlap in the ranges of triplicates after 9 h of incubation). In contrast, the addition of either a mix of amino acids or amino acids plus cyclic AMP (cAMP) did not visibly affect the proportions of cells hybrid- 
DISCUSSION
Automated counting of aquatic bacteria. Fully automated digital microscopy for the operator-independent counting of multiple samples has been described for oral biofilms and human gut microflora (17, 18, 39) , but no such system has been specifically developed for environmental microbiology. We set up a prototype counting machine from four standardized components (microscope, stage, camera, and computer) for the automated evaluation of Ͼ25 picoplankton samples. This represented a financial investment comparable to the acquisition of a benchtop flow cytometer. Unlike flow cytometry, presently there are no off-the-shelf systems for microscope automation, so substantial effort had to be put in the seamless integration of the individual modules for operator-independent cell counting ( Fig. 1) .
In combination with the recently described CARD-FISH staining (24) , our application allowed a reliable high-throughput enumeration of microbial populations in plankton samples or in other highly diluted bacterial suspensions (Fig. 4) . The central innovation of our design is its adaptation for counting bacteria on membrane filter sections (Fig. 2) rather than cells that are directly spotted on multiwell slides. Since phase-con- AUTOMATED COUNTING OF MARINE PICOPLANKTONtrast images of bacterial cells could not be produced in our type of preparations, we needed to develop a direct focusing strategy for fluorescently labeled objects. The introduction of a second "backup" focusing mode substantially improved system performance. This actually mimicks the behavior of a human expert, since focusing in bright field onto the pores of a membrane filter would also be the typical strategy of a microscopist who has lost the focal plane at epifluorescence illumination. Clearly, the focal information of a membrane filter surface at incident light is less precise but ranges much further in the z dimension than the signal from the fluorescent cells on the filter surface (Fig. 3) .
One obvious future improvement of the counting machine would be the automated determination of the biovolumes of different taxa (7, 27, 36) . We deliberately did not include cell sizing options in the prototype application, although the software realization would be rather simple (i.e., adding measurement parameters to the database). For one, the accuracy of cell sizing at a ϫ64 magnification might not be sufficient for bacterioplankton samples. At this magnification the size of a single pixel is ca. 0.1 m. The majority of planktonic cells are Ͻ0.4 m in length (38) . Such objects would thus be sampled by less than 20 pixels in total. This decreases the precision of biomass determinations to inacceptable levels, considering the high resolution of present-day digital cameras. On the other hand, the counting at a higher magnification would slow down the evaluation considerably, and abundance determination was the primary task of the automated system. Moreover, we did not produce binarized images of the FISH-stained cells but only detected FISH-positive cells by their fluorescence intensities. Since bacterial cell sizes derived from DAPI staining may underestimate their real dimensions (30, 40) , it was not considered appropriate to calculate biomasses of different bacteria from the object sizes in the DAPI image.
Counting precision. The central aim of the study was to determine whether and how the error level of an expert assessor can be reached by an automated system. For this purpose, we developed a strategy to quickly adapt the overall sensitivity and precision of the instrument to a specific sample type, based on a "learning set" of manually evaluated samples. Regression analysis was used to adjust the performance of automated counting (Table 1) . By choosing signal-to-background thresholding conditions that resulted in a regression slope of ca. 1 and a y intercept close to 0, we could obtain unbiased estimates in samples containing very different percentages of hybridized cells (Fig. 4) . At the selected detection conditions, the average level of false-positive signals was acceptable (Ͻ1%) (Fig. 5) . This adaptive calibration approach greatly increases the flexibility of the system, since only one central parameter (the difference between probe signal and background) needs to be adjusted for other sample types. Figure 6 depicts the limits of increasing the precision of population size estimates after CARD-FISH by raising the counting effort per individual sample. The automated counting of more than 750 to 1,000 DAPI-stained cells per individual preparation did not further reduce the variability of parallel preparations. At relative abundances of 30% of the total counts, the 95% confidence intervals of 10 replicate FISH counts were below Ϯ1.5% both for automated evaluation (of Ͼ750 cells) and manual counting (Ͼ1,000 cells per sample) (Fig. 6 ). This indicates that it was not the automation of cell counting that was limiting the precision of the parallel counts but rather the total variability related to the FISH assay (preparation, staining, distribution of cells on filter, etc.).
Limitations and potential of automation. There are at least two strategies for the automated microscopic counting of bacterial cells in environmental samples. Daims et al. (12) presented a highly sophisticated (semiautomated) quantification technique for complex samples that is based on confocal microscopy and equivalent area measurements. Arguing from the viewpoint of biofilm research, the authors state that any counting technique "suitable for microbial ecology should provide precise results for environmental samples containing bacteria that are not homogeneously distributed." However, in many cases it might be less technically demanding to invest in the development of adaequate extraction and homogenization techniques and to produce preparations of cells that are randomly distributed in a monolayer on a surface for subsequent counting. This latter approach has been successfully adopted for the manual counting and identification of bacteria in marine sediments and freshwater biofilms (3, 20) or for the fully automated quantification of bacterial populations from complex dental biofilms or human feces (17, 18) . Nevertheless, in its present form our counting system is not designed for such difficult samples, and more sophisticated cell recognition algorithms need to be implemented to distinguish various bacterial morphotypes from particles or to effectively separate aggregated cells (37) .
A counting machine will, of course, never be able to completely replace manual evaluation of microscopic preparations. Automated systems are not very versatile with respect to sample quality, and recalibration is required for sample sets from different habitats ( Table 1 ). The potential of microscope automation rather lies in the rapid evaluation of high numbers of samples that are monotonously similar with respect to cell density and/or morphology. Examples are the counting of numerous microbial populations in horizontal transects and depth profiles from open ocean cruises or the evaluation of parallel treatments during short-term incubations in bottles or dialysis bags. Figure 7 illustrates such a typical application for automated counting: it has been reported that the addition of cAMP to cultivation medium significantly increases the cultivation efficiency of marine bacteria on agar plates (9). We thus investigated whether an immediate stimulating effect of cAMP on particular bacterioplankton groups can be established in North Sea surface waters in the presence of a particular class of substrates (amino acids). An incubation period of 9 h was considered adaequate because activation and enrichment of other opportunistic bacterial groups is usually observed within this period (14, 26) . No pronounced effects of cAMP addition on the relative abundances of the studied populations was found (Fig. 7) compared to the addition of amino acids only. This indicates that cAMP addition does not favor the enrichment of members from these groups in seawater amended with amino acids. The rapid evaluation of population changes in liquid culture by automated counting could thus help to test the effects of a wider range of treatments and eventually facilitate the directed isolation of novel bacterioplankton groups (16, 34) .
At present, investigations into microbial community struc- ture by FISH analyze fewer than 10 different taxa in fewer than 25 stations, time points, or depth layers (11, 20, 29) . The scale of such studies is mainly limited by the amount of hours a skilled expert is prepared to spend on the tedium of enumerating cells. Automated microscopic FISH counting may thus eventually become as valuable for the study of the heterotrophic marine picoplankton as flow cytometry has been for the autotrophic picoplankton (10, 23) and help to elucidate the occurrence and distribution of different microbial populations in the sea.
