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Résumé et mots clés
En stéréovision binoculaire, la mise en correspondance est une étape cruciale pour réaliser la reconstruction
3D de la scène. De très nombreuses publications traitent ce problème. Ainsi, le premier objectif est de 
proposer un état de l'art des méthodes de mise en correspondance. Nous synthétisons cette étude en 
présentant un algorithme générique complet faisant intervenir des éléments constituants permettant de 
décrire les différentes étapes de la recherche de correspondances. Une des plus grandes difficultés, au cours
de l'appariement, provient des occultations. C'est pourquoi le second objectif est de présenter un état de l'art
des méthodes qui prennent en compte cette difficulté. Enfin, le dernier objectif est de présenter de nouvelles
méthodes hybrides, dans le cadre des méthodes locales à base de corrélation. Nous nous appuyons sur 
l'utilisation de deux mesures de corrélation permettant de mieux prendre en compte le problème des 
occultations. Les résultats mettent en évidence la meilleure méthode qui consiste à fusionner deux cartes de
disparités obtenues avec des mesures différentes. 
Stéréovision, mise en correspondance, occultations, corrélation. 
Abstract and key words
In binocular stereovision, the accuracy of the 3D reconstruction depends on the accuracy of matching results.
Consequently, matching is an important task. Our first goal is to present a state of the art of matching methods. We
define a generic and complete algorithm based on essential components to describe most of the matching methods.
Occlusions are one of the most important difficulties and we also present a state of the art of methods dealing with
occlusions. Finally, we propose matching methods using two correlation measures to take into account occlusions. The
results highlight the best method that merges two disparity maps obtained with two different measures.
Stereovision, matching, occlusions, correlation.
traitement du signal 2007_volume 24_numéro 6 405
1. Introduction
En vision par ordinateur, le but est de trouver, à partir d’images
acquises par un ou plusieurs capteurs, des informations relatives
aux formes, au mouvement et au relief de la scène. La recon-
naissance du relief concerne l’extraction automatique d’infor-
mations sur la structure 3D de la scène à partir d’une image, de
deux images (stéréovision binoculaire) ou d’un ensemble
d’images. Nous nous plaçons dans le cas de la stéréovision
binoculaire où trois étapes fondamentales permettent de retrou-
ver le relief de la scène : le calibrage, la mise en correspondance
et la reconstruction 3D. La mise en correspondance, appelée
aussi l’appariement, s’avère être une tâche délicate dont la qua-
lité du résultat détermine directement celle de la reconstruction
3D. Elle est plus difficile en présence de changements de lumi-
nosité, d’objets dont la texture est uniforme, de bruit et d’occul-
tations. 
La mise en correspondance stéréoscopique consiste à retrouver
dans les images gauche et droite, les éléments homologues,
c’est-à-dire les éléments qui sont la projection de la même entité
de la scène. Les éléments appariés peuvent être des pixels ou
des primitives structurées de l’image. L’utilisation de primitives
structurées limite la combinatoire lors de la recherche des cor-
respondances et offre la possibilité d’utiliser des attributs dis-
criminants permettant de lever des ambiguïtés. En revanche, il
est nécessaire de détecter au préalable ces primitives structu-
rées. De plus, leur mise en correspondance ne permet pas d’ob-
tenir une reconstruction dense de la scène. Dans le cadre de cet
article, nous nous intéressons à la mise en correspondance dense
de pixels. 
Un des problèmes les plus délicats en vision par ordinateur est
le problème des occultations. De très nombreux chercheurs ont
tenté de prendre en compte cette difficulté. Dans de précédents
travaux [19], nous avons d’ailleurs proposé de nouvelles
mesures de corrélation robustes aux occultations. Les résultats
obtenus avec ces mesures sont les meilleurs dans les zones des
occultations alors que dans les zones sans occultation, ces
mesures n’obtiennent pas toujours les meilleurs résultats. Ainsi,
nous proposons de nouvelles méthodes s’appuyant sur l’utilisa-
tion d’une mesure classique dans les zones sans occultation et
d’une mesure robuste dans les zones des occultations. 
Dans un premier temps, notre objectif est de répertorier les
approches qui peuvent être appliquées au cas de la mise en cor-
respondance stéréoscopique de pixels et de les caractériser par
leurs éléments constituants, puis de proposer une nouvelle clas-
sification. Par la suite, après avoir distingué les différentes
manières de prendre en compte les occultations, nous introdui-
sons les méthodes proposées. Les résultats exposés en dernière
partie mettent en évidence la meilleure méthode qui consiste à
fusionner deux cartes des disparités. 
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2. Appariement de pixels
Il existe de nombreuses publications sur la mise en correspon-
dance et il est difficile d’en donner un état de l’art exhaustif 
[39, 17]. Nous adoptons une décomposition des méthodes en
éléments constituants qui interviennent dans un algorithme
générique complet. 
2.1. Éléments constituants
Généralement, les méthodes de mise en correspondance sont
décrites sous la forme d’un problème de minimisation d’une
fonction d’énergie, le coût global, ou de plusieurs fonctions
d’énergie, les coûts locaux. L’état de l’art le plus abouti est celui
de Scharstein et Szeliski [80] qui distinguent quatre éléments
constituants pour caractériser les méthodes de mise en corres-
pondance stéréoscopique de pixels1. Nous avons complété ces
travaux en distinguant les éléments constituants suivants :
- les primitives à apparier et leurs attribut (pixels ou primitives
structurées [53]) ; 
- le prétraitement des images (tente notamment de supprimer le
bruit) ; 
- le coût global de mise en correspondance qui détermine à quel
point les correspondances sont en accord avec le modèle choisi
(ce coût comprend un coût de correspondance faisant intervenir
des coûts locaux et un coût des contraintes composé de coûts de
voisinage) ; 
- la zone d’agrégation (pixels voisins des pixels étudiés qui sont
pris en compte pour calculer les différents termes du coût glo-
bal de mise en correspondance) ; 
- le support (ensemble des pixels pour lesquels on cherche un
correspondant) ; 
- la zone de recherche (pour chaque pixel du support, il s’agit
des pixels candidats) ; 
- la méthode d’optimisation (permet de trouver la valeur mini-
male du coût global et de déterminer ainsi les couples de pixels
retenus comme correspondants) ; 
- l’affinement des résultats (tente de corriger a posteriori
d’éventuelles erreurs) ; 
- les passages multiples dans le cas où la méthode effectue plu-
sieurs fois la mise en correspondance avec des techniques diffé-
rentes pour combiner les avantages de chacune ; 
- la multirésolution (réduit le temps de calcul). 
Cette caractérisation semble convenir pour décrire la plupart des
méthodes existantes. Certains de ces éléments constituants sont
essentiels : les primitives, le coût global, le support, la zone
d’agrégation et la méthode d’optimisation. Par la suite, nous
présentons l’algorithme générique complet qui met en évidence
l’utilisation de ces dix éléments constituants, puis, nous les
décrivons. 
1 http://vision.middlebury.edu/stereo/
2.2. Algorithme générique complet
Les méthodes existantes ne passent pas automatiquement par
toutes les étapes de l’algorithme 2.1 que nous appelons l’algo-
rithme générique complet. Les étapes 1 et 2e correspondent au
schéma multirésolution. L’étape 2a n’est effectuée que par les
méthodes qui nécessitent des calculs préliminaires. L’étape 2d
n’est réalisée que par les méthodes qui traitent les erreurs d’ap-
pariement. 
2.3. Définitions et notations
Nous notons Il, avec l = g,d , les images gauche et droite, de
taille Nl = N ligl × N coll . Le pixel de l’image Il de coordonnées
(i j)T est noté pi, jl et le niveau de gris associé est I
i, j
l . Le vec-
teur transposé de v est noté vT et ‖v‖ est sa norme euclidienne.
Nous nous plaçons dans le cas où la mise en correspondance est
effectuée de l’image gauche vers l’image droite mais toutes les
explications et les formules peuvent être utilisées dans le cas
inverse. Une manière de représenter le résultat d’une mise en
correspondance consiste à associer à chaque pixel pi, jg de
l’image gauche un vecteur appelé disparité, défini par ses com-
posantes (u − i v − j)Toù (u v)T sont les coordonnées dans
l’image droite du point correspondant au pixel pi, jg . Nous pou-
vons assimiler le problème de la mise en correspondance à la
recherche d’une fonction de disparité d qui attribue une dispa-
rité à chaque pixel pi, jg :
d : N2 −→ R2
pi, jg −→ d(pi, jg ) = (u − i v − j)T .
Lorsqu’une disparité réelle est calculée, il s’agit d’un apparie-
ment au sous-pixel. La plupart des méthodes calculent des dis-
parités entières, et dans ce cas, l’expression (1) devient :
d : N2 −→ Z2. 
2.4. Contraintes
Une contrainte est une propriété liée à une correspondance qui
découle d’hypothèses faites sur : la géométrie du capteur
(contrainte épipolaire), la géométrie de la scène (contraintes
d’unicité, d’ordre et de symétrie) ou la réflectance de la surface
des objets ainsi que le type et la position de la source lumineuse.
Cette dernière hypothèse concerne la contrainte de dissimilarité,
cf. § 2.7. Nous présentons les contraintes les plus utilisées, en
détaillant celles que nous utilisons par la suite. 
La contrainte épipolaire peut être utilisée pour faciliter la mise
en correspondance en réduisant la zone de recherche. Elle per-
met d’obtenir une relation entre les points de l’image gauche et
de l’image droite qui ne dépend que des paramètres des camé-
ras et des coordonnées image et qui est indépendante des coor-
données du point de la scène [4]. La rectification épipolaire
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consiste à se ramener à une configuration du capteur dans
laquelle deux pixels qui se correspondent se trouvent sur la
même ligne [43]. Cette configuration simplifie la méthode de
recherche des correspondants car la disparité est seulement une
différence de colonnes et l’expression (2) devient :
pi, jg −→ d(pi, jg ) = (0 v − j)T. À partir de ce paragraphe,
nous supposons toujours que nous travaillons avec des images
rectifiées. 
La contrainte d’unicité, largement employée en stéréovision, est
donnée par :
Si (pi, j1g + d(pi, j1g ) = pi,vd )
alors ∀ j2 
= j1,pi, j2g + d(pi, j2g ) 
= pi,vd .
Si deux pixels différents ont le même correspondant, alors la
contrainte d’unicité n’est pas vérifiée. Cette contrainte peut être
violée : quand un plan de la scène est très incliné par rapport à
l’une des deux caméras, l’effet de raccourcissement peut appa-
raître et ainsi tous les pixels n’ont pas forcément un correspon-
dant unique. 
La contrainte d’ordre est très utilisée en stéréovision et elle est
définie par :
Si (pi, j1g + d(pi, j1g ) = pi,v1d )
et (pi, j2g + d(pi, j2g ) = pi,v2d )
alors ( j1 − j2)(v1 − v2) ≥ 0.
Elle signifie que l’ordre des pixels de l’image gauche le long de
la droite épipolaire doit être le même que celui de leurs corres-
pondants. Cette contrainte peut aussi être violée lorsque, par
exemple, l’angle entre le plan image et la direction induite pas
les positions des deux objets est important. Les contraintes
Algorithme 2.1. Mise en correspondance stéréoscopique 
de pixels. La zone d’agrégation et la zone de recherche 
interviennent aux étapes A et C. 
Pour chaque passage faire
1. Construire pyramide d’images
2. Pour chaque niveau (pyramide) faire
(a) Prétraiter images
(b) Partitionner ensemble des pixels en supports
(c) Pour chaque support faire
i. Pour chaque itération faire
A. Calculer coûts locaux 
B. Calculer coût de correspondance
C. Calculer coûts de voisinage 
D. Calculer coût des contraintes
E. Calculer coût global 





d’ordre et d’unicité ont été très utilisées ; une variante de ces
contraintes, la consistance faible qui permet d’interdire moins
de correspondances, a même été proposée dans [58]. 
La contrainte de symétrie ou consistance forte [58] est souvent
utilisée et elle est définie par :
Si(pi, jg + d(pi, jg ) = pi,vd ) alors pi,vd + d(pi,vd ) = pi, jg .
Deux mises en correspondance sont effectuées, de la gauche
vers la droite puis de la droite vers la gauche. Si un pixel pi, jg a
pour correspondant le pixel pi,vd , alors, lors de la seconde mise
en correspondance, pi,vd doit avoir pour correspondant p
i, j
g . La
contrainte de symétrie assure la contrainte d’unicité. Cette
contrainte est forte et, dans certains travaux [25], les auteurs ont
proposé une version qui tolère une erreur de quelques pixels, la
symétrie faible. 
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Il existe d’autres contraintes, comme la contrainte de continuité
figurale [70], la limite du gradient de disparité [50, p. 185] et la
contrainte de rang [76]. 
2.5. Attributs des pixels
Les correspondances peuvent être recherchées pour une partie
des pixels – mise en correspondance partielle – ou pour tous les
pixels – mise en correspondance dense. Pour la mise en corres-
pondance dense, l’attribut utilisé peut être le niveau de gris
(c’est le plus populaire) ou la couleur. Pour la mise en corres-
pondance partielle, on met en correspondance des pixels de
l’image qui correspondent à des points particuliers dans la
scène, comme par exemple : les points d’intérêt [42, 64, 84, 86]
ou les points contour [18, 83]. 
2.6. Prétraitement des images
Le prétraitement des images est lié aux images utilisées, aux
pixels pris en compte et aux attributs associés aux pixels choi-
sis. Les différents cas que nous pouvons distinguer sont les sui-
vants :
- Pour améliorer les images – Pour tenter d’éliminer d’éventuels
bruits dans les images, avant d’effectuer une détection de pixels
particuliers, Kim et al. [56] utilisent un laplacien de gaussien. 
- Pour détecter les pixels particuliers de l’image – Il est néces-
saire d’appliquer un opérateur de détection au préalable pour
localiser les pixels particuliers et les attributs associés, cf. § 2.5. 
- Pour extraire les attributs des pixels – Certaines méthodes
s’appuient soit sur le calcul des dérivées des images [81, 94],
soit sur des transformations de rang [103].
- Pour effectuer une segmentation en régions – Ces dernières
années ont vu se multiplier les méthodes coopératives qui intè-
grent une segmentation [48, 97]. 
2.7. Coûts de mise en correspondance, zones d’agrégation 
et support
Le coût global de mise en correspondance évalue à quel point
les correspondances sont valides :
Eglobal(d) = (1 − λ)Ecorresp(d) + λEcont(d), (3)
où λ ∈ [0; 1] permet d’ajuster l’influence des deux termes :
Ecorresp, le coût de correspondance, terme d’attache aux don-
nées, et Econt, le coût des contraintes modélisant les interactions
entre les pixels considérés. Résoudre le problème de la mise en
correspondance, formulé de cette manière, consiste à trouver la
fonction de disparité d qui minimise ce coût Eglobal. 
Le coût de correspondance évalue à quel point un ensemble de
correspondances est fiable ; il est déterminé par la somme sur le
v∗ v2





















Coordonnées des pixels candidats
Les contraintes d’ambiguïté et d’imprécision sont spécifiques
au cas des méthodes locales [27], cf. figure 1, et permettent
d’évaluer la qualité des résultats obtenus après le calcul des
coûts locaux. Les deux critères évalués proviennent d’une ana-
lyse de la courbe constituée par les coûts locaux sur la zone de
recherche. L’ambiguïté permet de mesurer la gravité d’une
grosse erreur que l’on a pu commettre en choisissant un pixel
alors qu’il en existe un autre pour lequel le coût local (score de
corrélation) était proche. Plus précisément, s’il existe un score
de corrélation s j,v proche de s j,v
∗
, c’est-à-dire, tel que
|s j,v − s j,v∗ | ≤ Ta (Ta est un seuil à fixer) alors l’ambiguïté
correspond à |v − v∗| . L’imprécision permet de quantifier l’er-
reur de localisation, c’est-à-dire la gravité d’une petite erreur
que l’on a pu commettre. Plus précisément, s’il existe v1 et v2
tels que v∗ ∈ [v1; v2] et quel que soit v ∈ [v1; v2] le score s j,v
est proche du score s j,v
∗
, c’est-à-dire, tels que
|s j,v − s j,v∗ | < Ti (Ti est un seuil à fixer) alors l’imprécision
correspond à |v1 − v2| . 
Figure 1. Ambiguïté et imprécision – Nous illustrons ce calcul
en utilisant un coût local dont l’intervalle de variation est
[−1; 1] , en supposant que l’on cherche un maximum et avec
Ta = Ti = 0.25. 







avec pi,vd = pi, jg + d(pi, jg ).
Le coût local correspond au coût d’une correspondance et il est
défini par :

















où ZA(pi, jl ) est la zone d’agrégation ou fenêtre de corrélation
(ensemble de pixels connexes au pixel étudié). Le coût de dissi-
milarité Ediss évalue à quel point deux pixels sont différents. 
Le coût des contraintes modélise les contraintes entre les pixels





Le coût du voisinage permet d’évaluer l’effet de la contrainte
sur le pixel étudié et ses voisins :
Evois(pi, jg ) =
∑




Le coût de lissage Eliss permet de comparer les disparités asso-
ciées aux deux pixels considérés. 
Une manière très répandue de classer les méthodes de mise en
correspondance consiste à distinguer les méthodes locales et
globales [16]. Les méthodes locales effectuent Ng minimisa-
tions des coûts locaux et la taille de la fenêtre de corrélation est
toujours strictement supérieure à un pixel. Les méthodes glo-
bales effectuent une minimisation du coût global. Nous repre-
nons cette classification en la complétant et en distinguant : les
méthodes locales, les méthodes globales dont la zone d’agréga-
tion est réduite à un pixel, les méthodes globales dont la zone
d’agrégation n’est pas réduite à un pixel. 
Les méthodes locales sont aussi appelées méthodes par corréla-
tion. Dans cet article, une mesure de corrélation évalue le degré
de dissimilarité entre deux ensembles de pixels. Il y a Ng sup-
ports, chacun étant réduit à un singleton noté S i, j = {pi, jg }. La
zone ZA peut être une fenêtre carrée centrée sur le pixel consi-
déré ou une fenêtre adaptative, cf. § 3.4. Le coût Ediss peut être
une mesure de corrélation [5, 9, 20] ou d’information mutuelle
[45]. Il n’y a pas de coût des contraintes et la disparité d est don-
née par une méthode de recherche exhaustive, winner take all,
notée WTA:
d(pi, jg ) = (0 v − j)T
avec pi,vd = argmin
pi,v
′
d ∈ Zd (p
i, j
g )
Elocal(pi, jg , p
i,v′
d ),
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où Zd(p
i, j
g ) correspond à la zone de recherche associée au pixel
pi, jg , cf. algorithme 2.2. 
Pour les méthodes globales, la zone d’agrégation du coût local





d ) = Ediss(pi, jg ,pi,vd ). Le support S peut être
l’image entière (une seule optimisation est à réaliser) ou une
zone plus restreinte. La plupart des coûts de dissimilarité s’ap-
puient sur une fonction de la différence des niveaux de gris qui
peut être : une fonction exponentielle [89], la valeur absolue
[14], le carré [57] ou la dissimilarité s’appuyant sur les niveaux
de gris interpolés linéairement autour des deux pixels étudiés
[10]. Le coût de lissage Eliss a pour but de pénaliser les dispari-
tés différentes des disparités du voisinage [7, 38]. Il peut utiliser
soit des comparaisons avec les disparités voisines [7], soit un
terme de pénalité. Celui-ci peut s’appuyer sur un seuil sur la dif-
férence de disparité avec le voisinage [12], sur une détection des
occultations [87], sur la contrainte d’unicité [69, 101], d’ordre
[40] ou de symétrie [65]. 
Enfin, nous appelons méthodes mixtes celles dont le coût global
respecte l’équation (4), contrairement aux méthodes globales.
Le coût local peut correspondre à une mesure de corrélation [1].
Les contraintes utilisées sont, entre autres, les mêmes que celles
décrites dans le § 2.7. 
Algorithme 2.2. Méthode locale de mise en correspondance 
de pixels – C’est une instance de l’algorithme 2.1 (cf. § 2.7).
Les étapes B à E ne sont pas effectuées 
et la boucle 2(c)i est absente. 
Pour chaque passage faire
1. Construire pyramide d’images
2. Pour chaque niveau (pyramide) faire
(a) Prétraiter images
(b) S i, j = {pi, jg }
(c) Pour chaque S i, j faire












Pour minimiser le coût global, nous distinguons les méthodes à
variables continues [100] (appariement au sous-pixel) des
méthodes à variables discrètes (appariement « au pixel » : la
disparité est entière). Nous nous intéressons aux méthodes à
variables discrètes car, en vision par ordinateur, elles sont les
plus utilisées. Une optimisation discrète est réalisée et l’espace
des solutions est fini car la zone de recherche est bornée. De
nombreuses méthodes d’appariement ont utilisé des techniques
d’optimisation qui font appel à la même modélisation : les
champs de Markov aléatoires :
- Programmation dynamique – Bellman et Dreyfus [8] en sont
les fondateurs et de très nombreuses méthodes de mise en cor-
respondance l’utilisent [30, 36]. 
- Recuit simulé –  L’échantilloneur de Gibbs ou l’algorithme de
Metropolis [29] ont été utilisés pour la mise en correspondance
dans [6, 73]. 
- Relaxation – Davis et Rosenfeld [26] sont les premiers à avoir
proposé cette technique en vision par ordinateur. 
Pour la mise en correspondance, le principe est exposé dans
[105]. 
- Coupure de graphe –  Introduite par Roy et Cox [78], l’utili-
sation de flot de graphe pour la mise en correspondance a été
formalisée par Veksler [95] et développée dans [15, 57, 90]. 
- Réseaux de neurones – Hopfield [49] a été le premier à abor-
der cette technique qui a été adaptée à la mise en correspon-
dance [98]. 
- Propagation de croyance – Cette méthode, belief propagation,
introduite par Pearl [74] en intelligence artificielle, a été reprise
en vision par ordinateur dans [98]. 
- Algorithmes génétiques – Holland [47] est le premier à avoir
exposé des algorithmes génétiques fondés sur la théorie de
l’évolution de Darwin. Ces algorithmes ont été adaptés à la mise
en correspondance dans [79]. 
2.9. Approche à passages multiples
Nous distinguons les méthodes itératives (optimisation globale)
des méthodes à passages multiples (plusieurs calculs des dispa-
rités mais avec des techniques différentes). Afin d’obtenir une
estimation initiale des disparités, certaines méthodes effectuent
une première mise en correspondance locale [12] ou globale 
[7, 65]. Dans [66], après une première mise en correspondance
de points particuliers, la zone de recherche est adaptée pour les
autres pixels. Dans [32, 58], une nouvelle forme de fenêtre est
déterminée à partir des résultats d’un premier appariement.
Dans [67, 106], les coûts locaux sont modifiés en fonction de
ceux obtenus à l’étape précédente. Enfin, les méthodes par
croissance de germes effectuent une détection de points d’inté-
rêt [62] ou une segmentation [97], mettent en correspondance
une partie des pixels puis augmentent progressivement le
nombre de pixels. 
2.10. Affinement des résultats
Plusieurs techniques ont été proposées pour effectuer un calcul
plus fin, au sous-pixel, cf. [91] : les positions des correspondants
ne sont plus des valeurs entières mais réelles. La technique la
plus répandue utilise une interpolation quadratique des coûts
locaux, scores de corrélation obtenus pour les pixels voisins du
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correspondant trouvé [85]. Dans certains cas, lorsque l’apparie-
ment n’est pas dense, les auteurs décident de calculer une carte
dense en interpolant les disparités trouvées [33, 58]. Dans de
nombreux articles, l’ensemble des correspondances finales subit
des corrections afin d’éliminer des erreurs. Nous pouvons citer
deux buts : supprimer des correspondances [56, 88, 104] et cor-
riger les erreurs de disparités [32]. 
2.11. Approche multirésolution
Le but de la multirésolution est d’utiliser différents niveaux de
résolution pour diminuer les temps de calcul. Le niveau le plus
grossier de la pyramide d’images ne conserve que les grandes
structures et le niveau le plus fin contient tous les détails. On
met en correspondance au niveau le plus grossier et on répercute
les résultats sur les niveaux plus fins. Il existe des pyramides
régulières [17] et des pyramides irrégulières [68] (jamais utili-
sées pour la mise en correspondance). Les pyramides régulières
les plus utilisées sont les pyramides gaussiennes [6, 65],
moyennes [23, p. 75-82] et non linéaires [24]. Pendant la pro-
pagation, en effectuant la mise en correspondance au niveau n,
la méthode employée est contrainte par les résultats du niveau
n + 1. Dans le cas d’une méthode locale [23, p. 79-82], les dis-
parités fournies au niveau n + 1 peuvent permettre de réduire la
zone de recherche au niveau n. 
2.12. Classification des méthodes
L’élément constituant le plus discriminant est le coût global. De
plus en plus de méthodes effectuent plusieurs appariements en
séquence avec différentes méthodes pour obtenir de meilleurs
résultats qu’en utilisant une seule technique ; c’est pourquoi,
nous distinguons quatre catégories de méthodes (cf. tableau 1) :
locales, globales, mixtes et à passages multiples. 
3. Étude des occultations
Le problème des occultations au cours de la mise en correspon-
dance étant crucial, nous proposons, d’une part, une étude des
méthodes existantes et, d’autre part, de nouvelles méthodes. 
3.1. Méthodes avec prétraitements
Une première approche [37] s’appuie sur un masque des occul-
tations. Les méthodes diffèrent par leur façon de le calculer mais,
généralement, elles s’appuient sur cette hypothèse : les occulta-
tions sont au niveau des contours de type « marche ». En effet,
souvent, les discontinuités de profondeur se trouvent aux fron-
tières des objets. Les techniques habituelles de détection des
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Tableau 1. Classification des méthodes de mise en correspondance – Nous précisons, entre parenthèses,
les années et le nombre de publications pour chaque type de méthodes. 
TYPE MÉTHODE D'OPTIMISATION RÉFÉRENCES
Méthode locale Recherche exhaustive [5, 9, 25, 31, 33, 34, 37, 46, 55, 63, 72, 81, 93, 94, 99, 103]
(1989-2003, 16)
Recherche exhaustive [89] 
Programmation dynamique [10, 12, 14, 30, 36, 38, 104]
Recuit simulé [6, 61, 73] 
Méthode globale Relaxation [105]
(1989-2005, 24) 
Coupure de graphe [15, 28, 48, 52, 57, 95] 
Réseaux de neurones [51, 69] 
Propagation de croyance [87, 90] 
Algorithmes génétiques [41, 79]
Programmation dynamique [92] 
Méthode mixte Recuit simulé [60] 
(1989-2004, 8) Relaxation [3, 11, 82] 
Coupure de graphe [1, 78]
Algorithmes génétiques [40] 
Recherche exhaustive [32, 58, 66] 
Croissance de germes [62, 96, 97] 
Méthode coopérative [67, 106]
Programmation dynamique [56, 70] 








Tableau 2. Classification des méthodes de mise en correspondance prenant en compte explicitement le problème des occultations –
Nous précisons, entre parenthèses, les années et le nombre de publications. 
TYPE RÉFÉRENCES  
Méthode avec prétraitements (2002-2005, 6)  [28, 37, 61, 87, 97, 104]
Méthode locale (1997-2005, 4) [22, 55, 59, 103]
Méthode globale (1989-2005, 12)  [1, 6, 7, 12, 28, 30, 36, 38, 52, 57, 65, 92]
Méthode locale à passages multiples (1992-2005, 11) [34, 35, 36, 46, 54, 63, 71, 72, 99, 102, 104]
Méthode avec affinement (1993-2003, 10) [2, 30, 31, 33, 58, 66, 67, 88, 104, 106]
contours sont le seuillage de la norme du vecteur gradient [75,
p. 503] ou la détection des passages par zéro de la dérivée
seconde dans la direction du gradient [83]. Une autre méthode
consiste à utiliser une segmentation initiale en régions [29, 87].
Les pixels proches des frontières des régions sont supposés être
occultés. 
3.2. Méthodes locales
Une autre manière de détecter les occultations est d’utiliser les
transformations locales [20]. Dans [55, 103], les auteurs utili-
sent non plus les niveaux de gris mais l’ordre des niveaux de
gris pour tenter de prendre en compte le problème des occulta-
tions. Dans [22, 59], les auteurs utilisent des outils de statis-
tiques robustes pour détecter les pixels occultés en considérant
leur niveau de gris comme des données aberrantes lors de l’es-
timation de la transformation qui relie les niveaux de gris des
voisinages des pixels homologues (les pixels des fenêtres de
corrélation comparées). 
3.3. Méthodes globales
Les méthodes globales qui prennent en compte le problème des
occultations ajoutent une contrainte d’occultation dans le coût
des contraintes. Nous distinguons les possibilités suivantes fai-
sant intervenir : la limite du gradient de disparité [6], un coût de
pénalité (qui peut dépendre de la contrainte d’unicité [52] ou
des disparités voisines [1, 92]), les disparités dans la zone
d’agrégation [12, 36] ou un modèle probabiliste de données
aberrantes [44]. 
3.4. Méthodes à passages multiples
Ils s’agit de méthodes locales à plusieurs passages. Une tech-
nique très populaire consiste à utiliser des fenêtres adaptatives
[71, 72]. Pour Lotti et Giraudon [63], la taille des fenêtres est
déterminée à partir d’une carte des contours : la fenêtre ne doit
pas contenir de contour. Dans [35, chap. 2, et 3], une carte des
disparités initiale est utilisée pour estimer l’ensemble des para-
mètres des transformations locales des fenêtres de corrélation.
Une deuxième mise en correspondance est réalisée en prenant
en compte ces transformations. Le principe des autres méthodes
est de faire varier la taille et la forme des fenêtres de corrélation
en fonction de la variation locale des niveaux de gris ainsi que
de la disparité. La mise à jour de la fenêtre de corrélation peut
être réalisée : en tenant compte d’une mesure d’incertitude 
[54, 71], en observant les disparités des pixels voisins [46], en
testant seulement un certain nombre de fenêtres [34]. 
Dans le cadre des méthodes à base de mesures pondérées, celle
de Zoghlami et al. [108] s’appuie sur le calcul de deux cartes
des disparités : les scores de corrélation calculés lors d’une pre-
mière étape de mise en correspondance sont utilisés pour attri-
buer à chaque pixel un poids qui sera utilisé dans une seconde
étape pour calculer un score de corrélation pondéré. De cette
manière, les pixels dont le score est mauvais dans la première
étape ont peu d’influence dans la seconde. 
Il existe aussi un nombre important de méthodes hybrides.
Weng et al. [99] effectuent une estimation initiale des dispari-
tés. Sur chaque droite épipolaire, les variations de ces disparités
sont étudiées : si le sens de variation change, cela implique une
occultation. Kanade [106] utilise une méthode locale coopéra-
tive. Après la première étape, pour chaque étape suivante, la
mesure de corrélation intègre un coût de pénalité qui dépend des
disparités des pixels voisins. Dans [58], les composants de dis-
parités, régions où la disparité est la même pour tous les pixels,
sont extraits de la première mise en correspondance. La
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deuxième étape prend en compte la forme de ces composants
pour recalculer le score de corrélation. Eklund et Farag [32]
appliquent un seuil sur les scores de corrélation obtenus lors de
la première étape. C’est seulement pour les pixels qui se trou-
vent au dessus de ce seuil que l’appariement va être effectué une
deuxième fois avec des formes variables de fenêtres. 
3.5. Méthodes avec affinement
Un pixel peut être détecté comme occulté si son correspondant
et lui-même ne respectent pas une contrainte (symétrie [2, 31],
ordre [30, 106] ou unicité [58, 104]), s’ils obtiennent une mesure
d’imprécision trop élevée [33] ou si leur score de corrélation est
au dessus d’un seuil [88]. Un histogramme local des disparités
pour un pixel donné peut être utilisé [31]. Si cet histogramme
contient deux modes, c’est-à-dire deux pics, alors le pixel est




Suite aux travaux que nous avons déjà réalisés [20, 21], nous
proposons une nouvelle approche faisant intervenir deux
mesures de corrélation avec des images en couleur : une mesure
classique utilisée dans les zones sans occultation et une mesure
robuste utilisée dans la zone des occultations. Nos algorithmes
de mise en correspondance sont de quatre formes différentes,
selon le moment où la détection de la zone des occultations est
réalisée. 
La taille des fenêtres de corrélation est (2Nv + 1) × (2Nh + 1)
et le nombre de pixels dans cette fenêtre est
Nf = (2Nv + 1)(2Nh + 1). Les niveaux de gris des pixels des
fenêtres de corrélation sont stockés dans les vecteurs
fl = (· · · I i+p, j+ql · · ·)T = (· · · f kl · · ·)T où f kl est l’élément
d’indice k de fl , p ∈ [−Nv; Nv] , q ∈ [−Nh; Nh] et
k ∈ [0; Nf − 1] . Une mesure de corrélation est notée Mes.
Nous notons d, dcla et drob les fonctions de disparité obtenues
respectivement avec les méthodes proposées, la mesure clas-
sique, notée Mescla , et la mesure robuste, notée Mesrob. 
Nous utilisons « cla » (resp. « rob ») en indice lorsqu’il s’agit
d’un calcul effectué avec la mesure classique (resp. robuste).
Les vecteurs ci, jl = (xi, jl yi, jl zi, jl )T , sont les couleurs des pixels
de coordonnées (i j)T dans Il. Les matrices Fl de taille 
N × 3, contiennent les composantes des couleurs des pixels
dans les fenêtres de corrélation gauche et droite :
Fl = (· · · ci+p, j+ql · · ·)T . 
Tout d’abord nous présentons les zones d’occultations prises en
compte dans cette approche, puis, nous détaillons les quatre types
d’algorithmes proposés pour prendre en compte les occultations. 
4.1. Zones des occultations considérées
Nous considérons ces zones (cf. figure 2) :
- Les pixels occultés – Ils ne possèdent pas de correspondant
dans l’autre image :
O(pi, jg ) =
{
1 si pi, jg est un pixel occulté
0 sinon.
- La zone des occultations – Notée ZO(Ig), elle contient tous les
pixels occultés dans Ig :
ZO(Ig) = {pi, jg | O(pi, jg ) = 1}.
- Les pixels proches des pixels occultés – Ce sont les pixels dans
le voisinage (la fenêtre de corrélation) d’un pixel occulté. Cela
correspond à la dilatation morphologique de la zone des occul-
tations en utilisant comme élément structurant la fenêtre de cor-
rélation :
PO(pi, jg ) =
{
1 si O(pi, jg ) = 0 et V(pi, jg ) > 0
0 sinon,









- La zone d’influence des occultations – Elle est notée ZI(Ig)
et contient tous les pixels proches des pixels occultés dans
l’image Ig :
ZI(Ig) = {pi, jg | PO(pi, jg ) = 1}.
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- La zone totale des occultations – Elle est notée ZT(Ig) et elle
est l’union de la zone des occultations et de la zone d’influence
des occultations dans l’image Ig :
ZT(Ig) = ZO(Ig) ∪ ZI(Ig)
= {pi, jg | (O(pi, jg ) = 1) ou (PO(pi, jg ) = 1)}.
4.2. Méthodes utilisant les contours
Le principe de ces méthodes, cf. algorithme 4.1, est d’effectuer
une détection de contours et de considérer les pixels détectés
comme des pixels de la zone totale des occultations. Ensuite,
nous utilisons la mesure robuste dans cette zone et la mesure
classique dans le reste de l’image. Pour le prétraitement, c’est-
à-dire l’étape 2a de l’algorithme 4.1, l’équation (6) devient :
PO(pi, jg ) =
{
1 si pi, jg est un point contour
0 sinon.
(7)
Nous n’avons considéré que des contours de type « marche ».
Nous distinguons une méthode par seuillage de la norme du
vecteur gradient calculé par les masques de Sobel, la méthode
CONTOUR-SOB, et une méthode où les contours sont détectés par
passage par zéro de la dérivée seconde en utilisant la méthode
SDEF de Shen et Castan [83], la méthode CONTOUR-SDEF. 
Figure 2. Zones des occultations considérées – Nous avons
calculé la zone totale des occultations, ZT, en (c), grâce à la
vérité terrain, fournie dans [80]. En (b), nous avons la carte
des disparités (de référence) : chaque pixel représente l’ampli-
tude de la disparité, c’est-à-dire, la distance entre la position
du pixel de l’image gauche et celle de son correspondant dans
l’image droite. Plus le pixel est clair et plus la disparité est
importante. En (b) et (c), les pixels noirs représentent les
pixels occultés. En (c), les pixels gris appartiennent à la zone
d’influence des occultations. 
(a) Image gauche (b) Disparités théoriques
(c) Occultations
Algorithme 4.1. Méthode CONTOUR – Il s’agit d’une instance
de l’algorithme 2.2 où la détection de la zone totale 
des occultations précède l’appariement,
en utilisant les contours (prétraitement). 
Pour chaque passage faire




2b S i, j = {pi, jg }
2c Pour chaque S i, j faire




g ) = 0
Mesrob(Fg,Fd) sinon
F. Déterminer correspondant de pi, jg selon méthode
WTA
2d Si passage 1 alors appliquer contrainte de symé-
trie, affiner au sous-pixel
Passage 0 – Appariement gauche -> droite
Passage 1 – Appariement droite -> gauche
4.3. Méthodes utilisant le principe des mesures de corrélation
pondérée
Le principe, cf. algorithme 4.2, est de déterminer au moment du
calcul du score de corrélation la mesure à utiliser. Ce choix s’ef-
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Le seuil TA a été déterminé empiriquement et correspond à 
60 % de la valeur maximale de l’ambiguïté sur toute l’image. 
- Méthodes POST-SYM, POST-UNI, POST-ORD – Nous utilisons res-
pectivement la contrainte de symétrie, la contrainte d’unicité, la
contrainte d’ordre, cf. § 2.4. 
La méthode POST-SYM semble la plus prometteuse car il n’y a
pas de seuil à fixer et les cartes des disparités que nous avons
obtenues dans [19] montrent que la contrainte de symétrie
détecte de nombreux pixels comme occultés parmi les pixels
proches des pixels occultés. Toutefois, le but de la méthode pro-
posée est d’améliorer les résultats dans la zone d’influence des
occultations, or la contrainte de symétrie détecte des pixels dans
la zone d’influence des occultations mais aussi les pixels vérita-
blement occultés. Ainsi cette méthode peut détériorer les résul-
tats obtenus par la mesure classique. C’est pourquoi, nous pro-
posons d’autres variantes utilisant aussi la contrainte de symé-
trie :
- Méthode POST-MÉD – Nous effectuons un filtrage médian sur
la carte des disparités en suivant cette règle : un pixel occulté
(resp. non occulté) dont le nombre de voisins occultés est supé-
rieur à un seuil TF1 (resp. TF2 ) est considéré comme appartenant
à la zone d’influence des occultations. Nous avons déterminé 
Algorithme 4.2. Méthode CORRÉLATION – Cet algorithme 
est une instance de l’algorithme 2.2 où la détection 
de la zone totale des occultations est réalisée 
pendant la mise en correspondance. 
Pour chaque passage faire
2b S i, j = {pi, jg }
2c Pour chaque S i, j faire
A Pour pi,vd ∈ Zd(pi, jg ) faire
A.1 Évaluer PO(pi, jg ) (méthode Kaneko ou Lan) 
A.2 Calculer Mes(Fg,Fd) ={
Mescla(Fg,Fd) si PO(p
i, j
g ) = 0
Mesrob(Fg,Fd) sinon
F. Déterminer correspondant de pi, jg selon méthode
WTA
2d Si passage 1 alors appliquer contrainte de symé-
trie, affiner au sous-pixel 
Passage 0 – Appariement gauche -> droite
Passage 1 – Appariement droite -> gauche
Algorithme 4.3. Méthode POST-DÉTECTION – Cet algorithme 
est une instance de l’algorithme 2.2 où la détection 
de la zone totale des occultations est faite 
après la mise en correspondance. 
Pour chaque passage faire
2a Si passage 2 ou passage 3 alors
Pour chaque pi, jg faire calculer PO(p
i, j
g )
2b S i, j = {pi, jg }
Si passage 0 ou 1 alors prendre en compte tous
les pixels sinon
Si PO(pi, jg ) = 1 ou O(pi, jg ) = 1 alors prendre en
compte pi, jg
2c Pour chaque S i, j faire
A. Pour chaque pi,vd ∈ Zd(pi, jg )
Faire Mes(Fg,Fd) ={
Mescla(Fg,Fd) si passage < 2
Mesrob(Fg,Fd) sinon
F. Déterminer correspondant de pi, jg selon
méthode WTA
2d Si passage 1 alors O(pi, jg ) ={
1 si pi, jg + dcla(pi, jg ) = pi,vd et pi,vd + dcla(pi,vd ) 
= pi, jg
0 sinon
Si passage 3 alors appliquer contrainte de symé-
trie, affiner au sous-pixel
Passage 0 – gauche -> droite et Mescla
Passage 1 – droite -> gauche et Mescla
Passage 2 – gauche -> droite et Mesrob
Passage 3 – droite -> gauche et Mesrob
fectue en étudiant l’ensemble des pixels dans les fenêtres de
corrélation : à chaque calcul du score de corrélation, un poids
est attribué à chaque pixel du voisinage. Suivant les valeurs de
ces poids, nous utilisons soit la mesure classique, soit la mesure
robuste. Nous proposons d’utiliser la méthode ordinale de
Kaneko et al. [55], la méthode CORRÉLATION-KAN, ou les
moindres carrés médians, comme dans [59], la méthode CORRÉ-
LATION-LAN. 
4.4. Méthodes avec post-détection
Il s’agit d’effectuer une mise en correspondance avec une
mesure classique, puis de déterminer la zone totale des occulta-
tions et enfin d’effectuer une mise en correspondance partielle
(sur la zone totale des occultations) avec une mesure robuste.
Pour le post-traitement, étape 2a de l’algorithme 4.3, les solu-
tions envisagées pour détecter les pixels dans la zone totale des
occultations sont :
- Méthode POST-SEU – Un seuil TS (choisi de manière empirique
et qui dépend de la mesure utilisée) est appliqué au score :
PO(pi, jg ) =
{
1 si Mescla(Fg,Fd) > TS
0 sinon.
- Méthod POST-AMB – Nous notons Acla(p
i, j
g ) l’ambiguïté obte-
nue pour le pixel pi, jg [27] :












, avec Nf le nombre 
de pixels de la fenêtre de corrélation, et PO(pi, jg ) est évalué 
par :




si (O(pi, jg ) = 1 et V(pi, jg ) > TF1)
ou
(O(pi, jg ) = 0 et V(pi, jg ) > TF2)
0 sinon.
- Méthode POST-DIL – La contrainte de symétrie est appliquée et
nous calculons le dilaté, obtenu par dilatation conditionnelle au
sens de la morphologie mathématique, par la fenêtre de corréla-
tion, des zones des occultations de la carte initiale des dispari-
tés. La dilatation est conditionnée par le nombre de pixels
occultés dans la fenêtre de corrélation :
PO(pi, jg ) =
{
1 si O(pi, jg ) = 0 et V(pi, jg ) > TD = 3Nf10
0 sinon.
Le seuil TD a été choisi en étudiant les différentes possibilités
sur le nombre et la disposition des pixels occultés dans la
fenêtre de corrélation. Nous supposons que si plus de 30 % de
la fenêtre est occultée alors, le pixel considéré possède une forte
probabilité d’être dans la zone d’influence des occultations. Si
la carte des disparités initiale possède trop de faux négatifs (ce
sont les pixels détectés comme occultés alors qu’ils ne le sont
pas), cet algorithme risque d’augmenter leur nombre. C’est
pourquoi nous proposons la variante suivante. 
- Méthode POST-DIL-CONT – Cette fois, la dilatation est condi-
tionnée par le nombre de pixels occultés et le nombre de points
contour dans la fenêtre de corrélation. Nous limitons la dilata-
tion des pixels occultés et en supposant que nous pouvons faire
confiance aux pixels détectés comme proches de pixels occultés
lorsque ceux-ci sont proches d’un contour :
PO(pi, jg ) =
{
1 si V(pi, jg ) > TD et PF(p
i, j
g ) > TC2
0 sinon,








F(pi, jg ) =
{
1 si pi, jg pixel contour
0 sinon.




- Méthode POST-ORD-SYM – Nous combinons les contraintes
d’ordre et de symétrie, c’est-à-dire que les pixels impliqués
dans une correspondance qui ne respecte pas la contrainte
d’ordre ou la contrainte de symétrie sont considérés comme
occultés. 
- Méthode POST-AMB-SYM – Nous combinons la contrainte
d’ambiguïté et de symétrie :






g ) > TA)
ou (pi, jg + dcla(pi, jg ) = pi,vd
et pi,vd + dcla(pi,vd ) 
= pi, jg )
0 sinon.
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4.5. Méthode de fusion de résultats
Une dernière technique envisagée, la méthode FUSION-DISP,
consiste à calculer les cartes des disparités avec une mesure
classique et une mesure robuste et à fusionner les résultats obte-
nus. Quand un pixel est occulté, nous notons sa disparité sym-
bolique occ et les règles de fusion utilisées sont :
- Si les deux mesures de corrélation donnent le même résultat
(pixel occulté ou un même correspondant), alors ce résultat est
conservé. 
- Si une seule des deux mesures détecte le pixel comme occulté,
alors les résultats obtenus avec cette mesure dans le voisinage
de ce pixel sont examinés. Nous supposons que s’il y a de nom-
breux pixels détectés comme occultés dans son voisinage alors
il y a une forte probabilité pour que ce pixel soit occulté, sinon
il s’agit d’un faux négatif. Plus précisément, si plus de la moitié
des voisins sont occultés alors le pixel est occulté, sinon la dis-
parité obtenue est conservée :
























g ) si Orob(p
i, j




- Si les deux mesures donnent des disparités différentes, nous
supposons qu’il y a une forte probabilité pour que ce pixel pos-
sède un correspondant mais, en revanche, que ce pixel se situe
dans une zone difficile à apparier. Nous pensons que plus il y a
de pixels détectés comme occultés dans son voisinage, qui sont
probablement des faux négatifs, plus la mesure utilisée est
ambiguë ; c’est pourquoi nous privilégions la mesure qui a
donné le moins de pixels occultés dans le voisinage :




g ) si Vrob(p
i, j







Bien que le protocole de Scharstein et Szeliski2 soit le plus per-
tinent à notre connaissance, nous pensons qu’il n’est pas adapté
aux études comparatives que nous souhaitons réaliser :
- Des méthodes globales sont évaluées alors que nous tra-
vaillons avec des méthodes locales. 
- Il n’y a que trois critères d’évaluation et nous souhaitons réa-
liser une évaluation plus fine. En effet, nous proposons une éva-
luation sur dix critères et nous mettons particulièrement en évi-
2 http://cat.middlebury.edu/stereo/
dence les résultats obtenus dans la zone des discontinuités et
dans la zone d’influence des occultations (le protocole de
Scharstein et Szeliski ne fait pas cette distinction). 
Nous présentons notre protocole en décrivant les images utili-
sées, les zones d’évaluation considérées, les critères utilisés et
la synthèse des critères permettant d’obtenir le classement des
méthodes. 
5.1. Images testées
Dans le but d’utiliser de nouvelles images de référence, nous
avons proposé une méthode d’obtention de la vérité terrain [13].
Nous considérons des scènes constituées d’objets dont la sur-
face est un ensemble de facettes planes dans le but d’utiliser des
contraintes géométriques sur la scène. L’approche se déroule en
cinq étapes : segmentation des images, mise en correspondance
de points d’intérêt par corrélation avec application de la
contrainte de symétrie et un affinement au sous-pixel par l’in-
terpolation des niveaux de gris, estimation des homographies et
calcul des disparités avec localisation des occultations. Benoît
Bocquillon met à la disposition de la communauté les couples
d’images proposés ainsi que l’outil d’obtention de la vérité 
terrain: http://www.irit.fr/~Alain.Crouzil/images.html. Les
quatorze couples d’images testés dans notre protocole sont donc
(cf. exemples dans la figure 3) : un stéréogramme aléatoire uti-
lisé dans [19], les images de synthèse proposées dans [13], les
images réelles proposées dans [80], le couple d’images réelles
proposé dans [13]. 
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5.2. Zones d’évaluation
Nous utilisons les zones présentées au § 4.1 et la zone des dis-
continuités (pixels en gris sur la carte des discontinuités dans la
figure 4), en distinguant :
- Les pixels proches d’une discontinuité – Ce sont les pixels
dans le voisinage, défini par rapport à la zone d’agrégation, d’un
pixel qui possède une disparité suffisamment différente :




si∃ pi,vg ∈ ZA(pi, jg ) |
‖d(pi,vg ) − d(pi, jg )‖ > TDis
0 sinon.
Le seuil TDis a été déterminé de manière empirique pour chaque
image. 
- La zone des discontinuités – Elle est notée ZD(Ig) et contient
tous les pixels proches d’une discontinuité dans l’image Ig :
ZD(Ig) = {pi, jg | PD(pi, jg ) = 1}.
5.3. Critères d’évaluation
Nous notons dref la fonction de disparité théorique et
Erri, jg = ‖d(pi, jg ) − dref(pi, jg )‖ . Le calcul de Erri, jg n’a de signi-
fication que si d(pi, jl ) 
= occ et dref(pi, j ) 
= occ et les pourcen-
tages évalués sont :
1. Appariement corrects, COR – Erri, jg < 1. 
2. Appariements acceptés, ACC – 1 ≤ Erri, jg < 2. 
3. Appariements mauvais, MAU – 2 ≤ Erri, jg < 3. 
4. Appariements erronés, ERR – Erri, jg ≥ 3. 
5. Faux positifs, FPO – Un appariement est un faux positif lors-
qu’une correspondance a été établie pour un pixel alors qu’il est
occulté, c’est-à-dire, si d(pi, jg ) 
= dref(pi, jg ) et dref(pi, jg ) = occ . 
6. Faux négatifs, FNE – Un appariement est un faux négatif lors-
qu’un pixel est considéré comme occulté alors qu’il ne l’est pas,
c’est-à-dire, si d(pi, jg ) 
= dref(pi, jg ) et d(pi, jl ) = occ . 
Le critère 1 est évalué sur chaque zone. Afin d’obtenir un résul-
tat plus visuel, nous fournissons aussi des cartes des apparie-
ments corrects : si le pixel est blanc alors l’appariement est
incorrect, s’il est noir alors c’est un vrai négatif et s’il est gris
alors l’appariement est correct. Nous avons ajouté deux cartes
pour analyser les résultats : la carte des occultations qui repré-
sente l’ensemble des pixels (pixels noirs) détectés, par la
méthode évaluée, comme appartenant à la zone totale des occul-
tations et la carte des occultations correctes qui représente la
qualité d’une carte des occultations. Elle met en évidence les
vrais négatifs (pixels noirs) et les pixels correctement détectés
proche d’une occultation (pixels gris). 
5.4. Mesures de corrélation
Les premiers résultats obtenus dans [21] nous ont permis de
déterminer la meilleure combinaison de mesure : ZNCC et
Figure 3. Couples d’images utilisées par le protocole. 
Sur la première ligne, il s’agit d’images de synthèse [13] 
alors que les autres images sont des images réelles [13, 80]. 
SMPD2. La mesure de corrélation croisée centrée normalisée,
notée ZNCC, (Zero mean Normalized Cross-Correlation), est le
coefficient de corrélation linéaire classique en statistiques :
ZNCC(fg,fd) = (fg − fg) · (fd − fd)‖fg − fg‖‖fd − fd‖
.
La mesure robuste s’appuie sur l’estimateur SMAD (Smooth
Median Absolute Deviation), qui est une estimation robuste de
la variance [77]. Les valeurs ordonnées du vecteur fl sont
notées : ( fl)0:Nf −1 ≤ . . . ≤ ( fl)k:Nf −1 ≤ . . . ≤ ( fl)Nf −1:Nf −1 .
Dans [19], nous définissons la somme des h premières3 puis-





(|fg − fd − med(fg − fd)|P)k:Nf −1.
La méthode élémentaire est la méthode de mise en correspon-
dance utilisant uniquement une de ces mesures. Par ailleurs,
nous utilisons des images couleur. Les résultats obtenus dans
[20], nous permettent de choisir cette stratégie : calcul des
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scores de corrélation sur chaque composante du système XYZ,
puis fusion par minimum. 
5.5. Méthodes évaluées
Nous avons évalué tous les algorithmes proposés, cf. § 4, ainsi
que les différentes variantes, cf. tableau 3. De plus, nous avons
comparé les résultats obtenus avec les méthodes hybrides avec
ceux obtenus avec la méthode de mise en correspondance élé-
mentaire avec ZNCC ou SMPD2. 
5.6. Synthèse des critères et classement des méthodes
Pour effectuer le classement des méthodes, nous attribuons un
rang pour chaque critère, puis nous effectuons le classement des
méthodes en fonction des moyennes de ces rangs. Dans les
tableaux de résultats, nous utilisons la notation RT (rang total)
pour indiquer le rang de chaque méthode parmi toutes les
méthodes évaluées. Afin d’obtenir une présentation la plus
lisible possible dans les tableaux, nous ne présentons des résul-
tats que pour les six meilleures méthodes : les deux méthodes
élémentaires utilisant respectivement ZNCC et SMPD2, les
méthodes POST-SYM, POST-DIL, POST-DIL-CONT et FUSION-DISP.
3 Pour obtenir une mesure très tolérante aux données aberrantes, nous avons
pris h = Nf
2
.
Tableau 3. Méthodes proposées pour prendre en compte le problème des occultations – 
Il y a quatre types de méthodes et quinze variantes différentes. 
TYPE VARIANTE CARACTÉRISTIQUES
CONTOUR CONTOUR-SOB Utilisation du filtre de Sobel
CONTOUR-SDEF Utilisation de la méthode SDEF
CORRÉLATION CORRÉLATION-KAN Utilisation de la méthode de Kaneko
CORRÉLATION-LAN Utilisation de la méthode de Lan
POST-SEU Seuil sur le score de corrélation
POST-AMB Seuil sur l'ambiguïté
POST-SYM Contrainte de symétrie
POST-UNI Contrainte d'unicité
POST-DÉTECTION POST-ORD Contrainte d'ordre
POST-MÉD Contrainte de symétrie suivie d'un filtrage médian
POST-DIL Contrainte de symétrie suivie d'une dilatation des zones des occultations
POST-DIL-CONT Contrainte de symétrie suivie d'une dilatation des zones des occultations 
prenant en compte les contours
POST-ORD-SYM Contrainte d'ordre et contrainte de symétrie
POST-AMB-SYM Seuil sur l'ambiguïté et contrainte de symétrie
FUSION FUSION-DISP Fusion des deux cartes des disparités
Les résultats en gras correspondent aux meilleurs résultats par
critère. Dans les cartes de résultats fournis dans les figures, nous
ne donnons les résultats que pour les deux méthodes élémen-
taires et les méthodes POST-SYM et FUSION-DISP, ces deux der-
nières étant les plus performantes. 
6. Résultats
En termes de temps de calcul, la méthode CONTOUR-SDEF est la
plus rapide, après l’algorithme élémentaire utilisant une mesure
classique. La méthode FUSION-DISP est la plus coûteuse. 
Dans [21], nous avons mis en évidence que, pour la méthode
CONTOUR, quel que soit le masque utilisé, les pourcentages de
pixels corrects près des zones des occultations ne sont pas tou-
jours meilleurs que ceux obtenus avec la méthode élémentaire.
Cette méthode pose un problème délicat : le choix des seuils.
Nous avons déterminé, de manière empirique, les seuils opti-
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maux pour chaque image et il est clairement apparu qu’il était
très difficile de les déterminer automatiquement. Pour la
méthode CORRÉLATION, les résultats ne sont pas meilleurs. Le
même problème se pose pour le choix des seuils. De plus, la
méthode de Lan est beaucoup plus coûteuse en temps de calcul
que toutes les autres méthodes. Enfin, les deux dernières caté-
gories d’algorithmes s’avèrent les plus efficaces. Les résultats
sont globalement améliorés par rapport à ceux obtenus avec
l’algorithme élémentaire, en particulier en utilisant les tech-
niques fondées sur la contrainte de symétrie : méthodes POST-
SYM, POST-DIL et POST-DIL-CONT. La méthode FUSION-DISP
donne aussi de bons pourcentages de pixels corrects et améliore
les résultats obtenus avec la méthode élémentaire utilisant une
mesure classique, pour tous les critères, excepté le pourcentage
de pixels erronés. 
Le tableau 4 permet de mettre en évidence que les meilleurs
résultats sont toujours obtenus avec la méthode FUSION-DISP qui
fournit toujours les meilleurs résultats dans la zone d’influence
des occultations et dans la zone des discontinuités (cette
Figure 4. Cartes de résultats du couple cones – Ces images sont celles qui contiennent la plus grande zone totale 
des occultations (33 %). La méthode FUSION-DISP obtient la carte des disparités la plus nette 
et la carte des appariements corrects la plus dense. 
méthode obtient la première place pour six critères et elle
occupe donc la première place par rapport au rang total). La
méthode FUSION-DISP est aussi classée en première position
pour le pourcentage d’appariements corrects. Cette méthode
allie les avantages d’une mesure classique, c’est-à-dire l’obten-
tion du meilleur pourcentage d’appariements corrects, aux
avantages d’une mesure robuste, c’est-à-dire l’obtention des
meilleurs pourcentages d’appariements corrects dans la zone
d’influence des occultations et dans la zone des discontinuités.
Nous donnons le détail des résultats obtenus sur un couple
d’images : cones. 
Ces images possèdent la plus grande zone totale des occulta-
tions parmi toutes les images testées. Bien que la méthode élé-
mentaire utilisant SMPD2 soit meilleure que celle utilisant
ZNCC, la méthode FUSION-DISP est toujours la mieux classée,
cf. tableau 5. Les améliorations sont nettement visibles si on
observe les cartes de disparités, cf. figure 4. Notons aussi pour
traitement du signal 2007_volume 24_numéro 6 419
Mise en correspondance par corrélation avec prise en compte des occulations
ces images que la méthode POST-DIL est classée deuxième. Cela
vient du fait qu’elle se comporte bien dans la zone d’influence
des occultations et dans la zone des discontinuités. De même,
elle fournit moins de faux négatifs qu’avec les autres images. 
7. Conclusion
Les contributions de cet article portent sur trois aspects. 
D’une part, nous proposons un état de l’art des méthodes 
de mise en correspondance de pixels, notamment en proposant
un algorithme générique complet dont les instances permettent
de décrire les méthodes de mise en correspondance par 
l’intermédiaire d’éléments constituants. Les lecteurs intéressés 
peuvent trouver davantage de références, sur les méthodes 
de mise en correspondance sur la page suivante :
Tableau 4. Classement des méthodes hybrides de mise en correspondance d'images couleur – Nous avons synthétisé les résultats
obtenus sur les quatorze couples de tests avec le protocole que nous avons décrit dans le paragraphe 5. 
Chaque case contient le rang moyen obtenu sur les quatorze couples, pour chaque critère, pour chaque méthode. La dernière
colonne permet d'indiquer le classement global (qui est la moyenne des rangs obtenus pour chaque critère) de toutes les méthodes.
Nous pouvons remarquer que seule la méthode POST-DIL est moins bien classée que la méthode élémentaire utilisant ZNCC. 
La seule méthode qui donne de meilleurs résultats que la méthode élémentaire utilisant SMPD2 est la méthode FUSION-DISP. 
Celle-ci est classée première sur six critères différents. 
MÉTHODE COR ACC MAU ERR FPO FNE ZT ZO ZI ZD RT  
Élémentaire avec ZNCC 4 6 6 3 2 5 3 2 6 5 5  
Élémentaire avec SMPD2 5 4 3 1 1 6 1 1 3 6 2  
POST-SYM 2 2 1 6 6 2 4 6 2 2 3  
POST-DIL 6 5 4 4 5 4 6 5 5 3 6  
POST-DIL-CONT 3 3 5 2 4 3 5 4 4 4 4  
FUSION-DISP 1 1 1 5 3 1 2 3 1 1 1
MÉTHODE COR ACC MAU ERR FPO FNE ZT ZO ZI ZD RT  
Élémentaire avec ZNCC 81.22  1.32  0.62  2.7  4.06  10.08  70.09  70.97  69.47 78.11  5 
(5) (5) (4) (3) (2) (6) (5) (2) (6) (6)
Élémentaire avec SMPD2 85.86 0.46  0.2  1.22 2.91 9.07  77.4 79.2 76.14  78.87  2  
(1) (6) (6) (1) (1) (4) (1) (1) (3) (5) 
POST-SYM 82.58  2.01 0.67 3.32  5.51  5.92  71.29  60.68  78.71  89.12 3 
(4) (1) (1) (6) (6) (2) (3) (6) (2) (2)
POST-DIL 80.02  1.97 0.66  3.09  5.18  9.08  67.35 63  70.4  81.49  5 
(6) (2) (2) (4) (5) (5) (6)  (5) (5) (4)  
POST-DIL-CONT 83.36  1.64  0.49  2.37  4.65  7.49  70.82  66.77  73.65  82.68  4 
(3) (4) (5) (2) (3) (3) (4) (3) (4) (3)  
FUSION-DISP 85.23  1.96  0.65  3.2  4.95  4.02 75.79  64.66  83.57 90.48 1
(2) (3) (3) (5) (4) (1) (2) (4) (1) (1)
Tableau 5. Résultats du couple cones – Nous indiquons entre parenthèses le rang de la méthode pour chaque critère 
et pour ces images. La méthode FUSION-DISP est globalement la meilleure mais elle n'obtient pas un pourcentage d'appariements 
corrects aussi élevé que celui obtenu par la méthode élémentaire utilisant SMPD2. Cependant, contrairement à la majorité 
des images, pour ce couple, la méthode élémentaire utilisant SMPD2 obtient un pourcentage d'appariements corrects nettement
meilleur que celui de la méthode élémentaire utilisant ZNCC. 
http://www.irit.fr/~Alain.Crouzil/appariement.html.
D’autre part, nous présentons un état de l’art sur la façon de
prendre en compte les occultations. Une liste de références est
également disponible sur la page citée ci-dessus. Enfin, nous
proposons des méthodes hybrides, de quatre types différents,
qui combinent les avantages d’une mesure classique et d’une
mesure robuste. 
Les résultats obtenus montrent que la meilleure solution consiste
à fusionner deux cartes de disparités obtenues avec deux mesures
différentes. Ces résultats, très encourageants, nous permettent
d’envisager trois types de perspectives. Dans un premier temps,
nous souhaitons utiliser plus de deux cartes de disparités lors de
la fusion, notamment, en intégrant une carte de disparités obte-
nue avec une mesure qui obtient des résultats plus performants
que les autres mesures dans les zones peu texturées. Le problème
à résoudre est la façon dont cette fusion va être réalisée. Ensuite,
nous voulons intégrer la méthode de fusion dans un algorithme
de mise en correspondance globale. Il faut alors décider quelle
méthode d’optimisation est la plus adaptée et comment réaliser
l’intégration de la méthode décrite dans cet article. Enfin, l’utili-
sation de plusieurs mesures de corrélation dans un processus de
mise en correspondance par croissance de germes est aussi une
piste intéressante que nous avons commencé à suivre et qui
semble prometteuse. Un point crucial de cette approche réside
dans la stratégie d’intégration des différentes mesures dans un
algorithme itératif de croissance de germes. 
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