Abstract: In this paper we analyse different aspects of the diffusion of innovation in social network. Adopting the linear threshold model we firstly propose an algorithm based on the linear programming which takes as input a set of innovators and returns the maximal cohesive subset contained in the complement of the seed set. Then we introduce and formalize with integer programming two problems. The first one is that of finding a seed set of r individual that maximizes the spread of innovation in the network in k step. The second one is that of finding a seed set whose cardinality is minimal which diffuses the innovation to a desired set of adopters in k steps.
INTRODUCTION
In the last decades many researchers from different fields have been interested in the study of how innovation spreads in social networks. What is the mechanism that convinces an individual to follow a new idea or to buy a new product? What is the best marketing strategy which a company should adopt to take a competitive advantage? How does viral marketing works? Many mathematical models have been proposed to give an answer to questions of this type. All these models are based on the same concept: in a social network the behaviour of each individual is highly influenced by the behaviour of its neighbours. Early examples of mathematical approaches go back to the seventies (Granovetter [1978] , Schelling [1978] ). Several aspects have been studied, from the local interactions between neighbours (Ellison [1993] , Blume et al. [1993] ), to the analysis of groups behaviours (Morris [2000] , Wortman [2008] , Acemoglu et al. [2011] ), which is the aspect we focus on.
In this paper we deal with the Linear Threshold model, which was originally proposed in Granovetter [1978] , and has been widely studied in recent years. As in most of the models appeared in the literature, the social network is represented by a graph in which each node represents an individual, and edges represent the relationships among individuals. A threshold value λ i is assigned to each individual i. An individual adopts the innovation as soon as the ratio of its neighbours who have already adopted it is above its threshold value. In many competitive games such an individual decision rule has been proved to be the best response to the actions of one's neighbours (Morris [2000] , Wortman [2008] ).
Adopting the linear threshold model, a recent work by Acemoglu et al. [2011] , which extends an idea proposed in Morris [2000] , has presented a characterization of the spread of innovation in social networks, given a seed seti.e., the set of initial adopters -based on groups cohesion. A group of individuals is said to be cohesive if none adopts the innovation starting from any external seed set. Moreover, in Acemoglu et al. [2011] it was proven that, given a seed set, the final adopters set can be easily computed by knowing the maximal cohesive subset contained in the complement of the seed set.
In the first part of this paper we firstly characterize with a Binary Programming Problem (BPP) the computation of the maximal cohesive set. This characterization is useful to model other problems in social network analysis such as the ones presented in the next sections. Secondly we propose an algorithm, based on the linear relaxation of the presented BPP, which takes as input a seed set and computes the maximal cohesive subset contained in the complement of the seed set.
In the second part of the paper we discuss the problem of influence maximization, which can be as follows: find a seed set of r individuals which maximizes the number of final adopters. This problem is NP-hard, as shown in Kempe et al. [2003] , and many approximated and greedy algorithms have been proposed in literature (Domingos and Richardson [2001] , Richardson and Domingos [2002] , Kempe et al. [2003] , Chen et al. [2010b,a] ). To the best of our knowledge the target of all the approaches proposed so far is the maximization of the number of final adopters. This represents a limitation, as in many realistic cases it would be required to maximize the spread of innovation on a network in a finite time horizon. For example, let's think about a company which proposes a new product, it has to chose the best possible advertising strategy to convince the maximum number of costumers to adopt its product before other similar products come to the market. In this paper we introduce the Influence Maximization in Finite Time Problem with parameters r and k (IMFTP(r, k)), which represents a generalization of the classical influence maximization problem. The IMFTP(r, k) can be described as follows: find a seed set of r individuals which maximizes the set of adopters in k time steps. Choosing a value of k high enough the solution of the IMFTP(r, k) coincides with the solution of the classical influence maximization problem. In section 4 a BPP which solves the (IMFTP(r, k)) is proposed.
Finally, in the last section, we present some simulations and some numerical results related with the presented problem.
BACKGROUND

Network structure
We represent the network as a directed graph G = (V, E) where V = {1, 2, . . . , n} is the set of nodes and E ⊂ V ×V is the set of edges. Each node i ∈ V represents an individual and an oriented edge (i, j) ∈ E denotes that node j is influenced by node i. For this reason in this paper we use the terms individual or node interchangeably. No selfloops, i.e., edges from one node to itself, are allowed. For each node i, let λ i ∈ [0, 1] denote its threeshold value and let N i = {j | (j, i) ∈ E} denote the set of its in-neighbours.
The topological information about the graph can be encoded in the adjacency matrix A ∈ {0, 1} n×n which is defined as follows:
A(i, j) = 1 if there is an edge from node i to j 0 otherwise
We define the in-neighbours scaled adjacency matrixÂ
We denote with Λ = diag([λ 1 λ 2 . . . λ n ]) the diagonal matrix whose diagonal entries are the thresholds of the graph nodes.
Linear threshold model
Let us define φ 0 as the seed set, i.e., the set of nodes which have adopted the innovation at time t = 0. From the seed set the innovation spreads through the social network, and we denote as φ t the set of nodes which adopt the innovation at time t. All the individuals that adopt the innovation during the time interval [0, t] belong to the set Φ t = t j=0 φ j . In general, node i which has not adopted the innovation until time t, adopts the innovation at time t + 1 -i.e., i ∈ φ t+1 -if the following holds:
The innovation spreads in the network until no more individuals can adopt it, and we denote the set of final adopters as:
Algorithm 1 describes the dynamic of the network and returns as output the set Φ * computing at each step which nodes respect equation (1).
Other results
We associate to each set of nodes X ⊂ V a characteristic vector defined as follows. Definition 2.1. Given a set X ⊂ V, the associated characteristic vector x ∈ {0, 1} n is such that
In the rest of the paper we denote with x i the characteristic vector of the set φ i and with w i the characteristic vector of the set Φ i . According to the linear threshold model, for each couple of sets (φ i , φ j ) such that i, j ≥ 0 and i = j it holds:
The following definition formalizes the concept of cohesive set.
In other world a set X ⊂ V is said to be cohesive if for each i ∈ X the ratio of neighbours which do not belong to X is strictly smaller than λ i . If X is a cohesive set it follows that if φ 0 ∩ X = ∅, then no individual in X can adopt the innovation. An important result related with cohesive sets is given by the following Lemma. Lemma 2.3. (Lemma 2 in Acemoglu et al. [2011] ). Given a network with seed set φ 0 ⊂ V, let M ⊂ V \ φ 0 be the maximal cohesive set of the complement of φ 0 . The set of final adopters Φ * is given by:
NecSys 2013 September 25-26, 2013. Koblenz, Germany 3. COMPUTING MAXIMAL COHESIVE SET Lemma 2.3 shows that, given a network with seed set φ 0 , the knowledge of the maximal cohesive set M ⊂ V \ φ 0 permits an immediate computation of the set of final adopters Φ * . In this section we propose an algorithm that computes the maximal cohesive subset of V \ φ 0 by solving some Linear Programming Problems (LPPs). We first present a Binary Programming Problem (BPP), whose optimal solution is the characteristic vector of M, then we prove that the LPP obtained by the relaxation of the BPP can be used to iteratively compute M. Lemma 3.1. A set X ⊂ V is cohesive if and only if its characteristic vector x for all i ∈ X satisfies
Proof: Firstly we make the following obvious remark:
Then we observe that equation (2) can be rewritten as follows:
Since the LHS of the last inequality of (4) is an integer, we consider two cases:
• if λ i · |N i | ∈ N the inequality can be rewritten as:
• if λ i · |N i | / ∈ N the inequality can be rewritten as:
Dividing these inequalities by |N i | the result follows immediately. 2
According to the definition ofλ i introduced in Lemma 3.1 we define the diagonal matrixΛ = diag([λ 1λ2 . . .λ n ]). Now we are able to present the following BPP. Proposition 3.1. Given a graph G = {V, E}, let φ 0 ⊂ V be a seed set with characteristic vector y. The maximal cohesive set M contained in V \ φ 0 has a characteristic vector x that is the solution of the following BPP:
Proof: Firstly, we observe that
which can be rewritten as the first constraint in (5).
Secondly, since M is a cohesive set, by Lemma 3.1 it holds
and this can be immediately rewritten as the second constraint in (5).
Finally, the cohesive set computed by BPP (5) is maximal because of the chosen objective function. 2
Note that, as shown in a such a maximal cohesive set always exists -but may be the empty set -and is unique.
The main advantage of our characterization is that using characteristic vectors we can model several problems which are difficult to represents, such as the influence maximization problem presented in section 4. However, according to the previous proposition, computing a maximal cohesive set M requires solving a BPP, a task that may be computationally hard for large graphs. We will present in the following an alternative approach that requires solving a series of linear programming problems and is thus computationally viable.
First we consider a relaxed version of BPP (5) and characterize its solutions. Proposition 3.2. Given a graph G = {V, E}, let φ 0 ⊂ V be a seed set with characteristic vector y, and let M be the maximal cohesive set contained in V \ φ 0 . Consider the following LPP:
and let x * ∈ [0, 1] n be an optimal solution of LPP (6).
(1) For all i ∈ M,
We prove separately the two statements.
(1) The first result can be proved by contradiction. Assume x is an optimal solution of (6) such that Z = {i ∈ M | x i < 1} is not empty, and consider x ′ where
We claim that x ′ satisfies the constraint set of (6).
In fact constraint (a) is trivially verified by x ′ , since for all i ∈ Z it holds y i = 0.
Consider now constraints of the form (b). For all i ∈ V \ Z it holds
while for all i ∈ Z ⊆ X it holds
since M is a cohesive set. As shown in the proof of Proposition 3.1 these two results imply that x ′ satisfies constraints (b). Finally, since 1 T · x ′ > 1 T · x, then x is not an optimal solution, which contradicts the assumption. (2) If x * ∈ {0, 1} n then x * is also the optimal solution of BPP (5) and thus it is the characteristic vector of set M.
2
We can finally write Algorithm 2 for the iterative computation of the maximal cohesive subset of the complement of the seed.
Algorithm 2 Computing Maximal Cohesive Set using LPP INPUT: A graph G = (V, E) with scaled adjacency matrix A and matrixΛ. A set φ 0 ⊂ V with characteristic vector y ∈ {0, 1} n . OUTPUT: The characteristic vector of the maximal cohesive set M contained in V \ φ 0 .
(1) Let k = 0 and
Some comments about the algorithm.
(1) Each time the LPP is solved, all nodes i with x (k) i < 1 do not belong to M (according to Proposition 3.2, part 1). Hence at step iii.(b) we can safely change the input of the LLP to y (k+1) setting for these nodes y (k+1) i = 1. Clearly the set M we want to determine is also the maximal cohesive set contained in V \Y (k+1) , where Y (k+1) is the set whose characteristic vector is y (k+1) . (2) When the optimal solution of the LPP is a binary vector, we can be sure that it represents the characteristic vector of set M (according to Proposition 3.2, part 2).
The final result we present in this section concerns a bound on the number of steps the previous algorithm requires before halting. Proposition 3.3. Algorithm 1 and Algorithm 2 require a numberk of repetitions of the while-loop wherē k ≤ n − |φ 0 | − |M| + 1.
Proof:
In Algorithm 1 at each execution of the whileloop it holds that the cardinality of Φ increases at least of 1. In Algorithm 2 one can immediately see that each time the while-loop is executed vector y increases in at least one component, and in both cases the maximal number of increments is equal to n − |φ 0 | − |M|.
Algorithm 2 provides an alternative way, with respect to Algorithm 1, to compute the set of final adopters that does not require to determine the evolution of the network. However, we cannot claim that Algorithm 2 is more efficient than Algorithm 1 at the light of Proposition 3.3. Algorithm 2 is based on the characterization of cohesive sets given in Proposition 3.1, and its interest consist in showing how a BPP for analysis of social network is amenable to a linear relaxation. We believe that other problems may exists which can be solved by using this type of approaches, and for that reason we have included this preliminary result.
THE INFLUENCE MAXIMIZATION IN FINITE TIME PROBLEM (IMFTP).
The influence maximization represents one of the most attractive problems related with the diffusion of innovation in social networks. It can be summarized as follows: given a network described by a graph G = (V, E), find a seed set φ 0 ⊆ V of r innovators to maximize the diffusion of innovation, i.e., find a φ 0 such that |φ 0 | = r and |Φ * | is maximal.
The classical influence maximization problem presented above considers as quantity of interest the final number of adopters. Sometime it could be required to maximize the spread of innovation in a finite time horizon. The Influence Maximization in Finite Time Problem with parameters r and k (IMFTP(r, k)) can be formalized as follows: choose a seed set of r nodes to maximize the influence on the network in k time steps, i.e., find a φ 0 such that |φ 0 | = r and |Φ k | is maximal. It's evident that the IMFTP(r, k) represents an extension of the classical influence maximization problem: choosing a value of k high enough the IMFTP(r, k) has the same solution as the classical problem.
As the number of possible subsets of r elements in a set of n is n r = n! r!(n − r)! the IMFTP(r, k) has a combinatorial nature. We characterize a solution to this problem using binary programming.
We first introduce the definition of k-evolution vector associated to a seed set φ 0 . Definition 4.1. (k-evolution vector). Consider the diffusion of innovation in a net starting from a seed set φ 0 according to the linear threshold model presented in subsection 2.2. Given a positive integer k, let Φ t be the set of nodes that adopt the innovation at time t (for t = 0, 1, . . . , k) and let w t be the characteristic vector of Φ t . The vector
] is the k-evolution vector associated to φ 0 . Lemma 4.2. Given a graph G = {V, E}, let φ 0 ⊂ V be a seed set, and at each time t let x t and w t be NecSys 2013 September 25-26, 2013 . Koblenz, Germany the characteristic vectors respectively of φ t and Φ t . The following property holds.
Proof: A node i ∈ V such that i / ∈ Φ t adopt the innovation at time t + 1, i.e., i ∈ φ t+1 , if and only if (8) follows from the following observation:
Given a seed set φ 0 , all the components of the associated k-evolution vector respect equation (7). The k-evolution vector w associated to φ 0 is unique, and keeps all the information about the evolution of the innovation diffusion in k steps. There may exist however other vectors whose components satisfy equation (7) but do not represent the evolution of the innovation diffusion. We define these vectors as k-step vectors. Observe that, given a seed set φ 0 there could be several k-step vectors associated to it. Let us consider the network represented in Figure 1 , and let λ 1 = λ 2 = 0.49 and λ 3 = λ 4 = 0.60. Let φ 0 = {2}, whose characteristic vector is x 0 = [0100] T , then it is Φ 1 = {1, 2, 3, 4} and
T . Thus, according to Lemma 4.2 and Definition 4.1, vector w = [01001111] T is surely a possible 1-step vector associated to φ 0 and it is also its unique 1-evolution vector. However it is easy to verify that w is not the only possible 1-step vector associated to φ 0 , but alsoŵ
Lemma 4.4. Let φ 0 be a seed set whose k-evolution vector is w. For all possible k-step vectorsŵ ′ associated to φ 0 it holds:
w k ≥ŵ k . Proof: According to the linear threshold model, if an individual i can adopt the innovation at time t ≤ k, then for each component j ≥ t of the k-evolution vector it holds w j (i) = 1, while in a k-step vectorŵ it can bê w j (i) = 1 orŵ j (i) = 0, as in both cases equation (7) is respected. If an individual i can't adopt the innovation during the k steps, then for each component j ≥ k it must be w j (i) =ŵ j (i) = 0. Thus w k ≥ŵ k . 2
Using the above definitions we propose now a BPP which solves the IMFTP(r, k). For a given network G = {V, E}, the choice of the constraints guarantees that the optimal solution of the following BPP is a k-step vector associated to a seed set φ * 0 of r nodes, which maximize the spread of innovation in G in k steps. Moreover, we prove that the weights of the objective function guarantee that the optimal solution is the k-evolution vector associated to φ * 0 . Proposition 4.1. Given a graph G = {V, E} with |V| = n, consider the following BPP problem:
where
Let w * be an optimal solution of (9). Then:
• w * 0 is the characteristic vector of the seed set φ * 0 which solve the IMFTP(r, k); • w * is the k-evolution vector of φ * 0 . Proof: From Definition 4.3 it follows that constraints (b) and (c) guarantee that each feasible solution of (9) must be a k-step vector associated to φ * 0 . We prove the properties above in two steps:
(1) firstly we prove that vector w * k is the characteristic vector of Φ * k starting from a seed set φ * 0 ; (2) secondly we prove that w * 0 is the k-evolution vector of φ * 0 . We analyse the two steps separately.
(1) We prove this statement by contradiction. Let the ith component w * i of the optimal solution w * be the characteristic vector of a set Θ i . Let us suppose that Θ k = Φ k starting from φ * 0 . As w * is a k-step vector, by Lemma 4.4 it follows that |Φ k | ≥ |Θ k |.
Let |Φ k | = m ≤ n, than at maximum it can be |Θ k | = m − 1. For the characteristic vector w k of Φ k it holds:
(nk) · 1 T n w k = nkm For the optimal solution Φ * it can be at maximum:
As mk − nk is for sure a non-positive value, it follows that: (9) thus Θ k can't be the set whose characteristic vector is the k-th component of the optimal solution. (2) As the problem is a maximization, the value of the objective function is maximized when each individual adopts the innovation as soon as condition (1) is satisfied, hence each component w * i is the characteristic vector of Φ k starting from the seed set φ * 0 . 2
NUMERICAL RESULTS
In this section we propose a small selection of the results obtained by the simulations of the proposed algorithms.
We have solved the IMFTP(r, k) in the network represented in Figure 2 using BPP (9) for different values of r and k. The values of λ are different at each node and have been randomly generated. The results of the experiment are plotted in Figure 3 , in which the value of |Φ * k | is computed for different values of the parameters (r, k). As it was expected, if the value of k is fixed, the function |Φ * k |(r) is non-decreasing as well as the function |Φ * k |(k) if the value of r is fixed. 
CONCLUSIONS
In this paper we have discussed different aspects related to the diffusion of innovation in social networks. In the first part we have proposed a BPP characterization and an iterative algorithm based on LPP which compute the maximal cohesive subset of the complement of the seed set when the seed set is known. In the second part a BPP model is presented that determines the set which maximizes the spread of innovation over the network in k steps.
This paper presents a useful characterization of the Linear Threshold Model using vectors and matrices, and shows that there exist some problems which can be represented with BBPs and solved using their linear relaxations. We believe this preliminary approach can be applied to solve efficiently other problems of interest in social network analysis.
