We consider a general quasi-variational inequality problem involving nonlinear, nonconvex and nondifferentiable term in uniformly smooth Banach space. Using retraction mapping and fixed point method, we study the existence of solution of general quasivariational inequality problem and discuss the convergence analysis and stability of a three-step iterative algorithm for general quasi-variational inequality problem. The theorems presented in this paper generalize, improve, and unify many previously known results in the literature.
Introduction
Many problems arising in physics, mechanics, elasticity and engineering sciences can be formulated in variational inequalities involving nonlinear, nonconvex and nondifferentiable term, see for example Baiocchi and Capelo [4] , Duvaut and Lions [8] and Kikuchi and Oden [15] . The proximal (resolvent) method used to study the convergence analysis of iterative algorithms for variational inclusions, see [14, 20] , cannot be adopted for studying such classes of variational inequalities due to the presence of nondifferentiable term.
There are some methods, for example projection method and auxiliary principle method which can be used to study such classes of variational inequalities, see [7, [17] [18] [19] and the relevent references cited therein. It is remarked that most of the work, using projection method and auxiliary principle method, has been done in the setting of Hilbert space. Recently, Alber and Yao [3] and Chen et al. [6] studied some classes of covariational inequality and co-complementarity problems in Banach spaces. Therefore, the study of other classes of variational inequalities using projection method and auxiliary principle method in the setting of Banach space remains an interesting problem. Very recently, Chidume et al. [7] studied some classes of variational inequalities involving 2 A general quasi-variational inequality problem nonlinear, convex and nondifferentiable term, using auxiliary principle method in the setting of reflexive Banach space.
In recent years, one step and two-step iteration algorithms (including Mann Iteration and Ishikawa iteration processes as the most important cases) have been extensively studied by many authors to solve the nonlinear operator equations and variational inequality problems in Hilbert spaces and Banach spaces, see for example [3, 6, 7, 12-14, 16, 18-20, 23-25, 27, 28] and the references therein. Noor [21, 22] introduced and analyzed three-step iterative methods to study the approximate solutions of variational inequalities (inclusions) in Hilbert spaces by using the techniques of updating the solution and the auxiliary principle. Further Xu and Noor [26] and Liu et al. [17] used three step iterative algorithms to study nonlinear operator equations and variational inequality problems, respectively. A similar idea goes back to the so called θ-schemes introduced by Glowinski and Le Tallec [9] to find a zero of sum of two (or more) maximal monotone operators by using the Lagrangian multiplier. Glowinski and Le Tallec [9] used three-step iterative algorithms to find the approximate solutions of the elastoviscoplasticity problem, liquid crystal theory, and eigenvalue computation, and they showed that three-step approximations perform better numerically. Haubruge et al. [11] studied the convergence analysis of three-step iterative algorithms of Glowinski and Le Tallec [9] and applied these algorithms to obtain new splitting-type algorithms for solving variational inequalities, separable convex programming, and minimization of a sum of convex functions. They also proved that three-step iterations lead to highly parallelized algorithms under certain conditions.
It has been shown in [11, 21, 22 ] that three step iterative algorithms are a natural generalization of the splitting methods for solving partial differential equations (inclusions). For applications of splitting and decomposition methods, see [9, 11, 21, 22] and the references therein. Thus one can conclude that three-step iterative algorithms play an important and significant part in solving various problems, which aries in pure and applied sciences. On the other hand there are no such three-step iterative algorithm for solving quasi-variational inequality problems in Banach spaces.
Motivated by these facts and the recent work going in this direction, we consider a general quasi-variational inequality problem (in short, GQVIP) involving nonlinear, nonconvex and nondifferentiable term, in uniformly smooth Banach space. Using sunny retraction mapping, we establish that GQVIP is equivalent to some relations. Further, using these relations, we suggest a three-step iterative algorithm for finding the approximate solution of GQVIP. Furthermore, using fixed point method, we prove the existence of unique solution of GQVIP and discuss the convergence analysis and stability of the three-step iterative algorithm. The theorems presented in this paper generalize, improve and unify the results given in [5, 12, 13, 18, [24] [25] [26] [27] and in the relevant references cited therein.
Preliminaries and formulation of problem
Throughout this paper, unless the contrary is stated, we assume that E is a real uniformly smooth Banach space equipped with norm · ; ·, · is the dual pair between E and its dual space E ; J : E → E be the normalized duality mapping defined by K. R. Kazmi and M. I. Bhat 3
E ∀x ∈ E and CC(E) be the family of all nonempty, closed and convex subsets of E. We note that if E ≡ H, a Hilbert space, then J becomes identity mapping.
First we recall the following concepts and results which are needed in the sequel. 
(ii) β-Lipschitz continuous in the first argument if there exists a constant β > 0 such that
Lemma 2.4 [6, 10] . A retraction R K is sunny and nonexpansive if and only if
Definition 2.6 [23] . Let E be a Banach space; let T : E → E be a mapping, and let u 0 ∈ E. Assume that u n+1 = f (T,u n ) defines an iteration procedure which yields a sequence of
If lim n→∞ n = 0 implies lim n→∞ z n = x, then the iteration procedure defined by u n+1 = f (T,u n ) is said to be T-stable or stable with respect to T.
Lemma 2.7 [16] . Let {a n }, {b n }, and {c n } be sequences of nonnegative real numbers satisfying
where
Then lim n→∞ a n = 0. We remark that Lemma 2.7 is the particular case of Lemma 1 of Alber [1] . Let N : E × E × E → E and g,h,A,B,C : E → E be single-valued mappings and let K : E → CC(E) be a set-valued mapping. We consider the following general quasi-variational inequality problem (GQVIP):
, where ρ > 0 is a constant; f ∈ E and b(·,·) : E × E → R is a nonlinear, nonconvex and nondifferentiable form satisfying the following conditions.
Condition 2.8. (i) b(·,·) is linear in the first argument;
(ii) there exists a constant ν > 0 such that
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that is, b(u,v) is continuous with respect to the second argument.
Some special cases of GQVIP (2.10). (I) If
10) reduces to the following quasivariational inequality problem:
14)
which appears to be new. Problem (2.14) has been studied by Zeng [27] in the setting of Hilbert space.
15) which appears to be new. Problem (2.15) has been studied by Verma [25] in the setting of Hilbert space.
10) reduces to the following quasi-variational inequality problem: 16) which is also appears to be new. Problem (2.16) has been studied by Zeng [28] in the setting of Hilbert space. We remark that for the appropriate and suitable choices of mappings g, h, A, B, C, N, b, K, the element f , and the underlying space E, one can obtain from GQVIP (2.10) a number of known and new classes of variational and quasi-variational inequalities as special cases in the literature.
6 A general quasi-variational inequality problem
A three-step iterative algorithm
First we prove the following important lemma. 
where the mapping Φ : E → E is defined by
where the mapping
4)
for all v ∈ E has a fixed point.
which can be rewritten as
By using (3.2), the preceding inequality becomes
Hence (b) holds.
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Since, for λ > 0,
Therefore, from (3.8) and Lemma 2.4, it follows the statements (b) and (c) are equivalent. Moreover, one can easily prove that for t ∈ (0,1], (c) and (d) are equivalent. This completes the proof.
Based on the above lemma, we suggest the following three-step iterative algorithm for finding the approximate solution of GQVIP (2.10).
Three-step iterative algorithm (TSIA) (3.1). Let g,h,A,B,C : E → E; K : E → CC(E).
Given u 0 ∈ E, compute the sequence {u n } defined by the following iterative schemes:
v n = 1 − β n uC + β n w n − g w n + R K(wn) g w n − λw n + λΦ w n + β n q n ; (3.9)
for n = 0,1,2,3,..., where Φ is given by
λ > 0 is a parameter; {p n }, {q n }, {r n } are sequences of elements in E introduced to take into account the possible inexact computations of the retraction points, and {α n }, {β n }, {γ n } are the sequences of real numbers satisfying the condition
Existence of solution, convergence analysis, and stability
In this section, first we establish the existence of unique solution for GQVIP (2.10) and discuss the convergence analysis of TSIA (3.1). 
and one of the following conditions holds.
(4.5)
(4.7)
K. R. Kazmi and M. I. Bhat 9 and one of the following conditions holds:
(4.9)
(4.11)
Then GQVIP (2.10) has a unique solution u ∈ E. Further, the sequence {u n } generated by TSIA (3.1), converges strongly to u provided that Now since g is p-strongly accretive and q-Lipschitz continuous then by using Lemma 2.5, we have 14) and similarly, we have
Now, using (2.14), Condition 2.8(i), and Remark 2.9(ii), we have
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Next, we have the following estimate:
Since N is α-strongly accretive with respect to A in the first argument, and N is β-Lipschitz continuous, σ-Lipschitz continuous and τ-Lipschitz continuous with respect to the first, second and third arguments, respectively, we can easily obtain the following estimates:
Combining (4.18)-(4.21), we have
From (4.17) and (4.22), we have
From (4.13)-(4.15) and (4.23), we have
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From either Condition 4.2 or Condition 4.3, and (4.25), it follows that θ < 1. Since t ∈ (0,1], it follows from (4.24) that F is a contraction mapping. Therefore, by Banach contraction principle, F has a unique fixed point u in E. Thus it follows from Lemma 3.1 that GQVIP (2.10) has a unique solution u in E. Further, we observe that u satisfies 
It follows from (3.10), (4.26), (4.27), and Lemma 2.4 that
By using similar arguments as above and (4.27), we have the following estimates:
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c n = 0, ∀n.
(4.31)
It follows from Lemma 2.7, (3.12), (4.12), and (4.30) that a n → 0 as n → ∞, that is, u n → u as n → ∞. This completes the proof.
Finally, we discuss the stability of TSIA (3.1). 
for all n = 0,1,2,3,..., and Φ is defined by (3.11) . If there exists ω > 0 such that Proof. Using the arguments used in Theorem 4.1 for obtaining (4.28) and (4.29), we have
14 A general quasi-variational inequality problem and 1 − α n z n + α n y n − g y n + R K(yn) g y n − λy n + λΦ y n + α n r n − u
(4.37)
Suppose that lim n→∞ δ n = 0. Using (4.34) and (4.37), we estimate that
(4.39)
It follows from Lemma 2.7, (3.12), (4.12), and (4.38) that a n → 0 as n → ∞, that is, z n → u as n → ∞.
Conversely, suppose that lim n→∞ z n = u. Then (4.38), (4.12) and (4.34) ensure that
Hence, δ n → 0 as n → ∞. This completes the proof.
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