With the propensity for deep learning models to learn unintended signals from data sets there is always the possibility that the network can "cheat" in order to solve a task. In the instance of data sets for visual kinship verification, one such unintended signal could be that the faces are cropped from the same photograph, since faces from the same photograph are more likely to be from the same family. In this paper we investigate the influence of this artefactual data inference in published data sets for kinship verification. To this end, we obtain a large dataset, and train a CNN classifier to determine if two faces are from the same photograph or not. Using this classifier alone as a naive classifier of kinship, we demonstrate near state of the art results on five public benchmark data sets for kinship verification -achieving over 90% accuracy on one of them. Thus, we conclude that faces derived from the same photograph are a strong inadvertent signal in all the data sets we examined, and it is likely that the fraction of kinship explained by existing kinship models is small.
Introduction
Kinship verification is the task of determining whether two or more people share a close family relation, using only photographs of their respective faces. Potential uses of kinship verification include being able to organise digital photo albums, detecting lost children using photos of the child's parents, and in distinguishing family traits from environmental or disease related changes in clinical research contexts.
Over the last few years, several kinship verification data sets have been developed for research groups to benchmark against. These data sets of images and videos have been produced by different groups, and each has its own unique characteristics including variations in the number of images, collection methods, and types of relation included.
In building these data sets for kinship verification, often different individuals' images have been cropped from larger family photos. While this is a good way to find people in the same family it also builds in another clue -a bias that people from the same photo are related. This has been overlooked as a potential issue, as it is far easier to identify whether two face images are from the same original photo than it is to determine if they are kin. As will be demonstrated, in some data sets, this 'from same photograph' (FSP) signal can be used to achieve results comparable to the state of the art.
There are several cues that can be used to determine if two face images are cropped from the same photograph, and by inference are more likely to be kin. For example, common lighting and shadows, background, blur, resolution, tone, contrast, clothing, camera specific noise and exact regional overlap between crops. Another confounding signal, which is present when parent and child are cropped from the same photo, is that the age difference between the people shown in each crop will be precisely the same as the average age which parents give birth to children. arXiv:1809.06200v1 [cs.CV] 17 Sep 2018 FROM SAME PHOTO: CHEATING ON VISUAL KINSHIP CHALLENGES Figure 1 : Representative examples of how cropping face images from the same original photo can make the kinship verification a trivial task. Confounding, non kinship information includes the historical era in which the photo was taken, camera specific noise, the background similarity, image lighting and tone, and the relative age difference between parents and children.
Deep neural networks are notorious for finding subtle data shortcuts to exploit in order to 'cheat' and thus not learn to solve the task in the desired manner; an example is the misuse of chromatic aberration in [8] to solve the relative-position task. Thus deep learning models are liable to to pick up on these FSP cues to gain a boost in performance on kinship tasks. This problem was raised by Lopez et al. [20] , who recommended that the two KinFaceW data sets should no longer be used in kinship research. Their work showed that comparable results could be achieved on the data sets using a method with no understanding of kinship: classifying pairs of images based upon the the distance between the chrominance averages of images in the Lab color space. Further to this work, Wu et al. [34] showed that results on kinship data sets can be improved by using colour images rather than grey-scale images. Although one might expect that skin colour could help to identify kinship relations, it also gives more information about the background and colour distribution of the image, a confounding variable which can be used to improve results on data sets containing images cropped from the same photo.
Other groups have attempted to avoid this issue by using images where each family member is cropped from different original photographs, such as the Family 101 [12] and UBKinFace [36] datasets. However, such images are expensive to find and so photographs of famous people and their children, who have many public images available, are frequently included, introducing a new bias into the data sets.
Many models have already reported on these data sets infected by the signal of pairs cropped from the same photo. Therefore, we would like to benchmark the extent to which these results could have used the 'from same photo' signal. This will provide a clear understanding of how much of the accuracy reported is based upon kinship signals, and how much could have been 'from same photo' signal.
In this paper we benchmark the accuracy which can be achieved on five popular kinship data sets, using only the signal of whether two face images are from the same photo. We achieve this by creating a new data set of 24,827 images, containing 145,618 faces, and 914,517 pairs of faces taken from non-familial group photos. We use this data set to train a CNN classifier to determine if two facial images are cropped from the same original photo or not. Crucially, this classifier has no understanding of kinship relations.
We present results on the KinFaceW-I [22] , KinFaceW-II [22] , Cornell KinFace [11] , Families in the Wild (FIW) [29] , and TSKinFace [28] data sets. We show that the 'from same photo' signal exists for all of these five data sets. For some, the signal is fairly weak, whereas for others it explains a large proportion of the state of the art results. In many cases we achieve comparable results with other submissions using only the 'from same photo' signal.
Training a classifier to detect faces from the same photo
In this section, we describe our approach to train a CNN classifier to be able to determine whether two facial images are cropped from the same original photograph or not. For positive training data we use pairs of face images cropped from non-family group photographs. This was done to ensure the classifier could not learn kinship signals between faces. We evaluate the ability of our classifier to classify faces from the same photo on a held out test set.
Generating the FSP data set
We would like to build a data set of face images that were cropped from the same original photo, but crucially where the people shown in the face images do not share a kinship relation. Figure 2 : Examples of photos found using non-kin group search terms and the Bing Azure API [5] . Pairs of faces found in these images are used in creating the FSP data set.
We began by creating a list of 125 search terms that describe groups of people, who are unlikely to share a kinship relation. These include terms such as 'school students', 'business meeting', 'sport team photos' (the complete list of terms is given in the supplementary material). We then use the Bing Azure API [5] to find URLs of images related to these search terms. We ensure that the images returned are large enough to potentially contain high resolution faces, and that each URL is returned only once in an attempt to avoid duplicate images. These searches result in a list of 81,784 URLs: an average of 654 per search term. We download each image, which after some loss due to moved content and unusable file formats, obtain 76,450 images.
The Dlib face detector [13] is used to find faces within these images. For our purposes, a usable group photo is defined to be an image which contains at least two faces, where the height and width of both face detection regions is not less than 50 pixels. This results in a maximum usable positive dataset of 24,827 group photos, which contains 145,618 face images and 914,517 possible pairs of face images. We partition this dataset into training (70%), validation (10%) and testing (20%), as shown in Table 1 .
Although the vast majority of pairs of faces in the positive FSP data set are correctly labelled, it was found that there are some cases of negative pairs making it through the processing pipeline. For example, some of the group images collected were composite collages of separate photos, and so the faces in the collages were not originally taken from the same photo. Another example which could lead to falsely labelled positive pairs comes from photographs of people standing next to portrait paintings or photographs which contain a face. These faces are also detected by Dlib, and so lead to pairs of faces being falsely labelled as positives. Furthermore, we can not exclude that some images will have Training the FSP classifier also requires creating a corresponding negative set of pairs of faces that are cropped from different original photographs. This is achieved by taking each image in the positive data set and randomly swapping one of the faces for another in the same training/validation/testing subset. This ensures that pairs of faces in the negative data set are not from the same photo, and that face photos do not leak across train, validation and testing splits. Furthermore, matching the total number of positive pairs and negative pairs in this way also helps to ensure that the FSP classifier does not learn a bias towards predicting a particular class.
The FSP classifier
In this section we describe the CNN classifier used to detect whether two facial photographs are cropped from the same original image. For training data we use the balanced FSP data set described above in section 2.1. We evaluate the performance of the FSP classifier on a test set of images from the FSP data set, and analyse the results using the standard receiver operating characteristic (ROC) and precision-recall (PR) curves.
Architecture. The CNN architecture can be split into four distinct parts as shown in Figure 4 . The first part consists of two parallel copies of a pre-trained VGG-M-Face, up to the output from the fully connected FC6 layer. This architecture was first used in [3] and has been trained here for facial recognition on the VGGFace dataset. The VGG-M-Face networks generate a 4096-dimensional feature vector for each face image of the input pair. Both feature vectors are then fed to a trainable fully connected layer to reduce their dimensionality. These reduced feature vectors are then stacked into a single vector and fed through through three more fully connected layers and ReLU activation functions to produce a two-dimensional vector giving the probability that the pair belongs to the class 'from same photo' or 'not from same photo'. The network is implemented in the PyTorch framework, and the code (and dataset) will be made publicly available.
Training. The FSP network was trained using stochastic gradient descent to minimise a softmax cross entropy loss function. During training we freeze the weights of the VGG-M-Face part of the model, but train all other layers. The initial learning rate was set to 0.1, and decreased by a factor of 0.5 every five epochs, until the classifier's performance on the validation set began to saturate. In training we use dropout with p = 0.1 between layers FC8 and FC9 to prevent overfitting. During training we augment our input images by resizing them up to 256 × 256 pixels and taking a random 224 × 224 pixel crop from the resulting image.
Testing. We evaluate the FSP network on a test set taken from the FSP data set that was not used in training or validation. The testing set consists of 323,236 pairs of face images, half of which are cropped from the same original photo. At test time we test a pair of images ten times using different permutations of region crops and horizontal flips. The result of these ten tests is then averaged to give the classifier score for a pair of images.
As can be seen in Figure 4 , the FSP classifier is able to tell whether two images are from the same photograph with very high accuracy. Testing resulted in an area under ROC curve of 98.09%, with an equal error rate of 6.97%.
Testing FSP Classifier on Kinship Data sets
Kinship verification tasks have branched into three major challenges, consequently multiple different types of kinship verification data sets have been built. The first type of task is one-to-one kinship verification, where one wishes to determine whether two individuals are related. Alternatively, tri-subject kinship verification is where given a picture of a mother-father and a third person, we wish to determine if the third person is the biological child of the two parents.
A final challenge is one-to-many family classification, where one wishes to know which family a person belongs to among a data set. We examined five popular data sets and the degree to which FSP is a biasing factor for the respective one-to-one kinship verification task challenges.
Kinship verification data sets
KinFaceW-I & KinFaceW-II (Lu et al. [22] ). These are two widely used kinship verification data sets introduced in 2014. They contain images of public figures paired with their parents or children. They are the most commonly tested on kinship data sets, but also the first to recieve criticism for using images cropped from the same photograph [20] . The KinFaceW-I data set contains pairs of images from the four main bi-subject kinship verification categories: motherdaughter (127 pairs), mother-son (116 pairs), father-daughter (134 pairs), father-son (156 pairs). The major differences between the two data sets are that KinFaceW-II is larger, and contains a greater number of photos cropped from the same original image compared to KinFaceW-I.
Typically these data sets are tested using five-fold cross validation, where both the positive and negative pairs are specified for each of the five folds. Here we collect all the positive and negative pairs across all five folds to create the balanced test set. The KinFaceW-I test set contains 1066 pairs of face images, and the KinFaceW-II test set contains 2000 pairs of face images, with 250 for each of the four major relations.
Cornell KinFace (Fang et al. [11] ). This data set was published in 2010 and consists of parents and children of public figures and celebrities. It is the smallest data set amongst the five tested in this paper, consisting of only 144 positive pairs. Human level performance on this data set was benchmarked as 70.7%. For the negative set we randomly substitute a parent or child from the positive pair with a random parent or child from the remaining positive set. To avoid bias from choosing a particularly easy negative set we average over five different versions of the negative set, randomised uniquely each time.
Families in the Wild (FIW) (Robinson et al. [29] TSKinFace (Qin et al. [28] ). TSKinFace was introduced as an alternative to the growing number of bi-subject kinship verification data sets. For many of the use situations described for kinship verification, such as organising family photo albums or locating missing children, it is likely that pictures of both parents will be available. TSKinFace is the largest publicly available data set of triplet kinship images to date. The data set contains 787 images of 2589 individuals belonging to 1015 tri-subject kinship groups (father-mother-child). The images from TSKinFace are collected from family photographs.
TSKinFace specifies related triplets of father-mother-son and father-mother-daughter. For the negative set they randomly combine images of parents with an image of different child of the same gender as their own. To reduce the probability of reporting results on a particularly easy negative set, we repeated our experiments with a different set of permutations for the children and parents in the negative set each time. The data set is split by the gender of the child with 513 positive father-mother-son (FM-S) triplets and 502 positive father-mother-daughter (FM-D) triplets.
At test time we split each triplet into two pairs, father-child and mother-child. Each pair is then scored by the FSP classifier. We take the maximum of these two scores as the test score for a triplet. This corresponds to asking whether at least one of the parents is cropped from the same original photo as the child.
Implementation details
We apply the FSP classifier to the kinship data sets naively, that is to say without further training for the intended kinship verification task. To achieve this we extract each image at three crop sizes. This is required as the Dlib face detector tends to propose tight square regions around the centre of a face, often cutting out chin, tops of heads and ears. However, the face images contained within two of the data sets we test on are more loosely cropped. We found Table 2 : Results of using the FSP classifier to predict kinship on KinFaceW-I, KinFaceW-II, Cornell KinFace, FIW and TSKinFace datasets. Accuracy percentages are shown for the pair subsets of mother-daughter (MD), motherson (MS), father-daughter (FD), and father-son (FS), and the triplet subsets of father-mother-daughter (FMD) and father-mother-son (FMS), as well as across the entire test set. that the greatest accuracy was achieved on KinFaceW-I, KinFaceW-II and FIW using the FSP classifier trained with images cropped to the standard Dlib size. Whereas on Cornell KinFace and TSKinFace, the best results were obtained by expanding the width and height of the images by 15%.
We report the accuracy our FSP classifier is able to obtain on each kinship test set. To determine the accuracy, we set the threshold of our FSP classifier using five-fold cross validation on the test sets. We determine the threshold which produces the maximum achievable accuracy for the FSP classifier on 80% of the test set, then calculate the accuracy on the remaining 20% of the test data for five splits. The mean accuracy across the splits is then reported.
Results
We show the results for the FSP classifier as a kinship classifier on the five data sets in Table 2 . For each of the bi-subject kinship verification tasks we report high accuracies: KinFaceW-I 76.8% , KinFaceW-II 90.2%, FIW 58.6%, Cornell KinFace 76.7%. There is variance between the tasks depending on the gender of the parent and child in the image. In kinship verification tasks this could be interpreted as perhaps biases in facial similarities between genders, however this is not something we should expect from the FSP classifier. It is more likely to be due to biases in likelihood for various gender pairs of family members to show up together in photographs, or even just stochastic variance from data set sampling.
In Table 3 , we show summary statistics across a large number of published kinship verification models on the various data sets, and show that the FSP classifier performs kinship classification as well or better than most of them. We also achieve high accuracies for the tri-subject verification data set beating many published models and near the state-of-the-art published results (Table 3 , TSKinFace 88.6%). In this instance there is no significant gender bias in accuracy of verification of kinship for the gender of the child. Finally, we can see that the FSP classifier consistently outperforms human classification of kinship. We can expect that the deep learning models will have inadvertently learnt the FSP signal as a means to solve the kinship verification task, but can only speculate if human classifiers uses the same type of information to simplify the task. Examples of positive kin pairs and triplets found by the FSP classifier are shown in Fig 5. A selection of pairs the classifier falsely predicted as being from the same photo are displayed in Fig 6. 
Conclusions
In this work, we have applied a 'from same photograph' (FSP) classifier as a naive classifier of kinship to five data sets regularly used for kinship verification tasks, and thereby have estimated the degree to which the FSP signal contaminates these data sets. The FSP classifier performs amongst the best published kinship classifier models, despite not being trained for this primary task. It is likely that deep neural network models built with the intention to verify kinship, are instead primarily using this much easier to detect FSP signal. We have also obtained a new data set for training classifiers to detect facial crops from the same photograph to begin to address this problem.
Futhermore, it is important to note that there are many other spurious signals that one should expect in kinship verification data sets. For instance, deep learning kinship classifiers would also be expected to learn biases in distributions of age, gender and particularly ancestral backgrounds. Due to the way the FSP classifier has been trained it is blind to many of these other confounding non-kinship signals contained within existing kinship data sets.
We recommend that an FSP classifier should be an important part of kinship data set production pipelines: either to ensure the FSP signal is removed entirely, or is balanced between positive and negative kin pairs. It should be considered that inappropriate construction of negative sets can introduce biases by overly simplifying the task, such as generating father-father-child tri-subjects, missmatched ancestral backgrounds, and implausible age distributions (such as a child older than the parents). Kinship verification is a challenging task made more difficult by inherent biases in how data occurs in the wild. Sharing a photograph does not make us relatives, but we are likely to share a photograph if we are.
