The matrix equations $XA-AX=X^{\alpha}g(X)$ over fields or rings by Bourgeois, Gerald
ar
X
iv
:1
40
6.
01
99
v2
  [
ma
th.
RA
]  
31
 Ju
l 2
01
4
THE MATRIX EQUATION AX −XA = Xαg(X)
OVER FIELDS OR RINGS
GERALD BOURGEOIS
Abstract. Let n,α ≥ 2. Let K be an algebraically closed field with char-
acteristic 0 or greater than n. We show that the dimension of the variety
of pairs (A,B) ∈ Mn(K)
2, with B nilpotent, that satisfy AB − BA = Aα or
A2−2AB+B2 = 0 is n2−1 ; moreover such matrices (A,B) are simultaneously
triangularizable. Let R be a reduced ring such that n! is not a zero-divisor
and A be a generic matrix over R ; we show that X = 0 is the sole solution of
AX−XA = Xα. Let R be a commutative ring with unity ; let A be similar to
diag(λ1In1 , · · · , λrInr ) such that, for every i 6= j, λi−λj is not a zero-divisor.
If X is a nilpotent solution of XA− AX = Xαg(X) where g is a polynomial,
then AX = XA.
1. Introduction
• Let n be an integer at least 2. In the first part, K is assumed to be a field such
that its characteristic char(K) is 0 or greater than n. Let k be an integer at least 2
and A,B be two n× n matrices, with entries in K, satisfying the matrix equation
(1)
k∑
j=0
(−1)j
(
k
j
)
Ak−jBj = 0n
In the following lines, we use the results of [5]. Firstly, A and B have same spectrum
(λi)i over K, the algebraic closure of K ; moreover, for every i, the generalized
eigenspaces Eλi(A) and Eλi(B) are equal. Thus, to study the solutions (A,B) of
Eq (1) can be reduced to study the restrictions of A,B to a generalized eigenspace
Eλ(A) = Eλ(B). Moreover, if (A,B) is a solution of Eq (1), then, for every µ ∈ K,
(A − µIn, B − µIn) is also a solution of Eq (1). Finally it suffices to solve Eq (1)
when A,B are assumed to be nilpotent matrices.
Note that k = 2 is a very special case ; indeed Eq (1) for k = 2 is
(2) A2 − 2AB +B2 = 0n
and is equivalent to
(3) N2 = [N,B] where N = A−B.
Thus Eq (2) is linked to the equation in the unknown X
(4) AX −XA = X2.
Two matrices A,B ∈Mn(K) are said to be simultaneously triangularizable (abbre-
viated to ST ) over K if there exists P ∈ GLn(K) such that P
−1AP and P−1BP
are upper triangular matrices.
We show
Proposition 1. We assume that char(K) > n or is 0. If (A,B) is a solution of
Eq (2), then A and B are ST over K.
Date: July-7-2014.
2010 Mathematics Subject Classification. Primary 15A24.
1
2 GERALD BOURGEOIS
Note that the previous result is false with regard to the following (Eq (1) when
k = 3, n = 4)
(5) A3 − 3A2B + 3AB2 −B3 = 0n.
We consider the relation linking the n× n matrices A,B
(6) AB −BA = Aα where α ≥ 2.
We show that the dimension of the algebraic variety of pairs (A,B) ∈Mn(K), with
B nilpotent, that satisfy Eq (2) or Eq (6) is n2 − 1.
• In the second part, R is assumed to be a commutative ring and we study the
equation
(7) AX −XA = Xα where α ≥ 2.
Definition. Let R be a commutative ring with unity and A = [ai,j ] be a n×n matrix
where the (ai,j) are commuting indeterminates. If R˜ is the ring of the polynomials
in the indeterminates (ai,j) and with coefficients in R, then the algbebra generated
by A is in Mn(R˜). In particular, there are no polynomial relations, with coefficients
in R, linking the (ai,j)i,j . We say that A is a generic matrix over R.
When R is reduced (for every u ∈ R, u2 = 0 implies u = 0), we obtain a precise
result
Proposition 2. Let n ≥ 2, R be a reduced ring such that n! is not a zero-divisor.
Let A ∈Mn(R˜) be a generic matrix. Then X = 0 is the sole solution of Eq (7).
Else, we only obtain a partial result
Proposition 3. Let R be a commutative ring with unity, α ≥ 2 and g be a poly-
nomial with coefficients in R such that g(0) 6= 0. Let X ∈ Mn(R) be a nilpotent
solution of the equation
(8) XA−AX = Xαg(X).
Then all elements of the two-sided ideal, in Mn(R), generated by AX − XA are
nilpotent.
If A is diagonalizable and its spectrum is “good”, then we obtain a complete
solution
Theorem 1. Let A ∈ Mn(R) be similar to diag(λ1, · · · , λn) such that, for every
i 6= j, λi − λj is not a zero-divisor. If n! is not a zero-divisor and X ∈Mn(R) is a
solution of Eq (7), then there is P ∈ GLn(R) such that A = Pdiag(λ1, · · · , λn)P
−1
and X = Pdiag(µ1, · · · , µn)P
−1 where, for every i, µi
α = 0.
Finally, we show our main result
Theorem 2. Let A ∈ Mn(R) be similar over R to diag(λ1In1 , · · · , λrInr ) with
n1 + · · ·+ nr = n and such that, for every i 6= j, λi − λj is not a zero-divisor. Let
X be a nilpotent solution of Eq (8).
i) Then there is P ∈ GLn(R) such that
A = P diag(λ1In1 , · · · , λrInr ) P
−1 and X = P diag(X1, · · · , Xr) P
−1
where, for every i, Xi ∈Mni(R) and Xi
αg(Xi) = 0.
ii) If moreover g(0) is a unit, then Xα = 0.
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2. Equations (2), (5), (7) over a field
In this section , K is a field with characteristic not 2. Let Jn denote the nilpo-
tent Jordan-block of dimension n. If A is a square matrix, then χA denotes its
characteristic polynomial.
The following result is well-known (see [5])
Proposition. If n = 2 and (A,B) is a solution of Eq (2), then AB = BA.
Corollary 1. Let (A,B) ∈ Mn(K)
2 be a solution of Eq (2). If the multiplicity of
each eigenvalue of A is at most 2, then AB = BA.
Proof. According to [5], we may assume that A,B are nilpotent matrices of dimen-
sion 2 and we conclude using the previous proposition. 
The following result is a slight improvement of [6, Theorem 1] or of [15, Theorem
11’].
Theorem 3. We assume that char(K) > n or is 0. Let A,B ∈ Mn(K) be such
that [A,B] = f(A) where f is a polynomial. Then A,B are ST over K.
Proof. Let V be the vector space spanned by {B, In, A, · · · , A
n−1}. One checks
easily by induction
(9) for all i ≥ 1, AiB −BAi = iAi−1f(A).
By Cayley-Hamilton’s Theorem (that is valid on a commutative ring with unity),
AiB −BAi belongs to V , and V is a Lie’s algebra. The derived series of V is
V1 = [V, V ] ⊂ K[A], V2 = [V1, V1] = {0}.
Thus V is solvable. According to Lie’s Theorem (that is valid when char(K) > n
or is 0, cf. [4, p. 38]), V is triangularizable, that is A,B are ST . 
We deduce Proposition 1
Proof. According to Eq (3) and Theorem 3, N,B and consequently, A,B are ST .

Remark 1. i) The hypothesis about char(K) is necessary ; indeed, if n = 3 and
char(K) = 3, then
A =

 0 1 00 0 2
−1 0 0

 , B =

0 0 00 0 −1
1 0 0


satisfy [A,B] = A2 and A3 = I3.
ii) According to Theorem 3, if (A,B) ∈Mn(K)
2
is a solution of
A2 − 2AB +B2 = P (A−B), where P is a polynomial,
then A and B are ST over K.
Let α ∈ J2, n−1K. According to [10, Proposition 2.9], if X ∈Mn(K) is a solution
of Eq (7), then each generalized eigenspace of A ∈Mn(K) is X-invariant. Thus we
may assume that A is nilpotent.
We consider the algebraic varieties
Sn,α = {(A,B) ∈Mn(K)
2
| B is nilpotent and (A,B) satisfies Eq (6)}
and Un = {(A,B) ∈Mn(K)
2
| B is nilpotent and (A,B) satisfies Eq (2)}.
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Recall that the algebraic variety Nn of nilpotent matrices in Mn(K) has dimension
n2 − n and is irreducible (cf. [2, Section: The nilpotent cone]). Note that the
algebraic variety
Wn = {(A,B) ∈Mn(K)
2
| A,B are nilpotent and AB = BA}
has dimension dim(Nn) + (n − 1) = n
2 − 1 and is irreducible when char(K) > n
(cf. [3]).
Proposition 4. The dimension of Sn,α is n
2 − 1.
Proof. A generic nilpotent matrix B is similar to Jn. Put B = Jn and consider the
equation XJn − JnX = X
α. According to [10, Remark 3.4], X is strictly upper
triangular and we can express the entries (xi,j) of X as functions of x1,2, · · · , x1,n.
Then the algebraic variety Yn,α = {X | XJn − JnX = X
α} has dimension n − 1.
Moreover, if x1,2 is chosen non-zero, then X is similar to Jn. Thus a component of
Sn,α of maximal dimension is obtained for generic nilpotent matrices B. We deduce
that dim(Sn,α) = dim(Nn) + dim(Yn,α) = n
2 − 1. 
Remark 2. i) According to the previous proof, when n > 2, there are pairs (A,B)
of Sn,α such that A and B do not commute.
ii) Note that {(A,B) ∈ Mn(K)
2
| A,B are similar to Jn and satisfy Eq (6)} is
Zariski open dense in a maximal component of Sn,α.
iii) We may wonder whether Sn,α is irreducible when char(K) = 0.
Proposition 5. The dimension of Un is n
2 − 1.
Proof. Note that A is also nilpotent. According to Proposition 4 with α = 2 and
Eq (3), dim(Un) = dim(Sn,2) = n
2 − 1. 
Proposition 6. We assume that char(K) > 3 or is 0. Let (A,B) ∈ M3(K) be
a solution of Eq (2) such that AB 6= BA. Then there are an invertible matrix
P and λ ∈ K such that P−1AP and P−1BP are both in the form

λ ∗ ∗0 λ ∗
0 0 λ

.
Conversely, there exist such solutions.
Proof. According to Corollary 1, necessarily A and B have a sole eigenvalue λ =
1
3
trace(A), that is necessarily in K. We conclude with Proposition 1. An instance
of such a solution is (J3, diag(0,
1
2
J2)). 
Remark 3. i) We may wonder whether A,B are still ST when k = 3, that is when
(A,B) is a solution of Eq (5). The answer is no, as we can see with the following
solution of Eq (5) when n = 4 and char(K) ≥ 5 or = 0
(


0 4/3 −1/3 −1
1 0 3/4 −3/4
1 0 0 0
1 0 0 0

 , J4).
Clearly A,B are nilpotent and [A,B] is invertible. We say that a pair (U, V ) have
property L (cf. [14]) if there are orderings of the eigenvalues (λi), (µi) of U, V such
that, for every a ∈ K, the eigenvalues of U + aV are (λi + aµi) ; if U, V are ST ,
then they have property L. In our instance, (A,B) have not property L because, if
a 6= 0, then A+ aB is not nilpotent.
ii) We consider the algebraic variety
V4 = {(A,B) ∈M4(K)
2
| A,B are nilpotent and satisfy Eq (5) }.
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We use a similar argument to that used in the proof of Proposition 4 ; by the
Gro¨bner basis method, we solve Eq (5) with A = J4 ; we obtain an algebraic set
of solutions in B that has 6 as Hilbert dimension. A component of V4 of maximal
dimension is obtained for generic nilpotent matrices A, that is, for matrices A that
are similar to J4. Finally dim(V4) = dim(N4) + 6 = 18.
A similar calculation shows that the algebraic variety
V4 ∩W4 = {(A,B) ∈M4(K)
2
| A,B are nilpotent , AB = BA and (A−B)3 = 0}
has dimension: dim(N4) + 2 = 14.
Let α, n be integers ≥ 2.
Proposition 7. Let K be a field such that char(K) > n or is 0. If A ∈ Mn(K)
has n distinct eigenvalues in K, then X = 0 is the sole solution of Eq (7).
Proof. Note that A satisfies the property
P : for every Y ∈Mn(K), {AY = Y A, Y
α = 0} imply Y = 0.
Indeed we may assume that A is a diagonal matrix over K. Since Y commute
with A, Y is also diagonal and clearly, Y = 0. According to Theorem 3, [A,X ]
is nilpotent and X too ; assume that k, the nilindex of X , is greater than α.
According to Eq (9), [A,Xk−α+1] = 0 ; by the property P and X(k−α+1)α = 0, we
deduce Xk−α+1 = 0, that is contradictory and therefore k ≤ α. Thus Xα = 0 and
AX = XA ; by Property P , we conclude that X = 0. 
Remark 4. The previous result is shown, when K is a field of characteristic 0, in
[10, Proposition 2.5].
3. Equations (7), (8) over a ring
Definition. i) Let (Ri)i∈I be commutative rings with unity. Their ring subdirect
product R is defined if there is f : R → Πi∈IRi an injective ring homomorphism
such that, for every j ∈ I, the projection of f on Rj is onto.
ii) A commutative ring R with unity is reduced if for every u ∈ R, u2 = 0 implies
u = 0. That is equivalent to R is isomorphic to a subring of a direct product of
fields or isomorphic to a subdirect product of domains (cf. [11, Theorem 11.6.7]).
For instance, R = Z × Z is a reduced ring with char(R) = 0. More generally,
char(R) is 0 or a product of distinct primes. Note that R = Z/3Z × Z is reduced
with char(R) = 0 and yet, 3 = (0, 3) is a zero-divisor.
We show Proposition 2.
Proof. Since R is a subring of a direct product of algebraic closed fields Πi∈IKi, we
may assume R = Πi∈IKi where, for every i ∈ I, Ki is a field such that char(Ki) > n
or is 0. Let X = (Xi)i and A = (Ai)i. Thus, for any i ∈ I, XiAi − AiXi = Xi
α
where the ith component Ai ∈ Mn(Ki) of A is generic ; then, for every i, the
discriminant of χAi is not 0 and the matrix Ai has n distinct eigenvalues. According
to Proposition 7, for every i ∈ I, Xi = 0 and consequently X = 0. 
Proposition 8. Let R be a commutative ring with unity such that n! is not a zero-
divisor and let A ∈ Mn(R). If X ∈ Mn(R) is a solution of Eq (7), then X is a
nilpotent matrix.
Proof. Note that [A,X ] and X commute and that the Cayley-Hamilton theorem is
true over R. According to the proof of Jacobson lemma (cf. introduction of [7] and
also [8] where an improvement of this result is stated within the framework of the
algebraic operators on a complex Banach space), n! [A,X ]2
n−1 = 0, that implies
[A,X ]2
n−1 = 0 and we are done. 
6 GERALD BOURGEOIS
If A is generic over R, then we have a more precise result for small n, α.
Proposition 9. Let n = 2, 2 ≤ α ≤ 4. Let R be a commutative ring with unity
such that, if α = 2, 3 or 4, then 2, 3! or 5! is not a zero-divisor. Let A ∈M2(R˜) be
a generic matrix. If X = [xi,j ] ∈M2(R˜) is a solution of Eq (7) then
AX −XA = Xα = 0 and for every (i, j), xi,j
2α−1 = 0.
Proof. The 4 parameters are the (ai,j). We have a system of 4 equations in the
4 unknowns (xi,j). Using Gro¨bner basis theory in any specified characteristic, we
obtain the required result. 
When n = 3, 4, 5 and 2 ≤ α ≤ 4, the calculations have great complexity ;
thus we carry out specializations of the (ai,j) in the ring R. Then we randomly
choose the matrix A (in order to simulate the generic nature of the matrix) and
we formally solve Eq (7) in the n2 unknowns (xi,j). Numerical experiments, again
using Gro¨bner basis theory in characteristic great enough, lead to the following
result: Xα = 0n and for every (i, j), xi,j
(α−1)n+1 = 0 ; for instance, if n = 5, α = 4,
then the supplementary condition is: “13 ! is not a zero-divisor”. Therefore we
conjecture
Conjecture. Let n ≥ 2, R be a commutative ring with unity satisfying a condition
in the form: “the integer φ(n, α)! is not a zero-divisor”. Let A ∈Mn(R˜) be a generic
matrix. If X = [xi,j ] ∈Mn(R˜) is a solution of Eq (7), then AX −XA = X
α = 0n
and for every (i, j), xi,j
(α−1)n+1 = 0.
Remark 5. i) The instance R = Z/27Z, U = 3I2 shows that if U is a nilpotent
n× n matrix, then we have not necessarily Un = 0.
ii) In the previous conjecture, note that the exponent (α− 1)n+ 1 is very special ;
indeed, if Uα = 0n, then we have
(trace(U))(α−1)n+1 = 0,
and we cannot do better (cf. [1]).
Let R be a commutative ring with unit and A ∈ Mn(R). We look for the
nilpotent solutions X ∈Mn(R) of Eq (8), where α ≥ 2 and g is a polynomial in X ,
with coefficients in R, such that g(0) 6= 0. Then, according to Eq (9), for every i,
X iA−AX i = iXα+i−1g(X).
Let val(T ) denote the valuation of the polynomial T , with the following convention:
val(0) = +∞. In the sequel, X is a nilpotent solution of Eq (8).
Lemma 1. Let u be a polynomial in X. Then, for every l, uAl =
∑l
i=0 A
ivi where
vi is a polynomial in X with, for every i, val(vi) ≥ val(u).
Proof. For every i, X iA = AX i + v0(X) with val(v0) ≥ i. Then uA = Au+ v1(X)
with val(v1) ≥ val(u). In the same way, uA
2 = A2u + 2Av1 + v2 and uA
3 =
A3u+ 3A2v1 + 3Av2 + v3 with val(v3) ≥ val(v2) ≥ val(v1), and so on. 
Lemma 2. Let k ≥ 2 and (vi)i be polynomials in X with, for every i, val(vi) ≥ α.
Then
(
∑
i
Aivi)
k is in the form
∑
i
Aiwi
where, for every i, wi is a polynomial in X with val(wi) ≥ kα.
Proof. We use a reasoning by recurrence. LetE = (
∑
iA
ivi)
k = (
∑
iA
izi)(
∑
iA
ivi)
where zi is a polynomial in X such that val(zi) ≥ (k − 1)α. Using Lemma 1,
E =
∑
i,j A
i(ziA
j)vj =
∑
AiAryrvj where val(yr) ≥ (k − 1)α. 
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Lemma 3. Let P,Q be polynomials in X,A. Then, for every k,
(P (AX −XA)Q)k is in the form
∑
i
Aivi
where, for every i, vi is a polynomial in Xsuch that val(vi) ≥ kα.
Proof. Let E = (P (AX − XA)Q)k = (PXαgQ)k. Then E =
∑
Πki=1(PiX
αgQi)
where, for every i, Pi, Qi are monomials in the form A
i1Xj1Ai2Xj2 · · · . Assume,
for instance, that Pi = A
i1Xj1Ai2Xj2Ai3Xj3 . By Lemma 1,
Pi = A
i1Xj1Ai2(
∑
r
Arur)X
j3 =
∑
Ai1Xj1Ai2+rurX
j3 =
∑∑
Ai1AswsusX
j3
and finally Pi, Qi are in the form
∑
j A
jpj ,
∑
j A
jqj where pj , qj are polynomials in
X . Now
E =
∑
Πki=1(
∑
j
Ajpj)X
αg(
∑
j
Ajqj) =
∑
(Ai1p1X
αgAj1q1) · · · (A
ikpkX
αgAjkqk) =
∑
(Ai1 v˜1) · · · (A
ik v˜k),
where, for every i, val(v˜i) ≥ α. Using Lemma 2, E =
∑
iA
ivi where, for every i,
val(vi) ≥ kα. 
We deduce Proposition 3
Proof. Use Lemma 2, Lemma 3 and the fact that X is a nilpotent matrix. 
Remark 6. i) When R is an arbitrary algebraically closed field, the previous result
is equivalent to: A and X are ST over R (cf. [13] and compare with Theorem 3).
ii) When R is a ring, McCoy, in [12], gave an equivalent condition that, unfortu-
nately, seems almost useless. In fact, if AB = BA and A,B are triangularizable
over R, then they have not necessarily a common eigenvector ; the following exam-
ple, for n = 2, is due to J. Starr:
R = C[ǫ]/〈ǫ2〉, A =
(
0 ǫ
0 0
)
, B =
(
0 0
ǫ 0
)
.
Note that we can reduce (theoretically) the resolution of Eq (6) to the case α = 2.
Indeed, let (A,B) be satisfying Eq (6). According to Eq (9), Aα−1B − BAα−1 =
(α− 1)A2α−2. Put B = (α− 1)B1, A1 = A
α−1 ; if α− 1 is not a zero-divisor, then
A1B1 −B1A1 = A1
2.
We have a more precise result when A is diagonalizable and its spectrum is
“good”.
Lemma 4. Let A ∈ Mn(R) be similar to diag(λ1, · · · , λn) and B ∈ Mn(R) such
that AB = BA.
i) Assume that, for every i 6= j, λi − λj is not a zero-divisor in R. Then A and B
are simultaneously diagonalizable.
ii) Assume that, for every i 6= j, λi −λj is a unit. Then B is a polynomial in A of
degree at most n− 1 and with coefficients in R.
Proof. We may assume that A = diag(λ1, · · · , λn).
i) If B = [bi,j ], then AB − BA = [ci,j ] with ci,j = (λi − λj)bi,j ; if i 6= j, then
bi,j = 0.
ii) According to i), we may assume that B = diag(µ1, · · · , µn). We must solve the
linear system, in the unknowns (αi)0≤i<n:
for every j, µj =
∑
i
αiλj
i.
Since the determinant of the associated Vandermonde matrix is a unit, we are
done. 
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Proposition 10. Let A ∈ Mn(R) be similar to diag(λ1, · · · , λn) such that, for
every i 6= j, λi−λj is not a zero-divisor and B ∈Mn(R). If A and [A,B] commute,
then AB = BA.
Proof. We may assume that A = diag(λ1, · · · , λn) and put B = [bi,j ], D = [di,j ] =
A[A,B] − [A,B]A. We obtain di,j = (λi − λj)
2bi,j = 0 ; therefore, if i 6= j, then
bi,j = 0. 
Now we prove Theorem 1
Proof. According to Proposition 8, X is nilpotent. Assume that the nilindex of
X is i + α − 1. According to Eq (9), X i and A commute. Since X i−α+1A −
AX i−α+1 = (i−α+1)X i, [X i−(α−1), A] and A commute. According to Proposition
10, [X i−(α−1), A] = 0. Then we obtain a finite sequence of matrices
(X i−k(α−1))0≤k<i/(α−1)
that commute with A and where, at each step, the exponent decreases by α − 1.
Finally we obtain a matrix Xβ, with β ∈ J1, α− 1K, that commutes with A. Since
Xβ+α−1 = 0, [Xα, A] = αXβ+α−1Xα−β = 0. Finally [X,A] and A commute, that
implies [A,X ] = 0. 
We show Theorem 2, our main result.
Proof. We may assume that A = diag(λ1In1 , · · · , λrInr ) = diag(µ1, · · · , µn).
i) • For every k ≥ 1, ker((A − λ1I)
k) = [e1, · · · , en1 ] where (ei)i is the canonical
basis of R. Indeed, if x = [x1, · · · , xn]
T and (A − λ1I)
kx = 0, then, for every i,
(µi − λ1)
kxi = 0. Thus, for every i > n1, xi = 0.
•X(ker(A−λ1I)) ⊂ ker(A−λ1I). Indeed, this comes from the proofs of [6, Lemmas
1 and 2, Theorem 3]. Therefore AX = XA.
• In the same way than in the proof of Lemma 4 i), we obtain that X has the
required form.
ii) In Mn(R), g(0)In is a unit and g(X)− g(0)In is nilpotent ; therefore g(X) is a
unit and we are done. 
Remark 7. In the previous proposition, consider a matrix Xi. According to [9,
Theorem 8.54], det(g(Xi)) is the resultant Res(χXi , g). Therefore, if Res(χXi , g)
is a unit, then Xi
α is zero again ; in general, it is not, as we see in the following
instance: let τ ∈ R such that τ2 6= 0, τ3 = 0, Xi = τI2, g(x) = τ and α = 2. Then
Xi
2 6= 0, Xi
3 = 0 and Xi
2g(Xi) = 0.
Acknowledgements. The author thanks J. Bracˇicˇ for helpful discussions.
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