We present a new, complete approach to the partial regularity of solutions to non-linear, second order parabolic systems of the form u t − div A (x, t, u, Du) 
Introduction and results
In this paper we are concerned with the study of regularity properties of solutions to non-linear, second-order, parabolic systems of the type u t − div A(x, t, u, Du) = 0, (x,t)∈ Ω × (−T , 0) ≡ Q T , (1.1) where Ω ⊂ R n is a bounded domain and T > 0; for precise notation we refer to the next section. Our aim is twofold. First we want to explain a new method to prove partial regularity of solutions, that will avoid to assume additional structural assumptions on the system and a priori additional regularity on the solutions. With this new method it is no longer necessary to use various involved tools as Reverse-Hölder inequalities and (parabolic) Gehring's lemma. The method is based on an approximation result that we called the "A-caloric approximation lemma", which is explained in Section 3, below. This is the parabolic analogue of the classical harmonic approximation lemma of De Giorgi [7, 41] and allows to approximate functions with solutions to parabolic systems with constant coefficients in the same way as the classical harmonic approximation lemma does with harmonic functions. More precisely, in the case of the classical heat system we have (with B ⊂ R n denoting the unit ball and Q := B × (−1, 0)) This lemma and its variant in Section 3 allow to prove partial regularity properties of solutions to non-linear parabolic systems by linearization arguments (see Sections 6 and 7) in a particular efficient and elementary way. In the elliptic setting the possibility of using the harmonic approximation lemma and its non-isotropic variant, the A-harmonic approximation lemma, was already exploited both in the setting of Geometric Measure Theory to prove optimal regularity results for minimizing currents to elliptic integrands by Duzaar and Steffen [15] and to prove regularity results for non-linear elliptic systems by Duzaar and Grotowski [11] . In the last case such a method allowed to get an elementary proof of the known regularity results for elliptic systems. These techniques find their origins in Simon's approach, via De Giorgi's harmonic approximation, to Allard's regularity theorem and to the regularity of harmonic maps [40, 41] . Later this has been generalized to the degenerate elliptic problems by the authors [12, 13] .
In the present paper the use of Lemma 1.1, combined with new ad hoc arguments, allow to prove optimal regularity results for solutions that was not possible to obtain before; it is actually our second aim to provide a complete study of regularity properties of weak solutions: optimal partial regularity exponents and estimates for the dimension of the singular sets. Indeed, the first regularity result of the paper is the following: See Section 8 for the proof; of course by |S| we denote the usual Lebesgue measure of a set S ⊂ R n+1 ; moreover, C β,β/2 (A) is the space of functions which are Hölder continuous with exponent β with respect to space variable x and with exponent β/2 with respect to the time variable t; in other words they are Hölder continuous with exponent β in the parabolic metric in R n+1 given by dist p (x, t) , (x 0 , t 0 ) := |x − x 0 | 2 + |t − t 0 |, x,x 0 ∈ R n , t,t 0 ∈ R. (1.2)
As far as we are aware, Theorem 1.2 was not known under the general, minimal assumptions considered here. Partial regularity of solutions has been proven for quasi-linear systems [44, 17, 18, 2, 25] , for non-linear systems with special structure [32] or in low dimensions [37, 22, 23, 34, 36] , and for non-linear systems only assuming that solutions were a priori more regular [47, 29] i.e. bounded or even Hölder continuous; everywhere regularity is possible only under very special (diagonal type) structures, as for instance in the case of the p-Laplacian system [9, 33] , otherwise it fails in general, as shown by counterexamples [45, 42, 21] and already in the case of elliptic systems [8, 20, 46] . On the other hand, recently, non-a-priori regular solutions have been considered, but again assuming more regularity of A with respect to the "coefficients" (x, t) and, in particular, no dependence on the variable u [38, 1] ; the methods of this last paper are suited for systems with growth conditions more general than the one treated here, but again, they are not suitable to treat the low regularity assumptions we consider. In any case, the optimal regularity stating that the Hölder exponent of the spatial gradient is exactly the same one of the coefficients was never achieved, even under extra assumptions, due to the different techniques available before this paper. We stress here the fact that the use of the "A-caloric approximation lemma", proved in Section 3, allows to get a completely elementary proof of Theorem 1.2, without the use of Reverse-Hölder inequalities; this will be an important point in a forthcoming paper [14] , where together with K. Steffen we are going to treat systems with super-linear growth. For such systems higher integrability of solutions has been recently proved by Kinnunen and Lewis [24] , and later refined by Misawa [32] , but their proof does not yield a Reverse-Hölder inequality since the scaling for parabolic systems of the type in (1.1) with non-linear growth is non-isotropic; therefore the application to partial regularity seems to be not immediately possible, while a further variant of our method will allow to deal with such systems too. Theorem 1.2 immediately poses a natural problem. Let us call the set of non-regular points "the singular set" of the solution u:
The natural question is now: how large can Σ be? This question can be answered considering the so called parabolic Hausdorff measure in R n+1 , that is the canonical Hausdorff measure constructed in R n+1 with respect to the parabolic metric from (1.2). Here we shall consider its cylindrical variant, that leads to slightly stronger estimates. To be precise, let us denote, x 0 ∈ R n and t 0 ∈ R
Then we define for s ∈ [0, n + 2] and F ⊂ R n+1
The parabolic Hausdorff dimension is then usually defined according to
Let us observe that due to the stretching in the time direction of the cubes, the limit dimension is n + 2: dim P (F ) n + 2 for every F ⊂ R n+1 , while P n+2 is comparable to the Lebesgue measure in R n+1 . Once again, estimates for the singular set Σ have been obtained in very particular situations and when the system in (1.1) shows a simpler structure: u t − div A(Du) = 0. In this case it is possible to prove that dim P (Σ) n [5] . Actually the problem of proving Hausdorff dimension estimates for systems including Hölder coefficients remained open for a long time already in the elliptic case: div A(x, u, Du) = 0 (see the open problems in [16] , page 191). It has been finally settled in [31] , where it is shown, among other things, that the Hausdorff dimension of solutions to general non-linear elliptic systems in R n is always strictly less than n. Here we shall derive the parabolic analogue of this result, using a difference quotient technique in the setting of parabolic fractional Sobolev spaces; in any case we treat systems with uniformly continuous coefficients, which is a quite standard assumption for partial regularity. Our first result in this direction is the following theorem, whose proof will be presented in Section 9: 
The dependence of δ upon the regularity of the coefficients β and the ellipticity ratio L/λ is critical in the sense that lim β→0 δ = 0 and lim
The presence of the small -but quantifiable -number δ (see Remark 9.6 below), rather than a more consistent quantity, is due to the fact that the vector field A explicitly depends on the function u(x, t), which is a priori only measurable; this yields a strong lack of smoothness for the function
which prevents the singular set reduction. Indeed, when no dependence on u takes place, the previous result can be substantially improved in the following, which extends previous elliptic results [30] :
) be a weak solution to the system
under the assumptions (2.1)-(2.3) and (2.9) and denote by Σ the singular set of u. Then there exists a number
The last result, whose proof is in Section 10, shows that, independently of the ellipticity ratio L/λ, the singular set dimension depends in a sensitive way on the regularity of the coefficients when considering systems of the type in (1.4) . Note that the bound (1.5) is in some sense natural: in the differentiable case β = 1, we find dim P (Σ) < n which agrees (and actually improves) some known estimates for the case u t − div A(Du) = 0 [5] . We remark that Theorems 1.3 and 1.4 are the only results where we shall use in a crucial way the a priori higher integrability properties of solutions via the parabolic Gehring's lemma [24] .
Finally we point out that most of the previous results, and in particular Theorem 1.2, take place for more general, non-homogeneous systems of the type
where the vector field b exhibits critical growth conditions
and the solution is assumed to be bounded with u ∞ satisfying a suitable smallness assumption of the type
We shall not carry out the proofs here, which in many points are even simpler since the solution is assumed to be bounded.
Assumptions and notations
In the following Ω will denote a bounded domain in R n , and Q T will denote the parabolic cylinder Ω × (−T , 0) where T > 0. Here we specify the exact assumptions we are going to consider on the parabolic systems. We shall distinguish the assumptions for partial regularity, Theorem 1.2, from the ones for the singular set estimates, Theorems 1.3, 1.4.
Assumptions for Theorem 1.2. We shall consider a vector field
and p ∈ R nN we shall denote the coefficients by A(z, u, p) = A(x, t, u, p). We assume that the functions
are continuous in Q T × R N × R nN and that the following growth and ellipticity conditions are satisfied:
for all z ∈ Q T , u ∈ R n and p,p ∈ R nN where λ > 0 and 1 L < ∞; actually, up to enlarging the constant L, (2.1) is a consequence of (2.2); we reported both of them for future convenience. Now we shall specify the regularity assumptions on A(x, t, u, p) with respect to the "coefficients" (z, u); we shall assume that the function
is Hölder continuous with respect to the parabolic metric (1.2) with Hölder exponent β ∈ (0, 1), but not necessarily uniformly Hölder continuous; namely we shall assume that
for any z = (x, t) and z 0 = (x 0 , t 0 ) in Q T , u and u 0 in R n and for all p ∈ R nN where
is a given non-decreasing function. Note that θ is concave in the second argument. This is the standard way to prescribe (non-uniform) Hölder continuity of the function in (2.4). We find it a bit difficult to handle, therefore, in many points of the paper, we shall use
valid for any z = (x, t) and z 0 = (x 0 , t 0 ) in Q T , u and u 0 in R n and for all p ∈ R nN where β ∈ (0, 1) and
is a given non-decreasing function. We note that (2.6) is weaker than (2.5).
Finally we remark a trivial consequence of the continuity of ∂A/∂p; this implies the existence of a function 
for any z = (x, t) and
Remark 2.1. In the case of systems of the type (1.4) both (2.5) and (2.6) must be replaced by 8) while, in order to apply (2.7), we just need to require that |p| + |p − p 0 | M.
Additional assumptions for Theorems 1.3 and 1.4. In order to prove Theorems 1.3 and 1.4 we shall be forced to consider systems with uniformly Hölder continuous coefficients: we shall consider the following reinforcement of (2.6):
where ω :
Finally we recall that a weak solution to the system (
Preliminaries
where α n denotes the volume of the unit ball in R n . We remark that in the following, when not crucial, the "center" of the cylinder will be often unspecified e.g. Q (z 0 ) ≡ Q ; the same convention will be adopted for balls in R n thereby denoting B(x 0 , ) ≡ B (x 0 ). Finally in the rest of the paper the symbol c will denote a positive, finite constant that may vary from line to line; the relevant dependencies will be specified.
amongst all affine functions a(z) = a(x) which are independent of t. To get an explicit formula for z 0 , we note that such a unique minimum point exists and takes the form
where ν z 0 , ∈ R nN . A straightforward computation yields that
for any affine function a(x) = ξ + ν(x − x 0 ) with ξ ∈ R N and ν ∈ R nN . This implies in particular that
For convenience of the reader we recall from [26] the following:
Then there holds
The following lemma is a (parabolic variant) of a well known measure theoretical result; the proof can be obtained along the lines of [19] , Chapter 3 and [30] , Section 4. 
Now we recall the definition of the parabolic fractional Sobolev spaces for which we refer to [27] . We shall say that a function u ∈ L 2 (Q T , R k ) belongs to the fractional Sobolev space
The local variant W α,θ;2 loc (Q T , R k ) can be defined in the usual way; it is also possible to define spaces W α,θ;2 (Q T , R k ) for higher values of α and θ ; for this we refer to [27] . The following Poincaré type inequality can then be obtained in a standard way (for instance imitating the proof of Proposition 3.1 from [10] ):
The proof can be obtained along the lines of the analogue, classical results for standard fractional Sobolev functions (see for instance [10, 30] for elementary proofs). We briefly sketch the main arguments, confining ourselves to the estimate for A. By a standard localization argument [30] we may suppose without loss of generality that u ∈ W β,β/2;2 (Q T , R k ); then by (3.1) we have that A ⊂ S where
Therefore, applying Lemma 3.2 we have dim P (A) dim P (S) n + 2 − 2β; we observe that the application of Lemma 3.2 is possible since the set function
with I ⊂ (−T , 0) and ω ⊂ Ω, Borel sets, clearly meets all the requirements of Lemma 3.2.
Finally we conclude with the parabolic version of the well known relation between Nikolski spaces and Fractional Sobolev spaces; the proof can be obtained by a straightforward adaptation of the standard elliptic result [30, 10] .
Suppose that 
A-caloric approximation
We recall that a strongly elliptic bilinear form A on R nN with ellipticity constant λ > 0 and upper bound Λ > 0 means that
Obviously, when A(p,p) ≡ |p| 2 for everyp ∈ R nN , then an A-caloric function is just a caloric function
and therefore Lemma 1.1 is just a particular case of the following:
Lemma 4.1 (A-caloric approximation lemma). There exists a positive function δ(n, N, λ, Λ, ε) 1 with the following property: Whenever A is a bilinear form on R nN which is strongly elliptic with ellipticity constant λ > 0 and upper bound Λ, ε is a positive number, and u
is approximatively A-caloric in the sense that
then there exists an A-caloric function h such that Q |h| 2 + |Dh| 2 dz 1 and
Proof. Were the assertion false, we could find ε > 0, a sequence (A k ) of bilinear forms on R nN , with uniform ellipticity bound λ > 0 and uniform upper bound Λ, and a sequence of functions
where here
Passing to a subsequence (also labeled with k) we obtain the existence of
Using the lower semicontinuity of v → Q (|v| 2 + |Dv| 2 ) dz with respect to weak convergence in
Passing to the limit k → ∞ we see that the first term of the right-hand side converges to 0 due to (4.4); the same holds for the second term in view of the uniform bound of Dv k in L 2 (Q, R nN ) (see (4.1)) and the convergence of the A k 's; the third term vanishes in the limit k → ∞ via (4.2). This shows that the weak limit v is an A-caloric function on Q, i.e.
Here we have used in turn (4.2), the Cauchy-Schwartz inequality and (4.1). Now, for −1 < s 1 < s 2 < 0 and ε > 0 small enough we choose
Testing (4.6) with ϕ we obtain
By Sobolev-embedding
we see that
.
Passing to the limit ε ↓ 0 we obtain for a.e.
0 (B, R N ) the last inequality is also valid for any
Here, we have used in the first line the interpolation inequality
valid for w ∈ W 1,2 (B, R N ). Moreover, in the second-last line we have used the bound (4. 
We are now in the position to show that
In order to do this we recall that
For given θ > 0 we choose µ = θ 12 . This fixes µ and also c(µ) = c(
Finally, we choose h 2 > 0 such that 2c(µ)c 2 a 2 h < θ 3 for any 0 < h < h 2 . Then, for any k ∈ N and 0 < h < h 0 := min(h 1 , h 2 ) we have
dt < θ which proves (4.9).
Since the sequence
we are able to apply Theorem 3 of [39] 
To obtain the desired contradiction we denote by w k : Q → R N a solution to the following initial-Dirichlet problem and possessing the properties below; its existence can be deduced from standard existence arguments [27, 28] .
Using the ellipticity of the bilinear forms A k we see that the second term of the left-hand side of (4.10) is bounded from below by λ B×(−1,t) |Dw k | 2 dz. Moreover the right-hand side of (4.10) is estimated easily by the use of Cauchy-Schwarz inequality, the bound Q |Dv| 2 dz 1 from (4.5), and Young's inequality
This implies in particular
Taking the supremum over t ∈ (−1, 0) we arrive at
we easily see that g k agrees with v on the parabolic boundary ∂ p Q of Q and satisfies
From (4.11) and the definition of g k we see that
which implies in particular that
Letting
which yields the desired contradiction to (4.3). 2
Remark 4.2. From (4.7) we infer
which yields, reasoning as above
Therefore we could have had directly applied Theorem 5 of [39] with the choice 
The Caccioppoli inequality
From the definitions given in Section 2 we set
Now we are ready to derive the following Caccioppoli inequality which slightly differs from the usual ones in that it shows the correct dependence on H (M), a fact that will be needed later. 
2) where the constant c Cacc depends only on λ, L and H (M).
Proof. The following calculations will be a bit sloppy. To proceed in a rigorous way, one should use a smoothing procedure in time via a family of non-negative mollifying functions or via Steklov averages. Since this is a standard argument and yields only technical minor changes we shall proceed formally. In (2.10) we take the test
Inserting ϕ in (2.10) we obtain
We further have
Adding the last and second-last equation to (5.3) and using also that t ≡ 0 we deduce
Estimate for I : The Lipschitz bound |A(z, u, p) − A(z, u,p)| L|p −p| for p,p ∈ R nN and an application of Young's inequality yield (for 0 < µ 1 to be chosen later)
Estimate for IV: Using the fact that ζ ≡ 0 on (−∞, t 0 − 2 ∪ (t 0 , ∞), the integral IV can formally be rewritten in the form (we note that the smoothing procedure mentioned at the beginning of the proof justifies this formal computation)
Taking into account that ζ ζ t 0 for t > t 0 − 2 /4 and that |ζ t | 3 −2 we infer
Estimate for II: Using the assumption imposed for the modulus of continuity of (z, u) → A(z, u, p), i.e. (2.6), we see that
where
To estimate II 1 we use Young's inequality twice
Arguing similarly we obtain
Estimate for III: To estimate III we proceed as follows: Using (2.6) again we see that
Now, using Young's inequality twice again, we have
Combining (5.5), (5.7)-(5.9), (5.6) with (5.4) and using the fact that 2β/(1−β) 2β for 0 < 1 we arrive at
We next estimate the integral on the left-hand side of the previous inequality using the ellipticity condition for the coefficients A, which in turns implies strict monotonicity, i.e.
We therefore obtain
Choosing µ small enough, i.e. µ = min(1, λ/6), and taking into account that ζ
Now, the desired Caccioppoli inequality follows by taking the limit ε → 0. 2 Remark 5.2. Remark 2.1 and a careful inspection of the previous proof, reveal that in the case of systems of the type (1.4) the term II drops out while the estimate for III simplifies. Therefore the only condition we have to take on (z) is that |D | M.
Linearization
The next inequality will later allow us to apply the A-caloric approximation lemma. (5.1) ). We write
Proof. Without loss of generality we can assume that sup Q (z 0 ) |Dϕ| 1. Using (2.10), the fact that
and − Q (z 0 ) ϕ t dz = 0 we deduce
where we have abbreviated
In turn we split the first integral as follows
We proceed estimating the two resulting pieces. As for IV we write
We estimate IV using the modulus of continuity ω(·, ·) for (z, u, p) → ∂A ∂p (z, u, p) from (2.7), the fact that s → ω 2 (t, s) is concave, and Jensen's inequality (note that, by assumption, on S 1 we have
To estimate V we preliminarily observe that, using Hölder's inequality
, and therefore
Using (2.1), (2.2) and the previous inequality we then conclude the estimate of V as follows
Combining the estimates found for IV and V we have
For the remaining pieces, using the modulus of continuity (z, u) → A(z, u, p) from (2.6), we deduce
Here we have used that 1 K(M) H (M) and the assumption that 1. Using again (2.6) and Young's inequality we estimate
Combining the estimates just found for I , II and III, we obtain
A simple scaling argument yields the result for general ϕ. The next lemma is a standard estimate for weak solutions to linear parabolic systems with constant coefficients [4] , Lemma 5.1. 
the following linear parabolic system with constant coefficients:
Here we write for 0 < σ
Regular points
In this section we consider a weak solution u of the nonlinear parabolic system (1.1) on a fixed sub-cylinder Q (z 0 ) Q T , under the assumptions described in Section 2. In the following we shall always consider 1. Let M > 1 be given. We first want to apply Lemma 6.1 on Q /2 (z 0 ) to
where (z) = (x) is an affine function independent of t satisfying | (z 0 )| + |D | M. We observe that Ψ 2 has the following property:
From Lemma 6.1 we therefore get for any ϕ
β, H (M)).
For given ε > 0 (to be specified later) we let δ = δ(n, N, λ, L, ε) ∈ (0, 1] be the constant from Lemma 4.3. We define
Then, from (7.3) we deduce that for all ϕ
Moreover, we estimate using Caccioppoli's inequality (7.2) and (7.1)
provided we have chosen c 1 1 large enough. We further set
From (2.2) and (2.3) we see that the bilinear form A satisfies the following conditions:
i.e. the bilinear form A fulfills the assumptions of Lemma 4.3. Therefore (7.4) and (7.5) allow us to apply Lemma 4.3 to w, A on Q /2 (z 0 ). Assuming the smallness condition 
Here we have used that
|Dh| 2 dz and (7.6). Combining previous estimate with (7.7) we deduce
Rescaling back to v via w
Next we use the minimizing property of z 0 ,θ /2 and recall the definition of γ . Thereby we find 
depends only on n, N, λ, L, β, H (M).
Now, we choose ε = θ n+6 . Then (7.8) yields
Given β < α < 1 we choose 0 < θ < 1 such that 
Remark 7.2. Keeping into account the content of Remarks 5.2 and 6.2 we have that in the case of systems of the type (1.4) the condition in (7.9) can be relaxed to |D z 0 , | M.
We now want to iterate Lemma 7.1; in the following, for fixed z 0 we shall denote z 0 , ≡ . For given M > 1 (and β < α < 1) we determine δ = δ(2M), ϑ = ϑ(2M) and c 3 = c 3 (2M) according to Lemma 7.1. Then we can find Ψ 0 (M) > 0 sufficiently small, such that
Given this we can also find 0 (M) ∈ (0, 1] so small that, writing
Now, suppose that the conditions
Note first that (I) j combined with (ii), (iii) and (7.12) yields
We now proceed by induction. We first consider the case j = 1. From (iii), (7.10) and the monotonicity of ω we infer
Moreover, we have 0 (M) 1 and | (z 0 )| + |D | M. Therefore we can apply Lemma 7.1 to conclude that (I) 1 holds. Furthermore, using Lemma 3.1, (iii) and (7.11) we deduce 
showing (I) j . To show (II) j we estimate
Here we have used in turn Lemma 3.1, the definition of Ψ 2 (ϑ m−1 ), (I) m for m = 1, . . . , j − 1, (7.11) and (7.12). The above reasoning proves the first assertion of the following Lemma 7.3. For M > 1 and Q (z 0 ) Q T , suppose that the conditions
are satisfied. Then for every j ∈ N we have
Moreover, the limit
exists, and the estimate
Proof. Since |D ϑ j | 2M we are in a position to apply Lemma 5.1. We obtain
We now consider 0 < r /2. We fix k ∈ N ∪ {0} with ϑ k+1 /2 < r ϑ k /2. Then the previous estimate implies
Next, we show that ((Du) ϑ j /2 ) j ∈N is a Cauchy sequence in R nN . For k > j we deduce
This proves the claim. Therefore the limit Γ z 0 = lim j →∞ (Du) ϑ j /2 ∈ R nN exists and from the previous estimate we infer (taking the limit k → ∞)
Combining this with (7.13) we arrive at
For 0 < r /2 we find k ∈ N ∪ {0} with ϑ k+1 /2 < r ϑ k /2. Then the previous estimate implies
This proves the assertion of the lemma. 2 Remark 7.4. Using Remark 7.2, a careful reading of the proof above yields that condition (i) in Lemma 7.3 can be relaxed to |D | M.
An immediate consequence of the previous lemma and of the isomorphism theorem of Campanato-Da Prato [6] is the first regularity result of the paper: R N ) ) be a weak solution to the system (1.1) under the assumptions (2.1)-(2.3) and (2.6) and denote by Σ the singular set of u (as explained in Section 1). Then
Remark 7.6. Remark 7.4 gives that for systems of the type (1.4) the set Σ 2 above can be replaced by the smaller
Now it happens that while |Σ 2 | = 0 and | Σ 2 | = 0 by Lebesgue theory, we cannot a-priori assert the same about Σ 0 , since the function u is not assumed to be differentiable with respect to time. Therefore the previous results only characterize the regular points but is not a partial regularity result in the sense that it does not immediately imply that |Σ| = 0. For this, we still need another section.
Partial regularity
In this section we finally prove Theorem 1.2; this is a consequence of the following: R N ) ) be a weak solution to the system (1.1) under the assumptions (2.1)-(2.3) and (2.5) and denote by Σ the singular set of u; then
where Σ 2 is as in Theorem 7.5 and
The proof is complete if we show that such points are a regular points.
Step 1: a comparison estimate. The main goal here is to achieve the estimates (8.5), (8.6) below. The following argument can be justified by the use of Steklov-averages; we shall omit all the details, only proceeding formally.
Letting ε ↓ 0 we easily obtain that for a.e. s ∈ (t 0 − 4 2 , t 0 )
The second term of the left-hand side of the previous equation can be estimated by the use of monotonicity, i.e.
To estimate the right-hand side we use (2.5) which easily yields
Using the previous estimate, Young's inequality and the fact that θ 1, we have
Absorbing the term 
We shall provide an estimate for II. We denote
and estimate III and IV. We have, using that θ 1, (8.4) and (8.2)
From the definition of θ (Section 2) we have
We now choose the parameter t carefully, i.e.
Connecting the previous estimates for II, III and IV to (8.3), we easily have the estimate we were interested in; that is
In particular, we see that
We observe that as a consequence of (8.1) and (8.2) we have that lim inf
Step 2: A Poincaré type inequality. Our aim is to derive (8.8). Let us definẽ
Thereforeṽ solves
The last properties allow us to apply the relevant regularity theory for systems without coefficients of the type u t − divÃ(Du) = 0: from [5] , Theorem 3.1 we conclude thatṽ
In view of the previous estimate, using Poincaré's inequality for v and (8.5) we find
where c = c(n, λ, L). Finally, by comparison, we get the Poincaré inequality for u via (8.5) and the previous estimate
Step 3: Conclusion. From the previous estimate and (8.7) the assertion readily follows. Indeed if z 0 ∈ Q T satisfies (8.1) and (8.2) then we have 
where Σ 2 is as in Remark 7.6 and
Proof. The proof is based on a simple re-reading of Theorem 8.1; indeed it suffices to start with a point
Since the vector field A does not depend on u the estimates in Step 1 simplify, especially those for II. In particular, in the definition of S( ) in (8.5) we can take ε ≡ 0, therefore (8.9) suffices to have S( ) → 0, which is the fundamental information to use the estimates (8.5) and (8.6). The remaining Steps 2 and 3 do not need any adjustment. 2
Proof of Theorem 1.3
For f ∈ L 1 (Q T ) and 0 < h < T we recall the definition of Steklov averages: f h of f are defined for all −T < t < 0 by
For the properties of the Steklov averages we refer for instance to [9, 27] . The following relations will be particularly useful in the sequel: For a.e. (x, t) ∈ Ω × (−T , −h) and for a.e. (x, t) ∈ Ω × (−T + h, 0), we have
Finally, for |h| > 0 and t ∈ (−T − |h|, −|h|) we define
The following lemma asserts a well-known property of the time derivative that we restate in the way it is required later. 
Proof. For brevity we shall only give the proof for the case h > 0, the other one being the same, using u h instead of u h . Using Steklov averages to formulate (1.1) we have that for a.e. t ∈ (t 0 , t 1 ) and h as above
Using the fact that h∂ t (u h ) = τ h u we get
We use the test function ϕ = η 2 τ h u and integrate with respect to t over the interval (t 0 , t 1 ), obtaining
The first term is estimated using (2.1) and Young's inequality
Here we have used in the second-last line the elementary estimate
where f ∈ L 2 (Q T ), (t 0 , t 1 ) (−T , 0) and 0 < h < −t 1 . The second term is estimated similarly
while in the second line we have used the elementary estimate
Combining the estimates for I and II with (9.1) we finally conclude with
As a consequence of the previous lemma we have
) be a weak solution of the nonlinear parabolic system (1.1) under the only assumption (2.1), (t 0 , t 1 ) (−T , 0), and Ω Ω. Then, whenever 0 < |h| < 1/2 min(|t 1 |, T − |t 0 |, 1) the following estimate holds:
In the following we state a preliminary estimate for the space time derivative of a weak solution u of the nonlinear parabolic system (1.1) which we are going to use as a starting point; to be more precise we will estimate |τ h Du|. Let us fix −T <t < t 1 < 0, arbitrarily. In the following we shall always take
and t ∈ (t 0 , t 1 ) where t 0 := (−T +t )/2 <t. We shall fix a cut-off function in time ζ ∈ C ∞ ((−T , 0)) such that
Moreover we choose a cut-off function in space η ∈ C ∞ 0 (Ω) such that |spt η| > 0. We start once again from the Steklov-average formulation of (1.1)
Writing the previous equation at levels t, t + h we get
Here we have used the identity τ h (∂ t u λ ) = ∂ t (τ h u λ ). In (9.6) we choose the test function
It is easy to see that ϕ is admissible in (9.6) for a.e. t ∈ (t 0 , t 1 ), i.e. that ϕ(·, t) ∈ W 1,2 0 (Ω, R N ). Therefore taking ϕ(·, t) at each level t and integrating over (t 0 , t 1 ) with respect to t we obtain
We are now in a position to treat the left-hand side in a standard way. Recalling that ζ(t) = 0 for −T < t t 0 we can rewrite the left-hand side of the previous identity in the form
Substituting this above and letting λ → 0 we obtain for a.e. t 1 as above
In the sequel the contribution of the first integral appearing in (9.7) will be ignored. We shall use the following decomposition of τ h (A):
u(x, t), Du(x, t) =: A(h) + B(h) + C(h).
where (9.14) and
Remark 9.3. In the case of systems of the type (1.4), the above estimate holds with c 2 = 0. Indeed the last term in (9.13) is due to the presence of B(h).
The previous estimate will be used in the following to replace (9.2). Once again we start from the formulation via Steklov averages in (9.5) and we select Ω and h as specified above. Replacing ϕ by τ s −h ϕ, where ϕ ∈ W 1,2 0 ( Ω, R N ), and using "integration by parts" we have
In the previous relation we use the test function ϕ(x, t) := ζ 2 (t)η 2 (x)(τ s h u λ )(x, t) where ζ(t) is from (9.4) and η ∈ C ∞ 0 ( Ω) is a cut-off in space. We repeat the manipulations done for the time derivative case and obtain the following analogue of (9.7)
The dependence of the δ described in (1.3) comes directly from the definition of δ in (9.16) and the property in (9.11). Let us observe that the same reasoning applied to the case of systems of the type (1.4) would give
the aim of the next section is to improve the last inequalities coming to the full proof of Theorem 1.4. 2 Remark 9.6. As mentioned in Section 1, the constant δ appearing in Theorem 1.3 and (9.16), can be quantified. Indeed it directly depends on σ , defined in (9.9) and coming from the proof of Gehring's lemma in the parabolic case [24, 17] . The exponent σ essentially depends on the parameter L/λ as in (9.11) and can be in turn quantified. This can be done, for instance, following the lines of the proofs in [24] and seeing that in turn the exponents involved in Gehring's lemma can be quantified as well; for such issues we refer for instance to [3, 43] . The same argumentation applies to Theorem 1.4.
Proof of Theorem 1.4
In this section we specialize to systems of the type in (1.4), under the assumptions already considered in Section 2, when obviously restated for such a case. Once again we shall use higher integrability properties of solutions, but this time we shall also need the fact that gradients satisfy certain Reverse-Hölder inequalities; this was not strictly needed before. To this aim we recall the following result, which in a more complete form can be found in [35] , see also [17] :
Q T the following Reverse-Hölder inequality holds:
Remark 10.2. Inequalities similar to (10.1) can also be obtained for systems with p-growth following the techniques in [24, 32] . The proof is of course much more involved than the one in the case p = 2. We emphasize here that, the possibility to have a pure Reverse-Hölder inequality as in (10.1), that is an inequality which is homogeneous, is restricted to the case p = 2.
We start deriving other fractional estimates, that in turn build up on (9.13)-(9.19). In the weak formulation whenever Q 2 Q; in the last line we used the fact that |C(h)| L(1 + |Du|), which is a direct consequence of (2.9). We explicitly observe that all the constants involved in the previous estimates are independent of h. Using (9.19) (withc 2 = 0, see Remark 9.3) to estimate the second integral (with a suitable choice of η and ζ ) we have In turn, using the fact that Q was arbitrary, the previous inequality and Proposition 3.4 yield the following improvement of Lemma 9.5: As a coda to this paper we report a result that could be interesting in itself since it improves a very classical property concerning the fractional time differentiability of solutions in the case of systems with Hölder continuous coefficients; its statement does not seem to appear elsewhere in the literature. Proof. The part concerning the higher fractional differentiability in space is a consequence of Lemma 9.5 above, therefore we concentrate on the time derivatives. The idea is to use (9.13) to improve the estimate of the fractional time derivative of u from Lemma 9.1. We only have to modify the argument for the estimate of the term II there. Using (9.13) we find
