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Abstract
Tides forced by large-scale weather systems in the tropical troposphere in-
troduce significant longitudinal and local time variability in the upper atmosphere.
This thesis presents the latent tidal heating variability for 2002-2011 due to varia-
tion in tropospheric deep convection associated with the El Nin˜o-Southern Oscillation
(ENSO) and the tidal wind response in the mesosphere/lower thermosphere (MLT)
region. Emphasis is on the strong ENSO cycle 2009-2011. Latent tidal heating rates
are computed from TRMM satellite precipitation data, with added radiative heating
from MERRA reanalysis, as functions of time, latitude, and altitude. The heating
rates for the two most affected nonmigrating tides (DE3 and DE2) are examined and
compared with MLT tidal wind variability from TIDI/TIMED. Principle component
analysis (PCA) is used to identify the tidal modes and components most affected by
ENSO. Our results indicate that the tidal response to ENSO is largest during win-
ter for both of the tides, with the largest response occurring in the DE3 tidal winds
during the La Nin˜a phase, with an increase of roughly 70% for the winter months
of 2010/2011, and negligible response during the El Nin˜o phase. The ENSO effect
in the tidal forcing closely resembles the first symmetric and antisymmetric Hough
modes of DE3 and DE2, thus being an efficient mechanism to transmit the ENSO
signal into the MLT tides.
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Chapter 1
Introduction
1.1 Atmospheric Tides
Atmospheric tides are global-scale oscillations in temperature, density, and
winds that are forced by periodic absorption of solar radiation in the troposphere and
the stratosphere. These tides grow exponentially while propagating upwards because
of the decreasing density of the atmosphere; dominating the large-scale dynamics
of the mesosphere and lower thermosphere (MLT), where they reach maximum am-
plitudes. There are two categories of tides, migrating and nonmigrating, with two
leading tidal frequencies: 24 hour (diurnal) and 12 hour (semidiurnal) (Chapman and
Lindzen, 1970). The migrating tides follow the apparent westward motion of the sun
and are excited primarily by the absorption of solar radiation in tropospheric water
vapor and stratospheric ozone. The nonmigrating tides are forced primarily by non-
linear wave-wave interactions in the stratosphere and mesosphere (Hagan and Roble,
2001) and latent heating from large-scale deep convection (Hagan and Forbes, 2002,
2003), depending mainly on land-sea differences and sea-surface temperatures, in the
tropical troposphere. This allows the periodic absorption of solar radiation at the
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Earth’s surface to lead to longitudinal structure of raindrop formation at the same
local time of the day, acting as a forcing mechanism for non-migrating tides. The
nomenclature of the tides is made up of three terms, the first stating the frequency
of the tide (i.e. D for diurnal and S for semidiurnal), the second indicating the status
of westward (W) or eastward (E) propagation, and the final term is the wavenumber
of the tide. For example, the SW2 tide is the westward propagating semidiurnal mi-
grating tide of wavenumber 2, while the DE3 tide is the eastward propagating diurnal
nonmigrating tide with a wavenumber of 3.
Recent years have seen an increase in the research done on nonmigrating tides
as instrumentation resolution has improved and a greater number of satellites have
been able to make more precise observations over longer periods of time, which allows
for tidal analysis to be performed (Forbes et al., 2006, 2008; Zhang et al., 2006). These
observations have led to the discovery that the nonmigrating tides play a larger-than-
expected role in the atmosphere (Talaat and Lieberman, 1999; Forbes et al., 2003;
Oberheide et al., 2002) with large longitudinal variations in temperature, winds, and
density (Oberheide et al., 2002; Lieberman et al., 2004; Forbes et al., 2006; Oberheide
et al., 2006; Zhang et al., 2006). Another discovery that has boosted research on
nonmigrating tides is they are a coupling mechanism between the ionosphere and
lower atmosphere, as the primary driver of dynamo processes in the low-latitude E-
region ionosphere (Sagawa et al., 2005; Immel et al., 2006; Hagan et al., 2007; England,
2012). All of these facts highlight the importance of understanding the drivers and
variability of the nonmigrating tides.
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1.2 ENSO and Tidal Forcing
A potentially important source of variability in the nonmigrating tidal forcing
is the El Nin˜o-Southern Oscillation (ENSO) (Lieberman et al., 2007), which causes
year-to-year variations in sea-surface temperatures, convective rainfall, surface air
pressure, and atmospheric circulation. The Oceanic Nin˜o Index (ONI), a 3 month
running mean of the version 3b sea-surface temperature anomalies (Barnston et al.,
1997) with respect to the 1971-2000 mean in the Nin˜o 3.4 region (5 ◦N-5 ◦S, 120-
170 ◦W), is the method used to categorize ENSO. The ONI must exceed ±0.5 K for
5 consecutive months in order to be considered an El Nin˜o or La Nin˜a, respectively,
which occurs about every 3–5 years. ENSO can also be ranked using the ONI, with
four separate categories: weak (ONI 0.5–0.9), moderate (1.0–1.4), strong (1.5–1.9),
and extreme (2+). It is important to realize that precipitation changes may lag
behind the ONI by 3–5 months (Trenberth et al., 2002). El Nin˜o is the warm phase,
lasting about 9–12 months, and La Nin˜a, the cold phase, lasts 1–2 years. During the
El Nin˜o phase, there is an increase in rainfall in the central and eastern Pacific and
a decrease in rainfall in the western Pacific (Rasmusson and Wallace, 1983). During
a La Nin˜a, these conditions are reversed. These weather patterns tend to develop
in March–June, peak in December–April, and die off during May–July. With the
large variations in the rainfall and latent heat patterns caused by ENSO, it is to be
expected that it will have a noticeable effect on the nonmigrating tides, as seen in
the study done by Pedatella and Forbes (2009) with f ◦F 2 ionosonde data.
The method applied here to investigate the ENSO tidal forcing uses the mea-
sured convective rainfall and convective-stratiform heating from the Tropical Rainfall
Measuring Mission (TRMM) satellite. The TRMM satellite has been in orbit from
late 1997–present. It covered a strong full ENSO cycle during the years 2007–2010
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with a subsequent additional strong La Nin˜a in the years 2010–2011. To be able to
accurately measure the latent heat release of the tropical troposphere, there is need of
a way to separate the convective precipitation from stratiform precipitation, as strat-
iform precipitation is too shallow to provide tidal forcing. TRMM is able to provide
this separation, and in sufficient detail to obtain the tidal heating components through
the use of monthly means and spectral analysis. Using the observations provided by
TRMM, the latent heating is calculated and rebinned into monthly mean composites
with a 3-hour local time resolution. It is then separated into tidal components using
two-dimensional Fourier analysis. Similar analyses were successfully able to calculate
tidal forcing from cloud cover (Forbes et al., 1997; Hagan and Forbes, 2002; Zhang et
al., 2006; Lieberman et al., 2007) using a calculation for latent heating per millimeter
of rainfall per day that was provided by Hong and Wang (1980).
However, in this thesis a more direct method of measuring latent heating is
utilized, using TRMM data sets. The approach essentially follows Zhang et al. (2010)
who used TRMM data to compute climatological tidal heating as an input for the
Global Scale Wave Model (GSWM) tidal model. This study, however, goes beyond
the method used in Zhang et al. (2010) as I use individual years and not 5-year
averages. Two nonmigrating latent and radiative tidal components will be examined
in detail, the diurnal eastward tide of wavenumber 2 (DE2) and DE3. They are
found to be the nonmigrating tidal components most affected by the latent heating
tidal forcing, with added radiative heating. Based on MERRA reanalysis, the ENSO
response of the radiative tidal heating variability is ∼78% of the latent tidal heating
variability. There are apparent responses in the migrating tides from ENSO, but this
will be discussed in future work. The months of December, January, and February
are used as the Northern Hemisphere (NH) winter season. This period is observed
to be the time of the strongest response in forcing due to ENSO. The tidal heating
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components are compared to the corresponding tidal wind components derived from
TIDI (Oberheide et al., 2005, 2006, 2007) and discussed in terms of symmetric and
antisymmetric modes with respect to the equator to study the MLT tidal response to
ENSO. Our results indicate that the response can be as large as an increase of 70%
in the DE3 tide during the NH winter.
This study is the first step in the process to delineate and understand the
geospace response to lower atmospheric wave variability caused by ENSO. Later steps
will include establishing the impact of tides, specifically the nonmigrating tides, on the
interannual variability of the longitudinal and local time structure of the low-latitude
F-region plasma and determining the tidal-ionosphere coupling processes that trans-
mit the ENSO signal into the plasma. The full geospace response to ENSO is currently
unknown; however, as mentioned previously, it is known that considerable longitu-
dinal and local time variations are due to wave forcing from persistent, large-scale
weather systems in the tropical troposphere. These variabilities will likely have con-
sequences for telecommunications, re-entry and satellite operations; therefore, they
are important to understand.
This thesis is organized in the following scheme. Chapter 2 overviews the
data utilized in the study. Chapter 3 is the analysis and results of the rainfall, latent
heating, and radiative heating data. In Chapter 4, the heating variability is connected
with the MLT tides and all the results are discussed in Chapter 5. The thesis closes
with conclusions and a summary in Chapter 6.
Most of the content and results presented in this thesis have been submitted
to the Journal of Geophysical Research - Atmospheres and are currently under review
(Warner and Oberheide, 2013).
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Chapter 2
Data
2.1 TRMM Deep Convective Rainfall
The Tropical Rainfall Measuring Mission (TRMM) satellite is a joint NASA/JAXA
satellite that was placed in orbit in 1997 and continues today. TRMM’s mission is
to study and obtain multi-year data sets of tropical rainfall. TRMM orbits at 350
km in a circular, non-sun-synchronous orbit with an inclination of 35 degrees to the
Equator. This orbit allows for a full diurnal cycle to be sampled every three weeks at
the equator. TRMM carries three instruments for obtaining rainfall measurements:
the visible infrared scanner (VIRS) (Barnes et al., 2000), the TRMM microwave im-
ager (TMI) (Kummerow et al., 2001), and the precipitation radar (PR) (Iguchi et al.,
2000; Iguchi, 2011).
For this study, three of the publicly available data sets were used to calculate
the latent heating. The first of these data sets is the 3G68, a level 3 data product
that is now on version 7. The daily 3G68 data set provides the combined PR/TMI
total rainfall (mm/hr) every day, including the percentage calculated to be convective
rainfall. It has a spatial resolution of 0.5 x 0.5 degrees and a temporal resolution of
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one hour. The second of the data sets used is the convective-stratiform heating
(CSH) (Tao et al., 1993). This data set provides 0.5 x 0.5 degree monthly mean
latent heating (K/hr) profiles derived from surface convective and stratiform rain.
This data set is derived from the 3G68 data set. The third data set used is 3B42,
which provides precipitation (mm/hr) in 0.25 x 0.25 degree spatial resolution and
3-hourly temporal resolution every day. 3B42 data are calculated from a combination
of TRMM observation and weather-satellite data.
I use 3G68 and CSH data to calculate normalization coefficients for the 3B42
precipitation data to convert them into local time resolved latent tidal heating profiles
(see Chapter 3.1 for details). The altitude ranges for all of the data sets are 0–18 km,
with 1 km resolution.
The uncertainties in the 3G68 data set and the instruments have been discussed
by Wolff and Fisher (2008) and Wolff and Fisher (2009). The standard error present
in the data is negligible when averaging the TRMM data in the way I describe in
Chapter 3.1, while the systematic TRMM error is of no relevance as only the diurnal
and semidiurnal harmonics are of interest for this study.
2.2 MERRA Radiative Heating
The Modern Era Retrospective-analysis for Research and Applications (MERRA)
is a NASA data reanalysis that uses observational input from the Goddard Earth Ob-
serving System Data Assimilation System Version 5 (GEOS-5) that covers the time
period 1979–present (Rienecker et al., 2011). This study uses the upper-air diagnos-
tics from radiation, data set tavg3 3d tdt Cp, provided by MERRA. This radiation
includes solar radiation, and terrestrial radiation (surface longwave radiation and
outgoing longwave radiation at the top of the atmosphere) (Bosilovich et al., 2011).
7
The data is provided in 3-hourly time averaged three-dimensional sets with a spatial
resolution of 1.25 x 1.25 degrees with a vertical range of 1000–0.1 hPa in 42 pressure
levels. For this thesis, only 19 levels were used, with a range of 0.5–18.0 km and a
resolution of 1 km from 1.0–18.0 km. Radiative heating is considered an important
part of the tidal forcing (Zhang et al., 2010); therefore, it is later added to the latent
heating to create a combined heating.
2.3 TIDI Tides
NASA’s Thermosphere Ionosphere Mesosphere Energetics and Dynamics (TIMED)
satellite was launched in 2001 with the goal to investigate and understand the dy-
namics of the MLTI region of the atmosphere. One of the four instruments on board
is a limb-scanning Fabry-Perot interferometer named the TIMED Doppler Interfer-
ometer (TIDI) (Killeen et al., 2006). It measures zonal and meridonal winds from 60
to 300 km using Doppler shift measurements of green and red line emissions. The
tides between 80–105 km have been derived in what is now a standard process by
Oberheide et al. (2006, 2007) using a two-dimensional Fourier analysis. In this study,
the nonmigrating zonal winds at 100 km are used as a gauge for the tidal forcing from
below. The tidal wind accuracy is ∼10% with a precision of ∼1 m/s.
2.4 ENSO
To examine the effects of ENSO on the tides, it is important to first know
when El Nin˜o and La Nin˜a events occurred. The ONI mentioned in the introduction
(Chapter 1.2) is the standard used in this study to determine these occurrences. As
seen in Figure 2.1, there was a strong El Nin˜o in 2009-2010 and La Nin˜as in 2007–2008
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and 2010-2011. As mentioned before, the rainfall will lag behind the change of the
ONI by about three months. Special attention will be paid to the years 2009–2011
to examine the effects of ENSO, as these are the years of the strongest El Nin˜o and
La Nin˜a cycle. Also in Figure 2.1 is the quasi-biennial oscillation (QBO) (green), a
quasi-periodic oscillation of the equatorial zonal winds. This effect is known to affect
the MLT tides (Oberheide et al., 2009) and will be further discussed in Chapter 5.
Figure 2.1: The ONI for years 2002–2011. The colored lines signify an El Nin˜o (red)
and a La Nin˜a (blue). The green line indicates the stratospheric QBO.
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Chapter 3
Tidal Heating Spectra
3.1 Computation
The baseline data set for the investigation are latent tidal heating spectra as
functions of latitude, altitude, and time. They are computed as follows. Using the
combined 3G68 PR/TMI rainfall rate (mm/hr), a new data set is created that aver-
ages the convective rainfall information into monthly means with a spatial resolution
of 0.5 x 0.5 degrees. Then, with the monthly mean CSH data, an altitude dependent
normalization factor (K/mm) is computed for each month through 2002–June 2011,
by dividing the CSH latent heating profiles by the monthly 3G68 convective rain-
fall data (mm/day) to create the normalization factors for each altitude level with a
spatial resolution of 0.5 x 0.5 degrees. Spatial and local time resolved latent heating
profiles are then computed by applying the normalization to the 3B42 data. An ex-
ample of this analysis is shown in Figure 3.1. The 3G68 monthly mean rainfall data is
shown for the December/January/February (DJF) average for 2003/04 (Figure 3.1a),
in which there was not an ENSO event. Shown in Figure 3.1b are the CSH data at
7 km for the same time period. The normalization factor is shown in Figure 3.1c
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at 7 km for the DJF average of 2003/04. Figure 3.2 is the altitude profile for the
normalization factor at latitude 0 ◦ and longitude 90 ◦E. The maximum occurs at ∼7
km.
Figure 3.1: a) The DJF averaged 3G68 convective rainfall from the years 2003/04.
b)DJF averaged CSH data from 2003/04 at 7 km. c) DJF averaged normalization
factor from 2003/04 at 7 km.
The 3B42 data are first regridded onto 0.5 x 0.5 degree x 3-hr local time bins
and composited into 3-hourly monthly averages. This allows for the smoothing out of
11
Figure 3.2: An altitude profile of the normalization factor, DJF average from 2003–
2004, and at longitude 90 ◦ and latitude 0 ◦.
local weather occurrences, closing data gaps, and minimizing satellite sampling errors.
For example, in Figure 3.3 is the DJF rainfall average for 2010/11 (a) and 2009/10
(b). One can already see a strong ENSO effect. The 3B42 rainfall monthly 3-hourly
means are then decomposed into diurnal and semidiurnal amplitudes and phases of
surface rainfall rates, using a Fourier approach. The diurnal and semidiurnal rainfall
rate amplitudes are finally converted into altitude dependent latent heat amplitudes
by multiplying with the computed normalization profiles. Wavenumbers covered in
the analysis are -6 to 6 (negative: westward, positive: eastward). The final results
are latent heating spectra as functions of latitude (±40 deg) and altitude (0–18 km).
The maximum of the latent heat is found at 7 km, therefore this altitude is used for a
number of example plots in the rest of this study. Shown in Figure 3.4 is the diurnal
latent heat amplitudes that result from the computation, arranged in the same way
as Figure 3.3.
The radiative heating spectral analysis is computed in the same manner as the
latent heating spectral analysis. The radiative heating is combined with the latent
heating using Fourier coefficients for later analysis.
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Figure 3.3: DJF averaged rainfall from (a) 2010/11, a strong La Nin˜a occurrence and
(b) 2009/10, a strong El Nin˜o occurrence.
3.2 Results
Figure 3.5 compares the full latent heating time series at 7 km with the MLT
zonal tidal winds from TIDI for the DE3 component. The corresponding figure for
the DE2 tide is presented in Appendix B. The DE3 tide is known to be forced by
tropospheric latent heating (Forbes et al., 2003; Hagan and Forbes, 2002) and thus
expected to respond strongly to ENSO. Examining the DE3 zonal wind speeds at 100
km, one notices that the DE3 tide maximizes in the late boreal summer. However,
during strong La Nin˜a occurrences (2007-2008 and 2010–2011), there is a noticeable
increase of the wind amplitudes during the winter-time months, e.g. in the 0–20 ◦N
latitude band. The increase is especially large during the winter months of 2007/08
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Figure 3.4: DJF averaged diurnal latent heat amplitudes at 7 km from (a) 2010/11,
a strong La Nin˜a occurrence and (b) 2009/10, a strong El Nin˜o occurrence.
and 2010/11, but there is a smaller increase as well during 2008/09, a time of a brief
decrease in the ONI, right on the verge of qualifying as a La Nin˜a. A similar increase
in the amplitude of the tidal forcing from TRMM is seen during the same months
of the strong La Nin˜a episodes in the years 2007–2011, although in the Southern
Hemisphere. The meridonal tidal winds of DE3 and DE2 are presented in Appendix
B.
In the following analysis and figures, the height-integrated (from 3–16 km) vec-
tor averaged heating is used to account for all the heating, as the radiative heating
tends to peak at a higher altitude. Figure 3.6 shows the climatological DJF averaged
latent heat diurnal (a) and semidiurnal (b) spectra for 2002–2011. The diurnal spec-
trum peaks at -5, -2,-1, 0, and 3, with a maximum of ∼21 mW/kg. As seen in the
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Figure 3.5: (a) Latent heat spectrum for DE3 tidal component from January 2002–
June 2011. Notice the increase in winter-time forcing in 2010/11. (b) DE3 zonal
wind amplitudes at 100 km from TIDI tidal analysis. Again, notice the enhanced
winter-time amplitudes in 2010/11.
previous spectra, the majority of the heating occurs in the Southern Hemisphere. The
semidiurnal spectrum peaks at wavenumbers -6, -2, and 2, with a heating maximum
of ∼16 mW/kg. The El Nin˜o (2009/10) diurnal spectrum (c) peaks at -2, 0, 2, and 3,
with a maximum of ∼24 mW/kg. The majority of the heating occurs in the Southern
Hemisphere. The semidiurnal spectrum (d) peaks at -2 and 2 with a maximum of
∼14 mW/kg. For the La Nin˜a (2010/11) diurnal spectrum (e), there are maxima seen
at wavenumbers -5, -2, -1, 0, and 3 with a maximum of 27 mW/kg. The semidiurnal
spectrum (f) peaks at -6, -2, and 2, with a maximum of 18 mW/kg. Overall, the
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latent tidal heating during the La Nin˜a episode is larger than during El Nin˜o. In
each of the spectra, the majority of heating occurs in the Southern Hemisphere. All
of the spectra in Figure 3.6 have been smoothed by a 2.5 ◦ latitude running mean.
Higher wavenumbers (≥ 4) are not of much interest to this study as they have small
vertical wavelengths unable to propagate upwards (Zhang et al., 2006; Oberheide et
al., 2011), therefore not effecting the MLT tides.
Figure 3.6: DJF averaged latent heat spectrum integrated from 3–16 km for (a)
diurnal and (b) semidiurnal climatological tides for 2002–2011, (c) diurnal and (d)
semidiurnal tides for 2009/10 (El Nin˜o), and (e) diurnal and (f) semidiurnal tides for
2010/11 (La Nin˜a).
In Figure 3.7, the climatological DJF averaged radiative heating is shown for
both diurnal (a) and semidiurnal (b) harmonics for 2002–2011. For each of the diurnal
(semidiurnal) spectra, the strongest tidal component, DW1 (SW2), has been set to
zero to allow for the examination of the variations in the other tidal components. All
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of the spectra in Figure 3.7 have been smoothed by a 2.5 ◦ latitude running mean.
The climatological diurnal (semidiurnal) spectrum peaks at -5, -3, -2, 1, and 3 (-6,-4,
0, and 2) with a maximum of ∼21 mW/kg (∼8 mW/kg).The 2009/10 (El Nin˜o event)
diurnal (c) (semidiurnal (d)) spectrum peaks at wavenumbers -5 and 3 (-6 and 2),
with a maximum value of ∼21 mW/kg (∼9 mW/kg). The 2010/11 (La Nin˜a event)
diurnal (e) (semidiurnal (f)) spectrum peaks at wavenumbers -5, -3, 1, and 3 (-6, -4,
0, and 2), with a maximum value of 21 mW/kg (9 mW/kg). The radiative heating is
larger during the La Nin˜a event than it is during the El Nin˜o event. As seen in the
latent heating, the majority of the heating occurs in the Southern Hemisphere.
Figure 3.7: DJF averaged radiative heat spectrum integrated from 3–16 km for (a)
diurnal and (b) semidiurnal climatological tides for 2002–2011, (c) diurnal and (d)
semidiurnal tides for 2009/10 (El Nin˜o), and (e) diurnal and (f) semidiurnal tides
for 2010/11 (La Nin˜a). The DW1(DW2) tidal component has been omitted in the
diurnal(semidiurnal) spectrum to allow for view of the variations in the spectrum.
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When comparing the maximum of the radiative heating during the DJF aver-
aged time periods to the maximum of the latent heating during the same time periods,
as seen in Figures 3.6 and 3.7, the diurnal radiative heating maximum is ∼78% of
the diurnal latent heating maximum. The semidiurnal radiative heating maximum is
∼50% of the semidiurnal latent heating maximum.
As the radiative heating is an important part of the heating, for the rest of
this study the combined vector sum radiative and latent heating is used. To examine
the variability of the heating during the years of ENSO events, the climatological
DJF averaged heating is subtracted from the 2010/11 and 2009/10 DJF averaged
heating. The resulting differences are shown in Figure 3.8. The El Nin˜o differences
diurnal spectrum (a) has maxima at wavenumbers -4 and 2 and a minimum at 1.
The maximum and minimum values are ∼13 mW/kg and ∼-9.8 mW/kg respectively.
The semidiurnal differences spectrum (b) has maxima at -5 and -2 and minima at -3
and 1. The maximum and minimum values are 9 mW/kg and ∼-4.5 mW/kg. The
maxima and the minima occur between 0–15 ◦ in the Southern Hemisphere. The La
Nin˜a differences diurnal spectrum (c) shows maxima at wavenumbers -5, -3, -2, -1, 1,
2, and 3 and a minimum at wavenumber -1, with maximum and minimum values of 13
mW/kg and ∼-9.8 mW/kg, respectively. The maxima occur largely in the Southern
Hemisphere while the minimum is centered around the equator. The semidiurnal
differences spectrum (d) peaks at wavenumbers -4 and -1 and has minima at -5 and -
2. The maximum and minimum values are ∼4.5 mW/kg and -9 mW/kg, respectively.
The minima occur close to the Equator, while the maxima occur in a narrow latitude
band around 10 ◦S. Overall, larger nonmigrating heating is seen during the La Nin˜a
event than the El Nin˜o for the diurnal spectra. All of the spectra in Figure 3.8 have
been smoothed by a 2.5 ◦ latitude running mean.
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Figure 3.8: DJF total heating differences spectrum integrated from 3–16 km for (a)
diurnal and (b) semidiurnal tides for 2009/10 (El Nin˜o) and (c) diurnal and (d)
semidiurnal tides for 2010/11 (La Nin˜a).
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Chapter 4
MLT Tidal Response to the
Heating
4.1 Climatological Deviations
A more quantitative view of the tidal heating and the tidal response is provided
in Figure 4.1. It shows the percent anomaly in the deviations of the tidal heating,
and the MLT tides from the climatological monthly means from January 2002–June
2011 for the DE3 component (a) and the DE2 component (b). The DE3 heating
was averaged over 0–20 ◦S latitude, while the DE2 heating was averaged over ±20 ◦S
latitude in order to cover the maximum heating responses as discussed in Chapter
3.2. The heating used continues to be integrated over a height range of 3–16 km,
and smoothed with a 3-month running mean. As for the semidiurnal tides, the
nonmigrating tide that has the strongest variations is SE2. While this component was
examined, no clear conclusion could be drawn, presumably because the SE2 tide is
one influenced by the latent heat release from the troposphere, but also by wave-wave
interaction between DW1 and DE3 (Oberheide et al., 2011). I will thus focus on the
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DE2 and DE3 tides in the following.
Figure 4.1: Percent anomaly in the deviations from the climatological monthly means
for the 100 km TIDI zonal wind amplitudes (black) at the equator and the tidal
components (red) (a) DE3 and (b) DE2 height integrated from 3–16 km. The DE3
tidal component is averaged from 0− 20 ◦ latitude, Northern Hemisphere for the tide
and Southern Hemisphere for the heating. The DE2 tidal component is averaged
from ±20 ◦ latitude.
The DE3 heating and tidal wind deviations have very similar percent variations
in the years 2008–2011, indicating a strong ENSO influence, with a few exceptions
that can be accounted for by QBO effects, as discussed in Chapter 5.1. The previous
years have little to no agreement. In these years the ENSO events were weaker and,
therefore, the tides were more dominated by other processes. Seen in DJF of 2010/11
is a peak of ∼70% in the DE3 tide, with a corresponding peak in the heating of ∼40%.
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A smaller but similar peak in seen in DJF of 2007/08 with a percent variation of ∼20%
in both the DE3 tide and heating. The DE2 deviations have very little agreement
for any of the years, except for the out-of-phase percent variations of ∼20% during
DJF in 2009/10, a strong El Nin˜o event, and an increase of ∼20% for the heating and
∼45% for the tide during the 2010/11 La Nin˜a episode.
4.2 Principle Component Analysis
As a further analysis on the DE3 tide, the spatio-temporal variability of the
differences from the climatological average of each tidal mode (in the sense of sym-
metric/antisymmetric with respect to the equator) is examined through the use of a
Principle Component Analysis (PCA), also commonly known as Empirical Orthogo-
nal Functions (EOF). The differences are used here, instead of the percent deviations
as in Chapter 4.1, as I wish to examine the seasonal and inter-annual variations, but
not overemphasize a difference when the climatological heating is very small. The
PCA performs an orthogonal transformation that converts the data into linearly un-
correlated variables named Empirical Orthogonal Functions (EOFs). These EOFs are
organized in such a way that the first one explains the greatest amount of variability
in the data, the second explaining the second greatest amount of variability and etc.
The reason for performing a PCA and not simply examining the spatial structure
of the latent heating spectra is to suppress smaller scale variability unrelated to the
global heating response. The PCA is also used to better separate ENSO-induced
variability from QBO effects, as discussed in Chapter 5.1. Furthermore, while PCA
is purely a statistical tool, it is useful to more clearly examine variations in the data
and assign physical causes to them. The PCA also provides the temporal variabilities
in each mode, called principle components (PCs).
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First, the symmetric and antisymmetric modes with respect to the equator of
the tide and tidal heating are separated. The PCA is then performed on each of the
modes separately. This is done as a method of connecting tidal latitudinal variation
to Hough Modes, which are also symmetric and antisymmetric with respect to the
equator. Efficient tidal forcing only occurs if the tidal heating more or less resembles
the latitudinal structure of a classical Hough Mode. The first antisymmetric EOF
accounts for 20% of the variability in the antisymmetric DE3 tidal forcing and 87%
of the antisymmetric MLT tide. In Figure 4.2, the PCs for the antisymmetric DE3
modes are shown (a), along with the EOF (b). In each case the PCs and the EOFs
have been normalized to 1. The red lines indicate the tidal heating, while the black
lines are MLT tidal winds. It is noteworthy that the first antisymmetric EOF closely
resembles that of the MLT tidal wind EOF which in turn is very close to the first
antisymmetric Hough Mode of DE3, as overviewed by Oberheide and Forbes (2008).
Tidal heating variations should therefore map efficiently into the MLT, as one can
see during the La Nin˜a episode in 2010/11.
Figure 4.3 displays the symmetric mode arranged the same way as in the
previous figure. Here, mode 1 of the symmetric mode explains 32% of the symmetric
heating variations and 87% of the symmetric DE3 tide variations. Seen in both the
symmetric and antisymmetric modes is a large increase of the PCs during DJF of
2010/11, a strong La Nin˜a event. As in the antisymmetric case, the first symmetric
EOF of the heating and MLT tide closely resemble each other and the first symmetric
Hough Mode. Accordingly, the strong heating response in 2010/11 coincides with a
strong MLT wind response. Cross correlations over the whole 2002–2011 time period
revealed correlation coefficients of 0.17 and 0.32 for the antisymmetric and symmetric
modes, respectively, both with a 95% significance level. A more detailed explanation
of correlations will be given in Appendix A.
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Figure 4.2: PCs (a) and EOFs (b) for DE3 antisymmetric mode 1 at 100 km (black)
and DE3 integrated heating (red).
The tidal heating variances explained are small for the first symmetric and
antisymmetric modes in comparison for the percent variance explained by the MLT
first symmetric and antisymmetric modes from the PCA. To justify the use of the first
symmetric and antisymmetric modes of the heating, higher modes were examined to
see if the analysis holds true. It does indeed hold for the next two higher modes,
each with percent variances of ∼11% (mode 2)and ∼9% (mode 3). In terms of the
derived heating amplitudes, the symmetric and antisymmetric modes of the DE3 tidal
heating (before the PCA) have correlation coefficients of 0.95, with a 99% significance
level with the first symmetric and antisymmetric modes from the PCA. The same is
true for the DE2 first symmetric and antisymmetric modes. Therefore, even with the
low percent variance of the first modes of the two tides, their use is justified for the
analysis.
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Figure 4.3: PCs (a) and EOFs (b) for DE3 symmetric mode 1 at 100 km (black) and
DE3 integrated heating (red).
Although the correlations are rather small between the modes for the tidal
heating and the MLT wind variations, one should remember that other variations,
unrelated to ENSO, exist. To help clarify the matter, PCA is applied to DJF data
only. In Figure 4.4 the DE3 PCs for winter-time months of the symmetric (a) and
antisymmetric (b) modes are shown. 61% of the symmetric variations are explained
by the first mode of the symmetric heating mode and 93% of the symmetric tide. A
cross correlation gives a correlation coefficient of 0.82 with a 99% significance level.
35% of the antisymmetric heating mode variation is explained by the first mode of
the antisymmetric mode, along with 96% of the antisymmetric tidal mode. The
antisymmetric modes have a correlation coefficient of 0.83 with a 99% significance
level. These modes have almost the same latitudinal structure as the first modes
of the larger time series seen in Figures 4.2 and 4.3. Seen in both symmetric and
antisymmetric modes is an increase for the 2010/11 DJF, a strong La Nin˜a event.
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Figure 4.4: Winter-time months symmetric (a) and antisymmetric (b) results from
PCA for DE3 heating (red) and DE3 tide (black). The correlation coefficient for the
symmetric mode is 0.82. The correlation coefficient for the antisymmetric mode is
0.83. Both coefficients have a significance level of 99%.
The DE2 symmetric mode DJF PCs (Figure 4.5a) has a 0.7 correlation coeffi-
cient with a 96% significance level. The symmetric mode for the DE2 winds explains
86% of the symmetric wind variations, with the symmetric heating describing 57%
of the symmetric heating variations. The symmetric EOFs (Figure 4.5b) for the tide
(black) and the heating (red) have a similar shape, but the heating EOF is much
narrower than the tide EOF. For the antisymmetric DJF PCs (Figure 4.5c) there is
a correlation coefficient of -0.39, with a 70% significance level. The antisymmetric
mode explains 86% of the antisymmetric DE2 winds and 36% of the antisymmetric
heating. The general shape of the antisymmetric EOFs (Figure 4.5d) for the DE2
tide and heating resemble each other closely. The significance of these correlations,
their relation to ENSO, and the possible impacts of the QBO effects are discussed
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more closely in the following Chapter 5.
Figure 4.5: Winter-time months symmetric mode PCs (a) and EOFs (b) with the
antisymmetric mode PCs (c) and EOFs (d) results from PCA for DE2 heating (red)
and DE2 tide (black).
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Chapter 5
Discussion
5.1 Tidal Forcing and the QBO
The tidal forcing is enhanced in the winter-time for La Nin˜a, a finding sup-
ported by Pedatella and Liu (2012); however, no such increase is seen in the percent
variations in Figure 4.1 for El Nin˜o. A very small increase in heating however, can
be seen in the DE2 heating during an El Nin˜o when examining the diurnal spectrum
(Figure 3.8a). The heating seen here is sharply peaked, and is unnoticeable when
averaging over a large latitude range, as is done in Figure 4.1b. As mentioned in
Chapter 3.2 the increase seen in the DE3 DJF 2010/11 tidal heating deviation (Fig-
ure 4.1a) coincides with the increase in the MLT tide. The earlier strong La Nin˜a
event (2007/08) also coincides with the tidal variations in the MLT. However, in the
years previous to 2008 there is not much agreement, presumably caused by the QBO.
The QBO is known to modulate the DE3 tide by as much as 20% (Oberheide et al.,
2009). This effect can be seen in June of 2004, 2006, and 2008 in Figure 4.1a; times
that agree with peak westerly QBO seen in Figure 2.1.
Figures 4.2-4.4 suggest that the symmetric and antisymmetric tidal heating
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variations associated with La Nin˜a are responsible for the enhanced DJF 2010/11
DE3 tidal signal in the MLT region. However, in spite of the high heating/MLT
tide correlation coefficients derived for DJF, non-heating variations such as the QBO
will also impact the MLT tides and need to be separated from the ENSO effects, as
correlation does not necessarily imply causality. Figure 2.1 indicates that the QBO
was in phase with the ONI in 2002-2008 and out-of-phase from 2008-2012. QBO
effects on the DE3 tide have been studied by Wu et al. (2008) and Oberheide et
al. (2009). Overall, a 20% DE3 amplitude modulation during the summer months
has been linked to a QBO-induced modulation of the symmetric mode, presumably
caused by enhanced (reduced) dissipation during the westerly (easterly) phase of the
mesospheric QBO due to frequency Doppler shift (Oberheide et al., 2009). The QBO
effect is absent from the antisymmetric mode. Note that the mesospheric QBO is out-
of-phase to the stratospheric QBO shown in Figure 2.1, such that symmetric DE3
amplitudes are larger during the westerly phase of the stratospheric QBO.
Although the westerly QBO phase in DJF 2010/11 may suggest that the in-
creased symmetric amplitudes are caused by wind filtering and not by heating vari-
ations, a QBO effect cannot explain the unusual occurrence of symmetric DE3 am-
plitudes during this time period, as symmetric amplitudes are small or absent during
previous years. The QBO phase was westerly in DJF 2004/05, 2006/07, 2008/09,
2010/11 but no amplitude increase was observed apart from the La Nin˜a winter
2010/11 (large increase, Figure 13a). Symmetric amplitudes during the 2004/05,
2006/07 and 2008/09 winters are either average or even smaller than average.
The seasonal variation of DE2, on the other hand, is always such that am-
plitudes are symmetric with respect to the equator in DJF (Oberheide et al., 2006;
Forbes et al., 2008). ENSO can thus enhance or reduce the symmetric amplitudes but
the QBO modulation will be present during all years. Accordingly, one has to expect
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a less clear cause-and-effect chain. These arguments are tested using linear regression
analysis with subsequent F-test of the null hypothesis, that is, linear independence of
the MLT tides to either heating variations or the QBO during DJF.
A linear regression analysis is a method used to determine the relationship be-
tween two variables by fitting a linear equation to the observed data. This provides
a few numbers to work with, one of the most useful being the correlation coefficient.
This correlation coefficient is used to quantify the relationship between the two vari-
ables. However, a correlation coefficient is not enough to state with assurance that
one variable is dependent on another. What must be done now is a hypothesis test,
which quantifies the confidence level that a hypothesis can be rejected or not. In this
case, an F-test of the null hypothesis is performed. A null hypothesis can be defined
as independence of one variable to another, i.e., that they are not correlated. A brief
discussion of correlation coefficients and F-tests will be provided in Appendix A.
For the symmetric DJF (Figure 4.4a), the null hypothesis for heating varia-
tions is rejected with >99% confidence for DE3 and 97% for DE2. The corresponding
tests for the hypothesis that DJF MLT tidal variability is linear independent of the
QBO rejected the null hypothesis with 35% (DE3) and 82% (DE2) confidence. I thus
conclude that the DJF 2010/11 symmetric DE3 amplitudes in the MLT region are
caused by tidal heating variations and not by the QBO. The F-test DE2 results are in
line with the expectation stated above. DE2 symmetric amplitudes are significantly
modulated by ENSO, with larger amplitudes during the La Nin˜a phase. A QBO
modulation is possible, with a sign consistent with larger tidal amplitudes during
the westerly QBO phase, but not conclusively proven due to the rather low signifi-
cance. The large tidal amplitude increase during the 2010/11 La Nina is probably a
combination of heating variations and the QBO.
In terms of QBO impacts on antisymmetric modes, no evidence for that has
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been found in previous work (Oberheide et al., 2009), which is understandable since
these modes have a node at the equator where the QBO maximizes. This is sup-
ported by Figure 4.4b: antisymmetric DE3 amplitude increases during westerly QBO
are only observed in DJF 2010/11 (La Nin˜a, large increase) and DJF 2008/09 (nega-
tive ONI, small increase), while the previous QBO westerly years have smaller than
average amplitudes. F-tests for DJF DE3 rejected the null hypothesis with >99%
confidence for tidal heating and 40% for the QBO. The corresponding DE2 values are
65% (heating) and 2% (QBO). As for the symmetric amplitudes, I conclude that the
DJF 2010/11 antisymmetric DE3 amplitudes in the MLT region are a result of en-
hanced tidal heating during the La Nin˜a episode. For the antisymmetric DE2 mode,
I conclude that QBO modulations are absent. The DE2 tidal response to heating
variations is statistically insignificant, presumably due to the generally small anti-
symmetric amplitudes (only about 50% of the symmetric amplitudes) in the MLT
during DJF.
5.2 Tidal Heating
5.2.1 Latent versus Radiative Heating
The next subject to examine is the different impacts of the latent and radia-
tive heating during the two phases of ENSO. Figures 3.6 and 3.7 indicate that both
radiative and latent heating have an overall increase more during the strong La Nin˜a
phase (2010/11) than the strong El Nin˜o phase (2009/10). Examining the symmetric
and antisymmetric heating for both radiative and latent heating with the PCA gives
an idea of the relative importance of each during the separate ENSO phases.
In Figure 5.1 the DJF PCs for the DE3 symmetric (a) and antisymmetric (c)
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modes are shown for latent heating (black) and the radiative heating (red), along
with the EOFs for both symmetric (b) and antisymmetric (d). The EOFs have
been normalized to 1. For the symmetric heating, the radiative heating is of more
importance during both El Nin˜o and La Nin˜a, but it is much stronger during the
La Nin˜a of 2010/11. However, for the antisymmetric heating, the latent heating
variations have a larger impact than the radiative heating during both El Nin˜o and
La Nin˜a. This is supported by examining the differences in the heating without
performing a PCA.
Figure 5.1: Winter-time months symmetric mode PCs (a) and EOFs (b) with the
antisymmetric mode PCs (c) and EOFs (d) results from PCA for DE3 latent heating
(black) and DE3 radiative heating (red). The PCs are non-normalized with units of
kg/mW.
For DE2 (not shown) the radiative and latent symmetric PCs are of equal
importance during the 2009/10 El Nin˜o, with the latent heating stronger during the
2010/11 La Nin˜a and the radiative heating PC ∼67% of the latent heating PC during
2010/11. For the antisymmetric heating, the radiative heating is of greater importance
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during both the phases of ENSO, with an increase of ∼60% over the latent heating
PC during El Nin˜o.
As outlined in the earlier Chapter 4.2, the first antisymmetric (symmetric)
EOF of the DE3 tide and tidal heating closely resemble the first antisymmetric (sym-
metric) Hough mode of the DE3 tide as found by (Oberheide and Forbes, 2008). They
also found that the DE3 tide at 105 km can be mostly explained by extensions of these
two Hough modes or Hough Mode Extensions (HMEs). The first symmetric HME
(HME1) dominates the DE3 tide during the summer, while the first antisymmetric
HME (HME2) dominates during the winter. I have found that the ENSO variability
was primarily a winter-time effect, and therefore expected to see an increase in the
antisymmetric mode of the tidal heating, for greater efficiency in propagating into
the higher altitudes. However, I found an increase in both the symmetric and anti-
symmetric modes of the heating, particularly during the strong La Nin˜a of 2010/11.
5.2.2 La Nin˜a vs El Nin˜o Heating
The diurnal heating differences are greater during the La Nin˜a phase than the
El Nin˜o phase of ENSO in both DE3 and DE2 as seen in Figure 3.8 (a and c). To
answer the question of why this is so, I examine the latitudinal structure of the diurnal
heating during each of the phases. It is evident that the La Nin˜a heating differences
are much broader in structure than the El Nin˜o heating differences. Diurnal heating
during the strong La Nin˜a (2010/11) extends from ∼10 ◦N to ∼20 ◦S for the DE3
heating, and even further for other tidal heating components. Meanwhile, the diurnal
heating differences for the strong El Nin˜o (2009/10) are centered around the equator
with peaks at 0 ◦ and ∼10 ◦S for the DE2 heating. The broader range in heating
differences allows for a more efficient propagation into the MLT, creating a greater
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effect on the tides there.
5.3 Future Work
As mentioned in the introduction, this study lays the foundation to understand
the geospace response to ENSO. The next steps are to establish the interannual vari-
ability of the longitudinal and local time structure of the low-latitude F-region plasma
and determine the tidal-ionosphere coupling processes that transmit the ENSO signal
into the plasma. A possible method to accomplish this is to use CHAllenging Min-
isatellite Payload (CHAMP) data. CHAMP, a German satellite launched in 2000 with
its mission ending in 2010, can provide neutral and electron density measurements in
the F-region. These can be used to assess the ENSO effect on the F-region plasma
and strengthen the understanding of tidal-ionosphere coupling as various processes
can be seperated. Longitudinal variations at a constant local time can be used to
study the intra-annual variation of F-region plasma and its connection to the tides,
as evidenced by the work done by Pedatella et al. (2008). A wavelet spectra of the dif-
ferent longitudinal wave structures (most importantly the “wave-4” structure which
corresponds to DE3) will reveal how these longitudinal structures respond to ENSO
and QBO by identifying and reconstructing the 25 and 36 months bands, QBO and
ENSO periods respectively, as can been seen in Appendix B, Figure 3. Then, apply-
ing wavelet analysis to CHAMP data reconstructed into time-series of constant local
time, one can investigate if and how the plamsa responds to ENSO and QBO.
To investigate what tidal-ionosphere coupling processes transmit the ENSO
signal into the ionosphere, the tidal components that play a role for E-region modual-
tion and F-region tidal-ionosphere coupling will useful. It is known how certain tidal
components propagate into the upper atmosphere. For example, DE3 can transmit
34
the ENSO signal by E-region zonal wind modulation and/or [O]
[N2]
modulation be-
cause the meridonal DE3 tidal winds are very small and neutral density modulation
should not play much of a role (England et al., 2010). Induced DE3 [O]
[N2]
modulation
can be estimated with the use of [O] and [N2] data from an empirical atmospheric
model and thermospheric tides from empirical tidal modeling. The magnitude of the
ENSO-related [O]
[N2]
variations will indicate if it has an effect here or not.
Comparing and cross-correlating the MLT and thermospheric tides to the
ENSO and QBO signals in the CHAMP data will give insight into what tidal com-
ponents and processes play a role. Further insight will come from the sign of the
F-region “wave-4” response to ENSO. Pedatella and Forbes (2009) results show it is
positively correlated with the El Nin˜o phase of ENSO. They could, however, not sep-
arate DE3 and SE2 components because both are observed as a “wave-4” in the local
time frame of reference they used in their ionosonde study. As there was less heating
in the El Nin˜o phase than the La Nin˜a phase found in this study, it is possible that
the SE2 F-region winds are the leading process in transmitting the ENSO signal into
the ionosphere. Examining the ENSO signal in the local time dependent CHAMP
wavelet spectra will provide further guidance in tracking the processes. For example,
if the ENSO signal occurs with a periodicity of six hours, it would suggest a strong
SE2 and weak DE3 effect, therefore a tidal-ionosphere coupling through F-region
meridonal winds.
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Chapter 6
Summary and Conclusions
The combined latent and radiative heating diurnal tidal components have been
examined in connection to the ENSO cycle that has a global effect on precipitation
patterns. To compute these components, three different data sets from TRMM have
been used, with the addition of the radiative heating computed from MERRA, to
form vector-combined heating rates. A PCA was performed on the differences in
symmetric and antisymmetric heating from the climatological monthly means to find
modes to explain the temporal and spatial variability of the DE2 and DE3 tides, from
TIDI/TIMED diagnostics, and tidal heating. The conclusions reached in this thesis
are as follows.
1. The nonmigrating components DE3 and DE2 are the most affected by
ENSO events, with La Nin˜a affecting the DE3 tidal component the strongest and
both La Nin˜a and El Nin˜o – to a lesser extent – affecting the DE2 tidal component.
This is because the heating variations closely resemble classical Hough Modes and
thus efficiently map into the MLT.
2. Enhanced forcing from below during a strong La Nin˜a event during winter
months causes larger DE3 tides in the MLT region. The winter months of 2010/11
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are an example of this with a ∼70% increase in the tide and an increase of ∼40% in
the heating.
3. Enhanced DE2 heating occurs for both strong La Nin˜a and El Nin˜o; how-
ever, the La Nin˜a heating is greater, with a ∼20% increase during the 2010/11 La
Nin˜a, causing a larger effect on the MLT tide (∼50% increase). The El Nin˜o heating
is not evident when examining an average of latitudes as it is very narrow in latitude
range.
4. QBO effects may add to the large amplitude increase observed in the
symmetric DE2 tidal wind amplitudes during the 2010/11 La Nina but do not impact
the antisymmetric DE2 tides. The large DE3 tidal amplitudes in DJF during the
2010/11 La Nina are not caused by the QBO.
5. The DJF averaged radiative forcing variability maximum is 78% of the la-
tent heating variability maximum for the same averaging for the diurnal tidal heating
and 50% for the semidiurnal tidal heating.
The impact of these results on the F-region plasma variability will be the
focus of future studies, along with a more complete understanding of tidal-ionosphere
coupling processes transmitting the ENSO signal into the plasma.
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Appendix A Correlation Coefficient and F-test
A correlation coefficient quantifies the relation between two variables. The
most common correlation coefficient used is the Pearson product-moment coefficient
of linear correlation. The Pearson correlation is the ratio of the sample covariance of
two given variables (x and y) to the product of the two standard deviations, and is
written as
rxy =
Cov(x, y)
sxsy
=
∑n
i=1(x
′
iy
′
i)
[
∑n
i=1(x
′
i)]
1/2[
∑n
i=1(y
′
i)]
1/2
, (1)
where the primes are the subtraction of mean values, or anomalies, and sx and sy are
the standard deviations (Wilks, 2006). An important property of the Pearson corre-
lation coefficient is the square of the coefficient, r2xy, which specifies the proportion
of variability of one of the two variables that is linearly accounted for by the other
variable. The coefficient ranges from -1 to 1, with -1 indicating a negative relation
(e.g. as one variable goes up, the other goes down) and 1 indicating a positive relation
(e.g. as one goes up the other also goes up). It is also possible to have a correlation
coefficient of 0, indicating no relationship at all.
However, a correlation coefficient by itself is not enough. There is a popular
saying that describes this fact perfectly: “Correlation does not imply causation.”
A high correlation coefficient does not mean that a change in one variable causes
a change in another variable. A hypothesis test is required, which quantifies the
confidence level at which a hypothesis can be rejected or not. In this case, an F-test
of the null hypothesis is performed. A null hypothesis can be defined as independence
of one variable to another, i.e., that they are not correlated and not affecting each
other. The F-test is designed to test if two population variances are equal, with
the test statistic as the ratio of the variances divided by their respective degrees of
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freedom. The F-statistic is written as
F (nx, ny) =
χ2x/nx
χ2y/ny
, (2)
where nx and ny are the number of degrees of freedom for the x and y variables,
respectively. χ2x and χ
2
y are the chi-square statistics of variables x and y, respectively.
The chi-square statistic is written as
χ2x =
(xobs − xmod)2
xmod
, (3)
where xobs is the observed variable and xmod is the modeled variable. In this thesis,
the modeled variable was determined by the linear regression analysis performed on
the data.
With an F-test, the test statistic will have the form of an F-distribution (see
Figure 1) if the null hypothesis is true, which is always assumed when performing an
F-test. The F-distribution is a continuous probability function, that is bounded from
below at zero, defined by the two degrees of freedom of the two variables (nx, ny),
and t, where t ≥ 0, [f(nx, ny, t)]. The F-distribution increases as t increases, reaches
a maximum, then approaches zero as t approaches infinity. In simplest terms, if the
test statistic is 1, then the null hypothesis is true. If the test statistic is not equal to 1,
then the null hypothesis can be rejected. A p-value can be found which describes how
statistically significant the results are. The lower the p-value, the more statistically
significant the correlation. A p-value of 0.05 would correspond to a significance level
of 95%. The p-value depends on the test statistic and the distribution assumed in
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Figure 1: Probability distribution function for F-distribution for nx = ny = 100.
the test, here the F-distribution. It can be calculated by the following equation,
p =
∫ ∞
t=F
f(nx, ny, t)dt (4)
In the F-tests performed for this study, the p-value describes the confidence by which
one can reject the null hypothesis.
Alternatively, one can define an α, which is the significance level that is re-
quired to reject the null hypothesis. In academia, α is usually 0.05 or 0.01, which
corresponds to 95% and 99%, respectively. Here one calculates Fcritical, where t is
equal to the number required for the p-value to equal α. Then if F ≤ Fcritical, the
null hypothesis can not be rejected. Otherwise, if F ≥ Fcritical, the null hypothesis
can be rejected with a confidence level greater than α.
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Appendix B Additional Figures
Figures showing the DE2 latent heating and zonal winds are shown to complete
the data analyzed in this thesis. Notice the increase in latent heating (Figure 2a)
during DJF 2009/10 and 2010/11. These two increases are different in spatial and
temporal distribution. The increase in DJF 2009/10, the increase is localized in a
sharp peak, while in 2010/11, the increase is broader, both in time and space.
Figure 2: (a) Latent heat spectrum for DE2 tidal component from January 2002– June
2011. Notice the increase in winter-time forcing in 2010/11, with a similar increase
in DJF 2009/10. (b) DE2 zonal wind amplitudes at 100 km from TIDI tidal analysis.
Again, notice the enhanced winter-time amplitudes in 2010/11 and a smaller increase
in DJF 2009/10.
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Presented in Figure 3 are the meridonal tidal winds of DE3 (a) and DE2 (b).
There are a number of increases in amplitude that may be due to ENSO, such as the
increase seen in DE2 DJF 2010/11. The meridonal winds are not examined in the
same detail as the zonal winds, which are the winds that will carry the ENSO signal
upwards and impact the F-region plasma.
Figure 3: (a) DE3 and (b) DE2 meridonal wind amplitudes at 100 km from TIDI
tidal analysis.
A wavelet analysis decomposes a time series into time-frequency space, allow-
ing for the determination of the dominant modes of variability and how they vary
in time. When computing a wavelet analysis, there is always a trade-off between
frequency resolution and temporal resolution. Therefore, one must choose a wavelet
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function to provide the information that is sought. For more information on wavelet
analysis, Torrence and Compo (1998) have written a practical guide. The wavelet
used in this analysis is the derivative of a Gaussian (DOG), with a derivative equal
to 6.
A wavelet analysis (Figure 4) of the ONI and QBO time series shown in Figure
2.1 reveals the periods of ENSO (a) and QBO (b). These can be compared to the
wavelet analysis of the time series of the PCs from the PCA to find the ENSO signal.
Figure 4: (a) Wavelet spectra for ONI. The period is ∼ 36 months. (b) Wavelet
spectra for QBO. The period is ∼ 25 months.
A wavelet analysis of the time series of the PCs from the PCA can reveal the
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periods in the data. For example, Figure 5, is the wavelet spectra of the symmetric
PCs of DE3. However,the primary time of interest, DJF 2010/11, is in the cone-of-
influence (COI). Anything inside this area can not be trusted. Therefore, one might
be tempted to accept the large signal in DJF 2010/11, but it is impossible to do so.
While wavelet analysis is a valid method of determining the ENSO signal in the data,
at this time it is impossible to come to a definite conclusion. In the future, the time
series will be expanded as more data from TRMM becomes available, which will allow
to the examination of the primary time of interest outside of the COI. However, at
this current time, there are other signals that are not within the COI that have a
period of ∼ 36 months.
Figure 5: Wavelet analysis of the symmetric DE3 PCs. The primary time of interest
lies within the COI.
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