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Abstract
In the Correlation Clustering problem, also known as Cluster Editing, we are given an
undirected graph G and a positive integer k; the task is to decide whether G can be transformed
into a cluster graph, i.e., a disjoint union of cliques, by changing at most k adjacencies, that
is, by adding or deleting at most k edges. The motivation of the problem stems from various
tasks in computational biology (Ben-Dor et al., Journal of Computational Biology 1999) and
machine learning (Bansal et al., Machine Learning 2004). Although in general Correlation
Clustering is APX-hard (Charikar et al., FOCS 2003), the version of the problem where the
number of cliques may not exceed a prescribed constant p admits a PTAS (Giotis and Guruswami,
SODA 2006).
We study the parameterized complexity of Correlation Clustering with this restriction
on the number of cliques to be created. We give an algorithm that
in time O(2O(
√
pk) + n + m) decides whether a graph G on n vertices and m edges can be
transformed into a cluster graph with exactly p cliques by changing at most k adjacencies.
We complement these algorithmic findings by the following, surprisingly tight lower bound on
the asymptotic behavior of our algorithm. We show that unless the Exponential Time Hypothesis
(ETH) fails
for any constant 0 ≤ σ ≤ 1, there is p = Θ(kσ) such that there is no algorithm deciding in
time 2o(
√
pk) · nO(1) whether an n-vertex graph G can be transformed into a cluster graph
with at most p cliques by changing at most k adjacencies.
Thus, our upper and lower bounds provide an asymptotically tight analysis of the multivariate
parameterized complexity of the problem for the whole range of values of p from constant to a
linear function of k.
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1 Introduction
Correlation clustering, also known as clustering with qualitative information or cluster editing,
is the problem to cluster objects based only on the qualitative information concerning
similarity between pairs of them. For every pair of objects we have a binary indication
whether they are similar or not. The task is to find a partition of the objects into clusters
minimizing the number of similarities between different clusters and non-similarities inside of
clusters. The problem was introduced by Ben-Dor, Shamir, and Yakhini [6] motivated by
problems from computational biology, and, independently, by Bansal, Blum, and Chawla
[5], motivated by machine learning problems concerning document clustering according
to similarities. The correlation version of clustering was studied intensively, including
[1, 3, 4, 13, 14, 24, 34].
The graph-theoretic formulation of the problem is the following. A graph K is a cluster
graph if every connected component of K is a complete graph. Let G = (V,E) be a graph;
then F ⊆ V × V is called a cluster editing set for G if G4F = (V,E4F ) is a cluster graph.
Here E4F is the symmetric difference between E and F . In the optimization version of
the problem the task is to find a cluster editing set of minimum size. Constant factor
approximation algorithms for this problem were obtained in [1, 5, 13]. On the negative side,
the problem is known to be NP-complete [34] and, as was shown by Charikar, Guruswami,
and Wirth [13], also APX-hard.
Giotis and Guruswami [24] initiated the study of clustering when the maximum number
of clusters that we are allowed to use is stipulated to be a fixed constant p. As observed by
them, this type of clustering is well-motivated in settings where the number of clusters might
be an external constraint that has to be met. It appeared that p-clustering variants posed
new and non-trivial challenges. In particular, in spite of the APX-hardness of the general
case, Giotis and Guruswami [24] gave a PTAS for this version of the problem.
A cluster graph G is called a p-cluster graph if it has exactly p connected components
or, equivalently, if it is a disjoint union of exactly p cliques. Similarly, a set F is a p-cluster
editing set of G, if G4F is a p-cluster graph. In parameterized complexity, correlation
clustering and its restriction to bounded number of clusters were studied under the names
Cluster Editing and p-Cluster Editing, respectively.
Cluster Editing Parameter: k.
Input: A graph G = (V,E) and a non-negative integer k.
Question: Is there a cluster editing set for G of size at most k?
p-Cluster Editing Parameters: p, k.
Input: A graph G = (V,E) and non-negative integers p and k.
Question: Is there a p-cluster editing set for G of size at most k?
The parameterized version of Cluster Editing, and variants of it, were studied intens-
ively [7, 8, 9, 10, 11, 16, 20, 25, 27, 28, 31, 33]. The problem is solvable in time O(1.62k+n+m)
[7] and it has a kernel with 2k vertices [12, 15] (see Section 2 for the definition of a kernel).
Shamir et al. [34] showed that p-Cluster Editing is NP-complete for every fixed p ≥ 2. A
kernel with (p+ 2)k + p vertices was given by Guo [26].
Our results
We study the impact of the interaction between p and k on the parameterized complexity of
p-Cluster Editing. Our main algorithmic result is the following.
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I Theorem 1. p-Cluster Editing is solvable in time O(2O(
√
pk) +m+ n).
It is straightforward to modify our algorithm to work also in the following variants of the
problem, where each edge and non-edge is assigned some edition cost: either (i) all costs are
at least one and k is the bound on the maximum total cost of the solution, or (ii) we ask for
a set of at most k edits of minimum cost. Let us also remark that, by Theorem 1, if p = o(k)
then p-Cluster Editing can be solved in 2o(k)nO(1) time, and thus it belongs to complexity
class SUBEPT defined by Flum and Grohe [21, Chapter 16]. Until very recently, the only
problems known to be in the class SUBEPT were the problems with additional constraints
on the input, like being a planar, H-minor-free, or tournament graph [2, 17]. However, recent
algorithmic developments indicate that the structure of the class SUBEPT is much more
interesting than expected. It appears that some parameterized problems related to chordal
graphs, like Minimum Fill-in or Chordal Graph Sandwich, are also in SUBEPT [23].
We would like to remark that p-Cluster Editing can be also solved in worse time
complexity O((pk)O(
√
pk) +m+ n) using simple guessing arguments. One such algorithm is
based on the following observation: Suppose that, for some integer r, we know at least 2r+ 1
vertices from each cluster. Then, if an unassigned vertex has at most r incident modifications,
we know precisely to which cluster it belongs: it is adjacent to at least r + 1 vertices already
assigned to its cluster and at most r assigned to any other cluster. On the other hand, there
are at most 2k/r vertices with more than r incident modifications. Thus (i) guessing 2r + 1
vertices from each cluster (or all of them, if there are less than 2r + 1), and (ii) guessing all
vertices with more than r incident modifications, together with their alignment to clusters,
results in at most n(2r+1)pn2k/rp2k/r subcases. By pipelining it with the kernelization of
Guo [26] and with simple reduction rules that ensure p ≤ 6k (see Section 3.1 for details), we
obtain the claimed time complexity for r ∼√k/p.
An approach via chromatic coding, introduced by Alon et al. [2], also leads to an algorithm
with running time O(2O(p
√
k log p) + n+m). However, one needs to develop new concepts
to construct an algorithm for p-Cluster Editing with complexity bound as promised in
Theorem 1, and thus obtain a subexponential complexity for every sublinear p.
The crucial observation is that a p-cluster graph, for p = O(k), has 2O(
√
pk) edge cuts of
size at most k (henceforth called k-cuts). As in a YES-instance to the p-Cluster Editing
problem each k-cut is a 2k-cut of a p-cluster graph, we infer a similar bound on the number
of cuts if we are dealing with a YES-instance. This allows us to use dynamic programming
over the set of k-cuts. Pipelining this approach with a kernelization algorithm for p-Cluster
Editing proves Theorem 1.
A new and active direction in parameterized complexity is the pursuit of asymptotically
tight bounds on the complexity of problems. In several cases, it is possible to obtain a
complete analysis by providing matching lower (complexity) and upper (algorithmic) bounds.
We refer to the recent survey of Marx [32], where recent developments in the area are
discussed, and the “optimality program" is announced among the main future research
directions in parameterized complexity. The most widely used complexity assumption for
such tight lower bounds is the Exponential Time Hypothesis (ETH), which posits that no
subexponential-time algorithms for k-CNF-SAT or CNF-SAT exist [29].
Following this direction, we complement Theorem 1 with two lower bounds. Our first,
main lower bound is based on the following technical Theorem 2, which shows that the
exponential time dependence of our algorithm is asymptotically tight for any choice of
parameters p and k, where p = O(k). As one can provide polynomial-time reduction rules
that ensure that p ≤ 6k (see Section 3.1 for details), this provides a full and tight picture of
the multivariate parameterized complexity of p-Cluster Editing: we have asymptotically
F.V. Fomin, S. Kratsch, M. Pilipczuk, M. Pilipczuk, and Y. Villanger 35
matching upper and lower bounds on the whole interval between p being a constant and linear
in k. To the best of our knowledge, this is the first fully multivariate and tight complexity
analysis of a parameterized problem.
I Theorem 2. For any ε > 0 there is δ > 0 and a polynomial-time algorithm that, given
positive integers p and k and a 3-CNF-SAT formula Φ with n variables and m clauses, such
that k, n ≥ εp and n,m ≤ √pk/ε, computes a graph G and integer k′, such that k′ ≤ δk,
|V (G)| ≤ δ√pk, and
if Φ is satisfiable then there is a 6p-cluster graph G0 with V (G) = V (G0) and such that
|E(G)4E(G0)| ≤ k′;
if there exists a p′-cluster graph G0 with p′ ≤ 6p, V (G) = V (G0) and |E(G)4E(G0)| ≤ k′,
then Φ is satisfiable.
As the statement of Theorem 2 may look technical, we gather its two main consequences
in Corollaries 3 and 4. We state both corollaries in terms of an easier p≤-Cluster Editing
problem, where the number of clusters has to be at most p instead of precisely equal to
p. Clearly, this version can be solved by an algorithm for p-Cluster Editing with an
additional p overhead in time complexity by trying all possible p′ ≤ p, so the lower bound
holds also for harder p-Cluster Editing; however, we are not aware of any reduction in the
opposite direction. In both corollaries we use the fact that existence of a subexponential, in
both the number of variables and clauses, algorithm for verifying satisfiability of 3-CNF-SAT
formulas would violate ETH [29].
I Corollary 3 (♠1). Unless ETH fails, for every 0 ≤ σ ≤ 1, there is p = Θ(kσ) such that
p≤-Cluster Editing is not solvable in time 2o(
√
pk)|V (G)|O(1).
I Corollary 4 (♠). Unless ETH fails, for every constant p ≥ 6, there is no algorithm solving
p≤-Cluster Editing in time 2o(
√
k)|V (G)|O(1) or 2o(|V (G)|).
Note that Theorem 2 and Corollary 3 do not rule out possibility that the general Cluster
Editing is solvable in subexponential time. Our second, complementary lower bound shows
that when the number of clusters is not constrained, then the problem cannot be solved in
subexponential time unless ETH fails. This disproves the conjecture of Cao and Chen [12].
We note that Theorem 5 was independently obtained by Komusiewicz in his PhD thesis [30].
I Theorem 5 (♠). Unless ETH fails, Cluster Editing cannot be solved in time 2o(k)nO(1).
Clearly, by Theorem 1, the reduction of Theorem 5 must produce an instance where the
number of clusters in any solution, if there exists any, is Ω(k). Therefore, intuitively the
hard instances of Cluster Editing are those where every cluster needs just a constant
number of adjacent editions to be extracted.
2 Preliminaries
We use n to denote the number of vertices and m the number of edges in the input graph G.
For graphs G,H with V (G) = V (H), by H(G,H) we denote the number of edge modifications
needed to obtain H from G, i.e., H(G,H) = |E(G)4E(H)|. By E(X,Y ) we denote the set
of edges having one endpoint in X and second in Y .
1 Due to space constraints, the proofs of all statements marked with ♠ are omitted. The full version of
this paper is available at http://arxiv.org/abs/1112.4419.
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A parameterized problem Π is a subset of Γ∗ ×N for some finite alphabet Γ. An instance
of a parameterized problem consists of (x, k), where k is called the parameter. A central
notion in parameterized complexity is fixed-parameter tractability (FPT) which means, for a
given instance (x, k), solvability in time f(k) · p(|x|), where f is an arbitrary computable
function of k and p is a polynomial in the input size. We refer to the book of Downey and
Fellows [19] for further reading on parameterized complexity.
A kernelization algorithm for a parameterized problem Π ⊆ Γ∗ × N is an algorithm that
given (x, k) ∈ Γ∗ × N outputs in time polynomial in |x|+ k a pair (x′, k′) ∈ Γ∗ × N, called
a kernel such that (x, k) ∈ Π if and only if (x′, k′) ∈ Π, |x′| ≤ g(k), and k′ ≤ k, where g is
some computable function.
We also need the following result of Guo [26].
I Proposition 6 ([26]). p-Cluster Editing admits a kernel with (p+ 2)k + p vertices. The
running time of the kernelization algorithm is O(n+m), where n is the number of vertices
and m the number of edges in the input graph G.
3 A subexponential algorithm for p-Cluster Editing
In this section we prove Theorem 1, that is, we show a O(2O(
√
pk) + n+m)-time algorithm
for p-Cluster Editing.
3.1 Reduction for large p
The first step of our algorithm is an application of the kernelization algorithm by Guo [26]
(Proposition 6) followed by some additional preprocessing rules that ensure that p ≤ 6k.
These additional rules are encapsulated in the following technical lemma.
I Lemma 7 (♠). There exists a polynomial time algorithm that, given an instance (G, p, k)
of p-Cluster Editing, outputs an equivalent instance (G′, p′, k), where G′ is an induced
subgraph of G and p′ ≤ 6k.
The key idea behind Lemma 7 is the observation that if p > 2k, then at least p − 2k
clusters in the final cluster graph cannot be touched by the solution, hence they must have
been present as isolated cliques already in the beginning. Hence, if p > 6k then we have to
already see p− 2k > 4k isolated cliques; otherwise, we may safely provide a negative answer.
Although these cliques may be still merged (to decrease the number of clusters) or split (to
increase the number of clusters), we can apply greedy arguments to identify a clique that
may be safely assumed to be untouched by the solution. Hence we can remove it from the
graph and decrement p by one. Although the greedy arguments seem very intuitive, their
formal proofs turn out to be somewhat technical.
3.2 Small cuts
We now proceed to the algorithm itself. Let us introduce the key notion.
I Definition 8. Let G = (V,E) be an undirected graph. A partition (V1, V2) of V is called
a k-cut of G if |E(V1, V2)| ≤ k.
I Lemma 9. k-cuts of a graph G can be enumerated with polynomial time delay.
Proof. We follow the standard branching. We order the vertices arbitrarily, start with empty
V1, V2 and for each consecutive vertex v we branch into two subcases: we put v either into V1
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or into V2. Once the alignment of all vertices is decided, we output the partition. However,
each time we put a vertex in one of the sets, we run a polynomial-time max-flow algorithm
to check whether the minimum edge cut between V1 and V2 constructed so far is at most k.
If not, then we terminate this branch as it certainly cannot result in any solutions found.
Thus, we always pursue a branch that results in at least one feasible solution, and finding
the next solution occurs within a polynomial number of steps. J
Intuitively, k-cuts of the graph G form the search space of the algorithm. Therefore, we
would like to bound their number. We do this by firstly bounding the number of cuts of a
cluster graph, and then using the fact that a YES-instance is not very far from some cluster
graph. We begin with the following bound on binomial coefficients.
I Lemma 10 (♠). If a, b are nonnegative integers, then (a+ba ) ≤ 22√ab.
I Lemma 11. Let K be a cluster graph containing at most p clusters, where p ≤ 6k. Then
the number of k-cuts of K is at most 28
√
pk.
Proof. By slightly abusing the notation, assume that K has exactly p clusters, some of
which may be empty. Let C1, C2, . . . , Cp be these clusters and c1, c2, . . . , cp be their sizes,
respectively. We firstly establish a bound on the number of partitions (V1, V2) such that the
cluster Ci contains xi vertices from V1 and yi from V2. Then we discuss how to bound the
number of ways of selecting pairs xi, yi summing up to ci for which the number of k-cuts is
positive. Multiplying the obtained two bounds gives us the claim.
Having fixed the numbers xi, yi, the number of ways in which the cluster Ci can be
partitioned is equal to
(
xi+yi
xi
)
. Note that
(
xi+yi
xi
) ≤ 22√xiyi by Lemma 10. Observe that
there are xiyi edges between V1 and V2 inside the cluster Ci, so if (V1, V2) is a k-cut, then∑p
i=1 xiyi ≤ k. By applying the Cauchy-Schwarz inequality we infer that
∑p
i=1
√
xiyi ≤√
p ·√∑pi=1 xiyi ≤ √pk. Therefore, the number of considered cuts is bounded by
p∏
i=1
(
xi + yi
xi
)
≤ 22
∑p
i=1
√
xiyi ≤ 22
√
pk.
Moreover, observe that min(xi, yi) ≤ √xiyi; hence,
∑p
i=1 min(xi, yi) ≤
√
pk. Thus, the
choice of xi, yi can be modeled by first choosing for each i, whether min(xi, yi) is equal to xi
or to yi, and then expressing b
√
pkc as the sum of p+ 1 nonnegative numbers: min(xi, yi) for
1 ≤ i ≤ p and the rest, b√pkc −∑pi=1 min(xi, yi). The number of choices in the first step is
equal to 2p ≤ 2
√
6pk, and in the second is equal to
(b√pkc+p
p
) ≤ 2√pk+√6pk. Therefore, the
number of possible choices of xi, yi is bounded by 2(1+2
√
6)
√
pk ≤ 26
√
pk. Hence, the total
number of k-cuts is bounded by 26
√
pk · 22
√
pk = 28
√
pk, as claimed. J
I Lemma 12. If (G, p, k) is a YES-instance of p-Cluster Editing with p ≤ 6k, then the
number of k-cuts of G is bounded by 28
√
2pk.
Proof. LetK be a cluster graph with at most p clusters such thatH(G,K) ≤ k. Observe that
every k-cut of G is also a 2k-cut of K, as K differs from G by at most k edge modifications.
The claim follows from Lemma 11. J
3.3 The algorithm
Proof of Theorem 1. Let (G = (V,E), p, k) be the given p-Cluster Editing instance. By
making use of Proposition 6, we can assume that G has at most (p+ 2)k+ p vertices, thus all
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the factors polynomial in the size of G can be henceforth hidden within the 2O(
√
pk) factor.
Application of Proposition 6 gives the additional O(n+m) summand to the complexity. By
further usage of Lemma 7 we can also assume that p ≤ 6k. Note that application of Lemma 7
can spoil the bound |V (G)| ≤ (p+ 2)k + p as p can decrease; however the number of vertices
of the graph is still bounded in terms of initial p and k.
We now enumerate k-cuts of G with polynomial time delay. If we exceed the bound
28
√
2pk given by Lemma 12, we know that we can safely answer NO, so we immediately
terminate the computation and give a negative answer. Therefore, we can assume that we
have computed the set N of all k-cuts of G and |N | ≤ 28
√
2pk.
Assume that (G, p, k) is a YES-instance and let K be a cluster graph with at most p
clusters such that H(G,K) ≤ k. Again, let C1, C2, . . . , Cp be the clusters of K. Observe that
for every j ∈ {0, 1, 2, . . . , p}, the partition
(⋃j
i=1 V (Ci),
⋃p
i=j+1 V (Ci)
)
has to be the k-cut
with respect to G, as otherwise there would be more than k edges that need to be deleted
from G in order to obtain K. This observation enables us to use a dynamic programming
approach on the set of cuts.
We construct a directed graph D, whose vertex set is equal to N × {0, 1, 2, . . . , p} ×
{0, 1, 2, . . . , k}; note that |V (D)| = 2O(
√
pk). We create arcs going from ((V1, V2), j, `) to
((V ′1 , V ′2), j + 1, `′), where V1 ( V ′1 (hence V2 ) V ′2), j ∈ {0, 1, 2, . . . , p − 1} and `′ =
`+ |E(V1, V ′1 \ V1)|+ |E(V ′1 \ V1, V ′1 \ V1)| ((V,E) is the complement of the graph G). The
arcs can be constructed in 2O(
√
pk) time by checking for all the pairs of vertices whether
they should be connected. We claim that the answer to the instance (G, p, k) is equivalent to
reachability of any of the vertices of form ((V, ∅), p, `) from the vertex ((∅, V ), 0, 0).
In one direction, if there is a path from ((∅, V ), 0, 0) to ((V, ∅), p, `) for some ` ≤ k, then the
consecutive sets V ′1 \V1 along the path form clusters Ci of a cluster graph K, whose editing dis-
tance toG is accumulated on the last coordinate, thus bounded by k. In the second direction, if
there is a cluster graph K with clusters C1, C2, . . . , Cp within editing distance at most k from
G, then vertices
((⋃j
i=1 V (Ci),
⋃p
i=j+1 V (Ci)
)
, j,H
(
G
[⋃j
i=1 V (Ci)
]
,K
[⋃j
i=1 V (Ci)
]))
form a path from ((∅, V ), 0, 0) to ((V, ∅), p,H(G,K)). Note that all these triples are indeed
vertices of the graph D, as
(⋃j
i=1 V (Ci),
⋃p
i=j+1 V (Ci)
)
are k-cuts of G.
Reachability in a directed graph can be tested in linear time with respect to the number
of vertices and arcs. We can now apply this algorithm to the graph D and conclude solving
the p-Cluster Editing instance in O(2O(
√
pk) + n+m) time. J
4 Multivariate lower bound
This section is devoted to sketching the proof of Theorem 2. As the provided reduction is
very technical, in this extended abstract we only provide the construction of the graph G,
explaining also all the necessary intuition, and sketch the completeness implication, i.e., how
to translate a satisfying assignment of Φ into a 6p-cluster graph G0 close to G. To ease the
presentation, in this extended abstract we show the proof for ε = 1.
4.1 Preprocessing of the formula
We start with a step that regularizes the input formula Φ, while increasing its size only by a
constant factor. The purpose of this step is to ensure that, when we translate a satisfying
assignment of Φ into a cluster graph G0 in the completeness step, the clusters are of the same
size, and therefore contain the minimum possible number of edges. This property is crucial
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in the argumentation of the soundness step. The proof of the following lemma consists of
several steps that ensure consecutive properties of formula Φ′ by syntactic modifications, like
copying variables and clauses.
I Lemma 13 (♠). There exists a polynomial-time algorithm that, given a 3-CNF formula Φ
with n variables and m clauses and an integer p ≤ n, constructs a 3-CNF formula Φ′ with
n′ variables and m′ clauses together with a partition of the variable set Vars(Φ′) into p parts
Varsr, 1 ≤ r ≤ p, such that the following properties hold:
(a) Φ′ is satisfiable iff Φ is;
(b) in Φ′ every clause contains exactly three literals corresponding to different variables;
(c) in Φ′ every variable appears exactly three times positively and exactly three times negatively;
(d) n′ is divisible by p and, for each 1 ≤ r ≤ p, we have |Varsr| = n′/p (i.e., the variables
are split evenly between the parts Varsr);
(e) if Φ′ is satisfiable, then there exists a satisfying assignment of Vars(Φ′) with the property
that in each part Varsr the numbers of variables set to true and to false are equal.
(f) n′ +m′ = O(n+m).
4.2 Construction
We now sketch how to compute the graph G and the integer k′ from the formula Φ′ given by
Lemma 13. As Lemma 13 increases the size of the formula by a constant factor, we have
that n′,m′ = O(√pk) and |Varsr| = n′/p = O(√k/p) for 1 ≤ r ≤ p. The idea is to pack the
variables from each part Varsr, for 1 ≤ r ≤ p, into group gadgets, each costing 6 cliques.
Evaluation of the variables from each part corresponds to some clustering strategy inside the
group gadget. The clauses are encoded by additional groups of vertices, whose connections
to group gadgets ensure that they can be split among the clusters optimally iff at least one
literal satisfies the clause.
We proceed with the description of group gadgets. Let L = 1000 ·
(
1 + n′p
)
= O(√k/p).
For each part Varsr, 1 ≤ r ≤ p, we create six cliques Qrα, 1 ≤ α ≤ 6, each of size L. Let Q
be the set of all vertices of all cliques Qrα. In this manner we have 6p cliques. Intuitively, if
we seek for a 6p-cluster graph close to G, then the cliques are large enough so that merging
two cliques is too expensive — in the intended solution we have exactly one clique in each
cluster. One may view the construction as a procedure of assigning vertices not from Q to
different cliques Qrα.
For every variable x ∈ Varsr, we create six vertices wx1,2, wx2,3, . . . , wx5,6, wx6,1. Connect
them into a cycle in this order; this cycle is called a 6-cycle for the variable x. Moreover,
for each 1 ≤ α ≤ 6 and v ∈ V (Qrα), create edges vwxα−1,α and vwxα,α+1 (we assume that the
indices behave cyclically, i.e., wx6,7 = wx6,1, Qr7 = Qr1 etc.). Let W be the set of all vertices
wxα,α+1 for all variables x. Intuitively, the cheapest way to cut the 6-cycle for variable x is to
assign the vertices wxα,α+1, 1 ≤ α ≤ 6, all either to the clusters with cliques with only odd
indices or only with even indices. Choosing even indices corresponds to setting x to false,
while choosing odd ones corresponds to setting x to true, and both choices lead to saving
exactly 3 editions inside the 6-cycle. By property (e) of formula Φ′ we know that if Φ′ is
satisfiable, then in some satisfying assignment exactly half of the variables in each group are
assigned true value, and half false. For this satisfying assignment, each clique Qrα will be
assigned exactly the same number of vertices from W.
We now proceed with the description of the encoding of the clauses. Let r(x) be the index
of the part that contains variable x, that is, x ∈ Varsr(x). In each clause C we (arbitrarily)
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enumerate variables: for 1 ≤ η ≤ 3, let var(C, η) be the variable in the η-th literal of C, and
sgn(C, η) = 0 if the η-th literal is negative and sgn(C, η) = 1 otherwise.
For every clause C create nine vertices: sCβ,ξ for 1 ≤ β, ξ ≤ 3. Let S be the set of all the
vertices created in this manner. Let us first focus on vertices sC1,1, sC1,2, sC1,3.
For each 1 ≤ η ≤ 3 and each ξ ∈ {1, 2, 3}, create an edge sC1,ξwvar(C,η)2η−1,2η ;
for each 1 ≤ η ≤ 3 connect sC1,1 to all the vertices of one of the cliques adjacent to
w
var(C,η)
2η−1,2η depending on the sign of the η-th literal in C, that is, the clique Q
r(var(C,η))
2η−sgn(C,η);
for each 1 ≤ η ≤ 3 and ξ ∈ {2, 3}, connect sC1,ξ to all vertices of both cliques the vertex
w
var(C,η)
2η−1,2η is adjacent to, that is, the cliques Q
r(var(C,η))
2η−1 and Q
r(var(C,η))
2η .
In this manner, vertex sC1,1 is adjacent to three cliques Qrα, while sC1,2 and sC1,3, which are
twins, are adjacent to six of them. Assuming that each clique Qrα is in a different cluster, we
need to edit two connections to the cliques for vertex sC1,1, and five for each of vertices sC1,2,
sC1,3. Checking satisfaction of the assignment is performed on the edges between sC1,1 and
vertices from W. The crucial observation is that:
if at least one of the literals in the clause is satisfied, then at least one of the three vertices
from W adjacent to sC1,1 is already assigned to a clique that is connected to sC1,1.
if none of the literals of the clause is satisfied, then all the vertices from W , to which sC1,1
is adjacent, are assigned to cliques not connected to sC1,1.
Hence, if the first possibility takes place, we can save one edition by not changing adjacency
between sC1,1 and the corresponding vertex from W. However, if the second possibility takes
place, we need to change all three adjacencies, unless we want to separate sC1,1 from all the
three adjacent cliques Qrα, which is too expensive.
Vertices sC1,2 and sC1,3 help us to balance the sizes of the clusters, as we may assign them
to any clique that is adjacent to them. For example, if sC1,1 was assigned to Q
r(x)
1 , then
we can assign sC1,2 to Q
r(y)
3 and sC1,3 to Q
r(z)
6 . The construction of vertices {sC2,1, sC2,2, sC2,3}
and {sC3,1, sC3,2, sC3,3} follow the same rules, but the lower indices of the cliques and vertices
from W to which the constructed vertices are adjacent, are cyclically shifted by 2 and 4,
respectively. In this manner we are able to ensure the following properties: if the assignment
satisfies clause C, then vertices sCβ,ξ can be assigned to the cliques so that (i) each vertex is
assigned to a clique it is connected to, (ii) for each vertex we save one edition on editing
adjacencies to vertices from W, (iii) each clique with an odd lower index is assigned one
vertex if the corresponding literal appears positively in C, and zero otherwise, (iv) each
clique with an even lower index is assigned one vertex if the corresponding literal appears
negatively in C, and zero otherwise. By property (c) of the formula Φ′ we know that for the
satisfying assignment all the cliques are assigned exactly the same number of vertices from S.
This concludes the construction. We note that |V (G)| = 6pL+O(n′ +m′) = O(√pk).
We now calculate the budget k′ for edge editions in the created instance. Then we argue
why in case of existence of a satisfying assignment there is a set of at most k′ edge editions
that turns G into a 6p-cluster graph. (The argument for the converse is deferred to the full
version.) In the constructed solution all the cliques Qrα will be in different clusters.
To make the presentation more clear, we split this budget into few summands. Let
kQ−Q = 0, kQ−WS = (6n′ + 36m′)L, kallWS−WS = 6p
( 6n′+9m′
6p
2
)
,
kexistWS−WS = 6n′ + 27m′, ksaveW−W = 3n′, ksaveW−S = 9m′,
and finally
k′ = kQ−Q + kQ−WS + kallWS−WS + kexistWS−WS − 2ksaveW−W − 2ksaveW−S .
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Note that, as p ≤ k, L = O(√k/p) and n′,m′ = O(√pk), we have k′ = O(k).
The intuition behind this split is as follows. The intended solution for the p-Cluster
Editing instance (G, 6p, k′) creates no edges between the cliques Qrα, each clique is contained
in its own cluster, and kQ−Q = 0. For each v ∈ W ∪ S, the vertex v is assigned to a cluster
with one clique adjacent to v; kQ−WS accumulates the cost of removal of other edges in
E(Q,W∪S). Finally, we count the editions in (W∪S)× (W∪S) in an indirect way. First we
cut all edges of E(W∪S,W∪S) (summand kexistWS−WS). We group the vertices of W∪S into
clusters and add edges between vertices in each cluster; the summand kallWS−WS corresponds
to the cost of this operation when all the clusters are of the same size (and the number of
edges is minimum possible, due to the convexity of function t→ (t2)). Finally, in summands
ksaveW−W and ksaveW−S we count how many edges are removed and then added again in this
process: ksaveW−W corresponds to saving three edges from each 6-cycle in E(W,W) and ksaveW−S
corresponds to saving one edge in E(W,S) per each vertex sCβ,ξ. By the described properties
of clause encoding it directly follows, that a satisfying assignment can be translated into an
edition set of size at most k′.
Having sketched the completeness proof, we would like to intuitively describe the difficulties
that arise in the proof of soundness, i.e., that the existence of a p′-cluster graph within
edition distance at most k′, for p′ ≤ 6p, implies that Φ′ is satisfiable. If we assume that the
solution behaves ’sensibly’, then the minimal possible budget given for kallWS−WS and the
properties of clause encoding already ensure that it translates to an assignment satisfying Φ′.
Unfortunately, we need to argue also that the solution does not ’cheat’; the main two ways
of cheating are (i) trying to merge two cliques Qrα, (ii) trying to separate a vertex sCβ,ξ from
all the adjacent cliques. Clearly, each of these operations is locally suboptimal, but we need
to guarantee that one cheat cannot lead to a lot of further savings. For example, merging
two cliques Qrα implies that some vertices sCβ,ξ may be separated from less cliques they are
adjacent to, than intended.
Usually, one copes with such problems by creating several ’layers’ of the budget and
ensuring that all the possible savings from any cheating cannot compensate even cost of one
cheat. In our setting, making cliques Qrα much bigger would solve the problem. However,
then we would need to increase the budget as well and the reduction would yield a weaker
lower bound. Instead, we have to provide an extremely careful bookkeeping analysis of the
possible shape of the solution in order to show that, indeed, the possible gains from cheating
cannot amortise the costs.
5 Conclusion and open questions
We gave an algorithm that solves p-Cluster Editing in time O(2O(
√
pk) + n + m) and
complemented it by a multivariate lower bound, which shows that the running time of our
algorithm is asymptotically tight for all p sublinear in k.
In our multivariate lower bound it is crucial that the cliques and clusters are arranged in
groups of six. However, the drawback of this construction is that Theorem 2 settles the time
complexity of p-Cluster Editing problem only for p ≥ 6 (Corollary 4). It does not seem
unreasonable that, for example, the 2-Cluster Editing problem, already NP-complete
[34], may have enough structure to allow an algorithm with running time O(2o(
√
k) + n+m).
Can we construct such an algorithm or refute its existence under ETH?
Secondly, we would like to point out an interesting link between the subexponential
parameterized complexity of the problem and its approximability. When the number of
clusters drops from linear to sublinear in k, we obtain a phase transition in parameterized
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complexity from exponential to subexponential. As far as approximation is concerned, we
know that bounding the number of clusters by a constant allows us to construct a PTAS [24],
whereas the general problem is APX-hard [13]. The mutual drop of the parameterized
complexity of a problem — from exponential to subexponential — and of approximability —
from APX-hardness to admitting a PTAS — can be also observed for many hard problems
when the input is constrained by additional topological bounds, for instance excluding a fixed
pattern as a minor [17, 18, 22]. It is therefore an interesting question, whether p-Cluster
Editing also admits a PTAS when the number of clusters is bounded by a non-constant,
yet sublinear function of k, for instance p =
√
k.
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