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Electric polarization in correlated insulators
R. Nourafkan, and G. Kotliar
Department of Physics & Astronomy, Rutgers University, Piscataway, NJ 08854-8019, USA
(Dated: October 8, 2018)
We derive a formula for the electric polarization of interacting insulators, expressed in terms of the full
Green’s and vertex functions. We exemplify this method in the half-filled ionic Hubbard model treated within
dynamical mean field theory (DMFT). The electric polarization of a correlated band insulator is determined
by the interplay of ionicity and covalency, and both quantities are renormalized by the electron-electron in-
teractions. We introduce quasiparticle approximation to the exact equation for the polarization, and compare
the results of this approximation with those of the exact DMFT formulation and of static mean field theories
such as the LDA+ U. The latter overestimates the electronic contribution to the electric polarization when the
quasiparticle weight of the active bands is very small.
PACS numbers: 77.84.-s, 77.22.Ej, 03.65.Vf
I. INTRODUCTION
The electric polarization, P, is a measure of differences
in position between the center of mass of the band electrons
and the lattice ions. It is generally non zero for a material
which lacks inversion symmetry and plays the role of the or-
der parameter in the theory of ferroelectricity. Over the past
two decades, there have been important conceptual and com-
putational advances in the first principles calculation of this
quantity.1
The modern theory of polarization expresses P in terms of
the Berry phase acquired by a Slater determinant, describing
the insulating state as an effective one particle theory.2 A com-
plementary picture of the polarization, as the displacement
of the Wannier centers of the single particle states involve,
emerges naturally in this formalism.3
The Berry phase formalism was extended beyond an ef-
fective single particle picture, by considering the changes
of the phase of the many body function of all the electrons
in the solid as a response to the changes in the boundary
conditions.4,5 The resulting expression can also be recast in
terms of the resolvent of the Hamiltonian of all the interact-
ing electrons in the many body ground state.6 The many body
wave function formalism to calculate polarization was applied
to simple model Hamiltonians,7 but is prohibitively difficult
to carry out in practice for realistic models of the electronic
structure of a solid.
In this paper we formulate the problem of the calculation
of the electronic polarization of a correlated electronic sys-
tem in terms of the one particle Green’s function and vertex
functions. We derive a general expression for the polarization,
and discuss its implementation within dynamical mean field
theory (DMFT).8 We apply the formalism to a simple model
of a correlated insulator. The approach has similarities to re-
cent studies of incorporating correlations in the calculation of
the topological indices of topological insulators9,10, and to the
early work of Volovik11 and gives useful insights into the ef-
fects of Hubbard correlations on the electric polarization.
II. DERIVATION
In an extended system the change in polarization ∆P in-
duced by distorting an atomic coordinate Riα → Riα +
ξ(t)∆Riα that breaks inversion symmetry is given by the
integrated bulk transient current as the system adiabatically
evolves from the initial state (t = 0) to the final state (t = T ),
i.e.,1
∆P =
∫ T
0
dt
1
Vcell
∫
cell
drJ(r, t) =
∫ T
0
dtJ(q = 0, t)(1)
where J(r, t) denotes the current density and Vcell is the
primitive-cell volume. Implicit in the analysis is that the sys-
tem must remain insulating everywhere along the path, as oth-
erwise the adiabatic condition fails.
The induced current in a small time interval [t, t + δt] can
be obtained as follows; assume the system is described by
Hˆ(ξ(t)) at time t. At a later time t+ δt, the distortion of the
system changes, i.e., ξ → ξ + δξ, which perturbs the Hamil-
tonian of the system at time t by (δHˆ/δξ)δξ ≡ Hˆ ′ξδξ and
induces a current. In order to evaluate the current explicitly,
we assume δξ(t) = δξ exp(−iνt+ ηt) with η an infinitesimal
positive number and finally we consider the ν → 0 limit. Con-
sequently, the response of the system must follow the same
time behavior.
According to the Kubo formula the induced current density
is given by
J(q = 0, t) = J(q = 0, ν)e(−iνt+ηt)
= C
(ξ)
jH′ (q = 0, ν)δξ(t), (2)
where C(ξ)jH′ (q = 0, ν) is q = 0 component of the Fourier
transform (in space and time) of the retarded correlation
function,12
C
(ξ)
j(r)H′(r′)(t−t
′) = −iΘ(t−t′)〈
[ˆ
jξ(r, t), Hˆ
′
ξ(r
′, t′)
]
〉ξ. (3)
Here the subscript ξ for operators shows that they are in the
Heisenberg representation with respect to the instantaneous
Hamiltonian, Hˆ(ξ(t)), and 〈· · · 〉ξ means that the average is
2C
(ξ)
jH′(q = 0, iνn) ≡ λj
(k, iωm + iνn)
λH′+
(k, iωm)
λj
(k, iωm + iνn)
(k, iωm)
Γirr λH′+
(p, iωm′ + iνn)
(p, iωm′)
λj
(k, iωm + iνn)
(k, iωm)
Γirr Γirr λH′+ · · ·
(p, iωm′ + iνn)
(p, iωm′)
∂C
(ξ)
jH′
(q=0,iνn)
∂iνn
∣∣
νn=0
≡λj λH′+λj Γirr λH′+ λj Γirr λH′+λj Γirr λH′+ · · ·
= Λj
(i)
ΛH′+Λj Γ
′
irr
(ii)
ΛH′
FIG. 1. (Color online) Diagrammatic expansion of the correlation function C(ξ)
jH′
(q = 0, iνn) and its derivative (∂C(ξ)jH′(q =
0, iνn)/∂iνn)|νn=0. Lines show the full Green’s function, Γirr is the irreducible particle-hole interaction vertex and Γ′irr =
(∂Γirr/∂iνn)
∣
∣
νn=0
, where νn is bosonic frequency. Dashed line shows ∂/∂iωn vertex. Λj and ΛH′ are the particle-hole vertex functions.
Bare vertices are given by λ(ξ)j (k) = (∂H
(ξ)
0 /∂k) and λ
(ξ)
H′
(k) = (∂H
(ξ)
0 /∂ξ), respectively.
taken with respect to the instantaneous spectrum. In the limit
of ν = 0 (static distortion), C(ξ)jH′ (q = 0, ν = 0) = 0, there-
fore the driving force is δξ˙ and J ∝ δξ˙. In this limit Eq. (2)
reduces to
J(q = 0, t) = ν(
∂
∂ν
C
(ξ)
jH′ (q = 0, ν))
∣∣
ν=0
δξe(−iνt+ηt)
= i(
∂
∂iνn
C
(ξ)
jH′ (q = 0, iνn))
∣∣
νn=0
δξ˙ ≡ L
(ξ)
jH′δξ˙ (4)
where we used analytic continuation in the last line and we de-
fined transport coefficientL(ξ)jH′ . Substituting Eq. (4) in Eq. (1)
gives an expression for ∆P =
∫ 1
0 dξ L
(ξ)
jH′ . Note that ℜL
(ξ)
jH′
is antisymmetric under exchange of j and H ′ operators, i.e.,
ℜL
(ξ)
jH′ = −ℜL
(ξ)
H′j, which can be seen from its Lehmann rep-
resentation (see appendix A).
In a diagrammatic series expansion we can express C(ξ)jH′ in
terms of the interacting Green’s functions and the irreducible
particle-hole vertex functions, Γirr, shown in Fig. 1. We can
find the perturbation expansion for LjH′ by differentiating
with respect to iνn of the diagrammatic expansion of C(ξ)jH′ .
This introduces a derivative vertex (∂/∂iωm). The diagrams
contributing at the LjH′ are of two types: (i) diagrams which
are separated into three pieces, each of which has a vertex,
by cutting three electron lines. We denote the contribution of
these diagrams to the polarization by ∆P1. (ii) All the rest
of the diagrams have their contribution to the polarization de-
noted by ∆P2. The change in polarization from the diagrams
of type (i) is given by
∆P1 = −
∫ 1
0
dξ (
ie
2Nβ
)
∑
kσ
∑
ωm
Tr
(
Λ
(ξ)
j G
(ξ) ∂G
(ξ)−1
∂iωm
G(ξ)Λ
(ξ)
H′G
(ξ)−
Λ
(ξ)
H′G
(ξ) ∂G
(ξ)−1
∂iωm
G(ξ)Λ
(ξ)
j G
(ξ)
)
(5)
where we have used the identity (∂G(ξ)/∂iωm) =
−G(ξ)(∂G(ξ)−1/∂iωm)G
(ξ) and the antisymmetric property
of LjH′ in writing Eq. (5) down. Λj, ΛH′ are the particle-
hole vertex functions that can be obtained from the so-called
Bathe-Salpeter equation which is graphically shown in Fig. 2.
β is the inverse temperature.
The interacting single particle Green’s function of the sys-
tem is
G
(ξ)
kσ (iωm) = [(iωn+µ)1−H
(ξ)
0 (k)−Σ
(ξ)
σ (k, iωm)]
−1, (6)
whereH(ξ)0 (k) denotes the noninteracting part of the Hamilto-
nian. While G(ξ) andH(ξ)0 are gauge covariant, ∆P is gauge
invariant. However, the form of the interaction matrix and the
expression of the current do depend on the phase of the tight-
binding basis. Here we follow the choice of Ref. 13 where
makes the Peierls expression for current more accurate: H0
satisfies H0(k+K) = O†H0(k)O, where O is a diagonal
matrix with Onn = exp(iK.dn), n-th orbital is located at dn,
andK is the reciprocal lattice vector.14 Σ(ξ)σ (k, iωm) denotes
the electron self-energy. Bold quantities are n × n matrices
where n denotes number of orbitals within the unit cell.
The diagrams of type (ii) do not contribute to an antisym-
metric transport coefficient.15 Therefore ∆P2 = 0 [see ap-
pendix B for a discussion on the type (ii) diagrams].
One can use the Ward identity to replace the electric current
vertex by Λ(ξ)j (k) = −(∂G
(ξ)
kσ(iωm)
−1/∂k) and the distor-
tion current vertex by Λ(ξ)H′ (k) = −(∂G
(ξ)
kσ(iωm)
−1/∂ξ).15
3Λj(H′) = λj(H′)+ Γirr Λj(H′)
FIG. 2. (Color online) Bethe-Salpeter equation for the vertex func-
tions, Λj and ΛH′ , in the particle-hole channel.
Therefore, the change in the electric polarization can be
rewritten as
∆P= −
∫ 1
0
dξ (
ie
Nβ
)
∑
kσ
∑
ωm
1
6
εkξωm
Tr
(
∂G(ξ)−1
∂k
G(ξ)
∂G(ξ)−1
∂iωm
G(ξ)
∂G(ξ)−1
∂ξ
G(ξ)
)
(7)
where we have introduced an antisymmetric tensor, εkξωm .
Equation 7 follows from Eq. (5) due to the antisymmetric
property of the derivative relative to k and ξ and cyclic prop-
erty of the trace. In the noninteracting case Eq. (7) reduces to
the Berry phase formula (see appendix C).2
We emphasis here that Eq. (7) is an exact formula and
can be used along with any method capable of calculat-
ing the interacting Green’s function, like GW or DMFT.
In the following we will work in the DMFT approxima-
tion, where we keep only the self-energy corrections associ-
ated with electron correlation (In the appendix D we show
that the current vertex corrections are identically zero for
the model Hamiltonian considered here). In DMFT, the
correlation function reduces to the bubble contribution with
the fully interacting Green’s function and the following ver-
tices: (∂G(ξ)−1/∂k) = −(∂H(ξ)0 /∂k), (∂G(ξ)−1/∂ξ) =
−(∂H
(ξ)
0 /∂ξ) − (∂Σ
(ξ)/∂ξ), and (∂G(ξ)−1/∂iωn) = 1 −
(∂Σ(ξ)/∂iωn).
III. IONIC HUBBARD MODEL
To investigate the influence of Hubbard correlations on the
electronic part of the polarization and to benchmark our for-
malism we turn to a simple model of ferroelectric materials,
the ionic Hubbard model (IHM) in one dimension. On a bi-
partite lattice the IHM Hamiltonian is defined by the following
equation16–19:
H =− t
∑
iσ
[1 + (−1)iξ](c†iσci+1σ +H.c.)
+ ∆
∑
iσ
(−1)iniσ + U
∑
i
(ni↑ −
1
2
)(ni↓ −
1
2
), (8)
where, t(> 0) and U denote the hopping amplitude between
nearest-neighbor sites and the on-site Coulomb repulsion, re-
spectively. −∆(+∆) denotes the local potential energy for the
A(B) sublattice, respectively.
The model is relevant for the study of organic ferroelectrics
with stacks of alternating donor and acceptor molecules. The
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FIG. 3. (Color online) Electric polarization as a function of distortion
ξ for several value of U in the PM phase. ForU/t < 7.5 the system is
in the band insulator phase with zero reference point of polarization
P (ξ = 0)/ea = 0. For U/t = 8.0 data is shown in the Mott phase
with zero reference point of polarization P (ξ = 0)/ea = −1/2.
Black dashed lines show Eq. (13).
paraelectric phase is centrosymmetric (so that all A − B dis-
tances are the same), whereas in the ferroelectric phase there
is a relative displacement of the A and B sublattices, which
breaks the inversion symmetry and produces an alternating
pattern of short and long A − B distances. Here we modify
the hopping amplitude by ±ξ alternatively to include a dimer
term that breaks the inversion symmetry.
At half filling, the noninteracting undistorted system (ξ =
0) is a band insulator (BI) with a charge gap equal to δc = 2∆.
Upon turning on and increasing U the charge gap, δc, in the
correlated band insulator shrinks until a discontinuous transi-
tion to a Mott insulator (MI) occurs with a hysteresis region,
if the antiferromagnetic (AF) long-range order is not allowed
to set in. In the Mott phase a large gap is established.20,21 As
the system is driven deeper into the Mott phase, the gap size
increases. Both the BI and the MI are nonpolar at ξ = 0; how-
ever, depending on how one defines the zero reference point
of the polarization one can assign a polarization value to these
states. Here we define the zero reference point to be the usual
band insulator where both electrons occupy the Wannier func-
tion centered on the lower energy site, then using the classical
point charge model we assign P (el)/ea = −1/2 to a Mott
insulator with no long range order. In the centrosymmetric
system without spontaneous inversion symmetry breaking23,
increasing U from zero causes a charge exchange between
sites. However, charge flows symmetrically, the macroscopic
current is zero and therefore ∆P (el) = 0. In the presence of
the AF order, the system has a transition to the AF phase at a
smaller critical U .22
Next we present our results in the presence of a distortion.
We set ∆ = 0.5t and use Eq. (7) and DMFT to evaluate the
electronic part of the electric polarization of the distorted IHM
in the paramagnetic (PM) and AF phases. The Bloch repre-
sentation of the noninteracting part of the IHM Hamiltonian,
Eq. (8), is given by
H0(k) = −2t cos(ka/2)τx + 2ξt sin(ka/2)τy −∆τz (9)
4where τx,y,z are the Pauli matrices and a is unit cell length. In
the DMFT approximation the current vertex and the distortion
vertex are given by
∂G(ξ)−1
∂k
= at sin(ka/2)τx + aξt cos(ka/2)τy, (10)
∂G(ξ)−1
∂ξ
= 2t sin(ka/2)τy −
∂Σ(ξ)
∂ξ
. (11)
where Σ is a diagonal matrix with elements ΣA and ΣB .
Figure 3 shows the polarization of the system, P (el)∆,U (ξ)/ea,
obtained from an evaluation of Eq. (7) for several values of U
as a function of ξ. As can be seen in the correlated BI (U <
Uc ≃ 7.5t), the absolute value of the P (el)∆,U (ξ)/ea increases
with ξ and saturates at −1/2. The saturation value happens at
smaller ξ upon increasing U (note that for small values of U
the saturation value is not apparent on this figure, as it occurs
at larger ξ). In the noninteracting case, a system with small
ionicity is more polarizable. In order to explain results with
nonzero U with U < Uc, one needs to understand how the
correlation renormalizes the ionicity and the covalency of the
system. To get some insight we work in the QP approximation
and derive an analytical equation for the electric polarization
at small dimerization. The QP Green’s function is obtained by
linearizing Eq. (6) at small iωm,
G(ξ)qp (k, iωm) = z
1/2[iωm1−H
(ξ)
qp (k)]
−1z1/2, (12)
where H(ξ)qp (k) = z1/2(H(ξ)0 (k) + ℜΣ
(ξ)
U (0) − µ1)z
1/2 is
the QP Hamiltonian. The quasi-particle weight is given by
z = [1−ℑΣ(iω0)/ω0]
−1
, where ω0 = π/β is first fermionic
Matsubara frequency. In our case z is a diagonal matrix with
zA = zB ≡ z. Substituting Eq. (12) into Eq. (7), using the
fact that ∂G−1qp /∂iωn = z−1 and following the derivation pre-
sented in appendix C, one can see that in the QP approxima-
tion the polarization of the IHM for small distortions is given
by
P
(el)
∆,U (ξ) ≃ −
2ea
N
∑
k
(∆renqp /(zt)) sin
2(ka/2)
[(∆renqp /(zt))
2 + 4 cos2(ka/2)]3/2
ξ,
(13)
which shows that for small ξ the electric polarization of the in-
teracting system is obtained by replacing bare quantities with
renormalized ones, ∆→ ∆renqp and t→ zt.
The renormalized ionicity can be obtained from the renor-
malized charge gap which in turn can be obtained by identify-
ing the poles of the renormalized propagator, Eq. (12), and is
given by
δqpc = 2∆
ren
qp = 2z[∆−ℜ(ΣA(iω0)− ΣB(iω0))]. (14)
The frequency range of the validity of the Fermi liquid as-
sumptions decreases upon increasing U , but the charge gap
also shrinks simultaneously. A closer investigation of the self-
energy and local density states of the correlated insulator show
that one can continue to assume the Fermi liquid assumptions
on the frequency range between the highest pole of the va-
lence band and the lowest pole of the conduction band for all
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FIG. 4. (Color online) Electric polarization for a distorted system
with ξ = 0.08t for several interaction strengths, U , using the full
calculation and the quasi-particle (QP) approximation.
interaction strengths. Therefore, Eq. (12) describes low en-
ergy physics precisely and Eq. (14) is the true charge excita-
tion gap, δc = δqpc .
Upon increasingU , (∆renqp /t) decreases faster than z which
leads to a reduction of (∆renqp /(zt)) which in turn leads to a
more polarizable system where a small distortion can trigger
substantial changes in the electric polarization. In Fig. 3 the
QP result Eq. (13) is shown with dashed lines. The agree-
ment between the QP approximation and the full answer is
very good in the linear regime of polarization.
Figure 4 shows P (el)∆,U (ξ = 0.08t)/ea for several values of
U obtained from the full and QP calculations. In the QP cal-
culation we employH(ξ)qp to define an effective noninteracting
system and calculate P using the Berry phase formula.2 It is
worth mentioning that the same results for polarization can
be obtained by working with (H(ξ)0 (k) + ℜΣ
(ξ)
U (0) − µ1) as
the QP Hamiltonian, which provides the correct ratio of the
renormalized ionicity to the covalency. However, the latter
Hamiltonian gives incorrect results on the charge gap and does
not account for quasi-particle weight renormalization. Con-
sistent with Eq. (13), the QP results agree very well with the
full calculations at weak to intermediate interaction strengths.
However, at strong coupling, P obtained from the QP method
deviates from the full answer because it does not account for
the bandwidth renormalization correctly.
At large interaction strength, for example U = 8.0t, the
system is in a Mott phase. In a Mott phase, the variation
in the electronic part of the polarization as a function of the
distortion is very small (here we restrict ourself to small ξ).
Indeed in a Mott phase, charge fluctuations are strongly sup-
pressed and an ionic displacement induces only a very small
current. In the Mott phase the effective noninteracting sys-
tem described byHqp is an extremely ionic system where one
sublattice is fully occupied and the other one is empty. In re-
ality, however, in the true ground state the charge is almost
uniformly distributed in the system. Thus, the QP approxima-
tion fails in the Mott phase.
Next we investigate the AF phase which allows us to com-
pare our results with the QMC results on IHM. Investiga-
50.0
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0.2
0.0 2.0 4.0 6.0
|P ∆
,
U(ξ
=
0.
02
)-P
∆,
U(ξ
=
0.
0)|
/ea
U/t
QMC
DMFT
ξ
U/t
PMI AFI
FIG. 5. (Color online) |P (el)∆,U (ξ = 0.02) − P (el)∆,U (ξ = 0)| obtained
from an implementation of Eq. (7) along with the QMC calculation
reproduced from7. For U < 2.4t the system is in the PM phase. For
larger U it is in AF phase. Inset shows the DMFT schematic phase
diagram of the system.
tion of the staggered magnetization, m = 〈nA↑ − nA↓〉 =
−〈nB↑ − nB↓〉, of the centrosymmetric structure, ξ = 0, as a
function of the interaction strength shows that at zero temper-
ature the system shows long-range AF for U ≥ 2.4t. Figure
5 shows |P (el)∆,U (ξ = 0.02) − P
(el)
∆,U (ξ = 0)| obtained from
an implementation of Eq. (7) along with the QMC calculation
reproduced from7. In the QMC data, the phase diagram of
the undistorted ionic Hubbard model includes a spontaneous
dimerized phase. In DMFT the onset of the AF phase coin-
cides numerically with the onset of the spontaneous bond or-
der phase in the QMC.24 The two calculations agree very well
with one another because both the AF phase and the sponta-
neous bond order phase have similar AF short-range correla-
tion and the electric polarization depends only on short range
correlation.
IV. CONCLUSIONS
In conclusion, we have introduced a practical many body
approach to the calculation of the electric polarization of in-
teracting insulators. We have implemented and tested the for-
malism in the context of a model Hamiltonian of a correlated
band insulator and shown that while the electronic polariza-
tion is affected by Hubbard correlations, it is a less sensitive
quantity well approximated by a quasi-particle approximation
and depending on the ratio of the gap and the covalency of the
quasi-particle band structure. These results justify the success
of the traditional electronic structure of methods which do not
include an explicit frequency dependence of the self energy
. Notice however, that in some correlated materials such as
HoMnO3 this method has been reported to overestimate the
electric polarization.25–27 This can be understood as resulting
from the effects of the bandwidth renormalization on the po-
larization described here. The formalism of this paper can be
implemented in realistic LDA+DMFT codes. This together
with a comparison with accurate experimental ARPES stud-
ies of correlated ferroelectrics are interesting open problems.
ACKNOWLEDGMENTS
We are grateful to F. Marsiglio, M. E. Pezzoli, A.
Soluyanov, G. Ortiz, K. Haule and D. Vanderbilt for useful
discussions. This work has been supported by NSF DMR-
0906943 and NSF DMR-1308141.
Appendix A: Antisymmetric property
The antisymmetric property of the transport coefficient ap-
pearing in Eq. (3) can be seen from the Lehmann representa-
tion of the correlation function. In the general case we have
for the correlation function12
CRAB(ν) =
1
Z
∑
nm
〈n|A|m〉〈m|B|n〉
ν + En − Em + iη
(
e−βEn − e−βEm
)
(A1)
where Z = Tr[exp(−βH)]. Therefore, LAB ≡
i( ∂∂νC
R
AB)
∣∣
ν=0
has the following form
LAB = −i
1
Z
∑
nm
〈n|A|m〉〈m|B|n〉
(En − Em + iη)2
(
e−βEn − e−βEm
)
(A2)
Now if we commute A and B operators, we get
LBA = −i
1
Z
∑
nm
〈n|B|m〉〈m|A|n〉
(En − Em + iη)2
(
e−βEn − e−βEm
)
(A3)
Comparing Eq. (A2) and Eq. (A3) gives
ℜLAB = −ℜLBA (A4)
ℑLAB = ℑLBA (A5)
since only real part is giving the current, then one conclude
that the transport coefficient is antisymmetric.
Appendix B: Type (ii) diagrams
Diagrams that belong to the type (ii) are those that can not
be separated into three pieces that have vertices when three
fermion lines are cutted. Their contribution in the electric po-
larization can be written as the third derivative with respect
to the vertices (see Fig. 6, first row). For example, the sec-
ond row of Fig. 6 shows the lowest order diagram of type
(ii) for a system with e-e interactions. Lines show the non-
interacting Green’s functions, wavy lines denote the interac-
tion and the dashed line shows the ∂/∂iωm vertex. One can
write its contribution in the electric polarization as [using the
6λj λH′
λj
k + q
k + q
k k
l
p− qV
q
V
l + q
p
V
l + p λH′
k + p
k + p
FIG. 6. First row: General structure of the type (ii) diagrams. Sec-
ond row: The lowest order digram of type (ii) for a system with e-e
interaction. Lines show noninteracting Green’s function, wavy lines
denote interaction and dashed line shows ∂/∂iωm vertex. V (q) is
bare Coulomb vertex.
notation k ≡ (k, iωk)]
∝ −i
∫ 1
0
dξ
∫ 1
0
dξ′δ(ξ − ξ′)
∑
kpql
∑
i1...i12
∑
σσ′
∂
∂k
∂
∂iωk
∂
∂ξ
×
(
g
(ξ)σ
i12i1
(k + q)g
(ξ)σ
i2i5
(k)g
(ξ)σ
i6i11
(k + p)
× g
(ξ′)σ′
i4i9
(l + q)V i1i2σi3i4σ′(q)g
(ξ′)σ′
i8i3
(l)
× V i5i6σi7i8σ′(p)g
(ξ′)σ′
i10i7
(l + p)V i9i10σ
′
i11i12σ
(p− q)
)
(B1)
where V i1i2σi3i4σ′(q) is bare Coulomb vertex and for Hubbard
model is constant (= U/2). Conservation law in the indexes
i1 + i3 = i2 + i4 holds. From commutation relation of the
derivatives one can see that the type (ii) diagrams are symmet-
ric and they do not have any contribution in the antisymmetric
transport coefficient.
Appendix C: Non-interacting system
Here we show that in the noninteracting case Eq. (4) re-
duces to the Berry phase formula. Using the band representa-
tion of the Green’s function, g(b)kσ(iωm, ξ) = [iωm1−ǫ
(ξ)
kσ ]
−1
,
and ∂iωmg
(b)
kσ(iωm, ξ)
−1 = 1 one can rewrite Eq. (4) as
dP(el)
dξ
= −
ie
2Nβ
∑
kσ
∑
ωm
εkξTr
(
g
(b)
kσ(iωm, ξ)(
∂H
(ξ)
kσ
∂k
)g
(b)
kσ(iωm, ξ)(
∂H
(ξ)
kσ
∂ξ
)g
(b)
kσ(iωm, ξ)
)
= −
ie
2Nβ
∑
kσ
∑
n
∑
m
∑
ωm
(
∂H
(ξ)
kσ
∂k )nm(
∂H
(ξ)
kσ
∂ξ )mn − (
∂H
(ξ)
kσ
∂ξ )nm(
∂H
(ξ)
kσ
∂k )mn
(iωm − ǫ
(ξ)
nkσ)(iωm − ǫ
(ξ)
mkσ)(iωm − ǫ
(ξ)
nkσ)
=
ie
2Nβ
∑
kσ
∑
n
∑
m
∂
∂ǫ
(ξ)
nkσ
∑
ωm
(
∂H
(ξ)
kσ
∂k )nm(
∂H
(ξ)
kσ
∂ξ )mn − (
∂H
(ξ)
kσ
∂ξ )nm(
∂H
(ξ)
kσ
∂k )mn
(iωm − ǫ
(ξ)
nkσ)(iωm − ǫ
(ξ)
mkσ)
(C1)
By summing over Matsubara frequency and using the fact
that the Fermi function is one for occupied bands and zero for
unoccupied bands, we find (terms with n = m vanish)
dP(el)
dξ
= −
ie
N
∑
kσ
∑
n∈occ
∑
m 6=n
(
∂H
(ξ)
kσ
∂k )nm(
∂H
(ξ)
kσ
∂ξ )mn − (
∂H
(ξ)
kσ
∂ξ )nm(
∂H
(ξ)
kσ
∂k )mn
(ǫ
(ξ)
nkσ − ǫ
(ξ)
mkσ)
2
(C2)
which reduces to the Berry curvature28
7dP(el)
dξ
= −
ie
N
∑
kσ
∑
n∈occ
[
〈∂ξu
(ξ)
nkσ|∇ku
(ξ)
nkσ〉 − 〈∇ku
(ξ)
nkσ|∂ξu
(ξ)
nkσ〉
]
= −
ie
N
∑
kσ
∑
n∈occ
[
∂ξ〈u
(ξ)
nkσ|∇ku
(ξ)
nkσ〉 − ∇k〈u
(ξ)
nkσ|∂ξu
(ξ)
nkσ〉
] (C3)
using 〈u(ξ)nkσ|
∂H
(ξ)
kσ
∂k |u
(ξ)
mkσ〉 = (ǫ
(ξ)
nkσ − ǫ
(ξ)
mkσ)〈∇ku
(ξ)
nkσ|u
(ξ)
mkσ〉
and 〈u(ξ)nkσ|
∂H
(ξ)
kσ
∂ξ |u
(ξ)
mkσ〉 = (ǫ
(ξ)
nkσ−ǫ
(ξ)
mkσ)〈∂ξu
(ξ)
nkσ|u
(ξ)
mkσ〉 for
n 6= m. These expressions can be obtained by taking the
k(ξ)-gradient ofH(ξ)kσ |u(ξ)nkσ〉 = ǫ(ξ)nkσ|u(ξ)nkσ〉 and taking the in-
ner product with 〈u(ξ)mkσ|. Here, |ψ
(ξ)
nkσ〉 = e
ik.r|u
(ξ)
nkσ〉 are
the Bloch states and the summation is performed over the oc-
cupied bands. The right hand side of Eq. (C3) is the Berry
curvature which is gauge invariant and thus observable.28 The
Berry curvature is nonzero in a wide range of materials, in par-
ticular, in crystals with broken time-reversal or inversion sym-
metry. In the periodic gauge14, the integral on ξ can be done
analytically and it leads to a two-point formula for the electric
polarization that involves only the initial and final states of the
system2:
∆P(el) = P(el)(ξf )−P
(el)(ξi),
P(el)(ξ) =
ie
N
∑
kσ
∑
n∈occ
〈u
(ξ)
nkσ|∇k|u
(ξ)
nkσ〉. (C4)
a. Ionic Hubbard model In 1D-IHM, the en-
ergy bands are ǫ±(k) = ±ǫ(k) = ±[∆2 +
4t2 cos2(ka/2) + 4ξ2t2 sin2(ka/2)]1/2 and the bare
current vertex and the bare distortion vertex in the
band representation are given by (∂H(ξ)0 (k)/∂k) =
U−1(k)[−at sin(ka/2)τx + aξt cos(ka/2)τy]U(k) and
(∂H
(ξ)
0 (k)/∂ξ) = U
−1(k)[2t sin(ka/2)τy]U(k), respec-
tively. τ are Pauli matrices. U(k) and U−1(k) diagonalize
the IHM Hamiltonian as H0(k) = U(k)ǫ(k)U−1(k) and are
given by
H0(k) = [−2t cos(ka/2)τx + 2ξt sin(ka/2)τy −∆τz], (C5)
U(k) =
1√
2ǫ(k)(ǫ(k)−∆)
[2iξt sin(ka/2)1+ (ǫ(k)−∆)τx + 2t cos(ka/2)τz], (C6)
U−1(k) =
1√
2ǫ(k)(ǫ(k)−∆)
[−2iξt sin(ka/2)1+ (ǫ(k)−∆)τx + 2t cos(ka/2)τz]. (C7)
At small ξ the denominator of Eq. (C2) is given by
(ǫ
(ξ)
−kσ − ǫ
(ξ)
+kσ)
2 ≃ 4(∆2 + 4t2 cos2(ka/2)) while the imagi-
nary part of the numerator is (∂H(ξ)0 /∂k)12(∂H
(ξ)
0 /∂ξ)21 −
(∂H
(ξ)
0 /∂ξ)12(∂H
(ξ)
0 /∂k)21 ≃ 2t
2 sin2(ka/2) ·
(∆/
√
∆2 + 4t2 cos2(ka/2)). Therefore, the polarization at
small ξ is given by
P
(el)
∆,U (ξ) ≃ −
2ea
N
∑
k
(∆/t) sin2(ka/2)
[(∆/t)2 + 4 cos2(ka/2)]3/2
ξ. (C8)
Appendix D: Vertex corrections
The formula we derived in Sec. II involves vertex cor-
rections at zero momentum transfer. The vertex corrections
can be evaluated within DMFT in two different ways. A di-
rect way uses the impurity model to compute the impurity two
particle-hole irreducible vertex,Γirr, which is then used in the
Bethe-Salpeter equation graphically shown in Fig. 2.29,30
Alternatively, the vertex function of a current A =∑
kσσ′ λ
A
kσσ′c
†
kσckσ′ is calculated by adding ζA to the Hamil-
tonian where ζ is a small parameter, and measure the self-
energy variation relative to the field, ∂Σ/∂ζ. Note that due
to diagonal self-energy in DMFT approximation, the vertex
functions are diagonal as well.
We are interested in the current and distortion vertices
which are described by the following operators:
λ
(ξ)
j (k) = at sin(ka/2)τx + aξt cos(ka/2)τy, (D1)
λ
(ξ)
H′ (k) = 2t sin(ka/2)τy. (D2)
We have evaluated the vertex functions corresponding to
Eq. (D2) using the two methods, and we display them in Fig. 7
for U/t = 5.0. The small discrepancy between two data sets
is due to lesser number of the bath levels and frequency cutoff
in evaluating Γirr. This introduces numerical errors once we
80.00
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FIG. 7. (Color online) The real part of the distortion vertex function,
(∂Σ/∂ξ)ξ=0, as a function of Matsubara frequency at U = 5.0t
obtained from the two methods described in the text.
evaluate the fully reducible vertex function for the lattice. The
current vertex function is identically zero.
It is not clear from the Bethe-Salpeter equation why the cur-
rent vertex function is zero. Next we discuss this in more
details. In the DMFT, the lattice irreducible vertex function,
Γirr, is approximated by the impurity irreducible vertex func-
tion which is purely local. Thus, the different momentum vec-
tors appearing on both sides of the irreducible vertex func-
tion can be summed over independently, ignoring momentum
conservation at the vertex Γirr.31 Furthermore, since we are
defining the two impurity model for two sites within the unit
cell, Γirr,l1l2,l3l4 is diagonal in orbital indices within unit cell,
i.e., it is nonzero only if l1 = l2 = l3 = l4. Note that Γξirr
is basically a function of ξ and should be evaluated for each
value of ξ.
Having Γξirr one can explicitly calculate the distortion ver-
tex corrections. We need to close two legs of the irreducible
vertex function with the following function to obtain the ver-
tex corrections at the lowest order (however, the following ar-
gument is valid for all orders)
F
jx(H
′)
ll′,σ (ξ, iωm) =
1
N
∑
k
∑
l1l2
Gll1,kσλ
jx(H
′)
l1l2
(k)Gl2l′,kσ.
(D3)
Although in general all elements of F are necessary, due to
locality of Γirr in orbital indices we only need to calculate
diagonal elements. Furthermore, since only nondiagonal ele-
ments of the bare vertices are nonzero, and λ12 = λ∗21, we can
write
F
jx(H
′)
11,σ = (1/N)
∑
k
G11,σℜ(λ
jx(H
′)
12 G21,σ), (D4)
where we have used the identity G12 = G∗21 . The interacting
Green’s function of the ionic-Hubbard model is given by
G(k, iωm) = [(iωm + µ)1−∆τz −Π(iωm)
− 2t cos(ka/2)τx − 2ξt sin(ka/2)τy]/E(k, iωm) (D5)
where in DMFT approximationΠ(iωm) is a diagonal matrix
with Π11 = ΣB andΠ22 = ΣA and
E(k, iωm) = −4t
2 cos2(ka/2)− 4ξ2t2 sin2(ka/2)+
[i(ωm+ℑΣA)+µ+∆−ℜΣA][i(ωm+ℑΣB)+µ−∆−ℜΣB].
(D6)
Due to the particle-hole symmetry of the model, we have
ℑΣA = ℑΣB and µ+∆−ℜΣA = −(µ−∆−ℜΣB).
Substituting G(k, iωm) in the definition of F11, it can be
easily shown that the momentum dependency of the F11 has
the following form for the current and the distortion vertices:
G11,σℜ(λ
jx
12G21,σ) ∝
sin(ka/2) cos(ka/2)
E(k, iωm)
(D7)
G11,σℜ(λ
H′
12 G21,σ) ∝
sin2(ka/2)
E(k, iωm)
. (D8)
Since E(k, iωm) is an even function of k, in the
momentum-summation the current vertex corrections,
Eq. (D7), vanish (F22 has same momentum dependency).
From a direct calculation of the electric polarization with
and without distortion vertex corrections we found that the
vertex corrections contribution in the electric polarization is
negligible in particular at the small to intermediate interaction
strengths. For largest interaction strength and the largest dis-
tortion value considered in Fig. 3 the vertex corrections con-
tribution in the electric polarization is less than ∼ 8%. Vertex
corrections introduce changes in the response functions due
to the multiple scattering of real or virtual particle-hole exci-
tations. In an insulating state at low temperatures, this cor-
rection is inversely proportional to the gap, and it is small far
from the metal to insulator transition.
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