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Abstract
In this paper, we propose to use local Zernike Moments (ZMs) for facial affect recog-
nition and introduce a representation scheme based on performing non-linear encoding
on ZMs via quantization. Local ZMs provide a useful and compact description of im-
age discontinuities and texture. We demonstrate the use of this ZM-based representa-
tion for posed and discrete as well as naturalistic and continuous affect recognition on
standard datasets, and show that ZM-based representations outperform well-established
alternative approaches for both tasks. To the best of our knowledge, the performance we
achieved on CK+ dataset is superior to all results reported to date.
1 Introduction
Affect recognition is a fundamental building block for personal robotics, novel human-
computer interfaces and a variety of assistive technologies in healthcare [10, 37]. Faces
have been the primary object of analysis for affect recognition, as they provide valuable in-
formation on affective states. Most existing solutions target the analysis of posed affective
behaviour, i.e. the recognition of exaggeratedly acted facial expressions collected in con-
trolled environments [15, 22]. Recently, researchers have started addressing the analysis of
spontaneous affective behaviour in naturalistic settings [10]. This problem is more chal-
lenging as spontaneous emotions are manifested with subtler expressions. While discrete
categorical labels (e.g. happiness, sadness) are suitable to model posed affective behaviour,
they are limited in terms of describing naturalistic affective states of daily life [11]. Continu-
ous affect dimensions (e.g. arousal, valence) provide a basis for representing affective states
of a much wider range and scale.
Facial affect recognition is usually formulated as a machine learning problem including
the extraction of facial features for representation followed by classiﬁcation (or regression).
An adequate facial representation is central for effective affect recognition as the classiﬁca-
tion performance is limited by the quality and relevance of the features used in the represen-
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Discrete Continuous
Global Local Global Local
P [19],[40],[17] [1],[38],[33],[36],[28],[34],[13], [OurWork] — —
N [21],[14] [9],[6],[24],[31],[5],[14] [25] [32],[14],[8],[25][30], [OurWork]
Table 1: Summary of appearance representations used for affect recognition. The represen-
tations are categorised by type (local vs. global), nature of data (naturalistic, N vs. posed, P)
and affect modeling (discrete vs. continuous).
tation. Important sources of information for facial representation are image discontinuities,
such as furrows and wrinkles [27, 39].
Representations used for facial affect recognition are often categorized as global and lo-
cal representations. Global representations consist of features that contain information on
the whole image (e.g. DCT/PCA coefﬁcients), while local representation features contain
information extracted from local neighbourhoods. Table 1 lists a number of facial affect
recognition studies, and categorizes them by the selected facial representation. Global ap-
pearance representations are used to a lesser extent compared to local representations, which
not only capture discontinuities manifested at high image frequencies, but may also provide
information on global appearance by preserving the global topology of the local description
units [2, 16]. Although Gabor-based representations are widely used in a variety of affect
recognition tasks, their computational complexity [33, 38] motivated researchers towards
utilising simpler features such as Local Binary Patterns (LBPs) [26]. LBPs, the de facto
standard in the ﬁeld, describe circular regions with integers computed through pair-wise
pixel comparisons. Their efﬁcient operation scale is usually limited to circular regions with
a diameter of 3-5 pixels [13, 32, 33], as they neglect the pixels inside the circular region, and
the range of LBP integers grows exponentially with the number of pair-wise comparisons.
However, the optimal operation scale of LBPs may not necessarily be optimal for describing
affect-related low-level appearance cues.
In this paper, we propose to use local Zernike Moments (ZMs) [29] for local appear-
ance representation, an approach that describes image discontinuities at various scales and
directions (see Figure 2-b). Unlike LBPs, local ZMs provide ﬂexibility in terms of size and
detail of local description without increased computational complexity. The contributions of
this paper are 1) exploring for the ﬁrst time in the literature the usability and usefulness of
local ZM representations and their variants for affect recognition, 2) introducing a new local
descriptor based on quantising local ZMs (Quantised Local ZMs — QLZMs), and 3) intro-
ducing a global representation scheme that relies on QLZMs. To demonstrate the efﬁciency
of these representations, we used simple statistical models (k-Nearest Neighbours – kNN)
and the commonly used Support Vector Machines (SVMs).
The remainder of this paper is organised as follows. Section 2 introduces ZMs, local
ZMs and describes QLZM-based face representation. Section 3 describes the experiments
and the results obtained; and Section 4 concludes the paper.
2 QLZM-based Face Representation
Low-level representations are often designed as frameworks consisting of three layers [2,
12]: Low-level feature extraction, non-linear encoding and pooling. Non-linear encoding
aims at enhancing the relevance of low-level features by increasing their robustness against
image noise [12]. Pooling describes small spatial neighbourhoods as single entities, ignoringSARIYANIDI et al.: LOCAL ZERNIKE MOMENTS FOR FACIAL AFFECT RECOGNITION 3
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Figure 1: Example of reconstruction using global and local ZMs. (a), (b) ZM bases; (c), (e)
the distribution of ZM coefﬁcients on a set of face images; (d), (f) image reconstruction from
global and local ZMs for n=35 for global and n=3 for local ZMs.
the precise location of the encoded features. The functionality of pooling is to increase
robustness against small geometric inconsistencies. Our approach extracts low-level features
using local ZM computation, performs non-linear encoding using quantization and pools
encoded features over local histograms.
2.1 Local Zernike Moments
Let I(x;y) be the input image of size X Y. ZMs are computed by decomposing I(x;y) onto
ZM basis matrices, a set of complex matrices that are orthogonal on the unit disk. Let the
basis matrices be denoted withVnm() and deﬁned through the radial polynomials Rnm() as:
Vnm(r;q) = Rnm(r)eimq; (1)
where each radial polynomial Rnm() is deﬁned as:
Rnm(r) =
n jmj
2
å
s=0
( 1)srn 2s(n s)!
s!(
n+jmj
2  s)!(
n jmj
2  s)!
: (2)
Here r and q are the radial coordinates, n is the order of the polynomial that controls the
number of coefﬁcients and m is the number of iterations [35], which can be set to any value
so that jmj < n and n jmj is even. Let ¯ x and ¯ y be the coordinates mapped to the range
[ 1;+1], rxy =
p
¯ x2+ ¯ y2, and qxy = tan 1 ¯ y
¯ x. A ZM coefﬁcient of I(x;y), ZI
nm, consists
of a real and an imaginary component and can be computed as follows:
ZI
nm =
n+1
p
X 1
å
x=0
Y 1
å
y=0
I(x;y)V?
nm(rxy;qxy)D¯ xD¯ y: (3)
Note that the basis matricesVnm() are generic and do not depend on the input image. ZM co-
efﬁcients can be used for image reconstruction, ˆ I(x;y), through inverse ZM transformation:
ˆ I(x;y) =
K 1
å
p=0
K 1
å
q=0
ZI
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A large number of ZM coefﬁcients is needed to reconstruct (face) images accurately since
ZM basis matrices lack localisaton information. For this reason we will consider local ZMs
[29] to describe image discontinuities.
Local ZMs are computed from NN local blocks, IN, rather than the entire image I(x;y).
A small number of ZM coefﬁcients is sufﬁcient to reconstruct IN accurately. Figure 1 shows
ZM matrices, the distribution of ZM coefﬁcients and exemplar reconstructed face images
comparatively for global and local ZMs. Note how the smooth variation in global ZM ma-
trices becomes sharp in local matrices. ZM coefﬁcients are scattered in a wide range when
computed globally but concentrated in a short range when computed locally. This fact is
reﬂected on the quality of the reconstructed images as well. Discontinuities that cannot be
captured with global ZM coefﬁcients are efﬁciently described with local coefﬁcients even
with a much smaller number of coefﬁcients (n=35 for global ZMs vs. n=3 for local ZMs).
2.2 Non-linear Encoding
We perform non-linear encoding on complex-valued local ZMs through binary quantization.
Speciﬁcally, we convert the real and imaginary part of each ZM coefﬁcient into binary values
through the signum() functions. Such coarse quantization increases compression and allows
us to code each local block with a single integer.
Let ZIN =

Z
IN
p1q1 ::: Z
IN
pKqK

1K be a vector of K complex ZMs of IN, and the com-
plex notation of each coefﬁcient be Z
IN
pq = Z
IN;Â
pq +iZ
IN;Á
pq . We compute QIN, the vector of
quantised local ZM coefﬁcients as follows:
QIN =
h
Q
IN;Â
p1q1 Q
IN;Á
p1q1 ::: Q
IN;Â
pKqK Q
IN;Á
pKqK
i
12K
; (5)
where Q
IN;Â
piqi = signum(Z
IN;Â
piqi ) and Q
IN;Á
piqi = signum(Z
IN;Á
piqi ). However, the basis matrices
Vnm must be zero-mean to ensure that the output of sgn() applied to coefﬁcients computed
through (3) is not biased. For any m 6= 0, this can be easily shown by computing the integral
of Vnm over r and q. For the continuous case (q 2 Q;r 2 P;Q = [ p;p];P = [0;1]), it can
be shown that:
ZZ
Q;P
Vnm(r;q)drdq =
Z
Q
eimq
C(P)
z }| { Z
P
Rnm(r)drdq =C(P)
p Z
 p
eimqdq
=
C(P)
im
h
eimq
ip
 p
=
C(P)
im
h
(cosq +isinq)m
ip
 p
= 0:
On the other hand, for m = 0 it can be shown that
RR
Q;PVnm(r;q)drdq = 2pC(P), i.e. the
mean of basis matrices is not zero for C(P) 6= 0. Therefore, we neglect the ZM coefﬁcients
with m = 0 while extracting local ZMs. Following the general rule of ZMs (jmj < n and
n jmj), we select local ZM coefﬁcients such as ZIN =

Z
IN
11 Z
IN
22 Z
IN
31 Z
IN
33 :::

1K and
the QLZM vector becomes QIN =
h
Q
IN;Â
11 Q
IN;Á
11 Q
IN;Â
22 Q
IN;Á
22 :::
i
12K
. The number
of moment coefﬁcients, K, can be considered as a function of n and is computed as:
K(n) =
(
n(n+2)
4 if n is even
(n+1)2
4 if n is odd:
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Figure 2: Computation of QLZMs and corresponding image transformation. (a) QLZMs
computed from a local block. (b) QLZM image computed from an input image.
We convert the vector QIN to a 2K-bit decimal integer, QLZM integer ¯ QIN such as ¯ QIN =
(Q
IN;Â
11 Q
IN;Á
11 Q
IN;Â
22 Q
IN;Á
22 :::)10.
A QLZM integer ¯ QIN describes an image block. Our global representation scheme com-
putes QLZM integers across I(x;y) and codes them in the QLZM image Iq(xq;yq). Let I
x;y
N
be a local block anchored at (x;y), and ¯ Q
IN
(x;y) the QLZM integer of I
x;y
N . Iq(xq;yq) is com-
puted as Iq(xq;yq) = Q
IN
(xqDxq;yqDyq). We either set Dxq;Dyq = 1 to compute Iq(xq;yq) from
overlapping blocks, or Dxq;Dyq = N to compute it from non-overlapping blocks. The size of
Iq becomes X Y for the former and X
N  Y
N for the latter case. These two approaches offer
a trade-off between level of detail and compactness.
Figure 2 illustrates the process of extracting a single QLZM integer, the computation of
QLZM image Iq, and how QLZMs encode discontinuities at different scales and orientations.
The information provided by different ZM coefﬁcients does not overlap as ZM bases are
orthogonal [35]. LBPs and their variants describe texture via pairwise pixel comparisons
within a local neighbourhood, and each binary value in an LBP pattern is the outcome of a
pairwise comparison. Local ZMs describe image blocks as a whole, and each binary value
in a QLZM pattern describes the variation within the block at a unique scale and orientation.
2.3 Pooling
Our global representation scheme pools encoded features over local histograms. However, a
problem with local histograms is that in the presence of small geometric variations, features
along the borders may fall out of the local histogram. To deal with this, we downweight
the features along the borders by applying a Gaussian window peaked at the center of each
subregion — similar strategies are employed in a number of histogram-based representa-
tions [7, 20, 29]. To account for the downweighted features, we apply a second (inner)
partitioning, where a higher emphasis is placed on features downweighted at the ﬁrst (outer)
partitioning.
Theouterpartitioning schemedividesIq(xq;yq)uniformlyinMM subregions, I
i;j
q , with
i; j 2 f1;2;:::;Mg. Let us denote the size of each I
i;j
q with DW DH and its local histogram
with h
i;j
q . The inner partitioning scheme divides Iq to (M 1)(M 1) subregions, starting
from the point (
DW
2 ;
DH
2 ). Let the subregions extracted from the inner partitioning scheme be
denoted with I
i;j
q0 , i; j 2 f1;2;:::;M  1g and their histogram with h
i;j
q0 . The ﬁnal represen-6 SARIYANIDI et al.: LOCAL ZERNIKE MOMENTS FOR FACIAL AFFECT RECOGNITION
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Figure 3: Illustration of the entire QLZM based facial representation framework.
tation is denoted with Hq and obtained by concatenating all local histograms h
(i;j)
q and h
(i;j)
q0
(Figure 3). The length of the representation vector depends on two parameters: the number
of moment coefﬁcients (K) and the size of the grid (M). The size of each local histogram is
22K, and the length of the ﬁnal vector can be computed by 22K [M2 +(M 1)2], where K
can be computed using (6).
3 Experimental Evaluation
We evaluated the proposed scheme for posed and discrete facial expression recognition, as
well as for spontaneous, dimensional and continuous affect recognition. We compared three
local ZM representations: 1) The (non-quantised) LZM representation [29] that relies on
local phase-magnitude histograms (PMHs), 2) histograms of QLZMs extracted from over-
lapping regions (H-QLZM), and 3) histograms of QLZMs extracted from non-overlapping
regions (H-NO-QLZM). We used simple classiﬁers/regressors (kNN), and additionally re-
ported performance with SVMs [3], as the results of almost all representations in the litera-
ture are reported using this machine learning technique.
Parameters that need to be determined for all local ZM representations are the moment
order n, local block size N and the size of partitioning grid M. The choice of n is inﬂuenced
by the size of local description N. We experimented with small N values, where local char-
acteristics can be captured with n = 2 (see Figure 1). To determine the value of parameters
N, M and demonstrate the sensitivity of the representation to these parameters, we carried
out sensitivity analysis on posed and naturalistic data (Figure 4) — we analysed parameter
sensitivity in small subsets of relevant datasets. N and M are determined separately for facial
expression and spontaneous affect recognition experiments, and their values are listed in the
relevant experiment sections. The non-quantised local ZM representation requires an addi-
tional parameter to be set, the number of bins for PMHs, which is set to b = 18. The length
of representation vectors for all representations used in the sensitivity analysis are shown
in Figure 4-d — sizes of H-QLZM and H-NO-QLZM representations are identical for the
same M values. Overall, the sensitivity analysis shows that local ZM representations are not
very sensitive to parameter changes, and small M values (e.g. 5, 7) can be chosen to keep the
dimensionality relatively low.
3.1 Discrete and Categorical Facial Expression Recognition
The Cohn-Kanade dataset [15] is the most widely used dataset for evaluating automatic fa-
cial expression recognizers for discrete and categorical emotion recognition, and we used itsSARIYANIDI et al.: LOCAL ZERNIKE MOMENTS FOR FACIAL AFFECT RECOGNITION 7
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Figure 4: Sensitivity analysis of (a–c) PMH-LZM, H-QLZM and H-NO-QLZM representa-
tions on a subset of CK+ dataset, (d–f) PMH-LZM, H-QLZM and H-NO-QLZM represen-
tations on a subset of AVEC data. (g) Corresponding grid size (M) and vector sizes.
most recent version, the Extended CK (CK+) dataset [22]. This version includes 327 image
sequences of 118 subjects, labeled by experts with one of the six basic emotion categories
(anger, disgust, fear, happy, sadness, surprise) and a non-basic emotion category (contempt).
Similarly to the majority of the techniques in the literature, we aim at classifying the peak
(apex) frame of the sequences. We followed the standard leave-one-subject-out cross valida-
tion protocol [22] and reported the unweighted average classiﬁcation accuracy and standard
error measure over 118 folds. We evaluated our approach in comparison with results reported
in recent publications (year 2012) that use a variety of representations such as AAM-based
appearance representation (CAPP) [4], Gabor and LBP representations [34], Local Direc-
tional Numbers (LDN) [28] and a Bag-of-Words (BoW) representation [34].
Pre-processing — Faces are registered to align the centers of two eyes (computed by taking
the average of eye-related AAM landmarks provided as part of the dataset), and downsam-
pled to 150150.
Representation Parameters — Parameter pairs (M, N) are set to (5,5), (7,7) and (9,5) re-
spectively for PMH-LZM, H-QLZM and H-NO-QLZM representations.
Classiﬁcation — For kNN classiﬁcation we used L1 distance and reported results for three
different k values (5,7,9). For SVM, we used linear and radial basis function (RBF) kernels,
and trained one-vs-one classiﬁers (with probabilistic output) for each expression. Classiﬁca-
tion was obtained based on the probability of SVMs.
3.2 Dimensional and Continuous Affect Recognition
We used the well-known Audio/Visual Emotion Recognition Challenge (AVEC’12) data and
evaluation protocol to evaluate the performance of local ZM representations in naturalistic
settings. The AVEC’12 challenge uses the SEMAINE database [23] that consists of videos
recorded while subjects are having conversations with artiﬁcial listeners. The affective state
of the subjects is annotated along multiple continuous affect dimensions [32]. AVEC 20128 SARIYANIDI et al.: LOCAL ZERNIKE MOMENTS FOR FACIAL AFFECT RECOGNITION
Performance of local ZM-based methods
Classiﬁer
Represent. kNN SVM
k=5 k=7 k=9 Lin. RBF
PMH-LZM 92.1
1.6
93.1
1.4
90.7
1.8
94.4
1.9
95.5
1.8
H-QLZM 85.3
2.3
87.8
2.2
86.4
2.3
94.2
1.9
96.1
1.6
H-NO-QLZM 82.6
2.4
84.5
2.4
80.9
2.5
90.9
2.0
92.0
1.8
Performance of other methods
Represent. Class. Rec. Rate (%)
CAPP [4] SVM Lin. 70.1 §
Uni-Hyp. 89.4 §
LDN [28]
SVM Lin. 89.30.6 
SVM RBF 89.30.7 
SVM Pol. 81.70.7 
Gabor [34] SVM Lin. 91.82.0 †
LBP [34] SVM Pol. 82.42.3 †
BoW [34] SVM Lin. 95.91.4 †
H-QLZM SVM RBF 96.11.6 †† (96.2§)
(a)
Represent.
Regressor
kNN SVM
k=35 k=45 k=55 HI
Arousal Valence Arousal Valence Arousal Valence Arousal Valence
PMH-LZM 0.155 0.132 0.151 0.132 0.151 0.130 0.149 0.130
H-QLZM 0.167 0.174 0.161 0.175 0.161 0.175 0.197 0.221
H-NO-QLZM 0.152 0.194 0.156 0.198 0.156 0.203 0.195 0.229
LBP (Baseline) – – – – – – 0.151 0.207
(b)
Table 2: Performance of local ZM based approaches. (a) Discrete categorical expres-
sion recognition performance. (b) Continuous dimensional affect recognition performance.
Evaluation metric not stated. †Average recognition rate (weighted or not is not clear) and
standard error. ††Unweighted average recognition rate and standard error over 118 folds.
§Trace of confusion matrix (mean value of the elements on the main diagonal).
included two sub-challenges, the Fully Continuous Sub-Challenge (FCSC) and Word-level
Sub-Challenge. Since our interest is vision-based recognition, we perform experiments us-
ing the FCSC protocol. We compare our results with the baseline results obtained using
visual features (LBP histogram representation). Although other AVEC participants reported
results using this protocol, we do not compare our technique to theirs — they utilised ensem-
bles of audio/visual features without reporting separate results for each modality, or relied
on sophisticated components (classiﬁers, feature selection schemes) that are not trivial to
reproduce. We emulate the experimental setup of the baseline by performing similar pre-
processing steps and using similar machine learning techniques. We report results for va-
lence and arousal, the most widely used affect dimensions in the literature [10]. As deﬁned
in the challenge protocol, we report performance using the cross correlation (CC) metric
(Pearson’s correlation).
Pre-processing — Face rectangles and eye locations are provided as part of the challenge
data. Despite the imperfection of the localisations provided, for a fair comparison with the
baseline, we used these features to register the faces. We resized the frames to make the dis-
tance between the eye centers equal to 100 pixels, and cropped faces to be 200200 pixels,
and aggregated the histograms over 50 frames to reduce computational overhead.
Representation Parameters — Parameter pairs (M, N) are set to (7,7), (7,7) and (5,7) re-
spectively for PMH-LZM, H-QLZM and H-NO-QLZM representations.
Regression — For kNN regression we computed the average of k neighbours by weighting
them according to the similarity (1/(L1 distance)), and reported results for three different k
values (25,35,45). For SVM regression, we trained separate SVMs with histogram intersec-
tion (HI) kernels for each dimension and performed subject-independent cross validation on
the training subset to optimize the parameters of the SVR models.SARIYANIDI et al.: LOCAL ZERNIKE MOMENTS FOR FACIAL AFFECT RECOGNITION 9
3.3 Discussion
Table 2-a shows that for discrete and categorical facial expression recognition on CK+
dataset, the best performance is attained with H-QLZM representation used in conjunction
with RBF SVM. The results we attained outperform all previous results reported on this
dataset to date. Our results are also better than the BoW-based representation [34], which
requires a training stage for dictionary learning and makes use of features at multiple scales
through a pyramid matching structure [18]. In spite of CK+ being an unbalanced dataset (e.g.
18 instances of contempt vs. 83 instances of surprise), simple kNN classiﬁers lead to better
performance than several sophisticated classiﬁers (e.g. [4]), demonstrating the importance of
appropriate facial representation.
Table 2-b shows the results on AVEC benchmark data. These results suggest that QLZM-
based representation outperforms PMH-LZM for continuous affect recognition on natural-
istic data. The performance of PMH-LZM is also below the baseline LBP representation.
With SVM regression, QLZM-based representation outperforms the baseline LBP repre-
sentation on both affect dimensions, and even the simple kNN regression leads to better
results on the arousal dimension. While the coarse non-overlapping representation (H-NO-
QLZM) was consistently outperformed by other representations on posed data, it performs
well on naturalistic data, yielding the best performance on the valence dimension. Interest-
ingly for the arousal dimension highest performance is obtained using overlapping repre-
sentation (H-QLZM) while for the valence dimension using non-overlapping representation
(H-NO-QLZM). On the other hand, the ﬁnest representation (PMH-LZM), which yields the
best kNN results on posed expressions, performs consistently worse than QLZM representa-
tions as well as the baseline system on naturalistic data.
The results demonstrate that the amount of detail needed in the facial representation
for affect recognition in posed settings may be quite different for recognition in naturalistic
settings. The idealized context of posed affective behaviour favours ﬁner representations,
which capture more details. The naturalistic settings require coarser representations. We
show that quantization has a positive effect for the task of naturalistic affect recognition,
which is likely to be due to its better generalization capability via clustering similar features.
Local ZM-based representations are computationally efﬁcient, i.e., average computation
times of PMH-LZM, H-QLZM and H-NO-QLZM on images of 200200 pixels are respec-
tively 37, 18 and 1 milisecond(s) (on an average desktop computer with an Intel i5 processor
without parallelization). Each local ZM coefﬁcient is computed as the component-wise in-
ner product (Frobenius product) of the image block with the corresponding ZM basis matrix,
and the quantization that takes place for QLZMs is computationally trivial. The source code
of representations is made available for research purposes1.
4 Conclusion
WeproposedtouseLocalZernikeMoments(LZMs)andintroducedQuantisedLocalZernike
Moments (QLZMs) for categorical and discrete as well as spontaneous, dimensional and
continuous affect recognition. We showed that LZM and QLZM representations are use-
ful, but the most appropriate representation for affect recognition in posed and naturalistic
settings may differ (unlike the common practice: [33] vs. [30, 32]).
1http://cis.eecs.qmul.ac.uk/software.html10 SARIYANIDI et al.: LOCAL ZERNIKE MOMENTS FOR FACIAL AFFECT RECOGNITION
The promising experimental results attained by QLZMs is mainly due to the application
of binary quantization for non-linear encoding. This ﬁnding suggests that the full potential
of alternative non-linear encoding schemes (e.g., quantization with ﬁner resolutions or us-
ing non-linear functions with continuous output) for automatic affect recognition should be
explored further.
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