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1. Results
Let A be a complex Banach algebra with the unit 1. Let us recall that the Drazin inverse of a ∈A [1] is the element
x ∈A (denoted by ad) which satisﬁes
xax = x, ax = xa, ak+1x = ak, (1)
for some nonnegative integer k. The least such k is the index of a, denoted by ind(a). When ind(a) = 1, then the Drazin
inverse ad is called the group inverse and is denoted by ag or a#.
It is well known that for a ∈A, ad exists if and only if 0 /∈ acc(σ (a)) and in that case ad is unique [2]. The set Ad consists
of all a ∈A such that ad exists. For interesting properties of the Drazin inverse see [2–5].
Let a ∈A and let p ∈A be an idempotent (p = p2). Then we write
a = pap + pa(1− p) + (1− p)ap + (1− p)a(1− p)
and use the notations
a11 = pap, a12 = pa(1− p), a21 = (1− p)ap, a22 = (1− p)a(1− p).
Every idempotent p ∈A induces a representation of an arbitrary element a ∈A given by the following matrix
a =
[
pap pa(1− p)
(1− p)ap (1− p)a(1− p)
]
p
=
[
a11 a12
a21 a22
]
p
. (2)
In this paper, we present certain equivalent conditions for the Drazin invertibility of p + q, p − q, pq and pq ± qp, in
the case when p and q are idempotents. We obtain an analogous result for the Drazin invertibility of the sum and the
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that the Drazin invertibility of a linear combination of idempotents λp + μq is independent of the choice of λ and μ. In
Section 3, we derive formulae for the Drazin inverse of the sum and the difference of idempotents under some special
conditions. These results generalize the results from [11] to the Banach algebra case.
2. Some equivalent conditions for the Drazin invertibility
First we state the following result which is proved in [6] for matrices, extended in [7] for bounded linear operators and
in [8] for arbitrary elements of a Banach algebra.
Theorem 2.1. Let x, y ∈A and let
x =
[
a c
0 b
]
p
, y =
[
b 0
c a
]
(1−p)
relative to the idempotent p ∈A.
(1) If a ∈ (pAp)d and b ∈ ((1− p)A(1− p))d , then x and y are Drazin invertible and
xd =
[
ad u
0 bd
]
p
, yd =
[
bd 0
u ad
]
(1−p)
(3)
where u =∑∞n=0(ad)n+2cbnbπ +∑∞n=0 aπanc(bd)n+2 − adcbd .
(2) If x ∈Ad and a ∈ (pAp)d , then b ∈ ((1− p)A(1− p))d and xd , yd are given by (3).
The following lemmas will be useful later.
Lemma 2.1. Let a, p ∈ A, where p is an idempotent and a = [ 0 b
c 0
]
p , where b = pa(1 − p) and c = (1 − p)ap. Then bc is Drazin
invertible if and only if a is Drazin invertible and in that case
ad =
[
0 (bc)db
c(bc)d 0
]
p
.
Furthermore, ind(a) 2 ind(bc) + 1.
Proof. It is well known that bc is Drazin invertible if and only if cb is Drazin invertible and (cb)d = c((bc)d)2b. Suppose that
bc is Drazin invertible and denote by x = [ 0 (bc)db
c(bc)d 0
]
p . By computation, we get
ax = xa =
[
bc(bc)d 0
0 c(bc)db
]
p
and xax = x. Since a2k+2 = [ (bc)k+1 0
0 (cb)k+1
]
p , for k = ind(bc) it follows that a2k+2x = a2k+1. Hence, a is Drazin invertible and
ad = x. Moreover, ind(a) 2 ind(bc) + 1.
If a is Drazin invertible, then a2 is Drazin invertible. Since a2 = [ bc 0
0 cb
]
p , we conclude that bc and cb are Drazin invert-
ible. 
Lemma 2.2. Let p be an idempotent in A and a,b ∈ A. If a and b are Drazin invertible elements which commute with p, then
ap + b(1− p) is Drazin invertible and(
ap + b(1− p))d = adp + bd(1− p).
Proof. Denote x = ap + b(1 − p) and y = adp + bd(1 − p). By computation, we get that y = yxy and xy = yx. Since,
xk = akp + bk(1− p), for k = max{ind(a), ind(b)}, we get that xk+1 y = xk . Hence, xd = y. 
Theorem 2.2. Let p, q be idempotents inA. Then,
1− pq ∈Ad ⇔ 1− qp ∈Ad.
Furthermore,
(1− pq)d =
∞∑
n=0
(
p(1− qp))π (p(1− qp))n(−pq(1− p))− p(1− qp)dpq(1− p) + p(1− qp)dp + (1− p). (4)
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p =
[
1 0
0 0
]
p
, q =
[
q1 q2
q3 q4
]
p
. (5)
Since
1− pq =
[
1− q1 −q2
0 1
]
p
, 1− qp =
[
1− q1 0
−q3 1
]
,
by Theorem 2.1, we conclude that
1− pq ∈Ad ⇔ 1− qp ∈Ad ⇔ p − pqp ∈ (pAp)d.
Formula (4) follows from (3). 
Corollary 2.1. Let p, q be idempotents inA. If 1− pq ∈Ad , then
(1) p(1− pq)dp = p(1− qp)dp,
(2) (1− p)(1− pq)d(1− p) = (1− p)(1− qp)d(1− p) = 1− p.
Remark that Theorem 2.2 and Corollary 2.1 are valid in a more general case, when q is an arbitrary element of A.
Corollary 2.2. Let p, q be idempotents inA. The following statements are equivalent:
(1) 1− pq is Drazin invertible,
(2) p − pq is Drazin invertible,
(3) 1− pqp is Drazin invertible,
(4) p − pqp is Drazin invertible,
(5) 1− qp is Drazin invertible,
(6) q − qp is Drazin invertible,
(7) 1− qpq is Drazin invertible,
(8) q − qpq is Drazin invertible.
Proof. Using the representation of p and q given in (5) and Theorem 2.1, we have that (1)–(4) are all equivalent to the
Drazin invertibility of p − q1 in the subalgebra pAp. By Theorem 2.2, it follows that (1) ⇔ (5). If we switch the roles of p
and q, from the equivalence of (1)–(4), we get that (5)–(8) are all equivalent. 
Theorem 2.3. Let p, q be idempotents inA. Then
p − q ∈Ad ⇔ (1− pq ∈Ad and p + q − pq ∈Ad).
Proof. Suppose that p − q is Drazin invertible. Since
p(p − q)2 = (p − q)2p = p − pqp
and
1− pqp = (p − q)2p + 1− p,
by Lemma 2.2, we conclude that 1− pqp is Drazin invertible and
(1− pqp)d = ((p − q)d)2p + 1− p.
By Theorem 2.2, it follows that
1− pqp ∈Ad ⇔ 1− pq ∈Ad.
On the other hand, since (1 − p) − (1 − q) = q − p, by the ﬁrst part of the proof, we have that 1 − (1 − p)(1 − q) =
p + q − pq ∈Ad .
In the other direction, if we suppose that 1− pq and p + q − pq are Drazin invertible, according to the decompositions
of p and q given in (5), we have that p − q1 ∈ (pAp)d and q4 ∈ ((1− p)A(1− p))d . Since,
(p − q)2 =
[
p − q1 0
0 q4
]
p
,
we conclude that (p − q)2 is Drazin invertible. Hence, p − q ∈Ad . 
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Proof. Since
(λ − 1+ p)(λ − p − q)(λ − 1+ q) = λ((λ − 1)2 − pq),
we conclude that for λ ∈C \ {0,1},
λ ∈ σ(p + q) ⇔ (λ − 1)2 ∈ σ(pq).
Hence, 0 /∈ acc(σ (1− p − q)) if and only if 0 /∈ acc(σ (pq)). 
From Corollary 2.2 and Theorem 2.4, we have the following result:
Corollary 2.3. Let p, q be idempotents inA. The following statements are equivalent:
(1) pq is Drazin invertible,
(2) (1− p)(1− q) is Drazin invertible,
(3) pqp is Drazin invertible,
(4) qpq is Drazin invertible,
(5) qp is Drazin invertible,
(6) (1− q)(1− p) is Drazin invertible,
(7) (1− p)(1− q)(1− p) is Drazin invertible,
(8) (1− q)(1− p)(1− q) is Drazin invertible,
(9) 1− p − q is Drazin invertible.
Proof. According to Corollary 2.2 ((4) ⇔ (6)), we have that p − pqp ∈Ad if and only if q − qp ∈Ad . Using the represen-
tations of p and q given by (5), we have that the Drazin invertibility of q − qp is equivalent to the Drazin invertibility of
(1− p)q(1− p). Hence,
p − pqp ∈Ad ⇔ (1− p)q(1− p) ∈Ad. (6)
If we replace q by 1 − q in (6), we get that (3) ⇔ (7). By Theorem 2.4, (1) ⇔ (9). The equivalence of (1), (3), (4) and (5)
follows from the fact that ab is Drazin invertible if and only if ba is Drazin invertible. Analogously, (2), (6), (7) and (8) are
equivalent to each other. 
Corollary 2.4. Let p, q be idempotents inA. The following statements are equivalent:
(1) p − q is Drazin invertible,
(2) 1− pq is Drazin invertible,
(3) q − pq is Drazin invertible,
(4) q − qp is Drazin invertible,
(5) p − qp is Drazin invertible,
(6) p − pq is Drazin invertible,
(7) p + q − pq is Drazin invertible,
(8) p + q − qp is Drazin invertible,
(9) (1− p)q(1− p) is Drazin invertible,
(10) (1− q)p(1− q) is Drazin invertible.
Proof. Using the equality
(λ − 1+ p)(λ − p + q)(λ + 1− q) = λ(λ2 − 1+ pq),
we obtain that for λ ∈C \ {0,1},
λ ∈ σ(p − q) ⇔ λ2 ∈ σ(1− pq).
So, (1) ⇔ (2).
Using the representations of p and q given in (5) and Theorem 2.1, we have that each of the statements (3), (7), (8)
and (9) is equivalent to the Drazin invertibility of (1 − p)q(1 − p) in the subalgebra (1 − p)A(1 − p). According to Corol-
lary 2.3, part (1) ⇔ (8), we conclude that (1 − q)p(1 − q) is Drazin invertible if and only if q − pq is Drazin invertible,
i.e. (3) ⇔ (10). Similarly, (5) is equivalent to the Drazin invertibility of p − pqp in the subalgebra pAp which is by Corol-
lary 2.2 equivalent to (2). By Corollary 2.2, we have that (4) ⇔ (2) ⇔ (6). Also, (4) is equivalent to the Drazin invertibility
of (1− p)q(1− p), i.e. (4) ⇔ (9). Hence, all the statements (1)–(10) are equivalent. 
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pq − qp ∈Ad ⇔ pq ∈Ad and p − q ∈Ad.
Proof. Using the representation of p and q given in (5), we have that pq − qp = [ 0 q2−q3 0
]
p . By Lemma 2.1, we conclude that
pq − qp ∈Ad if and only if q2q3 = pq(1− p)qp ∈Ad . Hence, 0 /∈ acc(σ (pq − qp)) if and only if 0 /∈ acc(σ (pq(1− p)qp)). By
the spectral mapping theorem,
σ
(
pq(1− p)qp)= {λ − λ2: λ ∈ σ(pqp)},
so 0 /∈ acc(σ (pqp)). Hence pqp ∈Ad which is equivalent to pq ∈Ad .
Using
(1− p)q − q(1− p) = −(pq − qp),
by the previous part of the proof, we get that (1− p)q(1− p) ∈Ad . Now, from Corollary 2.4, we get that p − q ∈Ad .
In the other direction, let us suppose that pq, p − q ∈Ad . It is easy to check that
pq(1− p)qp = pqp(p − q)2 = (p − q)2pqp.
Now, by Theorem 5.5 [2], we have that pq(1− p)qp is Drazin invertible. By Lemma 2.1, we get that pq − qp ∈Ad . 
Theorem 2.6. Let p, q be idempotents inA. Then
pq + qp ∈Ad ⇔ p + q − 1 ∈Ad and p + q ∈Ad.
Proof. By
(p + q)(p + q − 1) = (p + q − 1)(p + q) = pq + qp,
and the spectral mapping theorem, we get that
σ(pq + qp) = {λ(λ − 1): λ ∈ σ(p + q)}.
Now,
0 ∈ acc(σ(pq + qp)) ⇔ (0 ∈ acc(σ(p + q))∨ 1 ∈ acc(σ(p + q))),
i.e.
pq + qp ∈Ad ⇔ p + q − 1 ∈Ad and p + q ∈Ad. 
Theorem 2.7. Let p, q be idempotents in A and λ,μ ∈ C \ {0}. Then λp + μq is Drazin invertible if and only if 1 − pq is Drazin
invertible.
Proof. Using the following equality:(
ν
λ
− 1+ p
)(
ν − (λp + μq))
(
ν
μ
− 1+ q
)
= ν
((
ν
λ
− 1
)(
ν
μ
− 1
)
− pq
)
we get that if 0 /∈ accσ(λp + μq) if and only if 0 /∈ accσ(1− pq). 
Corollary 2.5. Let p, q be idempotents in A and λ,μ ∈ C \ {0}. The Drazin invertibility of λp + μq is independent of the choice of λ
and μ.
3. Drazin inverse of the sum and the difference of idempotents under some special conditions
In this section we derive formulae for the Drazin inverse of the sum and the difference of idempotents under some
special conditions. We generalize the results from [11] to the Banach algebra case. Also, for some results we give much
simpler proofs.
Theorem 3.1. Let p, q be idempotents inA. If pqp = 0, then
(p + q)g = p + q − 2pq − 2qp + 3qpq,
(p − q)g = p − q − qpq.
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(p + q)x(p + q) = p + q. Hence, (p + q)g = x.
Similarly, for y = p − q − qpq, we get that y(p − q) = (p − q)y, y(p − q)y = y and (p − q)y(p − q) = p − q. Hence,
(p − q)g = y. 
Corollary 3.1. Let p, q be idempotents inA.
(1) If pq = 0, then
(p + q)g = p + q − 2qp,
(p − q)g = p − q.
(2) If qp = 0, then
(p + q)g = p + q − 2pq,
(p − q)g = p − q.
Theorem 3.2. Let p, q be idempotents inA. If pqp = p, then
(p + q)g = 1
8
(p + q)2 + 7
8
q(1− p)q,
(p − q)g = q(p − 1)q.
Proof. Using mathematical induction, we can prove that
(p + q)n = 2n−2(p + pq + qp) + q + (2n−2 − 1)qpq, n 2. (7)
Now, from (7), we may conclude that
(p + q)n = 2(p + q)n−1 − (q − qpq), n 2. (8)
Denote by x = 18 (p + q)2 + 78q(1− p)q.
Since,
(p + q)q(1− p)q = q(1− p)q(p + q) = q(1− p)q = q − qpq, (9)
and
(q − qpq)2 = q − qpq, (10)
we get that (p + q)x = x(p + q) = 18 (p + q)3 + 78 (q − qpq). Now, using (8)–(10),
x(p + q)x =
(
1
8
(p + q)3 + 7
8
(q − qpq)
)
·
(
1
8
(p + q)2 + 7
8
(q − qpq)
)
= 1
64
(p + q)5 + 63
64
(q − qpq)
= 1
64
(
8(p + q)2 − 7(q − qpq))+ 63
64
(q − qpq)
= x.
Similarly, by (8)–(10),
(p + q)x(p + q) = 1
8
(p + q)4 + 7
8
(q − qpq)
= 1
8
(p + q)4 + 7
8
(q − qpq)
= 1
4
(p + q)3 + 6
8
(q − qpq)
= 1
2
(p + q)2 + 1
2
(q − qpq)
= p + q.
The other part of the theorem follows from (9), (10) and the fact that
(p − q)n = qpq − q, n 3. 
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(1) If qp = p, then
(p + q)g = 1
4
p + q − 3
4
pq,
(p − q)g = pq − q.
(2) If qp = q, then
(p + q)g = p + 1
4
q − 3
4
pq,
(p − q)g = p − pq.
To prove the following theorem, we will use the methods which are different than those used in the proofs of Theo-
rems 3.1 and 3.2.
Theorem 3.3. Let p, q be idempotents inA. If pqp = pq, then
(p + q)g = p + q − 2qp − 3
4
pq + 5
4
qpq,
(p − q)g = p − q − pq + qpq.
Proof. We have that p = [ 1 0
0 0
]
p and q =
[ q1 q2
q3 q4
]
p . Since pqp = pq, it follows that q2 = 0. Now, p − q =
[ 1−q1 0
−q3 −q4
]
p . It is evi-
dent that p−q1 is idempotent, so it is Drazin invertible and (p−q1)d = (p− pq)d = p− pq. Similarly, q4 = (1− p)q(1− p) =
q − qp is idempotent, so it is Drazin invertible and qd4 = (q − qp)d = q − qp. Now, by Theorem 2.1, we conclude that p − q is
Drazin invertible and
(p − q)d =
[
(p − q1)d 0
u (−q4)d
]
p
,
where u = qpq − qp. Hence, (p − q)d = p − pqp − (1− p)q(1− p) + qpq − qp = p − q − pq + qpq.
In the same way, using Theorem 2.1, we prove that (p + q)g = p + q − 2qp − 34 pq + 54qpq. 
Theorem 3.4. Let p, q be idempotents inA. If pq = qp, then
(p + q)g = p + q − 3
2
pq,
(p − q)g = p − q.
Proof. Since pq = qp, we have that p = [ 1 0
0 0
]
p and q =
[ q1 0
0 q4
]
p . Now, p+q =
[ p+q1 0
0 q4
]
p . It is evident that p+q1 is invertible
in pAp and that (p + q1)−1pAp = p − 12q1. Similarly, q4 = (1 − p)q(1 − p) = q − pq is idempotent, so it is Drazin invertible
and qd4 = (q − pq)d = q − pq. Now, by Theorem 2.1, we conclude that p + q is Drazin invertible and
(p + q)g =
[
p − 12q1 0
0 q4
]
p
= p + q − 3
2
pq.
In the same way, using Theorem 2.1, we prove that (p − q)g = [ p−q1 00 −q4
]
p = p − q. 
Corollary 3.3. Let p, q be idempotents inA. If pqp = q, then
(p + q)g = p − 1
2
q,
(p − q)g = p − q.
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