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Abstract
We consider the Green polynomials at roots of unity. We obtain a recursive formula for the Green poly-
nomials at roots of unity whose orders do not exceed some positive integer. The formula is described in
a combinatorial manner. The coefficients of the recursive formula are realized by the cardinality of a set
of permutations. The formula gives an interpretation of a combinatorial property on a family of graded
modules for the symmetric group in terms of representation theory.
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1. Introduction
The Green polynomials Xμρ (q) were introduced by J.A. Green [3] (see also [8]) for describ-
ing irreducible characters of the finite general linear group GLn(Fq) over a finite field Fq . These
polynomials are characterized as the components of the transition matrix between the powersum
functions pρ(x) and the Hall–Littlewood functions Pμ(x;q). A result of the Green polynomials
at roots of unity was first obtained by A. Lascoux, B. Leclerc and J.-Y. Thibon [7], originally
conjectured by A. Morris and N. Sultana [12], which describes a behavior of Green polynomials
X
μ
ρ (q) corresponding to rectangle partitions μ at roots of unity whose order divides the length
of μ. This result is founded on two properties of ‘modified’ Hall–Littlewood functions Q′μ(x;q)
at roots of unity, which are also due to Lascoux–Leclerc–Thibon [6]. These formulas are called
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mials X˜μρ (q) at roots of unity for any partition μ. Let l be a positive integer not larger than the
maximum multiplicity of μ. We show a recursive formula for X˜μρ (q) at q = ζ jl for each integer j
such that 1 j  l − 1. The results of Lascoux–Leclerc–Thibon [6] also play an important role
here. The main result of this paper generalizes a formula of Lascoux–Leclerc–Thibon [7].
We also consider the formula in terms of representation theory of the symmetric group Sn. For
a partition μ of weight n, we can associate a graded Sn-module Rμ called the Springer module
corresponding to μ [16,17]. This is an Sn-module structure on the cohomology ring of a certain
subvariety of the corresponding flag variety determined by μ. The module Rμ is isomorphic
to the induced module IndSnSμ 1, where Sμ is the Young subgroup corresponding to μ, and 1 stands
for the trivial module for Sμ [2]. The Green polynomial X˜μρ (q) is precisely the graded character
of Rμ [4], and the recursive formula is equivalent to a representation theoretical interpretation of
a combinatorial property of Rμ, which we call the ‘coincidence of dimensions’ in this paper, that
is, for a positive integer l not larger than the maximum multiplicity of μ, the direct sums Rμ(k; l)
(k = 0,1, . . . , l − 1) of the homogeneous components of Rμ whose degrees are congruent to k
modulo l, have the same dimension. The recursive formula shows that there exist a subgroup
Wμ(l) of Sn and Wμ(l)-modules Zμ(k; l) (k = 0,1, . . . , l − 1) of equal dimension such that
Rμ(k; l) is induced from Zμ(k; l) for each k = 0,1, . . . , l − 1. This is a generalization of our
previous works [9–11] for Springer modules corresponding to partitions of special types. See
[1,5,13,15,18] for related topics. (Recently, the result of this paper has been proved for a general
setting by Shoji [14].)
It can be seen that the interpretation of the coincidence of dimensions is equivalent to the
existence of a certain Sn ×Cl-module isomorphism. Let μ be a partition and mi the multiplicity
of i in μ. Let l be a positive integer that is not larger than the maximum multiplicity of μ, and
mi = lki + ri where 0 ri  l − 1 for each i  1. We define partitions μ(l) and μˆ by (ilki )i1
and (iri )i1 respectively. Then one can show that, as Sn × Cl-modules,
Rμ ∼= IndSnSμ(l)×Sr Rμˆ.
This isomorphism is implied by the recursive relation between the Green polynomials corre-
sponding to μ and μˆ at roots of unity, which is derived from the factorization formula and the
plethystic formula of the modified Hall–Littlewood functions.
Throughout this paper, we mainly follow [8] for fundamental notation on partitions and sym-
metric functions. The ground field is the complex number field C. The set of integers is denoted
by Z. For a finite set X, X denotes the cardinality of X. For a positive integer l, we denote by
ζl a primitive lth root of unity.
2. Preliminaries
Let μ = (μi) be a partition. The conjugate of μ is denoted by μ′. The weight of μ, the
sum of the components μi , is denoted by |μ|. If |μ| = n, then we write μ  n. The length
of μ is denoted by l(μ). For μ  n, we also use the symbol μ = (imi )ii = (1m12m2 · · ·nmn),
where m1 + 2m2 + · · · + nmn = n. The positive integer mi = mi(μ) is called the multiplicity
of i in μ. We denote the maximum multiplicity in μ by Mμ. If k is a positive integer, then
kμ denotes a partition (kμi)i1 of weight kn. For a partition μ = (μi) = (imi ), we set n(μ) =∑
i1(i−1)μi and zμ =
∏
i1 i
mimi ! as usual. We identify a partition μ with its Young diagram,
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A partition ν = (ν1, ν2, . . . , νs) is called a subpartition of μ if mi(ν)  mi(μ) for each i  1,
which is denoted by ν ⊂ μ. For ν ⊂ μ, we define μ \ ν to be a partition (imi(μ)−mi(ν))i1.
Note that l(μ \ ν) = l(μ) − l(ν). For any two partitions λ, μ, we define λ ∪ μ to be a partition
(imi(μ)+mi(ν))i1. For μ = (imi )  n, we define
eμ(q) := (1 − q)m1
(
1 − q2)m2 · · · (1 − qn)mn,
bμ(q) :=
∏
i1
(1 − q)(1 − q2) · · · (1 − qmi ).
Let μ  n and Y = Yμ. The subdiagram of Y is the Young diagram of a subpartition of μ.
A tableau T on Y is a map from the set of squares of Y to the set Z0 of nonnegative integers.
We also say that a tableau T is obtained by writing a nonnegative integer into each square of Y .
Let Λ be the ring of symmetric functions with variables x = (x1, x2, . . . , xi, . . .). For each
positive integer i, we denote by pi = pi(x) the powersum of degree i. Then the algebra ΛQ =
Λ ⊗Z Q is generated by {pi | i  1} as a Q-algebra. For a partition λ, let pλ be the powersum
function, hλ the complete symmetric function, corresponding to λ. Let 〈·,·〉 denote the usual
inner product on Λ, defined by 〈pλ,pμ〉 = δλμzλ, where δλμ denotes the Kronecker delta. For
any two symmetric functions f (x) and g(x), we denote by (f ◦ g)(x) the plethysm of g by f
[8, I, 8]. The adjoint operator of the multiplication map
×pk : Λ → Λ : f → fpk
is obtained by k∂/∂pk i.e.,
〈pkf,g〉 =
〈
f, k
∂
∂pk
g
〉
(2.1)
for f,g ∈ Λ [8, p. 75, ex. 3]. For a partition ν = (νi), define
ν
∂
∂pν
:=
∏
i1
νi
∂
∂pνi
.
Let q be an indeterminate, Λ[q] = Λ ⊗Z Z[q], and 〈·,·〉q the Hall–Littlewood inner product
[8, III, Section 4] of Λ[q]. For f = F(p1,p2, . . . , pi, . . .) ∈ Λ[q], we define
f ′ := F
(
p1
1 − q ,
p2
1 − q2 , . . . ,
pi
1 − qi , . . .
)
.
Let Pμ(x;q) be the Hall–Littlewood functions [8, III]. Let
Qμ(x;q) =
〈
Pμ(x;q)Pμ(x;q)
〉−1
q
Pμ(x;q).
Then one can see [8, p. 234, ex. 7] that
〈
Pμ(x;q),Q′μ(x;q)
〉= δλμ. (2.2)
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polynomial Xμρ (q) is a monic polynomial of degree n(μ). From (2.2) and the definition of Green
polynomials, it immediately follows that
Xμρ (q) =
〈
Q′μ(x;q),pρ(x)
〉
. (2.3)
Now we define
X˜μρ (q) := qn(μ)Xμρ
(
q−1
)
which is also called a Green polynomial. It is known [9, Theorem 5] that Green polynomials
satisfy the following decomposition property.
Proposition 1. For each partition μ, there exists a polynomial Gμρ (q) ∈ Z[q] such that
X˜μρ =
b(1Mμ)(q)
eρ(q)
Gμρ (q).
Our main interest lies in a behavior of Green polynomials at roots of unity. In view of (2.3),
the following result [6] on modified Hall–Littlewood functions are fundamental to our argument.
Proposition 2. (Lascoux–Leclerc–Thibon) Let μ  n and l a positive integer such that l Mμ.
Suppose that mi(μ) l for some i  1. Then we have:
1. Q′μ(x; ζl) = Q′(il )(x; ζl)Q′μ\(il )(x; ζl),
2. Q′
(il )
(x; ζl) = (−1)(l−1)i (pl ◦ hi)(x).
The first identity is called the factorization formula, and the second one the plethystic formula.
One can see [8, I; (2. 14)’, (8.5)] that
(pl ◦ hr)(x) =
∑
λn
z−1λ plλ(x). (2.4)
3. Roots of unity
In this section, we describe a recursive formula for the Green polynomials at roots of unity. Let
μ  n, l a positive integer with 2 l Mμ, and mi(μ) = lki + ri , 0 ri  l − 1, for each i. Set
k = k1 + 2k2 + · · · + nkn and r = r1 + 2r2 + · · · + nrn. Let μ(l) be a partition (ilki )  lk, and let
μ(l)1/p = (ilki/p)  lk/p for each positive integer p which divides l. Recall that μˆ = (iri )  r .
We introduce a ‘partition of a partition’ as follows. For ν = (ν1, ν2, . . . , νd)  n, a partition
of ν is by definition a sequence of partitions
λ = (λ(1), λ(2), . . . , λ(d))
such that λ(i)  νi , for each i = 1,2, . . . , d . We denote it by the symbol λ  ν. The length l( λ )
of λ is defined by l( λ ) =∑di=1 l(λ(i)), and the weight |λ| is defined by the sum of weights of
the components λ(i), which is equal to n = |ν|. Define zλ :=∏i1 zλ(i) .
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mk(λ ) :=
d∑
i=1
mk
(
λ(i)
)
for each positive integer k, and let
mλ :=
∏
k1
(
mk(λ )
mk(λ
(1)),mk(λ(2)), . . . ,mk(λ(d))
)
.
For a positive integer l, let lλ denote a partition of a positive integer whose components are those
of lλ(i) (i = 1,2, . . . , d). Note that different λ’s may define the same lλ.
Let ρ be a partition and ν a subpartition of ρ. Then we define(
ρ
ν
)
:=
∏
i1
(
mi(ρ)
mi(ν)
)
.
Note that
( ρ
ν
)= ( ρρ\ν ) for each ν ⊂ ρ. Let μ be a partition, l: 2 l Mμ fixed, and p a positive
integer which divides l. For a partition ρ, define
C(ρ,μ;p, l) =
∑
λμ(l)1/p
pλ=ρ
mλ.
If there exists no λ  μ(l)1/p such that pλ = ρ, then we define C(ρ,μ;p, l) = 0.
Example 3. Take μ = (5,4,4,2,2,1) and l = p = 2. Then μ(l) = (4,4,2,2) and μ(l)1/p =
(4,2). If ρ = (4,4,2,2), then
C(ρ,μ;p, l) = m((2,2),(1,1)) + m((2,1,1),(2)) =
(
2
0,1
)(
2
2,0
)
+
(
2
2,0
)(
2
1,1
)
= 1 + 2 = 3.
If ν = (4,2,2), then
C(ρ,μ;p, l) = m((2),(1,1)) + m((1,1),(2)) = 1 + 1 = 2.
Now we can state our main result.
Theorem 4. Let μ, l, μ(l), μˆ, k and r be as above, and ζ = ζl a primitive lth root of unity. Let j
be an integer such that 1 j  l − 1. Suppose that the order of ζ j is p. Then it follows that
1. X˜μρ (ζ j ) = 0 ⇒ ρ = pρ ∪ ρˆ, for some ρ  μ(l)1/p and ρˆ  r .
2. If ρ = pρ ∪ ρˆ, ρ  μ(l)1/p , ρˆ  r , then
X˜μρ
(
ζ j
)= ∑
νr
ν⊂ρ
(
ρ
ν
)
C(ρ \ ν,μ;p, l)pl(ρ\ν)X˜μˆν
(
ζ j
)
. (3.1)
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Q′μ
(
x; ζ j )=
(
n∏
i=1
Q′(ip)
(
x; ζ j )lki/p
)
Q′
μˆ
(x; ζj )
=
n∏
i=1
(
(−1)(p−1)i(pl ◦ hi(x)))lki/pQ′μˆ(x; ζ j ).
By (2.4), this equals
(−1)s
n∏
i=1
( ∑
λ(i)i
z−1
λ(i)
ppλ(i) (x)
)lki/p
Q′
μˆ
(
x; ζ j ),
where s = (p − 1)kl/p. From (2.3) we have
Xμρ
(
ζ j
)= (−1)s ∑
λμ(l)1/p
z−1λ
〈
ppλ(x)Q
′
μˆ
(
x; ζ j ),pρ(x)〉,
and we can see from (2.1) that Xμρ (ζ j ) = 0 implies the condition pλ ⊂ ρ for some λ  μ(l)1/p .
Suppose that ρ = pλ∪ ρˆ for some λ  μ(l)l/p and ρˆ  r . Then we have
Xμρ
(
ζ j
)= (−1)s ∑
λμ(l)1/p
pλ⊂ρ
z−1λ
〈
ppλ(x)Q
′
μˆ
(
x; ζ j ),pρ(x)〉
= (−1)s
∑
νr
ν⊂ρ
∑
λμ(l)1/p
pλ=ρ\ν
z−1λ
〈
ppλ(x)Q
′
μˆ
(
x; ζ j ),pρ(x)〉
= (−1)s
∑
νr
ν⊂ρ
z−1ρ\ν
〈
Q′
μˆ
(
x; ζ j ), (ρ \ ν) ∂
∂pρ\ν
pρ
〉{ ∑
λμ(l)1/p
pλ=ρ\ν
zρ\ν
zλ
}
.
Now it is straightforward to show that
z−1ρ\ν
〈
Q′
μˆ
(
x; ζ j ), (ρ \ ν) ∂
∂pρ\ν
pρ
〉
=
(
ρ
ν
)〈
Q′
μˆ
(x; ζ ),pρˆ
〉
and
∑
λμ(l)1/p
pλ=ρ\ν
zρ\ν
zλ
= pl(ρ\ν)C(ρ \ ν,μ;p, l).
Finally, we can show that ζ n(μ)−n(μˆ) = (−1)s , which completes the proof. 
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(4,2). For ρ = (4,4,2,2) ∪ (4,2) = (4,4,4,2,2,2), we get
X˜
(5,4,4,2,2,1)
(4,4,4,2,2,2)(ζ2) = 233X˜(5,1)(2,2,2)(ζ2) + 2427X˜(5,1)(4,2)(ζ2).
4. Permutation enumeration
We have given a recursive relation for Green polynomials. In this section, we show that the
coefficients (
ρ
ν
)
C(ρ \ ν,μ;p, l)pl(ρ\ν)
in the expression count the cardinality of a set of permutations.
Let μ  n, and l: 2 l Mμ. Let mi(μ) = lki + ri (0 ri  l − 1), μ(l) = (ilki ), μˆ = (iri ),
k =∑i iki and r =∑i iri as in the previous section. We decompose μ into the disjoint union
μ =⋃ni=i (imi(μ)). Let Yμ be the Young diagram of μ, Ri the subdiagram of Yμ corresponding
to the rectangle (imi(μ)) for each i. Moreover we decompose each rectangle (imi(μ)) into ki + 1
rectangles with respect to mi(μ) = lki + ri , that is,
Ri = R(1)i ∪ R(2)i ∪ · · · ∪ R(ki)i ∪ Rˆi ,
where R(j)i are the subdiagrams of Ri corresponding to the first ki rectangles (il), and Rˆi the
subdiagram corresponding to the last rectangle (iri ). Then Yμ decomposes into the disjoint union
Yμ =
n⋃
i=1
R
(1)
i ∪ R(2)i ∪ · · · ∪ R(ki)i ∪ Rˆi .
Let Yˆ =⋃i Rˆi be the disjoint union of Rˆi , Rˆ2, . . . , Rˆn.
Let D be a tableau on a rectangle (rl). For each i = 1,2, . . . , l, let sij (j = 1,2, . . . , r) be
the squares of the ith row in (rl). Set wij = D(sij ). We associate with the tableau D a product
a = aD(l) of cyclic permutations defined by
aD(l) =
(
w11,w12, . . . ,w1r ;w21,w22, . . . ,w2r ; . . . ;wl1,wl2, . . . ,wlr
w21,w22, . . . ,w2r ;w31,w32, . . . ,w3r ; . . . ;w11,w12, . . . ,w1r
)
.
It is clear from the definition that the order of aD(l) is l. Let Tμ be a standard Young tableau
on Yμ.
Definition 6. Let μ, l, Tμ, Yμ =⋃ni=1 R(1)i ∪ R(2)i ∪ · · · ∪ R(ki)i ∪ Rˆi be as above. We denote by
D
(j)
i the tableau Tμ|R(j)i , the restriction of the map Tμ to R
(j)
i , for each i, j . Then we define
aμ(l) :=
n∏
i=1
ki∏
j=1
a
(j)
Di
.
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Example 7. If μ = (3,3,3,3,2,2,2,2,2,2,2,2,1,1) and l = 3, then we can take
aμ(l) =
(
1,2,3,4,5,6,7,8,9
4,5,6,7,8,9,1,2,3
)(
13,14,15,16,17,18
15,16,17,18,13,14
)(
19,20,21,22,23,24
21,22,23,24,19,20
)
.
Let H be the subgroup of Sn consisting of the elements which stabilize each row of Tμ|μ(l),
and fix the remaining numbers. It obviously follows from the definition that the group H is
isomorphic to the Young subgroup Sμ(l). Let K be the symmetric group of the numbers which
are not written in Tμ|μ(l). This group is isomorphic to Sr . Remark that aμ(l) commutes with each
element of K . Now let Wμ(l) be a subgroup of Sn defined by
Wμ(l) := (H × K)
〈
aμ(l)
〉∼= (Sμ(l) Cl) × Sr .
Lemma 8. Let ρ  n. Then ρ is the cycle type of an element of the subgroup Wμ(l) if and only if
ρ = lρ ∪ ρˆ, for some ρ  μ(l)1/l and ρˆ  r .
Proof. Note that the cycle type of an element τaμ ∈ Sμ(l)  〈aμ(l)〉 is of the form lρ for some
ρ  μ(l)1/l . 
Example 9. Take μ = (3,3,2,2,2,1) and l = 2. Then aμ(2) = (1,4)(2,5)(3,6)(7,9)(8,10).
Let ρ = 2((2,1,1), (1,1)) ∪ (3) = (4,3,2,2,2,2). If π = (1,2) ∈ Sμ(l), τ = (11,12,13) ∈ Sr ,
then ρ(πτaμ(2)) = ρ.
Let ν = (ν1, ν2, . . . , νd)  n be a partition, and {1,2, . . . , n} =⋃di=1 J (i) a partition of the set{1,2, . . . , n} into d disjoint parts J (i) = {ji1, ji2, . . . , jiνi }, ji1 < ji2 < · · · < jiνi , whose cardinal-
ities are given by νi for every i. Let SJ (i) be the symmetric group of the letters in J (i). Then we
have
d∏
i=1
SJ (i)
∼= Sν.
Fixing a system of complete representatives, we identify the set Sn/
∏d
i=1 SJ (i) ∼= Sn/Sν with
the set of permutations σ = [σ1, σ2, . . . , σn] satisfying the conditions σji1 < σji2 < · · · < σjiνi ,
i = 1,2, . . . , d . Here the symbol σ = [σ1, σ2, . . . , σn] means that σ is a bijection which maps
i to σi (i = 1,2, . . . , n). If μ  n, l: 2  l  Mμ, μ(l) and r are as above, then we identify
Sn/Sμ(l) × Sr with Sn/Sν for ν = μ(l)∪ (r).
Proposition 10. Let μ  n be a partition, l = 2,3, . . . ,Mμ fixed, and a = aμ(l) the product of
cyclic permutations as above. Let j = 1, . . . , l − 1 and p the order of aj . Let ρ  n be of the
form ρ = pρ ∪ ρˆ, ρ  μ(l)1/p , ρˆ  r . Let w ∈ Sn be a permutation of cycle type ρ. Then the
coefficient
(
ρ
)
C(pρ,μ;p, l)ll(pρ)ρˆ
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wσa−j = σπτ , where π ∈ Sμ(l) and τ ∈ Sr such that ρ(r) = ρˆ.
Proof. Let w ∈ Sn be a permutation of cycle type ρ. Since such a permutation is conjugate to an
element of the subgroup Wμ(l), we may assume that
w = πτaj = πaj τ
where π ∈ Sμ(l) and τ ∈ Sr .
Suppose that a representative σ ∈ Sn/Sμ(l) × Sr satisfies the condition wσa−j ≡ σi modulo
Sμ(l) × Sr , i.e.,
πτajσ = σπ ′τ ′aj , π ′ ∈ Sμ(l), τ ′ ∈ Sr . (4.1)
By (4.1), the cycle type of π ′τ ′aj coincides with ρ. Note that the left multiplication by w = πτaj
acts on the letters σ1, σ2, . . . , σn of σ , and the right multiplication by π ′τ ′aj acts on positions
1,2, . . . , n of the components of σ .
Fix a representative σ ∈ Sn satisfying the condition (4.1). A typical (but trivial) one is σ =
[1,2, . . . , n]. From σ , we can generate new ( ρρˆ ) representatives satisfying (4.1) (including σ ) by
exchanging the letters of σ corresponding to the cycles of πaj and τ of the same length with
respect to their order in the cycle type decomposition of πaj and τ . These
( ρ
ρˆ
)
representatives
are called the initial representatives.
Fix an initial representative σ . If πaj has a cycle of length dl, say (1,2, . . . , dl) for example,
then multiplying σ from the left by the powers of permutation(
1 2 . . . l − 1 l l + 1 l + 2 . . . 2l − 1 2l . . .
2 3 . . . l 1 l + 2 l + 3 . . . 2l l + 1 . . .
)
produces new representatives σ ′ ∈ Sn/Sμ(l) × Sr satisfying (4.1). Moreover, for each σ ′, ex-
changing the letters of σ ′ corresponding to products of cycles in πaj with the same total length
in σ produces new
C(pρ,μ;p, l) =
∑
λμ(l)1/p
pλ=pρ
mλ
representatives of Sn/Sμ(l) × Sr satisfying (4.1).
It is clear that the representatives produced in these two ways from σ do not overlap. Therefore
there are
pl(pρ)C(pρ,μ;p, l)
appropriate representatives for each fixed initial representative. Thus there exist(
ρ
ρˆ
)
pl(pρ)C(pρ,μ;p, l)
representatives in Sn/Sμ(l) × Sr satisfying (4.1). 
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a = aμ(2) = (1,3)(2,4)(5,7)(6,8)(9,11)(10,12).
Take w = (1,2)a(13,14) = (1,3,2,4)(5,7)(6,8)(9,11)(10,12)(13,14). The cycle type ρ =
ρ(w) is (4,2,2,2,2,2,1). We shall enumerate the representatives σ ∈ S15/S(26) × S3 satisfying
wσa−1 ≡ σ (4.2)
modulo S(26) × S3. The initial representatives are the following
( (4,2,2,2,2,2,1)
(4,2,2,2,2)
)= 5 ones:
[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15],
[1,2,3,4,5,6,7,8,9,13,11,14,10,12,15],
[1,2,3,4,5,6,7,8,10,13,12,14,9,10,15],
[1,2,3,4,5,13,7,14,9,10,11,12,6,8,15],
[1,2,3,4,6,13,8,14,9,10,11,12,5,6,15].
Consider, for example, the following typical but trivial one:
σ = [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15].
From σ , we can produce the following three representatives (including σ ):
[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15],
[5,6,7,8,1,2,3,4,9,10,11,12,13,14,15],
[5,6,7,8,9,10,11,12,1,2,3,4,13,14,15], (4.3)
which satisfy (4.2). Corresponding to the cycle type decomposition of w, we can observe that
these representatives corresponds to the partitions λ  μ(l)1/2 such that lλ = (4,2,2,2,2). For
example, σ corresponds to ((2), (1,1), (1,1)). Then we can produce m((2),(1,1),(1,1)) = 6 repre-
sentatives satisfying (4.2), i.e.,
[1,2,3,4,5,6,7,8,9,10,11,12,13,14,15], [1,2,3,4,9,10,11,12,5,6,7,8,13,14,15],
[1,2,3,4,5,9,7,11,6,10,8,12,13,14,15], [1,2,3,4,6,10,8,12,5,9,7,11,13,14,15],
[1,2,3,4,5,10,7,12,6,9,8,11,13,14,15], [1,2,3,4,6,9,8,11,5,10,7,12,13,14,15].
Similarly, since m((1,1),(2),(1,1)) = m((1,1),(1,1),(2)) = 6, there exist six representatives sat-
isfying (4.2) for each remaining two representatives in (4.3). Now we have produced 18 =
C((4,2,2,2,2),μ;2,2) representatives satisfying (4.2).
Choose one among these 18 representatives, σ = [1,2,3,4,5,6,7,8,9,10,11,12,13,14,15]
for example. Corresponding to the cycle type decomposition of w, we can exchange {1,2}
and {3,4}, 5 and 7, 6 and 8, 9 and 11, 10 and 12 without violating (4.2). Thus we have new
32 = 2l((4,2,2,2,2)) representatives satisfying (4.2) for each 18 representatives. Therefore we have
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Hence we have (
(4,2,2,2,2,2,1)
(4,2,2,2,2)
)
C(4,2,2,2,2),μ;2,2)2l((4,2,2,2,2))
representatives of σ ∈ S15/S(26) × S3 satisfying (4.2).
5. Representation theory of symmetric groups
In this final section, we shall interpret the main result in terms of representation theory of the
symmetric group.
Let n be a positive integer, and Xn the set of complete flags 0 = V0 ⊂ V1 ⊂ · · · ⊂ Vn =
Cn, dimVi = i, in the n-dimensional complex vector space V = Cn. Then Xn has a struc-
ture of an algebraic variety, called the flag variety. Let u be an n × n unipotent matrix. Let
μ = (μ1,μ2, . . . ,μt )  n be a partition and suppose that the sizes of Jordan blocks of u form the
partition μ. The action of u on V induces an action of u on Xn. Let Xμ denote the set of fixed
points of Xn with respect to the action of u, which is a subvariety of Xn. The variety Xμ is called
the fixed point subvariety of Xn corresponding to μ. One can show [16,17] that the symmetric
group Sn acts naturally on the cohomology ring H ∗(Xμ) of Xμ which is called the Springer
module corresponding to μ  n. The Springer module is a graded Sn-module, i.e., each homo-
geneous component of H ∗(Xμ) is also an Sn-module. Since the odd degree parts of H ∗(Xμ)
are zero, we define a graded Sn-modules Rμ =⊕d Rdμ by Rdμ := H 2d(Xμ) for each d  0. The
graded module Rμ is also called the Springer module. The highest degree of the graded space
Rμ is given by n(μ). As an Sn-module, Rμ is isomorphic to the induced representation IndSnSμ 1,
where 1 stands for the trivial representation of the Young subgroup Sμ [2,4]. From this fact, we
can easily see that the dimension of Rμ is given by
( n
μ1,μ2,...,μt
)
.
The graded character of Rμ is by definition
charq Rμ :=
n(μ)∑
d=0
qd charRdμ,
where charRdμ denotes the character of the Sn-module Rdμ. Then it is known [8, p. 250] that the
Green polynomial X˜μρ (q) is precisely the graded character value charq Rμ(ρ) evaluated on the
conjugacy class of cycle type ρ. The aim of this section is to rephrase the recursive formula of
X˜
μ
ρ (q) in Theorem 4 in terms of the Springer module Rμ. The formula gives an interpretation in
terms of representation theory of the coincidence of dimensions of Rμ. Let l be a positive integer,
and for each k = 0,1, . . . , l − 1, we define
Rμ(k; l) =
⊕
d≡k mod l
Rdμ.
We shall see (Corollary 12) that, if l satisfies l Mμ, then the dimensions of these l submodules
Rμ(k; l) do not depend on k. This property is related with a behavior of the Hilbert polynomial
Hilbμ(q) =
∑
qd dimRdμ
d0
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Hilbμ(q) = charq Rμ
(
1n
)= X˜μ(1n)(q).
The following proposition is a consequence of Proposition 1.
Proposition 11. Let μ be a partition. Then there exists a polynomial Gμ(1n)(q) ∈ Z[q] such that
Hilbμ(q) = (1 − q)(1 − q
2) · · · (1 − qMμ)
(1 − q)n G
μ
(1n)(q).
By [10, Lemma 3], it follows that:
Corollary 12. The dimensions of the submodules Rμ(k; l) (k = 0,1, . . . , l − 1) coincide with
each other.
Our problem is the following: Find a subgroup H(l) and its modules Z(k; l) (k = 0,1, . . . ,
l − 1) of equal dimension such that
Rμ(k; l) ∼=Sn IndSnH(l) Z(k; l), k = 0,1, . . . , l − 1. (5.1)
Since the dimension of the induced module IndSnH(l) Z(k; l) is given by dimZ(k; l)|Sn|/|H(l)|,
the isomorphisms (5.1) give a representation theoretical interpretation of the coincidence of di-
mensions. For μ  n, let l, a = aμ(l), μ(l), and μˆ be as in the previous sections. Since l = 1
is trivial for our sake, we may assume that l  2. Let Cl denote the cyclic subgroup of Sn gen-
erated by a. Recall that the subgroup Wμ(l) is defined by Wμ(l) = (Sμ(l)  Cl) × Sr . For each
k = 0,1, . . . , l − 1, we consider the following Wμ(l)-modules:
Zμ(k; l) =
n(μˆ)⊕
d=1
ϕ
(k−d)
l ⊗ Rdμˆ,
where ϕ(r)l is a one-dimensional representation of Sμ(l) Cl , on which Cl acts by a scalar mul-
tiplication a → ζ rl , and the Young subgroup Sμ(l) acts trivially. It is obvious that dimZμ(k; l) =
dimRμˆ for each k = 0,1, . . . , l − 1, i.e., the dimension of Zμ(k; l) does not depend on k.
We shall show that
Rμ(k; l) ∼=Sn IndSnWμ(l) Zμ(k; l), k = 0,1, . . . , l − 1. (5.2)
In fact, we show that there exists an Sn × Cl-module isomorphism
Rμ ∼= IndSn Rμˆ. (5.3)Sμ(l)×Sr
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tures on Rμ and IndSnSμ(l)×Sn Rμˆ as follows. In both cases, the Sn-actions are natural ones. The
action of Cl on Rμ is defined by
a.x = ζ dl x, x ∈ Rdμ.
The Cl-action on
IndSnSμ(l)×Sr Rμˆ =
⊕
σ∈Sn/Sμ(l)×Sr
σ ⊗ Rμˆ (5.4)
is defined by
a.(σ ⊗ x) = σa−1 ⊗ a.x, σ ∈ Sn/Sμ(l) × Sr, x ∈ Rμˆ. (5.5)
The Sn-action and the Cl-action now defined commute on each module.
Theorem 13. There exists an isomorphism of Sn × Cl-modules
Rμ ∼= IndSnSμ(l)×Sr Rμˆ. (5.6)
Proof. Since we work on a field of characteristic zero, it suffices to show the following identity:
charRμ
(
w,aj
)= char IndSnSμ(l)×Sr Rμˆ(w,aj )
for each (w,aj ) ∈ Sn × Cl (j = 0,1, . . . , l − 1). Recall that the Green polynomial X˜μρ(w)(q)
gives the graded character
charq Rμ(w) =
∑
d0
qd charRdμ(w).
A slight consideration shows that
X˜
μ
ρ(w)
(
ζ
j
l
)= charRμ(w,aj ).
Suppose that ζ jl is a primitive pth root of unity. By Theorem 4, it suffices to show that
1. char IndSnSμ(l)×Sr Rμˆ(w,a
j ) = 0 ⇒ ρ = pρ ∪ ρˆ, ρ  μ(l)1/p , ρˆ  r ,
2. For an element w ∈ Sn with the cycle type ρ, ρ = pρ ∪ ρˆ, ρ  μ(l)1/p , ρˆ  r , it holds that
char IndSnSμ(l)×Sr Rμˆ
(
w,aj
)= ∑
νr
ν⊂ρ
(
ρ
ν
)
C(ρ \ ν,μ;p, l)pl(ρ\ν)X˜μˆν
(
ζ
j
l
)
.
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char IndSnSμ(l)×Sr Rμˆ
(
w,aj
) = 0.
By (5.4), there should be σ ∈ Sn/Sμ(l) × Sr such that charσ ⊗ Rμˆ(w,al) = 0. Let Bμˆ be a
homogenous basis of Rμˆ. Then, (5.5) implies that there exists x ∈ Bμˆ such that
(
w,aj
)
(σ ⊗ x)|σ⊗x = 0.
The symbol (w,aj )(σ ⊗ x)|σ⊗x indicates the coefficient of σ ⊗ x in the linear expansion of
(w,aj )(σ ⊗ x) with the basis {σ ⊗ x | x ∈ Bμˆ}. By the definition of the action of Sn × Cl , we
have
(
w,aj
)
(σ ⊗ x) = wσa−j ⊗ aj .x = ζ jl wσa−j ⊗ x.
It follows from the condition (w,aj )(σ ⊗x)|σ⊗x = 0 that wσa−j ≡ σ modulo Sμ(l)×Sr . There-
fore w is conjugate to an element of the form πτaj , π ∈ Sμ(l) and τ ∈ Sr . It follows from
Lemma 8 that the cycle type ρ of w is of the form ρ = pρ ∪ ρˆ, for some ρ  μ(l)1/p and ρˆ  r .
Let ρ be a partition of the form ρ = pρ ∪ ρˆ, for some ρ  μ(l)1/p and ρˆ  r and suppose that
w ∈ Sn is an element of which cycle type is ρ. Then, again by Lemma 8, w is conjugate to an
element πτaj of Wμ(l), where π ∈ Sμ(l) and τ ∈ Sr . We may assume that w = πτaj , π ∈ Sμ(l),
τ ∈ Sr , without loss of generality. Let {σ1, σ2, . . . , σt } be the system of complete representatives
of Sn/Sμ(l) × Sr (t = Sn/Sμ(l)Sr). Then we have
char IndSnSμ(l)×Sr Rμˆ
(
w,aj
)= t∑
i=1
char(σi ⊗ Rμˆ)
(
w,aj
)
.
Assume that char(σi ⊗ Rμˆ)(w,aj ) = 0. By the assumption, there exist πi ∈ Sμ(l) and τi ∈ Sr
such that
wσia
−j = σiπiτi, (5.7)
and we have
char(σi ⊗ Rμˆ)
(
w,aj
)= ∑
x∈Bμˆ
(
w,aj
)
(σi ⊗ x)|σi⊗x
=
∑
x∈Bμˆ
wσia
−j ⊗ aj .x|σi⊗x
=
∑
x∈B
ζ
degx
p σi ⊗ τix,μˆ
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that the cycle type of πiaj is pλ  n − r for some λ  μ(l)1/p . Since ρ(w) and ρ(πiτiaj )
coincide, it follows that ρ(τi) = ρ \ pλ and
charq Rμˆ(τi)|q=ζp = X˜μˆρ\pλ(ζp).
Let ν  r be a partition such that ν ⊂ ρ. By Proposition 10, the number of representatives
σi ∈ Sn/Sμ(l) × Sr satisfying wσia−j = σiπiτi , πi ∈ Sμ(l), τi ∈ Sr , such that ρ(τi) = ν is given
by (
ρ
ν
)
C(ν,μ;p, l)pl(ρ\ν).
Thus we have
∑
σi∈Sn/Sμ(l)×Sr
char(σi ⊗ Rμˆ)
(
w,aj
)= ∑
σi∈Sn/Sμ(l)×Sr
wσia
−j≡σi mod Sμ(l)×Sr
char(σi ⊗ Rμˆ)
(
w,aj
)
=
∑
νr
ν⊂ρ
∑
σi∈Sn/Sμ(l)×Sr
wσia
−j≡σi mod Sμ(l)×Sr
ρ(τi )=ν
charq Rμˆ(τi)|q=ζ jl
=
∑
νr
ν⊂ρ
(
ρ
ν
)
C(ν,μ;p, l)pl(ρ\ν)X˜μˆν
(
ζ
j
l
)
. 
Corollary 14. Let μ  n and l, 1  l  Mμ. Then there exist Wμ(l)-modules Zμ(k; l) (k =
0,1, . . . , l − 1) of equal dimension such that
Rμ(k; l) ∼=Sn IndSnWμ(l) Zμ(k; l)
for each k = 0,1, . . . , l − 1.
Proof. Consider the eigenspace decomposition of the action of a in the Sn × Cl-isomorphism
(5.6). 
Example 15. Take μ = (5,4,4,2,2,1) and l = 2. Then
dimRμ/2 =
(
18
5,4,4,2,2,1
)/
2 = 18!/5!4!4!2!2!1!2.
The order of the subgroup Wμ(2) is (4!4!2!2!) × 2 × 6! and
dimZμ(k;2) = dim
⊕
d≡k mod 2
ϕ
(k−d)
2 ⊗ Rdμˆ(l) = 6!/5!1!.
Then
292 H. Morita / Advances in Mathematics 212 (2007) 277–292dim IndS18(S(4,4,2,2)C2)×S6 Zμ(k;2) = 18!/4!4!2!2!6!2 × 6!/5!l! = 18!/5!4!4!2!2!1!2
= dimRμ(k;2) for each k = 0,1.
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