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Abstract
The exponential stability (with convergence rate α) of uncertain linear systems with multiple
time delays is studied in this paper. Using the characteristic function of linear time-delay system,
stability criteria are derived to guarantee α-stability. Sufficient conditions are also obtained for
exponential stability of uncertain parametric systems with multiple time delays. For two-dimensional
time-invariant system with multiple time delays, the proposed stability criteria are shown to be less
conservative than those in the literature. Numerical examples are given to illustrate the validity of
our new stability criteria.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The system stability and convergence properties are strongly affected by time delays,
which are often encountered in various engineering systems due to measurement and
computational delays, transmission and transport lags. Since the existence of time delays
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or without uncertainties has been an active area of research for the past decades.
There are many different methods presented to deal with the stability problem of
the time-delay systems in the literature [1,2]. Some stability criteria are directly derived
from the characteristic equation, involving the determination of eigenvalues, measures and
norms of matrices, or matrix conditions in terms of Hurwitz matrices [3–9]. For time-vary-
ing delay systems, stability and robust stability criteria are given in terms of the Lyapunov–
Razumikhin theorem and the solution of either a Lyapunov or Riccati equation [10–18].
Based on the linear matrix inequality (LMI) approach [19], robust stability and stabilisation
conditions have been developed without tuning of a scaling parameter and/or a positive
definite matrix [20–26]. Sun and Hsieh [27] proposed exponential stability criteria for
nonlinear systems with multiple time delays. Both delay-independent and delay-dependent
criteria have also been addressed for robust exponential stability of nonlinear systems with
time-varying delays in [28].
This paper deals with exponential stability (with convergence rate α) of linear systems
with multiple time delays. Based on the characteristic functions, stability criteria are
derived to guarantee α-stability of linear systems with multiple time delays. Scalar
inequalities involving eigenvalues, spectral radius, and matrix measures constitute the
mathematical foundations of our approach. The results obtained are extended to treat the
exponential stability of uncertain parametric systems with multiple time delays. For two-
dimensional time-invariant linear system, the proposed stability criteria are shown to be
less conservative comparing to the criteria derived in [27]. Numerical examples are given
to demonstrate the validity of our new criteria and to compare them with the existing ones.
2. System description and mathematical lemmas
Throughout this article the following conventions are used:
R (C) the set of all real (complex) numbers;
R
n the n-dimensional real space;
Rn×n (Cn×n) the set of all real (complex) n by n matrices;
I the unit matrix;
λj (A) the j th eigenvalue of the matrix A;
λmax(A) the maximum eigenvalue of the Hermitian matrix A;
|s| the modulus of the complex number s;
AT the transpose of the matrix A;
A∗ the conjugate transpose of the matrix A;
det(A) the determinant of the matrix A;
Re(s) the real part of the complex number s;
ρ(A) the spectral radius of the matrix A;
‖A‖ the spectral norm of the matrix A; ‖A‖ =√λmax(A∗A);
µ(A) the matrix measure of the matrix A; µ(A)= 1λmax(A+A∗).2
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Λ
j
i = {i, i + 1, . . . , j − 1, j }. (1)
Consider the following linear time-invariant system with multiple time delays{
x˙(t)=A0x(t)+∑mj=1 Ajx(t − τj ), t  0,
x(t)= θ(t), t ∈ [−τ,0], (2)
where x(t) ∈ Cn×1 is the state vector, A0 ∈ Cn×n is assumed to be a Hurwitz matrix,
θ(t) ∈ Cn×1 is a given continuous function, the constant parameters τj  0 (∀j ∈ Λm1 )
with τ = max{τj , j ∈Λm1 } represent the delay arguments, and Aj ∈Cn×n (∀j ∈Λm1 ).
Definition 1. System (2) is said to be α-stable, with α > 0, if there exists a function q(·)
such that, for each θ(t) ∈Cn×1, the solution Φ(t, θ(t)) of system (2) satisfies∥∥Φ(t, θ(t))∥∥ q(∥∥θ(0)∥∥
s
)
exp(−αt), ∀t  0, (3)
where ‖θ(0)‖s = sup−τr0 ‖θ(r)‖.
The following lemmas will be used in the proof of our main results.
Lemma 1 [29]. If all the roots of the characteristic equation
Ω(s)= det
[
sI −A0 −
m∑
j=1
Aj exp(−τj s)
]
= 0 (4)
lie in the open left-half plane Re(s) < −α < 0, then there exists a constant M > 0 such
that for each θ(t) ∈Cn×1 the solution of linear system (2) satisfies∥∥x(t, θ(t))∥∥M∥∥θ(0)∥∥
s
exp(−αt), ∀t  0, (5)
i.e., the system (2) is α-stable.
Lemma 2 [30]. Let A, B ∈Cn×n . Then we have
(a) Re[λj (A)] µ(A), ∀j ∈Λn1;
(b) µ(A+B)µ(A)+µ(B);
(c) µ(A) ‖A‖.
For any matrix E ∈Cn×n, define
Es = 12 (E +E
∗), Eu = 12 (E −E
∗) and
φ(E)=
√
ρ2(Es)+ ρ2(Eu). (6)
Lemma 3. For a given matrix E ∈ Cn×n and positive constants α and τ , the following
inequality holds:
µ
(
Ee−τs
)
 φ(E)eτα, ∀Re(s)−α. (7)
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G= 1
2
[
Ee−τs + (Ee−τs)∗]. (8)
Then, a −α (∀Re(s)−α) and
G= 1
2
e−τa
[
Ee−iτb +E∗eiτb]= 1
2
e−τa
[
(E +E∗) cosτb+ i(E∗ −E) sin τb]
= e−τa[Es cosτb− iEu sin τb]. (9)
Since (iEu)∗ = −i(−Eu)= iEu, iEu is a Hermitian matrix. Therefore,
λmax(G) eτα
(
λmax(Es cosτb)+ λmax(−iEu sin τb)
)
, ∀a −α. (10)
From |λj (iEu)| = |iλj (Eu)| = |λj (Eu)| (∀j ∈Λn1) we have
λmax(G) eτα
(
ρ(Es)| cosτb| + ρ(Eu)| sin τb|
)
 eταφ(E)
(
| cosτb| · ρ(Es)
φ(E)
+ | sin τb| · ρ(Eu)
φ(E)
)
. (11)
It follows from the Cauchy–Schwarz inequality that
0 | cosτb| · ρ(Es)
φ(E)
+ | sinτb| · ρ(Eu)
φ(E)
 1.
Thus
µ
(
Ee−τs
)= λmax(G) φ(E)eτα, ∀Re(s)−α. (12)
The proof is completed. ✷
Lemma 4. For any real matrix E ∈ R2×2, φ(E)  ‖E‖. Moreover, φ(E) = ‖E‖ if and
only if E is a symmetric matrix or E = aI +U where a ∈R and UT =−U .
Proof. In the case of E ∈R2×2, we take E = [ a b
c d
]
where a, b, c and d ∈R. Then
Es =
[
a 12 (b+ c)
1
2 (b+ c) d
]
, Eu =
[
0 12 (b− c)
1
2 (c− b) 0
]
.
Thus, ρ(Es)= 12 (|a + d| +
√
(a − d)2 + (b+ c)2 ) and ρ(Eu)= 12 |b− c|. Hence
φ2(E)= 1
2
(
a2 + b2 + c2 + d2 + |a + d|
√
(a − d)2 + (b+ c)2
)
. (13)
On the other hand,
‖E‖2 = λmax
(
ETE
)
= 1
2
(
a2 + b2 + c2 + d2 +
√
(a2 − b2 + c2 − d2)2 + 4(ab+ cd)2
)
. (14)
Taking notice of
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a2 − b2 + c2 − d2)2 + 4(ab+ cd)2 − (a + d)2[(a − d)2 + (b+ c)2]
= (c2 − b2)2 + 2(a2 − d2)(c2 − b2)
+ [2(ab+ cd)+ (a + d)(b+ c)](a − d)(b− c)
= (c2 − b2)2 + (a − d)(c− b)[(a + d)(b+ c)− 2ab− 2cd]
= (c2 − b2)2 + (a − d)2(c− b)2  0, (15)
we have φ(E) ‖E‖ from (13) and (14). Moreover, (c2 − b2)2 + (a − d)2(c− b)2 = 0 if
and only if c= b or a = d and c=−b. Thus, φ(E)= ‖E‖ if and only if E is a symmetric
matrix or E = aI +U (UT =−U). This completes the proof. ✷
Lemma 5. For any real matrix E ∈ Rn×n, φ(E) = ‖E‖ if E is a symmetric matrix or
E = aI +U where a ∈R and U ∈Rn×n (UT =−U).
Proof. It is evident that φ(E) = ρ(E) = ‖E‖ for a symmetric matrix E. When E =
aI +U with UT =−U ,
φ2(E)= ρ2(Es)+ ρ2(Eu)= a2 + ρ2(U). (16)
Taking notice of ETE = a2I +UTU we have
‖E‖2 = λmax
(
ETE
)= a2 + λmax(UTU)= a2 + ‖U‖2. (17)
Since ρ(U)= ‖U‖ when UT =−U , (16) and (17) yield φ(E)= ‖E‖. This completes the
proof. ✷
3. Main results
Theorem 1. The linear system (2) is α-stable for some α > 0 if there exists an invertible
matrix P ∈Cn×n such that the following inequality is satisfied:
ξ1 µ
(
P−1A0P
)+ m∑
j=1
φ(A˜j ) < 0, (18)
where φ(A˜j )=
√
ρ2(A˜sj )+ ρ2(A˜uj ), and
A˜j = P−1AjP, A˜sj = 12
(
A˜j + A˜∗j
)
, A˜uj = 12
(
A˜j − A˜∗j
)
. (19)
The convergence rate α is given by α = β − + where β > 0 is the unique positive solution
of the following equation
µ
(
P−1A0P
)+ β + m∑
j=1
φ(A˜j ) exp(τjβ)= 0 (20)
and + is any positive number such that + < β .
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Ω(s)= det
[
sI −A0 −
m∑
j=1
Aj exp(−τj s)
]
= 0, ∀Re(s)−α. (21)
This is equivalent to
s = λi
[
A0 +
m∑
j=1
Aj exp(−τj s)
]
, ∀Re(s)−α, ∀i ∈Λn1 . (22)
Define
f (z) µ
(
P−1A0P
)+ z+ m∑
j=1
φ(A˜j ) exp(τj z), z ∈ [0,∞). (23)
Then, f is a strictly increasing function of z and f (z)→∞ as z→∞. It follows from
condition (18) that f (0) = ξ1 < 0. Hence, there exists a unique positive constant β > 0
such that (20) holds and f (α)= f (β − +) < 0. According to Lemma 2, it can be deduced
that, for any invertible matrix P ,
max
i∈Λn1
{
Re
[
λi
(
A0 +
m∑
j=1
Aj exp(−τj s)
)]}
= max
i∈Λn1
{
Re
[
λi
(
P−1A0P +
m∑
j=1
P−1AjP exp(−τj s)
)]}
 µ
(
P−1A0P +
m∑
j=1
A˜j exp(−τj s)
)
 µ
(
P−1A0P
)+ m∑
j=1
µ
(
A˜j exp(−τj s)
)
. (24)
It follows from Lemma 3 that
µ
(
A˜j exp(−τj s)
)
 φ(A˜j ) exp(τjα), ∀Re(s)−α. (25)
Therefore
max
i∈Λn1
{
Re
[
λi
(
A0 +
m∑
j=1
Aj exp(−τj s)
)]}
 µ
(
P−1A0P
)+ m∑
j=1
φ(A˜j ) exp(τjα)= f (α)− α <−α,
∀Re(s)−α, (26)
which implies that (22) holds. The proof is completed. ✷
368 D.Q. Cao et al. / J. Math. Anal. Appl. 283 (2003) 362–374Because A0 is a Hurwitz matrix, it is possible to choose an invertible matrix P such that
µ(P−1A0P) < 0. If A0 is diagonalisable, i.e., there exists a invertible matrix P ∈ Cn×n
such that
P−1A0P =D  diag
[
λi(A0)
]
, (27)
the following corollary follows directly from Theorem 1.
Corollary 1. If A0 is diagonalisable, then the linear system (2) is α-stable for some α > 0
if the following inequality is satisfied:
ξ2 max
i∈Λn1
{
Re
(
λi(A0)
)}+ m∑
j=1
φ(A˜j ) < 0, (28)
where φ(A˜j ) is defined by (19). The convergence rate α is given by α = β− + where β > 0
is the unique positive solution of the following equation
max
i∈Λn1
{
Re
(
λi(A0)
)}+ β + m∑
j=1
φ(A˜j ) exp(τjβ)= 0 (29)
and + is any positive number such that + < β .
Remark 1. Using Lemma 4 it is easy to prove that if the linear system (2) is a two-
dimensional real system, then
µ
(
P−1A0P
)+ m∑
j=1
φ(A˜j ) µ
(
P−1A0P
)+ m∑
j=1
‖A˜j‖. (30)
The equality in (30) holds if and only if P−1AjP (j ∈ Λm1 ) are symmetric matrix or
P−1AjP = ajI +Uj (aj ∈ R and UTj =−Uj , j ∈Λm1 ). Therefore, for a two-dimensional
real system, the criterion (18) in Theorem 1 is less conservative than that in Theorem 1
derived by Sun and Hsieh [27]. Similar conclusion can be worked out between the criterion
(28) in Corollary 1 and that in Corollary 1 of Sun and Hsieh [27].
Remark 2. From Lemma 5, for a linear n-dimensional real system (2), if P−1AjP
(j ∈Λm1 ) are symmetric matrix orP−1AjP = aj I+Uj (aj ∈R andUTj =−Uj , j ∈Λm1 ),
we have
µ
(
P−1A0P
)+ m∑
j=1
φ(A˜j )= µ
(
P−1A0P
)+ m∑
j=1
‖A˜j‖. (31)
Thus, in this special case, our criterion is equivalent to that derived by Sun and Hsieh [27].
In general, it is not easy to compare our stability criterion and that in [27]. The numerical
examples given in Section 4, however, show that our criterion provides a much less
conservative result.
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delays{
x˙(t)= (A0 + k0E0)x(t)+∑mj=1(Aj + kjEj )x(t − τj ), t  0,
x(t)= θ(t), t ∈ [−τ,0], (32)
where Ej (j ∈Λm0 ) are known constant matrices, kj (j ∈Λm0 ) are uncertain parameters.
Letting K = [k0; k1; . . . ; km]T, the problem is to find the criteria such that the system (32)
is exponentially stable for any K ∈Ω ⊂Rm+1 where
Ω = {|kj | k¯j , j ∈Λm0 } (33)
for given nonnegative constants k¯j ∈R+ (j ∈Λm0 ).
Theorem 2. The linear system (32) is α-stable for any K ∈Ω ⊂ Rm+1 if there exists an
invertible matrix P ∈Cn×n such that the following inequality is satisfied:
ξ3 µ
(
P−1A0P
)+ m∑
j=1
φ(A˜j )+
m∑
j=0
k¯j φ(E˜j ) < 0, (34)
where φ(A˜j ) (j ∈Λm1 ) are defined by (19) in Theorem 1, φ(E˜j )=
√
ρ2(E˜sj )+ ρ2(E˜uj )
(j ∈Λm0 ), and
E˜j = P−1EjP, E˜sj = 12
(
E˜j + E˜∗j
)
, E˜uj = 12
(
E˜j − E˜∗j
)
. (35)
The convergence rate α is given by α = β − + where β > 0 is the unique positive solution
of the following equation
µ
(
P−1A0P
)+ k¯0φ(E˜0)+ β + m∑
j=1
(
φ(A˜j )+ k¯j φ(E˜j )
)
exp(τjβ)= 0 (36)
and + is any positive number such that + < β .
Proof. Taking notice of
φ
(
kjP
−1EjP
)
 |kj |φ(E˜j ) k¯j φ(E˜j ), j ∈Λm0 , (37)
and following the same procedures in the proof of Theorem 1, it is easy to obtain the
conclusion of the theorem. ✷
Corollary 2. If A0 is diagonalisable, i.e., there exists a invertible matrix P ∈ Cn×n such
that (27) holds, then the linear system (32) is α-stable for any K ∈ Ω ⊂ Rm+1 if the
following inequality is satisfied:
ξ4 max
i∈Λn1
{
Re
(
λi(A0)
)}+ m∑φ(A˜j )+ m∑ k¯j φ(E˜j ) < 0, (38)
j=1 j=0
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is given by α = β− + where β > 0 is the unique positive solution of the following equation
max
i∈Λn1
{
Re
(
λi(A0)
)}+ k¯0φ(E˜0)+ β + m∑
j=1
(
φ(A˜j )+ k¯j φ(E˜j )
)
exp(τjβ)= 0 (39)
and + is any positive number such that + < β .
Proof. It follows directly from Theorem 2. ✷
4. Illustrative examples
Example 1. Consider the linear system with multiple time delays worked out by Sun and
Hsieh [27]{
x˙(t)=A0x(t)+A1x(t − 1)+A2x
(
t −√3 ), t  0,
x(t)= θ(t), t ∈ [−√3,0], (40)
where θ(t) ∈R2×1 is a given continuous function, and
A0 =
[−7 −1
0.5 −5.5
]
, A1 =
[
10.1 14.2
−6.6 −10.2
]
, A2 =
[−5.2 −6.2
3.6 5.1
]
.
Comparing (40) with (2), we have m= 2, τ1 = 1, τ2 =
√
3. Taking1
P =
[
2 −1
−1 1
]
(41)
it can be computed that µ(P−1A0P) = −6.0, φ(A˜1) = φ(P−1A1P) = 3.1203 and
φ(A˜2)= φ(P−1A2P)= 2.1299. Therefore
ξ1 = µ
(
P−1A0P
)+ φ(A˜1)+ φ(A˜2)=−0.7498. (42)
Moreover, the unique positive root of Eq. (20) is β = 0.0907. It follows from Theorem 1
that the system (40) is α-stable with α = 0.09 by selecting + = 0.0007. The stability
criterion in [27] gives α = 0.04. This implies that, for a two-dimensional real system, our
result is less conservative than that in [27].
Example 2. Consider the following three-dimensional system with multiple time delays{
x˙(t)=A0x(t)+A1x(t − τ1)+A2x(t − τ2), t  0,
x(t)= θ(t), t ∈ [−2,0], (43)
where θ(t) ∈R3×1 is a given continuous function, τ1 = 1, τ2 = 2, and
1 In Sun and Hsieh [27], the matrix P was chosen to be [−1 21 1]. However, one cannot get µ(P−1A0P )=−6.0
and other results stated in [27] by using this matrix. It could be a slip of the pen.
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[−6.48 2.14 −1.58
−3.92 −2.92 −3.35
−0.48 2.14 −7.58
]
, A1 =
[ 1.0 1.4 0.1
−0.6 −1.0 0.22
0.35 0.26 0.22
]
,
A2 =
[−0.5 −0.6 0.2
0.36 0.52 −0.32
0.2 0.4 0.3
]
.
Taking an invertible matrix
P =
[2 1 1
1 4 −2
2 1 −3
]
, (44)
it can be computed that µ(P−1A0P) = −5.4856, φ(A˜1) = 3.2215, φ(A˜2) = 1.2254,
‖A˜1‖ = ‖P−1A1P‖ = 4.4622 and ‖A˜2‖ = ‖P−1A2P‖ = 1.6062. Therefore
ξ1 = µ
(
P−1A0P
)+ φ(A˜1)+ φ(A˜2)=−1.0387. (45)
Moreover, the unique positive root of Eq. (20) is β = 0.1423. It follows from Theorem 1
that the system (43) is α-stable with α = 0.14 by selecting + = 0.0023. Since
µ
(
P−1A0P
)+ ∥∥P−1A1P∥∥+ ∥∥P−1A2P∥∥= 0.5828> 0, (46)
the stability criterion in Theorem 1 derived by Sun and Hsieh [27] cannot be satisfied. This
shows that our criterion may complement Theorem 1 of Sun and Hsieh [27] in testing the
exponential stability of high-dimensional ( 3) system.
In order to compare our result with the criteria derived by Niculescu et al. [28], taking
the same transformation matrix P and using the measure of matrix P−1A0P by letting
kA = 1 and ηA =−µ(A)=−µ(P−1A0P), we can obtain
kA
ηA
(‖Ad1‖+ ‖Ad2‖)= ‖P−1A1P‖ + ‖P−1A2P‖−µ(P−1A0P) =
4.4622+ 1.6062
5.4856
= 1.1062> 1.
Thus, the delay-independent criterion (Theorem 3) in [28] is not available in this example.
On the other hand, letting k = 1 and η=−µ(P−1(A0 +A1 +A2)P ), the delay-dependent
criterion (Theorem 4) in [28] gives
τ¯ <
η
k
∑2
i=1(‖AdiA‖+
∑2
i=1 ‖AdiAdj ‖)
= 0.0852,
where A = P−1A0P and Adi = P−1AiP (i = 1,2). Therefore, according to Theorem 4
in [28] the system (43) is exponentially stable if τ1, τ2  τ¯ < 0.0852. This shows that, in
this example, our criterion is less conservative than those proposed in [28]. It is worth to be
noted that both delay-independent and delay-dependent criteria of [28] are for nonlinear
systems with time-varying delays, whereas our criterion is for linear systems with time-
invariant delays.
Example 3. Consider the following three-dimensional uncertain system with multiple time
delays
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{
x˙(t)= (A0 + k0E0)x(t)+ (A1 + k1E1)x(t − 1)+ k2E2x(t − 2), t  0,
x(t)= θ(t), t ∈ [−2,0], (47)
where θ(t) ∈C3×1 is a given continuous function,
A0 =
[−6.48 2.14 −1.58
−3.92 −2.92 −3.35
−0.48 2.14 −7.58
]
, A1 =
[ 1.0 0.0 0.1
−0.6 −1.0 0.22
0.0 0.26 0.22
]
and
E0 =
[ 0 0.2 0
−0.3 −0.2 0
0 0.3 1.0
]
, E1 =
[ 0.3 0.5 0.1
−0.1 0.0 −0.2
0.3 0.0 0.2
]
,
E2 =
[−0.3 −0.2 0.0
−0.4 0.1 0.0
0.0 0.0 0.2
]
.
The bounds of uncertain parameters are given as |k0|  k¯0 = 0.6, |k1|  k¯1 = 0.8,
|k2| k¯2 = 0.4.
Comparing (47) with (32), we have m = 2, τ1 = 1, τ2 = 2. Using the same matrix
P introduced in Example 2 it can be computed that µ(P−1A0P) = −5.4856, φ(A˜1) =
1.7967, φ(E˜0)= 1.7462, φ(E˜1)= 1.1588 and φ(E˜2)= 0.5392. Therefore
ξ3 = µ
(
P−1A0P
)+ φ(A˜1)+ 2∑
j=0
k¯j φ(E˜j )=−1.4984. (48)
Moreover, the unique positive root of Eq. (36) is β = 0.3124. It follows from Theorem 2
that the system (47) is α-stable with α = 0.31 by selecting + = 0.0024.
5. Conclusion
In this article, we have studied the exponential stability of uncertain linear systems
with multiple time delays. Using the characteristic function, α-stability criteria have been
derived in terms of scalar inequalities involving spectral radius and matrix measure. The
estimation of the convergence rate α can be easily calculated using the results obtained.
For two-dimensional time-invariant linear systems, the proposed stability criteria have
been shown to be less conservative than those in [27]. For linear systems with multiple
time-invariant delays, numerical examples are given to further show that the new stability
criteria are more powerful comparing to those in [27] and [28].
Acknowledgments
The authors would like to thank referees for their constructive comments and valuable suggestions. This work
is partly supported by the Sichuan Provincial Academic Foundation of People’s Republic of China.
D.Q. Cao et al. / J. Math. Anal. Appl. 283 (2003) 362–374 373References
[1] J.K. Hale, Theory of Functional Differential Equations, Springer-Verlag, New York, 1997.
[2] L. Dugard, E.I. Verriest (Eds.), Stability and Control of Time-Delay Systems, Lecture Notes in Control and
Inform. Sci., Vol. 28, Springer-Verlag, London, 1998.
[3] T. Mori, N. Fukuma, M. Kuwahara, On the estimate of the delay rate for stable linear delay systems, Internat.
J. Control 36 (1982) 95–97.
[4] J.K. Hale, E.F. Infante, F.-S.P. Tsen, Stability in linear delay equations, J. Math. Anal. Appl. 105 (1985)
533–555.
[5] H. Bourles, α-stability of systems governed by a functional differential equation extension of results
concerning linear delay systems, Internat. J. Control 45 (1987) 2233–2234.
[6] T. Mori, H. Kokame, Stability of X˙ = AX(t) + BX(t − τ ), IEEE Trans. Automat. Control AC-34 (1989)
460–462.
[7] S.S. Wang, Further results on stability of X˙ = AX(t)+ BX(t − τ ), Systems Control Lett. 19 (1992) 165–
168.
[8] Y. Li, K.L. Nagpal, E.B. Lee, Stability analysis of polynomials with coefficients in disks, IEEE Trans.
Automat. Control 37 (1992) 509–513.
[9] J.-H. Su, I.-K. Fong, C.-L. Tseng, Stability analysis of linear systems with time delay, IEEE Trans. Automat.
Control 39 (1994) 1341–1344.
[10] E. Cheres, Z.J. Palmor, S. Gutman, Quantitative measures of robustness for systems including delayed
perturbations, IEEE Trans. Automat. Control AC-34 (1989) 1203–1204.
[11] T.-J. Su, C.-G. Huang, Robust stability of delay dependence for linear uncertain systems, IEEE Trans.
Automat. Control 37 (1992) 1656–1659.
[12] C.-H. Lee, T.-H. Li, F.-C. Kung, A new approach for the robust stability of perturbed systems with a class
of noncommensurate time delays, IEEE Trans. Circuits Systems I Fund. Theory Appl. 40 (1993) 605–608.
[13] H. Trinh, M. Aldeen, Stability robustness bounds for linear systems with delayed perturbations, IEE Proc.
Control Theory Appl. 142 (1995) 345–350.
[14] Y.-J. Sun, J.-G. Hsieh, Y.-C. Hsieh, Exponential stability criterion for uncertain retarded systems with
multiple time-varying delays, J. Math. Anal. Appl. 201 (1996) 430–446.
[15] X. Li, C. de Souza, Criteria for robust stability and stabilization of uncertain linear systems with time delays,
Automatica 33 (1997) 1657–1662.
[16] H. Trinh, M. Aldeen, On robustness and stabilization of linear systems with delayed nonlinear perturbations,
IEEE Trans. Automat. Control 42 (1997) 1005–1007.
[17] B. Xu, Stability robustness bounds for linear systems with multiple time-varying delayed perturbations,
Internat. J. Systems Sci. 28 (1997) 1311–1317.
[18] C. Hou, F. Gao, J. Qian, Stability criterion for linear systems with nonlinear delayed perturbations, J. Math.
Anal. Appl. 237 (1999) 573–582.
[19] S. Boyd, L.E. Ghaoui, E. Feron, V. Banakrishnan, Linear Matrix Inequalities in System and Control Theory,
SIAM, Philadelphia, 1994.
[20] Y.-Y. Cao, Y.-X. Sun, Robust stabilization of uncertain systems with time-varying multi-state-delay, IEEE
Trans. Automat. Control 43 (1998) 1484–1488.
[21] S.-I. Niculescu, H∞ memoryless control with an α-stability constraint for time-delay systems: An LMI
approach, IEEE Trans. Automat. Control 43 (1998) 739–743.
[22] L. Yu, Stability robustness analysis of linear systems with delayed perturbations, J. Franklin Inst. 336 (1999)
755–765.
[23] B. Xu, Stability criteria for linear time-invariant systems with multiple delays, J. Math. Anal. Appl. 252
(2000) 484–494.
[24] Y.-Y. Cao, J. Lam, Computation of robust stability bounds for time-delay systems with nonlinear time-
varying perturbations, Internat. J. Systems Sci. 31 (2000) 359–365.
[25] P.-L. Liu, T.-L. Kang, T.-J. Su, Robust stabilization of parameter perturbed systems with delayed states and
control delay, J. Chinese Inst. Engrg. 24 (2001) 781–789.
[26] T.-J. Su, C.-Y. Lu, J.S.-H. Tsai, LMI approach to delay-dependent robust stability for uncertain time-delay
systems, IEE Proc. Control Theory Appl. 148 (2001) 209–212.
374 D.Q. Cao et al. / J. Math. Anal. Appl. 283 (2003) 362–374[27] Y.-J. Sun, J.-G. Hsieh, On α-stability criteria of nonlinear systems with multiple time delays, J. Franklin
Inst. 335B (1998) 695–705.
[28] S.-I. Niculescu, C.E. de Souza, L. Dugard, J.-M. Dion, Robust exponential stability of uncertain systems
with time-varying delays, IEEE Trans. Automat. Control 43 (1998) 743–748.
[29] R.D. Driver, Ordinary and Delay Differential Equations, Springer-Verlag, New York, 1997.
[30] C.A. Desoer, M. Vidyasagar, Feedback Systems: Input-Output Properties, Academic Press, New York, 1975.
