We study classes of matrices defined by various normality properties with respect to an indefinite (complex) inner product. The relationships between many such properties, all of them equivalent to the normality in case of a definite inner product, are described. In particular, a "canonical form" is developed for the class of matrices that are polynomials of a selfadjoint matrix.
Introduction
An indefinite inner product in C n (where by C we denote the field of complex numbers) is a sesquilinear form [x, y], x, y ∈ C n , defined by an equation Here ·, · is the standard Euclidean inner product in C n , and H is an invertible Hermitian matrix H ∈ C n×n . For a matrix X ∈ C n×n , we denote by X [ * ] H or, if there is no risk of confusion, by X
[ * ] , the adjoint of X with respect to H, or, in short, H-adjoint; that is X [ * ] := H −1 X * H. Here and throughout the paper, X * stands for the conjugate transpose of the matrix X. A matrix X ∈ F n×n is called H-selfadjoint if X = X [ * ] , H-skewadjoint
, and H-unitary if X is invertible and X [ * ] = X −1 . A more general class of H-normal matrices X is defined by the property that X commutes with X [ * ] .
In recent years, normal matrices with respect to an indefinite inner product have been intensively studied, from various points of view: classification [9] , [10] , [11] , [13] , [14] , [15] , [22] , numerical ranges [18] , [20] , polar decompositions [3] , [21] . The general problem of classification of H-normal matrices has been posed in [8] .
In case of the definite inner product (H = I, or, more generally, H is a definite matrix), the property of being an H-normal matrix can be expressed in many equivalent ways, see [12] , [5] . In contrast, in the indefinite case many of these ways are not equivalent anymore, and define various classes of matrices. In this paper, we consider in the context of indefinite inner products many statements that are equivalent to normality in the case of definite inner products. In Section 3 we classify the classes of matrices defined by these statements in relation to the classes of H-selfadjoint, H-skewadjoint, H-unitary, and H-normal matrices.
One important motivation for this classification comes from the problem of finding a canonical form for H-normal matrices. For H-selfadjoint and H-skewadjoint matrices, there exist well-known canonical forms (see Theorem 1 in Section 2 for the H-selfadjoint matrices, and [24] , for example, for the H-skewadjoint matrices). Canonical forms have also been developed for H-unitary matrices [8] , [10] , and for block-Toeplitz H-normal matrices that have been introduced and studied in [10] , [11] . On the other hand, in [9] it was shown that the problem of finding a canonical form for general H-normal matrices is at least as complicated as finding a canonical form for a pair of commuting matrices under simultaneous similarity. Thus, the problem seems to be unsolvable from a certain point of view, although in the particular cases when H has not more than two negative eigenvalues the problem was resolved completely [9] , [14] , [15] . Therefore, it makes sense to study the proper subclasses of the class of H-normal matrices that contain all Hselfadjoint, H-skewadjoint, and H-unitary matrices. These classes are in particular the class of polynomially H-normal matrices X, which are defined by the property that X
[ * ] is a polynomial of X, and and the class of polynomials of H-selfadjoint (or of H-skewadjoint) matrices. We focus on these classes in Section 4, where we prove in particular that every polynomially H-normal matrix is block-Toeplitz and give a canonical form for matrices that are polynomials of H-selfadjoints.
Throughout the paper, H denotes a Hermitian n × n nonsingular complex matrix if it is not explicitly stated otherwise. Furthermore, we use the following notation: N = {1, 2, · · ·}, R is the field of real numbers, I p is the p × p identity matrix. J p (λ) is the p × p upper triangular Jordan block with eigenvalue λ; Z p is the p × p matrix with ones on the main anti-diagonal and zeros elsewhere, i.e., For a given X ∈ C n×n we denote by A X and S X the H-selfadjoint and H-skewadjoint parts of X, respectively, i.e., A X = 1 2 (X + X [ * ] ) and S X = 1 2 (X − X [ * ] ).
X 1 ⊕ · · · ⊕ X k stands for the block diagonal matrix with the diagonal blocks X 1 , . . . , X k (in that order).
By σ(M ), we denote the spectrum, i.e., the set of eigenvalues, of the matrix M . On occasions, we would like to indicate not only the eigenvalues, but also their algebraic multiplicities. For that purpose, for an n × n matrix M , we use the notation
where the right hand side is a multiset (i.e., repititions of elements are allowed) of eigenvalues of M in which every eigenvalue is repeated according to its algebraic multiplicity.
Preliminaries
In this section we will review several forms of decompositions for H-selfadjoint and Hnormal matrices. We start with H-selfadjoints.
Theorem 1 Let A ∈ C
n×n be H-selfadjoint. Then there exists a nonsingular matrix P ∈ C n×n , such that
where A j , H j are of the same size and each pair (A j , H j ) has one and only one of the following forms.
1. Blocks associated with real eigenvalues:
3)
where λ 0 ∈ R, p ∈ N, and ε ∈ {1, −1}.
Blocks associated with a pair of nonreal eigenvalues:
A j = J p (λ 0 ) 0 0 J p (λ 0 ) and H = 0 Z p Z p 0 ,(2.
4)
where λ 0 ∈ C\R and p ∈ N.
Moreover, the form (P −1 AP, P * HP ) of (A, H) is uniquely determined up to a permutation of blocks, and is called the canonical form of (A, H).
This result is well-known; complete proofs are given in [8] , [24] , for example.
Indecomposability (see [9] , [14] , [15] ) is a key concept in studies of H-normal matrices. A matrix A is called indecomposable, or more precisely H-indecomposable, if there is no non-trivial subspace V ∈ F n such that V is H-nondegenerate and invariant for both A and A [ * ] . Clearly, every matrix can be decomposed as a direct sum of indecomposable matrices. Moreover, A is H-normal if and only if each its indecomposable constituent is normal with respect to the indefinite inner product induced by H on the corresponding Aand A
[ * ] -invariant subspace.
Next, we review a form of decomposition for H-normal matrices. This form is closely related to the decompositions of H-normal matrices that have been derived and used in [9] , [14] . However, the form presented here will not only give information on X, but also on the selfadjoint and skewadjoint parts of X. See [21] for a full proof.
Theorem 2 Let X ∈ C n×n be H-normal. Furthermore, let X = A + S, where A = A X is H-selfadjoint and S = S X is H-skewadjoint. Then there exists a nonsingular matrix P ∈ C n×n such that
where, for each j, the matrices X j , A j , S j and H j have the same size. Furthermore, each X j is indecomposable and the corresponding blocks S j and A j have at most two distinct eigenvalues each. Moreover, the following conditions are satisfied.
1. If σ(A j ) = {λ 0 } and σ(S j ) = {µ 0 }, then λ 0 is real, µ 0 is purely imaginary and σ(X j ) = {λ 0 + µ 0 }, 2. If A j or S j has two distinct eigenvalues, then
, and H j = 0 I I 0 .
Furthermore, we have σ(A j1 ) = {λ j } and σ(S j1 ) = {µ j } for some λ j , µ j ∈ C and σ(X j ) = {λ j + µ j , λ j − µ j }, where
An H-normal matrix X is called block-Toeplitz if every indecomposable block of X has either only one Jordan block or two Jordan blocks with distinct eigenvalues. The concept of block-Toeplitz H-normal matrices was introduced and studied in [10] , [11] . The reason for the notion "block-Toeplitz H-normal" is obvious by the following theorem (proved in [10] ).
Theorem 3 Let X ∈ C n×n . Then X is block-Toeplitz H-normal if and only if there exists a nonsingular matrix P ∈ C n×n such that
where, for each j, the matrices X j and H j have the same size, X j is indecomposable, and the pair (X j , H j ) has one and only one of the following forms.
1. H j = εZ p , where ε ∈ {1, −1} and X j is an upper triangular Toeplitz matrix with nonzero superdiagonal element, i.e.,
7)
where x 1 = 0.
2. X j and H j have the form
where X j1 and X j2 are upper triangular Toeplitz matrices with nonzero superdiagonal elements and the spectra of X j1 and X j2 are disjoint.
Corollary 4 Every matrix that is H-selfadjoint, or H-skewadjoint, or H-unitary, is blockToeplitz.
Normality in spaces with indefinite inner products
In the following we discuss which of the conditions listed in [12] and [5] are equivalent to H-normality and which are equivalent to H-normality under some extra hypothesis. For the sake of the reader's direct reference, we assign to these conditions the same numbers as in the lists of [12] and [5] . Clearly, we have to adapt some terms in the conditions to the case of indefinite inner product, i.e., we have to replace terms like "conjugate transpose", "Hermitian", etc. by their corresponding terms in indefinite inner products, i.e., by "adjoint", "H-selfadjoint", etc. Also, several conditions listed in [12] and [5] require that some Hermitian, skew-Hermitian, or unitary matrices have distinct eigenvalues. This requirement will be replaced by the requirement that the corresponding H-selfadjoint, Hskewadjoint, or H-unitary matrix are nonderogatory. In the case of definite inner products, the restrictions "to have distinct eigenvalues" and "to be nonderogatory" are the same for these sets of matrices, but in the case of indefinite inner products, they are not, since Hselfadjoint, H-skewadjoint, and H-unitary matrices need not be diagonalizable. Therefore, we prefer the term "nonderogatory" instead of "having distinct eigenvalues".
Let us return to the lists in [12] and [5] . The conditions (1)-(89) listed there can be supplemented by the following conditions: (90) X is H-normal. (The overbar denotes complex conjugation of every entry.) (91) There exists a polynomial p and an H-selfadjoint matrix A such that X = p(A).
(92) There exists a polynomial p and an H-skewadjoint matrix S such that X = p(S).
In the case H = I, each of these conditions is easily seen to be equivalent to normality.
In the following subsections, we discuss the conditions (1)-(92) and their relations to H-normal matrices. First, let us introduce the following notation.
Furthermore, we denote by T (H) the set of all H-selfadjoint, H-skewadjoint, or H-unitary matrices, i.e.,
T (H) := A(H) ∪ S(H) ∪ U(H).
The matrices in the set T (H) will be called trivially H-normal. We classify the conditions (1)-(92) (except those noted in (a)-(c) below) into the following classes of conditions depending on their relation to the set of H-normal matrices.
3.1 Conditions that are not true for all trivially H-normal matrices, i.e., conditions that define a set M of matrices such that
Conditions that are true for all trivially H-normal matrices, and that are sufficient, but not necessary for H-normality, i.e., conditions that define a set M of matrices such that
3.3 Conditions that are equivalent to H-normality, i.e., conditions that define a set M of matrices such that M = N (H) 3.4 Conditions that are necessary, but not sufficient for H-normality, i.e., conditions that define a set M of matrices such that
Conditions that are true for all H-selfadjoint, H-skewadjoint, and H-unitary matrices, but that are neither sufficient nor necessary for H-normality, i.e., conditions that define a set M of matrices such that
In the present paper, we do not consider the following conditions among (1)- (92) In connection with (b) and (c) above note that a generalization of the singular value decomposition in spaces with indefinite inner products was obtained in [4] . However, a decomposition X = U DV , where U and V are H-unitary and D is diagonal, need not exist, even not in the case when X is H-selfadjoint. Furthermore, although an analogue of the Moore-Penrose inverse could be defined via the generalization of the singular value decomposition, at present there is no theory of such indefinite generalizations of MoorePenrose inverses, and in particular, it is not clear if they always exist. As for conditions (a), note that not for every X ∈ C n×n there exists an H-selfadjoint A such that
(compare Theorems 2.1 and 3.1 in [23] , for example; this and other related properties are sorted out in [23] regarding robustness). Furthermore, it is an open problem whether every H-normal matrix X has an H-polar decomposition, i.e., a factorization of the form X = U A, where A is H-selfadjoint and U is H-unitary. A partial answer to the question whether having an H-polar decomposition with commuting factors A and U (assuming such decomposition exists to start with) is equivalent to H-normality can be found in [21] . There, it was shown that every nonsingular H-normal matrix has an H-polar decomposition with commuting factors. On the other hand, examples of singular H-normal matrices were presented in [21] that admit an H-polar decomposition but do not allow H-polar decompositions with commuting factors.
Conditions that are not true for trivially H-normal matrices
Some of the conditions of the lists in [12] and [5] are obviously not satisfied for H-normal matrices. As a matter of fact, they already fail for the more restrictive class T (H). These conditions are out of interest if one tries to find classes of H-normal matrices that contain all important special cases. Conditions of this type include those that state explicitly or implicitly that X is diagonalizable: (11), (13)- (16), (72), (83), and (87); and those that H-selfadjoint, H-skewadjoint, or H-unitary matrices have only real eigenvalues, purely imaginary eigenvalues, or eigenvalues of modulus one, respectively: (35) and (36).
The H-numerical range of a matrix X ∈ C n×n is defined by
Here [x, y] = Hx, y is the indefinite inner product induced by H. Numerical ranges in the context of indefinite inner products have been studied recently in [18] , [19] , [20] ; in particular, it is well known (see [2] , for example), that W H (X) is always convex. However, W H (X) may be unbounded, i.e., the H-numerical radius sup{|z| : z ∈ W H (X)} may be infinite. The indefinite inner product analogues of the conditions (66)- (70) that involve numerical ranges and numerical radii (in the conditions (69) and (70) x * Ax should be replaced by [Ax, x]) all fail for an H-selfadjoint matrix whose H-numerical radius is infinite and H-numerical range does not intersect eigenvalues, for example,
Further conditions that are generally not true for the class T (H) are the following.
(8) For any H-unitary U for which
with B 11 square, the matrix B 12 = 0.
(81) The function f v (t) = log e tX v is convex on R for any vector v ∈ C n×n .
(88) If C k (X) is the kth compound (the matrix whose entries are k × k minors of X), then
where (M ) is the spectral radius of a matrix M ∈ C n×n .
Proofs and comments. Conditions (8) and (56) fail for the H-selfadjoint matrix J p (λ), where λ ∈ R, H = Z p , and U = I p . Next, consider H = Z 2 and the H-selfadjoint matrix
Then (53)- (55) and (57) fail. Condition (64) is true for H-selfadjoint and H-skewadjoint matrices, but fails for H-unitary matrices. For example, consider H = Z 2 and
Since each of (81) and (88) is equivalent to normality, i.e., H-normality with H = I, each is violated for any H-selfadjoint matrix X which is not I-normal, for example,
Finally, we verify that (51) fails for H-selfadjoint matrices. More precisely, we will show that there exist 4 × 4 H-selfadjoint matrices X with distinct non-real eigenvalues {λ 1 , λ 2 = λ 1 , λ 3 , λ 4 = λ 3 } such that the identity
where a 1 , a 2 , b 1 , b 2 , c 1 , c 2 ∈ C, may hold true only when c 1 + c 2 = 0. To see this, let
∈ R, bd = 0, be two pairs of complex conjugate numbers. For every permutation π of the set {1, 2, 3, 4} consider the 4×5 matrix K = K(a, b, c, d; π) whose j-th row is Let X be a 4 × 4 H-selfadjoint matrix having the eigenvalues λ 1 , λ 2 , λ 3 , and λ 4 . If (3.9) were true for some a 1 , a 2 , b 1 , b 2 , c 1 , c 2 ∈ C with c 1 + c 2 = 0, then for some permutation π of the {1, 2, 3, 4} we would have 
Conditions that are true for all trivially H-normal matrices,
and that are sufficient, but not necessary for H-normality
, for every B.
(17) There exists a polynomial p such that
(18) X commutes with some nonderogatory H-normal matrix.
(19) X commutes with some nonderogatory H-selfadjoint matrix.
(65) X [ * ] = U X for some H-unitary U .
(91) There exists a polynomial p and an H-selfadjoint matrix A such that X = p(A).
Proofs and comments. Observe that (6) ⇐⇒ (17); this follows from a general result that the algebra generated by the identity and one linear transformation on a finite dimensional vector space coincides with its double commutant (see [17] , p. 113). We shall see later (Theorem 11) that
Thus, it is sufficient to consider the conditions (6), (65), and (91).
Condition (6) is clear for X ∈ T (H). H-normality follows from (6) with B = X.
Condition (65) is clearly true for matrices in the class T (H). Moreover, it follows from [4], Lemma 4.1 that X
[ * ] = U X for some H-unitary U if and only if
and Ker(X) = Ker(
Thus, (65) implies H-normality.
Condition (91) was proved for block-Toeplitz H-normal matrices in [10] . It is clear that (91) implies H-normality. Then X is H-normal and indecomposable (see [9] ). However, (6) ) (see (3.10)). Condition (91) fails as well, since every H-selfadjoint matrix A has to be decomposable for H given by (3.11), as it is easily seen from Theorem 1. But then, also p(A) would be decomposable for any polynomial p.
Conditions that are equivalent to H-normality
(1) p(X) is H-normal for every polynomial p.
(2) X −1 is H-normal (as long as X is nonsingular).
is H-unitary (as long as X is nonsingular).
(as long as X is nonsingular).
(5) X commutes with X −1 X [ * ] (as long as X is nonsingular).
XU is H-normal for every (or for some) H-unitary U .
) (as long as A X is nonsingular).
(27) S
(79) exp(t m X) is H-normal for a sequence (t m ) = 0, converging to zero.
(89) The operator
Note that M X is a description of the Lyapunov operator
Proofs and comments. Most of the proofs are straight forward or proceed exactly as in [12] and [5] . For example, the proof of the sufficiency of condition (79) uses the equality
Condition (89), however, has to be shown in a different way. Therefore, let us compute the adjoint of M X . We use the abbreviation G = H ⊗ H.
From this we obtain:
Thus, conditions (0) and (90) imply the H ⊗ H-normality of M X . On the other hand, if
Comparing the left upper n × n blocks in this equality, we find that B = [b jk ] n j,k = −b 11 I n . The latter equality is true if and only if B = irI n , where r ∈ R. Note that B is H-selfadjoint as a difference of two H-selfadjoints and that the only eigenvalue of B is ir. This is possible if and only if r = 0 (cf. Theorem 1). This implies the H-normality of X.
Conditions that are necessary, but not sufficient for H-normality
We start with H-semidefinite matrices. One can generalize the notion of positive semidefinite matrices to indefinite inner products in at least three ways: An n × n H-selfadjoint matrix B is called H-nonnegative if (1) HB is positive semidefinite; or if (2) there exists an H-selfadjoint matrix C such that B = C 2 ; or if (3) the number of positive (resp. negative) eigenvalues of HB, counted with multiplicities, does not exceed the number of positive (resp. negative) eigenvalues of H, also counted with multiplicities. All three ways are equivalent if H = I, and are mutually not equivalent if H is indefinite (the nonequivalence is easily seen by examples for 2 × 2 matrices, taking H = Z 2 ). Accordingly, we say that an H-selfadjoint matrix B is H-nonnegative (i) if it satisfies the definition (i); i = 1, 2, 3. The H-nonnegative (3) matrices are called H-consistent in [4] .
Conditions that are necessary, but not sufficient for H-normality are:
(28) Every eigenvector of A X is also an eigenvector of S X (as long as A X is nonderogatory).
(29) Every eigenvector of S X is also an eigenvector of A X (as long as S X is nonderogatory).
(30) Every eigenvector of A X is also an eigenvector of X (as long as A X is nonderogatory).
(32) Every eigenvector of S X is also an eigenvector of X (as long as S X is nonderogatory).
(34) If σ m (A X ) = {α 1 , . . . , α n } and σ m (S X ) = {β 1 , . . . , β n } then there exists a permutation of {1, . . . , n} such that
(49) If σ m (X) = {λ 1 , . . . , λ n } then there exists a permutation of {1, . . . , n} such that
(50) If σ m (X) = {λ 1 , . . . , λ n } then there exist a permutation of {1, . . . , n} and a, b ∈ C\{0} such that (30) and (32). Therefore, note that H-normality of X implies that A X and S X commute. Let us assume that A X is nonderogatory. If v = 0 is such that
Since A X is nonderogatory, S X v must be a multiple of v, i.e., v is an eigenvector of S X . This implies (28); and analogously we show that (29), (30), and (32) hold true for H-normal matrices.
3.5 Conditions that are true for all trivially H-normal matrices, but that are neither sufficient nor necessary for H-normality (31) Every eigenvector of X is also an eigenvector of A X .
(33) Every eigenvector of X is also an eigenvector of S X .
Proofs and comments. Condition (9) holds for H-selfadjoints A: Let W be A-invariant and v ∈ W ⊥ , i.e., v * Hw = 0 for all w ∈ W. We have to show Av ∈ W ⊥ . This follows from v * A * Hw = v * HAw = 0 for all w ∈ W. The proof for H-skewadjoint and H-unitary matrices proceeds analogously. Condition (9) implies condition (10) . Conditions (12), (31), and (33) are clearly true for all matrices in the class T (H). (Note that (12) implies (31) and (33), because of
On the other hand consider the example (3.12). There, (9), (10), (12), (31), and (33) are satisfied, but the matrix is not H-normal.
Moreover, consider the example (3.11). We then obtain
Choosing v = 0 1 −1 0 T , we see that (9) , (10), (12), (31), and (33) fail although
Note that (31) and (33) fail already for block-Toeplitz H-normals. To demonstrate that, consider T is an eigenvector of X which is not an eigenvector of A X or of S X .
Proper subclasses of the class of H-normal matrices
In this section we focus on some proper subclasses of H-normal matrices that contain all H-selfadjoint, H-skewadjoint, and H-unitary matrices. Besides the class of matrices defined by condition (65) (this class contains in particular all nonsingular H-normal matrices and thus, from the viewpoint of classification, we have the same problems as in the case of classifying all H-normal matrices), these are the class of matrices that we call polynomially H-normal matrices (see Subsection 4.1) and the class of polynomials of H-selfadjoint matrices (see Subsection 4.2).
Polynomially H-normal matrices
In this section, we focus on the equivalent conditions (6) and (17) of the list in Section 3.2.
A matrix X ∈ C n×n will be called polynomially H-normal if (17) (or (6)) is satisfied. It will turn out that every polynomially H-normal matrix is block-Toeplitz H-normal. Therefore, we will need the following lemma.
Proof. Let H = (h ij ). Then we have the following matrix equation.
Comparing the first columns of each side and noting that a 1 = 0, we find that h 11 = . . . = h m−1,1 = 0. Then, comparing the second columns, we find that h 12 = . . . = h m−2,2 = 0 and
Repeating this procedure, we finally see that H has the structure stated in the lemma.
Theorem 6 Let X ∈ C n×n be polynomially H-normal. Then X is block-Toeplitz H-normal.
Proof. Let X [ * ] = p(X) for a polynomial p. If we denote the H-selfadjoint and Hskewadjoint part of X by A and S, respectively, then we obtain in particular
. Therefore, we may assume that X and H are in the form (2.5) of Theorem 2 and we may consider the blocks separately. There are two cases. Case 1): X has only one eigenvalue.
Without loss of generality, we may assume that the eigenvalue of X is zero, because if
In particular, we may assume that also A and S have only the eigenvalue zero. Now assume furthermore that X is in Jordan canonical form
are the Jordan blocks of maximal size m and X k contains all the Jordan blocks of size smaller than m. We then obtain
Since X, A and S are upper triangular and nilpotent, we find that p A (t) = a 1 t+. . .+a l t l and p S (t) = s 1 t+. . . +s l t l , i.e., the coefficients of p A and p S that correspond to t 0 are both zero. Furthermore, we have by construction of p A and p S that a 1 = 0 or s 1 = 0. Let us assume that a 1 = 0 (if s 1 = 0, an analogous argument applies). Now it follows from Lemma 5 that H has a very special structure. In particular, the first row of the block H 1k is equal to zero. Since H is nonsingular, it follows that there exists at least one p ∈ {1, . . . , k − 1} such that H 1p has a nonzero entry in the first row. It follows from Lemma 5 that this is necessarily the (1, m)-element on the main anti-diagonal of H 1p and furthermore that all the entries on the main anti-diagonal are nonzero, i.e., H 1p is nonsingular. We will show now that it is possible to decompose X and H. Therefore, we distinguish two cases.
Case a): At least one of H 11 and H pp is nonsingular. Say, H 11 is nonsingular. Otherwise we may exchange the blocks H pp and H 11 by block row and column permutations. Note that these permutations have no effect on A and S. Setting
it follows that
, and P −1 SP = p S (X 1 )S 12 0S 22 .
Since P −1 AP is P * HP -selfadjoint, we obtain that H 11Ã12 = 0, i.e.,Ã 12 = 0. Analogously, we find thatS 12 = 0.
Case b) If H 11 and H pp are singular, then necessarily the entries on their main antidiagonals are zero. According to Lemma 5, H 1p and H * 1p have the following form. I −I I I , we obtain that
From the discussion above, it is now clear that the entries on the main anti-diagonal ofH 11 are nonzero, i.e.,H 11 is nonsingular. Transforming H, A, and S by a corresponding transformation that only affects the first and pth block rows and block columns, we find in particular that this transformation has no effect on A or S, since X 1 = X p . Thus, we reduced the problem to Case a).
z. In this case, the proof proceeds analogous to Subcase b1) by takingQ = 
Altogether, we find that in both cases a) and b) there exists a nonsingular matrix R, such that
for some H 1 ∈ C m×m . Clearly X 1 is block Toeplitz H 1 -normal, since it has only one Jordan block. Thus, the rest of Case 1) follows by an induction argument.
Case 2): X has two distinct eigenvalues µ and λ. According to Theorem 2, we may assume that
where X 11 has the eigenvalue µ and X 22 has the eigenvalue λ. Moreover, we may assume without loss of generality that X is indecomposable.
Since X [ * ] = p(X), we have in particular that X * 22 = p(X 11 ). Assume that X 11 is in Jordan canonical form. Then it is clear that X 22 has a block diagonal structure that corresponds to that of X 11 . Therefore, by row and column permutations, we can decompose X and H into corresponding block diagonal forms
Since X is indecomposable, we must have k = 1, i.e., X is block-Toeplitz H-normal.
The following example shows that not every block-Toeplitz H-normal matrix is polynomially H-normal. If p(t) = p 0 + p 1 t + . . . + p m t m is any polynomial, then p(X) = p 0 I + p 1 X. But obviously we have X
[ * ] = p(X). Thus, X is not polynomially H-normal.
Matrices that are polynomials in H-selfadjoint matrices
In this section we focus on the conditions (18), (19) , (91), and (92) of Subsection 3.2. It is our goal to show that all these conditions are equivalent and to present a "canonical form" for these matrices. This requires some preparations.
Then X has an m-th root of the form
If x m , . . . , x n−1 are real and x m > 0 for m even, then R can be chosen to be real.
Proof. Write
and observe that I + Q has an m-th root
where f (t) = (1 + t) 1 m . Now the lemma is obvious.
Lemma 9 Let n > m ∈ N, and
. . , n − 1 and b m = 0. Then there exists a nonsingular matrix P ∈ C n×n such that
. . , n − 1, and b m > 0 if m is even, then P can be chosen such that P * Z n P = Z n .
Proof. Without loss of generality, we may assume λ = µ = 0 (otherwise we substract the diagonals from B and C). Then it follows from Lemma 8 that B has an m-th root R of the form
where r k ∈ C for k = 1, . . . , n − 1 and r 1 = 0. Hence, there exists a nonsingular matrix P ∈ C n×n such that
This implies in particular that
On the other hand, we note that C commutes with J n (0) and therefore, it also commutes with R. But then P −1 CP commutes with P −1 RP = J n (0) and since rank(C) ≤ n − m, we obtain that
. . , n − 1, and b m > 0 (if m is even), then r 1 , . . . , r n−1 can be chosen real. Thus, R is Z n -selfadjoint and by Theorem 1 the matrix P can be chosen so that P * Z n P = Z n and P −1 RP = J n (0).
Lemma 10
Let X ∈ C n×n commute with the nonderogatory H-normal matrix Y ∈ C n×n . Then there exists a nonsingular matrix P ∈ C n×n , such that
where, for each j, the matrices X j and H j have the same size and the pair (X j , H j ) has one and only one of the following forms:
1. H j = εZ p , where ε ∈ {1, −1} and X j is an upper triangular Toeplitz matrix.
where X j1 and X j2 are upper triangular Toeplitz matrices.
In particular, X is H-normal.
Proof. First, we note that a matrix S ∈ C m×m that commutes with an upper triangular Toeplitz matrix T ∈ C m×m with nonzero superdiagonal entry is necessarily an upper triangular Toeplitz matrix. To see this, let T have the eigenvalue zero (otherwise subtract the diagonal from T ), and use the facts that T is similar to J m (0), and that every matrix that commutes with J m (0) is in fact a polynomial of J m (0).
Next, we note that Y is necessarily block Toeplitz H-normal, for Y is nonderogatory. Hence, we may assume that Y is block diagonal with diagonal blocks of the form (2.7) or (2.8). Since Y is nonderogatory and X commutes with Y , it follows that X has a corresponding block diagonal structure and, therefore, we may consider the blocks separately. First, let us assume that Y ∈ C n×n is of the form (2.7) and H = ±Z n . Then we have shown that X is an upper triangular Toeplitz matrix. If Y ∈ C n×n is of the form (2.8), then the fact that Y is nonderogatory implies that X has a corresponding block diagonal structure, i.e., we have
where Y 11 and Y 22 are upper triangular Toeplitz matrices with nonzero superdiagonal element and X kk commutes with Y kk for k = 1, 2. This implies that both X 11 and X 22 are upper triangular Toeplitz matrices. In both cases the H-normality of X is clear.
We note that X in Lemma 10 is not necessarily block-Toeplitz H-normal, since the superdiagonal elements of the Toeplitz matrices in (4.16) may be zero.
Theorem 11
Let X ∈ C n×n and let A X and S X denote the H-selfadjoint and H-skewadjoint parts of X, respectively. Then the following conditions are equivalent.
(i) X commutes with some nonderogatory H-normal matrix.
(ii) X commutes with some nonderogatory H-selfadjoint matrix.
(iii) There exists a polynomial p and an H-selfadjoint matrix A such that X = p(A).
(iv) There exists a polynomial p and an H-skewadjoint matrix S such that X = p(S).
(v) There exists a nonsingular matrix P ∈ C n×n such that
where, for each j, the matrices X j , A j , S j , and H j have the same size and satisfy one and only one of the following conditions. where m, p ∈ N with m ≤ n, λ, µ ∈ R, s k ∈ R for k = m, . . . , n − 1, and δ, ε = ±1.
form X = X 1 ⊕ . . . ⊕ X r , where X j is an upper triangular Toeplitz matrix, j = 1, . . . , r.
There exist polynomials p j such that p j J p j (λ j ) = X j and p j J p l (λ l ) = 0 for l = j.
(This follows from [16] , Theorem 6.1.9(b).) Then p(t) := r j=1 p j (t) satisfies p(A) = X. (iii) and (iv) are obviously equivalent: p(A) =p(iA), wherep(t) = p(−it).
"(iii) ⇒ (v)":
Assume that (iii) holds for some H-selfadjoint matrix A. Then we may assume that (A, H) is in the canonical form (2.2) and we may consider the blocks separately. We will distinguish two cases.
Case (a): Assume that A = J n (α) and H = εZ n for some α ∈ R and ε = ±1. Then X is an upper triangular Toeplitz matrix and A X and S X have the following forms: for some s k ∈ C. Since S X is still H-skewadjoint, we have s k ∈ R for k = m, . . . , n − 1. On the other hand, if b m < 0, then the above argument can be applied to −X (or −A X and −S X , respectively), which implies the existence of a nonsingular matrix P ∈ C n×n such that P −1 (−A X )P = −λI n + J n (0) Obviously, for the four possible choices of δ and ε, these forms are mutually non-equivalent.) However, it is clear that X = A X + S X is H-decomposable. (This can be seen by applying a row and column permutation.) Moreover, the form does not display the Jordan structure of X.
This example shows that it is of interest to further reduce the blocks of the form (4.18) so that the resulting form is unique and displays the Jordan structure of X, and such that the diagonal blocks of the form are indecomposable. This open problem is related to the open questions posed in [11] .
Conclusions
We have investigated the conditions (1)-(92) that are equivalent to H-normality in the case H = I. Moreover, we have discussed classes of H-normal matrices defined by some of these conditions. We have focussed on classes that contain H-selfadjoint, H-skewadjoint, and H-unitary matrices and that are proper subclasses of the class of H-normal matrices, in particular classes that are defined by one of the following conditions listed in Section 3.2:
(17) There exists a polynomial p such that X
[ * ] = p(X).
