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Abstrakt
Cı´lem te´to pra´ce bylo sezna´mit se s digita´lnı´m zpracova´nı´m obrazu s du˚razem nametody
shlukova´nı´. Zarˇadil jsem shlukovacı´ metody do veˇtsˇı´ho celku segmentace a rozepsal k
cˇemu slouzˇı´, jak ji deˇlı´me a ktere´ za´kladnı´ segmentacˇnı´ metody zna´me. V dalsˇı´ cˇa´sti
jsem se jizˇ dostal prˇı´mo k shlukovacı´m metoda´m. Ty jsem rozcˇlenil, podrobneˇji popsal
jejich funkci a princip. Pro praktickou uka´zku jsem zvolil shlukovacı´ metodu mean-shift.
Implementace, byla provedena pomocı´ knihovny OpenCV v programovacı´m jazyce C++.
Na´sledovala rˇada testu˚, ktere´ na´m poskytly dostatek informacı´ o funkcˇnosti algoritmu
a jeho vlastnostech. Mean-shift dobrˇe segmentuje i slozˇiteˇjsˇı´ obrazce (nema´ proble´m s
podlouhly´mi shluky) a vy´hodou je take´, zˇe nenı´ potrˇeba zada´vat konecˇny´ pocˇet shluku˚.
Klı´cˇova´ slova: Digita´lnı´ zpracova´nı´ obrazu, segmentace, shluk, metody shlukova´nı´,
OpenCV, mean-shift
Abstract
This bachelor thesis is focused on informing about digital image processing with lay
emphasis on clustering methods. I inserted clustering methods to larger complex seg-
mentation and specify how it serves, how we can divide it and which basic segmentation
methods are known. I got down to clusteringmethods in another part. I divided them also
described their functions and principles. I choose clusteringmethodmean-shift for exam-
ple. Implementation was made by support of library OpenCV in programming language
C++. It followed set of tests which gave us enough information about algorithm function-
ality and his properties. Mean-shift segments even more difficult diagrams (doesn´t has
any problem with long clusters) also there is one more advantage to set final quantity of
clusters it is not necessary.
Keywords: Digital image processing, segmentation, custer, clusteringmethods,OpenCV,
mean-shift
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41 U´vod
Dnesˇnı´ modernı´ technika jizˇ celkem cˇasto vyuzˇı´va´ pocˇı´tacˇe pro automatickou analy´zu
dat z okolı´. Mu˚zˇeme se s nı´ setkat ve meˇstech (meˇrˇenı´ hustoty provozu), prˇi prˇedpoveˇdi
pocˇası´ (analy´za snı´mku˚ z druzˇice), bezpecˇnosti verˇejny´ch objektu˚ (inteligentnı´ kamery
rozpozna´vajı´cı´ osoby) apod. Veˇtsˇina pocˇı´tacˇu˚ a zarˇı´zenı´ zpracova´vajı´cı´ch informace z ob-
razu, se rˇı´dı´ podobny´m postupem prˇi analy´ze obrazu: porˇı´zenı´ snı´mku z rea´lne´ho sveˇta
(kamerou cˇi fotoapara´tem), na´sledna´ digitalizace snı´mku (pokud je porˇı´zen analogovy´m
prˇı´strojem), u´prava snı´mku pro dalsˇı´ zpracova´nı´, analy´za snı´mku (rozpozna´nı´ objektu˚)
a za´veˇrecˇne´ vyhodnocenı´ dat zı´skany´ch z obrazu (pocˇet osob, objektu˚ apod.). V te´to
pra´ci se budu zaby´vat jednou cˇa´stı´ z cele´ho tohoto procesu, a to: metody shlukova´nı´
prˇi digita´lnı´m zpracova´nı´ obrazu. Tato technika u´pravy obrazu spada´ do veˇtsˇı´ho celku,
ktery´ se nazy´va´ segmentace obrazu a je jednou z nejdu˚lezˇiteˇjsˇı´ch cˇa´stı´ cele´ho zpracova´nı´.
Proto nejprve popı´sˇi, co je to segmentace obrazu, pak vysveˇtlı´m souvislost s metodami
shlukova´nı´ a jake´ metody se pouzˇı´vajı´. Z teˇchto metod si vyberu jednu, tu du˚kladneˇ po-
pı´sˇu a na´sledneˇ provedu implementaci pomocı´ knihovny OpenCV. Pro na´zornou uka´zku
metody shlukova´nı´ jsem si vybral algoritmus mean-shift.
52 Segmentace obrazu
Obecneˇ bychom mohli segmentaci popsat, jako rozdeˇlenı´ jednotlivy´ch cˇa´stı´ objektu do
skupin s podobny´mi vlastnostmi. V digita´lnı´m zpracova´nı´ obrazu se segmentace pouzˇı´va´
k rozcˇleneˇnı´ analyzovane´ho obrazu do oblastı´, ktere´ majı´ u´zkou souvislost s objekty
rea´lne´ho sveˇta zachyceny´mi na obraze. Vy´sledkem segmentace na obraze by meˇly by´t
oblasti, ktere´ se neprˇekry´vajı´ a reprezentujı´ jednotlive´ objekty ze zachycene´ho obrazu, pak
jde o kompletnı´ segmentaci. Dalsˇı´ mozˇnostı´ je, zˇe vy´sledne´ oblasti nebudou odpovı´dat
teˇmto objektu˚m, pak tuto segmentaci nazy´va´me jako cˇa´stecˇnou [1] [2].
Kompletnı´ segmentace obecneˇ vyuzˇı´va´ vysˇsˇı´ u´rovenˇ zpracova´nı´, ktera´ je zalozˇena
na znalostech rˇesˇene´ho proble´mu. Take´ ji mu˚zˇeme zı´skat prˇi zpracova´nı´ jednodusˇsˇı´ch
obrazu˚, ktere´ majı´ dobrˇe patrne´ rozdı´ly mezi pozadı´m a poprˇedı´m (naprˇ. texty). Proto z
obrazu˚ porˇı´zeny´ch v rea´lne´m sveˇteˇ veˇtsˇinou dostaneme cˇa´stecˇnou segmentaci, ktera´ je za-
lozˇena na principu homogenity vlastnostı´ obrazu (naprˇ. jas, barva). Dosazˇenı´ kompletnı´
segmentace u slozˇiteˇjsˇı´ch obrazcu˚ nenı´ zpravidla mozˇne´, a proto postacˇı´ zı´skat cˇa´stecˇnou
segmentaci. Ta na´m vy´razneˇ zredukuje objem dat, ktery´ bude da´le zprˇesneˇn operacemi
na vysˇsˇı´ u´rovni. Segmentaci mu˚zˇe negativneˇ ovlivnit sˇum v zachycene´m obraze, neprˇed-
vı´dane´ osvı´cenı´ objektu, pocˇası´. Pokud vsˇak budou tato rusˇenı´ prˇedvı´da´na, lze je pomocı´
specia´lnı´ch algoritmu˚ potlacˇit [1] [2].
V praxi se se segmentacı´ mu˚zˇeme setkat velmi cˇasto, proto zde uvedu pa´r prˇı´kladu˚:
• zpracova´nı´ le´karˇsky´ch obrazovy´ch dat (nalezenı´ na´doru, meˇrˇenı´ objemu tka´neˇ, . . . )
• nalezenı´ objektu˚ v satelitnı´ch snı´mcı´ch (cesty, lesy, pole, . . . )
• rozpozna´va´nı´ otisku˚ prstu˚, oblicˇeju˚
• rˇı´dı´cı´ syste´my v dopraveˇ
• pocˇı´tacˇove´ videˇnı´
Pro segmentaci je uzˇı´va´no mnoho metod a cˇasto musı´ by´t pouzˇity v souvislosti se
znalostmi o rˇesˇene´m proble´mu, abychom dosa´hli pozˇadovane´ho vy´sledku. Zna´me tyto
segmentacˇnı´ metody: zalozˇene´ na ru˚stu regionu˚, shlukova´nı´, prahova´nı´, detekce hran
nebo segmentace rozvodı´. Toto je jen cˇa´st z pouzˇı´vany´ch segmentacˇnı´ch metod, ale k
porozumeˇnı´ principu˚ segmentace postacˇı´ [2].
2.1 Prahova´nı´
Prahova´nı´ je jednouznejjednodusˇsˇı´chmetod segmentace. Je zalozˇena´ na rozdeˇlenı´ obrazu
s vı´ce u´rovneˇmi jasu (sˇedoto´nove´ho obrazu) na obraz, kde jsou pouze dveˇ jasove´ u´rovneˇ
(cˇerna´, bı´la´). Pro toto rozdeˇlenı´ se vyuzˇı´va´ histogram1, pomocı´ neˇjzˇ si zvolı´me takovy´
pra´h (threshold), aby pixely s mensˇı´ hodnotou jasu nezˇ zvoleny´ pa´h byly bra´ny, jako
pozadı´ (jas 0) a pixely s veˇtsˇı´ hodnotou, jako poprˇedı´ (jas 255). Samozrˇejmeˇ, zˇe si mu˚zˇeme
1Je to graf, kde na ose x je vynesen odstı´n (0 – 255) a na svisle´ ose y je zna´rozneˇn pocˇet pixelu˚ v dane´
u´rovni jasu.
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navolit, aby rozdeˇlenı´ bylo prova´deˇno obra´ceneˇ (za´lezˇı´ na tom co potrˇebujeme z obrazu
vysegmentovat). Na obra´zku 1 mu˚zˇeme videˇt vstupnı´ obraz (sˇedoto´novy´ obraz) prˇed
prahova´nı´m a vy´stup po prahova´nı´. Take´ je dobre´ si povsˇimnout histogramu vpravo, kde
je zobrazena navolena´ hodnota prahu [3] [4].
Neˇkdy vsˇak nenı´ mozˇne´ urcˇit globa´lnı´ pra´h pro cely´ obraz, protozˇe obraz osahuje vı´ce
ru˚zneˇ jasny´ch oblastı´. Na takove´to obrazy se vsˇak da´ pouzˇı´t adaptivnı´ prahova´nı´. Cozˇ
je metoda, ktera´ meˇnı´ velikost prahove´ hodnoty dynamicky nad obra´zkem, ktery´ zpra-
cova´va´. To znamena´, zˇe pro kazˇdy´ pixel v obraze se pocˇı´ta´ nova´ prahova´ hodnota. Tato
le´pe propracovana´ verze prahova´nı´ umozˇnˇuje prˇizpu˚sobit se stavu osveˇtlenı´ v obraze, tj.
velky´m zmeˇna´m intenzity osveˇtlenı´ nebo stı´nu˚m [3] [4].
2.2 Detekce hran
Tento druh segmentace slouzˇı´ k nalezenı´ obrysu˚ (nebo-li hran) objektu˚ na obraze. Hranou
rozumı´me rˇadu bodu˚, jejichzˇ jas prudce kolı´sa´. Take´ ji mu˚zˇeme popsat jako vlastnost
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obrazove´ho bodu zapocˇtene´ho jako funkci obrazu v okolı´ tohoto bodu. Hrana je pak
vyja´drˇena svou velikostı´ a smeˇrem [3] [4].
Pro nalezenı´ teˇchto hran pouzˇı´va´me takzvane´ detektory hran. Ty si mu˚zˇeme rozdeˇlit
na dveˇ za´kladnı´ skupiny, podle zpu˚sobu detekce: detektory vyuzˇı´vajı´cı´ prvnı´ derivaci
a druhou derivaci. Pokud pouzˇijeme prvnı´ derivaci, porovna´va´me vy´sledny´ hranovy´
gradient s prahem, ktery´ na´murcˇı´ zda jde o hranu cˇi nikoli. Na proti tomu, druha´ derivace
posuzuje, zda je prostorova´ zmeˇna v polariteˇ druhe´ derivace dostatecˇneˇ velka´. Za´stupci
nejzna´meˇjsˇı´ch detektoru˚ hran jsou: Robertsu˚v, Prewittove´, Sobelu˚v, Kirschu˚v. Po jejich
aplikaci dostaneme obraz se zdu˚razneˇny´mi hranami, ale sta´le zde ma´me neprˇesnosti
zpu˚sobene´ sˇumem nebo loka´lnı´mi nehomogennı´mi oblastmi. Proto tyto obrazy musı´me
da´le zpracova´vat (naprˇ. metodou prahova´nı´). Na obra´zku 2 mu˚zˇeme videˇt, jak by takova´
detekce hran mohla vypadat [3] [4].
2.3 Aktivnı´ kontura (active contour, snake)
Dalsˇı´ segmentacˇnı´ metodou je aktivnı´ kontura. Patrˇı´ k pokrocˇilejsˇı´m metoda´m segmentace
a vyzˇaduje, aby ve vstupnı´m obraze byla krˇivka, ktera´ zhruba ohranicˇuje objekt, ktery´
ma´ by´t pozdeˇji prˇesneˇ ohranicˇen. Pro prˇesne´ ohranicˇenı´ objektu tuto vstupnı´ konturu
deformujı´ tzv. vnitrˇnı´ vlivy obrazovy´ch a vneˇjsˇı´ch sil. Vnitrˇnı´ sı´ly kontrolujı´ hladkost
pru˚beˇhu, obrazove´ sı´ly rˇı´dı´ tvarova´nı´ kontury smeˇrem k hraneˇ objektu a vneˇjsˇı´ sı´ly jsou
da´ny volbou pocˇa´tecˇnı´ kontury (tvar, umı´steˇnı´, . . . ) [23].
Acˇkoli tato metoda dosahuje dobry´ch vy´sledu˚ a ma´ vı´ce vy´hod neˇzˇ veˇtsˇina ”za´klad-
nı´ch” metod, docha´zı´ i zde k nechteˇny´m anoma´liı´m, pokud pracujeme se slozˇiteˇjsˇı´m
obrazcem. Vytva´rˇı´ falesˇne´ kontury a nezˇa´dane´ smycˇky. Proto byla pozdeˇji vytvorˇena mo-
difikovana´ verze, odstranˇujı´cı´ neˇktere´ nedostatky. Na obra´zku 3 mu˚zˇeme videˇt, jaky´ch
vy´sledku˚ dosahuje aktivnı´ kontura standartnı´ a modifikovana´ [23].
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mentace [23]
2.4 Regiona´lnı´ metody
Oproti prˇedchozı´ metodeˇ se tentokra´t nehledajı´ hrany, ale cele´ oblasti. Dı´ky tomuto roz-
dı´lu nenı´ tato segmentace tak na´chylna´ na sˇum, cozˇ byl proble´m u detekce hran. Seg-
mentace se prova´dı´ hleda´nı´m bodu˚ s podobny´mi vlastnostmi (jas, barva, textura, tvar a
pod.).
Jedna z teˇchto metod je metoda region growing (ru˚st regionu˚). Funguje tak, zˇe nej-
prve se v obraze rovnomeˇrneˇ nebo na´hodneˇ rozmı´stı´ tzv. semı´nka (pocˇa´tecˇnı´ pixely), ze
ktery´ch se vycha´zı´. Kazˇde´ semı´nko porovna´ okolnı´ pixely a pokud jsou si podobne´, pak
dojde ke sloucˇenı´ do jedne´ oblasti. Tyto oblasti se da´le iterativneˇ rozru˚stajı´ a rozsˇirˇujı´ se.
Nevy´hodou je, zˇe pokud dojde k jine´mu rozmı´steˇnı´ nebo zvolenı´ jine´ho pocˇtu semı´nek,
nemusı´ by´t vy´sledna´ segmentace stejna´ [3] [6].
Dalsˇı´ metodou je split and merge, ktera´ vznikla ze starsˇı´ch metod region merging a
region splitting. Obraz je v te´to metodeˇ postupneˇ deˇlen na mensˇı´ a mensˇı´ cˇa´sti (podle
prˇedem dane´ struktury) a za´rovenˇ se sousednı´ oblasti spojujı´, pokud splnˇujı´ krite´ria
homogenity. Nezˇ zacˇneme obraz segmentovat, je nutne´ si zvolit zpu˚sob deˇlenı´ oblastı´.
Nejcˇasteˇji se pouzˇı´va´ quadtree . Je to stromova´ struktura, v nı´zˇ se kazˇda´ oblast prˇi prˇe-
chodu na nizˇsˇı´ u´rovenˇ deˇlı´ na cˇtyrˇi cˇtvercove´ oblasti (viz. obra´zek 4). Dalsˇı´ vlastnost,
kterou musı´me nadefinovat, je krite´rium homogenity. Tato vlastnost je velmi du˚lezˇita´ a
ovlivnˇuje chova´nı´ cele´ho algoritmu. Prˇi definova´nı´ krite´riı´ homogenity bychommeˇli bra´t
v potaz, jake´ objekty se na obraze budou vyskytovat a jak se budou projevovat. Musı´m
vsˇak upozornit, zˇe krite´ria homogenity pro rozdeˇlova´nı´ oblastı´ nemusı´ by´t stejna´ pro
jejich slucˇova´nı´ [4] [6].
2.5 Za´plava (watershed)
Algoritmus za´plava je segmentacˇnı´ metodamatematicke´ morfologie. Hlavnı´ rozdı´l oproti
ostatnı´m segmentacˇnı´m metoda´m je, zˇe se na obrazovou funkci nahlı´zˇı´, jako na relie´f
krajiny, ktera´ je zaplavova´na vodou. Maxima´lnı´ pocˇet segmentu˚ je roven pocˇtu loka´lnı´ch
minim (nı´zˇin). V teˇchto nı´zˇina´ch vyveˇra´ voda zaplavujı´cı´ okolı´. Pokud dojde k slitı´ vody
ze dvou ru˚zny´ch pramenu˚, postavı´ se na tomto mı´steˇ hra´z. Algoritmus koncˇı´ azˇ je cela´
9Obra´zek 4: Split and merge [5]
krajina pod vodou a vy´sledkem segmentace je sı´t’hra´zı´. Na obra´zku 5 mu˚zˇeme videˇt, jak
tento algoritmus postupuje [3] [4].
2.6 Active Appearance Models
Tuto metodu bychom mohli zarˇadit k tzv. ”znalostnı´m”. Je to metoda segmentace, ktera´
potrˇebuje pro svu˚j beˇh tre´novacı´ data, ktera´ jsou reprezentova´na sˇablonou nebomodelem
objektu˚, ktere´ se pozdeˇji budou segmentovat. Tato tre´novacı´ data jsou vytva´rˇena z rucˇneˇ
segmentovany´ch obrazu˚, kde postupneˇ zada´va´me hranicˇnı´ body. Mnozˇinu sˇablon nebo
modelu˚ je trˇeba rucˇneˇ anotovat. Prˇi samotne´ segmentaci je pak porovna´va´n tvar objektu˚
a intenzita pixelu˚ [23].
Vy´hodou je velmi rychle´ zpracova´nı´, pokud se jedna´ o objekty podobne´ tre´novacı´m
datu˚m. Pokud se vsˇak bude jednat o jine´ objekty, dostaneme veˇtsˇinou velmi sˇpatne´ vy´-
sledky. Dalsˇı´ nevy´hodou je pra´veˇ vytva´rˇenı´ tre´novacı´ch dat, cozˇ na´mmu˚zˇe zabrat mnoho
cˇasu. Protozˇe se prˇi segmentaci zameˇrˇujeme na objekty stejne´ho charakteru, zda´lo by se,
zˇe vyuzˇitı´ bude velmi omezene´. Opak je vsˇak pravdou. Hojneˇ se vyuzˇı´va´ v medicı´nsky´ch
aplikacı´ch, prˇi rozpozna´va´nı´ tvaru˚ v obraze (oblicˇeje, vy´razu˚ oblicˇeje, prˇedmeˇtu˚ a pod),
kde na´m nevadı´ zada´va´nı´ tre´novacı´ch dat, ale je podstatna´ rychlost zpracova´nı´ [23].
2.7 Metody shlukova´nı´
Poslednı´m, a v te´to pra´ci nejdu˚lezˇiteˇjsˇı´mi metodami segmentace jsou shlukovacı´ metody.
Poneˇvadzˇ se teˇmto metoda´m bude veˇnovat cela´ na´sledujı´cı´ kapitola, nastı´nı´m zde jen
obecny´ popis. Metody shlukova´nı´ pracujı´ na principu trˇı´deˇnı´ jednotlivy´ch prvku˚ do
skupin (shluku˚) tak, aby jednotlive´ prvkyze stejne´ skupiny si bylyvı´cepodobne´ nezˇ prvky
ze skupin jiny´ch. Vytva´rˇenı´ teˇchto skupin nazy´va´me shlukova´nı´. Kvalita shlukova´nı´ je
10
Obra´zek 5: Za´plava (watershed)
prˇı´mo za´visla´ na schopnosti algoritmu, porovnat odlisˇnosti mezi jednotlivy´mi prvky
(objekty). Schopnostı´ shlukova´nı´ se vyuzˇı´va´ ve zpracova´nı´ obrazu, datove´ analy´ze nebo
prˇi dolova´nı´ dat(data mining).
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3 Metody shlukova´nı´
Shlukova´nı´ nebo-li shlukova´ analy´za nenı´ pouze metoda segmentace obrazu. Rˇadı´ se
do skupiny metod ucˇenı´ bez ucˇitele a jejı´m cı´lem je rozdeˇlit danou mnozˇinu objektu˚ do
takovy´ch podmnozˇin, aby objekty patrˇı´cı´ do te´zˇe podmnozˇiny meˇly k sobeˇ ”blı´zˇe” (byly
si podobneˇjsˇı´, me´neˇ nepodobne´), nezˇ objekty z jiny´ch podmnozˇin. Aby bylo zcela jasno co
je shlukova´ analy´za (da´le jizˇ jen shlukova´nı´), uvedu zde neˇkolik prˇı´kladu˚ charakteristiky
shlukova´nı´ [7]:
• R.C.Tryon (1939): ”Shlukova´ analy´za je obecny´ logicky´ postup formulovany´ jako pro-
cedura, pomocı´ nı´zˇ seskupujeme objektivneˇ jedince do skupin na za´kladeˇ jejich podobnostı´ a
rozdı´lnostı´.”
• R.E.Bonner (1964): ”Je da´na mnozˇina objektu˚, z nichzˇ je kazˇdy´ definova´n pomocı´ mnozˇiny
znaku˚ s nı´m souvisejı´cı´ch. Tato mnozˇina znaku˚ je pro kazˇdy´ objekt stejna´. Ma´me nale´zt
shluky objektu˚ (podmnozˇiny pu˚vodnı´ mnozˇiny objektu˚) tak, aby si cˇlenove´ shluku byli
vza´jemneˇ podobnı´, ale nebyli si prˇı´lisˇ podobnı´ s objekty mimo tento shluk.”
• M.R.Anderberg (1975): ”Tento proble´m je obvykle charakterizova´n jako hleda´nı´ prˇiro-
zeny´ch skupin. Konkre´tneˇji jde o trˇı´deˇnı´ pozorova´nı´ do skupin tak, aby stupenˇ prˇirozene´
asociace cˇlenu˚ te´zˇe skupiny byl vysˇsˇı´ a cˇlenu˚ ru˚zny´ch skupin nizˇsˇı´.”
Bohuzˇel, v literaturˇe se vyskytuje velke´ mnozˇstvı´ shlukovacı´ch metod, takzˇe je pro-
ble´m, je neˇjak rozumneˇ utrˇı´dit. Proto jsem zvolil na´hled na shlukovacı´ metody ne podle
pouzˇity´chmatematicky´chprostrˇedku˚, alepodle toho, jake´hovy´sledkudosa´hneme.Vznik-
nou na´m tedy dveˇ za´kladnı´ skupiny: hierarchicke´ a nehierarchicke´ metody.
3.1 Objekty a znaky
Pokud budeme trˇı´dit objekty podle prˇedem zadany´ch krite´riı´, musı´me prˇed samotny´m
trˇı´deˇnı´m objekty zva´zˇit, zmeˇrˇit, zjistit barvu, urcˇit vsˇechny jejich vy´znacˇne´ znaky, podob-
nosti a odlisˇnosti. Objektem rozumı´me u´tvar popsany´ pomocı´ konecˇne´ho pocˇtu charakte-
ristik - znaku˚. To znamena´, zˇe objekt je popsa´n n-ticı´ stavu˚ prˇedem stanoveny´ch n znaku˚.
Stavy veˇtsˇinou oznacˇujeme cˇı´selneˇ, a tudı´zˇ objekty shlukova´nı´ jsou n rozmeˇrne´ vektory
cˇı´sel. [7] [8]
1. Kvalitativnı´ znaky
• Hodnoty znaku˚ na´lezˇı´ do konecˇne´ mnozˇiny mozˇny´ch stavu˚, ktery´m mu˚zˇeme
prˇirˇadit cˇı´selny´ ko´d. Tyto znaky mu˚zˇeme rozdeˇlit na nomina´lnı´ naprˇ. tvar (1 -
kruh, 2 - cˇtverec, 3 - kva´dr), a ordina´lnı´, cozˇ znamena´, zˇe se tyto hodnotymohou
serˇadit, naprˇ. veˇk (1 - mlady´, 2 - strˇednı´, 3 - stary´).
• Mezi kvantitativnı´ znaky se take´ rˇadı´ bina´rnı´ (dichotomicke´) znaky. Hodnota
patrˇı´ do dvouprvkove´mnozˇiny naprˇ. pohlavı´ (muzˇ / zˇena) nebomı´t auto (true
/ false) [7] [8].
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2. Kvantitativnı´ znaky
• Jsou to takove´ znaky, jejichzˇ hodnoty vyjadrˇujı´ mnozˇstvı´. By´vajı´ pak popsa´ny
cˇı´slem patrˇı´cı´m do konecˇne´, spocˇetne´ cˇi nespocˇetne´ mnozˇiny. Cˇı´sla mohou
by´t rea´lna´ nebo cela´, prˇı´kladem kvantitativnı´ho znaku na´m mu˚zˇe by´t de´lka,
teplota.
3.2 Standardizace dat
Velmi cˇasto se sta´va´, zˇe neˇktere´ hodnoty znaku˚ objektu˚ jsou rˇa´doveˇ vysˇsˇı´/nizˇsˇsˇı´ nezˇ jine´
znaky. Takove´to nepomeˇry jednotlivy´ch hodnot znaku˚ jsou veˇtsˇinou nechteˇne´, protozˇe
pak mu˚zˇe dojı´t k male´mu ovlivneˇnı´ shlukova´nı´ teˇmito hodnotami. Tyto velke´ rozdı´ly
mu˚zˇe zpu˚sobit pouzˇitı´ jiny´ch jednotek nebo zaznamena´nı´ naprosto odlisˇny´ch vlastnostı´
objektu (barva 1 - 5 nebo veˇk 1 - 110). Proto je neˇkdy vhodne´ data upravit tak, aby byla
soumeˇrˇitelna´. Prova´dı´ se to naprˇı´klad standardizacı´ dat [7] [8].
Prˇedstavme si, zˇe chceme standardizovat n objektu˚ s m znaky. Zapı´sˇeme si tedy tyto
informace do matice o n rˇa´dcı´ch a m sloupcı´ch X = (xij), kde xij ∈ R. Standardizace se
prova´dı´ tak, zˇe si vypocˇteme pro kazˇdy´ sloupec j = 1, . . . ,m pru˚meˇrnou hodnotu j-te´ho
znaku [7] [8]
xj =
1
n
n∑
i=1
xij
da´le pak, smeˇrodatnou odchylku j-te´ho znaku
sj =
[
1
n
n∑
i=1
(xij − xj)
]1/2
Po te´ hodnoty xij prˇepocˇı´ta´me na tzv. standardizovane´ hodnoty
zij =
xij − xj
sj
3.3 Podobnost a nepodobnost objektu˚
Ve shlukova´nı´ se cˇasto rˇesˇı´ problematika podobnosti objektu˚ a jejich cˇı´selne´ho vyja´drˇenı´.
Cˇı´selny´m vyja´drˇenı´m ma´me na mysli to, zˇe pokud ma´me dva objekty, jejich vza´jemna´
podobnost budevyja´drˇena cˇı´selnouhodnotou.Dobry´mzpu˚sobem, jakurcˇit tuto hodnotu,
je zavedenı´ funkce podobnosti Π : O × O → R+0 , ktera´ prˇirˇadı´ dveˇma objektu˚m rea´lne´
neza´porne´ cˇı´slo Π (oh, os), pro neˇzˇ musı´ platit [7] [8]:
Π (oh, os) ≥ 0
Π (oh, os) = Π (os, oh)
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Pokud tyto pozˇadavky dodrzˇı´me, bude platit, zˇe cˇı´m si budou dva objekty podobneˇjsˇı´,
tı´m bude hodnota Π (oh, os) veˇtsˇı´. Z toho by na´m vyply´valo, zˇe pokud dva objekty budou
totozˇne´, bude jim prˇirˇazenamaxima´lnı´ cˇı´selna´ hodnota. U shlukovacı´chmetod vsˇak by´va´
vhodneˇjsˇı´, aby tato hodnota byla nulova´, proto si zavedeme pojem nepodobnost objektu˚
d O ×O → R+0 , pro ktere´ platı´ [7] [8]:
d (oh, os) ≥ 0⇔ oh = os
d (oh, os) ≥ 0
d (oh, os) = d (os, oh)
Z teˇchto vlastnostı´ vyply´va´, je-li nepodobnost dvou objektu˚ rovna nule, jsou tyto ob-
jekty totozˇne´. A cˇı´m vı´c bude ru˚st mı´ra nepodobnosti, tı´m me´neˇ si budou tyto objekty
podobne´. V praxi se pro urcˇenı´ nepodobnosti d, pouzˇı´vajı´ ru˚zne´ metriky 2 definovane´ v
prostoru Rm. Nejcˇasteˇji se vyuzˇı´va´ Euklidovske´ metriky. Ma´me-li tedy objekty charakte-
rizovane´ p znaky, mu˚zˇeme si je prˇeve´st na body p-rozmeˇrne´ho euklidovske´ho prostoru
Ep. Mezi teˇmito body (h,s), pak mu˚zˇeme urcˇit euklidovskou vzda´lenost takto [7] [8]:
d (oh, os) =
 m∑
j=1
(xhj − xsj)
1/2
Pokud vsˇak nemu˚zˇeme objekty popsat pomocı´ vektoru Rm (cozˇ jsou objekty s kva-
litativnı´mi a bina´rnı´mi znaky), pak se vyuzˇı´va´ slovnı´ho popisu nebo za´pisu do tabulek.
Abychommohli tyto za´pisy vyja´drˇit i matematicky, zava´dı´ se tzv. koeficient asociace, ktery´
se na podobnost dvou objektu˚ dı´va´ trochu jinak: A (oh, os) = s/m, kde m je celkovy´ po-
cˇet znaku˚ a s je pocˇet shodny´ch kladny´ch znaku˚. Koeficient asociace lze vyja´drˇit i jako:
A (oh, os) = (s+ z) /m, kde z je pocˇet shodny´ch za´porny´ch znaku˚. Platı´ zde 0 ≤ A ≤ 1,
na za´kladeˇ tohoto lze nepodobnost dvou objektu˚ definovat tı´mto vztahem [7] [8]:
dA (oh, os) = 1−A (oh, os)
3.4 Shluk objektu˚
Pojem shluk se jizˇ v tomto textu objevil, ale prozatı´m nebyl rˇa´dneˇ vysveˇtlen a forma´lneˇ
definova´n. Avsˇak, kdyzˇ uzˇ jsme si vysveˇtlili, co je to podobnost (nepodobnost), mu˚-
zˇeme se o definici pokusit. Za´meˇrneˇ rˇı´ka´m pokusit, protozˇe shluk je velmi obecny´ a nenı´
2Metrika, nebo-li vzda´lenost, vycha´zı´ z pojmu metricky´ prostor. Cozˇ je matematicka´ struktura, pomocı´
ktere´ lze forma´lneˇ definovat pojem vzda´lenosti. Mu˚zˇe by´t matoucı´, procˇ se bavı´me o vzda´lenosti, kdyzˇ pra´veˇ
rˇesˇı´me podobnost. Avsˇak z matematicke´ho hlediska, mu˚zˇeme podobnost vyja´drˇit, jako vzda´lenost. Tudı´sˇ,
jsou li si dva objekty blı´zke´, jsou si podobne´.
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mozˇne´ nale´zt jeho vsˇezahrnujı´cı´ definici. Jednou z mozˇnostı´ definova´nı´ shluku je po-
mocı´ nepodobnosti objektu˚. Shluk tedy je takova´ podmnozˇina A objektu˚ O, pro nizˇ platı´
(oi, oj , ok ∈ A; ol 6∈ A) [7] :
max d (oi, oj) < min d (ok, ol)
Pokud se bavı´me o shluku a shlukovacı´ch metoda´ch, drˇı´ve nebo pozdeˇji narazı´me na
proble´m, jak urcˇit, do kolika shluku˚ objekty rozdeˇlit. U neˇktery´ch shlukovacı´ch metod se
pocˇet shluku˚ zada´va´ prˇed spusˇteˇnı´m algoritmu, u jiny´ch se urcˇı´ beˇhem prova´deˇnı´. Take´
je du˚lezˇite´ zmı´nit, zˇe kazˇdy´ objekt shlukova´nı´ mu˚zˇe patrˇit pouze do jednoho shluku a
kazˇdy´ shluk obsahuje minima´lneˇ jeden objekt. Rozdeˇlenı´ objektu˚ do shluku˚ bychom si
mohli zapsat pomocı´ matice U = (iij)c,n, pro kterou platı´: [7]
uij = ui (oj) = 1 , jestlizˇe oj ∈ Siauij = ui (oj) = 0 , pak oj 6∈ Si
Take´ je du˚lezˇite´, aby platilo:
0 <
n∑
j=1
ui < n a
c∑
i=1
uj = 1
Pokud matice U splnˇuje vy´sˇe uvedene´ pozˇadavky, nazveme ji c-rozkladem a mnozˇinu
vsˇech c-rozkladu˚Mc, kde platı´:
Mc =
{
U ∈ Vcn, uij ∈ {0, 1}∀i,j ;
c∑
i=1
uij = 1∀j ; 0 <
n∑
j=1
uij < n∀i
}
Vcn zde znamena´ vektorovy´ prostor dimenze cn.
Neˇktere´ shlukovacı´ metody take´ potrˇebujı´ porovna´vat cele´ shluky (jde trˇeba o vycˇı´s-
lenı´ rozdı´lu shluku˚ mezi sebou). Proto je pro shluky definovana´ nepodobnost shluku˚ ds,
ktera´ forma´lneˇ vycha´zı´ z nepodobnosti objektu˚. Pro shluky se take´ pouzˇı´va´ koeficient ne-
podobnosti shluku˚. Nejcˇasteˇjsˇı´ jsou tyto: metoda nejblizˇsˇı´ho souseda, metoda nejvzda´leneˇjsˇı´ho
souseda, centroidnı´ metoda, metoda pru˚meˇrne´ nepodobnosti.
3.5 Hierarchicke´ shlukova´nı´
Vy´sledkem te´to metody je bina´rnı´ strom (take´ nazy´vany´ dendrogram), zna´zornˇujı´cı´ po-
stupne´ shlukova´nı´ objektu˚ a jejich hierarchicke´ usporˇa´da´nı´.Na jedne´ straneˇ tohoto stromu
je kazˇdny´m objektem tvorˇen jednoprvkovy´ shluk a na druhe´ straneˇ je jeden shluk ob-
sahujı´cı´ vsˇechny objekty. Pocˇet shluku˚ si pak mu˚zˇeme bud’ vybrat (podle potrˇeby) a
nebo zvolı´me metodu, ktera´ vyuzˇı´va´ shlukovacı´ch hladiny (viz. nı´zˇe). Zde se volı´ ta-
kovy´ rozklad, pro ktery´ je rozdı´l od na´sledujı´cı´ hladiny vy´razneˇ veˇtsˇı´ nezˇ ostatnı´ rozdı´ly.
[8] [10] [11]
Hierarchicke´ metody se da´le deˇlı´ podle rozkladu na bina´rnı´ strom takto:
• aglomerativnı´ shlukova´nı´
• diviznı´ shlukova´nı´
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Obra´zek 6: Dendrogram
3.5.1 Aglomerativnı´ shlukova´nı´
Hned na pocˇa´tku je vytvorˇeno n jednoprvkovy´chmnozˇin, obsahujı´cı´ch pra´veˇ jeden objekt
z mnozˇiny objektu˚ O. Tuto u´pravu nazy´va´me jako nulty´ rozklad Ω0.Pro dalsˇı´ postup je
trˇeba definovat krite´ria, na jejichzˇ za´kladeˇ se bude porovna´vat nepodobnost (podobnost)
objektu˚.Vkazˇde´mna´sledujı´cı´mkroku sepakprovede shluknutı´ dvouobjektu˚ do jednoho,
cˇı´mzˇ se bude celkovy´ pocˇet objektu˚ sta´le snizˇovat, azˇ na´m zbude pouze jeden. Cely´
algoritmus by se dal shrnout do teˇchto trˇı´ kroku˚: [8] [10] [11]
• Provede se jizˇ zmı´neˇny´ nulty´ rozklad Ω0 tak, aby kazˇdy´ objekt z mnozˇiny ob-
jektu˚ O, tvorˇil pra´veˇ jeden jednoprvkovy´ shluk A0,i = {oi}. Zde platı´: Ω0 =
{A0,1, A0,2, . . . , A0,n}. Na´sledneˇ se kazˇde´mu shluku prˇirˇadı´ cˇı´slo h (A0,i) = µ0 = 0,
cozˇ je shlukovacı´ hladina.
• V i-te´m kroku (0 < i ≤ n− 2) se vytvorˇı´ rozkladΩi = {Ai,1, Ai,2, . . . , Ai,n−i}, tak aby
vzˇdy ze vsˇech shluku˚ byly vybra´ny dva nejvı´ce si podobne´ (nejme´neˇ si nepodobne´).
Tyto podobne´ shluky (d (Ai,u, Ai,v) = µi) jsou pak sloucˇeny do jednoho (Ai,u∪Ai,v =
Ai,l) a vsˇechny ostatnı´ ponecha´ny bez zmeˇny.
• V poslednı´m kroku dojde ke sloucˇenı´ vsˇech shluku˚ do jednoho, kde bude platit, zˇe
konecˇny´ rozklad obsahuje vsˇechny objekty zmnozˇinyO :Ωn−1 = {An−1,l} = O. Po-
mocı´ informacı´ rozkladu Ω0,Ω1, . . . ,Ωn−1 a shlukovacı´ch vrstva´ch µ0, µ1, . . . , µn−1,
mu˚zˇeme sestavit podobnostnı´ strom (dendrogram) viz. obra´zek 6. Z tohoto prˇı´kladu
je patrne´:
µ0 = {(1) , (2) , (3) , (4) , (5)};
µ1 = {(1, 2) , (3) , (4) , (5)};
µ2 = {(1, 2, 3) , (4) , (5)};
µ3 = {(1, 2, 3) , (4, 5)};
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µ4 = {(1, 2, 3, 4, 5)}
3.5.2 Diviznı´ shlukova´nı´
U diviznı´ho shlukova´nı´ se postupuje prˇesneˇ opacˇny´m zpu˚sobem nezˇ u aglomerativnı´ho
shlukova´nı´. Na pocˇa´tku ma´me jeden shluk obsahujı´cı´ vsˇechny objekty z mnozˇiny O
a v kazˇde´m na´sledujı´cı´m kroku rozdeˇlı´me vsˇechny existujı´cı´ shluky na mensˇı´ shluky
(nejcˇasteˇji dva). Algoritmus rozkla´da´ tyto shluky tak dlouho, dokud v kazˇde´m shluku
nezu˚stane pouze jeden objekt. Bohuzˇel tato metoda je vy´pocˇetneˇ na´rocˇna´. K rozlozˇenı´
dane´ho shluku s n objekty na dva shluky, podle na´mi stanovene´ho krite´ria podobnosti
(nepodobnosti), je trˇeba vyzkousˇet 2n−1−1mozˇnostı´. Kvu˚li tomuto se tytometody nehodı´
pro zpracova´nı´ veˇtsˇı´ho objemu dat. [8] [10]
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4 Nehierarchicke´ shlukova´nı´
U nehierarchicky´ch metod shlukova´nı´ se snazˇı´me dosa´hnout takove´ho rozkladu objektu˚
O na shlukyS = {S1, . . . , Sn}, aby vyhovoval na´mi zadany´m kvalitativnı´m pozˇadavku˚m.
To znamena´, zˇe algoritmus se bude prova´deˇt tak dlouho, dokud nedojde do extre´mnı´ch
hodnot u vlastnostı´ shluku˚ tvorˇı´cı´ch rozklad. Nasˇe kvalitativnı´ pozˇadavky by meˇly ob-
sahovat neˇktere´ z teˇchto vlastnostı´: podobnost objektu˚ ve shluku, mı´ru separace shluku˚,
rovnomeˇrne´ rozlozˇenı´ do ru˚zny´ch shluku˚. [8] [10] [11]
Tyto algoritmy se prˇi sve´m rˇesˇenı´ zpravidla zameˇrˇujı´ na dva proble´my. Na nalezenı´
nejvhodneˇjsˇı´ho pocˇtu shluku˚ k pro kazˇdou mnozˇinu objektu˚ O a nalezenı´ optima´lnı´ho
rozkladu mnozˇiny objektu˚ O na k shluku˚ S = {S1, . . . , Sn}.
Nehierarchicke´ metody by se jesˇteˇ da´le mohly deˇlit podle mnoha krite´riı´, ale v te´meˇrˇ
kazˇde´m zdroji se toto deˇlenı´ ru˚znı´. Proto se jizˇ deˇlenı´m da´le nebudu zaby´vat a popı´sˇu jen
typicke´ metody z te´to skupiny. [7] [8]
4.1 K - means
K-means nebo-limetoda nejblizˇsˇı´ch strˇedu˚. Patrˇı´ do skupiny nehierarchicky´ch metod, ktera´
ma´ hned na pocˇa´tku zadany´ pocˇet trˇı´d (shluku˚), ktery´ch chceme dosa´hnout. Prˇideˇlo-
va´nı´ do jednotlivy´ch trˇı´d probı´ha´ na za´kladeˇ Euklidovske´ vzda´lenosti objektu od strˇedu
shluku˚. Beˇhem prova´deˇnı´ algoritmu docha´zı´ k prˇeskupova´nı´ shluku˚. Tı´m rozumı´me, zˇe
objekty mohou prˇecha´zet z jedne´ trˇı´d do druhe´. [8] [9] [11]
Algoritmus probı´ha´ ve dvou za´kladnı´ch krocı´ch, ktery´m prˇedcha´zı´ pocˇa´tecˇnı´ vytvo-
rˇenı´ k shluku˚. Vy´beˇr pocˇa´tecˇnı´ch objektu˚ reprezentujı´cı´ch shluky by meˇl by´t pecˇlivy´ (i
kdyzˇ v praxi se volı´ i na´hodneˇ), jelikozˇ pro kazˇdy´ vy´beˇr by´va´ vy´sledek jiny´. Vy´beˇrem
pocˇa´tecˇnı´ch objektu˚ jsme si nejen vytvorˇili k shluku˚, ale take´ jsme jimi stanovili strˇed
shluku pro kazˇdou trˇı´du. Po inicializaci trˇı´d se zacˇnou iterativneˇ opakovat na´sledujı´cı´
dva kroky (uka´zka postupu k-means viz. obra´zek 7) [8] [9] [11]:
• Vsˇechny objekty xi, i = {1, . . . , l} jsou zarˇazeny do trˇı´d urcˇeny´mi vektory µi, i =
1, . . . , k, podle minima euklidovske´ vzda´lenosti. Tedy objekt xi je zarˇazen do trˇı´dy
yi podle:
argj min
k∑
j=1
∑
xi∈Si
‖xi − µj‖2
• Nynı´ se prˇepocˇı´tajı´ vektory µj tak, aby odpovı´daly strˇednı´ hodnoteˇ vsˇech objektu˚ xi
v kazˇde´ trˇı´deˇ yi. Vy´pocˇet nove´ hodnoty se provede podle na´sledujı´cı´ho vzorce, kde
lj je pocˇet objektu˚ xi, ktere´ byly v prˇedchozı´m kroku zarˇazeny do trˇı´dy s vektorem
strˇedu µj . [8] [9] [11]
µj =
1
lj
l∑
i=1,yi=j
(xi)
Tyto dva kroky se opakujı´ tak dlouho, dokud jizˇ nedojde k prˇesunu objektu z jedne´
trˇı´dydodruhe´ (koncˇı´ v loka´lnı´m extre´mu). Toto rˇesˇenı´ navrzˇene´McQueenembylopozdeˇji
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Obra´zek 7: Postup algoritmu k-means [12]
upravene´ Whishartem tak, zˇe k ukoncˇenı´ dojde azˇ po dvou po sobeˇ jdoucı´ch iteracı´ch,
beˇhem nichzˇ nedosˇlo ke zmeˇneˇ. K-means algoritmus je vhodny´ pro vyuzˇitı´ ve vektorove´
kvantizaci, protozˇe nema´ prˇehnane´ pozˇadavky na vy´pocˇetnı´ vy´kon a kvalita rozkladu je
take´ dostacˇujı´cı´. [8] [9] [11]
4.2 Mean-shift
MS je obecny´ algoritmus pro iterativnı´ nalezenı´ loka´lnı´ho maxima hustoty vzorku˚. Spada´
do kategorie tzv. algorytmu˚ ucˇenı´ bez ucˇitele, pro svu˚j beˇh potrˇebuje pouze dva parame-
try(cˇisteˇ fyzika´lnı´ho vy´znamu). Poprve´ byl prˇedstaven v roce 1975, Fukunagou a Hostet-
lerem. Pozdeˇji byl postupneˇ upravova´n pro digita´lnı´ zpracova´nı´ obrazu, low-level vision
vcˇetneˇ segmentace, adaptivnı´ vyhlazova´nı´ a sledova´nı´ objektu˚. Vyuzˇitı´ toho algoritmu je
opravdu sˇiroke´, ale my se zameˇrˇı´me pouze na segmentaci. [13] [14] [15]
V tomto algoritmu jsou body shlukova´ny na za´kladeˇ podobnosti jejich vzhledu a
blı´zkosti jejich pozic. Z toho si mu˚zˇeme vyvodit, zˇe body budou patrˇit do stejne´ho shluku,
pokud jsou si podobne´ a jejich nejblizˇsˇsˇı´ loka´lnı´ maximumhustoty je stejne´. Proto budeme
hledat v okolı´ bodu loka´lnı´ maximum hustoty. To se prova´dı´ tak, zˇe z okolı´ bodu (cozˇ je
prvnı´ parametr- tvorˇı´ jake´si oke´nko, viz. obra´zek 8) si vypocˇtememı´sto s nejveˇtsˇı´ hustotou a
prˇesuneme se na neˇj. Tento postup se prova´dı´ tak dlouho, dokud nedojdeme do loka´lnı´ho
maxima hustoty a tudı´zˇ se jizˇ nema´me kam prˇesunout. Cely´ algoritmus bychom si mohli
rozdeˇlit na dva kroky [13] [14] [15]:
• Z kazˇde´ho objektu z mnozˇiny objektu˚, spustı´me means-shift a zapamatujeme si
loka´lnı´ maximum do neˇjzˇ dokonvergoval.
• Jednotlive´ shluky pak vytva´rˇı´me z teˇch bodu˚, ktere´ dokonvergovaly do stejne´ho
maxima s urcˇitou tolerancı´ (druhy´ parametr).
Dı´ky zpu˚sobu segmentace nenı´ tato metoda omezena tvarem segmentu a zvla´da´ i
podlouhle´ shluky. Proto se hodı´ naprˇı´klad promedicı´nske´ prˇı´stroje zpracova´vajı´cı´ snı´mky
tka´nı´. Bohuzˇel bez prˇedchozı´ho ”zjednodusˇenı´” je algoritmus na´rocˇny´ na vy´pocˇetnı´ vy´kon
a cˇas. Podrobneˇjsˇı´ popis tohoto algoritmu popı´sˇi v cˇa´sti implementace.
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Obra´zek 8: Mean-shift posun [25]
4.3 Fuzzy c-means
Prozatı´m jsme se bavili jen o metoda´ch, ktere´ prˇesneˇ prˇirˇazovaly objekty do shluku˚.
Jeden objekt tedy mohl patrˇit pouze do jednoho shluku. Sta´va´ se vsˇak, zˇe toto rozdeˇlenı´
nenı´ dostacˇujı´cı´ a my potrˇebujeme zjistit mı´ru prˇı´slusˇnosti k jednotlivy´m shluku˚m. Tedy
objekty mohou patrˇit do neˇjake´ trˇı´dy vı´c nezˇ do jine´. Prˇı´kladem na´m trˇeba mu˚zˇe by´t
zarˇazenı´ ptakopyska do trˇı´d savci i pta´ci. Pokud bychom deˇlenı´ provedli jednoznacˇneˇ,
pak by byl savec a ne pta´k. Cozˇ vsˇak nenı´ u´plneˇ spra´vne´. Proto se zavedly tzv. fuzzy
mnozˇiny, ktere´ jizˇ nevyuzˇı´vajı´ pouze dveˇ hodnoty {0, 1}, ale vyuzˇı´vajı´ hodnoty z intervalu
〈0, 1〉. S vyuzˇitı´m fuzzy mnozˇiny by ptakopysk mohl patrˇit do trˇı´dy savci s prˇı´slusˇnostı´
0,8 a do trˇı´dy savci s 0,2 [16] [17].
I kdyzˇ pouzˇijeme fuzzy deˇlenı´ mohou by´t na neˇj kladeny stejne´ pozˇadavky na prˇı´-
slusˇnost, jako v prˇedchozı´ch prˇı´padech. Objekt s prˇı´slusˇnostı´ 1 patrˇı´ do shluku a kazˇdy´
shluk musı´ obsahovat vı´c nezˇ 0 a me´neˇ nezˇ n shluku˚. Tyto podmı´nky si mu˚zˇeme vyja´drˇit
takto:
c∑
i=1
uij = 1 a 0 <
n∑
j=1
uij < n
Prˇedstaveny´m algoritmem z rodiny fuzzy bude c-means. Byl navrzˇen roku 1973 panem
Dunnem a pozdeˇji vylepsˇen Bezdekem 1981. Patrˇı´ do skupiny jednodusˇsˇı´ch fuzzy algo-
ritmu˚ a pro jeho provedene´ je trˇeba zna´t prˇedem pocˇet shluku˚ (c > 2). Princip je velice
podobny´ k-means, ma´ i podobne´ proble´my, ale je jichme´neˇ. Opeˇt si algoritmus rozdeˇlı´me
do bodu˚, pro lepsˇı´ pochopenı´. [16] [17]
• Nejprve je trˇeba zvolit si pocˇa´tecˇnı´ strˇedy shluku˚ ck
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Obra´zek 9: Prˇı´klad vy´sledku fuzzy shlukova´nı´ [18]
• Pote´ zacˇneme s vy´pocˇtem prˇı´slusˇnosti vsˇech objektu˚ xn k shluku˚m Sk:
αn,k =
1
‖xn−ck‖
2
m−1∑
j
1
‖xn−cj‖
2
m−1
kde jmenovatel je normalizacˇnı´ faktor a musı´ platitm > 1
• V dalsˇı´m kroku je trˇeba zjistit nove´ strˇedy shluku˚, cozˇ se vypocˇte jako teˇzˇisˇteˇ prvku˚
shluku va´zˇeny´chm-tou mocninou jejich prˇı´slusˇnosti.
ck =
∑
n
αmn,kxn∑
n
αmn,k
• Kroky 2 a 3 se budou opakovat tak dlouho, dokud se budou objekty prˇesouvat mezi
shluky nebo se budou strˇedy shluku˚ vy´razneˇ meˇnit.
• Neˇkdy je trˇeba konecˇny´ vy´sledek jesˇteˇ defuzzifikovat (jednoznacˇneˇ prˇirˇadit kazˇdy´
objekt jednomu shluku). To se provede prˇirˇazenı´m objektu do shluku, ke ktere´mu
ma´ nejveˇtsˇı´ prˇı´slusˇnost.
Prˇı´slusˇnost objektu˚ ve fuzzy shlukova´nı´ se mu˚zˇe vyja´drˇit beˇzˇny´m zobrazenı´m pomocı´
mnozˇin (viz. obra´zek 9) nebo pomocı´ sloupcovy´ch grafu˚, kde kazˇdy´ objekt bude mı´t
n sloupcu˚ (podle pocˇtu shluku˚) a pomocı´ nich bude vyja´drˇena prˇı´slusˇnost k dany´m
shluku˚m [16] [17].
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4.4 Dalsˇı´ metody
Metod pro shlukova´nı´ existuje cela´ rˇada a jsou zalozˇeny na nejru˚zneˇjsˇı´ch principech.
Vyuzˇı´vajı´ neuronovy´ch sı´tı´, teorie grafu˚, teorie pravdeˇpodobnosti (analy´zamodu˚) a dalsˇı´.
Nenı´ vsˇak mozˇne´ zde uve´st vsˇechny tyto metody, a proto alesponˇ okrajoveˇ popı´sˇi pa´r z
teˇchto me´neˇ obvykly´ch metod.
• Konceptua´lnı´ shlukova´nı´ - cı´lem je sestrojit klasifikacˇnı´ sche´ma. To znamena´, zˇe
se snazˇı´ vytvorˇit jaky´si charakteristicky´ popis pro jednotlive´ shluky. Vyuzˇı´va´ pro to
klasifikacˇnı´ strom, s jehozˇ pomocı´ rozhoduje o prˇirˇazenı´ do shluku˚ [20].
• Metody neuronovy´ch sı´tı´ - jsou to samoorganizujı´cı´ se neuronove´ sı´teˇ (ucˇenı´ bez
ucˇitele). Vstupnı´ data jsou postupneˇ prˇeda´va´na sı´ti. Pokud je pra´veˇ sı´t’ v procesu
ucˇenı´, podle hodnot vstupnı´ch dat meˇnı´ svou strukturu. Vstupnı´ data jsou po-
stupneˇ prˇedkla´da´na sı´ti, sı´t’ beˇhem procesu ucˇenı´ podle jejich hodnot meˇnı´ svou
strukturu. Po prˇedlozˇenı´ vzoru na vstup sı´teˇ je vzor zva´zˇen va´hovy´m vektorem
kazˇde´ho neuronu. Neuron s nejlepsˇı´m vy´sledkem (neboli vı´teˇzny´ neuron) upravı´
sve´ va´hy tak, aby se co nejvı´c shodovaly s prˇedlozˇeny´mi daty na vstupu. Vsˇechny
neurony si pamatujı´ nastavenı´ svy´ch vah a take´ informace o svy´ch sousedech (okolnı´
neurony) [21].
• Bagged clustering - take´ nazy´vany´ ”Bootstrap aggregating clustering” je pomeˇrneˇ
mladou hybridnı´ metodou, ktera´ kombinuje hierarchicke´ a nehierarchicke´ metody
shlukova´nı´. Cı´lem je zprˇesnit (stabilizovat) rozklad mnozˇiny dat zı´skany´ch naprˇ.
pouzˇitı´m metody k-pru˚meˇru˚. Jelikozˇ metoda k-pru˚meˇru˚ doka´zˇe nale´zt jen loka´lnı´
maxima, je na data usporˇa´dana´ touto metodou, znovu aplikova´na aglomerativnı´
hierarchicka´ metoda. Tı´m dojde ke stabilizaci vy´sledku a nalezenı´ globa´lnı´ch ma-
xim [19].
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5 Implementace mean-shift
Pro implementaci byl zvolen algoritmus mean-shift. Je zde pouzˇit jako segmentacˇnı´ al-
goritmus tvorˇı´cı´ shluky podle podobnosti a blı´zkosti k nejveˇtsˇı´mu loka´lnı´mu minimu.
Obecne´ informace o algoritmu viz. 4.2. K naprogramova´nı´ tohoto algoritmu byla pouzˇita
knihovnaOpenCV, ze ktere´ byly vyuzˇitymetody pro nacˇı´ta´nı´ a ukla´da´nı´ obrazu ametody
pro prˇı´stup k jednotlivy´m pixelu˚m.
5.1 Pouzˇite´ na´stroje a prostrˇedky
Prˇi implemetaci byl pouzˇit programovacı´ jazyk C. Patrˇı´ k nı´zko u´rovnˇovy´m jazyku˚m
s minima´lnı´mi na´roky na syste´m a snadnou prˇenositelnostı´ na jine´ architektury. Dı´ky
teˇmto vlastnostem se cˇasto pouzˇı´va´ pro syste´move´ programova´nı´ (ovladacˇe, ja´dro OS).
Jeho vy´voj probı´hal v letech 1969-1973 v Bellovy´ch laboratorˇı´ch AT&T. Kdyzˇ dosa´hl jazyk
C pomeˇrneˇ stabilnı´ podoby, byla veˇtsˇina ja´dra UNIXU prˇepsa´na z assembleru do C [24].
Dı´ky sve´ rychlosti, nena´rocˇnosti na HW a lehke´ prˇenositelnosti, se pouzˇı´va´ i pro
programova´nı´ algoritmu˚pracujı´cı´ch spocˇı´tacˇovougrafikou.Protobyl zvolen jakovy´chozı´
jazyk pro tuto implementaci. Pokud bychom vsˇak chteˇli dosa´hnou jesˇteˇ veˇtsˇı´ho vy´konu,
lze prˇeve´st program napsany´ v C na architekturu CUDA. Ta slouzˇı´ k prˇenesenı´ vy´pocˇtu
na GPU (procesor graficke´ karty).
Jako vy´vojove´ prostrˇedı´ jsem pouzˇil program Code::Blocks v8.02 s GNUGCC kompi-
la´torem. Pro pra´ci s graficky´mi prvky, knihovnu OpenCV (kapitola 5.2).
5.2 OpenCV
Tato knihovna byla vyvinuta pro pocˇı´tacˇove´ videˇnı´ spolecˇnostı´ Intel. Pozdeˇji se z nı´ stala
volneˇ sˇirˇitelna´ knihovna, ale s omezenı´m pro komercˇnı´ vyuzˇitı´ (BSD licence). Byla psa´na
pomocı´ C, C++ a je multiplatformnı´.
Jejı´ vy´voj zacˇal v roce 1999 firmou Intel. Jejich cı´lem bylo vytvorˇit knihovnu pro
pocˇı´tacˇove´ videˇnı´ (v rea´lne´m cˇase), ktera´ by meˇla dobrˇe cˇitelny´ ko´d, nezateˇzˇovala by
procesor a mohla by´t snadno vyuzˇita i v komercˇnı´ch projektech. Iniciativa pro vytvorˇenı´
byla take´ do znacˇne´ mı´ry ovlivneˇna tı´m, zˇe by dı´ky te´to knihovneˇ mohla stoupnout
popta´vka po vy´konneˇjsˇı´ch procesorech. Za´jem Intelu pomalu ochabl a na vy´voji zacˇali
pracovat lide´ mimo tuto spolecˇnost. Po vypusˇteˇnı´ vı´ce ja´drovy´ch procesoru˚ se vsˇak o
vy´voj na te´to knihovneˇ opeˇt zacˇal vı´ce zajı´mat Intel [22].
Knihovna byla portova´na na te´meˇrˇ kazˇdy´ komercˇnı´ syste´m (vsˇetneˇ PowerPC, Macy-
robopsi).V tabulce 1mu˚zˇemevideˇt, naktery´chplatforma´chaarchitektura´chbylaknihovna
zkousˇena. Jsou zde uvedeny jen nejbeˇzˇneˇjsˇı´ varianty a pokud zde neˇjaka´ chybı´, nezna-
mena´ to, zˇe na nı´ knihovna nepobeˇzˇı´. Knihovna je rozdeˇlena do peˇti cˇa´stı´ [22]:
• VC - za´kladnı´ zpracova´nı´ obrazu a vysˇsˇı´ u´rovenˇ algoritmu˚ pocˇı´tacˇove´ho videˇnı´.
• ML - strojove´ ucˇenı´, staticke´ trˇı´deˇnı´, seskupovacı´ na´stroje.
• HighGUI - funkce pro nacˇı´ta´nı´ videa, obra´zku˚ a pra´ci I/O.
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IA32 EM64T IA64 Ostatnı´(PPC,
Sparce)
Windows OK (w.IPP;
MSVC6,
.NET2005
+OMP, ICC,
GCC, BCC)
OK (w.IPP;
MSVC6
+PSDK.NET
2005 +OMP,
PSDK)
Drobne´ nedo-
statky (w.IPP;
PSDK)
N/A
Linux OK (w.IPP;
GCC, BCC)
OK (w.IPP;
GCC, BCC)
OK (GCC,
ICC)
Nefunguje
MacOSX OK (w.IPP;
GCC, nativneˇ
APLs)
Netestova´no N/A OK (iMac G5,
GCC, nativneˇ
APIs)
Ostatnı´(BSD,
Solaris, . . . )
Nefunguje Nefunguje Nefunguje Hla´sˇena
funkcˇnost na
UltraSparc
Solaris
Tabulka 1: Platformy na nichzˇ byla testova´na knihovna OpenCV [22]
• CXCore - za´kladnı´ datove´ struktury.
• CVAux - rozpozna´va´nı´ oblicˇeje HMM, experimenta´lnı´ algoritmy.
5.3 Mean-shift
Jak jsme si jizˇ rˇekli (viz. kapitola 4.2) mean-shift je neparametricka´ klastrovacı´ metoda,
ktera´ nevyzˇaduje zada´nı´ pocˇtu shluku˚. Rˇadı´me ji do skupiny algoritmu˚ ”ucˇenı´ bez ucˇitele´”
(nevyzˇaduje tre´novacı´ data). Nema´ proble´my s jaky´mikoli tvary shluku˚ (naprˇ. neˇktere´
algoritmy se omezujı´ pouze na kruhove´ oblasti).
Cely´ algoritmus bychom si mohli rozdeˇlit do dvou kroku˚:
• Nalezenı´ loka´lnı´ho maxima pro vsˇechny pixely
• Seskupenı´ pixelu˚ do jednotlivy´ch shluku˚ na za´kladeˇ vypocˇteny´ch dat
5.3.1 Popis algoritmu
V tomto prvnı´m a hlavnı´m kroku algoritmu budeme zjisˇt’ovat odhad hustoty objektu˚ v
rovineˇ. Tento vy´pocˇet se provedevokolı´ kazˇde´ho objektu ana´sledneˇ provedemeposundo
bodu s nejveˇtsˇı´ hustotou. Toto se bude iterativneˇ opakovat tak dlouho, dokud nedorazı´me
do bodu, ze ktere´ho se jizˇ nelze nikam posunout (nacha´zı´me se tedy v loka´lnı´mmaximu).
Pak jizˇ jen zaznamena´me vy´chozı´ bod a konecˇnou pozici [13] [14] [15].
Prˇi implementaci jsem algoritmus aplikoval na obra´zek s trˇemi barevny´mi slozˇkami
RGB, jehozˇ pixely prˇedstavujı´ vsˇechny shlukovane´ objekty xi = (xi, yi) , i = 1, . . . , n
sourˇadnice pixelu˚ poprˇedı´. Prˇi implementaci jsem zjistil, zˇe je dobre´ si nacˇteny´ obra´zek
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Obra´zek 10: Funkce profilu˚ kernelu [26]
prˇekonvertovat tak, aby jednotlive´ barevne´ slozˇky da´valy hodnoty z intervalu 〈0, 1〉, cozˇ
na´m pozdeˇji usnadnı´ neˇktere´ vy´pocˇty. Odhad hustoty rozlozˇenı´ objektu˚(pixelu˚) v rovineˇ
zı´ska´me dle prˇedpisu [13] [14] [15]
f˜ (x) =
1
nhd
n∑
i=1
K
(
x− xi
h
)
kde n je celkovy´ pocˇet pixelu˚, d pak oznacˇuje dimenzi prostoru (pro sˇedoto´nnı´ obraz
to je 2, pro RGB 5), x zde zastupuje bod vu˚cˇi ktere´mu je pocˇı´ta´na hustota (veˇtsˇinou strˇed
oblasti za´jmu), h je polomeˇr okna(oblasti za´jmu). Take´ je potrˇebne´ uve´st si definici kernelu
K (x).
K (x) = ck,dk
(
‖x‖2
)
Parametr ck,dk je normalizacˇnı´ konstanta, ktera´ za´visı´ na volbeˇ funkce k (x) oznacˇo-
vane´ jako profil kerneluK. K cˇemuvlastneˇ profil kernelu slouzˇı´? Pomocı´ profilu kernelu si
mu˚zˇeme definovat tvar oblasti za´jmu, cozˇ je jake´si ”oke´nko” pomocı´ neˇjzˇ budeme vyhleda´-
vat loka´lnı´ maximum (viz. obra´zek 8 - cˇa´rkovana´ krˇivka). Prˇi implementaci jsem si zvolil
tzv. Epanechniku˚v kernel. Pro algoritmus mean-shift se pouzˇı´va´ vcelku cˇasto, definice je
jednoducha´ a tvarem bude nejvı´ce prˇipomı´nat kruhovou oblast. Definice epanechnikova
kernelu [13] [14] [15]:
k (z) =
{
1− z pro z ≤ 1
0 jinak
(1)
Abychom si vu˚bec udeˇlali prˇedstavu, jakmohou vypadat dalsˇı´ funkce kernelu, podı´vejme
se na obra´zek 10, kde mu˚zˇeme videˇt epanechnikovu, gaussovu a triangulacˇnı´ funkci
kernelu (popisova´no zleva).
Nynı´ jsme schopni si vypocˇı´tat odhad hustoty rozlozˇenı´ bodu˚ v rovineˇ, to na´m vsˇak
nestacˇı´. Potrˇebujeme zı´skat loka´lnı´ maxima hustoty f˜ , lezˇı´cı´ v nulovy´ch bodech jejı´ho
gradientu. Odhad gradientu mu˚zˇeme zı´skat z jizˇ vypocˇtene´ funkce dı´ky tomu, zˇe platı´:
∇˜fh,K (x) ≡ ∇f˜h,K (x) = 2ck,d
nhd+2
n∑
i=1
(x− xi) k′
(∥∥∥∥x− xih
∥∥∥∥2
)
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Obra´zek 11: Postup mean-shiftu zobrazeny´ v 3D modelu [13]
Nynı´ je trˇeba si definovat funkci g(x), ktera´ na´m upravı´ funkci profilu kernelu do patrˇicˇ-
ne´ho tvaru
g (x) = −k′ (x) .
Po te´to u´praveˇ mu˚zˇeme da´le pokracˇovat ve vy´pocˇtu gradientu hustoty
∇f˜h,K (x) = 2ck,d
nhd+2
n∑
i=1
(xi − x) g
(∥∥∥∥x− xih
∥∥∥∥2
)
=
2ck,d
nhd+2
[
n∑
i=1
g
(∥∥∥∥x− xih
∥∥∥∥2
)]

∑n
i=1 xig
(∥∥x−xi
h
∥∥2)∑n
i=1 xi
(∥∥x−xi
h
∥∥2)︸ ︷︷ ︸
m(c)
−x

Z naposledy uvedene´ho vzorce je velmi du˚lezˇita´ cˇa´stm(x), ktera´ vypocˇı´ta´ tzv. mean-
shift vektor, smeˇrˇujı´cı´ vzˇdy do mı´sta s nejveˇtsˇı´m na´ru˚stem odhadnute´ hustoty f˜ . Pomocı´
iterativnı´ho vola´nı´ tak mu˚zˇeme dostat trajektorii bodu xi, vedoucı´ do loka´lnı´ho maxima.
Opakovany´ vy´pocˇet mean-shift vektoru by se meˇl ukoncˇit pra´veˇ tehdy, kdyzˇ ∇f˜h,K (x)
bude rovna nule. V praxi se vsˇak mı´sto toho volı´ neˇjake´ dostatecˇneˇ male´ cˇı´slo. Vy´pocˇetnı´
cˇas i vy´kon bude mensˇı´ a vy´sledek te´meˇrˇ totozˇny´. Nynı´, po vypocˇtenı´ vsˇech trajektoriı´
bodu˚ xi, prˇirˇadı´me kazˇde´mu loka´lnı´mu maximu neˇjakou barvu (na´hodneˇ cˇı´ podle klı´cˇe)
a kazˇdy´ bod obrazu obarvı´me podle loka´lnı´ho maxima, ve ktere´m koncˇı´ jeho trajektorie.
Tı´m je provedena cela´ segmentace. Trajektorie bodu˚ vedoucı´ch k loka´lnı´mu maximu
mu˚zˇeme videˇt na 3D modelu v obra´zku 11 [13] [14] [15].
Pro lepsˇı´ pochopenı´ bude dobre´ cely´ algoritmus jesˇteˇ jednou ve zkratce popsat.
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• Pro kazˇdy´ bod obrazu budeme postupneˇ pocˇı´tat vektor posuvu (x(x)), cozˇ opako-
vaneˇ aplikujeme i na tento vektor, do te´ doby nezˇ gradient hustoty ∇f˜h,K (x) bude
roven nule nebo jine´mu dostatecˇneˇ male´mu cˇı´slu.
• Kazˇde´mu loka´lnı´mu maximu prˇirˇadı´me barevnou hodnotu, at’ uzˇ na´hodneˇ nebo
podle prˇedem zvoleny´ch parametru˚. Kazˇdy´ bod obrazu bude obarven podle loka´l-
nı´ho maxima, do ktere´ho ”dosˇel” pomocı´ mean-shiftu.
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6 Testova´nı´
Na´sledneˇ po vytvorˇenı´ algoritmu bylo zapotrˇebı´ prove´st rˇadu testu˚, zda se algoritmus
chova´ tak, jak by meˇl. Prvnı´m testem bylo zkontrolova´nı´ posuvu˚ do loka´lnı´ho maxima.
Postacˇil k tomu jednoduchy´ obra´zek s gradientem (postupny´ ru˚st sytosti barvy). Mean-
shift se pomocı´ prˇesunu˚ dostal azˇ domı´sta s nejveˇtsˇı´ sytostı´ barvy, cozˇ je spra´vne´ chova´nı´.
Dalsˇı´mkrokembylo spusˇteˇnı´ algoritmuna jizˇ norma´lnı´ obraz a vypozorova´nı´ zdadocha´zı´
ke shlukova´nı´, cozˇ se projevı´ vytvorˇenı´m veˇtsˇı´ch ploch se stejnou barvou. Tyto plochy
na´m rˇı´kajı´, zˇe vsˇechny body s jednou barvou ”dosˇly” pomocı´ mean-shiftu do stejne´ho
loka´lnı´ho maxima. Jako poslednı´ bylo potrˇeba zjistit, jak se algoritmus chova´ prˇi zmeˇneˇ
hodnoty h (polomeˇru okna mean-shiftu). Teoreticky by se meˇl celkovy´ pocˇet segmentu˚
zveˇtsˇovat, pokud budeme hodnotu h snizˇovat, jelikozˇ mean-shift budemı´t mensˇı´ ”rozhled
pro nalezenı´ mı´sta s nejveˇtsˇı´ hustotou. Proto by meˇlo docha´zet k cˇasteˇjsˇı´mu nalezenı´
loka´lnı´ho maxima a tı´m i vytvorˇenı´ segmentu.
Postupneˇ jsemprovedl segmentaci s ru˚znou velikostı´ parametruh ∈ {5, 10, 20, 30, 40}.
Prˇedpoklad se splnil a pocˇet segmentu˚ klesal s rostoucı´ velikostı´ h. Doba zpracova´nı´ vsˇak
byla mnohem delsˇı´, cozˇ je zaprˇı´cˇineˇno tı´m, zˇe prˇi kazˇdem vy´pocˇtu posunu mean-shift
se muselo pocˇı´tat s cˇı´m da´l veˇtsˇı´m okolı´m strˇedove´ho bodu. Volba parametru je tedy
velmi du˚lezˇita´, pokud bychom si zvolili prˇı´lisˇ malou hodnotu, vytvorˇı´ se prˇı´lisˇ mnoho
shluku˚ a tı´m se ztı´zˇı´ i na´sledujı´cı´ zpracova´nı´ obrazu. Pokud vsˇak, ale zvolı´me prˇı´lisˇ velkou
hodnotu, mu˚zˇe dojı´t k splynutı´ du˚lezˇity´ch shluku˚ a opeˇt na´m to znemozˇnı´ dalsˇı´ analy´zu.
Na obra´zku 12 a 13 mu˚zˇeme videˇt postup testova´nı´ segmentace se zmeˇnou parametru h.
Je patrne´, zˇe druha´ cˇa´st obra´zku obsahujı´cı´ 936 segmentu˚ je me´neˇ vhodna´ k dalsˇı´ analy´ze,
nezˇ trˇeba cˇtvrta´ cˇi pa´ta´ cˇa´st (obsahujı´cı´ 42 segmentu˚).
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Obra´zek 12: Test segmetace: pu˚vodnı´ obra´zek, parametr h = 5, parametr h = 10
Obra´zek 13: Test segmetace: parametr h = 20, parametr h = 30, parametr h = 40
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7 Za´veˇr
Beˇhem vypracova´va´nı´ jsem zjistil, zˇe metod segmentace je velke´ mnozˇstı´ a metod shlu-
kova´nı´ takte´zˇ. Dı´ky tomu jsou shlukovacı´ metody te´meˇrˇ v kazˇde´m zdroji deˇleny jiny´m
zpu˚sobem, a proto jsem zvolil rozdeˇlenı´ do veˇtsˇı´ch celku˚, ktere´ jsou zmı´neˇny te´meˇrˇ vsˇude.
Z teˇchto skupin jsem pak vybral typicke´ segmentacˇnı´ch algoritmy a popsal jejich princip.
Dalsˇı´ cˇa´stı´ byla implementace jednoho z algoritmu˚. Zvolil jsem si shlukovacı´ metodu
mean-shift a zacˇal se jı´ zaby´vat. Beˇhem studia tohoto algoritmu meˇ take´ zaujalo jeho
vyuzˇitı´ prˇi sledova´nı´ objektu˚ v real-time videu. Algoritmus mean-shift je pomeˇrneˇ jedno-
duchy´, ale podle meˇ ma´ prˇı´lisˇ velke´ vy´pocˇetnı´ na´roky. Cozˇ by se samozrˇejmeˇ dalo velmi
zredukovat pokud by se implementovany´ algoritmus upravil na vı´cevla´knovou aplikaci
a nebo prˇepracoval pro zpracova´nı´ GPU (graficky´ procesor), pomocı´ technologie CUDA.
Vy´sledna´ segmentace provedena´ tı´mto algoritmem je vsˇak velmi dobra´, samozrˇejmeˇ za
prˇedpokladu, zˇe uzˇivatel zvolı´ rozumnou velikost oknamean-shift.
Radomı´r Hladı´k
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