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Abstract 
Harmonics are a persistent problem in power systems starting from the simple to any complex natured power system network. 
Blind source separation using Independent Component Analysis (ICA) is applied to estimate the harmonic sources with least 
prior knowledge on the topology of power systems. The limitation of the method is that it assumes that the harmonic sources are 
statistically independent. However, in simple microgrid system powering a small region, it becomes very likely that the harmonic 
sources like two housing colonies ,etc to have some degree of dependence which makes them correlated to a  minimal extent. 
Under such circumstances, it is observed that the traditional ICA algorithms like FastICA breakdown. In the work, two 
algorithms suitable for statistical dependence namely the eigBSE(Eigen value based Blind source Extraction) algorithm and the 
maxNG (maximum non Gaussianity based) algorithm discussed in literature are applied to a simple four bus microgrid model. 
The separation quality and performance indices of the two algorithms are explored for various correlation coefficient values and 
it is found that in majority of the cases maxNG algorithm is more precise. More details of the theoretical issues of statistical 
dependence and the algorithm behaviour needs to be workedout. 
© 2015The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of Amrita School of Engineering, Amrita Vishwa Vidyapeetham University. 
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1. Introduction 
With the advent of power control and various smart grid technologies lot of harmonic currents is generated in the 
power system. These harmonic currents in turn spread in the system causing power quality problems. Several 
regulations restrict power utilities to operate the system within certain limits of distortion. Use of power control by 
switching devices is likely to increase in future and the harmonic contents in the system will also increase. The 
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identification of source of harmonics and their frequency components assume great significance in implementing 
mitigation measures. Most of these techniques which are independent of the topology of the system operate on a 
major assumption that the sources are statistically independent [1-4]. However, when two harmonic sources are 
correlated to even a small extent, the conventional ICA algorithms[5]like Fast ICA (FICA)], Efficient Variant Fast 
ICA (EFICA), Entropy Bound Minimisation (EBM) and Joint Approximate Diagonalisation of Eigen Matrices 
(JADE)fail to separate the two sources. Two algorithms are attempted for correlated harmonic sources namely the 
eigBSE (eigen value based Blind source Extraction) algorithm and the maxNG (maximum non Gaussianity based) 
algorithm. 
Section Two describes the blind source separation (BSS) problem. The statistically dependent BSS algorithms 
eigBSE and maxNG are also explained in this section. The System overview and the relation of BSS to harmonic 
source separation are explained in Section Three.  The simulations results of the work are discussed in Section Four. 
The conclusions and future work are presented in Section Five. 
2. BSS Problem 
The BSS has its basis in the cocktail party problem employed for speech identification as shown in Fig.1.  
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Fig. 1.  Conventional BSSS Problem 
 
The basic blind source separation problem separates M sources from Mobservations. From Fig. 1,  it is observed that     
x = As             (1) 
wherex is   M×1   Observation Vector, A is M×M  Mixing Matrix ands is   M×1   Source Vector .Also from Fig. 1, 
               y =Wx           (2)
  
By suitable mathematical manipulation the source s can be estimated.  The conventional speech problem normally 
identifies two different speech signals (different sentences) thus ensuring the assumption of statistical independence. 
When the two speech signals are same, depending on the persons speaking a correlation between the speeches is 
established. In signal processing,eigBSE and maxNG algorithm are employed for statistical dependence [8, 10].The 
two algorithms are extended to the problem of harmonic state estimation (HSE) and are briefly explained.  
2.1. Eigen ValueBased Blind Source Extraction Algorithm: 
The algorithm is suitable for correlated delayed sources, if the delay is known. It is an improvement over A. 
Cichockiand  S. Amari [9] in its processing speed.  
1. The sources to be estimated are temporally correlated with a time delay τ as follows: 
E{s (n)s (n )} 0i i
E{s (n)s (n )} 0i j
E{s (n)s (n )} 0 j i, l ij l
 W !
 W  
 W   z z
(3) 
2. Apply the constraint  w  =1 and maximize the objective function: 
J(w) E{y(n)y(n )}  W   (4) 
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which gives 
T TJ(w) w E{x(n)x(n ) }w  W (5) 
3. As Ty(n) w x(n)  is the output signal, (5) gives the source signal. 
4. When J(w) attains the maxima, y(n) estimates siupto  certain scalar. 
 
2.2. MaxNG Algorithm 
 The algorithm is based on minimum entropy which is equivalent to maximum gaussanity and is applicable for both 
dependent and independent sources.   
1. The source to be calculated is of the form  s = Ax and y = wx 
2. The matrix w row by row isdetermined by maximizing the measure of non-Gaussianity for each y for a 
fixed unit-variance.  
3.  In order to enforce the unit-variance of each  y two pre-processing techniques are done: 
(a)Apply a spatial whitening (or sphering) technique using the  Karhunen-Loeve transformation to the 
observation vector. 
(b) Parameterize each row of new separating matrix D as unit norm vector using hyperspheric coordinates. 
4. Calculate M sources from M mixtures using a search for M local maxima in a (M-1) dimensional space. 
5. Maximize the Non-Gaussianity measure by implementing a search based on the Gradient Ascend 
Algorithm 
6. To obtain M different local maxima the gradient ascend search algorithm is run many times from different 
starting points. After each local maximum is found, the local maximum has to be removed from the 
objective using deflation or non-Gaussian structure removal. 
    
3. System Overview 
A micro grid system with four buses and two correlated loads at Bus 3 and Bus 4 is shown in Fig.2.  
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Fig. 2. Four Bus System with Two Correlated Sources 
 
The two correlated loads may be identical apartments or two identical housing colonies which have similar 
Architecture leading to small degree of correlation between the sources. The power system component values of the 
micro grid used in the work are given in Table 1.  
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Table 1.Transmission Line Parameters for the Simulated Model 
Bus R(:) XL(:) 
1 – 2 
0. 
116 jh 0.7620 
2 – 3 0.216 jh1.5039 
3 - 4 0.332 jh2.2660 
4 – 1 0.1302 jh0.8399 
 
The observation data is generated in the following manner: 
1. The various power system components of the micro grid system are modelled as in [6]. The two harmonic sources 
are modelled with Poison distribution and using correlation coefficient values defined as -0.2, 0.05, 0.2 and 0.3 
respectively. Thus the admittance of the test system is formulated for a specific harmonic frequency. 
2. The load profile of the correlated sources is extended to 1440 samples. 
3. The harmonic current data at buses 3 and 4 is built. The values of r IbhandZh (inverse of admittance of the test 
system) are substituted to obtain the harmonic voltage sensor readings 
Vbh= ZhIbh         (6) 
4. The above steps are repeated for h = 7, 11, 13 and 17. Vbhdata  thus  simulated serves as the observation data for 
ICA. 
For a N bus system, the HSE problem [3] is defined as:   
 Ibh= YhVbh    h =1,2,3...n, b=1 to N        (7) 
This expression bears equivalence to (1) and hence ICA is applied to HSE problem by taking the harmonic voltage 
values at specific harmonic frequency. The ICA algorithms are applied and their performance is analysed.  
4. Simulation Results 
 
 
 
Fig. 3. Harmonic Current at Bus 3 for r=0.2 and h=5 
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Fig. 4. Harmonic Current at Bus 4 for r=0.2 and h=5 
 
The simulated harmonic current obtained from the test system is specified as Irh.The harmonic current got from the 
ICA algorithms is given by Iih.The error between Irh and Iih is designated as Erh. As the two harmonic  currents have 
statistical dependence three ICA algorithms( FICA, eig BSE and maxNG) are applied to investigate the separation 
power and performance employing one sample per minute resulting in a count of 1440 samples for various harmonic 
frequencies like h = 5,7,11,13 and 17. The harmonic current separation of the two dependent loads for the three ICA 
algorithms is shown in Fig. 3 and Fig. 4. The FICA algorithm results in a wrong estimate. The other two algorithms 
evaluate the sources fairly accurately as observed from Fig.3 and Fig.4. The statistical dependence between the two 
harmonic sources is represented in terms of how  similar the sources behave in relation to each other and is denoted 
by correlation coefficient ( r). The performance of the algorithms  is analysed for a correlation coefficient (r)of -
0.2,0.05,0.2 and 0.3 respectively. The figure of merit chosen are Absolute Peak Error (PAE), Median  absolute error 
(AME), Root Mean Square Error (RMSE) and Average Modulus Percentage Error (MAPE)[2].The four error values 
are defined as   
 
PAE = max (Erh (t)) t=1, 2, ………….T                  (8)
   
The PAE error at the two buses is portrayed in Table. 2 
 
Table  2. .PAE Error Values at Bus 3 and Bus 4 
Bus 3 Bus 4 
r FICA eigBSE maxNG FICA eigBSE maxNG 
-0.2 0.0743 0.00032 0.00267 0.043 0.00041 0.00381 
0.05 0.0654 0.00067 0.000593 0.054 0.00072 0.00066 
0.2 0.0512 0.00042 0.000377 0.0671 0.00029 0.00032 
0.3 0.0912 0.0029 0.0008 0.1112 0.00171 0.0022 
 
 
The PAE values are low for eigBSE and maxNG algorithm. In most of the cases expect for a correlation coefficient 
of 0.3,maxNG has the lowest values. The next figure of merit is AME which is defined as in (9). 
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AME=   
T
rh
t 1
1
E (t)
T  
 ¦
          (9) 
Table  3. AME  Error  Values at Bus 3 and Bus 4 
Bus 3 Bus 4 
r FICA eigBSE maxNG FICA eigBSE maxNG 
-0.2 0.00011 5.1E-7 4.73E-07 0.0003 2.2E-06 1.19E-06 
0.05 0.00043 6.6E-06 5.312E-06 0.000415 5.7E-06 6.62E-06 
0.2 0.00075 2.7E-06 1.1887E-07 0.000718 7.2E-06 8.17E-05 
0.3 0.00061 1.2E-06 0.00000611 0.000512 3.1E-06 6.13E-05 
Table  4. RMSE  Error  Values at Bus 3 and Bus 4 
Bus 3 Bus 4 
r FICA eigBSE maxNG FICA eigBSE maxNG 
-0.2 3.87E-06 0.0002 0.000372 6.9E-06 0.00032 0.00023 
0.05 1.03E-06 0.0004 0.000563 0.000326 0.00033 0.00028 
0.2 1.25E-05 5.19E-07 3.17E-08 6.59E-05 3.28E-07 2.17E-07 
0.3 2.99E-06 5.08E-06 2.05E-08 7.06E-05 4.72E-06 6.72E-07 
 
Table 3 shows the AME error at the two buses with the three ICA algorithms. The AME values for the four 
correlation coefficients are analysed. The maxNG has the least values in all cases except for all positive correlation 
values at Bus 3 and excluding correlation coefficient of 0.3 at Bus 2, maxNG has the lowest values. The third figure 
of merit is defined as:       
     RMSE=
T
2
rh
t 1
1
E (t)
T  
ª º « »¬ ¼¦        (10)          
The RMSE error at Bus 3 and Bus 4 with the ICA algorithms is shown in Table 4.Smallest RMSE value is observed 
for maxNG algorithm at Bus 3 for all the correlation coefficients considered.  However, for negative and low value  
of correlation coefficient(0.05) eigBSE has smaller values than maxNG at Bus 2.AME and PAE are scale dependent 
metrics. However, the level of error only acts as the deciding factor for RMSE. MAPE is a percentage dependent 
metric and is defined as the average of the sum of ratio between the error Erh and the algorithm generated current Iih. 
MAPE (%)
T
rh
t 1 ih
E (t)1
100%
T I 
 ¦
        (11) 
Table  5. MAPE  Error  Values at Bus 3 and Bus 4 
Bus 3 Bus 4 
               r       FICA       eigBSE            maxNG         FICA     eigBSE       maxNG 
-0.2 2.11 1.11 0.891 3.51 2.541 1.034 
0.05 4.52 2.518 1.14 6.129 3.617 2.773 
0.2 9.14 3.378 2.738 13.452 4.119 3.495 
0.3 17.97 7.891 3.11184 17.241 4.198 5.326 
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Table  6. MAPE Error Values(r=0.2) for various sample sizes at Bus 3 and Bus 4 
 
 
 
 
 
 
MAPE is thus the deciding factor for the separation level of the ICA algorithms. Table 5 indicates the MAPE values 
at Buses 3 and 4 for the three algorithms. The maxNG algorithm is almost consistent exhibiting low values for all 
cases, except for r = 0.3 at Bus 4.As MAPE is a prime factor for separation of ICA algorithms, the effect of MAPE 
for the various sample sizes like 144,288,720 and 1440 is also investigated as given in Table 6. The incomparable 
dominance of maxNG for all sample sizes is evident from Table.5. The major limitation of eigBSE is its high error 
observed during finite sample size.Thus, maxNG is a potent method for statistically dependent signals. The 
theoretical framework and the specific conditions on signals need to be explored further. 
5. Conclusions 
Harmonic Estimation in a micro grid with correlated harmonic sources is attempted in the work. The ICA based 
BSS technique is applied to a simple four bus micro grid model. The conventional ICA algorithms like FastICA are 
found to be incompetent for statistically dependent or correlated sources (loads). Hence, two ICA algorithms 
proposed in literature called the eigBSE and max NG which are effective for such sources are applied and their 
separation property and various error values are also evaluated. Several correlation coefficient values for the 
performance indices are carried out. Analysis of MAPE error for different sample size is also done.  In most cases, 
the values of maxNG ICA algorithm appear to be more accurate. However since it does not give the least error 
values in all cases, deeper study into the problem needs to be contemplated.  
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