Compressive sensing is an emerging sampling technique which enables sampling a signal at a much lower rate than the Nyquist rate. In this paper, we propose a novel framework based on Kronecker compressive sensing that provides multi-resolution image reconstruction capability. By exploiting the relationship of the sensing matrices between low and high resolution images, the proposed method can reconstruct both high and low resolution images from a single measurement vector. Furthermore, post-processing using BM3D improves its recovery performance. The experimental results showed that the proposed scheme provides significant gains over the conventional framework with respect to the objective and subjective qualities.
Introduction
Recently, compressive sensing (CS) [1] has attracted considerable attention for its capability of simultaneous sampling and compression. CS allows, from a much smaller number of measurements, to reconstruct a signal by relying on the sparsity property of signals in some sparse domains (i.e., DCT, DWT, gradient domain...). On the other hand, in case of multidimensional signals (e.g., image or video), a frame-based CS has practical difficulties, such as high computational complexity or large memory requirements arising from the large number of measurements. In this regard, a block-based approach [2, 3] was developed but it missed the global characteristics of the images despite preserving the local ones. Duarte et al. introduced a Kronecker compressive sensing (KCS) scheme [4] that senses data in the frame-based manner but can reduce the complexity considerably using a Kronecker product.
A key challenge of CS towards practical applications is reducing the computational complexity of reconstruction. In general, the higher image resolution becomes, the larger computational complexity CS requires. A partial solution for this is a multi-resolution sensing framework that senses multi-resolution measurements and reconstructs a low resolution (LR) image, but later a high resolution (HR) image is reconstructed using a powerful reconstruction supported by sufficient computational complexity. This scheme has an added feature of providing a fast preview for real-time compressive image/video with a low-cost reconstruction of a low resolution (LR) image [11] [12] [13] . This can also provide benefits to many image processing tasks, such as image classification, object detection, etc. with little sacrifice in accuracy. For example, the initial object detection can be obtained from a low cost reconstructed LR image/video, and then enhanced from a reconstructed HR image/video.
CS is unable to provide a high quality reconstruction if its subrate is too low. Because CS takes a much smaller number of measurements via random projection, it is easy to miss important signal features. The loss of some high frequency signal components brings in consequential suffering of heavy staircase artifacts. Therefore, CS recovery has difficulty in reconstructing accurate HR images at a very low subrate. Conventional image/video compression faces similar problems in achieving a very high compression ratio while dealing with a HR image. One possible remedy is employment of down-sampling of the image/video sequences before compression and using a super resolution (SR) technique to up-sample the decompressed signal at the decoder [8] . SR is an image processing technique that can generate a HR image from a single or a set of LR images [8] . This scheme can be used for quality-bitrate control of a reconstructed HR in spatially scalable image/video coding.
One of the widely used CS reconstruction methods is the total variation (TV) technique [5] [6] [7] , which can achieve good CS recovery performance while preserving edges of images well. However, in case of a very low subrate, such as 0.05, it has very poor recovery performance, as depicted in Fig. 1(a) . Therefore, for a given low subrate, instead of sensing the original resolution (called high resolution (HR)) image, it might be better if the same sensing is performed to its spatially down-sampled (called low resolution (LR)) image, and the HR image is generated by up-sampling the CS reconstructed LR image. The super resolution (SR) technique can be used for up-sampling. Motivated by this, the aim of this study is to sense a LR image and to utilize SR to achieve better HR without increasing the number of measurements. Fig. 1 illustrates such a possibility. Fig. 1(a) shows a CS reconstructed original resolution image of 512x512 (i.e., HR image) at a low subrate of 0.05. Equivalent subrate of 0.2 (=0.05x4) is used to produce a LR image (256x256), and its reconstructed HR images are shown in Figs. 1(b) and (c) which are generated by up-sampling LR via a bi-cubic interpolation [16] (for the algorithm names in Fig. 1 , see Table 1 , which will be explained later). As shown in Figs. 1(b) and (c) in comparison with Fig. 1(a) , the SR-assisted reconstructed HR image produces higher reconstruction quality.
This paper proposes a multi-resolution compressed sensing framework that allows images to be reconstructed at various resolutions. By exploiting the relationship between the measurements of LR and HR images, we propose a HR sensing matrix, which shares the same measurement vector with the sensing LR image. In addition, the proposed sensing scheme corresponds to the sensing spatially down-sampled image (i.e., LR image) at a high subrate. That is, it senses the LR image using the same number of measurements originally associated with the HR image. A HR image is finally reconstructed from the LR image. The reconstructed images are refined further to remove staircase artifacts using a BM3D [9] filter through post-processing as reported in [10] . The proposed multi-resolution Kronecker compressive sensing scheme is simulated to verify its efficiency over the conventional KCS in both PSNR and perceptual quality.
The rest of this paper is organized as follows. Section II presents the background of the compressed sensing. The proposed multi-resolution sensing framework is delivered in section III. Numerical experiments are presented in section IV, and the paper is concluded in section V.
Background
This section first introduces the background of compressive sensing and then presents some related work.
Compressive Sensing
An emerging signal processing technique, CS allows acquiring signals with a much smaller sampling rate than the Shannon/Nyquist rate via a random projection. CS theory states that for a natural image, 2 m n × Φ ∈ R is a sensing matrix which satisfies the restricted isometry property [1] .
To reduce complexity caused by a large size of sensing matrix in multi-dimensional signals, Duarte and Baraniuk [4] presented Kronecker compressive sensing, which jointly models the sensing matrix for each signal dimension. For the 2D signal, , Table 1 ).
is a vectorized version of the measurement matrix . Y The measurement constraint is:
Under the framework of KCS, the optimization problem formulated as a total variation (TV)-based CS recovery [5] [6] [7] can be solved for the reconstructed signal: (2) where , μ γ are constant parameters and the total variation 
Related Work
The problem of multi-resolution CS has attracted highlevel of attention recently. Park et al. presented a multiscale framework for compressive video sensing [17] , which can obtain LR and HR reconstructed images at the recovery side. On the other hand, this framework requires that compressive measurements are sampled at multiple scales for each video frame. Towards practical video compressive sensing, Baraniuk et al. proposed a dual scale sensing matrix (DSS) in CS-MUVI framework [12] , which can generate an efficiently computable low-resolution video pre-view. To reduce computational complexity further, Goldstein et al. [13] proposed a new multiresolution framework based on the STOne transform. In addition, the DSS was exploited further to provide spatially scalable compressive sensing [11] . These algorithms were designed for a single pixel camera imaging system [14] , in which the elements of the sensing matrices are chosen either +1 or -1 to achieve easier and fast implementation. In the present approach, the HR sensing matrix is created based on the LR sensing matrix, which can be generated arbitrarily, like any other sensing matrices, such as random Gaussian sensing matrix, etc.
While related works [11] [12] [13] 17] were proposed for a normal CS framework, the proposed sensing scheme was significantly different in that it was under the KCS framework [4] . Moreover, while the approach [11, 12] sacrifices the performance of the recovered LR to have multi-resolution capability, in contrast to this approach, the proposed method reconstructs LR at a high reconstruction quality and then uses the SR technique to improve the HR quality. An approach of using SR to improve performance for exploiting predictive coding in spatially scalable compressive imaging has been reported [11] , but it senses the HR and LR measurements separately and reconstructs them independently. In contrast, the proposed algorithm in this paper shares the same measurements between HR and LR, and reconstructs the HR and LR images jointly.
Proposed Multi-Resolution Kronecker Compressive Sensing
In this section, we first present a relationship between sensing matrices of high and low resolution images, and outline the proposed multi-resolution sensing matrices. The proposed reconstruction will be given in the later part.
Multi-resolution CS Acquisition
As mentioned in [13] , the multi-resolution CS is desirable for enabling a fast preview of an image/video. Unfortunately, the conventional KCS framework [4] does not support the multi-resolution measurements. In general, KCS measurements of the same image at different resolutions (HR and LR) can be obtained by the following: To support the proposed multi-resolution measurement (that is, the same measurements shared by HR and LR), it is important to carefully design the sensing matrices so that the images can be reconstructed at different resolutions from the same set of measurements. In addition, it is better to design sensing matrices to be fully compatible with the conventional KCS without any modification of the sensing and recovering parts. Therefore, the relationship between the HR and LR sensing matrices should be investigated carefully. For that purpose, the LR and HR images are obtained via down-sampling operation as follows: Fig. 2 shows the relationship between the two sensing matrices. Using this HR sensing matrix (called LSM), the LR image and HR image can be reconstructed with the same set of measurements. Note that the use of the HR sensing matrix in (7) is equivalent to the sensing LR image at a high subrate. Therefore, we discard the high frequency component (i.e., textures) at the sensing part. By keeping the same number of measurements, if a subrate of the sensing HR image is , r then the subrate for the LR image is 2 2 . r × As a result, the proposed sensing matrix prefers a subrate smaller than 0.25 because the subrate of LR becomes 1. Otherwise, the additional measurements will be wasted.
Multi-Resolution CS Reconstruction
Because HR and LR image sensing is designed to share the same measurements, reconstructing the HR and LR images is straightforward using TV [6] without modification. This is the conventional sensing and recovery method (called TV in Table 1 ). On the other hand, in this paper, the LR image is reconstructed first from the measurements, , LR Y using the sensing matrices , ,
R G and the SR technique, such as bi-cubic interpolation [16] , is applied simply to the LR image to generate the HR image; this is denoted by the Super-Resolution-assisted Total Variation reconstruction (SRTV) in Table 1 . Thanks to the SR technique, we are able to obtain some details in the reconstructed HR image. The better SR algorithm is expected to show higher performance.
Both LR and HR images contain significant staircase artifacts. This drawback was overcome by post-processing [10] , which implements the BM3D [9] . By reconstructing the residual image by iterative filtering, the staircase artifact can be removed effectively due to the structurepreserving properties of the BM3D filter. The details of the algorithm are presented in Table 2 . The structural similarity SSIM [15] between the two consecutive iterations is selected as the stopping because the aim was to preserve the nonlocal structure. The BM3D postprocessing scheme was used after reconstructing the LR image, and then apply the SR technique was then applied; the algorithm is called SRTV+BM3D. Moreover, because the HR sensing matrices ( , ) HR H R R G can be obtained using (7), the reconstructed HR image of (SRTV+BM3D) can be refined further by BM3D post processing. This scheme is called SRTV+BM3D 2 in Table 1 . By iteratively removing the staircase artifact in both the low and high resolution images, the proposed SRTV+BM3D 2 is expected to achieve the highest reconstruction performance.
Experimental Results
In this section, the effectiveness of the proposed idea of SRTV, and its variants, SRTV+BM3D and SRTV+BM3D 2 are validated by comparing the objective and subjective performance with TV [6] , as listed in Table 1 . σ = All results were obtained by averaging five simulations. Table 3 compares the values of PSNR and the structure similarity index (SSIM) [16] with test images of size 512×512 at various subrates from 0.05 to 0.025. Fig. 3 presents all the test images. The proposed algorithm was compared with TVAL3 [18] with a block size of 64 and BCS-SPL-DDWT with a block size of 32 because the frame-based CS could not be used due to out of memory problems. The experimental environment was a computer with an Intel(R) Core(TM) i5 (3.3GHz) and 4G memory, running Windows 7 and Matlab 2012b. 
Parameter Setting for the Experiment

Results and Discussions
As shown in Table 3 , the SRTV, SRTV+BM3D and SRTV+BM3D 2 algorithms outperformed the conventional method, TV [6] , BCS-SPL-DDWT [2] , and TVAL3 [18] . Moreover, the SRTV+BM3D 2 showed the best performance in most cases. The results show that the proposed idea of sensing the LR with a high subrate shows better performance than the conventional CS. Even by applying a simple SR (e.g., bi-cubic) to the reconstructed LR image in the SRTV algorithm, the 1.5dB gain on average over the conventional KCS employing TV was still achieved [6] . With the structure preserving property of BM3D post-processing to the LR image, the SRTV+BM3D gives an additional gain of 0.3dB. By building the HR sensing matrix as in (7), it is possible to doubly apply BM3D post-processing to both LR and HR images in the proposed SRTV+BM3D 2 , which can offer up to 2.7dB gain (in the case of Cameraman image at subrate 0.25) over the single application of the BM3D post-filter in SRTV+BM3D. In particular, the proposed SRTV+BM3D 2 algorithm demonstrated the best PSNR performance in most test images with a mean gain of 2.94dB and 1dB over the TV [6] and SRTV+BM3D, respectively.
Because only a LR image was measured and a simple SR technique (e.g., bi-cubic) was used to generate the HR image, the HR image often suffers from loss of image details or texture (i.e., due to loss of high frequency components). In addition, the SR technique was reported to generate a smooth HR image and is quite effective in up-sampling a smoothed image [8] . Therefore, the proposed method performs the best with very smooth images, such as Peppers, Cameraman, and Goldhill. The conventional KCS is unable to capture and recover high frequency components well (e.g., edges or details) if it senses a very small number of measurements (i.e., at a very low subrate). Therefore, the reconstructed image of the conventional CS at a very low subrate loses the high frequency components and produces a very low quality reconstructed image, as already visualized in Fig. 1 .
Therefore, some high frequency information was discarded using the proposed HR sensing matrix, which corresponds to the sense LR at a high subrate. Because the CS reconstruction works well at a high subrate and the SR technique can provide some level of detail, even without post-processing in the SRTV algorithm, it can still improve the performance in complex textured images, such as the Lena and Boats images. Obviously, higher performance can be achieved with SRTV+BM3D and SRTV+BM3D 2 by exploiting the structures of the image via BM3D. The proposed algorithm can reconstruct both LR and HR images with high quality, as shown in Fig. 4 (Cameraman image at subrate 0.1). Table 4 lists the reconstruction time of the LR and HR images using various reconstruction algorithms. The reconstructed LR images could be obtained within approximately 3 seconds (in SRTV), 14 seconds (in SRTV+BM3D and SRTV+BM3D
2 ) with and without BM3D processing. In addition, the computational complexity of the reconstructing HR images ranged from 4 secs in SRTV to 16 sec in SRTV+BM3D, and 85 sec in SRTV+BM3D including the LR reconstruction time. Therefore, an appropriate reconstruction method can be chosen based on the computational capability of the decoder. As shown in Table 5 , a very high performance LR image can be obtained using the proposed framework.
In addition, the same conclusion can be drawn in terms of the visual quality performance of the reconstruction algorithms, as depicted in Fig. 5 for the Lena image. Obviously, the proposed algorithm produced the best visual quality with clearer textured regions (e.g., see Lena's hair and her hat) and fewer staircase artifacts. However, the reconstructed HR loses some high frequency information (e.g., see the details of Lena's hat, and blurring in Lena's hair region). Moreover, the simple SR technique, such as like bi-cubic interpolation would also smooth the edges in the HR image. Therefore, some high frequency information, such as edges and detail, are lost in the reconstructed HR image. In general, higher recovery performance of the HR image is expected by the better performing SR method. Nevertheless, the task of better preserving the details will be undertaken in future work.
Conclusion
This paper proposed a novel multi-resolution Kronecker compressive sensing that allowed simple spatially scalable compressive imaging. The proposed scheme not only provided a high quality low resolution image but also significantly improved the reconstruction performance of the high resolution image, particularly with a small number of measurements. A future study will extend this sampling scheme further to obtain a scalable compressive sensing framework and exploit predictive coding between the base layers and enhancement layers.
