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a b s t r a c t
The chemical master equation is considered an accurate description of general
chemical systems, and especially so for gene regulatory networks and protein–protein
interaction networks. However, solving chemical master equations directly is considered
computationally intensive. This paper discusses an efficient way of solving the chemical
master equation for some prototypical problems in systems biology. Comparisons between
this new approach and some traditional approaches, especially Monte-Carlo algorithms,
are also presented, and show that under certain conditions the new approach performs
better than Monte-Carlo algorithms.
© 2009 Published by Elsevier Ltd
1. Introduction
There are two common ways to describe the dynamics of chemical reactions. One is a deterministic description, which
is accurate when the number of reacting molecules is large enough to allow a continuum point of view. However, in the
modeling of gene regulatory networks, the number of molecules of a given chemical species is typically in the order of
hundreds. In such a situation, the inherent randomness (Brownian motion, thermal noise) in the system usually cannot be
ignored since a single chemical reaction (when the number of molecules of a particular species is two, e.g.) may drastically
affect the whole system in the long run. Thus, one is forced to adopt a stochastic description.
The chemical master equation [1,2] is such a stochastic description, derived from the Markov property of the underlying
stochastic process. Themaster equation is a formulation of theMarkov property for discrete random variables in continuous
time. If the chemical system is determined by specifying the (finite) number of molecules of each species, then the master
equation governs the dynamics of the probability distribution for the system. It is well known that such a description suffers
from the ‘‘curse of dimensionality’’, i.e., each species adds one factor to the dimension, and the computational complexity
grows exponentially.
Currently, Monte Carlo algorithms are used to analyze the chemical master equation. These include the stochastic
simulation algorithm (SSA) [3,4], τ -leaping [5], and various othermethods [6–8] thatmakequasi-steady state assumptions in
order to accelerate simulation time. These methods are exact in a limiting statistical sense, and they simulate one trajectory
at a time. Even though simulating one trajectory might be performed relatively cheaply, many trajectories need to be
simulated in order to estimate statistical parameters accurately. Moreover, because of the explicit flavor of some methods,
simulating one trajectory itself may not be easy for stiff systems that require very small time steps.
Recently, there has been considerable work on solving the master equation directly [9–12]. Basically, these approaches
fit in two categories: an ordinary differential equation (ODE) point of view or a partial differential equation (PDE) point of
view. In practice, both of these two formulations have to be associated with appropriate boundary conditions. From an ODE
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point of view, one simply integrates the master equation in time. The problem is that the ODE system dimension is often
huge, so in order to make this approach feasible, many state approximation techniques have been proposed, like the sparse
grids technique [9] and the finite state projection algorithm [10].
From a PDE point of view, themaster equation is just a special kind of parabolic partial differential equation. The difficulty
lies in that the state space is discrete. In a recent paper, Engblom [11] proposed a discrete version of the spectral method
for the chemical master equation. Another alternative is solving the Fokker–Planck partial differential equation [12,13]; the
Fokker–Planck equation can be regarded as a continuous approximation of themaster equation. However, it is often difficult
to determine a priori how good the approximation would be.
Taking theODEpoint of view, success in solving themaster equation depends on evaluating thematrix exponential series.
In principle, the exponential of a matrix can be computed in many ways, but in practice, taking computational stability and
efficiency into account, none of them is completely satisfactory [14]. Hence, the most appropriate method should be based
upon particular properties (sparsity structure, spectrum, etc.) of the matrix.
Uniformization or Jensen’s Method [15,16] is a special technique devised to compute the exponential of the infinitesimal
generator of almost any continuous time Markov chain. It has a natural stochastic/probabilistic interpretation. It is easy to
implement, only involves matrix-vector multiplication and is numerically stable. There is also a simple error bound for the
matrix exponential approximation [17]. Conclusively, for most non-stiff problems, uniformization provides an accurate and
economical numerical solution. Unfortunately, for stiff problems, often the case in biological systems, it is computationally
inefficient.
To deal with stiff problems, Ross [18] proposed a new approach based on uniformization in 1987. Stiffness is managed by
assuming the observation time intervals to be random variables with Erlangian distribution. Such a technique has also been
called the external uniformization [19]. Themajor difficultywith this approach is that it requires solving a largematrix linear
system obtained from the state transition rate matrix [20]. Typically though, in biological systems, this state transition rate
matrix is ultra sparse. Therefore well-developed sparse matrix linear system solvers are applicable. Numerical experiments
presented here show that this approach is quite successful for several biological system models.
The remainder of this paper is organized as follows: Section 2 illustrates the uniformization method and Ross’ modified
algorithm. Numerical results for several molecular biology models are given in Section 3, including comparisons between
different methods. The final section concludes with a discussion of the capabilities of Ross’ algorithm in the field of systems
biology and suggests future research directions.
2. Methods and algorithms
2.1. Mathematical background of master equation
LetX = {X(t), t ≥ 0} be a continuous time Markov chain (CTMC) with a state space S. The number of possible states is
finite and is equal to N . For any i, j ∈ S, let pij(t) = P{X(t) = j | X(0) = i}. Given initial state probability vector pi(0), one
is interested in computing pi(t), the state probability vector at time t . Obviously, pi(t) = pi(0)P(t), where P(t) = (pij(t)).
Suppose that when in state i, the CTMC makes a transition into state j at an instantaneous rate qij and let qi = ∑j6=i qij
denote the rate at whichX leaves state i. Then the state transition rate matrix
Q =

−q1 q12 . . . q1N
q21 −q2 . . . q2N
...
...
. . .
...
qN1 qN2 . . . −qN

is called the infinitesimal generator of X. Since the state space S is finite, P(t) satisfies both Kolmogorov’s backward
equations P ′(t) = QP(t) and Kolmogorov’s forward equations P ′(t) = P(t)Q , or in terms of pi(t),
pi ′(t) = pi(t)Q . (1)
Now, consider the chemical reaction system. Suppose the state of the system only changes throughM different reaction
channels and ai(x) and w(i) are the nonnegative propensity function and the stoichiometric transition vector, respectively,
for reaction channel i [10], i.e.,
x− w(i) ai(x−w(i))−→ x. (2)
Define p(x, t) as the probability with which the chemical system has amolecular population vector x ∈ {x(1), x(2), . . . , x(N)}
at time t . Note that here the number of states of the chemical system is assumed to be finite, which is reasonable since
the CME is mostly used when the number of molecules of each species is small. By definition, the probability row vector
pi(t) = (p(x(1), t), p(x(2), t), . . . , p(x(N), t)). Then, the chemical master equation is
∂p(x, t)
∂t
=
M∑
i=1
p(x− w(i), t)ai(x− w(i))− p(x, t)ai(x), (3)
which is exactly the matrix linear equation (1) [3].
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The solution to (1) can be written as
pi(t) = pi(0)P(t) = pi(0)eQt = pi(0)
∞∑
n=0
(Qt)n
n! . (4)
However, using a truncation of the above infinite summation to approximate pi(t) is subject to severe truncation error [14].
2.2. Uniformization
Let η = max1≤i≤N qi. Now for any λ ≥ η, consider an equivalent process where the instantaneous transition rate from
any state i is λ and a 1− qi/λ fraction of these transitions returns back to state i immediately. This new process, called the
uniformization of the original process, associates a discrete time Markov chain (DTMC) with a simple Poisson process (with
rate λ). Algebraically, this is equivalent to
P(t) = eQt = e−λteλt(I+ Qλ ) =
∞∑
n=0
e−λt
(λt)n
n! P˜
n, (5)
where P˜ = I + 1
λ
Q is the transition probability matrix for the DTMC. Hence,
pi(t) =
∞∑
n=0
e−λt
(λt)n
n! v
(n), (6)
where v(n) = pi(0)P˜n is the state probability vector of the DTMC after n transitions.
In practice, a partial sum of the infinite summation in (6) is used, which is also called the truncated uniformization
method. For a given approximation error tolerance, the (truncated) uniformization method without left side truncation
(meaning that terms for small n in the infinite series are not dropped) requires O(ηt) terms. Even if the distribution is
truncated from both sides (meaning that terms for both small and large n are dropped), it still requires O(
√
ηt) terms.
Additionally, successively squaring P˜ to get the first significant DTMC state probability vector requires time O(N3 log l),
where l is the number of terms in the left tail
∑l−1
n=0 of the infinite summation in (6) [21]. Hence, for large values of ηt and
N , the computation can be cumbersome. For example, consider the bistable toggle switch problem described in Section 3.3.
Let Z201 denote the integers modulo 201. If S = Z2201 and t = 2.0 × 105 s, then η ≈ 0.4435 and the value of λt = ηt is
approximately 8.9×104, which implies that at least 8.9×104matrix vectormultiplications are needed,while the dimension
of the square matrix and vector is about 4.0× 104.
However, the uniformization method has its own advantages. It is numerically stable and it only involves matrix vector
multiplication, which makes it easy to implement. There is also a simple error bound derived from the Poisson distribution
and the fact that v(n) is a probability vector [16].
2.3. External uniformization method
In 1987, Ross [18] introduced an external uniformization technique so that one could overcome the restriction on
choosing λ larger than η. In the usual uniformization procedure, the CTMC is allowed to make transitions only at arrival
epochs of a Poisson process, so λ has to be greater than η. In the external uniformization, instead, the CTMC is observed at
arrival epochs of an independent Poisson process with any rate λ that is not related to η.
Formally, consider another random event E , which occurs at times τ1, τ2, . . ., where the intervals τk − τk−1, for k > 1
(τ0 = 0), are i.i.d. exponential random variables with rate λ independent of the Markov processX. Assume the initial state
X(0) = i. Then either a transition ofX occurs before event E , or E occurs first. Condition on which event occurs first and
from the memoryless property of the exponential distribution,
pij(τ1) = qiqi + λ
∑
k6=i
pkj(τ1)
qik
qi
+ λ
qi + λδij, (7)
where δij = 1 if i = j and δij = 0 otherwise. In matrix form this is equivalent to
P(τ1) =
(
I − Q
λ
)−1
. (8)
From the Chapman–Kolmogorov equations
P(τr) =
(
I − Q
λ
)−r
. (9)
Now, use the fact that E[τr ] = r/λ and Var[τr ] = r/λ2. If λ = r/t , then the random variable τr approaches t as r →∞. As a
consequence, P(τr) should be a good approximation to P(t) [17]. To confirm this approximation, one just has to notice that
lim
r→∞ P(τr) = limr→∞
(
I − Qt
r
)−r
= eQt = P(t). (10)
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There is an error bound for this method, based on the Taylor’s expansion in [22],∣∣E[pij(τr)] − pij(t)∣∣ ≤ r−1( t22 )maxm ∑k |qmkqkj|.
Another error bound based on the ergodic hypothesis of the original CTMC is in [23]. However, in his paper Ross provides
some numerical evidence that this approach is accurate, even if a small number of steps r is chosen for the recursion. This
is verified again in the numerical examples here.
Algorithm:
(i) Choose appropriate r according to the error bound and set λ = r/t .
(ii) Compute the matrix (I − 1
λ
Q ).
(iii) Set pi (0)r = pi(0). Solve the matrix linear system of equations
pi (i)r
(
I − 1
λ
Q
)
= pi (i−1)r (11)
recursively, for i = 1, . . ., r . Then pi (i)r is an approximation for pi(it/r), and pi (r)r is the desired approximation for pi(t).
2.4. Uniformization methods and traditional ODE methods
There is a close relationship between uniformization methods and traditional ODEmethods. The original uniformization
method is analogous to explicit ODE methods. The larger λt , which characterizes the stiffness of the system, is, the more
terms in the infinite series need to be evaluated. On the other hand, Ross’ modified uniformization method is analogous to
implicit ODE methods, since it works for stiff systems at the expense of solving a matrix linear system. In fact, the linear
system (11) can be rewritten as (pi (i)r − pi (i−1)r ) = (1/λ)pi (i)r Q . Now, recalling that 1/λ = t/r , the modified uniformization
method is indeed the implicit Euler ODE method. Similarly, from Eq. (6), v(n) = v(n−1)P˜ = v(n−1)(I + Q/λ), which can be
reformulated as v(n)− v(n−1) = (1/λ)v(n−1)Q . This proves the connection between the original uniformization method and
the explicit Euler ODE method.
Although the external uniformization method is only first order accurate as verified in numerical experiments, the
numerical results are much better than expected even with large step sizes. This may have something to do with the
stochastic derivation of the method. Essentially, each pi (i)r is the mean value of pi(τi), where τi is a random variable with
mean it/r and variance it2/r2. Also, as indicated in [18], this method, based on its stochastic meaning, could be used to
calculate other stochastic properties like occupation times and the mean number of transitions. For instance, define t¯ij(t) as
the amount of time the CTMC starting from state i stays in state j by time t and the matrix T¯ (t) = (t¯ij(t)). Then, it can be
shown that T¯ (τr) = (λI−Q )−r approaches T¯ (t) as r →∞, whereλ = r/t , following similar reasoning as in Section 2.3 [18].
The stochastic approaches also provide insight into the problem, and suggest other possible numerical solution
techniques, besides just explicit/implicit Euler methods, that would not be apparent from a purely ODE formulation. Here
is an example from [19], which was originally proposed by Sumita and Shanthikumar [23]. Reference [19] proves that
P(t)→ Pˆ t/∆ as∆→ 0, where Pˆ = (pˆij) and
pˆij = (1− e−qi∆)qijqi + e
−qi∆δij. (12)
From a stochastic point of view, Pˆ t/∆ constructs the same CTMC as the original one, except that at most one transition is
allowed during each time interval (n∆, (n + 1)∆] and any such transition is accounted for only at the end of each time
interval. Similarly to the uniformization method, this explicit method computes a solution accurate within  only if ∆ is
sufficiently small so that 1 − e−η∆ < , however, it imposes no further constraint on the choice of ∆. As for implicit
methods, the reason why the external uniformization method is only first order accurate is that the random variable τi has
a great deal of variability. To increase the accuracy, one would prefer τi to be a random variable with small variance, which
would result in some better approximation scheme.
Another advantage of uniformization and its variants is that they automatically preserve certain properties of the
numerical solution (the probability vector), such as the positivity and the conservation law of probability mass, because
of their stochastic meaning.
3. Numerical experiments
In this section the master equation of several models frommolecular biology will be solved using the proposed method.
Comparisons between the proposed method and some other methods are also given when appropriate. The performance of
the proposed method depends largely on the effectiveness of the sparse matrix linear system solver. Hence, the algorithm
has been implemented based on two different kinds of sparse matrix linear system solvers: iterative [24] (such as GMRES)
and direct [25] (such as Gaussian elimination). The iterative solver software package chosen here is SPARSKIT [26], and the
direct solver package used is SuiteSparse [27]. There is also a comparison between these two.
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Fig. 1. The L∞ error versus r (tf = 100 s) using two different types of modified uniformization method. The solid line represents the approximation error
using the matrix formed in (7) and the dotted line uses the approximation matrix in (12) with∆ = t/r .
Fig. 2. The L∞ error versus r (tf = 100 s) using the external uniformization method before and after Aitken’s δ2 acceleration is applied.
3.1. A simple birth–death process
In this model xmolecules are produced at a constant rate k and diminished at a rate proportional to the total number of
molecules simultaneously. The reaction equations are
∅ k→ x
x
µ→ ∅
}
.
The master equation for this system is
∂p(x, t)
∂t
= kp(x− 1, t)+ µ(x+ 1)p(x+ 1, t)− (k+ µx)p(x, t). (13)
This problem can be solved analytically if the initial data is given in the form of a Poisson distribution [28].
Fig. 1 displays the computation error using the two algorithms proposed in Sections 2.3 and 2.4, with parameters k = 1,
µ = 0.01. It shows slow convergence of the explicit method (12), compared to the external uniformization method. Hence,
the focus will be on the latter method in the following examples.
The solid line in Fig. 1 indicates the first order accuracy of the external uniformization method. Such a nearly linear
log–log plot bodes well for acceleration, such as Aitken’s δ2method [29] and extrapolationmethods. In Fig. 2 the dotted line
is the L∞ error after applying Aitken’s δ2method on pi (r)r and the dashed line is the L∞ error after applying the samemethod
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A B
C
Fig. 3. Comparison of the numerical results for the Schlögl reaction, with different initial states: (A) x = 250, (B) x = 150, (C) x = 400. The histogram
(thin solid line) is based on 10,000 SSA simulations. The thick solid line is the numerical solution pi (30)30 from the proposed method. (B) and (C) only display
p(x, tf ) around the stable state with less probability density.
onpi (2
i)
2i
, wherepi (r)r is the final numerical result using the proposedmethodwith r steps. Aitken’s δ2method uses differences
of consecutive terms, whose cancelation error is the source of the spikes in Fig. 2, to accelerate the convergence of a given
sequence. Despite these spikes, Fig. 2 shows improvements in error by Aitken’s δ2 method with no additional expensive
computations. However, for such a small problem, it takes less than a second to run the algorithm even if r = 10,000, which
gives an L∞ error less than 10−5 even without acceleration.
3.2. Schlögl reaction
The Schlögl reaction [30], which is famous for its bistable distribution, is given by
b1 + 2x c1

c2
3x
b2
c3

c4
x
 ,
where b1 and b2 denote buffered species whose respective molecular populations are assumed to be constant. Schlögl
reactions do not model any known real chemical system, since there are no actual trimolecular reactions like Schlögl
reactions in nature, however, they are often used in numerical experiments.
Fig. 3 compares the numerical results obtained from SSA and the external uniformization method. The parameters here
are c1 = 3× 10−7, c2 = 10−4, c3 = 10−3, c4 = 3.5, b1 = 1× 105, b2 = 2× 105, and the final time tf is 4.0 s. This Schlögl
model displays the bistable distribution only if the initial state is wisely chosen. In [30], the author has shown that this
system has two stable states x1 = 82 and x2 = 563 and one barrier state xb = 248. The bistable property of the distribution
is apparent only when the initial state is close enough to the barrier state, as shown in Fig. 3(A). In Fig. 3(B), the initial state is
set to the left of the barrier state. Trajectories starting from this initial state are more likely to end up around stable state x1,
whichmakes it more difficult to capture the other stable state x2 as shown in the picture. Notice that 10,000 SSA simulations
would only be able to predict a probability mass larger than 10−4, which is far greater than the peak value of p(x, tf ) around
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Table 1
CPU time (s) for different methods. (A) Monte Carlo algorithms. The error control epsilon is set at 0.03 in the adaptive τ -leaping method. (B) The proposed
method using different r and matrix linear system solvers.
(A)
SSA Adaptive τ -leaping
106 runs 52670 49290
(B)
r BICGSTAB BICGSTAB+ ILUT UMFPACK
5 21.3 6.2 1.3
10 31.8 10.5 1.6
20 40.5 15.5 2.3
40 50.4 21.0 3.6
80 59.1 29.6 6.1
x2. Similarly, Fig. 3(C) illustrates what happens when the initial state is set to the right of the barrier—most trajectories end
up around stable state x2, which makes stable state x1 more difficult to capture, especially so for Monte-Carlo algorithms.
Fig. 3(B) and (C) show that the proposed method captures the behavior of the distribution around stable points with small
probability density far better than histograms based on 10,000 SSA simulations.
Moreover, for such a small problem, the computational cost for the external uniformization method is negligible. For
example, for r = 30, it takes approximately 0.018 s if one uses a direct matrix linear system solver, or 0.37 s if an iterative
one is used instead. On the other hand, 10,000 simulation runs only produce a quite rough histogram estimation for the
probability density function and already costs nearly two minutes on the same machine.
3.3. Toggle switch model
It has been proposed that gene regulatory networks with virtually any desired property can be constructed from simple
regulatory elements. Examples of such properties includemultistability and oscillations [31]. A genetic toggle switch, which
has been constructed in Escherichia coli already, is such a simple regulatory element. It is a synthetic bistable gene regulatory
network that could be constructed fromany two repressible promoters. The bistability of the toggle switchmodel is obtained
from the mutually inhibitory arrangement of these two [31]. However, any deterministic simulation of this model would
only be able to predict at most one stable state, which makes the stochastic simulation crucial in this situation. The reaction
equations of one such model are
∅ α/(β+x
2
2)−→ x1
x1
µ→ ∅
∅ γ /(δ+x
2
1)−→ x2
x2
µ→ ∅

with parameters α = γ = 1000, β = δ = 6000 and µ = 10−3 [11].
In References [11,9] the toggle switch problem is solvedwith different formulations. In [11] the sameproblem is solved on
a state space Z2201, the integer lattice points in [0, 200] × [0, 200]. The master equation is approximated by an ODE system
of dimension 400. The ODE system is then solved in Matlab (ode15 s). Only solutions and errors in different norms are
reported in [11]. In [9] the problem setting is a little different with a state space Z251. A sparse grid technique is used to make
the state space even smaller. The exponentials of the smaller matrix are then computed by some Krylov space projection
methods [32]. As reported in [9], it takes less than 15 min to solve another problemwith 1610 ≈ 1012 states (using a matrix
of dimension 1001 × 16 after approximation) on a 2 GHz AMD64 based PC with 1 GByte of memory. Note that both these
methods are essentially approximation techniques applied on the state space. Furthermore, the latter sparse grid technique
can also be used as an approximation technique in conjunction with the algorithm proposed here. The master equation for
the toggle switch model can also be solved by Monte Carlo algorithms indirectly. Their numerical results (implemented in
StochKit [33]) are listed in Fig. 5 and Table 1.
Fig. 4 shows the computation error for different r values using the proposed algorithm. The L∞ norm error is estimated
using a reference solution (r = 10,000) and the results are similar to those in Fig. 2.
Fig. 5 contains the contour plots for numerical results. The bistable property is clearly apparent in each contour plot.
Again, the contour plots obtained from SSA have much more noise than those two from the proposed method. Running
1,000,000 SSA simulations takes more than 10 h, while the proposedmethod just takes a few seconds on the samemachine.
Fig. 5 also contains a contour plot of pi (10)20 , which approximates the probability density function at time 1.0×105 s. Actually,
the vectors pi (i)20 (i = 1, . . . , 20) approximate the probability density function at any epoch (i/20) × 2.0 × 105 s. These
probability density functions altogether provide information on how the system reaches the equilibrium state.
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Fig. 4. The L∞ error versus r before and after Aitken’s δ2 acceleration is applied. The initial condition is (x1, x2) = (60, 10) and the final time tf = 2.0×105 s.
A B
C D
Fig. 5. Toggle switch computational results. The initial condition is (x1, x2) = (60, 10) and the final time tf is 2.0 × 105s. (A) Contour plot for pi (10)20 .
(B) Contour plot for pi (20)20 . (C) Contour plot based on 100,000 SSA simulations. (D) Contour plot based on 1,000,000 SSA simulations.
Table 1 lists the CPU time for two different methods, including a comparison between iterative and direct matrix linear
system solvers with different r values for the proposed method. It shows that for this model problem the direct solver
(UMFPACK, the unsymmetric multifrontal method for sparse LU factorization package) performs better than the iterative
solver (BICGSTAB, the biconjugate gradient stabilized method) with or without preconditioners (ILUT, the incomplete LU
factorization with dual truncation strategy) and all of them outperform Monte-Carlo algorithms.
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Table 2
Relationships between the normalized and unnormalized parameters and the values of the normalized parameters.
κ1 k1/cCycB 0.01min−1
κ ′2 k
′
2 0.04min
−1
κ ′′2 k
′′
2cCdh1 1.0min
−1
κ ′′3 k
′′
3cCdc20/cCdh1 10.0min
−1
κ4 k4cCycB/cCdh1 35min−1
κ ′5 k
′
5/cCdc20 0.005min
−1
κ ′′5 k
′′
5/cCdc20 0.2min
−1
κ6 k6 0.1min−1
Γ3 J3/cCdh1 0.04
Γ4 J4/cCdh1 0.04
Γ5 J5/cCycB 0.3
3.4. A prototypical cell cycle model
A simple deterministic cell cycle model can be described by the normalized phenomenological rate equations [34,35]:
d
dt
Y1 = κ1m− (κ ′2 + κ ′′2 Y2)Y1,
d
dt
Y2 = κ
′′
3 Y3(1− Y2)
Γ3 + (1− Y2) −
κ4Y1Y2
Γ4 + Y2 ,
d
dt
Y3 = κ ′5 + κ ′′5
Y 21
Γ 25 + Y 21
− κ6Y3.
In the above equations, Y = (XCycB, XCdh1, XCdc20) and XS = [S]/cS is the normalized concentration of species S and cS is the
characteristic concentration of the species. The equations also assume that the normalized concentration of total Cdh1 is
1, so that the concentration of the phosphorylated form can be written as XCdh1P = 1 − XCdh1. The variable m reflects the
fact that CycB is assumed synthesized at a supralinear rate and thus its concentration increases with cell mass. In terms of
numbers of molecules y = (xCycB, xCdh1, xCdc20), where xS = cSXSVs (Vs is the nominal volume of the cell times Avogadro’s
number and equals 18 molecules/nMolar here), the equations are:
d
dt
y1 = k1mVs −
(
k′2 +
k′′2
Vs
y2
)
y1,
d
dt
y2 = k
′′
3y3(cCdh1Vs − y2)
J3Vs + (cCdh1Vs − y2) −
k4y1y2
J4Vs + y2 ,
d
dt
y3 = k′5Vs + k′′5Vs
y21
(J5Vs)2 + y21
− k6y3.
(14)
The relationships between thenormalized andunnormalizedparameters, aswell as the values of thenormalizedparameters,
are given in Table 2.
In order to get an accurate stochastic model of this system, Eq. (14) needs to be unpacked into elementary chemical
reactions without intermediates and with variable propensities.
∅ k1mVs

k′2
xCycB
xCycB + xCdh1
k′′2/Vs→ xCdh1
xCycB + xCdh1
k4
J4Vs+xCdh1→ xCycB + xCdh1P
xCdc20 + xCdh1P
k′′3
J3Vs+xCdh1P→ xCdc20 + xCdh1
∅
k′5Vs+k′′5Vs
x2CycB
(J5Vs)2+x2CycB


k6
xCdc20

.
In the numerical experiments the characteristic concentrations cCycB = 5.0nM , cCdh1 = 5.0nM , cCdc20 = 5.0nM . The
system is initialized with x = (xCycB, xCdh1, xCdc20) = (5, 5, 5) andm = 1.5. Figs. 6 and 7 display the numerical results, while
Table 3 lists the computational costs. The numerical results from the proposed method match the histograms obtained
from SSA simulations and are much smoother. As for the computational costs, in this example it is the iterative solver with
preconditioner that performs the best, at about half the cost of the Monte Carlo methods. Notice that since the matrix Q is
singular, the matrix (I − Qt/r) becomes ill conditioned as t increases (or as r decreases), which may explain why it takes
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Fig. 6. One trajectory for the cell cycle model (tf = 150 min). CycB, grey line. Cdh1, solid line. Cdc20, dotted line.
A B
C
Fig. 7. Cell cycle computational results. Comparisons of estimations for marginal probability distributions. The histograms (dotted lines) are based on
10,000 SSA simulations. The solid lines are based on pi (10)10 computed from the proposed method. The final time is 100 min. (A) CycB. (B) Cdh1. (C) Cdc20.
iterative solvers without preconditioning more CPU time to solve the problem at a smaller r . However, this ill conditioning
has less impact on preconditioned iterative solvers.
4. Conclusions and future work
In the theory of Markov processes, determining the value of the state probability vector at any time before the system
reaches the stable state is called transient analysis. In contrast to steady state analysis, transient analysis requires solving
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Table 3
CPU time (sec) for different methods. (A) Monte Carlo algorithms (StochKit). The error control epsilon in the adaptive τ -leaping method equals 0.03.
(B) The proposed method using different matrix linear system solvers and different r .
(A)
SSA Adaptive τ -leaping
104 runs 251.9 257.9
(B)
r BICGSTAB BICGSTAB+ ILUT UMFPACK
10 62670.6 108.6 517.0
20 4082.8 147.2 590.5
linear differential equations instead of linear algebraic equations, which makes transient analysis much more difficult.
Nevertheless, many methods have been proposed for transient analysis, based on traditional ODE solvers, the exponential
of a matrix, Laplace transforms, Krylov subspaces, and uniformization [17,36]. The uniformization method was proposed by
Jensen and has become very popular in the last twenty years. This paper has mainly investigated a variant of the standard
uniformization method, called the external uniformization method. Numerical results here show that for a number of
problems, especially when the problem size is small, the external uniformization method is both numerically efficient and
accurate.
One important feature of (external) uniformizationmethod is its simplicity. Only an efficient sparsematrix linear system
solver is needed. When the problem size is small, direct linear system solvers usually outperform iterative solvers, but this
may not be the case for higher dimension problems or problems with more irregular structures. Generally, the performance
of iterative linear solvers depends crucially on preconditioning as shown in the last model problem.
Like other direct methods for the chemical master equations, the major computational challenge for the external
uniformization method comes from the curse of dimensionality. Combining the method with model reduction techniques,
like sparse grid approximation for the state space, and future novel techniques for efficiently computingpi (r)r , holds promise.
Future work includes attempting to solve the master equation for a state of the art cell cycle model such as the 46 ODE
budding yeast model [37].
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