Previous studies of life insurance demand mainly employ multivariate regression analysis to examine the social, economic and demographic effects on life insurance purchases. However, this causal modeling approach can not separate the age, period, and cohort effects completely. This study employs cohort analysis method as well as age standardization and decomposition to examine the life insurance purchase pattern in the U.S. from 1940 through 1996. It finds that, without the aging process, the purchase rate in 1990 and 1995 would have been even lower. It also finds that the baby boomers tend to purchase lesser life insurance than their earlier counterparts and that this phenomenon consequently led to the decline of recent life insurance purchases in the U.S. Men show a strong age effect and strong negative cohort effects while women have strong positive cohort effects.
INTRODUCTION
The U.S. population has been increasing continuously and reached to 265 million in 1996. In the meantime, the American population has become older as the average baby boomers, who were born around 1957, were moving into the primary household formation years (Dynia, 1998) , during which they were supposed to purchase more life insurance based on the behaviors of previous cohorts. Thus, certain products consumption rates may go up because of favorable demographic changes. However, the number of life insurance policies purchased in the U.S. has declined from 17.7 million in 1983 to 12.2 million in 1996. This contradiction suggests that using age classes or cross-sectional data alone to analyze life insurance purchase is either insufRenbao Chen is associate professor and Kie Ann Wong is professor in the Department of Finance and Accounting at the National University of Singapore (NUS). Hong Chew Lee graduated from NUS with a Master's of Science and now works with OUB Manulife in Singapore. The authors would like to thank the referees and the editors for their comments, the NUS for funding #RP3970023, and the ACLI and LIMRA for the data. Renbao Chen would like to thank Dr. Frank Allen, Dr. David Cummins, Dr. Jean Lemaire, Dr. Philip S. Morgan, Dr. Jerry Rosenbloom, Dr. Herbert Smith, and many others for their supervision and comments when he was a Ph.D. student at the University of Pennsylvania. ficient or would otherwise yield an opposing result. Other convening effects such as cohort and period effects must also be considered with age in understanding the effects that have shaped purchasing patterns in the past (Emerson, 1977; Rentz and Reynolds, 1991; Reynolds and Rentz, 1981) .
Unlike previous studies, this article introduces cohort analysis as well as other demographic methods, such as age standardization and decomposition, to examine the age, period, and cohort effects on the ordinary life insurance purchases in the U.S. from 1940 to 1996. Specifically, this study first examines how the aging of the American population over the past few decades has affected U.S. life insurance purchases. Second, through cohort analysis, this study investigates how people of different age groups, periods, and cohort groups are influenced by the prevailing social, demographic, and economic effects on their life insurance purchases.
The next section of this article provides a brief discussion of existing literature pertaining to the study. The following section describes the authors' measurements, methodology, and data sources. Next, the authors present some facts about the trends in U.S. life insurance purchases from 1940 through 1996. Following the trend analyses, The authors report and discuss their findings from age standardization, decomposition, and cohort analysis. The final section summarizes and concludes the study.
REVIEW OF RELATED STUDIES

Cohort Analysis
The collective analyses of age, period, and cohort effects are customarily abbreviated as cohort analysis. The principal problem here is to determine which of the three effects (age, period, or cohort) accounts for variation of behaviors over time, and which effect dominates the other two. Age effects are differences between specific age groups. Period effects are changes due to events that influence the behavior of all age groups. Cohort effects refer to the long-term impact of events on people born in different periods and do not change with one's age or stage of life. This cohort method was developed by demographers and applied primarily to the study of fertility (Glenn, 1977) . It offers an alternative research approach to the problem at hand and a less statistical method (Reynolds and Rentz, 1981) . Cohort analysis takes an entirely different approach as compared to other casual modeling. It involves identifying age, period, and cohort effects first from the cross-sectional data, followed by imputing causes of the effects. The choice of a possible cause or set of causes must be based on outside evidence-historical, experimental, and theoretical, or called "side information" (Reynolds and Rentz, 1981) . The authors' selection of causes of the declining in life insurance purchases in this study will be based on the results of previous insurance studies.
The applications of cohort analysis are more pervasive in the field of sociology, such as in political alienation (Kahn and Manson, 1987) , earnings of couples (Iams, 1993) , changes in attitudes toward working women (Misra and Panigrahi, 1995) , distribution of female headship (Moffitt and Rendall, 1995) , suicide rates (Pampel, 1996) , men's late-life labor force participation rates (Henreta and Lee, 1996) , and saving behavior (Gokhale, Kotlikoff, and Sabelhaus, 1996; Attanasio, 1998) . However, it is not widely used by many market researchers, who often only focus on age and crosssectional age differences to distinguish market segments (Emerson, 1977; Reynolds and Rentz, 1981; Rentz and Reynolds, 1991; Hansman and Schutjens, 1993) . That is, market researchers simply forecast the future consumption rates by age classes according to the current consumption rates. However, cross-sectional age difference in consumption has an alternative interpretation. The members of different age groups belong to different birth cohorts. Each succeeding cohort experiences a unique set of environmental forces as it passes through the life cycle and, thus, may develop a variety of different attitudes, opinions, and behaviors (Ryder, 1965; Chen and Morgan, 1991, Morgan and Chen, 1992) . For example, the events that happen when one first becomes an "economic adult" will tend to affect one's attitudes toward jobs, money, and saving (Schewe and Meredith, 1994) . The youth of the future may have different consumption patterns than today's youth because of both cohort and future period effects. Members of different cohorts may also age differently. Therefore, taking only age into account in understanding the cross-sectional age differences is insufficient (Hansman and Schutjens, 1993) . Chen and Morgan (1991) and Morgan and Chen (1992) show that the time that a woman gives birth for the first time is much later for baby boomers as compared to their older counterparts. But they are picking up the delayed childbearing in their late twenties and early thirties, which reduces their cohort level of childlessness. They also show that cohort analysis method is superior to the nonlinear model, including three period factors in the prediction. Rentz, Reynolds, and Stout (1983) and Reynolds (1980, 1991) have shown that, contrary to many predictions based on the cross-sectional view, consumption of soft drinks and coffee does not decline as the population ages. The reason is that soft drink and coffee consumption is influenced more strongly by consumers' cohort membership than by their age. Jansson (1989) also finds that relying only on cross-sectional data will not allow the identification of the dynamics of car demand and that cohort analysis is more in line with the dynamic view of car ownership and use. Hansman and Schutjens (1993) demonstrate that forecasts on wine consumption can be improved substantially when cohort effects are incorporated in forecasting models based on age segments. Schewe and Meredith (1994) conclude that cohort analysis is the only way to fully understand how people drink coffee, save money, and buy and use many other products and services. Nonetheless, not many market researchers have paid attention to cohort analysis.
Life Insurance Demand
Although this study employs the cohort analysis method, which is very different from previous studies in life insurance demand that use causal modeling, a review of existing literature will help us understand the "side information" about the factors that influence the age, period, and cohort effects on life insurance purchases.
Empirically, many studies have been undertaken to investigate the factors that affect life insurance demand. Mantise and Farmer (1968) predicted that marriages, births, personal income, population size, relative price index, and employment determine the amount of life insurance that will be sold.
1 Other studies have also looked at the effects from interest rates, price of insurance products, and Social Security tax contributions on the amount of life insurance purchased or owned (Neumann, 1969; Headen and Lee, 1974; Kamerschen, 1979; Babbel, 1979 Babbel, , 1981 Babbel, , and 1985 . Rejda, Schmidt, and McNamara (1987) also show that the increase in Social Security tax contributions have dampened the growth of group life insurance premium. The findings of Hammond, Houston, and Melander (1967) and Burnett and Palmer (1984) confirm that the demand for life insurance is related to the dependency ratio. Browne and Kim (1993) and Outreville (1996) find that the dependency ratio is one of the factors that lead to variations in the demand for life insurance across nations. But while most earlier theoretical studies suggest that life insurance is purchased to maximize the utility of the life insured, Lewis (1989) however suggests that life insurance should be purchased to satisfy the needs of the beneficiaries (see, for instance Browne and Kim, 1993) .
At the macro level, Truett and Truett (1990) conclude that per capita income, age distribution of the population, and median school years completed are factors that positively affect the demand for life insurance within families. In addition, Chen, Wong, and Lau (1998) find that the defined contribution program, the Central Provident Fund, has a significant negative effect on life insurance purchases in Singapore. Zahid (1992) shows that life insurance purchases declined sharply in the third quarter of 1990, right after the recession began. However, they did not investigate in detail the causes of decline in the number of life policies purchased before 1989, the period before the recession. As for the supply side, several case studies have suggested a strong relationship between having a sales force and sales results (LIMRA, 1990 ) and the importance of having a good relationship between life insurance agents and policyholders (Marshall, Palmer, and Weisbart 1979; Murrey et al., 1991; Sherden, 1992) .
The question now is why should one use cohort analysis when a simple life insurance demand function or casual model could probably do the job of capturing the cohort effect? In fact, this is the argument of some opponents of cohort analysis. Rodgers (1982) argues that because each of the three effects is only a surrogate for more fundamental and meaningful variables, direct measurement of those effects would provide a more valid explanation of the variances in the dependent variable. This will also eliminate the confounding problem of cohort analysis. Unfortunately, appropriate direct measures of those effects are often not easily obtained. A good understanding of the environmental conditions contributing to cohort and period effects is required (Rentz and Reynolds, 1980; Rodgers, 1982) . Further, replacing cohort with a measured variable leaves open the question of whether all of the right measured variables related to cohort have been included in an appropriately wrought specification (Smith, Manson, and Fienberg, 1982) . If not, the estimates of the linear effects of age and period will be biased because they will be contaminated with the linear residual effects of cohort.
The extensive prior research works on life insurance demand have certainly made obtaining direct measurements of the various effects easier. For example, the dependency ratio is probably a good measurement of age effect, and median year of marriage might seem related to cohort effect. However, as discussed above, there is still no guarantee that all the right measured variables related to the various effects will be included, thus resulting in a specification problem. To circumvent such a problem and to avoid replicating prior research work, this study provides life insurance researchers with a different method, the cohort analysis approach, to analyze life insurance purchase.
MEASURES, METHODS, AND DATA
Measures
The basic and common measurements used to quantify insurance purchases are usually the amount of coverage purchased, the premium spent, and the number of policies purchased. However, the use of amount of coverage purchased and premium spent will require the adjustment for changes in the price level over time. But no well-accepted price index is available for this adjustment (Lin, 1971; Ferber and Lee, 1980) . In contrast, the use of the number of policies purchased will avoid the problem of different price level over time. Further, though the number of policies sold is a very rough measure of demand considering the wide variety of life insurance policies sold and variations in average face values over time, it is nonetheless a prerequisite to the amount of life insurance purchased.
Next, usually one may wish to measure insurance purchases in relation to the population, time periods, or different gender groups, and as such a relative measurement will be more appropriate. Similarly, as this study requires the analyses and comparisons of purchasing patterns across different age, periods, cohort groups, and even gender groups, one additional measurement, the purchase rate, will be constructed and used.
Hence, the purchase rate of ordinary life insurance (PR) is defined as the annual average number of ordinary life policies purchased per person, or per thousand people.
2
This rate can easily be obtained by dividing the total number of ordinary life insurance policies purchased in the U.S. during the year (NOL) by the mid-year population (N). 3 More formally, we have , ,
where subscript i stands for the ith year, j stands for the jth age group, and k stands for all, male and female, of jth age group in ith year. Finally, to obtain the age-specific purchase rate of each cohort group, Equation (1) is modified as , ,
where subscript i -j is the years between which people in the jth age group were born. This measure can simply be obtained from the diagonals that run from the upper left to the lower right of the cross-sectional data table where age groups are the rows and years are the columns (for example, see Table 5 on page TK).
Methods
For the first part of the analysis, the authors will use simple description and comparison to analyze the trends of the life insurance purchase rate of the U.S. The authors will look at the trends with respect to age groups, period, and cohort groups. Age standardization and decomposition methods are then used to examine the population aging effect on the purchase rates. Last, cohort analysis is used to analyze the age, period, and cohort effects on the purchase rate.
Age Standardization and Decomposition. Age standardization is used to control or standardize the "extraneous" influences from changes in the age distribution. Specifically, through age standardization, one could answer a question of this form: "What would the purchase rate in period A be if period A had period B's age distribution?" If A and B are used to stand for the two years in the comparison, an age-standardized purchase rate for year A, denoted by ASPR A will be
where PR j A is the purchase rate of jth age group in year A and c j B is the proportion of the total population of jth age group in year B.
A question closely related to age decomposition is this: "How much of the difference between purchase rate in period A and B is attributable to differences in their age distributions and how much is attributable to their rate schedules?" To decompose the difference between purchase rate in period A and B (D), the authors used the following equation:
The first term in the right hand side of Equation (4) is the difference in the age distribution weighted by the average age-group specific purchase rate. It represents the contribution of difference in the age distribution. The second term is the difference in the rate schedule weighted by the average age distribution. It is interpreted as the contribution of differences in the rate schedule.
Cohort Regression Methods. Segregating cohort effects from other effects is a complex job (Schewe and Meredith, 1994) . This is because when age and period is given, cohort is automatically defined. That is, cohort equals period minus age. This linear dependency of the three effects results in an identification problem that makes obtaining unbiased estimates of the effects simultaneously impossible. In overcoming this problem, several methods have been proposed. They include sequential strategies (Schaie, 1965 ), a bifactorial model (Baltes, 1968) , visual inspection (Glenn, 1977) , a constrained multiple regression model (Mason et al., 1973) , and triad method (Palmore, 1978) . These methods have been critically reviewed by Rentz and Reynolds (1980) . Among these methods, the constrained multiple regression proposed by Mason et al. (1973) is considered to be the most appealing conceptually and statistically (Rentz, Reynolds, and Stout, 1983; Reynolds and Rentz, 1981) . It involves only a couple of assumptions that researchers will have no trouble accepting if they have strong a priori reasons for making the assumptions. Furthermore other independent variables can be easily incorporated into the model along with age, period, and cohort (Rentz and Reynolds, 1980) . However, Glenn (1976) criticizes the method for assuming that age, period, and cohort effect are additive and that there is no interaction among them. But in rebuttal, Knoke and Hout (1976) argue that with cohorts represented in the diagonals of an age by period table, interactions are meaningless. Rentz and Reynolds (1980) also maintain that given the alternative methods, the additive assumption is not unrealistic.
This study will employ the constrained multiple regression proposed by Mason et al. (1973) in the cohort analysis. The model is as follows:
where the effect of ith age group is given by a i , the effect of jth period by p j , and the effect of kth cohort by c k ; u is the grand mean of the dependent variable, and e ij is the random error. The i, j, and k are coded into i -1, j -1, and k -1 dummy variables, respectively. Y ij is the dependent variable, which is the purchase rate with respect to each age group and period. Mason et al. (1973) formally shows that as the model is unidentified, one needs to constrain it to estimate the parameters of Equation (5). The equality constraints will involve two or more age, period, or cohort effects. 4 The choice of the constraints will be based on "prior knowledge, reasoning about the process under scrutiny, or theory more generally" (Fienberg and Mason, 1985) or "on logical and substantive grounds" (Rentz and Reynolds, 1991) .
Another important issue that has to be resolved before Equation (5) can be operative is that the data cannot appear to be linear (Glenn, 1981) . But fortunately the data the authors used do not appear to be linear (see figures 1 through 3 in the following section). Furthermore, the condition index of the various models used in the later section (11 for MPR and 9 for FPR) shows that no problem of multilinearity existed. Next, because the data are in the form of rate, a logistic transformation of the data is made and the parameter estimates are derived from weighted least square to overcome the problems of heteroskedasticity (Fienberg and Mason, 1979; Green, Carmone, and Wachspress, 1977; Gujarati, 1995) . All the parameter estimates will be in logits.
Data Source
The data with respect to life insurance purchase in this study are obtained from two main sources.
5 They are the Life Insurance Fact Book, published by the American Council 4 The equality constraints are accomplished by omitting the variables from the regression analysis. The effects of all omitted variables are represented by the value of the intercept. See Mason et al. (1973) for a full discussion. 5 The use of two different sources is necessary because of data availability; however, it is noted that LIMRA's Buyer Study is based on a survey of LIMRA members while ACLI is based on actual results. Chen (1993) compared the distribution of life insurance ownerships from LIMRA's 1984 U.S. Ownership Study (both Household and Individual Data Set) with that of ACLI based on certain demographic variables and found that the two distributions are very close to each other. However, combining the use of these two sources may introduce some measurement errors.
of Life Insurance (ACLI, 1940-97) , and The Buyer Study: United States (LIMRA, 1949-96) . The population data and other related demographic information are from the series of Current Population Report (U.S. Bureau of the Census, 1940-98) . The data from these sources are well recognized and widely used by many academics as well as in market research.
TRENDS IN LIFE INSURANCE PURCHASES
As seen in Figure 1 , the total number of life insurance policies purchased (marked with N) has declined in recent years. The number of life policies purchased in the first half of the 1990s can only be described as comparable to the purchase levels in the mid-1970s. Although the general trends in the total purchase rates (marked with R), such as the timing of the recent decline, are similar to the trends in the number of policies, the total purchase rate in the 1996 is in fact very much lower than in 1940. This is because the increase in the total number of policies purchased is less than the increase in the U.S. population during the period. Another feature observed from Figure 1 is that while the purchase levels of industrial life have fallen drastically, the purchase levels of group life insurance have increased over the years. The purchase levels of ordinary life have also been falling since 1985. The sluggish economy, a decline in people's spending on ordinary life insurance, and the decline in marriage rates have been cited as contributing causes of the recent decline in the purchase rate since the middle of the 1980s (Larson, 1995; LIMRA, 1990) . ACLI (1990) and Larson (1995) attributed the decline to the negative attitudes toward life insurance; risks are shifting from mortality to morbidity and retirement, and the number of full-time life agents is falling.
Purchase Rate 6 of Selected Age Groups
Reading down Panel A and Panel B in Figure 2 reveals that, in any given year, large differences exist among age groups. Thus age effects are expected to be apparent in ordinary life insurance purchases. Reading across Figure 2 also reveals that the trends of the purchase rates of those below 19 and above 50 years old are similar and experienced either little or no change. This suggests that the purchase rates of people within the two age groups are generally similar and stable over time. This is an important observation because it serves as a criterion and an a priori condition for the selection of constraints in the cohort analysis.
FIGURE 2
Age Group Specific Purchase Rate by Year Another prominent observation in Figure 2 is the large difference that exists in the purchase rates between males and females. The purchase rate is higher for males than for females at virtually all age groups in all years. However, there is a greater increase in the purchase rate for the female population, especially those between age 20 and 39, from 1965 to 1985. This increase may have resulted from the higher female labor participation rates and increases in women's earning capacity since the 1960s. In 1965, the female labor participation rate was 37.7 percent, but by 1995 it had increased to 58.9 percent. On the contrary, the male labor participation rate was 75.5 percent in 1965 and 75 percent in 1995 (U.S. Bureau of the Census, 1940-98). In the meantime, beginning in the 1960s, a husband's income was often not enough for the family to live well because of high inflation that had eroded real disposable earnings (Misra and Panigrahi, 1995) . Thus for the majority of the American families, wive's incomes have become more important today and life insurance coverage for today's female working population is as essential as the insurance coverage for male breadwinners in the past.
Cohort Purchase Rate of Ordinary Life Insurance
The purchase rates for a few selected cohorts are presented in Figure 3 . As discussed earlier, the purchase rate for those below 15 and for those above 55 years old are low and similar, even across different cohort groups. We can also see that very recent cohorts (e.g., 1956 to 1960 and after) are purchasing much less life insurance than earlier cohorts. This is especially obvious in age group 20 to 24. The important implication here is that the so-called average baby boomer 7 males are purchasing less life insurance than their earlier counterparts between ages 20 and 29. The reason could be that a larger proportion of the baby boomers are either single or are in very small family households (Chen and Morgan, 1991) , which reduces the likelihood of them purchasing more life insurance. However, more interesting is that the baby buster males (e.g., cohort 1966 to 1970) were purchasing even less life insurance between ages 20 and 29, as indicated in Figure 3 . They have obviously taken a trend begun by the boomer males and carried it much further. It will be interesting to determine whether they will pick up the purchases of life insurance, as did the baby boomers when they picked up their delayed family formation, when the buster males become older and more data become available.
The trends of female cohort purchase rates shown in Panel B of Figure 3 are distinctively different from those observed for the male population. The female cohorts of those born after 1945 have higher purchase rates than their earlier cohorts. This, as mentioned earlier, could be attributable to the higher female labor participation rate. Also, recent female cohorts are purchasing more life insurance at a younger age, and this phenomenon suggests an obvious cohort effect. But closer scrutiny of the data reveals that all the peaks happen in 1985 and that period effects could be present also. This is because adding the year in which each cohort group is born to the respective age will give you 1985. Hence, the authors have demonstrated that interpretation of cross-sectional data where the age, period, and cohort effects are confounded
FIGURE 3
Ordinary Life Insurance Purchase for Selected Cohorts can easily lead to different conclusions. One needs other techniques to help separate the underlying effects, which is carried out in the next section.
FINDINGS
Age Standardization and Decomposition Table 1 presents the results from Equation (3), which reveals how the changes in the age distribution of the U.S. population, especially the aging process starting from 1960s, affected the purchase rates of ordinary life insurance. 8 The effects of the changes in the age distribution on the ASPRs are different in both magnitude and direction when different "standards" or age distributions are used. If the age distribution of 1949 is applied to the rates in 1995 (i.e., A is equal to 1995 and B is 1949), male ASPR for 1995 is lower than the PR (0.0542 versus 0.0549) while female ASPR is higher than the PR (0.0476 versus 0.0463). The percentage change in the purchase rates is -1.33 percent and 2.83 percent for male and female, respectively. This indicates that the overall changes in the age distribution from 1949 to 1995 are favorable to the purchase rates of males but unfavorable to females.
9 Table 1 also reveals that the changes in the age structure from 1949 to 1965 are unfavorable to the purchase rate while the changes from 1965 to 1995 are favorable to the purchase rate. Last, Panel B of Table 1 reveals that the age distribution of females is generally less favorable to the purchase rates, especially during recent years. This is because of the increasing proportion of females at age 50 and above during recent years. Table 2 presents the decomposition of the difference in the purchase rates into two components. The percentage change shows the proportion of contribution of each component to the total change or difference (D). The changes in the purchase rate during most of the periods were mainly due to the rate schedule differences, and age distribution differences played only a minor role. Larger and positive contribution from age distribution differences is generally evident in periods involving comparison with 1965 only. Incidentally, if not for the larger decline in the rate schedule, the favorable influence from the changes of age distribution from 1965 to 1995 would have boosted the male insurance purchase rate during that period.
Comparing 1949 to other periods (first three sets of comparisons) reveals that changes in rate schedule are favorable to both men and women, and are also the main influence over those periods. Changes in age distribution, however, are generally favorable to male purchase rate but unfavorable to female. The comparisons of 1985 and 1995 shows that all the declines in the purchase rate are attributed to the declines in the age-group specific purchase rate. The purchase rate in 1995 would have been even worse if its age distribution were the same as the 1985 age distribution. Finally, Panel B of Table 2 shows that a large proportion of the difference in the purchase rates between men and women is due to the difference in the rate schedules. 8 It should be noted that individual age effect is different from an effect of population aging.
An individual age effect shows how a person's age affects the possibility of purchasing ordinary life insurance, as discussed above. The effect of population aging assesses the effect from the changing (growing older) age distribution on the purchase rate. 9 The same conclusion should also be reached if the age distribution of 1995 is applied to the rate in 1949, though the figures obtained for the percentage change will have the opposite sign. 
Cohort Analysis
In this section, the results of the constrained multiple regression are discussed. However, some issues regarding the interpretation of the model need to be clarified. Following Kahn and Manson (1987) and Rentz and Reynolds (1991) , the authors do not report the standard errors and significance tests because they argue that when cell means are the dependent variables, tests of significance based on usual (weighted) least squares formulae will be incorrect, even under the assumption of simple random sampling. Instead, emphasis will be placed on the magnitude and direction of the patterns of the coefficients and data, which are of decisive importance. Another problem that arises from the use of cell means as the dependent variable is that R 2 values will be inflated (Kahn and Manson, 1987) . Nonetheless, Kahn and Manson (1987) retain the use of R 2 to indicate the goodness of fit as R 2 still indicates the relative degrees of fit. Further, in interpreting the results, the authors will follow the suggestion given in Glenn (1981) whereby available "side information" from the literature on life insurance demand discussed above will be considered in addition to the reliance of statistical results.
Tables 3 and 4 only report the regression results for male (MPR) and female purchase rate (FPR), respectively. This is because, in general, the results in the APC models for "All population" are similar to that for MPR. This is because male population accounts for more than 70 percent of the total ordinary life insurance purchases from 1940 to 1995.
As measured by the adjusted R 2 , the three one-factor regressions show that the age model (A) fits the data better than the period (P) and cohort model (C). Nearly all regressions which included age (A, AP, AC, APC) also show better fit than those that do not include age (C, PC). This observation is particularly strong for MPR. For instance, the age model explains more than 70 percent of the variances for MPR and only about 50 percent for FPR. Age effect seems to dominate the period and cohort effect in the MPR. More contrasting differences between the MPR and FPR are also directly observable in the adjusted R 2 of the period and cohort models: the period and cohort effects have a stronger influence on FPR than on MPR. The results from the age-cohort model (AC) are close to the APC model, especially for FPR. This model, despite taking into account only the age and cohort effect, is still able to explain more variances than other models (A, P, C, and AP) and it is as good as the APC model in explaining the variances of the FPR. All these points emphasize the presence of a strong cohort effect in the FPR, which will be discussed later.
The following discussion focuses on the APC models (Tables 3 and 4 ). Age groups <15 and 55+ and cohort groups <1896 and >1980 are constrained to be equal. The basis of selection is on the actual data observed from Table 5 . The main reasons are, first, the F-test procedure confirms that the APC models are significantly better than the other non-full models in explaining the variances in the purchase rates. Second, in the authors' view, they yield more interpretable results than other models presented. The results are also more consistent with previous sections and other "side information" available (Glenn, 1981) . Last and most important is that they are able to separate the age, period, and cohort effects, which the other models cannot.
The APC model of MPR (Table 3) shows that the purchase rates of all age groups from 15-19 to 50-54 are higher than the reference age groups <15 and 55+. There are 34,65 Note: * Dummy variable omitted for purpose of estimation, and the effects of all omitted variables are represented by the value of the intercept. The estimates are in logits; thus, a negative sign does not mean a negative effect on the purchase. substantial positive age effects up to ages 25-29 and declining thereafter in each subsequent age group. As discussed, this is expected. In contrast, the age coefficients for FPR (Table 4) are similar across most age groups (20-24 to 45-49), though they are relatively larger than the base age groups (<15 and 55+). This interesting finding suggests that, except in the youngest and oldest age groups (<19 and >50), the FPR is generally the same across those between 20 and 49 years old if we incorporate period and cohort effects in the analysis as well. Previous studies have not shown this result. This is probably because previous studies using causal modeling could not separate the age, period, and cohort effects completely. This finding proves the advantage of using cohort analysis method. Now the authors have to answer the related question: why does age affect MPR and FPR differently? Different age effects across age groups on MPR are consistent with theory and the results of previous studies and are easily comprehended. A lower age effect in the FPR as compared with MPR can be attributed to the fact that women are traditionally just homemakers who do not have the same financial obligation as their breadwinners. They are more likely to purchase life insurance for morbidity and retirement purposes, which generally vary with affordability and not age. However, as the female labor participation rate increases and the financial burden on females compounded in recent years, age effects that are similar to those for MPR are likely to be observed in the near future.
In terms of period, the APC model of MPR suggests the presence of some negative period effect, especially from 1985 to 1995. This is consistent with what is observed in the trend analyses. In particular, the negative period effects could be attributed to important events that happened in the 1980s and 1990s. First are the low rates of return associated with traditional whole life insurance resulting from the late 1980s high interest rate environment and the 1990s soaring stock market. Further, the loss of the estate tax exclusion of life insurance proceeds caused by tax law changes in 1984 is a contributing factor. Under the IRC Sec. 2042, life insurance proceeds are no longer excluded in the taxable estate if the plan participant holds an incident of ownership in the insurance at death. The last contributing factors are people's negative attitudes toward life insurance; risks are shifting from mortality to morbidity and retirement, as well as the fall in the number of full-time life agents, may also compound the negative period effects (ACLI, 1990; Larson, 1995) . All these factors could have made purchasing life insurance unattractive during those times, hence reflected as the negative period effects observed. However, these effects for FPR are relatively smaller and more negligible, as indicated by the coefficients in Table 4 . Also consistent with the above discussion of trend analysis, the coefficient of year 1985 is the largest (0.339) during the period studied.
As discussed, the APC model of FPR indicates an increasing positive cohort effect. Compared to the two reference cohort groups, whose size of effect is represented by the intercept in Table 4 , the estimates for all other cohort groups are larger. Generally, these estimates ascend progressively in each subsequent cohort, except for cohort group 1961-65. The authors attributed the strong positive cohort effect to the increase in the female labor participation rate. Increased female labor participation increased the need for and affordability of more life insurance. But increasing female labor force participation will also delay or even reduce marriages and childbearing. These
TABLE 5
Purchasing Rate by Age Group at Selected Year by Sex A. All 1949 A. All 1955 A. All 1960 A. All 1965 A. All 1970 A. All 1975 A. All 1980 A. All 1985 A. All 1990 A. All 1995 and the series of Current Population Reports (Bureau of the Census, 1940 Census, -1997 .
Note: All related primary data and methods in calculating the purchase rate in this table will be sent to the reader upon request.
effects will in turn have a negative impact on life insurance purchases. Evidence has shown that each later cohort begins with a higher labor participation rate (Ferber, 1993) . But the proportion of young adults who have ever been married has declined precipitously since the 1960s (Gibson, 1993) . For women at ages 25 to 29, the proportion of those ever married decreased from 88 percent for cohort 1941-1945 to 68 percent for those in cohort [1961] [1962] [1963] [1964] [1965] . For men, the respective percentage loss was from 78 percent to 53 percent. However, from the results in Table 4 , it seems that the positive effect from increased female labor participation has dominated the negative effect resulting from delayed marriage. This translates into a higher net purchase rate.
The APC model of MPR (Table 3) does not show a similar pattern of increasing cohort effects as found in the FPR. The coefficients for recent cohorts of those after 1956 are also relatively smaller than those for FPR, thus indicating that the cohort effects on MPR are weaker. An interesting finding worth noting is that the cohort coefficients begin to decline when the baby boom cohort begins (1946) and increase when the baby boom cohort ends (1966) . This means that the baby boomers, especially the younger ones, are purchasing less life insurance than their earlier counterparts. This contradicts the expectation of surging life insurance purchases as the baby boomers aged or entered into the primary household formation years during the 1980s and 1990s (Dynia, 1998) . The authors attributed the contradiction to the negative cohort effects that alter the life insurance purchasing behavior of the baby boomers. The negative cohort effects could be mainly attributed to the different family formation behavior of the baby boomers, which reduces the likelihood of them purchasing more life insurance. As compared to their earlier counterparts, a larger proportion of the baby boomers are either single, delaying their marriages, or having a small family size, and thus reducing their need for life insurance protection. Further, part of the negative cohort effects in the MPR could be due to the increase in the female labor participation rate, which might have reduced men's burden of supporting families and hence reduced their needs for life insurance protection.
CONCLUSIONS
This study employs the age standardization, decomposition, and cohort analysis to examine the life insurance purchase pattern in the U.S. from 1940 through 1996. The main objective of this study is to understand how the aging of the American population over the past few decades has affected U.S. life insurance purchases, and to separate the presence of age, period, and cohort effects that have influenced the trends. Several important findings are observed.
First, the number of life policies purchased in the first half of the 1990s can only be described as comparable to that in the mid-1970s, but the total purchase rate in 1996 is in fact very much lower than in 1940. Second, age standardization and decomposition show that the changes in the population age structure have surprisingly little effect on the change in the purchase rate from 1949 to 1995. But the population aging process, which began after the 1960s, did have the expected positive effects on ordinary life insurance purchases. Without the aging process, the purchase rates in 1990 and 1995 would have been even lower. Third, from the cohort regression analysis, it is found that age effects are stronger in the purchase rate of men but mediocre in that of women. The difference is mainly due to the different traditional roles they have played in the family. The only notable negative period effects, though small, are found after the late 1980s. Last, strong cohort effects are detected. For women, the generally positive cohort effects are attributable to the increase in the female labor participation rate. As for men, the most interesting finding is the negative cohort effects found on the baby boomers. That is, baby boomers tend to purchase less life insurance than their earlier counterparts and this can be largely attributed to the different family formation behavior of baby boomers. More important is that this finding is probably the reason why recent life insurance purchases in the U.S. fell despite having had the positive influence that is expected from the aging population.
The above results may have important implications to the insurance industry in improving its sales. The life insurance industry may have to separate the male consumers from female consumers because they have different life insurance purchasing behaviors. While life insurance agents may still need to improve their image and relationship with customers, they need to increase their efforts in selling life annuity and medical policies to baby boomers as they reach their retirement age early in the new century. This is extremely important amid the Social Security reform that may cut retirement and medical benefits. In the meantime, as consumers become more educated and sophisticated, insurance companies need to innovate more suitable products that combine protection and investment, such as investment-linked life insurance policies.
The contribution of this study to the academic literature of life insurance demand thus should not be underestimated. Differing from the existing literature on life insurance demand, which mostly studies various independent variables, this study provides a different approach to life insurance demand analysis, which allows the understanding of life insurance demand in an aggregate perspective of age, period, and cohort effects. The separation of the age, period, and cohort effects will allow better forecasts of future life insurance demand, since projected cross-sectional data is more easily obtained than by projection of other direct measurements of the effects of numerous independent variables. However, caution should be exercised in predicting the future life insurance purchases using cohort models. This is because it is not really known how the baby boomers will behave in the future and whether they will pick up the purchases in later years or just forgo the purchases forever.
The findings may also have implications to marketing researchers regarding research methodology. Apart from demonstrating the usefulness of the purchase rate as an alternative measurement for life insurance purchases, this study has also demonstrated the capabilities and consistency among age standardization, decomposition, and cohort analysis in analyzing life insurance whose consumption, like many other products and services, varies greatly by age class. Furthermore, the measurement of purchase rate, age standardization, decomposition, and cohort analysis can easily be applied to study other types of products and can be incorporated in forecasting models based on age segments (Hansman and Schutjens, 1993; Rentz and Reynolds, 1991) .
One limitation of this study is that it can only focus on the purchase rate without considering the per capita premium spending and coverage, because of data unavailability. In addition, this study uses the constrained multiple regression, the results of which might be sensitive to changes in the equality constraints used. Finally, although cohort analysis is useful, the discussion of the results must be supported by understanding the underlying age, period, and cohort changes.
