The problem of blind source separation in additive white noise is an important problem in speech, array and acoustic signal processing. In general this problem requires the use of higher order statistics of the received signals. Nonetheless, many signal sources such as speech with distinct, non-white power spectral densities, second order statistics of the received signal mixture can be exploited for signal separation. While previous approaches often assume that additive noise is absent or that the noise correlation matrix is known, we propose a simple and yet effective signal extraction method for signal source separation under imknown white noise. This new and unbiased signal extractor is derived from the matrix pencil formed between output auto-correlation matrices at different delays. Simulation examples are presented.
I N T R O D U C T I O N
Blind source separation has become a well established research topic in the signal processing community. It is motivated by practical scenarios with involve multi-sources and multi-sensors. The key objective of blind source separation is to extract the source signals from the sensor measurements without the knowledge of the characteristic of the transmission channel. Examples include antenna beamforming, multi-person speech separation (cocktail party problem), and multi-channel medical signal separation.
Many papers concerned with this topic have been published, both on separation principles and specific algorithms. However, the most commonly used assumptions are (1) source signals are white and mutually independent (2) at most one source is Gaussian (3) multiple sensor outputs are lsnearly independent. Based on these assumptions, separation principle have been investigated [1] [2], and algorithms exploiting higher order statistics have been proposed [3] .
Recently second order statistics based algorithms are presented under the assumption that the sources for separation are colored signals [4][5] [6] . Second order statistics based method does not rely on the the non-Gaussian assumption. They may generate better performance than algorithms based on higher order statistics. For practical applications involving separations of speech and music :jignals which are typically non-white, second order statistical methods can be used.
However, existing second order statistical methods often assume the absence of additive noise at sensors. To overcome this critical weakness, we propose a second order statistics based matrix pencil approach in this paper.
The new approach yields unbiased signal estimates from signal mixtures corrupted by additive white noise. This paper is organized as follows. In section 2, the problem of blind source separation is described along with relevant assumptions on second order statistics of signals for separation. Section 3 outlines a basic signal separability based on second order statistics. In section 4, a new matrix pencil method for blind souirce separation is presented. Monte Carlo simulations of the proposed method are presented in section 5.
A memoryless mixture of multiple signals is modeled by the following equation In order for all sourl:es to be separable, A must have full column rank, requiring M >_ N . When A is not full rank, then signals can only be separated as classes [a] . In this paper, we only consider systems in which the sources are fully separable. Our objective is to find a signal extracting matrix such that
where E = B~A is a permutation matrix which only has one nonzero element in each row and column. We assume that the source signals
are uncorrelated of one another but are not white. Hence, and
. When all signals are non-zero, then denote
is full rank. Without loss of generality, we can assume that Given white noise with known correlation matrix A,,
we have
Thus, we can use a whitening matrix W such that
which implies that U = WA is unitary.
We note that the assumption of known noise correlation matrix is typically impractical. In the special case when the noise correlation matrix is of the form a21 and A4 > N , then 0 ' can be estimated as the smallest eigen-value of Rz(0).
Denote the whitened data vector as 2(n) = WZ(n), The dimension of U, is equal to the multiplicity of the corresponding eigen-value.
Once we extract a new signal vector with lower dimension its components can be extracted based on R , ( k z ) using identical steps. To ensure that this procedure can eventually extract all the sources, it is necessary that the sources have different power spectral densities. In [6] , an algorithm which is exponentially convergent is proposed.
The algorithm discussed above assumes that the correlation matrix of the noise is either known or can be estimated when n/r > N. However, when the noise correlation matrix is either unknown or cannot be estimated, the methods will not apply. In view of this difficulty, we present in the next section an alternative algorithm which is insensitive to additive white noise.
A NEW MATRIX PENCIL SEPARATOR
We now present a method that does not rely on the in- 
(17)
Since A has full column rank, any other non-trivial solution requires eigen-value to satisfy whose eigen-vector must satisfy ATV; = ale,. (19) Therefore, if the ratio of % is unique, then v', is simply the 2-th signal extractor to yield 
vectors of R,(k).
Here we note that the trivial solutions of (15) are not separable from the other general eigen vectors of ( R x ( k l ) , R s ( k 2 ) ) . However, this is not a problem. The extracted signals according to the trivial solutions are pure noises result in the smallest output power while signal extractors will generate stronger outputs. Thus we can always discard the trivial solution as the n/r -N vectors that result in the smallest product v'TR,(O)v'o. 
R7(k) e VTR,(k)V, = UTA(k)U,
This represents the best possible result when noise is wnknown. Experimental results will be compared with the ideal situation.
When A is unknown, blind separation performance will naturally be inferior due to two reasons:
e The data length may be too short to accurately esl,ie The underlying sources may not be fully uncorrelated with one another. This violation of our basic assumption will also degrade the performance.
mate the correlation matrices R,(k).
In the simulation, we consider a system with four sources and five outputs. Two sets of signals are tested. It can be seen that the matrix pencil method works well for real world speech signals. especially Comparing results from different data lengths, we find that the performance at L =lo00 is very close to what is achieved at length L ~1 6 0 0 0 . This result demonstrates that the proposed method converges very fast since the estimation of second order statistics does not require many data samples.
For the specific examples, the output SINR saturates at about 20dB. This is because in high SNR case, the performance is dominated by the level of cross interference which is determined by the cross correlation between sources and the mixing matrix. Clearly for the same mixing matrix A , different signal sources with different cross correlation also result in different output SINR.
. CO'NCLUSION
In this paper we present a new second order statistical method for blind source separation. I t is based on the general eigen decomposiltion of the matrix pencil formed between output auto-correlation matrices at different delays. The method has several attractive features compared with higher order statistical methods. First, it relies only on second order statistics of the received signals and hence requires fewer data samples to converges. Second , it can separate Gaussian sourc'es. Compared with other known methods based on second order statistics, it does not require zero additive noise or that the noise correlation matrix is known, and it is unbiased. Numerical simulations show that the method .works well for real world speech signals. 
