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ABSTRACT 
For the preconditioning collocation scheme using a Hermite (or interpolatory) 
cubic spline basis for a 1D elliptic model problem, we prove that the multiplicity 
of the minimal eigenvalue 1 is the half the order of the preconditioned collocation 
matrix. 
1. INTRODUCTION 
Let I be the unit interval [0, 1], and consider a 1D model elliptic problem 
- u" (x )  = f (x )  (1.1a) 
with the mixed boundary condition 
u(0) = 0 and u'(1) = 0. (1.1b) 
The cubic interpolatory spline basis to solve a second order separable llip- 
tic partial differential equation by the preconditioning collocation method 
was introduced in [3] and [4], where the I?l (or I?3) finite element stiffness 
matrix was used as preconditioner. Let B and/3 be the symmetrized collo- 
cation matrix and finite element discretization of (1.1) based on a Hermite 
cubic (or interpolatory) spline basis and collocation at the Gaussian points 
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2N {~i}i=l. The symmetrized preconditioning collocation scheme correspond- 
ing to (1.1) is (see Section 3 for the definitions of the matrices) 
,b ' - IBu := ~- 'E tWBU = ~-'EtWF. 
It is well known that the investigation of the eigenvalues of the precondi- 
tioning collocation scheme is important for the successful application of the 
conjugate gradient method. Even though there are full descriptions in [4] 
of the uniform boundedness of the eigenvalues for the preconditioning col- 
location scheme/3-1B by the finite element method using the prescribed 
basis functions for Sh, there is no detailed discussion of the distribution 
of the eigenvalues of this matrix. In particular, we report that, when the 
I73 finite element stiffness matrix is used as preconditioner for the model 
problem (1.1), the multiplicity of the minimal eigenvalue 1 of/3-1B is half 
the order of the collocation matrix. 
2. PRELIMINARY 
Let N > 1 be an integer, and set h = 1/N. The knots are the points 
xk := kh, k : O, 1, 2,..., N, 
and 
Ik := (xk-l,xk), k--  1 ,2 , . . . ,N .  
Let Sh be the space of Hermite cubic splines defined on I with knots xk. 
That is, 
Sh:={u(z) •C1[0,1], uli k •~3,  u(0) =u'(1)  =0}. 
The basis functions vj(x), sj(x) (j -- O, 1,..., N) for Sh are given by the 
translation and dilation of the functions v(x), s(x) given by 
v l (x )=(x+l )2 (1 -ex) ,  -1 <x<0,  
v(x) := vr(x ) (x -1 )2(2x+l ) ,  0<x< 1, 
st(x) = (x + 1)2(1 - 2x), -1 < x < 0, 
s(x):= v'(x) (z-1)2(2z +1), 0<x<l .  
Then we can write vj(x), sj(x), where j = 0, 1 , . . . ,  N, as 
fx-~j'~ 
Vj(X) :-~" U8~T) ,  Xj--1 < X < Xj+I, 
0 otherwise, 
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8j(X) := ~ h J '  x j -1 ~ x ~ Xj+l, 
0 otherwise. 
Let 2N {¢i}i=1 be the Hermite cubic spline basis such that  
¢2i-- 1 = Si--1, (92j ~- Vj, j = 1 ,2 , . . . ,  N. 
Let 
Finally we define, for u E Sh, 
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h 2N 
(--utt' U)N : ---2 E ~ttt(~i)U(~i)" 
i=1 
3. COUNTING E IGENVALUES 
In this section we will present main results. In [2], there is a very in- 
teresting result which suggests the finite element preconditioner for the 
collocation method. 
LEMMA 1 [2]. For u C Sh, we have 
5 t 2 II~'ll~ <- (-u",~>N <_ ~LI~ IIo- 
Proof. See [2]. • 
2N Now let u = ~r=l  u~¢i(x) C Sh. Then the collocation version of (1.1) 
will be 
2N 
E -uiqS~(~z) = f(~t), 1 = 1, 2 . . . .  ,2N. (3.1) 
r= l  
e l= 1-  , c2=} 1+ . 
Then the collocation points 2N {~i}i=l are given by 
~2i-1  =Xi - l+hCl ,  ~2 i=Xi - l+hC2,  i = 1 ,2 , . . . ,N .  
Let 2N {~bi}i=l be the cubic interpolatory spline basis for the space Sh (see [3, 
4]) such that  
1 if i= j ,  
where 6ij = 0 otherwise. 
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Let us define the 2N x 2N matrices 
-¢" t~ ~, B( j , r )  = r ,  ~, E ( j , r )  = ¢~(~j ) ,  
The matrix representation of (3.1) is 
BU:=F,  where F=( f (~ l ) , . . . , f (~2g) )  t, U=(u l , . . . ,u2g)  t. 
Let 
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W(j ,  r) = diag(wj). 
N 
, l , ~h(3)A(3) h 5 /3l,k := (¢l, Ck)L:, dl, k = E ~'l,i ~k,i ' 
i=1 
where ul 3) is the constant third derivative of ui on Ii, and c is a positive 
constant independent of N.  
Proof. Use the similar proof of Lemma 3.1 in [1]. 
This lemma allows us to count eigenvalues for the preconditioning col- 
location linear system, which is 
t~- IBU = 13-1EtWF. 
where 
:= EtWB.  (3.2) 
The preconditioning collocation scheme corresponding to (1.1) is then 
~- l j~u = ~- IE tWF.  (3.3) 
Note that when we use the interpolatory cubic spline basis, E is the identity 
matrix. Now we need 
LEMMA 2. For u E Sh, we have 
N 
<-v',,,>N + lu}3)12h 5 (3.4a) 
i=1 
In matrix language, we have 
Bt,k = ~l,k + cdt, k (3.4b) 
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By direct computation (see [5]) we have the following block tridiagonal 
matrix DiN: 
D2N (d* ) * : '~  l , k  
t D1 U1 0 . . . . . . . . .  0 
L1 D3 U 0 . . . . . .  0 
0 L D~ U 0 -.. 0 
: ".. ".. ' . .  ".. ' . .  : 
0 -.. 0 L D3 U 0 
0 . . . . . .  0 L D3 U2 
0 . . . . . . . . .  0 L2 D2 
, (3.5) 
2Nx2N 
where 
DI= 8/h 0 D3= 8 h 0 
' 2h  ' 
0 2h 
D2 = 0 2h - , 
-4 /h  -2  4/h ] 
o -4 /h  , U : , 
U1 = 0 2 -2  
°) 
U2= h 0 ' 
and 
L = U t, L1 = U~, L2 =U~. 
Let In be the identity matrix of dimension , and M r be an elementary 
lower triangular matrix of order n and index k (see [6]). Note that this M r 
is nonsingular. Using elementary lower triangular matrices, we can prove 
the following lemma, which is the essential key to the main theorem. 
LEMMA 3. The nullity of D~N is N for N > 3. 
Proof. The proof will be completed by performing Gaussian elimina- 
tion for the matrix DiN inductively on the order of DiN. First consider 
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the case N = 3. Now construct the e lementary lower tr iangular  matr i -  
ces M 6, M 6, and M 6 from D~ to perform Gaussian el imination. Then by 
simple calculat ions we have 
M46 lbf6 AAr6 F) * 
h -2  h 0 9 0 
0 4 /h  2 -4 /h  2 0 
0 0 0 0 0 0 
0 0 0 4 /h  2 -4 /h  
0 0 0 0 0 0 
0 0 0 0 0 0 
(3.6) 
Since each e lementary matr ix  is nonsingular, we can see the null ity of D~ 
is 3. Now for the induction hypothesis assume that  we have performed 
Gaussian el iminat ion on D* of order 2(N - 1). As a result we have the set 
of the e lementary lower tr iangular  matr ices M 2N-2 of order 2N - 2 and 
index i = 1, 2, 4, 6 , . . . ,  2N - 6, 2N - 4, and then the result ing matr ix  is 
Ydef 
= l l / f2N-2  71A'2N-2 ~/ / '2N-2  r ) *  ** AAr2N-2  A/I'2N-2 
D2N-2 ~'~2N-4  ""2N-6 X . - .  X ~vl 4 ~w 2 ~w 1 ~2N-2"  
Now for the 2N x 2N matr ix  D~N let 
2N-2  = 12 ' M2N-4 : 12 
where 
(: o _hi2) 
D = . . .  0 1 2×(2N-2) 
C= . . .  0 0 0 0 2x 
(2N-2)  
For i = 1, 2, 4 , . . . ,  2N - 6 let the e lementary lower t r iangular  matr ix  of 
order 2N and index i be of the form 
M2iN = 0 . 
I2 
Let us decompose D* of order 2N as 
D~N = B t E ' 
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where 
0 . . . . . .  0 
A2N-2  "= D(*2N_2)  + 0 . . . . . .  0 
0 ... 0 4/h (2N-2)  × (2N-2)  
0 . . -  0 2 h 0 2h -2  
B = 0 0 -4 /h  ' E = . . . . . . . . . . .  2 4/h 
Note that  by computat ion we have 
(,o) 
F= 
* /3 
(i * O Oi) A~2N-2p  --. " "2N-4  ~ • • • * 0 0 
• . . ,  -h/2 1 
• . .  * 1 0 
of order 2N - 2. Then we have the following matr ix  of similar form to 
(3.6): 
M22N l l /y2N 71/t-2N ~y2N y l*  
N_2~W2N_4 X " ' '  X ~*~2 "~'1 "~'2N 
0 
where 
(: 
U1 = 4/h 2x2 
(o ° o) 
g=-  ~ 
4/h 2×2 
M2N_2F A ~I/r2N-2pR ) 
__ 2N-4  2N-2  "~2N-4  ~ 
- DM~N_2FA2N-2 + CFA2N-2 + B t 2N-2  - DM~ _ 4 FB  + CFB + E 
/ U 1 U 2 U 3 0 
U U4 U3 
U U 4 g 3 ' 
u u4 
UN 
(3.7) 
(h 0) (: 0) 
U2= 2 -4 /h  , U3= 0 ' 
2x2 2x2  ( : )  (:o) 
0 , UN= 0 " 
U4= -4 /h  2×2 2×2 
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The last equality in (3.7) is easily checked by using the induction hypo- 
thesis and direct computations. Since each Mi 2N is invertible, we have the 
conclusion from (3.7). • 
Because of Lemma 3, we can now prove the main result. 
THEOREM 1. The preconditioned symmetrized collocation matrix ~-1~ 
generated by the Hermite cubic spline basis has a minimal eigenvalue 1
whose multiplicity is half the order of the collocation matrix. 
Proof. By (3.4) we have 
~- IB  = I + c~- lD  *. 
Since/3 is nonsingular, Lemmas 3 and 1 yield the conclusion. 
REMARK. We have the same result for the interpolatory cubic spline 
by applying the change of the basis to Theorem 1. 
I would like to thank Professor S. V. Parter and Professor Carl de Boor for 
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