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Optimisation de la configuration d’un instrument superspectral
aéroporté pour la classification : application au milieu urbain
Résumé : Ce travail s’inscrit dans la perspective de l’enrichissement des bases de données d’occupation
du sol. La description de l’occupation du sol permet en effet de produire un certain nombre d’indicateurs
environnementaux pour la gestion des écosystèmes et des territoires, en réponse à différents besoins
sociétaux, réglementaires et scientifiques. Aussi, différentes bases de données décrivant l’occupation du
sol existent à différents niveaux (mondial, européen, national, régional ou local) ou sont en cours de
constitution. Ainsi, l’IGN a entrepris la production d’une base de données d’occupation du sol à grande
échelle. Il est toutefois apparu que, dans les zones urbaines, la connaissance de l’occupation du sol
nécessaire pour certaines applications de modélisation de la ville (simulateurs de micro-météorologie,
d’hydrologie, ou de suivi de pollutions), voire de suivi réglementaire (imperméabilisation des sols)
doit être plus fine (tant au niveau sémantique qu’au niveau spatial) que ce que doit contenir cette
base de données. Ainsi, la modélisation fine du milieu urbain nécessite pour certaines applications une
connaissance géospatiale des matériaux en présence, autrement dit des cartes de matériaux. De telles
cartes viendraient alors constituer une couche supplémentaire, à la fois dans des bases de données sur
l’occupation du sol (comme par exemple l’occupation du sol à grande échelle de l’IGN) et dans des
maquettes urbaines 3D.
Aucune base de données existante ne contient actuellement cette information de cartographie des
matériaux en présence. Aussi, la télédétection apparaît comme la seule solution permettant de la
produire. Néanmoins, du fait de la forte hétérogénéité des matériaux en présence, de leur importante
variabilité, mais aussi des fortes ressemblances entre classes distinctes, il apparaît que les capteurs
optiques multispectraux "classiques” (ne comportant que les 4 canaux rouge - vert - bleu - proche
infrarouge) ne sont pas suffisants pour assurer une bonne discrimination des matériaux. Un capteur
superspectral, c’est-à-dire plus riche spectralement, pourrait donc apporter une solution à cette limite.
Ce travail s’est donc positionné dans l’optique de la conception d’un tel capteur et a consisté à
identifier la meilleure configuration spectrale pour la classification des matériaux urbains, ou du moins
à proposer des solutions s’en approchant. Autrement dit, un travail d’optimisation spectrale a été
réalisé de manière à optimiser à la fois la position des bandes dans le spectre ainsi que leur largeur.
Pour ce faire, des méthodes de sélection automatique d’attributs ont été mises en œuvre. Le travail
s’est donc déroulé en deux étapes distinctes.
Une première tâche a consisté à définir et préciser les méthodes d’optimisation de bandes, et à
les valider sur des jeux de données de référence de la littérature. Deux heuristiques d’optimisation
classiques ont été choisies du fait de leur généricité et de leur flexibilité, et donc de leur capacité à
être utilisées en association avec différents critères de sélection d’attributs. Il s’agissait d’une part
de l’algorithme Sequential Forward Floating Search, méthode incrémentale utilisée ici pour étudier
l’impact du nombre de bandes sélectionnées sur la qualité de la classification, et d’autre part d’un
algorithme génétique, méthode stochastique permettant d’explorer plusieurs solutions proches de la
solution optimale. Un travail a alors été mené afin de définir une mesure de la pertinence d’un jeu de
bandes, c’est-à-dire le score à optimiser lors du processus de sélection de bandes. Une comparaison
de différents scores possibles a alors été effectuée. Plusieurs critères ont été pris en compte pour
les comparer. Ces scores devaient conduire à des des jeux de bandes les plus discriminants possible,
et ceci de manière indépendante d’un classifieur particulier. Les solutions proposées devaient donc
2être discriminantes pour la plupart des classifieurs et non simplement au sens du critère de sélection
d’attributs utilisé. Il a également été tenu compte de leur parcimonie, à savoir leur capacité à obtenir les
meilleurs résultats avec le moins de bandes possible. Par ailleurs, la stabilité des solutions proposées a
aussi été prise en compte de manière qualitative par l’étude de profils d’importance des bandes générés
à partir des résultats intermédiaires de l’algorithme génétique.
Les meilleurs scores identifiés sont d’une part un score de type filtre avec la distance de Jeffries-
Matusita, et d’autre part deux scores de type wrapper associés au classifieur des Forêts Aléatoires et
prenant en compte la confiance avec laquelle le classifieur labellise les échantillons, autrement dit des
scores wrapper ne se limitant pas à de simples taux de bonne classification.
L’optimisation de la largeur des bandes a ensuite été étudiée : la méthode proposée consiste à
utiliser une hiérarchie de bandes fusionnées en fonction de leur similarité. Cette stratégie permet de
contrôler la croissance de la largeur des bandes, en ne basant pas tout le processus sur le critère de
sélection de bande, mais en intégrant également des contraintes sur la similarité entre bandes par le
biais d’un critère de fusion. On commence donc par construire une hiérarchie de bandes fusionnées,
en fusionnant de proche en proche les bandes adjacentes selon un critère. Trois de ces critères ont été
testés, visant à fusionner les bandes en considérant leur corrélation, leur contribution à la séparabilité
entre les classes, ou leur impact sur la forme du spectre. La sélection de bandes fusionnées se déroule
ensuite au sein de la hiérarchie de configurations spectrales produite.
La seconde partie du travail a consisté en l’application de ces algorithmes d’optimisation spectrale
au cas d’étude des matériaux urbains.
Une collection de spectres de matériaux urbains a d’abord été réunie à partir de différentes librairies
spectrales (ASTER, MEMOIRES, ...). L’optimisation spectrale a ensuite été menée à partir de ce
jeu de données. Il est apparu qu’un nombre limité (environ 10) de bandes bien choisies suffisait pour
discriminer 9 classes de matériaux communs (à savoir ardoise - asphalte - ciment - gravier - métal -
pavés en pierre - shingle - terre - tuile). L’apport de bandes issues du domaine de l’infrarouge onde
courte (1400 - 2500 nm) pour la discrimination des matériaux a également été vérifié. La portée des
résultats chiffrés obtenus en termes de confusions entre les matériaux reste toutefois à nuancer du fait
de la très faible représentation de certains matériaux dans la librairie de spectres collectés, ne couvrant
donc pas la totalité de leur variabilité.
Mots-clés : Optimisation spectrale - Sélection d’attributs - Multispectral - Superspectral - Hyperspectral
- Milieu urbain - Matériaux urbains - Occupation du sol - Carte de matériaux - Classification -
Télédétection
Spectral optimization to design an airborne superspectral sensor
dedicated to land cover classification : application to urban areas
Abstract: This work was performed in the context of a possible enrichment of land cover databases.
The description of land cover is necessary to make it possible to produce environmental indicators
for the management of ecosystems and territories, in response to various societal and scientific needs.
Thus, different land cover databases already exist at various levels (global, European, national, re-
gional or local) or are currently being produced. However, it appeared that knowledge about land
cover should more detailled in urban areas, since it is required by several city modeling applications
(micro-meteorological, hydrological, or pollution monitoring simulators), or public regulations moni-
toring (e.g. concerning ground perviousness). Such materials maps would be (both semantically and
spatially) finer than what is contained in existing land cover databases. Therefore, they could be an
additional layer, both in land cover databases (such as in IGN High Resolution land cover database)
and in 3D city models.
No existing database contains such information about urban material maps. Thus remote sensing
is the only solution to produce it. However, due to the high heterogeneity of urban materials, their
variability, but also the strong similarities between different material classes, usual optical multispec-
tral sensors (with only the 4 red - green - blue - near infrared bands) are not sufficient to reach a good
discrimination of materials. A multispectral sensor or superspectral, that is to say spectrally richer,
could therefore provide a solution to this limit.
Thus, this work was performed intending the design of such sensor. It aimed at identifying the best
spectral configuration for classification of urban materials, or at least to propose sub-optimal solutions.
In other words, a spectral optimization was carried out in order to optimize both the position of the
bands in the spectrum and their width. Automatic feature selection methods were used. This work
was performed in two steps.
A first task aimed at defining the spectral optimization methods and at validating them on lit-
erature reference data sets. Two state-of-the-art optimization heuristics were used since they were
efficient, genreic and flexible enough to used to optimize various feature selection scores. The first
one was an incremental approach called Sequential Forward Floating Search (SFFS) algorithm. It was
used here to assess the impact of the size of the selected band subset on classification results. The
second optimization method was a genetic algorithm, i.e. a stochastic approach able to provide differ-
ent sub-optimal solutions. A study was then performed to define a metric to quantify the relevance
of a band subset, in other words the score to optimize during band selection process. Different pos-
sible scores were compared. Several criteria were considered to compare them. Indeed, these feature
selection scores had to be able to identify band subsets that should be as discriminative as possible
independently from a specific classifier. Thus, proposed solutions should be discriminative for most
classifiers and not only accoridng to the used feature selection criterion Their sparsity, namely their
ability to obtain the best results using the smallest band subsets as possible, was also considered.
Furthermore, the stability of the proposed solutions was also taken into account by qualitatively con-
sidering band importance profiles derived from intermediate results provided by the genetic algorithm.
At the end, three best feature selection scores were identified: a filter one (Jeffries-Matusita distance),
4and two wrapper scores based on classification confidence measures provided by Random Forests classi-
fier, that is to say wrapper scores that are more sophisticated than simple classification accuracy rates.
Band width optimization was then studied: the proposed method consisted in first building a hier-
archy of bands merged according to their similarities while band selection was then processed within
this hierarchy. Thus, the proposed approach used a hierarchy of merged band : adjacent bands are
merged considering their similarities. Such strategy is a way to control the width of selected merged
bands, not being only dependent on the band selection criterion, but also taking into account con-
straints about band similarities according to a merging criterion. Thus, the hierarchy of merged bands
is first built, merging progressively adjacent bands according to a criterion. Three such band merging
criteria were tested, merging bands considering either their correlation, their contribution to class
separability or their impact on the shape of the spectra. The selection of merged bands was then
processed within the obtained hierarchy of possible spectral configurations.
The second part of this work consisted in the application of these spectral optimization algorithms
to the case study of urban materials.
A collection of urban materials spectra was first caught and from various spectral libraries ( ASTER ,
MEMORIES ...). Spectral optimization was then performed on this dataset. A limited number (about
10) of well chosen bands appeared to be sufficient to classify next common materials (slates - asphalt -
cement - gravel - metal - cobblestones - shingle - earth – tiles). Bands from short wave infrared spectral
domain (1400 - 2500 nm) were shown again to be very useful to discriminate urban materials. However,
quantitative results assessing the confusions between the materials must be considered carefully since
some materials are very uncommon in the library of collected spectra, and thus their possible variability
is not completely considered.
Key-words: Spectral optimization - Feature selection - Multispectral - Superspectral - Hyperspectral
- Urban areas - Urban materials - Land cover - Material maps - Classification - Remote sensing
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Première partie





Cette première partie a pour but de présenter le contexte de ce travail ainsi que d’expliciter sa
problématique et de définir ses objectifs.
Après une rapide présentation de quelques exemples de bases de données d’occupation du sol existantes
ou en cours de constitution, nous en montrerons les limites pour certaines applications en milieu urbain.
Ainsi, nous recenserons des applications qui nécessitent une connaissance plus fine, tant d’un point
géométrique que sémantique, de l’occupation du sol dans les zones urbaines, et requérant en particulier
des cartes de matériaux.
De telles cartes de matériaux devraient présenter une résolution spatiale qui soit d’une part au moins
compatible avec la base de données d’occupation du sol à grande échelle actuellement en cours de
production à l’IGN, et d’autre part avec des maquettes urbaines 3D, qui pourraient toutes deux être
enrichies par une connaissance sur les matériaux pour certaines applications.
Des données aussi fines n’existant pas à l’heure actuelle, la télédétection apparaît comme la seule
solution permettant leur production de manière semi-automatique. On se posera donc la question du
capteur à utiliser. En effet, du fait de la grande variété des matériaux présents en milieu urbain, mais
aussi de leur forte variabilité intra-classe et de la similarité entre matériaux de classes différentes,
les capteurs multispectraux traditionnels (limités aux 4 canaux bleu-vert-rouge-proche infrarouge)
s’avèrent insuffisants pour la classification des matériaux urbains ; une plus grande richesse spectrale
semble nécessaire. On verra que de ce point de vue, un capteur hyperspectral pourrait être une solution,
mais présente des limites en terme de caractéristiques géométriques (résolution spatiale, fauchée).
Néanmoins, si seul un nombre limité de bandes spectrales est nécessaire pour la classification des
matériaux, un capteur superspectral ne comportant que les bandes utiles pour cette problématique
pourrait convenir, et présenter des caractéristiques géométriques plus intéressantes. On illustrera cette
notion de capteur superspectral par la tendance actuelle des capteurs spatiaux à présenter à la fois une
très haute résolution spatiale et une richesse spectrale de plus en plus grande, à l’instar de missions
récentes comme Worldview-3.





Décrire l’occupation du sol de plus en
plus finement
1.1 Occupation du sol : définitions et besoins
1.1.1 Définitions
L’occupation du sol est la description de la couverture physique, naturelle ou anthropologique
de la surface de la Terre.
La couverture et l’usage des sols sont deux notions différentes et complémentaires pour décrire le
territoire.
Couverture du sol : La couverture du sol est donc une vue physionomique du terrain. Elle
correspond à une distinction des éléments sans présager de leur fonction.
Couverture et occupation du sol sont parfois confondues.
Usage du sol ou fonction du sol : L’usage du sol est une vue anthropique du territoire. Ce
dernier est alors partagé en fonction du rôle que jouent les portions de terrain en tant qu’activité
économique ou humaine.
Ainsi, pour illustrer ces 2 notions, une zone appartenant à la classe du bâti du point de vue de la
couverture du sol pourra être une zone résidentielle, commerciale ou industrielle du point de vue de
l’usage du sol.
1.1.2 Utilité de la connaissance de l’occupation du sol
Des bases de données d’occupation du sol ont été constituées à différents niveaux (mondial, eu-
ropéen, national, régional ou local) afin de répondre à différents besoins sociétaux, réglementaires
et scientifiques [Manakos et Braun 2014]. Une description de l’occupation du sol permet en effet de
produire un certain nombre d’indicateurs environnementaux pour la gestion des écosystèmes et des
territoires. Ainsi, une base de données sur l’occupation du sol (mise à jour au cours du temps) peut
faire prendre conscience de certaines évolutions du territoire et d’assurer le suivi de certains phéno-
mènes naturels ou humains. Ce type de constat peut déboucher sur la mise en place d’une politique
publique concernant le phénomène observé. Les données sur l’occupation du sol vont alors rendre
ensuite possible l’évaluation de l’impact de ces réglementations. Un exemple d’une telle application
concerne le suivi de l’urbanisation du territoire, avec d’une part le suivi de l’extension de la tâche
artificialisée, et d’autre part de la densification urbaine. La connaissance sur l’occupation du sol est
également utilisée à des fins de planification, notamment dans des études d’impact par exemple lors
de prise de décision concernant des chantiers importants.
Par ailleurs, les données d’occupation du sol peuvent aussi être fournies en entrée d’outils de simula-
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tion concernant par exemple le climat ou l’hydrologie.
1.2 Les bases de données d’occupation du sol existantes
En conséquence, les spécifications d’une base de données d’occupation du sol vont dépendre des ap-
plications auxquelles elle doit répondre, et de l’échelle à laquelle elle doit être utilisée. Les spécifications
d’une occupation du sol vont concerner à la fois :
— sa précision géométrique, c’est-à-dire la taille des objets qui vont s’y trouver. On définit ainsi
les unités minimales de collecte (UMC) qui spécifient pour chaque classe de la nomenclature
la taille en deçà de laquelle les objets sont considérés comme trop petits pour apparaître dans
la base de données.
— sa précision sémantique, c’est-à-dire le niveau de détail de sa nomenclature. Les nomenclatures
d’occupation du sol sont le plus souvent hiérarchiques avec un emboîtement allant de classes assez
générales à des sous-classes plus fines (comme par exemple une classe générale “végétation”,
contenant une classe de second niveau “forêt”, regroupant elle-même des classes de troisième
niveau sur les types de peuplements forestiers)
Des données d’occupation du sol ont donc été constituées à différentes échelles pour répondre à
différents besoins. Certaines constituent une partition de l’intégralité du territoire et ont donc une
nomenclature à même de décrire l’occupation du sol de l’ensemble du territoire. D’autres sont plus
spécialisées, et peuvent se focaliser sur un seul thème (comme par exemple la forêt, en détaillant les
différents types de peuplements dans le cas de la Carte Forestière 1 de l’IGN [IGN 2012]).
Les paragraphes suivants présentent succinctement des exemples de bases de données d’occupation du
sol existantes à l’échelle européenne et en France.
1.2.1 CORINE Land Cover et ses dérivés
CORINE Land Cover
CORINE Land Cover (CLC) [European Environment Agency 2012] est l’une des bases de données
d’occupation du sol les plus connues. Elle a été produite à l’initiative de l’Union Européenne et de
l’Agence Environnementale Européenne (EEA) dans le cadre du programme européen Copernicus,
initialement nommé GMES (Global Monitoring for Environment and Security) et voué au développe-
ment de moyens européens d’observation de la Terre.
CORINE Land Cover est une base de données d’occupation du sol générique qui couvre l’intégra-
lité du territoire européen et de certains états limitrophes.
CLC comporte plusieurs millésimes : sa première version date de 1990, et a été suivie de mises à jour
pour les années 2000, 2006 et 2012. Cette base de données permet donc d’ores et déjà de mener des
études de suivi de l’évolution des territoires.
Sa nomenclature a été élaborée afin de rendre possible la cartographie de l’ensemble du territoire de
l’Union européenne, de connaître l’état de l’environnement et de ne pas comporter de classes ambi-
guës. Elle est hiérarchique avec 3 niveaux de classes et comporte en tout 44 thèmes au niveau le plus
fin. Elle présente également la particularité de mélanger couverture du sol et usage du sol. Ainsi, les
classes du niveau le plus grossier de CLC sont les suivantes : “territoires artificialisés”(1), “territoires
agricoles”(2), “forêts et milieux semi-naturels”(3), “zones humides”(4) et “surfaces en eau”(5). Les
classes de second niveau de la classe “territoires artificialisés” distinguent les “zones urbanisées”, les
“zones industrielles ou commerciales et réseaux de communication”, “mines décharges et chantier” et
“espaces verts artificialisés non agricoles”.
1. http://inventaire-forestier.ign.fr/spip/IMG/pdf/Guide_technique_cartographie.pdf
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Son unité minimale de collecte est fixée à 25ha, avec une largeur minimale de 100m pour les objets
allongés. Son échelle d’utilisation correspond au 1/100 000. Il s’agit d’un compromis permettant un
bon suivi de l’occupation du sol au niveau national ou européen avec des coûts et des délais de produc-
tions acceptables. En revanche, CLC n’est donc pas adaptée à une utilisation à un niveau géographique
fin, comme la commune par exemple.
CLC a été produite par photo-interprétation assistée par ordinateur à partir d’images satellite
SPOT ou LANDSAT, en s’aidant de données auxiliaires (ex : BDOrtho R©de l’IGN en France).
Urban Atlas
La base de données d’occupation du sol Urban Atlas [European Environment Agency 2008] est elle
aussi produite à l’initiative de l’Agence Européenne de l’Environnement dans le cadre du programme
européen Copernicus. Contrairement à CORINE Land Cover, cette base de données ne concerne que
les zones urbaines les plus importantes d’Europe. Deux millésimes de la base de données Urban At-
las existent. Le millésime d’Urban Atlas de 2006 ne concernait que les zones urbaines de plus de 100
000 habitants, tandis que son millésime de 2012 s’étend aux zones urbaines de plus de 50 000 habitants.
L’objectif d’Urban Atlas est de disposer d’une description commune pour toutes les villes d’Europe,
afin de pouvoir aisément les comparer de manière rigoureuse ou calculer des indicateurs les concernant.
L’unité minimale de collecte d’Urban Atlas a été fixée à 0.25ha, avec une largeur minimale de 10m
pour les objets allongés. Urban Atlas est produite à partir d’images satellite de résolution 2.5m et de
cartes topographiques au 1 :50 000.
Tout comme pour CORINE Land Cover, la nomenclature d’Urban Atlas est hiérarchique, avec 3
niveaux. Elle totalise 17 classes. Sa nomenclature ressemble assez à celle de CLC : seules quelques
classes ont été adaptées pour mieux cadrer avec le milieu urbain. A titre d’exemple, les classes de
premier niveau d’Urban Atlas sont les suivantes : “territoires artificialisés”(1), “territoires agricoles,
semi-naturels et zones humides”(2), “forêts”(3) et “surfaces en eau”(5). La classe 2 d’Urban Atlas
correspond donc à la fusion des classes 2 et 4 (ainsi qu’à une partie de la classe 3) de CLC, ces
classes étant peu présentes dans les zones concernées par Urban Atlas. A l’inverse, les classes de
troisième niveau (i.e. les plus fines sémantiquement) sont plus nombreuses pour la classe “territoires
artificialisés”, avec par exemple 7 classes correspondant à différents niveaux de densité du tissu urbain,
là où CLC ne distinguait que le tissu urbain continu ou discontinu.
Enrichissement de CORINE Land Cover au niveau régional
En France, certaines régions ont pris l’initiative de se doter de bases de données d’occupation du
sol. Parmi ces initiatives régionales, on peut par exemple mentionner l’occupation du sol de la région
Provence-Alpes-Côte d’Azur (http://www.geoportail.gouv.fr/donnee/101/occupation-du-sol-paca),
celle de la région Languedoc-Roussillon, ou encore celle de la région Alsace (https://www.cigalsace.
org/metadata/CIGAL/FR-236700019-BdOCS20112012-CIGAL-V2/CIGAL_BdOCSv2_GuideUtilisateur_
v131122.pdf).
Leurs nomenclatures se sont parfois inspirées de celle de CORINE Land Cover, qui a alors été
adaptée à leurs besoins propres par exemple en y ajoutant des classes correspondant à des types
d’occupation spécifiques à leur territoire, ou encore en ajoutant un quatrième niveau afin de découper
certaines des classes les plus fines sémantiquement de CLC en sous-classes encore plus détaillées.
Par ailleurs, le niveau de détail géométrique de ces bases de données est également beaucoup plus fin
que celui de CLC. Par exemple, dans le cas de l’occupation du sol de la région Alsace, l’UMC varie
entre 0.03 et 0.5 ha en fonction des classes concernées.
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Figure 1.1 – Illustration des différences de niveaux de détail entre CORINE Land Cover et Urban
Atlas : sur une même zone, ortho-image (en bas), CORINE Land Cover (en haut à gauche) et Urban
Atlas (en haut à droite)
1.2.2 Le Mode d’Occupation du Sol d’Ile de France
Le Mode d’Occupation du Sol (MOS) produit par l’Institut d’Aménagement et d’Urbanisme (IAU)
d’Ile de France est l’une des plus anciennes bases de données concernant l’occupation du sol et égale-
ment l’une des plus fines tant au niveau sémantique que géométrique. Cette base de données produite
par photo-interprétation à partir d’images aériennes est produite depuis 1982 et comporte actuelle-
ment 8 millésimes (1982, 1987, 1990, 1994, 1999, 2003, 2008 et 2012).
Sa nomenclature hiérarchique est structurée en 4 niveaux, le premier niveau comportant 11 postes
d’OCS, le second 24, le troisième 47 et le dernier 81 postes. Néanmoins, cette nomenclature est très
orientée vers l’usage des sols.
Figure 1.2 – Illustration du MOS Ile de France sur la même zone que la figure 1.1
1.2.3 Occupation du sol à grande échelle de l’IGN
En France, l’IGN a donc entrepris la production d’une occupation du sol à grande échelle, de pré-




En effet, malgré les initiatives régionales ou locales mentionnées plus haut, un besoin pour une
occupation du sol à grande échelle couvrant l’intégralité du territoire français avec une nomencla-
ture commune a été exprimé pour répondre à différents besoins. En effet, la présence d’informations
concernant l’occupation du sol est devenue obligatoire dans un certain nombre de document produit au
niveau des collectivités locales et concernant l’aménagement du territoire. Ainsi, la loi “Grenelle2” 2 de-
mande une analyse de la consommation d’espace dans les documents d’urbanisme comme les Schémas
de Cohérence Territoriale (SCoT) et les Plans Locaux d’Urbanisme (PLU), qui doivent notamment
fixer des objectifs chiffrés de limitation de la consommation d’espace et préserver les espaces naturels,
agricoles et forestiers. Il s’agit donc de mettre à disposition des intéressés les données leur permettant
de fournir ces indicateurs. Par ailleurs, ces documents, ainsi que des études d’impact lors de projet de
chantiers importants doivent intégrer des informations sur l’occupation du sol, et en particulier sur
les Trames Vertes et Bleues 3 4, c’est-à-dire sur la continuité écologique du territoire, les réservoirs de
biodiversité et les corridors permettant de les relier.
En outre, l’occupation du sol à grande échelle de l’IGN a aussi pour objectif de contribuer à la mise
au point d’indicateurs de la consommation de l’espace, en particulier à l’étalement urbain. Il s’agit
ainsi de répondre à la Loi de modernisation de l’agriculture et de la pêche 5 et à la Loi d’avenir pour
l’agriculture, l’alimentation et la forêt 6 dont un objectif est de réduire de moitié d’ici 2020 la perte
des surfaces agricoles au profit de l’urbanisation, ce qui requiert une définition d’indicateurs pour
quantifier le changement de destination des terres agricoles.
Présentation de l’occupation du sol de l’IGN
La base de données d’occupation du sol à grande échelle (BD OCS GE) de l’IGN constituera une
nouvelle composante du référentiel à grande échelle. Ses spécifications, et notamment sa nomenclature,
ont été définies en concertation avec différents partenaires, notamment au sein d’un groupe de travail
mandaté par la Direction Générale de l’Aménagement, du Logement et de la Nature (DGALN) et pi-
loté par le Centre d’Etudes sur les Réseaux, les Transports, l’Urbanisme et les constructions publiques
(CERTU). Il s’agissait d’une part de rester autant que possible compatible avec les occupations du sol
existantes et d’autre part de se conformer à la directive européenne INSPIRE 7 dont les spécifications
concernant les bases de données d’occupation du sol préconisent de séparer couverture 8 et usage du
sol 9.
En conséquence, l’OCS GE comporte 2 couches, l’une dédiée à la couverture du sol, l’autre à l’usage
du sol. A chacune de ces composantes est associée une nomenclature hiérarchique.
La nomenclature de la couverture du sol (figure 1.3) comporte 4 niveaux.
Pour comprendre la logique de cette nomenclature, intéressons nous aux surfaces anthropisées. Le
premier niveau ne comporte que 2 classes : “Sans végétation” (CS1) et “Avec végétation” (CS2).
La classe “Sans végétation” CS1 est alors divisée entre “surfaces naturelles” (CS1.2) et “surfaces an-










perméables”. Les “zones imperméables” regroupent les “zones bâties” (CS1.1.1.1) et les “zones non
bâties” (CS1.1.1.2), c’est-à-dire les routes et les parkings, tandis que les “zones imperméables” re-
groupent les “zones à matériaux minéraux” (CS1.1.2.1), i.e. les zones de sol nu pierre-terre, et les
“zones à autres matériaux” (CS1.1.2.2) (dont les décharges).
L’unité minimale de collecte varie entre 0.5 ha (en particulier dans les zones construites) et 2.5 ha.
Figure 1.3 – Nomenclature de la couche couverture du sol de l’OCS GE de l’IGN (source : [Touzet
2014])
Production de la BD OCS GE
La BD OCS GE est produite à la fois par intégration de données existantes, par calcul à partir de
données existantes, et par photo-interprétation.
En effet, dans un premier temps, la base de données est produite par intégration de bases de données
existantes (base de données forêt de l’IGN, Référentiel Parcellaire Graphique (RPG) du Ministère
de l’Agriculture, base de données topographique de l’IGN (BD Topo)...). Certaines de ces bases de
données sont directement intégrées, d’autres sont utilisées pour générer des informations par calcul
(comme par exemples les zones bâties à partir des objets de la BD Topo).
La base de données ainsi produite est ensuite corrigée et complétée par photo-interprétation. En effet,
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les bases de données intégrées sont indépendantes les unes des autres et d’actualités différentes, et il
s’agit donc de les mettre en cohérence et à jour, de manière à avoir une donnée millésimée. D’autre
part, certaines zones ne sont couvertes par aucune de ces bases de données, et il subsiste donc des trous
(par exemple, un champ qui n’est plus cultivé ne sera concerné par aucune de ces bases de données).
Il s’agit donc de renseigner ces zones blanches de manière à obtenir une partition complète du territoire.
Cette dernière étape est fortement consommatrice de temps opérateur. Il serait donc intéressant de
pouvoir en partie l’automatiser, par l’utilisation automatique ou semi-automatique de la télédétection,
qui serait également utile dans l’optique d’une mise à jour millésimée de la base de données.
1.3 Des besoins pour une occupation du sol plus fine en milieu ur-
bain
Une occupation du sol métrique sera donc bientôt disponible sur la totalité du territoire français.
Néanmoins, elle restera insuffisante pour certaines applications ou milieux spécifiques. Ainsi, dans les
zones urbaines, il apparaît un besoin pour des données d’occupation du sol encore plus fines tant du
point de vue de leur géométrie que de leur sémantique, c’est-à-dire pour des cartes de matériaux.
A l’heure où la population mondiale se regroupe de plus en plus dans des centres urbains, il est im-
portant de pouvoir bien modéliser la ville et de mesurer son impact sur son environnement, afin de
pouvoir la gérer durablement. Or, l’environnement urbain est fortement influencé en terme d’écologie,
d’énergie et de climat par les matériaux qui le constituent, que ceux-ci soient naturels ou artificiels.
Il s’agit en effet d’un système complexe caractérisé par une forte hétérogénéité de la géométrie des
objets qui le constituent (différents volumes et différents niveaux) et des matériaux qui s’y trouvent.
Aussi, des connaissances sur la répartition des matériaux en présence sont effectivement nécessaires à
différentes applications de simulation ou de suivi de la ville, comme celles listées par [Heldens et al.
2011, Shafri et al. 2012]. De telles cartes de matériaux pourraient constituer un niveau supplémentaire
de l’occupation du sol à grande échelle de l’IGN dans les zones les plus urbanisées et venir s’intégrer
dans une maquette urbaine en complément d’une modélisation 3D des bâtiments et de la végétation
[Iovan 2009] (comme le montre la figure 1.4).
Figure 1.4 – Exemple de maquette urbaine BATI3D R©, modélisant de manière tridimensionnelle les
bâtiments et la végétation. Une carte des matériaux pourrait être une sur-couche d’une telle maquette.
Comme il n’existe actuellement pas d’informations sur les matériaux dans les bases de données
existantes, ces cartes de matériaux ne pourraient être produites efficacement que de manière (semi-
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)automatique par des méthodes de télédétection. Un certain nombre d’applications concernant les
matériaux urbains sont décrites ci-dessous. Certaines de ces applications requièrent une connaissance
de l’ensemble des matériaux (même avec une nomenclature simple) en présence, tandis que d’autres
se focalisent sur un matériau précis, voire sur son niveau de dégradation. Dans ce second cas de figure,
une méthode permettant d’accéder à cette information à partir de données de télédétection est souvent
associée à l’application.
1.3.1 Suivi de flux de polluants
Le suivi de flux de polluants implique d’une part la quantification des flux de polluants émis
par certains matériaux urbains, et d’autre part leurs interactions avec les matériaux en présence,
notamment avec le sol [IFSTTAR 2013].
Quantification de flux de polluants générés par les toitures
Certains matériaux de couverture des toits peuvent générer des éléments polluants [Forster 1996].
Ainsi, dans le cadre de la directive européenne 2000/60 CE qui vise à obtenir des environnements aqua-
tiques en bonne santé, il est nécessaire de s’efforcer de réduire la production des éléments polluants
à la source. Ceci implique d’identifier les sources de pollution et de quantifier les flux de polluants
réellement émis.
Plusieurs types de pollutions sont générés par les matériaux de toiture. En premier lieu, il a été
prouvé que les eaux de ruissellement en provenance des toitures jouent un rôle important dans les
fortes concentrations d’éléments métalliques mesurées dans les eaux de pluies urbaines. En effet, des
éléments métalliques sont générés par la corrosion des matériaux de toiture, avant d’être emportés par
ruissellement lors d’un épisode pluvieux.
En particulier, les matériaux à base de zinc sont employés de manière importante dans les zones ur-
baines, notamment pour le parement et la toiture des bâtiments, ainsi que sur des éléments linéaires
comme les gouttières. Exposé aux conditions atmosphériques, ces matériaux sont progressivement cor-
rodés, et durant un épisode pluvieux, une partie des éléments corrodés qui se sont formés à leur surface
sont arrachés et emportés par ruissellement. A Paris, des expériences ont montré que la corrosion at-
mosphérique des matériaux de toiture pouvait être une source importante de zinc, de cadmium, de
plomb et de cuivre au cours d’un épisode pluvieux [Chebbo et al. 2001]. Des travaux sur l’identifi-
cation des métaux en provenance des matériaux de toiture ont montré que les émissions de zinc se
trouvent principalement sous une forme assimilable et nocive pour les organismes aquatiques (qu’il
s’agisse d’animaux ou de plantes) [Heijerick et al. 2002]. Les toits couverts de cuivre peuvent aussi
être identifiés comme une possible source de pollution [Forster 1996].
Par ailleurs, d’autres type de matériaux de toiture peuvent relâcher des éléments polluants or-
ganiques (comme des composés aromatiques polycycliques, ou du carbone organique) à cause d’une
couche invisible de bitume [Lemp et Weidner 2004; 2005].
Des expériences ont été menées en laboratoire afin de modéliser les taux de polluants dans les eaux
de ruissellement en provenance des matériaux de toitures, comme par exemple dans [Robert-Sainte
2009, Robert et al. 2005] en ce qui concerne les éléments métalliques. Afin de pouvoir extrapoler ces
résultats obtenus en laboratoire sur des bancs d’essai à l’intégralité d’un bassin versant, il devient alors
nécessaire de disposer de connaissances sur la surface couverte par les différents types de matériaux
de toitures. Autrement dit, une carte des matériaux de toiture est alors nécessaire [Le Bris et Robert-
Sainte 2009, Cannelle-Martinelli 2005, Gromaire-Mertz et al. 1999].
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Interaction de flux de polluants générés par le trafic routier avec l’environnement
Le trafic routier génère des polluants qui interagissent avec le milieu environnant, à la fois lors de
leur dispersion dans l’atmosphère, de leur dépôt et enfin de leur transfert dans les sols. Des travaux
sont en cours pour modéliser ces interactions, et tout comme dans le cas précédent, ils nécessitent de
disposer d’une occupation du sol fine et de cartes de matériaux pour pouvoir passer à l’échelle. Des
travaux de ce type sont notamment menés dans le cadre du projet ANR TRAFIPOLLU 10
1.3.2 Surveillance de matériaux dangereux : cas des toits en fibro-ciment à base
d’amiante
Une autre application possible concernant les matériaux urbains concerne la surveillance de ma-
tériaux dangereux, comme l’amiante-ciment [Heldens et al. 2011, Bassani et al. 2007, Marino et al.
2001]. L’amiante est un matériau dangereux pour la santé humaine. Or certaines toitures sont cou-
vertes par des plaques ou tôles ondulées en fibro-ciment qui en contiennent. En France, la pose de ces
matériaux est interdite depuis 1996. Néanmoins, des toitures en amiante-ciment antérieures à cette
date sont toujours en place. Par ailleurs, c’est en se détériorant que ces matériaux deviennent nocifs
car la poussière qui en émane contient des poussières d’amiante. Par conséquent, il peut être intéres-
sant pour la puissance publique de pouvoir évaluer la quantité de bâtiments encore couverts par des
plaques d’amiante-ciment, mais aussi de pouvoir évaluer leur degré de dégradation.
Des méthodes permettant de réaliser ce contrôle à partir de données hyperspectrales ont été pro-
posées et mises en œuvre dans [Bassani et al. 2007, Frassy et al. 2014, Szabo et al. 2014]. Par exemple,
[Bassani et al. 2007] s’appuient sur quelques bandes spectrales identifiées à partir d’une analyse spec-
trale menée en laboratoire. Cette analyse se focalise sur la recherche et l’étude des bandes d’absorption
de différents constituants (notamment chrysotile) des amiantes-ciments, et s’intéresse en particulier à
la profondeur de ces bandes, après application de l’algorithme du “continuum removal” [Clark et al.
1990]. L’identification et la caractérisation des amiantes-ciment sur les images hyperspectrales se font
ensuite par comparaison des spectres au niveau de ces bandes spécifiques (forme du spectre et profon-
deur d’absorption) par la méthode de “Spectral Feature Fitting” (SFF) [Clark et al. 1992].
1.3.3 Modèles de propagation d’ondes électromagnétiques
Cette application possible pour des cartes de matériaux est présentée dans [Carrilero et al. 2001].
[Carrilero et al. 2001] cherche en effet à obtenir des cartes de matériaux pour enrichir des maquettes 3D
de villes utilisées comme donnée d’entrée de simulateurs de propagation d’ondes électromagnétiques.
Ces outils sont ensuite utilisés afin de déterminer la meilleure localisation possible pour installer des
infrastructures de télécommunication comme des antennes.
1.3.4 Suivi de la perméabilité des sols
Deux types d’applications nécessitent une connaissance concernant la perméabilité des sols. Il s’agit
d’une part d’effectuer le suivi de politiques publiques concernant la problème d’imperméabilisation des
sols, et d’autre part de fournir des données alimentant des modèles hydrologiques fins.
Suivi de l’imperméabilisation des sols au bénéfice d’une politique publique
Le développement continu de l’imperméabilisation des sols, en particulier en périphérie des villes,
avec la création de zones résidentielles et de grands parkings dans les zones commerciales, joue un
rôle important dans l’aggravation des phénomènes de crue, à la fois en terme de magnitude et de
vitesse. Par ailleurs, sans aller jusqu’à un phénomène de crue, l’accroissement du ruissellement des
10. https://sites.google.com/site/trafipollu
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eaux pluviales dû à l’imperméabilisation des surfaces peut créer des flux parfois incompatibles avec
les capacités des réseaux pluviaux qui n’ont pas toujours évolué en conséquence [Weng 2012]. En
outre, l’infiltration est réduite avec pour conséquence une réduction du stockage en eau des nappes
souterraines. Enfin, les eaux de pluie ont souvent été considérées comme non polluées mais se chargent
par lessivage des sols de divers polluants au point d’être parfois impropres à être rejetées directement
dans le milieu naturel. Aussi le degré d’imperméabilisation des sols est devenu un indicateur majeur
de qualité environnementale [Weng 2012].
Pour toutes ces raisons, il serait utile de disposer d’outils permettant d’une part de surveiller l’ex-
tension des zones imperméabilisées, et d’autre part de vérifier leur conformité aux nouvelles législations.
Par ailleurs, l’article 165 de la loi Grenelle 2 (2010) a modifié la “taxe pour la gestion des eaux
pluviales urbaines” [Tardivo 2012, Le Nouveau et al. 2013] 11 12. La gestion des eaux pluviales relève
des communes qui peuvent instituer une taxe annuelle pour son financement. Cette taxe est due par
les propriétaires de terrains privés et publics et repose sur la superficie cadastrale des terrains à partir
de laquelle la partie non imperméabilisée peut être déduite. Il serait donc utile de pouvoir disposer
d’outils permettant de vérifier la conformité des déclarations des propriétaires de terrain.
Modélisation hydrologique
Des modèles de simulation hydrologique requièrent comme données d’entrée des cartes de perméa-
bilité du sol [Heldens et al. 2011]. Il peut s’agir de micro-hydrologie (en particulier comme expliqué
précédemment pour le suivi de polluants emportés par ruissellement) ou d’applications de modélisa-
tions hydrologiques classiques.
Par exemple, [Kermadi et al. 2010] intègre dans des modèles hydrologiques une occupation du sol ex-
traite par classification à partir de données multispectrales à très haute résolution spatiale (BDOrtho R©,
ou satellite Quickbird). Bien que cette occupation du sol ne soit pas précisément un cas de “micro”-
hydrologie, une carte de matériau aurait parfaitement pu être utilisée en entrée du modèle. D’autres
études cartographient la perméabilité des sols dans les zones urbaines par le biais de méthodes de
démélange appliquées à des données hyperspectrales à basse résolution spatiale [Roessner et al. 2001,
Demarchi et al. 2012].
1.3.5 Détermination du type de revêtement des chaussées et surveillance de l’état
des routes
La connaissance du type de revêtement routier (pavés, asphalte, ...) peut être utile pour certaines
applications listées par ailleurs, comme la perméabilité des sols et le suivi de polluants. Par ailleurs,
le bitume est également une source d’éléments polluants (phénols, hydrocarbures).
Une application plus complexe et potentiellement plus importante concerne la surveillance de l’état
des routes. Cette information présente en effet un grand intérêt pour les autorités en charge de la
planification des projets de rénovation du réseau routier. L’extraction d’une telle information à partir
de données de télédétection aéroportées pourrait être une manière d’éviter des contrôles sur le terrain
longs et coûteux [Herold et al. 2004b]. Deux exemples de méthodes visant à déterminer l’état des
routes à partir de données hyperspectrales sont présentés dans [Herold et al. 2004b] et [Mohammadi
2012]. Ces travaux se basent sur des bandes spectrales spécifiques identifiées à l’issue de l’analyse de






Le climat des villes est également un enjeu important. De manière macroscopique, les villes consti-
tuent des îlots de chaleurs, mais d’autres phénomènes plus locaux (variation du vent ou de la tem-
pérature) peuvent être observés. Tous les éléments (végétation, bâtiments, chaussées et sous-sol) du
paysage urbain participent aux échanges d’eau et d’énergie entre la surface urbaine et l’atmosphère,
et donc au climat local, comme l’illustre la figure 1.5. Aussi, afin de modéliser finement le climat
urbain, un modèle climatique de ville doit intégrer à la fois des connaissances sur la topographie (mor-
phologie des bâtiments) et l’occupation du sol, notamment en termes de matériaux, de perméabilité
et de végétation [Heldens et al. 2011; 2010, Houet et Pigeon 2011, Tournaire et al. 2010]. Plusieurs
modèles de ville de ce type existent. Le modèle TEB (Town Energy Balance) a été développé par
Météo-France, 13 [Tournaire et al. 2010]. TEB prend en compte les paramètres de surface ayant une
influence significative sur l’atmosphère. La géométrie urbaine y est simplifiée : le modèle ne vise pas
à simuler explicitement tous les détails d’un bâtiment ou d’une rue donnée, mais plutôt les processus
à l’échelle d’un quartier. Pour chaque maille du modèle, la ville est représentée par une rue-type du
quartier définie par sa largeur, la hauteur de ses immeubles, les matériaux utilisés pour le bâti, la
couleur et l’isolation des toits et des façades. La résolution actuelle du modèle peut atteindre 100
mètres.
Le modèle SOLENE-microclimat 14 [Bouyer 2009, Idczak et al. 2010] modélise les interactions thermo-
aérauliques à l’échelle du quartier, et permet de simuler l’impact d’aménagements urbains à la fois
sur le confort extérieur et la consommation énergétique des bâtiments. Ces aménagements peuvent
concerner la forme urbaine, les matériaux de la surface urbaine ou des surfaces naturelles (eau ou
végétation). Il peut traiter des géométries urbaines “réelles” et pas seulement des formes comprises
dans une grille.
On peut également mentionner les modèles développés par l’équipe Urban Micromet 15 dans [Voogt et
Grimmond 2000, Grimmond et Oke 2002, Kotthaus et al. 2014].
1.3.7 Analyse du potentiel solaire des toitures
Certaines études visant à identifier les bâtiments dont la toiture serait propice à l’installation de
panneaux photovoltaïques ont pu être réalisées à la fois à des fins de politique publique pour connaître
le potentiel solaire d’une région, ou pour des besoins particuliers comme la prospection de potentiels
clients par des installateurs. Lorsque des données 3D sont disponibles, elles sont naturellement utilisées
et fournissent des informations utiles comme la pente et l’orientation des toitures [Jochem et al. 2009].
En l’absence de telles données, une carte des matériaux de toitures s’avère utile [Roy 2010]. On peut
en effet associer à certains matériaux certaines caractéristiques de la morphologie de la toiture.
Par ailleurs, à l’inverse, un suivi de la surface de toiture déjà équipée de panneaux photo-voltaïques
relève aussi de la problématique des cartes de matériaux.
1.3.8 Caractérisation fine de la végétation
Même s’il ne s’agit plus à proprement parler d’un matériau, la végétation joue un rôle important
pour l’écosystème urbain, et donc dans certaines des applications précédentes (en particulier celle
concernant la météorologie). Il s’agit donc de la caractériser à la fois en terme de distinction entre
les différentes strates (pelouse / végétation arbustive / végétation arborée) et en terme d’espèces
(i.e. affecter à chaque arbre son essence). Des travaux ont déjà concerné ces différents aspects. Ainsi,







Figure 1.5 – Interactions matériaux-environnement pour la modélisation du climat (Source : Météo-
France)
aériennes multispectrales et d’un MNS : les arbres sont séparés de la végétation basse, individualisés
puis modélisés géométriquement, mais leur essence reste difficile à retrouver. En revanche, [Alonzo
et al. 2014] utilise des images hyperspectrales pour classer les arbres en fonction de leur essence.
En outre, les toitures végétalisées connaissent actuellement un développement important. Il serait
donc intéressant de donner à la puissance publique des outils pour être à même d’assurer le suivi de
ce phénomène, et de disposer d’indicateurs permettant de le quantifier.
1.3.9 Complétion et mise à jour de l’occupation du sol à grande échelle
La plupart des applications mentionnées précédemment concerne plus particulièrement des pro-
blématiques de modélisation fine de la ville et considère les cartes de matériaux comme une donnée
venant par exemple enrichir une maquette 3D de ville.
A l’inverse, les méthodologies d’extraction de cartes de matériaux à partir de données de télédétec-
tion constitueraient une aide à la mise à jour et à la complétion de la BD OCS GE. Par exemple,
à son niveau le plus bas, sa nomenclature impose la distinction entre “zones non bâties” (CS1.1.1.2)
imperméables (c’est-à-dire les routes et les parkings) et “zones perméables” (qui regroupe les “zones
à matériaux minéraux” (CS1.1.2.1) perméables , i.e. les zones de sol nu pierre-terre). Or on ne trouve
pas nécessairement d’informations sur ce type de zones dans les bases de données disponibles.
Par ailleurs, la connaissance des types de matériaux en présence dans une zone urbaine donnée pourrait
également aider à sa classification en tant qu’usage des sols : on ne trouve par exemple pas les mêmes
matériaux dans une zone résidentielle que dans une zone industrielle ou commerciale. Par ailleurs,
pour une même famille de matériaux, la signature peut également différer selon l’usage.
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1.4 La télédétection pour accéder aux matériaux
Comme il n’existe actuellement pas d’informations sur les matériaux dans les bases de données
existantes, ces cartes de matériaux ne pourraient être produites efficacement que de manière automa-
tique ou semi-automatique par des méthodes de télédétection. Or la télédétection en milieu urbain
reste un sujet de recherche. En effet, les zones urbaines présentent une grande variété de matériaux
qui se ressemblent souvent ou présentent au contraire des aspects variables, et sont donc difficiles à
identifier automatiquement. En particulier, la variabilité intra-classe d’un matériau peut s’expliquer
par sa variabilité intrinsèque, celle liée à sa rugosité, celle liée à ses différentes utilisations et enfin celle
liée à ses différentes variétés [Lacherade et al. 2005]. Par ailleurs, les images directement disponibles
sont des images multispectrales classiques limitées aux 4 canaux bleu-vert-rouge-proche infrarouge. Les
résultats que l’on peut obtenir à partir de telles données restent alors souvent limités. Une manière
possible d’améliorer les résultats de classification peut alors consister à utiliser des données spectrale-
ment plus riches comme celles acquises par un capteur hyperspectral ou superspectral.
Dans la section précédente, on a déjà mentionné pour certaines applications très spécifiques
(amiante, état des routes), les processus de télédétection mis en œuvre pour accéder à cette infor-
mation. On présente ici quelques exemples d’extraction de cartes de matériaux un peu plus généralistes.
Des tests de classification des matériaux de toiture à partir d’images aériennes multispectrales ont
été menés [Le Bris et Robert-Sainte 2009, Cannelle-Martinelli 2005]. Les surfaces ne correspondant
pas à des zones de toiture étaient masquées en utilisant les objets bâtiments d’une base de données
topographique existante. Des résultats considérés comme acceptables pour l’application de suivi de
polluants générés par les matériaux de toiture ont été obtenus dans des conditions favorables, à sa-
voir une seule classe de toits métalliques présente sur la zone et des images acquises dans de bonnes
conditions (Soleil haut). En revanche, ces résultats se dégradent si la variété des matériaux devient
plus importante, et si les conditions d’acquisition des images sont moins favorables.
Pour la même problématique, [Lemp et Weidner 2004; 2005] a utilisé des données hyperspectrales du
capteur HyMap en association avec des données Lidar. L’information sur la pente des pans de toits
dérivée de ces données 3D apparaît alors comme utiles pour favoriser la discrimination entre certaines
classes de matériaux de toiture. Plus récemment, [Chisense 2012] a obtenu de bons résultats à partir
de données hyperspectrales HyMap.
De manière plus originale, [Martinoty 2005] calcule des modèles de BRDF à partir d’images multispec-
trales et de modèles de données 3D, et effectue ensuite une classification non supervisée des matériaux
en fonction de ces modèles de BRDF. Les 6 classes obtenues ont ensuite été identifiées comme corres-
pondant aux “ardoise”, aux “tuiles oranges”, à un regroupement de “bitumes et ciments lambertiens”
et à deux types de tôles métalliques. Cette nomenclature reste donc assez simple, et une de ses classes
regroupent deux types de matériaux différents.
D’autres comparaisons entre données multispectrales et hyperspectrales existent pour les cartes de
matériaux en milieu urbain, et penchent en faveur de l’hyperspectral [Cavalli et al. 2008],[Taherzadeh
et Shafri 2011, Taherzadeh et al. 2012], ou du superspectral [Herold et al. 2003; 2004a].
Une méthode spécifique à l’hyperspectral pour la caractérisation des matériaux urbains est présentée
dans [Heiden et al. 2007] et utilise de manière automatique un certain nombre de caractéristiques spec-
trales (position et profondeur des bandes d’absorption, ratio entre bandes, aire sous la courbe dans
certains domaines spectraux) initialement identifiées par analyse physique des spectres par des experts.
Un certain nombre de travaux [Roessner et al. 2001, Franke et al. 2009, Heldens et al. 2010,
Heiden et al. 2012, Heldens et al. 2009, Demarchi et al. 2012, Cavalli et al. 2008] utilisant la donnée
hyperspectrale pour la caractérisation des matériaux urbains mettent en œuvre des approches de
démélange plutôt que de classification. Les approches de classification sont en effet bien adaptées aux
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cas où la résolution spatiale des données permet de disposer majoritairement de pixels purs, tandis
que le démélange est mieux adapté à des résolutions spatiales moins bonnes pour peu que la résolution
spectrale soit riche et que l’on puisse se contenter de ne connaître que les taux de présence des différents
matériaux.
Différentes nomenclatures dédiées au traitement des zones urbaines ont été présentées par [Ben-
Dor et al. 2001, Herold et al. 2003, Heiden et al. 2007, Franke et al. 2009]. D’autres nomenclatures ont
été mises en œuvre plus ponctuellement par [Martinoty 2005] ou [Lacherade 2006]. Nous reviendrons
dans les chapitres 8 et 9 sur ce problème du choix d’une nomenclature.
1.5 Bilan
Il apparaît donc que des connaissances sur les matériaux en présence sont nécessaires pour plusieurs
applications de modélisation fine de la ville. Les besoins concernent d’une part la cartographie des
matériaux en présence, mais pour des cas plus spécifiques, peuvent aussi concerner la caractérisation
de leur état, c’est-à-dire leur niveau de dégradation. Ces cartes de matériaux auraient vocation, d’une
part, à venir constituer une couche supplémentaire des bases de données d’occupation du sol à grande
échelle, comme celle actuellement en cours de production à l’IGN, et, d’autre part à venir enrichir
des maquettes urbaines 3D. Elles devraient donc être fines non seulement sémantiquement, mais aussi
géométriquement, avec une résolution qui soit au moins compatible avec celle, métrique, de la base de
données d’occupation du sol à grande échelle de l’IGN.
Par ailleurs, la production de cartes de matériaux ne peut raisonnablement se faire que par télédé-
tection, au moyen d’outils de classification supervisée. Toutefois, de par la grande variété des matériaux
présents en milieu urbain, mais aussi de leur forte variabilité intra-classe et de leurs similarités inter
classes, les matériaux sont difficiles à discriminer en utilisant les capteurs optiques multispectraux
traditionnels (limités aux 4 canaux bleu-vert-rouge-proche infrarouge), et une plus grande richesse
spectrale s’avère nécessaire.




2.1 Quel capteur utiliser pour produire des cartes de matériaux ?
Ainsi qu’on vient de le voir dans le chapitre précédent, on cherche à produire des cartes de ma-
tériaux fines sémantiquement et géométriquement. Elles doivent notamment présenter une résolution
spatiale au moins métrique pour être compatibles avec la base de données d’occupation du sol à
grande échelle actuellement en production à l’IGN. Par ailleurs, une meilleure résolution spatiale peut
être souhaitable, car, lors de l’extraction de carte de matériaux par classification, il vaut mieux avoir
les pixels les plus purs possibles. La ville est en effet un environnement localement très hétérogène en
terme de matériaux (par exemple, les différentes parties d’un toit peuvent être recouvertes de différents
matériaux), aussi une meilleure résolution est nécessaire afin d’éviter d’avoir des pixels mélangés. En
outre, le milieu urbain possède un relief très accidenté, aussi les zones d’ombres y sont nombreuses. Là
aussi, une résolution spatiale suffisamment fine évitera les problèmes de pixels mixtes ombre/lumière.
Il sera alors possible de traiter les zones d’ombre séparément. De nombreuses méthodes permettant de
les détecter automatiquement existent en effet [Adeline et al. 2013a, Le Bris et Chehata 2011, Boldo
2001, Guo et al. 2008b, Li et al. 2005; 2004, Liu 2011, Makarau et al. 2001, Massalabi et al. 2004,
Sarabandi et al. 2004, Teke et al. 2011, Tsai 2006, Wang et Wang 2008, Chung et al. 2009, Dare 2005].
On a également vu que l’extraction par télédétection de cartes de matériaux nécessite un capteur
plus riche spectralement que les capteurs optiques multispectraux classiques limités aux 4 canaux bleu
- vert - rouge - proche infrarouge.
Dans ce chapitre, va donc être posée la question du capteur à utiliser pour cette problématique des
cartes de matériaux. Seront d’abord considérés les capteurs hyperspectraux aéroportés, mais aussi
leurs limites, en terme de compromis entre résolution spatiale et fauchée, pour l’acquisition de zones
étendues.
On s’intéressera ensuite à la tendance actuelle des capteurs spatiaux à présenter à la fois une très
haute résolution spatiale et une richesse spectrale de plus en plus grande, afin d’illustrer la notion de
capteur superspectral, plus riche spectralement qu’un capteur multispectral, mais ne comportant que
les bandes utiles à notre problématique de classification.
2.2 Capteurs hyperspectraux aéroportés
L’imagerie hyperspectrale consiste à acquérir une image avec un grand nombre (plusieurs centaines)
de bandes spectrales étroites et contiguës. De par sa richesse spectrale, cette donnée offre le poten-
tiel d’une caractérisation de l’occupation du sol plus fine qu’en utilisant les données multispectrales
traditionnelles à 3 ou 4 bandes.
Il n’existe actuellement pas de capteur hyperspectral satellite permettant d’atteindre une réso-
lution spatiale compatible avec l’application de classification des matériaux à très haute résolution
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spatiale visée.
En revanche, il existe actuellement un certain nombre de capteurs hyperspectraux aéroportés, cou-
vrant généralement à la fois le domaine spectral du visible proche infrarouge ou VNIR (allant de 400
nm à 1000 nm) et le domaine infrarouge ondes courtes ou SWIR (allant de 1000 nm à 2500 nm)
(voir figure 2.1 ). La plupart des capteurs hyperspectraux aériens sont des systèmes à barrette (qui
nécessitent donc un système de géoréférencement direct GPS+IMU). Quelques capteurs matriciels,
comme par exemple les capteurs Rikola 1, Cubert-UHD185-Firefly 2, BaySpec OCI-UAV 3 ou IMEC 4
commencent également à être utilisés en particulier pour des acquisitions à partir de drones et dédiées
à de l’agriculture de précision. Ces capteurs sont limités au VNIR.
Figure 2.1 – Exemples de capteurs hyperspectraux aéroportés. (source : [Briottet et Carrère 2012])
Les capteurs hyperspectraux rendent possible l’acquisition d’information d’une grande richesse
spectrale. Toutefois, ils présentent généralement pour une même hauteur de vol une fauchée et une
taille de pixel sol moins intéressantes que celles de caméras aériennes multispectrales : à coût de vol
identique, les caméras aériennes numériques actuelles permettent donc de couvrir des zones plus im-
portantes avec une résolution spatiale plus fine. A titre d’exemple, lors de la campagne d’acquisition
UMBRA [Adeline et al. 2013b], deux capteurs hyperspectraux Hyspex (Hyspex-VNIR1600 et Hyspex-
SWIR320m-e) étaient installés à bord du même avion qu’une caméra numérique IGN de deuxième
génération (CamV2) [Souchon et al. 2012]. Ces capteurs ont permis d’acquérir des images de réso-
lution spatiale 0,8 m pour le capteur Hyspex-VNIR et 1,6 m pour le capteur Hyspex-SWIR, contre
une résolution de 0,24 m en multispectral natif et de 12 cm en panchromatique et multispectral fu-
sionné pour la caméra IGN (voir figure 2.2). Les fauchées des capteurs Hyspex étaient respectivement
de 645 m et de 520 m pour le VNIR et le SWIR, contre 1775 m pour la caméra IGN. Ces chiffres






Figure 2.2 – Comparaison entre les images acquises par des capteurs hyperspectraux et multispec-
traux montés sur un même avion. Images hyperspectrales à gauche et caméra numérique (après fusion
P+XS) à droite. Les images du bas sont des zooms sur une même zone afin d’illustrer la différence de
résolution spatiale entre les capteurs.
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2.3 Des capteurs satellitaires de plus en plus riches
Si l’on considère l’évolution des capteurs satellites optiques, on peut se rendre compte d’une ten-
dance globale vers des données à la fois de mieux en mieux résolues spatialement et de plus en plus
riches spectralement.
Jusqu’à récemment, on pouvait distinguer d’une part des satellites d’acquisition d’images à très
haute résolution spatiale mais ne comportant que les traditionnelles bandes bleu-vert-rouge-proche
infrarouge, et d’autre part des satellites de télédétection (comme par exemple des satellites comme
MODIS ou la famille des LandSat) offrant un panel de bandes un peu plus riche mais une résolution
spatiale basse ou moyenne.
La fin des années 1990 et le début des années 2000 ont vu l’avènement des satellites à très haute
résolution spatiale, avec des capteurs comme GeoEye, QuickBird, Worldview ou Pléiades. Ces satellites
permettent de bénéficier de résolution submétrique (de 0,3 à 0,7 m) en panchromatique et métrique
(de 1 à 3m) en multispectral.
Dans un premier temps, les satellites superspectraux, c’est-à-dire spectralement plus riches, sont
restés des satellites à basse ou moyenne résolution spatiale. Il s’agissait par exemple des satellites
Landsat (Landsat 7 et 8 comportent respectivement 8 et 11 bandes, avec des résolutions spatiales de
l’ordre de 30 m pour la plupart des bandes) ou MODIS (36 bandes entre 400 nm et 14 400 nm, mais
avec des résolutions spatiales variant entre 250 et 1000 m).
Depuis la fin des années 2000 et le début des années 2010, on observe une tendance en faveur d’une
nouvelle génération de capteurs spectralement plus riches et de meilleure résolution spatiale. Dans
cette mouvance, on peut citer :
— RapidEye (lancés en 2009) qui possèdent une bande sur le red-edge en complément des tradi-
tionnelles bandes bleu-vert-rouge-proche infrarouge et acquièrent des images multispectrales de
résolution 6,5 m
— Worldview-2 (lancé en 2009) qui comporte 8 bandes spectrales (dans le domaine du visible-
proche infrarouge) et acquiert des images multispectrales de résolution 0,46 m en panchromatique
et 1,84 m en multispectral.
— Worldview-3 (lancé en 2014) Il s’agit d’un véritable capteur superspectral comportant 8 bandes
dans le visible-proche infrarouge et 8 bandes dans le SWIR. Les résolutions spatiales des images
sont de 31 cm en panchromatique, 1,24 m pour les bandes visible - proche infrarouge et 3,7 m
pour les bandes du SWIR.
— Vénµs (lancement prévu en 2016). Ce démonstrateur de satellite superspectral dédié à l’étude
de la végétation comportera 12 bandes spectrales dans le visible-proche infrarouge et aura une
résolution spatiale de 5,3 m.
— Sentinel-2 (2015). Même si ce satellite est de résolution spatiale moindre (10-20 m), ce satellite
est également un capteur superspectral comportant 12 bandes (6 dans le domaine VNIR et 2
dans le SWIR, mais à une moindre résolution).
Avec les satellites Worldview-3 et la mission Vénµs, on peut réellement parler de capteurs super-
spectraux à haute, voire très haute résolution spatiale.
2.4 Une caméra superspectrale dédiée à des problèmes d’occupation
du sol spécifiques
Il serait donc intéressant de pouvoir également se doter d’une caméra superspectrale aéroportée
dédiée à notre problématique de classification des matériaux, et combinant richesse spectrale et bonne
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résolution spatiale pour une fauchée plus intéressante que les capteurs hyperspectraux aéroportés. Un
tel capteur ne comporterait que les bandes réellement utiles pour l’application visée de cartographie
des matériaux. Des travaux antérieurs ([Herold et al. 2003]) ont en effet montré qu’un nombre limité
de bandes spectrales était suffisant pour la classification du milieu urbain. Par ailleurs, cette idée
de concevoir un capteur superspectral dédié à une application spécifique a déjà été investiguée pour
d’autres thématique comme par exemple la pédologie dans [Tavin 2008, Minghelli-Roman 2010].
On pourrait envisager de mettre au point un tel système à partir des caméras numériques modu-
laires qui ont été développées au laboratoire LOEMI de l’IGN. Actuellement, deux systèmes de prise
de vue développés par le LOEMI existent :
— le système CamV2 [Souchon et al. 2012] basé sur des capteurs de technologie CCD et dédié aux
prises de vue aériennes classiques
— la caméra CamLight [Souchon et al. 2015] basée sur des capteurs CMOS. Cette nouvelle caméra
est bien plus légère que la précédente, en particulier afin d’être compatible à des prises de vue
depuis un drone ou des applications de métrologie terrestre.
Ces systèmes de prise de vue sont en fait constituées de plusieurs têtes de caméras équipées de filtres
spectraux, correspondant actuellement aux canaux rouge-vert-bleu et proche infrarouge. L’acquisi-
tion de ces différentes têtes de caméra est simultanée. Ces systèmes sont modulaires, et des têtes de
caméras supplémentaires pourraient y être ajoutées (jusqu’à une vingtaine dans le cas de la CamLight).
Un tel système de caméra superspectrale ne comportant que les bandes utiles pour notre application
présenterait par rapport à un capteur hyperspectral un certain nombre d’intérêts :
— uniquement les bandes utiles (et donc moins de données superflues à stocker)
— la possibilité d’image de résolution spatiale plus fine, tout en ayant une fauchée plus importante
— un capteur matriciel et photogrammétrique, et donc une dépendance plus faible au géoréféren-
cement direct des images
— un capteur matriciel et photogrammétrique permettant des acquisitions d’images multi-stéréoscopique
et donc le calcul de modèles de BRDF ([Martinoty 2005, Doz 2011])
— moins de contraintes en terme d’étalonnage spectral que pour un capteur hyperspectral
Un bémol important est toutefois à apporter : les capteurs des caméras numériques de l’IGN sont
limités au domaine du visible - proche infrarouge, et excluent donc d’utiliser des bandes appartenant
au SWIR, or les travaux de [Oltra-Carrio et al. 2015] ont montré l’apport de ce domaine spectrale
pour améliorer la classification urbaine.
2.5 Travail à mener
Dans l’optique de la conception d’une caméra superspectrale dédiée à la problématique des cartes
de matériaux urbains, il s’agira donc d’identifier les jeux de bandes spectrales optimaux pour cette
problématique d’occupation du sol, autrement dit de déterminer les configurations spectrales qui
conduisent à la meilleure discrimination des différents matériaux.
Il s’agit donc de mener un travail d’optimisation spectrale, où l’on s’efforcera de déterminer le
nombre de bandes utiles, ainsi que d’optimiser à la fois la position de ces bandes le long du spectre,
mais aussi leur largeur. Des bandes plus larges permettent en effet d’intégrer davantage de photons et
par conséquent à la fois de nécessiter des temps de pose moins longs et de réduire le bruit. Néanmoins,
si elles sont trop larges, on risque également de perdre des informations utiles pour discriminer les
matériaux.
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Pour mener à bien cette tâche d’optimisation spectrale, des algorithmes de sélection automatique d’at-
tributs seront mis en œuvre.
Ce travail se déroulera en deux temps avec un travail plus méthodologique de mise en place d’outils
d’optimisation spectrale suivi de leur application à la problématique de la classification des matériaux.
Mise en place d’outils d’optimisation spectrale
Cette première tâche consistera à définir les méthodes à mettre en œuvre pour ce travail d’optimi-
sation de bandes, et à les valider sur des jeux de données de référence de la littérature.
Il s’agira donc d’abord de faire un inventaire des méthodes de sélection de bandes existantes et de
les comparer sur des jeux de données de la littérature. Cette comparaison s’intéressera non seulement
à leur capacité à fournir des jeux de bandes discriminants pour la classification, mais aussi à proposer
des solutions stables. Cette stabilité des jeux de bandes proposés sera analysée de manière qualitative
par le biais de l’étude de profils d’importance des bandes générés à partir de résultats intermédiaires
du processus de sélection de bandes.
Ensuite, on s’intéressera à l’optimisation de la largeur des bandes, en étudiant en particulier le
processus de fusion des bandes adjacentes. Des critères de fusion de bandes ayant différentes significa-
tions (ressemblance/corrélation entre bandes, aptitude à discriminer les différentes classes, ...) seront
ainsi testés.
Application à la problématique de la classification des matériaux
La seconde partie du travail consistera à appliquer des algorithmes d’optimisation spectrale définis
à l’étape précédente au cas d’étude des matériaux urbains.
On commencera par se poser la question des matériaux pouvant être en présence, en reprenant et
en complétant des taxonomies de matériaux urbains.
Des spectres de matériaux urbains seront ensuite collectés à partir de différentes librairies spectrales
(ASTER, MEMOIRES, ...) et rangés dans une base de données selon cette nomenclature. C’est à
partir de ces données que seront ensuite menées les expériences d’optimisation spectrale.
Au cours du travail d’optimisation spectrale, il s’agira en particulier d’étudier l’impact du nombre
de bandes utilisées sur la qualité de la classification. On verra aussi, dans la mesure du possible, l’im-
pact de la légende utilisée sur les configurations spectrales proposées, ainsi que celui de la prise en
compte de l’aspect des matériaux (couleur/état) sur la qualité de la classification.
Par ailleurs, il s’agira aussi d’évaluer l’impact sur la classification des matériaux de l’utilisation de
bandes appartenant au domaine spectral du SWIR, par rapport à des configurations spectrales com-
posées exclusivement de bandes issues du domaine VNIR. Dans l’optique de la conception d’une caméra
superspectrale, ce résultat répondra à l’importante question de savoir s’il est possible de se limiter au
domaine du VNIR (ce qui simplifierait la réalisation de la caméra), ou si au contraire il est nécessaire
d’étendre le domaine spectral au SWIR.
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Deuxième partie
Etat de l’art pour la classification et la





Cette partie a pour but de présenter rapidement différents outils, algorithmes et connaissances de
l’état de l’art qui seront utilisés dans la suite.
Ainsi, le chapitre 3 présente les algorithmes de classification qui seront utilisés, ainsi que la manière
d’évaluer le résultat d’une classification. Les algorithmes de classification seront en effet au cœur des
différentes expériences d’optimisation spectrale qui suivront et de la validation des solutions qui seront
proposées.
Le chapitre 4 s’intéresse quant à lui à dresser un état de l’art des méthodes de sélection d’attributs.
(Une partie de ces méthodes seront testées et comparées dans les expériences du chapitre 6 de la partie
III.)
Enfin, le chapitre 5 présente 3 jeux de données hyperspectrales de la littérature qui seront utilisés






L’extraction de cartes de matériaux à partir de données de télédétection se fera au moyen d’outils
de classification. Aussi les algorithmes de classification seront au cœur des différentes expériences d’op-
timisation spectrale et de la validation des solutions qui seront proposées. Le but de ce chapitre est
donc, après un rapide inventaire de différentes méthodes de classification, de présenter les différents





La classification consiste à répartir en fonction d’un critère de similarité un ensemble d’échantillons
en plusieurs sous-ensembles appelés classes.
Les échantillons à classer sont décrits par un certain nombre d’attributs, autrement dit par des vecteurs
d’une certaine dimension.
On distingue deux types d’algorithmes de classification :
• les algorithmes de classification non supervisée ou clustering, pour lesquels on ne dispose pas
de connaissances a priori sur la nature des classes en présence. Il s’agit alors de répartir les
différents échantillons du jeu de données à classer en différentes classes de manière à ce que
les échantillons appartenant à une même classe soient les plus semblables possibles, et que les
échantillons appartenant à deux classes distinctes soient au contraire les plus différents possibles.
Parmi les algorithmes de clustering, on distingue les méthodes par agglomération comme la
classification ascendante hiérarchique, les méthodes de partitionnement comme les k-moyennes
(et leurs différentes variantes : k-médoïdes, nuées dynamiques et ISODATA), et les méthodes
de type Espérance-Maximisation pour lesquelles on formule l’hypothèse que les échantillons à
classer suivent un modèle de mélange gaussien.
• les algorithmes de classification supervisée pour lesquels on fournit au classifieur des connais-
sances sur les différentes classes que l’on souhaite retrouver. Une méthode de classification su-
pervisée comprend donc une phase d’apprentissage ou d’entraînement au cours de laquelle un
modèle de classification est calculé à partir d’échantillons d’apprentissage fournis pour chacune
des classes. Le modèle calculé à l’issue de cette étape décrit donc la manière dont le classifieur va
modéliser les différentes classes. Par la suite, la classification proprement dite consiste à prédire
la classe de tout nouvel échantillon en fonction de ce modèle.
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Dans notre cas, les différentes classes seront connues : on utilisera donc exclusivement des algo-
rithmes de classification supervisée.
Classifieurs génériques
Différents algorithmes de classification supervisée existent. Parmi ceux utilisés de manière générale
en télédétection, on peut citer de manière non exhaustive les suivants :
• classification bayésienne avec le classifieur par maximum de vraisemblance (Maximum Likelihood
ou ML) ou sa variante par Maximum A Posteriori (MAP) [Fauvel et al. 2014, Trias-Sanz 2006,
Trias-Sanz et Boldo 2005]
• Séparateurs à Vaste Marge (SVM) ou Support Vector Machines [Boser et al. 1992, Cortes et
Vapnik 1995, Vapnik 1998, Belousov et al. 2002, Melgani et Bruzzone 2004, Camps-Valls et
Bruzzone 2005, Tuia et al. 2010, Li et al. 2011, Fauvel 2012, Fauvel et al. 2012, Roussel 2012]
• Import Vector Machines (IVM) [Zhu et Hastie 2005, Braun et al. 2012, Roscher et al. 2012a;b]
• Arbres de Décisions ou Decision Tree (DT) [Breiman et al. 1984]
• Forêts Aléatoires ou Random Forests (RF) [Breiman 2001, Pal 2005, Cheung-Wai Chan et Pae-
linckx 2008, Genuer 2010, Criminisi et Shotton 2013]
• Réseaux de neurones artificiels dont le perceptron multicouche [Le Cun et al. 1998, Riedmiller
et Braun 1993, Atkinson et al. 1997]
Classifieurs adaptés aux données de grande dimension et en particulier aux données
hyperspectrales
Le phénomène de fléau de la dimension ou phénomène de Hughes [Hughes 1968] désigne le fait
qu’au delà d’un certain nombre d’attributs, le fait d’ajouter de nouveaux attributs pour décrire les
échantillons à classer n’améliore pas la classification, mais risque au contraire de la dégrader. Tou-
tefois, si les classifieurs classiques comme par exemple les classifieurs bayésiens sont sensibles à ce
phénomène, les approches plus modernes comme les SVM, les IVM ou les RF y sont peu sensibles
[Melgani et Bruzzone 2004, Camps-Valls et Bruzzone 2005, Braun et al. 2012] et parviennent malgré
tout à produire de bons résultats, sauf dans des cas où très (trop) peu de données d’apprentissage sont
disponibles [Pal et Foody 2010]. Ces classifieurs sont également capables dans une certaine mesure de
gérer des variabilités intra-classe importante, autrement dit des classes multimodales présentant des
aspects différents.
D’autres méthodes utilisées plus généralement pour les données de grande dimension, dont la don-
née hyperspectrale, sont par exemple les méthodes basées sur des graphes [Camps-Valls et al. 2007] :
chaque pixel est considéré comme un nœud du graphe, tandis que les arêtes portent des mesures de
similarité entre nœuds, le problème de classification devenant alors un problème de coupe de graphe.
Ces méthodes peuvent s’adapter à un apprentissage semi-supervisé ainsi qu’à l’introduction directe
d’une régularisation spatiale.
Il est aussi possible de combiner plusieurs classifieurs de manière à construire un ensemble de
classifieurs permettant d’obtenir de meilleurs résultats. Ainsi, dans le cas de données hyperspec-
trales, [Prasad et Bruce 2008, Bigdeli et al. 2013, Bruce 2014] proposent de définir par clusterisation
des groupes de bandes corrélées. Un classifieur SVM est alors associé à chacun de ces groupes de
bandes. Le label finalement attribué à un échantillon à classer est obtenu par vote majoritaire de ces
différents classifieurs.
Certains classifieurs sont plus spécifiques à la donnée hyperspectrale : il s’agit notamment des
classifieurs basés sur les mesures suivantes :
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• l’angle spectral ou Spectral Angle Mapper [Price 1994]
• la mesure “Spectral Information Divergence” ou SID [Chang 2000]
• une mesure nommée SID-SAM et combinant les deux mesures précédentes du SAM et du SID
[Du et al. 2004]
Dans le cas de l’analyse de données hyperspectrales, certaines méthodes très spécifiques basées sur
des connaissances expert existent également (comme le système Tetracorder [Clark et al. 2003] pour la
caractérisation de certains minéraux, ou [Heiden et al. 2007] pour différents materiaux urbains). Elles
se basent sur des analyses des spectres d’un point de vue plus physique et prennent notamment en
compte la présence de comportements particuliers le long du spectre comme par exemple des bandes
d’absorption spécifiques à certains composés, ainsi que la profondeur de ces bandes d’absorption.
Ainsi, [Clark et al. 1992; 2003] identifient des minéraux dans les images hyperspectrales par comparai-
son des spectres avec les spectres de l’image au voisinage de bandes spécifiques identifiées préalablement
pour chaque minéral par des experts. Sont alors comparées à la fois la forme du spectre et la profon-
deur de cette bande d’absorption, par la méthode de “Spectral Feature Fitting” (SFF) [Clark et al.
1992]. L’approche d’[Heiden et al. 2007] utilise quant à elle dans un processus de classification super-
visée (SVM) un certain nombre de indices décrivant différentes caractéristiques spectrales (position et
profondeur des bandes d’absorption, ratio entre bandes, aire sous la courbe dans certains domaines
spectraux) initialement identifiées par analyse physique des spectres par des experts.
Un autre point concerne d’ailleurs le fait d’utiliser directement les données radiométriques (qu’elles
soient en luminance ou réflectance), ou des indices dérivés à partir de ces mesures. De tels indices
peuvent être des différences, des ratios entre bandes, ou encore des différences normalisées à l’exemple
du célèbre indice NDVI, voire d’autres indicateurs de la forme du spectre (comme par exemple la
pente ou encore l’aire sous la courbe) [Heiden et al. 2007]. Ce type d’indice peut en effet s’avérer plus
discriminant que les bandes originales pour certains phénomènes.
Dans les expériences qui suivront, les classifieurs qui seront utilisés seront le classifieur par maxi-
mum de vraisemblance, les SVM, les arbres de décisions et les RF, ainsi que le SAM, le SID et le
SID-SAM. Le principe de ces classifieurs est rapidement décrit dans les paragraphes qui suivent. Ces
différents classifieurs ont été choisis car ils présentent l’intérêt d’avoir des caractéristiques et des com-
portements différents. En particulier, certains d’entre eux modélisent directement la radiométrie des
classes (au sens d’une distribution statistique pour le classifieur ML/MAP, par des spectres de référence
pour le SAM ou le SID), tandis qu’à l’inverse d’autres algorithmes (SVM, DT et RF) cherchent à mo-
déliser les frontières entre classes. Ces derniers seront dès lors plus enclins à tolérer une multimodalité
des classes, c’est-à-dire une variabilité intra-classe importante.
3.1.2 Classifieurs spécifiques à la donnée hyperspectrale : SAM, SID et SID-SAM
Ces différents classifieurs fonctionnent tous de la même manière qui consiste à calculer une mesure
de similarité entre un échantillon à classer et un spectre de référence. L’échantillon à classer se voit
alors attribuer le label du spectre de référence dont il est le plus similaire.
SAM L’angle spectral ou Spectral Angle Mapper ou SAM consiste à calculer l’angle entre
deux spectres. Plus cet angle est faible, plus les deux spectres se ressemblent. Le spectre à classer se
voit donc affecter la classe du spectre dont il est le plus proche au sens du SAM. Ce classifieur offre
l’avantage de faire preuve d’une bonne robustesse aux variations d’intensité, et est donc relativement
indépendant des conditions d’illuminations de la scène. L’angle spectral se calcule comme suit (avec 2
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SID Le SID ou Spectral Information Divergence présenté dans [Chang 2000] trouve son origine















pour ~a = [a1...ai...aN ] et ~P (~a) = [p(~a)1...p(~a)i...p(~a)N ] avec p(~a)i = aiN∑
i=1
ai
SID-SAM : les deux mesures précédentes peuvent être combinées de manière à être utilisées conjoin-





Un exemple d’utilisation récente de cette mesure est donné par [Mende et al. 2011].
En pratique, dans les expériences qui suivront, on prendra comme spectre de référence pour cha-
cune des classes le spectre médian des différents échantillons d’apprentissage.
Remarque : On utilise parfois sur la valeur de ces mesures un seuil au delà duquel on renonce à donner
un label au spectre à classer considérant qu’il est trop différent du spectre de référence le plus proche.
Dans les expériences qui suivront, on souhaite classer tous les échantillons, et on n’utilisera donc pas
de tel seuil.
3.1.3 Classification bayésienne
Dans les expériences qui suivent, on a utilisé un classifieur par maximum de vraisemblance
(Maximum Likelihood ou ML) avec modélisation de distribution de la radiométrie des classes par un
modèle de mélange gaussien. Ce modèle suppose que chaque échantillon est la réalisation d’un vecteur





avec p(c) la probabilité a priori de rencontrer la classe c et Nc le nombre de classes. Dans le cas où
les classes sont équiprobables, p(c) = 1Nc ∀c et p(x|c) modélisant la distribution radiométrique de la









On pourra toutefois remarquer qu’il aurait également été possible d’utiliser des lois statistiques para-
métriques différentes de la loi gaussienne ou non paramétriques (histogramme lissé) pour modéliser la
distribution radiométrique de chacune des classes, comme par exemple dans [Trias-Sanz 2006, Trias-
Sanz et Boldo 2005].
Par application de la formule de Bayes,
p(c)p(x|c) = p(x)p(c|x)
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On en déduit donc la probabilité d’appartenance à la classe c connaissant l’échantillon x :
p(c|x) = p(c)p(x|c)
p(x)
Comme p(x) = cte et que l’on fait l’hypothèse que les classes sont équiprobables (p(c) = 1Nc ),
p(c|x) = cte.p(x|c)
La classe cˆ qui sera attribuée à l’échantillon x est la plus probable connaissant sa radiométrie, autre-
ment dit
cˆ = argmaxcp(c|x) = argmaxcp(x|c)
On parlera de classifieur par maximum de vraisemblance lorsque l’on considère que les différentes
classes sont a priori équiprobables et de classifieur par maximum a posteriori dans le cas contraire.
Dans le cadre des expériences qui suivent, on a considéré que les classes étaient a priori équiprobables.
3.1.4 Séparateurs à Vaste Marge (SVM)
Les classifieurs de type séparateurs à vaste marge ont été introduits progressivement au cours des
années 1990 par [Boser et al. 1992, Cortes et Vapnik 1995, Vapnik 1998]. Ils ont depuis été utilisés
pour de nombreuses applications, et notamment dans le domaine de la télédétection où leur forte
capacité de généralisation leur permet d’obtenir de bons modèles et donc de bons résultats à partir
de jeux d’apprentissage réduits. Par ailleurs, ce classifieur est peu sensible au phénomène de fléau
de la dimension, et permet donc de traiter des données de grande dimension [Melgani et Bruzzone
2004, Camps-Valls et Bruzzone 2005] parvenant à produire de bons résultats, sauf dans des cas où
très (trop) peu de données d’apprentissage sont disponibles [Pal et Foody 2010].
Les SVM ont été définis originellement pour des problèmes de classification binaire entre deux
ensembles linéairement séparables, puis ont été étendus à des problèmes impliquant davantage de
classes pas nécessairement linéairement séparables. Leur principe repose sur un certain nombre de
notions importantes.
Notion de marge maximale
Soit un ensemble de n échantillons d’apprentissage {xi, yi}i=1,...,n; yi ∈ {−1,+1}, avec xi le vecteur
d’observations (i.e. les attributs) associé à l’échantillon i et yi le label qui lui est associé.
Le pincipe des SVM a été originellement établi pour des problèmes de classification binaire pour
lesquelles les 2 classes sont linéairement séparables, autrement dit des cas où il est possible de séparer
les 2 classes par un hyperplan dans l’espace des attributs. Néanmoins, sans contrainte complémen-
taire, cette solution n’est pas unique : il peut même exister une infinité d’hyperplans séparant les 2
classes (voir figure 3.1). La première idée des SVM a été d’introduire la notion de marge maximale.
Autrement dit, les SVM vont rechercher l’hyperplan séparant les 2 classes, en maximisant la générali-
sation de la classification, c’est-à-dire en recherchant l’hyperplan qui sépare le mieux les échantillons
d’apprentissage (d’où la notion de vaste marge). L’apprentissage d’un classifieur SVM consiste donc à
rechercher la meilleure frontière linéaire entre les classes dans le sens de celle qui maximise la marge,
cette dernière étant définie comme la distance entre la frontière de séparation et les échantillons les
plus proches.
Mathématiquement, cela revient à chercher un vecteur w et un biais b vérifiant l’équation suivante :
min
w,b
||w||2 avec ∀i, yi.(w.xi + b) ≥ 1
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Il a été montré que la solution w à ce problème peut s’exprimer à partir des échantillons de




αiyixi avec ∀i, αi ≥ 0
Les échantillons d’apprentissage xi pour lesquels les coefficients αi sont non nuls sont appelés vec-
teurs support, et suffisent donc à définir l’équation de l’hyperplan séparateur entre les classes. Ce
sont également les échantillons de l’ensemble d’apprentissage les plus proches de cet hyperplan. La lar-
geur de la marge vaut alors 2||w|| et consituent une mesure du degré de généralisation du modèle calculé.
Classer une nouvelle observation x revient donc à savoir de quel côté de l’hyperplan elle se trouve,
autrement dit à s’intéresser au signe de w.x + b.
marge
Figure 3.1 – A gauche, multiplicité de frontières linéaires possibles sans contrainte de marge. A droite,
une seule frontière possible maximisant la marge.
Prise en compte d’une certaine souplesse par rapport à la présence d’outliers
Toutefois, les classes ne sont généralement pas parfaitement linéairement séparables (à cause de
bruit dans les observations des échantillons d’apprentissage, voire de la présence d’outliers). Dans ce
cas, la contrainte introduite précédemment ne peut pas être respectée. Il est alors possible de relâcher
cette contrainte en introduisant un terme de distance à l’hyperplan {ξi}i=1...n et une contrainte péna-
lisant les ξi trop forts, qui correspondent alors vraisemblablement à des valeurs aberrantes. L’équation









avec ∀i, yi(w · xi + b) ≥> 1− ξi.
Le paramètre C introduit dans cette formule va permettre de régler la pénalisation liée aux va-
leurs aberrantes présentes parmi les échantillons d’apprentissage. Il va donc contrôler le niveau de
généralisation du modèle calculé par les SVM. Plus la valeur de C sera forte, et plus les mauvaises
classifications seront pénalisées, mais parfois au risque de faire du sur-ajustement et de manquer de
généralisation. À l’inverse, une trop faible valeur de C pourrait conduire à une généralisation trop
importante. Cependant, en pratique les SVM restent assez peu sensibles à de grandes variations de C
[Belousov et al. 2002].
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Extension à des problèmes non linéairement séparables : changement d’espace et utilisa-
tion de noyaux
Il existe toutefois des problèmes qui ne sont pas vraiment linéairement séparables. La solution
proposée pour pouvoir les traiter à l’aide des SVM consiste à transformer au moyen d’une fonction
non-linéaire φ les données de manière à les reprojeter dans un espace de plus grande dimension, dans
lequel le problème devient linéairement séparable.
Ainsi qu’il a été dit plus tôt, classer une nouvelle observation x revient simplement dans le cas linéai-
rement séparable à savoir de quel côté de l’hyperplan elle se trouve, autrement dit à s’intéresser au
signe de w.x + b, c’est-à-dire à s’intéresser à la valeur du produit scalaire entre les vecteurs w et x.
Dans le cas initialement non linéairement séparable, classer une nouvelle observation va donc revenir
à s’intéresser au signe de φ(w).φ(x) + b.
En pratique, cette projection ne se calcule pas de manière explicite, mais s’effectue par le biais de
l’utilisation d’une fonction noyau (définie positive) K :
K(a,b) = φ(a).φ(b).
Classer une nouvelle observation revient alors simplement à considérer le signe de K(w,x) + b.
On peut donc considérer que l’apprentissage d’un classifieur SVM revient à définir un indice dérivé à
partir des attributs K(w,x) et un seuil (−b) permettant de classer les échantillons en fonction de cet
indice.
Une multitude de noyaux sont possibles. Le noyau gaussien ou RBF (radial basis function )
K(a,b) = exp−γ‖a−b‖2 apparaît comme l’un des plus utilisés dans la littérature. Le paramètre γ
permettant de paramétrer l’écart-type de la gaussienne. Il s’agit de bien le choisir, car, tout comme la
contrainte C de tolérance de généralisation du classifieur, il a un impact sur la qualité de la classifi-
cation. En pratique, ces deux paramètres sont généralement déterminés conjointement par validation
croisée [Hsu et al. 2003], ce qui peut prendre un peu de temps. On notera toutefois que d’autres mé-
thodes plus rapides pour l’optimisation de ces paramètres existent [Fauvel 2012, Li et al. 2012].
D’autres noyaux sont également utilisés, comme les noyaux polynomiaux ou sigmoïdes existent éga-
lement [Hsu et al. 2003]. On pourra aussi noter que des noyaux reprenant la fonction du SAM ont
été proposés spécifiquement pour les données hyperspectrales [Fauvel et al. 2006, Fauvel 2007, Mer-
cier et Lennon 2003]. Par ailleurs, l’utilisation de noyaux composites comme la somme de plusieurs
noyaux élémentaires peut permettre une meilleure prise en compte de données hétérogènes (comme
par exemple des informations de texture et des informations radiométriques) [Fauvel 2007]. Le cas
extrême est alors d’utiliser un noyau par attribut : on parle alors de SVM à noyaux multiples [Tuia
et al. 2010, Gu et al. 2012].
Gestion des problèmes multi-classes
Les SVM ont été intialement conçus pour des classifications binaires. Plusieurs stratégies ont été
proposées pour les adapter à des problèmes de classification impliquant davantage de classes. Les
approches proposées consistent principalement à transformer un problème multi-classes impliquant nc
classes en un ensemble de classifications binaires. Deux stratégies sont alors possibles [Huang et al.
2002, Melgani et Bruzzone 2004, Camps-Valls et Bruzzone 2005] : le “un-contre-tous” (on essaie alors
de séparer chaque classe par rapport à l’ensemble des autres classes, ce qui conduit à nc problèmes
binaires) ou le “un-contre-un” (on a alors nc.(nc−1)2 problèmes binaires impliquant à chaque fois deux des
classes). Dans les deux cas, il s’agit ensuite de fusionner les résultats de ces différents sous-problèmes
binaires, par exemple par vote majoritaire dans le cas du “un-contre-un”.
Mesures d’appartenance aux classes
De par leur principe, les SVM multi-classes se limitent à fournir une labellisation. Or, il est utile de
disposer également d’une mesure d’appartenance, i.e. de probabilités d’appartenance, aux différentes
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classes, afin notamment d’avoir une idée de la confiance du résultat obtenu.
Différents modèles ont donc été proposés afin de fournir des probabilités d’appartenances aux diffé-
rentes classes, comme par exemple [Platt 2000, Xu et al. 2014]. La méthode de Platt [Platt 2000]
permet d’abord d’estimer des probabilités d’appartenance à chacune des classes dans le cas d’une
classification binaire. La probabilité est alors estimée en ajustant un modèle de régression logistique
aux résultats de la classification.[Wu et al. 2004] utilisent ensuite les probabilités des différentes clas-
sifications de type un-contre-un pour calculer une probabilité d’appartenance à chacune des classes
d’un problème multi-classe.
Variantes des SVM
De nombreuses variantes des SVM existent. On peut notamment citer parmi ces variantes le
classifieur Support Vector Data Description (SVDD) proposé dans [Tax et Duin 2004]. L’idée de base
des SVDD est de considérer qu’il est possible pour chaque classe de définir une hypersphère contenant
tous les échantillons appartenant à cette classe et en dehors de laquelle se trouvent les échantillons
des autres classes. Si cette situation n’est pas vérifiée pour certains problèmes, il est possible de s’y
ramener par l’utilisation de fonctions noyaux tout comme les SVM les utilisaient pour ramener les cas
non linéairement séparables à des problèmes linéairement séparables.
Utilisation des SVM en pratique
Dans les expériences qui suivront, on se trouvera toujours face à des problèmes multi-classes. En
pratique, c’est l’implémentation du classifieur SVM “un-contre-un” de la LibSVM [Chang et Lin
2011] qui sera utilisée. Lorsque le classifieur SVM sera utilisé avec un noyau gaussien, l’optimisation
des paramètres se fera par validation croisée. En pratique, l’utilisation d’un classifieur SVM avec un
noyau gaussien optimisé permet généralement d’obtenir de très bons résultats de classification, et de
trouver de bonnes frontières entre classes, même dans des cas où celles-ci présentent un aspect plutôt
chaotique. En revanche, l’optimisation des paramètres de noyau et de généralisation peut être coûteuse
en temps de calcul. Aussi, dans la suite, lorsque l’on aura besoin de travailler assez vite, par exemple
pour tester différentes combinaisons de bandes, et d’utiliser un classifieur permettant de bien décrire
les frontières des classes, on utilisera plutôt les Forêts Aléatoires, plus rapides.
3.1.5 Arbres de décision
Il existe plusieurs types d’arbres de décision. Dans notre cas, on s’est limité aux arbres CART
(Classification and Regression Tree) proposés par [Breiman et al. 1984].
La construction d’un arbre de décision (i.e. son apprentissage) s’effectue de manière récursive. On
part d’un nœud racine contenant la totalité des échantillons d’apprentissage. Ce nœud est ensuite
scindé en deux parties par un seuil sur les valeurs d’un des attributs de manière à optimiser un certain
critère, puis de manière récursive, chaque nouveau nœude est également découpé.
Dans le cas présent, le critère utilisé est l’indice de Gini. Cet indice permet de mesurer la pureté d’un
nœud, autrement dit dans quelle mesure les échantillons d’apprentissage qu’il contient constituent
un mélange de classes. Il se calcule de la manière suivante pour un nœud N constitué d’échantillons
appartenant à nc classes distinctes :




avec pc désignant la fréquence d’apparition relative de la classe c parmi les échantillons de N .
On souhaite ici découper notre nœud N en deux nœuds N1 et N2 (N1∩N2 = ∅ et N = N1∪N2) les
plus purs possibles au sens de l’indice de Gini. On cherche donc à trouver à la fois l’attribut et le seuil
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sur cet attribut qui permet de minimiser card(N1).Gini(N1) + card(N2).Gini(N2). (Ce découpage
peut aussi s’effectuer sur plusieurs attributs.)
Ce découpage récursif s’arrête quand un critère d’arrêt est atteint (comme par exemple, lorsque
l’effectif des nœuds devient inférieur à un seuil ou lorsque la profondeur de l’arbre dépasse un certain
seuil). Il est aussi possible d’appliquer des post-traitements, notamment afin d’élaguer l’arbre a pos-
teriori [Breiman et al. 1984].
D’un point de vue pratique, dans les expériences qui suivent, c’est l’implémentation des arbres de
décision de la librairie de traitement d’image OpenCV qui a été utilisée [Bradski 2000].
3.1.6 Forêts Aléatoires ou Random Forests (RF)
Principe
Les Forêts Aléatoires ou Random Forests ont été proposées par [Breiman 2001]. Ce classifieur est
en fait un ensemble de classifieurs : il se présente en effet comme l’aggrégation d’un ensemble d’arbres
de décisions CART) (figure 3.2).
L’idée des RF repose sur deux grands principes permettant d’améliorer les performances d’un classi-
fieur : le bagging et le random subspace. Le bagging [Breiman 2001] consiste à construire un ensemble de
classifieurs en dupliquant un même classifieur et en l’entraînant sur différents ensembles d’apprentis-
sage, composés d’échantillons sélectionnés aléatoirement avec remise dans l’ensemble d’apprentissage
original. On obtient alors des prédicteurs différents qui fournissent chacun une prédiction de label
pour un échantillon à classer. Le label finalement attribué est alors par exemple déterminé par vote
majoritaire. Le bagging permet d’améliorer la qualité de la classification obtenue, par rapport à un
classifieur unique dont l’apprentissage aurait été calculé à partir de tous les échantillons de l’ensemble
d’apprentissage. Le random subspace [Ho 1998] consiste à construire un ensemble de classifieurs en
dupliquant un même classifieur, mais cette fois en l’entraînant à partir de sous-ensemble d’attributs
sélectionnés aléatoirement.
L’apprentissage d’un classifieur RF à partir d’un ensemble d’échantillons d’apprentissage A se
déroule de la manière suivante. Le classifieur RF construit un ensemble d’arbres de décisions i. Cha-
cun de ces arbres de décision i est construit à partir d’un sous-ensemble d’apprentissage Ai composé
d’échantillons sélectionnés aléatoirement (avec remise) dans le jeu de données d’apprentissage initial
A (avec card(A) > card(ATi)). Par ailleurs, les différents attributs ne sont pas tous pris en compte
lors de la construction de ces arbres. Ainsi lors du découpage d’un nœud d’un des arbres, seul un
sous-ensemble de m attributs (choisis aléatoirement) est pris en considération ; le meilleur attribut au
sens de la mesure de Gini est alors utilisé pour découper le nœud.
Les paramètres qui entrent en jeu lors de la construction d’un classifieur RF sont donc le nombre
d’arbres (fixé arbitrairement à une valeur importante) et le nombre m d’attributs tirés lors de chaque
découpage du nœud d’un des arbres (généralement fixé à la valeur de la racine carré du nombre d’at-
tributs).
La fusion de ces différents classifieurs s’effectue ensuite par vote majoritaire : chacun de ces arbres
de décision prédit ensuite un label à un nouvel échantillon à classer, et le label qui lui est finalement
attribué est celui qui reçoit le plus grand nombre de votes.
Remarque : Différentes variantes du classifieur RF existent [Criminisi et Shotton 2013], parmi







…     A
t    















   ... T
nT
(x)
Fusion des différents classifieurs 
par vote majoritaire
Label final affecté à l'observation x
Apprentissage
Figure 3.2 – Principe des forêts aléatoires (apprentissage et classification)
Mesure d’appartenance aux différentes classes
Les RF fournissent spontanément des mesures d’appartenance des échantillons à classer aux dif-
férentes classes. En effet, la fusion des différents arbres de décision constituant la forêt s’effectue par
vote majoritaire. Aussi, pour un échantillon donné, le nombre de votes vc obtenus par une classe c
constitue une mesure d’appartenance à cette classe c. Il est alors possible de normaliser cette valeur
en la divisant par le nombre total nT d’arbres.
Il est aussi possible d’en déduire une mesure de confiance de la classification d’un échantillon. Cette
mesure de confiance nommée “marge” a été introduite par [Breiman 2001]. La marge non supervisée
d’un échantillon se définit comme la différence normalisée par le nombre total nT d’arbres entre le
nombre de votes reçus par la classe en ayant reçu le plus et le nombre de votes reçus par la classe
ayant reçu le second plus grand nombre de votes. La marge non supervisée d’un échantillon x s’obtient
donc par la formule suivante :
marge_non_supervisée(x) = vc1 − vc2
nT
avec c1 = argmaxc vc et c2 = argmaxc6=c1 vc
La marge supervisée d’un échantillon se définit comme la différence normalisée par le nombre total
nT d’arbres entre le nombre de votes reçus par la classe de cet échantillon et l’ensemble des votes





Si l’échantillon a été bien classé, cette mesure est positive. Dans le cas contraire, elle est négative.
Cette mesure donne donc une information sur la confiance du classifieur. Plus la valeur absolue de
la marge est forte (i.e. proche de 1) et plus le classifieur est confiant dans sa prédiction. A l’inverse,
plus elle est proche de 0 et moins le classifieur est confiant.
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Utilisations des échantillons Out-Of-Bag
Chaque arbre T de la forêt n’a été construit qu’à partir d’une partie AT de l’ensemble d’appren-
tissage A. Les échantillons d’apprentissage Out-Of-Bag d’un arbre T sont donc l’ensemble OOBT des
échantillons de A qui n’ont pas été utilisés pour la construction de T . Autrement dit : OOBT = A\AT .
Ces données Out-Of-Bag permettent donc d’avoir une estimation non biaisée du taux d’erreur en
généralisation. On définit ainsi l’erreur de classification sur les échantillons OOB, comme suit :









avec δ(i, j) = 1 si i = j et 0 sinon , et T (x) désignant la classe attribuée à l’observation x par l’arbre
de décision T .
Par ailleurs, [Breiman 2001] a également proposé de dériver une mesure d’importance de variable à
partir de ces échantillons Out-Of-Bag. Une telle mesure permet de quantifier l’importance des différents
attributs en mesurant leur influence au sein du modèle, et donc leur impact sur la classification.
L’importance d’un attribut f se calcule en permutant aléatoirement les valeurs de cet attribut : on
mesure alors sur les données OOB la différence de précision de la classification avant et après cette
permutation. Plus cette précision se dégrade après la permutation, plus l’attribut f est important.
Utilisation pratique
Dans les expériences qui suivent, l’implémentation des RF de la librairie OpenCV a été utilisée
[Bradski 2000].
3.1.7 Illustration du comportement de ces classifieurs
Les figures 3.3 et 3.4 illustrent le comportement des différents classifieurs sur deux problèmes
de classification artificiels. Tous deux sont des problèmes binaires pour lesquels les échantillons sont
décrits par 2 attributs. Le premier problème (figure 3.3) implique deux classes linéairement séparables,
tandis que dans le cas du second (3.4), la frontière entre les nuages de points est plus complexe.
Pour le problème linéaire, les classifieurs ML (avec modèle de distribution gaussienne), SVM linéaire
et SVM avec noyau gaussien parviennent à retrouver une frontière linéaire entre les deux classes. Le
classifieur RF parvient également à trouver une frontière entre les deux classes approximant à peu près
une droite, avec des mesures d’appartenance aux classes présentant un dégradé perpendiculairement
à cette frontière. En revanche, la frontière théorique entre les deux classes est moins bien modélisée
par les arbres de décision.
Dans le cas du second problème, les classifieurs ML (avec modèle de distribution gaussienne) et SVM
linéaire échouent à bien traiter le problème. En revanche, les classifieurs SVM avec noyau gaussien,
RF et (de manière plus grossière) les arbres de décision parviennent à assez bien restituer les frontières
entre classes. On peut aussi constater ici tout l’intérêt des mesures d’appartenance aux classes pour
transcrire l’incertitude quant aux labellisations obtenues.
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ML Arbre CART RF SVM linéaire SVM noyau gaussien
Figure 3.3 – Application de différents classifieurs pour un problème de classification binaire linéaire-
ment séparable. Chaque cercle représente un échantillon d’apprentissage. La frontière entre les classes
calculée d’après les classifieurs est représentée par une ligne noire. En haut, labellisation des échan-
tillons ; en bas, mesure d’appartenance aux classes.
ML Arbre CART RF SVM linéaire SVM noyau gaussien
Figure 3.4 – Application de différents classifieurs pour un problème de classification binaire où les
frontières entre classes sont plus complexes. Chaque cercle représente un échantillon d’apprentissage.
La frontière entre les classes calculée d’après les classifieurs est représentée par une ligne noire. En
haut, labellisation des échantillons ; en bas, mesure d’appartenance aux classes.
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3.2 Evaluation d’une classification
On s’intéresse ici à la mesure quantitative de la qualité d’une classification par rapport à un jeu de
données de vérité terrain. Les indicateurs mis en jeu ne sont donc pas spécifiques à une méthode de
classification donnée, mais communs à toutes.
Pour évaluer la qualité de la classification, on établit une matrice de confusion. Pour n classes, la
matrice de confusion est un tableau n×n où la case (i,j) représente le nombre de pixels de la classe
i déclarés en tant que classe j. Une lecture en colonne permet de savoir dans quelles classes j se
répartissent les pixels d’une classe i de la vérité terrain, c’est le point de vue producteur. Une lecture
en ligne permet de savoir à quelles classes i appartiennent les pixels qui sont déclarés dans la classe j
à l’issue de la classification, c’est le point de vue utilisateur.
A partir de cette matrice on peut calculer pour chaque classe la précision producteur, le pourcentage
de pixels issus de la vérité terrain qui sont bien classés, et la précision utilisateur, le pourcentage de
pixels qui appartiennent effectivement à la classe qui leur est assignée à l’issue de la classification.
Cette matrice rend enfin possible le calcul de la précision globale, c’est-à-dire du nombre de pixels
bien classés par rapport au nombre total de pixels. Le tableau 3.1 donne un exemple de matrice de
confusion.
Vérité terrain
Classe a Classe b Classe c Utilisateur
Résultat Classe a naa nab nac Pu(a)
Classe b nba nbb nbc Pu(b)
Classe c nca ncb ncc Pu(c)
Producteur Pp(a) Pp(b) Pb(c)
Table 3.1 – Exemple de matrice de confusion.
Si la matrice de confusions est utile pour mener une analyse détaillée des résultats afin d’examiner
comment se répartissent les confusions entre les classes, il est nécessaire d’en tirer des mesures plus
synthétiques pour quantifier la qualité du résultat obtenu, en particulier si l’on souhaite comparer de
manière automatique plusieurs classifications.
Il est possible de dériver de la matrice de confusion les précisions producteur et utilisateur, ainsi
que les erreurs d’omission et de commission, pour chacune des classes.
— La précision producteur (Pp) va mesurer l’aptitude du classifieur à bien retrouver les éléments
de la vérité terrain : elle va fournir la probabilité qu’un élément appartenant à une certaine classe





On en déduit l’erreur d’omission définie par Omission(a) = 1− Pp(a).
— La précision utilisateur (Pu) va mesurer l’aptitude du classifieur à ne pas se tromper de classe :
elle va donner la probabilité qu’un élément affecté à une certaine classe par le classifieur en fasse




On en déduit l’erreur de commission définie par Commission(a) = 1− Pu(a).
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Il est possible de déduire une mesure synthétique de ces deux précisions avec le F-score. En gé-
néral, c’est le F1-score qui est utilisé. Il s’agit en fait de la moyenne harmonique des taux de précision
utilisateur et producteur. On a donc






On notera qu’il existe une formule générale qui permet de pondérer l’importance donnée à ces deux
critères.
Fscore(c) = (1 + β2). Pp(c).Pu(c)
β2.Pp(c) + Pu(c)
Les trois mesures qui précèdent (précision producteur, précision utilisateur et F-score) sont calculées
pour chacune des classes. Là encore, on a besoin d’indicateurs plus globaux pour pouvoir comparer
différentes classifications. On pourra dès lors synthétiser ces différentes mesures en ne s’intéressant
par exemple qu’à leur valeur moyenne ou à leur valeur minimale (en particulier si l’on s’intéresse aux
classes les plus mal classées).
Les autres mesures globales de qualité d’une classification les plus souvent utilisées sont les suivantes :







— Précision moyenne ou Average Accuracy (notée ensuite AA).





— le coefficient Kappa (κ) [Cohen 1960, Fleiss et Cohen 1973, Pontius et Millones 2011] :
Le coefficient Kappa exprime la réduction proportionnelle de l’erreur obtenue par la classification
comparée à l’erreur d’une classification complètement au hasard. (Exemple : un Kappa de 0,75
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Le problème d’optimisation spectrale présent rejoint les problèmes plus généraux de réduction
automatique de la dimension.
4.1 Des données de grande dimension
Les données de télédétection de très grande dimension, comme l’imagerie hyperspectrale, génèrent
des volumes de données importants. Ainsi, dans le cas de l’hyperspectral, ces données vont consister
en plusieurs centaines de bandes spectrales contiguës. La corrélation entre ces bandes, et en particulier
entre bandes voisines est souvent importante, d’où une information redondante. Aussi est il possible
de réduire ce volume d’information sans perte excessive d’information utile.
Cette forte dimension des données a pour conséquence de générer un certain nombre de difficultés.
En premier lieu, le phénomène bien connu de malédiction de la dimension ou phénomène de Hughes
[Hughes 1968] risque de se produire lorsque l’on va chercher à procéder à une classification de ces don-
nées. Ceci est toutefois à nuancer car les classifieurs “modernes” plus robustes comme les Séparateurs
à Vaste Marge (SVM) ou les Forêts aléatoires (ou Random Forests (RF)) sont moins sensibles à ces
problèmes [Melgani et Bruzzone 2004, Camps-Valls et Bruzzone 2005] et parviennent malgré tout
à produire de bons résultats, sauf dans des cas où très (trop) peu de données d’apprentissage sont
disponibles [Pal et Foody 2010].
En second lieu, les temps de calcul requis pour traiter ces grands volumes de données vont également
être importants. En troisième lieu, le stockage de ces données prend beaucoup de place. En dernier
lieu, la question de l’affichage de l’imagerie hyperspectrale peut aussi se poser. Il s’agit alors de déci-
der de ce que l’on va afficher quand la vision humaine est limitée à trois couleurs [Demir et al. 2009,
Le Moan et al. 2011].
Il va donc souvent s’avérer intéressant de réduire la dimension de ces données. Cela va consister
à réduire le volume de données (i.e. le nombre de bandes) de manière à optimiser un certain critère,
comme par exemple minimiser la perte d’information utile, et en particulier dans le contexte d’une clas-
sification supervisée, de s’efforcer de conserver la meilleure séparabilité, la meilleure distinction entre
les classes. Les méthodes de réduction de la dimension peuvent être distinguées en 2 catégories : les mé-
thodes d’extraction de caractéristiques (feature extraction) et celles de sélection d’attributs.
Les méthodes d’extraction de caractéristiques consistent à reformuler et à résumer l’information
contenue dans le jeu de données initial, par exemple en reprojetant les bandes initiales sur des axes
choisis de manière optimale. Parmi les algorithmes d’extraction de caractéristiques les plus connus,
on peut citer l’Analyse en Composantes Principales (ACP), le Minimum Noise Fraction (MNF) ou
l’Analyse en Composantes Indépendantes (ACI) pour le cas non supervisé ainsi que l’Analyse Discri-
minante Linéaire, ou Analyse Discriminante de Fisher pour le cas supervisé.
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A l’inverse, les méthodes de sélection d’attributs vont choisir un sous-ensemble d’attributs issus du
jeu de données initial, c’est-à-dire ne conserver que les quelques attributs les plus utiles, les plus per-
tinents, au sens d’un certain critère.
Cette seconde classe de méthodes de réduction de la dimension offre certains avantages par rapport à
la première. En effet, elle conserve le sens physique des bandes qui sont sélectionnées, contrairement à
une extraction d’attributs où cette information est noyée lors du calcul des attributs “synthétiques”.
On notera d’ailleurs au passage que cela correspond à ce qui a pu être fait de manière non automatique
en spectroscopie : la détermination des bandes spectrales les plus intéressantes a souvent été faite par
des spécialistes qui ont identifié des bandes d’absorption ou des comportements du spectre caracté-
ristiques d’un matériau. Ces connaissances ont ensuite pu être intégrées dans des systèmes expert
(comme par exemple [Clark et al. 2003] pour la caractérisation de certains minéraux, [Bassani et al.
2007] pour celle de l’amiante, [Mohammadi 2012] pour celle des revêtements routiers asphaltés ou
[Heiden et al. 2007] pour différents matériaux urbains). Néanmoins, ce genre d’approche peut s’avérer
complexe et pas nécessairement compatible avec une situation où l’on recherche à identifier un jeu
limité, voire très limité, de bandes qui soit un compromis pour la discrimination des différentes classes :
la combinatoire est alors importante et l’ensemble des bandes identifiées comme discriminantes pour
chaque classe indépendamment des autres peut s’avérer plus important que le nombre de bandes que
l’on est autorisé à sélectionner.
Les méthodes de sélection d’attributs sont donc parfaitement adaptées à la sélection d’un jeu de
bandes spectrales optimal dans le cas de la conception d’un capteur multispectral/superspectral dédié
à des applications spécifiques. On parle alors de sélection de bandes. En revanche, si l’on souhaite
également définir la largeur optimale des bandes spectrales (et pas uniquement leur position le long
du spectre), on se trouve à mi-chemin entre sélection de bandes et extraction de caractéristiques,
puisque l’on reformule la donnée originale. On parlera alors d’extraction de bandes spectrales ou
de fusion de bandes spectrales.
4.2 Sélection de bandes / sélection d’attributs
La sélection d’attributs fait partie de la famille des problèmes d’optimisation. En effet, ce travail
va consister à sélectionner le sous-ensemble d’attributs permettant d’optimiser un certain critère. Un
algorithme de sélection d’attributs est donc l’association d’un critère de sélection que l’on va chercher
à optimiser et d’une méthode d’optimisation. Ce critère de sélection d’attributs est une mesure/un
score mesurant la pertinence du sous-ensemble d’attributs sélectionnés.
4.2.1 Différentes familles de méthodes
Les méthodes de sélection d’attributs (et en particulier le critère de sélection) sont souvent distin-
guées en 3 catégories : “filtres”, “wrapper” and “imbriquées (embedded)” : un récapitulatif d’un certain
nombre d’approches de la littérature triées selon cette grille est présenté dans le tableau 4.1. Dans le
cas des filtres, on peut également distinguer les cas supervisés et non supervisés, selon que la notion
de classes est prise en compte ou non.
Filtres
Les méthodes de type filtre utilisent un critère de sélection d’attribut indépendant de tout classi-
fieur.
Ainsi, de nombreuses méthodes de sélection d’attributs vont calculer pour chaque attribut un
score d’importance individuelle, classer les attributs en fonction de ce score puis n’en conserver que
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les n meilleurs. De tels scores, calculés pour chaque attribut, peuvent être supervisés ou non. Par
exemple, le score utilisé par l’algorithme ReliefF [Kira et Rendell 1992, Kononenko et al. 1997], le
score de Fischer, ou encore d’autres scores mesurant la corrélation des bandes avec la vérité terrain
[Hall et Holmes 2003] sont des scores supervisés. Ces mesures d’importance ne prennent toutefois pas
en compte les dépendances entre attributs sélectionnés. Aussi un jeu d’attributs sélectionnés comme
étant les n meilleurs attributs d’après ces mesures ne constituera pas forcément une solution optimale,
ou du moins ne sera pas parcimonieuse, ainsi qu’on pourra le voir dans la section 6.6.1.
Des méthodes non supervisées vont dériver de tels scores d’importance individuelle des attributs à
partir du résultat d’une décomposition en ACP comme par exemple [Chang et al. 1999]. Les bandes
les plus corrélées à l’ensemble des autres sont alors progressivement retirées. [Du et al. 2003, Hasanlou
et Samadzadegan 2010] emploient des approches similaires, mais en utilisant l’ACI au lieu de l’ACP.
D’autres approches non supervisée exploitent également les résultats d’une ACP en sélectionnant les
attributs les plus semblables aux premières composantes principales [Kandasamy et al. 2009b;a].
Il est aussi possible de calculer des scores de pertinence, non plus pour chaque attribut indépen-
damment des autres, mais directement pour des jeux composés de plusieurs attributs. Ces mesures
permettent donc de comparer des jeux d’attributs sélectionnés entre eux, et pas uniquement des at-
tributs individuels.
Ainsi, dans le cas non supervisé, [Chang et Wang 2006] propose encore une autre approche consistant
à minimiser une énergie contrainte (constrained energy minimization ) afin de sélectionner un sous-
ensemble d’attributs les moins corrélés entre eux.
Dans le cas supervisé, des mesures de séparabilité comme celle de Fisher [Fisher 1936], celle de
Bhattacharrya ou celle de Jeffries-Matusita (JM) permettent de mesurer la capacité d’une bande ou
d’un ensemble de bandes à discriminer différentes classes [Bruzzone et Serpico 2000, Herold et al. 2003,
De Backer et al. 2005, Serpico et Moser 2007]. D’autres mesures existent, comme par exemple Mini-
mum Estimated Abundance Covariance (MEAC) proposée par [Yang et al. 2012] et liée à la capacité
du jeu de bandes sélectionnées à bien démélanger différentes sources.
D’autres mesures statistiques issues de la théorie de l’information, comme la divergence, l’entro-
pie ou l’information mutuelle, sont aussi utilisées pour sélectionner les meilleurs jeux de bandes, à la
fois pour des problèmes non supervisés comme dans [Martínez-Usó et al. 2007, Le Moan et al. 2011]
ou dans des problèmes supervisés comme dans [Battiti 1994, Guo et al. 2008a, Estévez et al. 2009,
Sotoca et Filiberto 2010, Cang et Hongnian 2012]. Dans le cas non supervisé, on va ainsi s’efforcer de
sélectionner un jeu d’attributs les plus représentatifs possible du jeu de donnée initial, tout en étant
les moins redondants entre eux. Ainsi, [Martínez-Usó et al. 2007] commence par regrouper les bandes
les plus “corrélées” puis sélectionne la bande la plus représentative de chaque groupe. Pour répondre à
un problème de visualisation de la donnée hyperspectrale, [Le Moan et al. 2011] souhaite sélectionner
3 bandes appartenant aux domaines rouge, vert et bleu du spectre, sous la contrainte que les 3 bandes
sélectionnées soient les moins “corrélées” possible entre elles. Dans des cas supervisés, [Battiti 1994,
Guo et al. 2008a, Estévez et al. 2009, Sotoca et Filiberto 2010, Cang et Hongnian 2012] sélectionnent
des attributs les plus corrélés à la vérité terrain (i.e. aux différentes classes) et les moins redondants
entre eux. La difficulté est alors de réussir à pondérer ces deux critères.
Une autre manière de mesurer la similarité entre bandes spectrales est l’OPD (Orthogonal Projec-
tion Divergence) utilisée par [Du et Yang 2008] : la similarité entre bandes est mesurée par l’erreur entre
une bande et sa modélisation par combinaison linéaire des bandes déjà sélectionnées. Une méthode
de sélection non supervisée peut donc consister à sélectionner les bandes de manière incrémentale, de
façon à ne conserver que les bandes les plus différentes au sens de l’OPD.
Enfin, une dernière méthode proposée dans [Campedel et al. 2004] utilise l’algorithme de Support
Vector Clustering (un algorithme de classification non supervisée) en l’appliquant aux attributs afin
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d’identifier ceux qui sont les plus caractéristiques.
En résumé, les critères de sélection d’attributs de type filtre sont nombreux et recouvrent des ap-
proches très différentes. Les approches, en particulier supervisées, qui trient les attributs selon un score
d’importance individuelle, et n’en conservent que les n meilleurs restent limitées, car elles ne prennent
pas en compte les dépendances entre les attributs sélectionnés. Les approches associant directement
des scores de pertinence à des jeux d’attributs sont dans ce sens plus intéressantes. On y distingue
approches supervisées et non supervisées. Notre problématique concernant la classification supervi-
sée, nous nous intéresserons principalement aux critères supervisés dans les expériences qui suivront.
Les critères non supervisés sont également intéressants, mais présentent un risque de sélectionner des
attributs qui ne seraient pas tous également utiles à la classification.
Wrappers
Dans le cas des méthodes de sélection d’attributs de type wrapper, le score mesurant la pertinence
du jeu de bandes sélectionnées correspond à la mesure de qualité d’une classification effectuée en uti-
lisant ce jeu de bandes. Une méthode wrapper sera donc associée à un classifieur. Quelques exemples
de ce type d’approches peuvent être trouvés dans [Estévez et al. 2009, Li et al. 2011, Yang et al. 2007,
Zhuo et al. 2008] en utilisant un classifieur de type SVM, dans [Zhang et al. 2007, Fauvel et al. 2014]
avec un classifieur par maximum de vraisemblance, dans [Díaz-Uriarte et De Andres 2006] avec un
classifieur Forêts Aléatoires, dans [Kandasamy et al. 2009b, Minghelli-Roman 2010] avec une mesure
de SAM ou même un détecteur de cibles dans [Minet et al. 2010, Minet 2011].
Les score de type wrapper peuvent être utilisés pour la sélection d’attributs en association avec
différentes méthodes d’optimisation. Ils conduisent généralement à sélectionner des jeux d’attributs
réduits mais permettant d’atteindre de très bonnes performances de classification. Néanmoins, ces
solutions peuvent aussi parfois manquer de généricité et être trop dépendantes du classifieur à partir
duquel est calculé le score wrapper utilisé pour la sélection d’attributs. On pourra alors risquer d’obtenir
de moins bons résultats si l’on utilise ensuite ce jeu d’attributs avec un autre classifieur.
Les temps de calcul sont généralement plus importants lorsque l’on utilise des scores de type wrapper :
ceux-ci nécessitent en effet à la fois de réaliser l’apprentissage d’un classifieur, de classifier un jeu
d’échantillons témoins suivant ce modèle et d’évaluer la qualité de la classification obtenue.
Embedded
Les méthodes de sélection d’attributs de type “imbriqué” ou “embedded” sont également liées à un
classifieur, mais à la différence d’une méthode wrapper, le score mesurant la pertinence, la performance
du jeu d’attributs sélectionnés sera différent d’une simple mesure de la qualité de la classification. En
général, avec ce type d’approche, la sélection d’attributs est effectuée directement lors de la phase
d’apprentissage. On peut distinguer plusieurs types de méthodes de sélection d’attributs embedded
[Tang et al. 2014].
Modèles de régularisation : Certaines approches se basent sur des modèles de régularisation : un
classifieur est entraîné de manière à optimiser une fonction objectif qui comprend un terme d’attache
aux données (i.e. qui minimise le taux d’erreur de classification) et un terme de régularisation qui va
pénaliser davantage le modèle au fur et à mesure que celui-ci utilise un nombre important d’attributs,
ou qui va contraindre les coefficients attribués à certains attributs dans le modèle à rester les plus
faibles. Les attributs avec les coefficients les plus proches de 0 sont alors éliminés. Des exemples de
ce type d’approches sont présentés dans [Ma et Huang 2008, Tuia et al. 2014b;a]. Des méthodes de
sélection d’attributs comme le L1-SVM [Zhu et al. 2004] ou le LASSO (Least Absolute Shrinkage
and Selection Operator) [Tibshirani 1996, Tuia et al. 2014a] font partie de ce type d’approches. Ces
différentes approches ont l’avantage d’être efficaces et rapides. En revanche, il est plus difficile de les
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modifier par exemple pour y intégrer simplement des contraintes complémentaires. Critère de sélection
d’attributs et méthode d’optimisation y sont également complètement liés.
Mécanisme d’apprentissage menant spontanément une sélection d’attributs : D’autres classifieurs
sélectionnent d’emblée les attributs lors de la phase d’apprentissage, de part la nature même de
leur méthode d’apprentissage. Ainsi, les Random Forests (RF) [Breiman 2001] (et certains arbres de
décision) peuvent être considérés comme des méthodes de sélection d’attributs. En effet, pour ces
classifieurs, seuls les attributs les plus discriminants (par exemple au sens du critère d’impureté de
Gini [Breiman 2001]) sont utilisés lors du découpage d’un nœud. Cette sélection d’attributs à la volée
élimine les attributs les moins utiles mais n’est pas pour autant nécessairement parcimonieuse : elle
ne garantit pas de ne pas conserver des attributs redondants (en particulier du fait de l’utilisation de
sous-ensembles d’attributs choisis aléatoirement dans le cas des RF).
Mesures d’importances des attributs : Outre cette sélection d’attributs utiles lors de l’apprentis-
sage, les Random Forests fournissent également une mesure d’importance des différents attributs au
sein de son modèle [Breiman 2001]. Cette importance est calculée pour chaque attribut à partir des
échantillons Out-Of-Bag ou OOB, c’est-à-dire non pris en compte pour la construction d’un arbre de
la forêt. Ainsi, pour chaque arbre et pour un attribut donné, on va permuter aléatoirement ses valeurs
pour tous les échantillons OOB. On calcule alors la différence entre le taux de bonne classification de
ces échantillons OOB avant et après cette permutation. L’importance d’un attribut est alors estimée
en moyennant ces différences sur l’ensemble des arbres de la forêt [Breiman 2001]. Les problèmes déjà
rencontrés pour les mesures d’importance individuelle des attributs de type filtre sont également pré-
sents, mais dans une moindre mesure. En effet, l’importance individuelle RF d’un attribut prend en
compte les autres bandes de manière sous-jacente. Toutefois, l’importance d’une bande aura tendance
à diminuer si celle-ci est très corrélée avec de nombreuses autres bandes [Genuer et al. 2010].
Le score utilisé par les SVM-RFE peut aussi être considéré comme une mesure d’importance indivi-
duelle des attributs [Guyon et al. 2002]. Une autre approche embedded pour la sélection d’attributs
associée à un classifieur SVM multi-noyau (multiple kernel SVM ) a été proposée par [Tuia et al.
2010] : on associe alors un noyau différent à chaque attribut, on estime le modèle du classifieur SVM
multi-noyau, puis on utilise les poids estimés associés à chacun de ces noyaux comme des mesures de
l’importance des différents attributs.
Méthodes d’élagage : Les importances individuelles des attributs peuvent ensuite être utilisés pour
la sélection d’attributs par des méthodes d’élagages. Ces méthodes utilisent dans un premier temps
l’intégralité des attributs disponibles pour entraîner un classifieur, avant d’en éliminer progressivement
tout en maintenant à peu près à l’identique la performance du modèle de classification obtenu. Par
exemple, l’algorithme SVM-RFE (SVM - Recursive Feature Elimination) proposé par [Guyon et al.
2002] est une méthode embedded de sélection d’attributs bien connue qui estime l’importance des
différents attributs sélectionnés au sein d’un modèle SVM, c’est-à-dire leur influence dans ce modèle.
On part d’une situation où tous les attributs sont pris en compte dans le modèle, puis on élimine
progressivement les attributs les moins importants au sens de ce critère. Cette approche SVM-RFE
lie donc complètement le score de pertinence des attributs et le processus d’optimisation.
Mesure de la qualité du modèle, de sa performance de généralisation : Contrairement aux exemples
précédents pour lesquels on calculait des importances associées aux bandes individuelles, d’autres ap-
proches embedded mesurent directement la pertinence d’un jeu d’attributs. Ainsi, dans [Fröhlich et al.
2003, Pal 2009] la marge d’un classifieur SVM est utilisée à la manière d’une mesure de séparabilité
comme critère pour comparer des jeux d’attributs. Dans le même ordre d’idée, le taux de bonne clas-
sification des échantillons OOB d’un classifieur Forêt Aléatoire peut aussi être considéré comme un tel
critère [Breiman 2001]. Ces scores se calculent sur des jeux de bandes et mesurent la généralisation du
modèle fourni par le classifieur. Ils peuvent donc constituer une alternative intéressante aux mesures
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de séparabilité de type filtre et aux scores de type wrapper.
Enfin, on peut citer un cas d’approche embedded liée à un algorithme de démélange, et non pas
à un classifieur : [Zare et Gader 2007] intègre directement la sélection des bandes les plus utiles
au sein d’un algorithme de démélange incluant la détection d’endmembers et la détermination de
leur abondance. Pour ce faire, des mesures d’importance associées aux différentes bandes ainsi qu’un
terme de parcimonie (sparsity), i.e. pénalisant la sélection d’un nombre trop important de bandes,
sont introduits comme contrainte dans la fonction objectif de l’algorithme. Cette approche est très
spécifique à la donnée hyperspectrale et au démélange, c’est-à-dire à des cas de figures où l’on traite
des échantillons qui ne sont pas purs.
Des approches hybrides
La limite entre ces trois familles de méthodes de sélection d’attributs reste parfois floue. Par ailleurs,
des critères appartenant à différentes familles peuvent être utilisés conjointement. Par exemple, [Es-
tévez et al. 2009] et [Li et al. 2011] sélectionnent des attributs à l’aide d’une approche wrapper (taux
de bonne classification) respectivement guidée ou associée à des critères de type filtre (information
mutuelle entre les bandes sélectionnées et avec les différentes classes).
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Table 4.1 – Récapitulatif de différents critères de sélection d’attributs issus de l’état de l’art.
Filtres
Non supervisés :
Scores d’importances individuelles :
ACP ou ACI ou corrélation inter-bandes [Chang et al. 1999, Du et al. 2003],
[Hasanlou et Samadzadegan 2010]
[Chang et Wang 2006]
Scores calculés pour un jeu d’attributs :
Information mutuelle [Martínez-Usó et al. 2007, Le Moan et al. 2011]
Combinaison linéaire de bandes [Du et Yang 2008]
Autre :
SVC (Support Vector Clustering) [Campedel et al. 2004]
Méthode basée sur la corrélation inter-bandes [Chang et Wang 2006]
Supervisés :
Scores d’importances individuelles :
ReliefF [Kira et Rendell 1992, Kononenko et al. 1997]
Autres mesures basées sur la corrélation
ou l’information mutuelle [Hall et Holmes 2003]
Scores calculés pour un jeu d’attributs :
Mesures de séparabilité :
Mesures de séparabilité : distance de Bhattacharyya ou
distance de Jeffries-Matusita [Bruzzone et Serpico 2000, Herold et al. 2003]
[De Backer et al. 2005],[Serpico et Moser 2007],
[Zhang et al. 2007]
Minimum Estimated Abundance Covariance [Yang et al. 2012]
Corrélation à la vérité terrain :
Information mutuelle [Battiti 1994, Guo et al. 2008a]
[Estévez et al. 2009, Sotoca et Filiberto 2010]
[Cang et Hongnian 2012]
Wrapper
Taux de bonne classification obtenu par :
Classifieur SVM [Estévez et al. 2009, Li et al. 2011]
[Yang et al. 2007, Zhuo et al. 2008]
Classifieur par maximum de vraisemblance [Zhang et al. 2007, Fauvel et al. 2014]
Classifieur Random Forests [Díaz-Uriarte et De Andres 2006]
Détecteur de cibles [Minet et al. 2010]
Embedded
Modèle de régularisation :
L1-SVM [Zhu et al. 2004]
Lasso [Tibshirani 1996, Tuia et al. 2014a]
Autres modèles de régularisation [Ma et Huang 2008, Tuia et al. 2014b]
Sélection directe lors de l’apprentissage :
Classifieur Random Forests [Breiman 2001]
Classifieur Arbre de décision [Breiman et al. 1984]
Mesure d’importance individuelle des attributs :
Importances d’attributs fournies par Random Forests [Breiman 2001]
SVM multi-noyaux [Tuia et al. 2010]
Méthodes d’élagage :
SVM-RFE [Guyon et al. 2002]
Performance de généralisation :
Marge d’un SVM [Fröhlich et al. 2003, Pal 2009]
Erreur OOB d’un classifieur Random Forests [Fröhlich et al. 2003, Pal 2009]
Basée sur SAM [Keshava 2002]
Autre :
Processus de démélange [Zare et Gader 2007]
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Table 4.2 – Récapitulatif avec avantages et inconvénients des différentes familles de critères de sélec-
tion d’attributs issus de l’état de l’art.
Filtres
Non supervisés :
Scores d’importances individuelles :
Avantage : Rapide.
Inconvénient : Sélection par tri, mais sans prise en compte des redondances entre attributs sélectionnés,
avec pour conséquence des solutions non parcimonieuses. Donc plutôt pour guider la recherche.
Scores calculés pour un jeu d’attributs et combinaison linéaire de bandes :
Avantage : Sélection des attributs à la fois les plus représentatifs et les moins redondants entre eux.
Inconvénient : Comment pondérer ces deux termes ?
Inconvénient : Pas nécessairement la meilleure solution (parcimonie/performance)
pour un problème de classification précis.
Supervisés :
Scores d’importances individuelles :
Avantage : Rapide.
Inconvénient : Sélection par tri, mais sans prise en compte des redondances entre attributs sélectionnés,
avec pour conséquence des solutions non parcimonieuses.
Scores calculés pour un jeu d’attributs :
Mesures de séparabilité :
Avantage : Rapide.
Avantage : Donne de généralement de bons résultats.
Avantage : Prise en compte des redondances entre attributs sélectionnés.
Inconvénient : Modélisation des classes par une loi statistique paramétrique sous-jacente (ex : gaussienne).
Corrélation à la vérité terrain :
Avantage : Plutôt rapide.
Avantage : Sélection des attributs à la fois les plus corrélés à la vérité terrain et les moins redondants entre eux.
Inconvénient : Comment pondérer ces deux termes ?
Wrapper
Avantage : Donne de bons résultats, en particulier pour le classifieur utilisé pour le score.
Avantage : Prise en compte à la fois des redondances entre attributs sélectionnés et de leur performance.
Inconvénient : Temps de calcul plus ou moins long selon le classifieur utilisé
Inconvénient : Risque d’être plus dépendant du classifieur utilisé
Embedded
Modèle de régularisation :
Avantage : Bons résultats.
Avantage : Rapide.
Avantage : Prise en compte des redondances entre attributs sélectionnés.
Inconvénient : Formulation plus verrouillée (plus difficile d’y introduire d’autres contraintes)
Inconvénient : Méthode d’optimisation spécifique, pas générique
Sélection directe lors de l’apprentissage :
Avantage : Rapide.
Inconvénient : Pas parcimonieux.
Mesure d’importance individuelle des attributs / méthode d’élagage :
Avantage : Rapide.
Inconvénient : Solution pas nécessairement parcimonieuse (surtout si simple tri).
Inconvénient : Méthode d’optimisation spécifique, pas générique dans le cas d’une méthode d’élagage.
Performance de généralisation :
Avantage : Utilisable comme un wrapper, mais plus rapide.
Avantage : Prise en compte des redondances entre attributs sélectionnés.
Inconvénient : Différence possible entre généralisation du modèle et performance de classification.
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4.2.2 Différentes méthodes d’optimisation
Une fois le critère à optimiser choisi, le problème de sélection d’attributs consiste à identifier le
meilleur jeu d’attributs au sens de ce critère.
Une recherche exhaustive est bien souvent impossible, en particulier dans le cas des wrappers où les
temps de calcul liés à la classification/évaluation peuvent être importants. L’ensemble des solutions
possibles est en effet généralement trop important pour pouvoir être visité dans sa totalité. Aussi, des
heuristiques permettant de trouver une solution “proche” de la solution optimale tout en ne visitant
qu’un nombre raisonnable de configurations vont être utilisées. On peut généralement distinguer ces
méthodes d’optimisation en méthodes séquentielles ou incrémentales et méthodes stochastiques.
Stratégies séquentielles ou incrémentales
Ces méthodes vont consister à progressivement rajouter ou retirer des attributs au jeu d’attributs
sélectionnés.
Plusieurs de ces méthodes sont présentées dans [Pudil et al. 1994]. Par exemple, la méthode Sequen-
tial Forward Search (SFS) commence par sélectionner un attribut puis ajoute progressivement à la
sélection l’attribut non encore sélectionné permettant à la nouvelle sélection d’optimiser le critère de
sélection. A l’inverse, la méthode Sequential Backward Search (SBS) commence par sélectionner l’en-
semble des attributs puis supprime progressivement de la sélection le plus mauvais attribut au sens
du critère de sélection. Les algorithmes d’optimisation (l, p) sont un compromis entre ces méthodes,
ajoutant alternativement l nouveaux attributs et en retirant p de la sélection. Des variantes de ces
stratégies comme les algorithmes Sequential Forward Floating Search (SFFS) ou Sequential Backward
Floating Search (SBFS) ont été proposées [Pudil et al. 1994] : ces approches dites “flottantes” autorise
la remise en question la sélection d’attributs obtenue au niveau précédent, et donc dans une certaine
mesure d’éviter de figer d’emblée les attributs sélectionnés. [Serpico et Bruzzone 2001] propose une
autre variante de ces méthodes SFS et SBS avec l’algorithme Steepest Ascent (SA).
Dans le cas de notre problématique de conception d’un capteur, on souhaite finalement être parci-
monieux en sélectionnant un nombre de bandes très limité par rapport à la donnée initiale. Il semble
donc plus pertinent d’utiliser des approches ascendantes comme les algorithmes SFS, SA ou SFFS qui
ajoutent progressivement des attributs à la sélection, plutôt que des approches descendantes (SBS ou
SBFS) qui partent de l’intégralité des attributs et les éliminent progressivement.
Par ailleurs, on utilisera plus volontiers une approche “flottante” comme SFFS, qui remet en question
les sélections obtenues aux étapes précédentes, et évitent donc de figer d’emblée à chaque niveau les
attributs déjà sélectionnés, alors que l’ajout de nouveaux attributs peut avoir pour conséquence de
trouver une configuration encore meilleure en changeant certains attributs sélectionnés précédemment.
Algorithmes stochastiques
Les algorithmes stochastique vont faire intervenir le hasard dans leur exploration de l’espace des
solutions. Ce caractère en partie aléatoire d’initialisation et de recherche d’une solution peut donc
permettre de proposer différentes solutions de qualité équivalente à partir d’un même jeu de données.
Plusieurs algorithmes d’optimisation stochastique ont été mis en œuvre pour la sélection d’attributs.
On peut notamment citer :
— les algorithmes génétiques (AG)[Li et al. 2011, Estévez et al. 2009, Fröhlich et al. 2003, Zhuo
et al. 2008, Minet et al. 2010],
— l’algorithme Particle Swarm Optimization (PSO) [Yang et al. 2007; 2012],
— l’algorithme clonal selection [Zhang et al. 2007],
— l’algorithme des colonies de fourmis [Zhou et al. 2009]
— le recuit simulé [De Backer et al. 2005, Chang et al. 2011]
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Parmi ces différentes heuristiques, les algorithmes génétiques et PSO sont parmi ceux qui sont les
plus utilisés. L’algorithme PSO semble être l’un des plus rapides et être apte à fournir de bons résultats.
Les algorithmes génétiques donnent généralement de bons résultats. Ils présentent aussi l’avantage de
pouvoir prendre en compte facilement des contraintes complémentaires pour guider la recherche d’une
solution [Estévez et al. 2009]. Par ailleurs, leur principe même de fonctionnement conduit à la création
de populations de solutions intermédiaires mais déjà assez bonnes, et susceptibles de nous intéresser
dans la suite pour caractériser la stabilité des solutions proposées (voir section 6.3.2).
Prise en compte de la corrélation entre bandes
Dans le cas de la donnée hyperspectrale, les bandes voisines sont le plus souvent corrélées. Certaines
approches de sélection d’attributs prennent en compte le fait que des groupes d’attributs sont fortement
corrélés. Il ne s’agit alors pas pour autant de fusionner ces bandes très corrélées en bandes plus larges
(comme on le fera dans le chapitre ), mais simplement d’utiliser cette information pour guider et
accélérer leur processus de sélection d’attributs
Ainsi, la clusterisation ou le regroupement de bandes est donc parfois mis en œuvre conjointe-
ment avec une méthode de sélection de bandes individuelles. Par exemple, [Li et al. 2011] regroupent
d’abord les bandes adjacentes corrélées au sens de leur information mutuelle conditionnelle. La sé-
lection de bandes est ensuite effectuée, avec la contrainte qu’une seule bande soit sélectionnée par
cluster. [Su et al. 2011] effectue une clusterisation des différentes bandes en appliquant l’algorithme
des k-moyennes (k-means) à la matrice de corrélation des bandes. Ensuite, les clusters les moins homo-
gènes et les bandes trop différentes de la bande représentante du cluster auxquelles elles appartiennent
sont progressivement éliminées.
[Martínez-Usó et al. 2007, Jia et al. 2012] commencent par rassembler les attributs “corrélés” puis
sélectionnent l’attribut le plus représentatif (au sens de l’information mutuelle pour [Martínez-Usó
et al. 2007]) de chaque cluster.
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Chapitre 5
Jeux de données pour l’état de l’art
Les expériences effectuées dans la partie suivante III le seront sur les trois jeux de données hyper-
spectrales “Pavie Centre Ville”, “Indian Pines” et “Salinas”, associant chacun une image hyperspectrale
et une carte de vérité terrain. Il s’agit de jeux de données classiques de la littérature, souvent utilisés
pour comparer différentes méthodes de sélection de bandes ou de classification.
5.1 Scène “Pavie Centre Ville”
Ce premier jeu de données (figure 5.1) est une scène hyperspectrale acquise par un capteur aé-
roporté ROSIS au dessus du centre ville de Pavie. La résolution spatiale des images est de 1,3 m. Il
s’agit d’une image hyperspectrale en réflectance couvrant uniquement la zone de visible proche infra-
rouge (VNIR) entre 430 nm et 860 nm. Les bandes bruitées ont été supprimées et seules 102 bandes
spectrales ont été conservées parmi les 115 bandes originales.
Cette scène couvre une zone urbaine (un centre ville plutôt dense). Une vérité terrain lui est associée :
elle est constituée de 9 classes urbaines (listées dans le tableau 5.1) qui concernent aussi bien des
matériaux que de la végétation. A l’exception de la classe des ombres, ces classes ne sont pas des
classes de mélange : elles ne concernent chacune qu’un seul type de matériau urbain ou de végétation.
Ce jeu de données mis à disposition par l’Université de Pavie est disponible à l’adresse suivante :
http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_Sensing_Scenes.
Table 5.1 – Classes et nombre de pixels associés pour le jeu de données “Pavie Centre Ville”




















Sol nu (Bare soil)
Figure 5.1 – Jeu de données “Pavie” : image (à gauche) et carte de vérité terrain (à droite)
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5.2 Scène “Indian Pines”
Cette scène aérienne (fig. 5.2) a été acquise à une résolution spatiale de 20m par le capteur AVIRIS
au dessus de la zone d’Indian Pines dans le Nord-Ouest de l’Indiana (USA).
Il s’agit d’une image hyperspectrale en luminance qui couvre à la fois les domaines du VNIR et du
SWIR : elle est constituée de 220 bandes spectrales allant de 400 à 2500 nm.
La vérité terrain qui lui est associée est composée de classes agricoles (différents types de culture
à différents niveaux de développement) et de quelques autres classes concernant la végétation plus
pérenne (forêt, herbe). Ce jeu de données est considéré comme un cas de figure de classification
difficile. Certaines des classes concernent en effet des cultures (en particulier pour le maïs et soja)
encore dans leur premiers stades de développement, et ne couvrent qu’environ 5% du sol [Camps-Valls
et al. 2007], avec pour conséquence des classes de mélange sol/végétation. Dans de telles conditions
auxquelles s’ajoute la faible résolution spatiale des images, la discrimination entre ces différents types
de culture s’avère difficile.
Au cours de nos expériences, seules 9 classes (listées dans le tableau 5.2) ont été conservées. Les classes
auxquelles étaient associés moins de 400 pixels ont été rejetées, considérant que cela représentait un
nombre insuffisant d’échantillons pour nos tests.
Ce jeu de données est mis à disposition par l’Université de Purdue à l’adresse suivante https://
engineering.purdue.edu/~biehl/MultiSpec/hyperspectral.html.
Table 5.2 – Classes et nombres de pixels associés pour le jeu de données “Indian Pines”











Cette scène aérienne (fig. ??) a été acquise par le capteur AVIRIS au dessus de la Vallée de Salinas
en Californie (USA). Sa résolution spatiale est de 3,7 m.
Il s’agit d’une image hyperspectrale en luminance qui couvre à la fois les domaines du VNIR et du
SWIR : elle est constituée de 224 bandes spectrales allant d’environ 400 à 2500 nm.
Il s’agit d’une scène rurale et la vérité terrain qui lui est associée (voir tableau 5.3) comporte ex-
clusivement des classes de cultures, et précisément différents types de cultures à différents stades de
développement.












Figure 5.2 – Jeu de données “Indian Pines” : image (à gauche) et carte de vérité terrain (à droite)
Table 5.3 – Classes et nombres de pixels associés pour le jeu de données “Salinas”






































Optimisation de bandes spectrales :




Mise en place d’une stratégie de
sélection de bandes
6.1 Introduction : approche proposée
Comme cela a été expliqué au chapitre 4, les méthodes de sélection automatique d’attributs sont
parfaitement adaptées à la définition d’un jeu de bandes optimal pour un problème de classification
donné. Ce chapitre présente la mise en place de notre stratégie de sélection de bandes, et explique
les choix qui ont été faits. Ainsi qu’il a été précisé, la sélection d’attributs peut être formulée comme
un problème d’optimisation. Une méthode de sélection d’attributs est donc composée d’un critère que
l’on cherche à optimiser et d’une méthode d’optimisation, qu’il convient donc de définir.
Dans la littérature, les méthodes de sélection d’attributs interviennent le plus souvent comme un
pré-traitement dans une chaîne de classification, en amont ou durant l’apprentissage : il s’agit alors de
sélectionner rapidement les meilleurs attributs avant de passer à l’étape de classification proprement
dite. Des critères importants de qualité de la méthode de sélection d’attributs utilisée sont alors sa
rapidité et sa capacité à fournir de bons attributs pour le classifieur utilisé. Notre positionnement est
différent. Nous cherchons à identifier le meilleur jeu de bandes spectrales dans l’optique de concevoir
un capteur dédié à une problématique de classification d’occupation du sol donnée. Aussi, nous n’avons
pas de contrainte concernant la rapidité de la méthode de sélection d’attributs à mettre en œuvre, du
moment qu’elle demeure raisonnable. En revanche, le jeu de bandes qui sera sélectionné devra être le
plus efficace possible pour la plupart des classifieurs et non simplement au sens du critère
de sélection d’attributs utilisé (qui pourra être lié à un classifieur dans le cas d’un critère de type
wrapper). Cette solution devra également être la plus stable possible, et comportant des bandes dont
la sélection est explicable d’après la forme des spectres.
Le choix est fait d’utiliser des méthodes d’optimisation génériques. Même s’ils sont moins efficaces
en terme de temps de calcul, ces algorithmes peuvent en effet être utilisés pour optimiser différents
critères de sélection et aisément intégrer des contraintes complémentaires ou des informations permet-
tant de guider la recherche de la solution [Estévez et al. 2009], contrairement à certaines méthodes
imbriquées (embedded) pour lesquelles la méthode d’optimisation et le score à optimiser sont indisso-
ciables.
En pratique, on utilisera deux heuristique d’optimisation, l’une incrémentale avec l’algorithme SFFS
(Sequential Forward Floating Search) décrit en 6.3.1, et l’autre stochastique avec un algorithme géné-
tique (AG) décrit en 6.3.2.
Le choix d’une méthode incrémentale s’est porté sur SFFS, car cette méthode est à la fois “ascen-
dante” et “flottante”. Dans le cas de notre problématique de conception d’un capteur, on souhaite
finalement être parcimonieux et sélectionner un nombre de bandes très limité par rapport à la donnée
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initiale, et il semble donc plus pertinent d’utiliser une approche ascendante qui ajoute progressivement
des attributs à la sélection, plutôt qu’une approche descendante qui part de l’intégralité des attributs
et les élimine progressivement. Par ailleurs, une approche “flottante” comme SFFS rend possible la
remise en question les sélections obtenues aux étapes précédentes, et évite donc de figer d’emblée à
chaque niveau les attributs déjà sélectionnés, alors que l’ajout de nouveaux attributs peut parfaitement
avoir pour conséquence d’obtenir une configuration encore meilleure en changeant certains attributs
sélectionnés précédemment.
Pour leur part, les algorithmes génétiques sont une méthode stochastique qui donne généralement
de bons résultats. Leur principe même de fonctionnement présente aussi l’avantage de conduire à la
création de populations de solutions intermédiaires mais déjà assez bonnes, et susceptibles de nous
intéresser dans la suite pour caractériser la stabilité des solutions proposées (voir section 6.3.2).
Il s’agit maintenant d’identifier le critère de sélection d’attributs, c’est-à-dire le score que l’on va
chercher à optimiser. La suite de ce chapitre se focalise sur la sélection de ce critère. Différents scores
(appartenant aux différentes familles wrapper, filtre et embedded) vont ainsi être testés et comparés.
Les critères testés doivent être compatibles avec les heuristiques d’optimisation générique choisies.
Ceci permet de prendre en compte des critères variés mais exclut tout de même de ce parangonnage
les importances d’attributs individuels (comme ReliefF [Kira et Rendell 1992, Kononenko et al. 1997])
et les critères indissociables d’une méthode d’optimisation comme par exemple celui de SVM-RFE
[Guyon et al. 2002].
Les différents critères testés vont donc être optimisés selon les mêmes heuristiques, et les résultats
seront comparés pour un même nombre de bandes. Les critères qui seront considérés pour évaluer la
pertinence d’un critère de sélection d’attributs seront :
— leur aptitude à fournir des jeux de bandes les plus discriminants possibles pour la plupart des
classifieurs et non simplement au sens du critère de sélection d’attributs utilisé : on a donc ici
un double critère : discriminant et indépendant.
— leur parcimonie : dans le cadre de l’optimisation spectrale pour la conception d’un capteur
superspectral, on ne doit sélectionner qu’un nombre très limité de bandes (entre 15 et 20 dans
notre cas)
— la stabilité des solutions qu’ils fournissent. L’objectif est en effet non seulement de rechercher
un jeu de bandes proche de la solution optimale, mais également une solution la plus stable
possible.
La suite de ce chapitre est organisée comme suit. Les différents scores testés sont présentés dans la
section 6.2. La stratégie mise en œuvre pour les optimiser et les comparer est décrite dans la section
6.3. Enfin, les résultats obtenus sont présentés dans la section 6.4.
6.2 Scores testés
Les différents scores testés sont récapitulés dans le tableau 6.1. Notre but final étant de faire de la
classification, on s’est limité à des critères de sélection d’attributs supervisés, c’est-à-dire prenant en
compte des classes prédéfinies.
6.2.1 Scores de type filtre
Mesures de séparabilité de Bhattacharyya et de Jeffries-Matusita
En statistiques, la mesure de Bhattacharyya permet de quantifier la similarité de deux distribu-
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)
µk et Σk désignant respectivement les moyennes et les covariances de distribution, et Σ = Σi+Σj2 .
La mesure de Bhattacharrya va donc quantifier la séparabilité entre deux classes i et j.
Dans un cas multi-classes, on pourra s’intéresser à la moyenne des mesures de séparabilité pour toutes







Dans le cas multi-classes, il sera également possible de s’intéresser à la mesure de Jeffries-Matusita,
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avec Pi la probabilité a priori de rencontrer la classe i. On considérera dans la suite que les classes







Par ailleurs, toujours dans un cas multi-classes, on pourra également souhaiter optimiser la sépa-
rabilité entre les classes les plus difficiles à discriminer. Une solution sera alors de s’intéresser à :
Bdistmin = min1≤i≤NL−1mini+1≤j≤NLBi;j
Mesure de séparabilité de Fisher
On s’intéresse ici à la mesure de séparabilité utilisée dans le cadre de l’analyse discriminante de
Fisher [Fisher 1936], dans le cas de deux classes.
Soient 2 classes i et j. L’hypothèse est faite que ces classes ont une distribution normale. On modélise
donc leur radiométrie par des lois gaussiennes respectivement de moyenne ~µi, ~µj et de covariances Σi
et Σj .
Fisher définit la séparation entre deux distributions comme le rapport entre la variance inter-classes
et la variance intra-classes. L’analyse linéaire discriminante de Fisher consiste à reprojeter les bandes
originales sur un vecteur ~w optimisant ce critère. En effet, si l’on reprojette les bandes originales sur
un vecteur w, la combinaison linéaire des bandes s’écrit tw · x et aura pour moyenne tw · µi et pour
matrice de variance-covariance twΣiw (pour i = 1 ou 2).






tw · µ2 − tw · µ1)2
tw · Σ2 · w + tw · Σ1 · w =
(tw · (µ2 − µ1))2
tw · (Σ1 + Σ2) · w
On montre que ce critère est optimal pour w ∝ (Σ1 + Σ2)−1(µ2 − µ1)
Critère basé sur l’information mutuelle
L’information mutuelle mesure la dépendance entre variables aléatoires discrètes. Dans le cas de 2












avec X et Y désignant deux variables aléatoires discrètes, pXY la fonction de distribution de probabi-
lité conjointe de X et Y. pX et pY respectivement les fonctions de distribution de probabilité de X et Y.
Il est donc possible d’utiliser l’information mutuelle pour mesurer la dépendance (la “corrélation”)
entre bandes spectrales. Elle peut également être appliquée à la mesure de la dépendance entre une
bande b et une classification C [Battiti 1994].
Dans la cadre de la sélection d’attributs, il est intéressant de sélectionner un ensemble d’attibuts
les plus “corrélés” possible à la vérité terrain, tout en restant les plus différents les uns des autres.
Ainsi, [Estévez et al. 2009] propose d’utiliser le critère suivant pour guider un processus de sélection
d’attributs. Il consiste pour un attribut à calculer sa dépendance à la vérité terrain et son indépendance
par rapport aux autres bandes sélectionnées. Ainsi, pour un attribut i, ce critère s’écrit





I(C, i) correspond à l’information mutuelle entre l’attribut i et la vérité terrain (C). I(s, i) et H(i)
désignent respectivement l’information mutuelle entre les attributs i et s, et l’entropie de l’attribut i.
S désigne le jeu de bandes sélectionnées et #S le nombre de bandes sélectionnées.












6.2.2 Scores de type wrapper
Deux types de scores de la famille des wrappers vont être utilisés. Les premiers sont des taux
classiques de bonne classification. Les seconds sont une proposition de critère d’évaluation de la qualité
d’une classification tenant non seulement compte de la bonne classification des échantillons, mais
prennent aussi en compte la confiance avec laquelle le classifieur les labellise.
Taux de bonne classification pour différents algorithmes de classification supervisée
Le premier score de type wrapper qui a été testé est simplement une mesure de qualité de la clas-
sification obtenue pour un classifieur donné en utilisant un jeu de bandes donné. Dans le cas présent,
la mesure de qualité de la classification utilisée est le coefficient Kappa (κ).
Les différents classifieurs pour lesquels ce score a été calculé sont les suivants :
— Arbres de décision
— Forêts Aléatoires
— Séparateurs à Vaste Marge ou Support Vector Machine (SVM) : un SVM linéaire un-contre-un
a été utilisé. Cela évitait d’une part de devoir optimiser le paramétrage d’un noyau, et favorisait
d’autre part les bandes permettant une séparation linéaire entre les classes.
— Classifieur par maximum de vraisemblance avec modélisation de distribution de la radiomé-





Différents classifieurs On travaillera donc avec des classifieurs dont le fonctionnement est diffé-
rent.
Certains, comme le classifieur par maximum de vraisemblance, le SAM ou le SID modélisent la distri-
bution radiométrique des classes tandis que d’autres comme les arbres de décisions, les forêts aléatoires
ou les SVM modélisent les frontières entre classes.
Certains classifieurs introduisent une contrainte sur leur modèle, comme le classifieur par maximum
de vraisemblance qui suppose une modélisation des classes par des gaussiennes ou le SVM linéaire qui
suppose que les classes sont linéairement séparables. D’autres comme les forêts aléatoires (ou les SVM
avec noyau gaussien et optimisation de paramétrage) sont capables de modéliser des frontières bien
plus complexes.
Scores prenant en compte la confiance du classifieur
La plupart des classifieurs ne se limitent pas à produire une simple labellisation, mais vont éga-
lement fournir des mesures d’appartenance aux différentes classes. Ainsi, pour chaque échantillon à
classer, on obtient une mesure d’appartenance à chaque classe, la classe finalement attribuée à l’échan-
tillon étant celle pour laquelle cette mesure d’appartenance est maximale. Même si dans la suite, on
se limite aux classifieurs SVM et RF, de telles mesures sont fournies par tous les classifieurs listés
précédemment, à l’exception des arbres de décision.
Nous proposons donc d’intégrer cette information qui traduit la confiance avec laquelle le classifieur
labellise les échantillons dans un score mesurant la qualité de la classification [Le Bris et al. 2015].
Pour un échantillon de descripteur x donné, on obtient donc unemesurem(x, c) d’appartenance
à chacune des classes c du modèle.
On en déduit une mesure de confiance de la classification :
Soit y1 = argmaxy∈Cm(x, y) et y2 = argmaxy∈Cety 6=y1m(x, y).
On en déduit, en reprenant la formule de la “marge non supervisée” proposée par [Breiman 2001]
pour les Random Forests et déjà présentée dans la section 3.1.6, la confiance de la labellisation de
l’échantillon x par la classe y1 par la formule suivante :
conf(x, y1) = m(x, y1)−m(x, y2)
Dans une démarche de sélection d’attributs, il peut donc être intéressant de tenir également compte
de ce type d’information qui traduit la notion sous-jacente de séparabilité. En effet, il va alors non
seulement s’agir d’identifier les bandes qui optimisent la qualité d’une classification, mais également
de s’assurer que les échantillons qui seront bien classés le seront avec une forte certitude, et que ceux
qui seront mal classés le seront avec une grande incertitude.
Soit un jeu de données de validation X = {(xi, yi)}1≤i≤n . On définit les deux critères suivants de










avec δ(i, j) = {−1 si i 6= j et 1 sinon}, et l(x) le label attribué à x par le classifieur.
Plus les échantillons seront bien classés, plus ces scores augmenteront. Pour des échantillons bien
classés, plus le classifieur sera confiant dans sa décision, plus ces scores augmenteront. Pour des échan-
tillons mal classés, plus le classifieur sera confiant dans sa décision, plus ces scores diminueront.
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6.2.3 Scores de type embedded
Les deux scores suivants ont également été testés. Ils sont de type embedded, car liés à un classifieur
sans être une mesure du taux de bonne classification obtenu.
— Marge d’un classifieur SVM Lors de l’apprentissage d’un classifieur SVM binaire, on cherche
la meilleure frontière entre les classes (c’est-à-dire le meilleur hyperplan directement dans l’espace
des attributs dans le cas d’un noyau linéaire, où dans un autre espace dans lequel le problème
devient linéairement séparable dans le cas d’un noyau non linéaire). On cherche la meilleure
frontière entre les classes dans le sens de celles qui maximise la marge, cette dernière étant
définie comme la distance entre la frontière de séparation et les échantillons les plus proches,
appelés vecteurs supports.
Dans le cas présent où l’on se trouve face à un problème multi-classes, on a utilisé un classifieur
SVM linéaire 1 contre 1, et on s’est intéressé à la marge la plus faible parmi les différentes paires
de classes.
— Erreur OOB d’un classifieur RF Dans le cas d’un classifieur RF, l’erreur sur la classification
des échantillons OOB (voir section 3.1.6) donne une estimation de l’erreur de généralisation du
classifieur. Le taux de bonne classification des échantillons OOB d’un classifieur RF peut donc
aussi être considéré comme un critère mesurant l’aptitude du modèle calculé par le classifieur à
bien discriminer les différentes classes [Breiman 2001].
6.3 Stratégie de comparaison de scores de sélection d’attributs
Ainsi qu’il a été dit plus haut, un bon critère de sélection d’attribut doit vérifier les conditions
suivantes :
1. leur aptitude à fournir des jeux de bandes les plus discriminants possible et ceci le plus indé-
pendamment possible des classifieurs utilisés
2. leur parcimonie : sélectionner le moins de bandes possibles, mais les bandes les plus efficaces
3. la stabilité des solutions qu’ils fournissent. L’objectif est en effet non seulement de rechercher
un jeu de bandes proche de la solution optimale, mais également une solution la plus stable
possible.
Ces différentes conditions vont donc être prises en compte dans notre processus de comparaison de
critères de sélection d’attributs. Ce processus est décrit figure 6.1 : les différents critères de sélection
d’attribut seront tous optimisés par les mêmes heuristiques, et, pour un jeu test donné, pour le même
nombre de bandes.
La première étape consiste donc pour chacun des jeux de données à déterminer, à l’aide de l’heuristique
d’optimisation séquentielle Sequential Forward Floating Search (SFFS), le nombre de bandes utiles à
sélectionner.
On utilise ensuite un algorithme génétique (AG) pour optimiser les différents critères de sélection
d’attributs. Cet algorithme sera ici utilisé pour optimiser des jeux de bandes de taille fixe (i.e. celle
déterminée à l’étape précédente) et identique pour tous les critères, afin de garantir la condition de
parcimonie.
La sélection de bandes par l’algorithme génétique sera d’ailleurs lancée à plusieurs reprises, afin de
bénéficier du caractère stochastique de cet algorithme pour explorer davantage de configurations spec-
trales et obtenir plusieurs solutions possibles. Il faut bien garder à l’esprit qu’en matière de sélection
d’attributs, il n’y a pas pour un critère donné une bonne solution unique, mais un ensemble de bonnes
solutions conduisant à des résultats à peu près équivalents. Ces solutions proposées par l’algorithme
génétique seront ensuite évaluées quantitativement d’après différents classifieurs. Ainsi, on mesurera
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Table 6.1 – Liste des scores testés pour la sélection d’attributs
Scores de type “wrapper”
svm.lin.K Kappa d’un SVM linéaire 1-contre-1
dt.K Kappa d’un arbre de décision
rf.K Kappa d’un classifieur Random Forests (RF)
ml.K Kappa d’un classifieur par maximum de vraisemblance avec modèle gaussien
sam.K Kappa d’un classifieur Spectral Angle Mapper (SAM)
sid.K Kappa d’un classifieur Spectral Information Divergence (SID)
sidsam.K Kappa d’un classifieur SIDSAM
svm.lin.appart score intégrant les mesures d’appartenance d’un classifieur SVM linéaire 1-contre-1
svm.lin.conf score intégrant les mesures de confiance d’un classifieur SVM linéaire 1-contre-1
rf.appart score intégrant les mesures d’appartenance d’un classifieur Random Forests (RF)
rf.conf score intégrant les mesures de confiance d’un classifieur Random Forests (RF)
Scores de type “embedded”
svm.lin.marg Marge d’un SVM linéaire 1-contre-1
rf.oob Erreur Out-of-Bag d’un classifieur Random Forest
Scores de type “filtre”
fisher.moy Séparabilité de Fisher moyenne





fisher.min Séparabilité de Fisher minimale
Bdist.moy Séparabilité de Bhattacharyya moyenne [Bruzzone et Serpico 2000]





Bdist.min Séparabilité de Bhattacharyya minimale
jm Séparabilité de Jeffries-Matusita [Bruzzone et Serpico 2000]
JM = ∑c−1i=1 ∑cj=i+1(1− e−Bij )
mi Critère basé sur l’information mutuelle [Estévez et al. 2009]
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le pouvoir discriminant des solutions proposées, tout en vérifiant leur indépendance par rapport aux
classifieurs.
Par ailleurs, une analyse qualitative sera également menée à partir de ces résultats. Pour ce faire,
nous proposons d’utiliser des mesures d’importance des bandes que nous dériverons à partir de résul-
tats intermédiaires de l’algorithme génétique. Ces importances des bandes individuelles permettront de
distinguer visuellement les parties du spectre considérées comme importantes par les différents critères
de sélection d’attributs, et de considérer qualitativement la stabilité des jeux de bandes sélectionnés,
ce qui nous est apparu être rarement fait dans la littérature.
En pratique, pour chaque critère testé, le processus de sélection de bandes par algorithme génétique
sera lancé 5 fois sur 5 ensembles d’échantillons (comprenant pour chaque classe 100 échantillons
d’apprentissage et 500 (300 pour Indian Pines) échantillons de test) sélectionnés aléatoirement avec
remise au sein des jeux de données. Pour résumer, ce sont donc 25 solutions de jeux de bandes
“optimaux” qui sont finalement obtenus pour chaque critère et évaluées quantitativement (fig .6.2).
Détermination du nombre de bandes utiles
Utilisation d'un algorithme incrémental (SFFS)
 Sélection d'un nombre fixé de bandes
Proposition de plusieurs jeux de bandes solutions
Utilisation d'un algorithme stochastique (AG)







Nombre de bandes à sélectionner
Jeu de données hyperspectrales
Figure 6.1 – Processus d’évaluation des scores de sélections d’attribut
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Figure 6.2 – Evaluation des critères de sélection utilisés à partir des différents jeux de bandes sélec-
tionnés à l’issue d’une optimisation par algorithme génétique
6.3.1 Sélection du nombre optimal de bandes avec l’algorithme Sequential For-
ward Floating Search (SFFS)
Les résultats intermédiaires d’un algorithme de sélection d’attributs incrémental vont être utilisés
pour déterminer combien de bandes sont réellement utiles et doivent être sélectionnées. Dans notre
cas, on utilise l’algorithme Sequential Forward Floating Search (SFFS) [Pudil et al. 1994]. Son principe
est décrit ci-dessous dans un cas où l’on souhaite sélectionner p canaux, en maximisant un critère J .
Notations
Dans la suite, on adopte les notations suivantes :
— B le jeu original de bandes spectrales, de cardinal NB.
— S un jeu de bandes (ou d’attributs) sélectionnées.
— J(S) le score de pertinence du jeu de bandes S ; J(.) est donc le score de sélection d’attributs
que l’on cherche à maximiser.
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tantque #S < p faire
Recherche de la bande b ∈ B \ S telle que l’association de bandes S ∪ {b} obtienne le meilleur
score, i.e. b = argmaxz∈B\SJ(S ∪ {z})
S ← S ∪ {b}
On va alors remettre en question le contenu de S : on recherche la bande s de S telle que
l’association de bandes S \ {s} obtienne le meilleur score, i.e. s = argmaxz∈SJ(S \ {z}) . Cela
signifie que parmi les bandes de S, c’est celle-ci qui a le moins d’influence sur le score, puisque
son retrait dégrade le moins le score.





S ← S \ {s}
tantque J(S) > Jn−1 faire
n← n− 1
Jn ← J(S)
On va alors remettre en question le contenu de S : on recherche la bande s de S telle que





Après quelques expériences, il est apparu que l’on ne commençait généralement à entrer dans
la boucle de remise en cause de solutions déjà obtenues seulement à partir du moment où le score
n’évoluait quasiment plus. Autrement dit, l’algorithme SFFS se comportait généralement comme un
algorithme d’optimisation (1,1) et ne commençait à vraiment revenir en arrière qu’à partir du moment
où le score à optimiser était à peu près stabilisé.
Utilisation de résultats intermédiaires : Ces algorithmes d’optimisation fournissent des résultats
intermédiaires utiles.
— Il va estimer tous les meilleurs jeux de bandes de dimension allant de 1 à p. Cela rend possible de
voir l’évolution de la position des bandes en fonction du nombre de bandes que l’on sélectionne.
— Il va également nous fournir l’évolution du score que l’on cherche à optimiser en fonction du
nombre de bandes sélectionnées, ainsi que l’évolution du taux de bonne classification obtenu en
utilisant les bandes sélectionnées. Cela va donc servir à déterminer le nombre de bandes utiles.
(Remarque : il aurait également été possible d’accéder à ce type d’information à l’aide d’autres
méthodes incrémentales comme les SVM-RFE, mais contrairement à SFFS ou (1,1), SVM-RFE
ne remet jamais en cause le jeu de bandes sélectionnées, et ne permet pas de tester différents
scores.)
6.3.2 Obtention d’une population de solutions avec un algorithme génétique
Les algorithmes génétiques sont une famille d’algorithmes d’optimisation s’inspirant des méca-
nismes de l’évolution d’une population d’individus. Pour chaque individu, est calculé un score reflétant
son aptitude à survivre. Dans le cas présent, un individu sera un jeu de bandes sélectionnées et le score
qui lui sera associé sera le score mesurant sa pertinence pour la sélection d’attributs.
On souhaite sélectionner p bandes.
Initialisation : (t← 0) On génère aléatoirement une population G(0) de N individus, i.e. N jeux
de p bandes
tantque t < tmax faire
//Boucle des générations
t← t+ 1
On calcule le score de chaque individu de la population courante.
On ne conserve alors que les n (n < N) individus présentant les meilleurs scores. Soit R(t) cette
population de survivants.
On crée alors une nouvelle génération à partir de ces survivants R(t), c’est-à-dire une nouvelle
population G(t) de N individus :
pour tout nouvel individu faire
on tire au sort 2 parents parmi les survivants R(t)de la génération précédente.
Le nouvel individu est obtenu par croisement aléatoire de ses parents.
Des mutations se produisent également de manière aléatoire (selon une certaine probabilité).
Cela évite de rester bloquer au voisinage d’un minimum local.
fin pour
fin tantque//Fin boucle des générations (La boucle cesse après un certain nombre de générations.)
Utilisation de résultats intermédiaires des algorithmes génétiques pour le calcul d’une
mesure d’importance des bandes
L’algorithme génétique va nous fournir plusieurs résultats. Il va bien entendu fournir le meilleur
individu parmi toutes les populations générées, c’est-à-dire la solution finale. Cet algorithme permet
en effet d’accéder à une solution finale proche de la “vraie” solution optimale. Néanmoins, avant
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d’y parvenir, il visite un certain nombre de solutions intermédiaires quasiment aussi bonnes que la
solution finale, parmi lesquelles les solutions des populations intermédiaires de survivants R(t). Il est
donc intéressant d’utiliser ces solutions intermédiaires pour déterminer quelles sont les bandes les plus
fréquemment sélectionnées (voir figure 6.3), et donc quelles sont les parties du spectre les plus utiles,
ainsi qu’on peut le voir sur la figure 6.3.
L’objectif est en effet non seulement de rechercher un jeu de bandes proche de la solution optimale,
mais également une solution la plus stable possible. On va donc associer à chaque bande b un score
d’importance I(b). Ce score est défini comme l’occurrence à laquelle cette bande figure parmi les jeux
de bandes figurant parmi les bonnes solutions intermédiaires. On a donc : I(b) = ∑t∑S(t) δ(b, S))
avec δ(b, S) = 1 si b ∈ S, 0 sinon.
Afin d’être plus robuste, l’algorithme génétique sera lancé plusieurs fois (i.e. pour bénéficier de dif-
férentes initialisations/mutations) et sur plusieurs “sous-”jeux de données extrait du jeu de données
complet.
Le score d’importance des différentes bandes est donc finalement calculé comme la moyenne du score







Figure 6.3 – Utilisation de résultats intermédiaires des algorithmes génétiques pour le calcul d’une
mesure d’importance des bandes. Chaque ligne représente un jeu de bandes sélectionnées faisant partie
des bonnes solutions explorées par l’algorithme génétique, et chaque point noir représente une bande
sélectionnée. L’histogramme bleu représente quant à lui le profil d’importance des bandes, i.e. la
fréquence avec laquelle elles ont été sélectionnées.
6.3.3 Evaluation quantitative
Dans le cas présent où l’on se place dans l’optique d’une optimisation spectrale pour la conception
d’un capteur, le but final est de sélectionner les meilleures bandes pour pouvoir réaliser des classifica-
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tions de l’occupation du sol, sans savoir à ce niveau quel classifieur sera alors utilisé. Aussi la qualité
du jeu de bandes sélectionnées sera évaluée en mesurant la qualité de la classification qu’il permet
d’obtenir en utilisant plusieurs classifieurs :
— ML : Classifieur par maximum de vraisemblance modélisant les classes par des distributions
gaussiennes
— RF : Forêt aléatoire
— SVM_RBF : SVM 1-contre-1 avec noyau gaussien (avec optimisation du paramétrage)
Dans le cas présent, la qualité des classifications obtenues sera mesurée par le coefficient Kappa.
Remarque : Le classifieur SVM avec noyau gaussien sera le seul classifieur qui n’aura pas été
également utilisé comme critère de sélection de bandes.
Remarque : Les approches de sélection d’attributs de type wrapper passent pour être celles qui
obtiennent les meilleurs résultats pour un classifieur donné, mais aussi pour parfois être trop dépen-
dante de ce classifieur utilisé dans le critère de sélection. Il est donc intéressant de voir quelle qualité
de classification il est possible d’obtenir lorsque l’on utilise avec d’autres classifieurs un jeu de bandes
sélectionnées comme étant le meilleur pour un classifieur.
On souhaite également que le critère de sélection garantisse une certaine stabilité de la performance
du jeu de bandes sélectionnées. Pour cela, ainsi qu’il a été dit plus haut, on va lancer la procédure de
sélection de bandes par algorithme génétique à plusieurs reprises, et sur des ensembles d’échantillons
d’apprentissage/test différents. En pratique, pour chacun des 3 jeux de données initiaux, on identifiera
donc 25 jeux de bandes proches de la solution optimale.
La qualité de ces différentes solutions pour la classification est alors évaluée. Pour un jeu de bandes
donné, l’évaluation est effectuée de la manière suivante : l’apprentissage est effectué à partir de 50
échantillons par classe sélectionnés aléatoirement (on se place donc dans une situation relativement
difficile avec un jeu de données d’apprentissage assez peu conséquent) et l’évaluation est ensuite effec-
tuée sur le reste des échantillons du jeu de données. Ce processus est appliqué 5 fois sur chacun des
25 jeux de bandes sélectionnés.
Pour un critère de sélection de bandes donné et un indicateur de qualité de la classification,
on s’intéresse donc finalement à la moyenne des différentes valeurs atteintes par celui-ci lors de ces
différentes évaluations.
6.3.4 Analyse qualitative de la stabilité des bandes sélectionnées
Une autre condition que doit vérifier un critère de sélection d’attributs pour notre problème d’op-
timisation spectrale concerne la stabilité des jeux de bandes sélectionnées.
Ainsi qu’il a été décrit en 6.3.2, des profils d’importance des bandes (fig.6.3) peuvent être calculés à
partir de résultats intermédiaires de l’optimisation par algorithme génétique.
En hyperspectral, comme les bandes voisines sont généralement très corrélées, ces profils d’importance
des bandes doivent être plutôt réguliers (ou du moins pas trop bruités). La régularité de ces profils est
donc liée à la stabilité des solutions fournies d’après un critère de sélection d’attributs. Cette analyse
de régularité des profils d’importance est restée qualitative.
Par ailleurs, l’étude de ces profils d’importance permet aussi de distinguer visuellement les parties du
spectre considérées comme importantes par les différents critères de sélection d’attributs.
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6.4 Résultats
6.4.1 Détermination du nombre optimal de bandes avec SFFS
Comme on l’a expliqué dans la section 6.3.1, l’algorithme incrémental SFFS a été utilisé pour
déterminer un nombre optimal de bandes à sélectionner. Cet algorithme optimise en effet des jeux de
bandes “optimaux” de taille croissante, en partant d’une seule bande et en ajoutant progressivement
d’autres jusqu’à un nombre maximal de bandes. Dans les expériences qui suivent, ce nombre de bandes
maximal a été limité à 20, afin de rester cohérent avec l’application visée d’identification d’un nombre
restreint de bandes dans l’objectif de la conception d’un capteur superspectral.
En pratique, on a déterminé le nombre de bandes à sélectionner en considérant à la fois l’influence du
nombre de bandes sélectionnées sur :
— le score utilisé pour la sélection,
— la qualité de la classification obtenue par un classifieur SVM avec noyau gaussien en utilisant le
jeu de bandes sélectionnées (la qualité de la classification est alors quantifiée en considérant le
coefficient Kappa ainsi que le F-score de la classe la plus mal classée).
Le nombre optimal de bandes a été déterminé comme celui à partir duquel ces deux scores n’aug-
mentent pratiquement plus. Ce choix a été fait en considérant l’évolution de ces indicateurs pour
différents critères de sélection d’attributs. (Rappelons en effet que dans la suite, ces scores seront tous
optimisés pour le même nombre de bandes.) Au final, le nombre de bandes à sélectionner est donc
choisi comme un compromis entre les différents scores de sélection d’attributs.
Pour le jeu de données Pavie, la figure 6.4 montre l’influence du nombre de bandes sélectionnées
sur le score de sélection d’attributs et sur la qualité (mesurée par le coefficient Kappa et le F-score le
plus faible) de classification obtenue par un classifieur SVM avec noyau gaussien en utilisant les jeux
de bandes sélectionnées. Ces différents indicateurs n’évoluent plus guère à partir de 5 bandes, excepté
le F-score minimal qui augmente faiblement jusqu’à 7 bandes. Des résultats analogues ont été obtenus
pour différents critères de sélection d’attributs, même si quelques différences existent. Ainsi, on peut
constater sur la figure 6.4 que les indicateurs de qualité augmentent plus lentement pour le critère jm
que pour le rf.appart. Pour cette raison, dans les expériences qui suivent, on sélectionnera 7 bandes
pour le jeu de données Pavie.
Des résultats assez semblables ont été obtenus pour le jeu de données Salinas, aussi on sélectionnera
également 7 bandes pour ce jeu de données.
Pour le jeu de données Indian Pines, les résultats sont quelque peu différents. Le score utilisé pour
la sélection d’attributs augmente rapidement jusqu’à 7 bandes. Il reste ensuite presque constant dans
le cas de rf.appart, mais continue à croître très faiblement pour jm. Le même phénomène est observé
lorsque l’on considère les indicateurs de bonne classification atteints en utilisant les jeux de bandes
sélectionnés pour un classifieur SVM à noyau gaussien.
Dans le cas du critère de sélection rf.appart, un maximum est atteint autour de 10-11 bandes, tandis
que pour jm, on reste à peu près constant avant de connaître une nouvelle augmentation assez faible.
Il convient toutefois de conserver à l’esprit que ce jeu de données est plus difficile que les deux précé-
dents. Il présente en effet d’une part moins d’échantillons d’apprentissage et de test (et donc un risque
accru de surapprentissage). D’autre part, les classes y sont plus difficiles à distinguer et les résultats
bruts de classification (c’est-à-dire sans aucun post-traitement de régularisation) restent bruités. En
effet, des expériences complémentaires ont été menées dans ce sens, et ont permis d’observer que le fait
d’appliquer à la classification une régularisation de type vote majoritaire réduisait cette augmentation
résiduelle et ont confirmé que 10 bandes étaient un bon compromis.
Aussi, dans les expériences qui suivent, seules 10 bandes seront sélectionnées pour le jeu de don-
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Figure 6.4 – Jeu de données Pavie : influence du nombre de bandes sélectionnées sur le score utilisé
pour la sélection d’attributs (à gauche) et sur la qualité de la classification par un classifieur SVM
gaussien en utilisant les jeux de bandes sélectionnés (à droite, avec en bleu le coefficient Kappa (en
%) et en rouge le F-score (en %)le plus faible). Les 2 scores de sélection d’attributs considérés sont
rf.appart (ligne du haut) et jm (ligne du bas)
nées Indian Pines. Ces bandes seront sélectionnées parmi toutes les bandes disponibles, et donc dans
l’intégralité du domaine spectral VNIR + SWIR, sans restriction à un seul de ces domaines.
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Figure 6.5 – Jeu de données Indian Pines : influence du nombre de bandes sélectionnées sur le score
utilisé pour la sélection d’attributs (à gauche) et sur la qualité de la classification par un classifieur
SVM gaussien en utilisant les jeux de bandes sélectionnés (à droite, avec en bleu le coefficient Kappa
(en %) et en rouge le F-score (en %) le plus faible). Les 2 scores de sélection d’attributs considérés
sont rf.appart (ligne du haut) et jm (ligne du bas)
6.4.2 Comparaison des différents critères de sélection
L’optimisation de bandes à l’aide des algorithmes génétiques a donc été lancée pour sélectionner 7
bandes pour Pavie, 10 pour Indian Pines et 7 pour Salinas. Pour chacun des scores de sélection d’attri-
buts testés, plusieurs solutions ont été proposées par les algorithmes génétiques. La qualité (mesurée
par le coefficient Kappa) des classifications qu’elles permettent d’obtenir a été mesurée pour différents
classifieurs. A un score de sélection d’attribut donné, on associe donc les Kappa obtenus moyennés
sur l’ensemble des solutions. Ces Kappa moyens sont présentés sur la figure 6.6.A première vue, on
constate que la plupart du temps, les coefficients Kappa obtenus pour les jeux de bandes sélectionnées
selon les différents scores testés évoluent de manière assez semblable quel que soit le classifieur (RBF
SVM, RF ou ML) utilisé pour l’évaluation. Autrement dit, un score de sélection d’attributs qui conduit
à un bon résultat pour un classifieur donnera aussi généralement de bons résultats pour les autres
classifieurs. Aussi, les performances du score apparaissent plutôt indépendantes du classifieur utilisé
lors de l’étape de validation.
On peut aussi remarquer d’après la figure 6.6 que les meilleurs critères de sélection d’attributs
conduisent à des classifications de qualité assez similaire. Ce résultat est clairement visible pour le
jeu Pavie, et dans une moindre mesure pour Salinas. A l’inverse, les résultats sont plus contrastés
pour Indian Pines. Ceci pourrait être dû au fait qu’Indian Pines est un jeu de données plus difficile,
avec une forte variabilité intra-classe et des similarités entre classes différentes plus fortes (voir section
6.4.3), alors que Pavie est un jeu de données très simple avec peu de classes se distinguant bien les
unes des autres.
Ces résultats vont maintenant être analysés par famille de critères de sélection. Les profils d’im-
portance de bandes seront également pris en compte.
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Figure 6.6 – Coefficients Kappa (en %) moyens obtenus par les classifieurs RBF SVM (bleu), RF
(rouge) et ML (jaune) en utilisant les jeux de bandes sélectionnés d’après les différents critères de
sélection d’attributs testés. De haut en bas : résultats obtenus pour Pavie, Indian Pines et Salinas.
92
Comparaison de critères de type wrapper classiques
On peut constater sur la figure 6.6 que les scores sam.K, sid.K et sidsam.K sont moins bons que
les autres scores de type wrapper. Ce phénomène apparaît fortement dans les cas d’Indian Pines et de
Salinas et s’observe comme une tendance légère dans le cas de Pavie. Le fait que ce phénomène est le
plus marqué pour Indian Pines est vraisemblablement lié à la forte variabilité intra-classe de ce jeu de
données. N’oublions pas que pour ces classifieurs, on utilise comme modèle pour chaque classe un seul
spectre de référence, à savoir le spectre moyen calculé à partir de ces échantillons d’apprentissage.
Les autres scores de type wrapper reposant sur le Kappa comme mesure de qualité de classification
conduisent à des résultats quantitatifs sensiblement équivalents. Néanmoins, on peut faire quelques
commentaires complémentaires si l’on regarde les profils d’importance des bandes qui leur sont asso-
ciés (figure 6.7 et 6.8). Ainsi, dans le cas de Pavie (figure 6.7), on peut voir que le critère svm.lin.K
a tendance à sélectionner les premières bandes (autour de la bande 5) du spectre, alors qu’il apparaît
que ces bandes sont assez bruitées. Le critère ml.K donne d’excellents résultats si l’on ne considère
que l’évaluation quantitative, mais a tendance à être très sensible à un probable artefact de correction
atmosphérique : ce critère accorde ainsi beaucoup d’importance à la portion du spectre comprise entre
les bandes 80 et 85, et particulièrement à la bande 82. Or cette portion du spectre correspond en fait
à un artefact de correction atmosphérique (qui se trouve peut-être être ici discriminant par accident),
et non à un véritable comportement caractéristique permettant de bien discriminer les différentes
classes. Cette tendance à sélectionner ces quelques bandes correspondant à cet artefact est par ailleurs
observée avec plus ou moins de force pour d’autres critères de sélection d’attributs.
Comparaison de critères de type wrapper : comparaison entre critères classiques et cri-
tères prenant en compte la confiance
Le fait d’utiliser des scores prenant en compte la confiance du classifieur au lieu de scores classiques
mesurant (à l’image du coefficient Kappa) le taux de bonne classification a tendance à améliorer les
résultats. Cette tendance est observée sur la figure 6.6, à la fois dans le cas des classifieurs RF et SVM :
l’utilisation des scores rf.appart ou rf.conf au lieu de rf.K, ou celle de svm.lin.appart ou svm.lin.conf
au lieu de svm.lin.K ont une légère tendance à améliorer la qualité des classifications obtenues. Si
l’on observe les importances de bandes obtenues pour Pavie (figure 6.9), on constate que l’utilisation
de rf.appart au lieu de rf.K évite de sélectionner les bandes bruitées situées autour de la bande 5.
Les profils d’importance de bandes obtenus en utilisant rf.appart semblent aussi sensiblement plus
réguliers que lorsque l’on utilise rf.K, à la fois pour Pavie (fig. 6.9) et Indian Pines (fig. 6.10). Ce
phénomène est encore plus marqué dans le cas du critère rf.conf. Ainsi, le fait d’utiliser un critère de
sélection d’attributs intégrant la confiance du classifieur a tendance à régulariser les importances de
bandes et à stabiliser la sélection d’attributs.
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Figure 6.7 – Pavie : profils d’importance de bandes obtenus pour différents critères de sélection
d’attributs : ml.K (en haut à gauche), svm.lin.K (en haut à droite), rf.K (en bas)
Figure 6.8 – Indian Pines : profils d’importance de bandes obtenus pour différents critères de sélection
d’attributs : ml.K (en haut à gauche), svm.lin.K (en haut à droite), rf.K (en bas)
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Figure 6.9 – Pavie : profils d’importance de bandes obtenus pour différents critères de sélection
d’attributs : rf.appart (en haut à gauche), rf.conf (en haut à droite) , rf.K (en bas)
Figure 6.10 – Indian Pines : profils d’importance de bandes obtenus pour différents critères de sélec-
tion d’attributs : rf.appart (en haut à gauche), rf.conf (en haut à droite) , rf.K (en bas)
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Comparaison entre critères wrapper et embedded
Les performances de classification atteintes en utilisant les critères embedded (svm.lin.marg et
rf.oob) sont généralement moins bonnes que celles obtenues pour les scores wrapper associés à ces deux
classifieurs. Ce phénomène apparaît de manière particulièrement nette dans le cas de svm.lin.marg,
qui est le plus mauvais parmi tous les critères testés, et ceci pour tous les classifieurs utilisés lors de
l’étape d’évaluation.
Même s’ils restent assez bons, les jeux de bandes sélectionnées par le critère rf.oob donnent ensuite
généralement des résultats de classification moins bons que les autres scores de type wrapper, et en
particulier aux autres scores rf.K, rf.appart et rf.conf également associés au même classifieur des
Random Forests.
Comparaison de critères wrapper et filtre
Du point de vue de l’évaluation quantitative (fig. 6.6), le critère basé sur l’information mutuelle
(im) donne des résultats très variables en fonction des différents jeux de données. Ainsi, pour Pavie, les
jeux de bandes sélectionnées d’après ce critère permettent des taux de bonne classification du même
ordre que ceux obtenus pour les meilleurs scores de type wrapper, tandis qu’à l’inverse, les résultats
qu’ils obtiennent sont parmi les plus mauvais dans le cas du jeu Indian Pines. Les profils d’importance
de bandes (figures 6.11 et 6.12) obtenus selon ce critère im sont également très différents de ceux
obtenus pour les autres critères : ils tendent en effet à négliger des portions complètes du spectre. Ce
phénomène est particulièrement frappant dans le cas d’Indian Pines, pour lequel les bandes comprises
entre 30 et 100 sont considérées comme absolument non importantes, contrairement aux autres scores
testés. Ceci s’explique par le fait que ce score est construit de manière à rechercher le jeu de bandes
les plus corrélées avec la vérité terrain et les moins corrélées entre elles. Dans le cas d’Indian Pines, on
se trouve face à des groupes de bandes tellement corrélées à la vérité terrain que le fait qu’elles soient
également assez corrélées entre elles est moins bien pris en compte par le critère. Le fait de modifier
la pondération entre ces deux conditions pourrait régler ce problème, mais on introduirait alors un
nouveau paramètre à régler.
Les autres scores de type filtre qui ont été testés sont des mesures de séparabilité. Ils donnent
d’excellents résultats du point de vue de l’évaluation quantitative (fig. 6.6) : ils conduisent en effet
à des résultats aussi bons voire meilleurs que ceux obtenus par les meilleurs scores de type wrapper.
En particulier, la mesure de séparabilité de Jeffries-Matusita (jm) apparaît comme l’un des meilleurs
critères.
Toutefois, si l’on s’intéresse aux profils d’importance de bandes pour Pavie (figure 6.11) d’après le
critère jm, on constate qu’il donne beaucoup d’importance à la partie du spectre (bandes 80 à 85),
correspondant à des artefacts de correction atmosphérique. Ce phénomène se produit également pour
les critères bdist.moy,bdist.min, fisher.moy et fisher.min.
De surcroît, les profils d’importances de bandes obtenus en utilisant par exemple le critère jm semblent
sensiblement moins réguliers et plus difficiles à interpréter que ceux obtenus par les meilleurs wrapper
(rf.appart, rf.conf ).
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Figure 6.11 – Pavie : profils d’importance de bandes obtenus pour la distance de JM (à gauche)
(score jm) et l’information mutuelle (à droite) (score im)
Figure 6.12 – Indian Pines : Profils d’importance de bandes obtenus pour la distance de JM (à
gauche) (score jm) et l’information mutuelle (à droite) (score im)
Bilan
Différents critères de sélection d’attributs wrapper, embedded et filtre ont été testés, comparés et
évalués sur plusieurs jeux de données.
— svm.lin.marg apparaît clairement comme le plus mauvais d’entre eux, donnant des résultats mé-
diocres sur les différents jeux de données.
— D’autres (sam.K, sid.K and im) fonctionnent plutôt bien sur les jeux de données les plus simples,
mais de manière médiocre sur le jeu le plus difficile (Indian Pines) où les différentes classes tendent
à la fois à se ressembler et à présenter une variabilité intra-classe plus importante.
— La plupart des critères testés fonctionnent plutôt bien, permettant d’obtenir des classifications
de bonne qualité. Si les meilleurs scores sont les mesures de séparabilité (filtre) et certains scores
de type wrapper, on peut observer certaines tendances :
— Les critères de type séparabilité ont tendance à conduire à des classifications légèrement
meilleures (du point de vue de l’évaluation quantitative) que les scores de type wrapper. En
particulier, le critère jm apparaît le plus souvent comme étant le meilleur score du point de
vue de l’analyse quantitative. Toutefois, du point de vue qualitatif, les profils d’importance
des bandes obtenus pour ce score sont un peu moins réguliers que ceux des wrappers, avec
par conséquent des solutions peut-être un peu moins stables. Par ailleurs, dans le cas du
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jeu de données Pavie, ce critère a tendance à être assez sensible à un artefact de correction
atmosphérique.
— Les scores intégrant la confiance du classifieur (rf.appart, rf.conf, svm.lin.appart.conf ou
svm.lin.conf ) semblent mieux fonctionner que les scores wrapper classiques exprimés comme
de simples taux de bonne classification. Cette tendance a pu être observée à la fois lors des
analyses quantitative et qualitative (profils d’importance des bandes). Prendre en compte
la confiance du classifieur a en effet tendance à produire des profils d’importance de bandes
plus réguliers et donc à fournir des solutions plus stables.
Pour résumer, on peut considérer que les critères de sélection d’attributs les plus intéressants sont
rf.appart et rf.conf pour les wrappers et jm pour les filtres, puisque ce sont eux qui permettent
d’obtenir les meilleurs résultats quantitatifs. rf.appart/rf.conf semblent fournir des solutions plus
stables que jm. Par ailleurs, ils semblent être aussi plus robustes à certains artefacts (comme
l’artefact de correction atmosphérique dans le cas de Pavie).
Plusieurs conclusions peuvent être tirées sur les parties du spectre intéressantes d’après les profils
d’importance des bandes calculés pour les différents critères.
— Les configurations spectrales optimales sont différentes d’un critère de sélection d’attributs
à un autre. En effet, si certaines parties du spectre sont considérées comme importantes
par la plupart des critères testés, d’autres correspondent à des désaccords entre les critères.
— Les zones considérées comme importantes sont souvent “explicables”. Elles peuvent en effet
correspondre à une zone à peu près constante avant ou après une forte variation de certains
spectres, ou encore à des zones ou certains spectres se croisent.
— Sur les jeux de données Indian Pines et Salinas, aucune précaution n’avait été prise quant
aux bandes très bruitées correspondant aux principales fenêtres d’absorption atmosphé-
riques. Or on constate avec satisfaction que pour la plupart des critères testés (à l’exception
des plus mauvais), ces zones du spectre se voient attribuées des importances très faibles.
On peut y voir un critère de qualité des scores testés.
— Les profils d’importance de bandes obtenus pour le jeu de données Indian Pines sont souvent
plus difficiles à analyser que pour Pavie. Néanmoins, quelques tendances communes peuvent
être observées, en particulier dans le domaine du SWIR, ou certains blobs le long du spectre
sont visibles pour la majorité des critères testés. De manière plus générale, certaines zones
du SWIR apparaissent comme importantes (au même niveau que les zones du VNIR) pour
les différents scores de sélection d’attributs testés.
6.4.3 Exemples de classifications obtenues en utilisant les bandes sélection-
nées
Afin de discuter plus en détail de la qualité et des limites des résultats obtenus en utilisant les
critères jm, rf.appart et rf.conf de sélection d’attributs identifiés précédemment comme étant les
meilleurs, cette section présentent quelques exemples de classifications obtenues en utilisant les
jeux de bandes sélectionnées. Tous les résultats présentés (carte de classification et matrices de
confusion) ont été obtenus en utilisant un classifieur SVM avec noyau gaussien.
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Salinas
Le tableau 6.2 présente les indicateurs de bonne classification moyens obtenus pour les jeux de
bandes sélectionnés à l’aide des critères jm ou rf.appart. Y sont présentés, pour chaque classe,
ses précisions utilisateur (User Acc.) et producteur (Prod Acc.) ainsi que son F-score. Ces indi-
cateurs ont en fait été moyennés sur les 25 jeux de bandes proposés comme solutions lors des
différents lancements de l’algorithme génétique, pour un critère de sélection d’attributs donné.
Il apparaît d’abord que les résultats obtenus en utilisant jm ou rf.appart ne sont généralement
pas significativement différents. On peut toutefois remarquer, pour la plupart des classes, une
tendance du F-score (i.e. une mesure alternative entre précisions producteur et utilisateur) à être
très légèrement meilleur lorsque l’on utilise le critère rf.appart plutôt que jm. La seule excep-
tion concerne la classe “Lettuce_romaine_4wk” pour laquelle le F-score est fortement amélioré
lorsque l’on utilise rf.appart. La plupart des classes sont très bien classées, à l’exception des
classes “Grapes_untrained” et “Vineyard_untrained”. Par ailleurs, les classes les plus mal trai-
tées sont les mêmes pour les deux scores de sélection d’attributs, et leurs précisions sont très
similaires que l’on utilise jm ou rf.appart. La figure 6.13 montre un exemple de carte de clas-
sification obtenue en utilisant le meilleur jeu de bandes (parmi toutes les solutions proposées)
obtenu en utilisant rf.appart comme critère de sélection d’attributs. Les parcelles correspondant
aux deux classes les plus mal traitées (“Grapes_untrained” et “Vineyard_untrained”) appa-
raissent en rose et magenta en haut à gauche de l’image. Des confusions entre ces deux classes
se produisent. Or ces deux classes semblent sémantiquement assez proches. Aussi, ces confusions
risquent de ne pas être évitées même en utilisant plus de bandes, indépendamment du score de
sélection d’attributs.
Figure 6.13 – De gauche à droite : image de Salinas, carte de vérité terrain associée et exemple
de classification obtenue par un classifieur SVM avec noyau gaussien pour un jeu de bandes optimal
obtenu d’après le critère rf.appart. La plupart des confusions concernent deux classes qui semblent
sémantiquement assez proches.
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Table 6.2 – Salinas : indicateurs de qualité de la classification (précision utilisateur, précision pro-
ducteur et F-score exprimés en %) obtenue pour des jeux de bandes sélectionnées d’après les critères
jm et rf.appart. Ces chiffres sont des moyennes calculées sur les 25 jeux de bandes proposés à l’issue
de plusieurs lancements des algorithmes génétiques.
jm rf.appart
Classes User Acc. Prod. Acc. F-score User acc. Prod. Acc. F-score
Broccoli_green_weeds_1 99,7 98,4 99,1 99,8 98,2 99,0
Broccoli_green_weeds_2 98,9 99,6 99,3 98,8 99,6 99,2
Celery 98,7 99,6 99,1 99,1 99,6 99,4
Corn_senesced_green_weeds 89,0 89,9 89,4 88,0 91,0 89,4
Fallow 93,0 97,4 95,1 93,5 97,6 95,5
Fallow_rough_plow 98,0 99,2 98,6 97,9 99,2 98,5
Fallow_smooth 97,5 97,2 97,3 97,6 97,7 97,6
Grapes_untrained 79,4 69,9 74,2 79,4 71,3 75,0
Lettuce_romaine_4wk 84,9 96,5 90,2 91,4 97,4 94,2
Lettuce_romaine_5wk 97,1 99,1 98,0 97,1 99,2 98,1
Lettuce_romaine_6wk 95,9 97,5 96,7 95,9 97,6 96,8
Lettuce_romaine_7wk 91,2 94,8 92,8 93,4 94,5 93,9
Soil_vineyard_developed 98,8 97,6 98,2 98,9 98,4 98,7
Stubble 99,9 99,4 99,7 99,9 99,4 99,7
Vineyard_untrained 62,9 70,9 66,5 63,8 70,3 66,7
Vineyard_vertical_trellis 96,6 97,7 97,1 97,4 98,0 97,7
Moyenne 92,6 94,1 93,2 93,2 94,3 93,7
Minimum 62,9 66,8 66,4 63,8 67,5 66,7
Maximum 99,9 99,8 99,8 99,9 99,8 99,8
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Indian Pines data set
Le tableau 6.3 présente les indicateurs de bonne classification moyens obtenus pour les jeux de
bandes sélectionnées à l’aide des critères jm ou rf.appart. Y sont présentés pour chaque classe
ses précisions utilisateur (User Acc.) et producteur (Prod Acc.) ainsi que son F-score. Ces indi-
cateurs ont en fait été moyennés sur les 25 jeux de bandes proposés comme solutions lors des
différents lancements de l’algorithme génétique, pour un critère de sélection d’attributs donné.
Le fait d’utiliser jm ou rf.appart a peu d’impact sur le F-score (moins de 1 %) pour la plupart
des classes, exceptés “Corn-notill” et “Soybean-clean”, qui sont mieux discriminés lorsque l’on
utilise des jeux de bandes sélectionnés d’après jm. Ces classes font par ailleurs partie des classes
les plus mal classées.
Il faut aussi préciser que ce jeu de données est difficile, puisque certaines des classes sont très
similaires et tendent donc à se confondre. Ainsi, certaines classes concernent le même type de
culture à différents stades de développement. Les confusions se produisent aussi souvent entre
des classes concernant des cultures différentes dans leur premier stade de développement, alors
qu’elles ont encore peu poussé et que le sol nu apparaît encore majoritairement. De telles confu-
sions sont constatées dans la matrice de confusion (tableau 6.4), comme par exemple entre les
classes “Corn-notill” et “Soybean-mintill” ou “Soybean-notill”. Par exemple, sur la figure 6.14,
une parcelle de “Corn-notill” située en haut à gauche de l’image est majoritairement confondue
avec la classe “Soybean-notill”. En outre, ce phénomène est amplifié par une importante varia-
bilité intra-classe. Ceci peut être nettement observé dans la figure 6.14 sur les parcelles les plus
grandes situées au centre de l’image. Aussi, la carte de classification obtenue (figure 6.14) semble
plutôt bruitée.
Remarque : Certains papiers présentent de meilleurs résultats sur ce jeu de données. Les résultats
obtenus ici sont pourtant conformes à ceux obtenus dans d’autres travaux dans des conditions
similaires, notamment [Roscher et al. 2012b] qui adoptent une stratégie d’apprentissage similaire
à celle mise en œuvre ici en utilisant le même nombre d’échantillons pour chacune des classes.
[Roscher et al. 2012b] montrent aussi qu’il est possible d’améliorer les résultats en prenant plus
d’échantillons. Il faut aussi garder à l’esprit que, sur ce jeu de données, la quantité de pixels de
vérité terrain disponibles pour la plupart des classes reste limitée. Par ailleurs, les classes n’y sont
pas présentes de manière équilibrée, certaines d’entre elles concernant très peu d’échantillons de
vérité terrain. Aussi, d’autres stratégies d’apprentissage utilisent pour chaque classe un nombre
d’échantillons d’apprentissage correspondant à la même proportion de l’ensemble des échantillons
de la classe, ce qui peut, dans le cas particulier de ce jeu de données, avoir un impact sur les
résultats de classification (notamment avec les SVM). Toutefois, le processus d’apprentissage
utilisant le même nombre d’échantillons pour chaque classe et mis en œuvre ici nous semble plus
adapté : il ne fait en effet aucun a priori sur les classes, les considérant comme équiprobables et
donnant donc la même importance à chacune d’elle.
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Table 6.3 – Indian Pines : indicateurs de qualité de la classification (précision utilisateur, précision
producteur et F-score en %) obtenus pour des jeux de bandes sélectionnées d’après les critères jm et
rf.appart. Ces chiffres sont des moyennes calculées sur les 25 jeux de bandes proposés à l’issue des
différents lancements des AG.
jm rf.appart
Classes User Acc. Prod. Acc. F-score User acc. Prod. Acc. F-score
Corn-mintill 60,6 74,6 66,7 61,7 74,3 67,2
Corn-notill 70,1 75,9 72,8 67,6 72,6 69,9
Grass-pasture 79,7 93,3 85,8 81,1 93,6 86,7
Grass-trees 93,1 98,0 95,5 92,9 97,1 94,9
Hay-windrowed 98,7 99,8 99,3 98,5 99,7 99,0
Soybean-clean 70,9 84,4 76,9 67,7 81,9 73,9
Soybean-mintill 84,2 61,1 70,8 83,1 59,8 69,4
Soybean-notill 66,3 78,6 71,8 66,0 80,4 72,4
Woods 98,9 95,0 96,9 98,9 95,9 97,4
Moyenne 80,3 84,5 81,8 79,7 83,9 81,2
Minimum 59,7 61,1 66,4 59,5 59,8 66,2







































































































































































































































































































































































Figure 6.14 – De gauche à droite : image d’Indian Pines, carte de vérité terrain associée et exemple
de classification obtenue par un classifieur SVM avec noyau gaussien pour un jeu de bandes optimal
obtenu d’après le critère rf.appart.
6.5 Conclusion
Le travail qui vient d’être présenté s’est particulièrement focalisé sur la comparaison de différents
critères de sélection d’attributs. Tous les critères testés ont été optimisés sur des jeux de données
hyperspectrales en utilisant les mêmes heuristiques d’optimisation. Le nombre de bandes à sélec-
tionner a d’abord été déterminé pour chaque jeu de données à l’aide d’un algorithme incrémental
de sélection d’attributs. Les différents critères ont ensuite été optimisés par un algorithme gé-
nétique, qui a proposé plusieurs solutions possibles. Ces différents jeux de bandes ont alors été
évalués et comparés au sens d’indicateurs de qualité d’une classification. Une analyse qualitative
a également été menée, en considérant une mesure d’importance des bandes calculée à partir
de résultats intermédiaires de l’algorithme génétique et permettant d’identifier visuellement les
parties du spectre identifiées comme étant les plus importantes d’après les différents critères de
sélection d’attributs.
Bilan de la comparaison des critères de sélection
Au final, la plupart des critères testés conduisent à de bons résultats. Peu d’entre eux donnent
des résultats réellement moins bons voire médiocres : svm.lin.marg est apparu comme le moins
bon critère, conduisant à de mauvais résultats sur les différents jeux de données, tandis que
d’autres critères (sam.K, sid.K et im) fonctionnent assez bien sur les deux jeux de données les
plus simples, et nettement moins bien sur le jeu de données le plus difficile.
A l’inverse, les autres critères ont permis de sélectionner des jeux de bandes conduisant à de
bonnes classifications de qualités sensiblement équivalentes, même si certaines tendances très
légères peuvent être observées. D’abord, les scores de type filtre basés sur des mesures de sépara-
bilité conduisent à des résultats de classification sensiblement meilleurs que les meilleurs scores
de type wrapper. En particulier, la distance de Jeffries-Matusita jm est souvent apparue comme
le meilleur critère lors des analyses quantitatives. Toutefois, ce critère tend à donner des profils
d’importance de bandes moins stables et réguliers que certains scores de type wrapper et, dans
le cas du jeu de données Pavie, à être assez sensible à un artefact de correction atmosphérique.
Enfin, des scores de type wrappers prenant en compte la confiance du classifieur permettent d’ob-
tenir de meilleurs résultats que des scores wrapper classiques comme un simple taux de bonne
classification. Ainsi, ce type de score appliqué à un classifieur Random Forest a été identifié
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comme l’un des meilleurs critères de sélection d’attributs, tant d’un point de vue quantitatif que
qualitatif. La prise en compte de la confiance du classifieur dans le critère de sélection d’attri-
buts a en effet tendance à régulariser les profils d’importance des bandes et à fournir des jeux
de bandes plus stables.
Par conséquent, même si les autres scores sont quasiment aussi bons, on considérera que les cri-
tères les plus intéressants sont les scores prenant en compte la confiance d’un classifieur Random
Forests (rf.appart) et rf.conf ) pour les wrappers et la distance de Jeffries-Matusita (jm) pour
les filtres. Ces scores conduisent en effet aux meilleurs résultats quantitatifs. rf.appart ou rf.conf
semble de plus fournir des résultats plus stables que jm, si l’on considère ses profils d’importance
de bandes plus réguliers. Ces scores semblent aussi plus robustes à certains artefacts. Toutefois,
même si les temps de calcul ne sont pas une contrainte majeure dans notre cas et n’ont donc
pas été discutés en détail dans l’étude qui précède, on peut ajouter que les critères basés sur les
méthodes de type filtre sont plus rapides que les wrapper comme rf.appart ou rf.conf.
Apports proposés
Plusieurs apports ont été proposés dans ce chapitre.
— Une comparaison de différents critères de sélection d’attributs a été réalisée. Les critères
testés étaient issus des trois familles d’approches “wrapper”, “embedded” ou “filtre” de sé-
lection d’attributs. Les critères qui ont été comparés se limitaient à ceux permettant de
mesurer la performance d’un jeu de bandes et utilisables dans le cadre d’approches d’opti-
misation génériques.
— L’approche mise en place pour les comparer est assez originale dans le sens où elle les éva-
lue à la fois de manière quantitative (par le biais des taux de bonne classification obtenus
par différents classifieurs pour les configurations spectrales optimisées au sens des diffé-
rents critères), mais également qualitative en s’intéressant au comportement des sélections
proposés par le biais de profils d’importance des bandes au sens des différents scores de
sélection d’attributs testés.
— Une mesure d’importance des bandes calculée à partir des résultats intermédiaires d’un
algorithme génétique a été proposée. On obtient alors des profils d’importance de bandes
qui permettent de constater visuellement quelles parties du spectre sont importantes, au
sens où elles ont souvent été sélectionnées. Ces profils ont été utilisés pour la comparaison
qualitative des différents scores de sélection d’attributs.
— Des critères de type wrapper pour la sélection d’attributs ont été proposés : ces critères sont
associés à un classifieur et prennent en compte la confiance avec laquelle ce classifieur classe
les échantillons. Ils ne se limitent donc pas comme la plupart des scores wrapper à un simple
taux de bonne classification, et nous donnent un score intermédiaire entre les séparabilités
de type filtre et les scores taux de bonne classification wrapper classiques. Ces scores sont
apparus comme étant parmi les meilleurs critères notamment lorsqu’ils sont associés à un
classifieur RF.
6.5.1 Stratégie de sélection de bandes mise en œuvre dans la suite
Le processus de sélection de bandes qui sera mis en œuvre dans la suite sera assez semblable à
celui mis en œuvre pour comparer les différents critères de sélection d’attributs.
On commencera par utiliser l’algorithme SFFS pour fournir des indicateurs pour de déterminer
le nombre de bandes utiles. Le choix du nombre de bandes à sélectionner aurait alors pu être
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automatisé (et aurait dû l’être dans le cas où la sélection d’attributs avait été faite comme un
pré-traitement d’une chaîne de classification), mais dans le contexte de la conception d’un cap-
teur, il est intéressant de pouvoir conserver la main sur ce paramètre.
Ensuite, on effectuera plusieurs sélections de bandes à l’aide de l’algorithme génétique. On ob-
tiendra donc comme précédemment des profils d’importance des différentes bandes ainsi que
plusieurs jeux de bandes optimisés parmi lesquels on pourra choisir la meilleure solution, comme
étant celle qui respecte au choix l’un des critères suivants :
— la solution qui maximise le score de sélection d’attribut.
— le jeu de bandes qui présente les bandes les moins corrélées entre elles, autrement dit celui
qui minimise la corrélation inter-bandes
— le jeu dont les bandes se trouvent le plus possible dans les zones du spectre considérées
comme importantes d’après les profils d’importance de bandes
Les scores de sélection de bandes qui seront utilisés dans la suite seront les scores rf.appart ou
rf.conf, ou encore jm dans les cas où l’on a besoin d’un critère un peu plus rapide.
6.6 Perspectives
6.6.1 Présélection de bandes utiles à l’aide de mesures de type filtre
Plusieurs méthodes de type filtre ou embedded consistent à calculer pour chaque attribut un
score d’importance, classer les attributs en fonction de ce score puis n’en conserver que les n
meilleurs. De tels scores, calculés pour chaque attribut, sont par exemple celui de l’algorithme
RELIEFF [Kira et Rendell 1992, Kononenko et al. 1997], ou le score de Fischer. D’autres scores
de ce type mesurant la corrélation (au sens de l’information mutuelle) entre chaque bande et la
vérité terrain sont présentés dans [Hall et Holmes 2003]. Ces différentes mesures d’importance
se calculent très rapidement.
On peut voir sur la figure 6.15 des exemples de telles mesures d’importance calculées pour
les scores CorrelationAttributeEval, SymetricalUncertAttributeEval et ReliefFAttributeEval du
logiciel Weka 1.
— Le score CorrelationAttributeEval correspond simplement à une mesure de la corrélation
(au sens de Pearson) entre attributs et classes.
— Le score ReliefFAttributeEval est calculé par l’algorithme ReliefF [Kira et Rendell 1992,
Kononenko et al. 1997].
— Le score SymetricalUncertAttributeEval mesure l’incertitude symétrique d’un attribut par
rapport à une classe et se calcule par la formule suivante :
SymU(classe, attribut) = 2.H(classe)−H(attribut|classe)
H(classe) +H(attribut)
avec H(.) désignant l’entropie.
1. http://www.cs.waikato.ac.nz/ml/weka/
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Figure 6.15 – Exemples pour Pavie (à gauche) et Indian Pines (à droite) d’importances de bandes
données par différentes mesures de type filtre, avec de haut en bas, la corrélation entre les attributs
et les classes, la mesure fournie par ReliefF et l’incertitude symétrique par rapport à une classe
Figure 6.16 – Evolution (pour Pavie à gauche et Indian Pines à droite) du Kappa obtenu pour un
classifieur SVM à noyau gaussien en fonction du nombre de bandes sélectionnées, pour des sélections
de bandes effectuées à partir des 3 scores CorrelationAttributeEval, ReliefFAttributeEval et Symetri-
calUncertAttributeEval et par la méthode SFFS pour le score rf.appart
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Ces mesures d’importance ne prennent pas en compte les dépendances entre bandes sélection-
nées. Aussi un jeu de bandes spectrales défini à partir des nmeilleures bandes d’après ces mesures
ne sera pas forcément une solution optimale, ou du moins ne sera pas parcimonieuse, ainsi que
l’illustre la figure 6.16 qui montre l’évolution d’un taux de bonne classification en fonction du
nombre de bandes sélectionnées, pour des sélections de bandes effectuées à partir des 3 scores
CorrelationAttributeEval, ReliefFAttributeEval et SymetricalUncertAttributeEval et par la mé-
thode SFFS pour le score rf.appart. Néanmoins, si l’on s’intéresse à ces profils d’importance de
bandes, on peut constater visuellement que certains groupes de bandes voisines et vraisembla-
blement corrélées se distinguent, formant des blobs pour lesquels les importances commencent
à croître à partir d’un minimum local, puis augmentent jusqu’à un maximum local, puis redes-
cendent. On peut donc considérer que ces maxima locaux vont correspondre à des bandes plus
pertinentes que leurs voisines pour un problème de classification donné.
Aussi, on peut exploiter ces profils d’importance de bandes pour pré-sélectionner les bandes
correspondant à ces maxima locaux, éventuellement après avoir lissé ces profils pour éviter d’en
détecter de trop. On peut ensuite appliquer à ce jeu de bandes restreint (voir tableau 6.5) la
méthode de sélection d’attributs présentée dans la section 6.5.1, mais pour une combinatoire
déjà bien réduite (et donc avec un gain en terme de temps de calcul si ce critère est important).
Pavie Indian Pines Salinas
Avant présélection 102 220 224
CorrelationAttributeEval 21 32 32
ReliefFAttributeEval 9 42 38
SymetricalUncertAttributeEval 19 53 49
Table 6.5 – Nombres de bandes conservées après pré-sélection suivant les différentes mesures filtres.
Pavie Indian Pines Salinas
Nombre de bandes sélectionnées 7 10 7
Sans présélection 95.2 75 87.2
CorrelationAttributeEval 94.1 73.8 87.4
ReliefFAttributeEval 94.3 73.7 86.9
SymetricalUncertAttributeEval 94.8 74.3 87.5
Table 6.6 – Kappa (en %) obtenu pour les classifications utilisant des jeux de bandes sélectionnées
parmi les sous-ensembles de bandes pré-sélectionnés par les mesures filtres.
On constate d’après le tableau 6.6 que les performances de classification atteintes en utilisant les
jeux de bandes sélectionnées parmi ces pré-sélections de bandes importantes sont généralement
très légèrement plus faibles que lorsque la sélection est faite parmi l’intégralité des bandes. Cet
écart n’est toutefois pas très significatif. Aussi, dans un contexte différent de celui de l’optimisa-
tion spectrale en vue de la conception d’un capteur, si le temps de calcul devenait une contrainte,
on pourrait avoir intérêt à utiliser la stratégie proposée de pré-sélection d’un sous-ensemble de
bandes à partir de mesures filtres d’importance de bandes.
6.6.2 Utilisation d’indices calculés à partir des bandes
On obtient généralement de meilleurs résultats de classification en utilisant des indices calculés
à partir des bandes. De tels indices peuvent être :
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— des différences entre bandes : b1 − b2
— des rapports entre bandes b1b2
— des différences normalisées (à la manière de l’indice NDVI) : b1−b2b1+b2
Il serait donc intéressant de prendre cet aspect en compte lors du processus d’optimisation
spectrale, en optimisant le jeu de bandes spectrales, tout en définissant également les meilleurs
indices à calculer à partir de ces bandes. On va donc appliquer le score de sélection d’attributs
non pas directement au jeu de bandes originales sélectionnées, mais à un jeu d’indices dérivés
de ce jeu de bandes originales sélectionnées. On se trouverait alors à la limite entre sélection
d’attributs et extraction de caractéristiques (i.e. reformulation de la donnée originale sous la
forme de nouveaux attributs). On rappellera au passage que dans le même ordre d’idée, certains
processus de sélection d’attributs de la littérature en particulier basés sur des classifieurs SVM
optimisent simultanément les attributs à utiliser et les paramètres du classifieur, par exemple
au moyen d’un algorithme génétique comme dans le cas de [Fröhlich et al. 2003]. Par ailleurs,
pour certaines applications de surveillance de la végétation, [Mariotto et al. 2013, Thenkabail
et al. 2013, Aasen et al. 2014] cherchent à identifier la paire de bandes qui permettra de cal-
culer l’indice (de type différence normalisée) qui corrélera le mieux avec le phénomène à observer.
Ce travail conjoint de sélection de bandes et de définition des indices dérivés à utiliser pour
la classification peut être effectué simplement en modifiant le processus d’optimisation par les
algorithmes génétiques. Précédemment les individus que l’on faisait évoluer était simplement des
jeux de bandes. Leur chromosome se limitait donc à porter les numéros des bandes correspon-
dantes.
Dans ce nouveau cas où l’on optimise également les indices dérivés, le chromosome d’un individu
continue à porter les numéros des bandes qui le constitue, mais se voit également rajouter des
gènes pour définir un jeu d’indices dérivés (voir figure 6.17). Pour chacun de ces indices, on a donc
un code qui indique le type d’indice (bande originale (0), différence (1), rapport (2), différence
normalisée (3)) ainsi que les numéros (au sein de la première partie du chromosome) des bandes
originales sélectionnées impliquées dans le calcul de cet indice. Afin de rester parcimonieux, on
fait le choix qu’un individu aura le même nombre d’indices dérivés que de bandes originales.
On continue donc à sélectionner un jeu de bandes spectrales, mais le score de pertinence de cette
sélection n’est pas directement calculé à partir de ces bandes brutes, mais de leurs indices dérivés.
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Chromosome d'un individu correspondant à la sélection de 4 bandes originales
Chaque gène correspond au numéro d'une bande sélectionnée.
Chromosome d'un individu correspondant à une sélection de 4 bandes originales 
à partir desquelles on dérive 4 indices 
Chaque gène de la partie bleue correspond au numéro d'une bande sélectionnée.
Le reste du chromosome correspond à la définition des indices dérivés.
Chacun de ces indices est défini par 3 gènes : 
le type d'indice (bande originale, rapport, différence, différence normalisée) 
ainsi que les positions au sein de ce chromosome des 2 bandes originales 
à partir desquelles on dérive cet indice
Type 
d'indice Numéro (au sein de ce chromosome) 
des deux bandes originales 






5 12 25 90 1 1 4
Ce chromosome signifie que 4 bandes originales correspondant
aux numéros 5, 12, 25 et 90 dans le jeu de données original sont sélectionnées, 
et que l'on en dérive 4 indices, dont le premier correspond à une différence (code 1)
entre la première et la quatrième bandes sélectionnées, c'est-à-dire entre les bandes 5 et 90.
Figure 6.17 – Principe du codage des indices dérivés pour l’algorithme génétique
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Les tableaux 6.8 et 6.7 présentent des résultats obtenus sur les jeux de données Pavie et Indian
Pines pour les classifieurs RF et SVM avec noyau gaussien, selon que l’on utilise des jeux de
bandes originales ou des jeux d’indices dérivés des bandes originales, pour une optimisation
utilisant le score rf.appart. Dans le cas d’une classification avec le classifieur RF, une nette
amélioration des résultats est observée lorsque l’on utilise les indices dérivés, plutôt que les
bandes originales. En revanche, cela a très peu d’impact lorsque l’on utilise classifieur SVM.
Cette différence s’explique en partie par le fait que le critère d’optimisation est basé sur la
classifieur RF, mais aussi par la nature de ces classifieurs. En effet, ainsi qu’on l’a expliqué dans
la section 3.1 et en particulier en 3.1.7, le classifieur SVM revient à définir automatiquement,
pour chaque paire de classes, un indice calculé à partir des bandes originales et un seuil sur cet
indice permettant de séparer au mieux ces classes. En revanche, le classifieur RF va modéliser les
frontières entre classes de manière plus grossière, par différents seuils sur les bandes originales ;
aussi il aboutit à de meilleurs résultats lorsqu’on lui fournit des indices permettant de mieux
distinguer les classes.
RF SVM
bandes originales indices bandes originales indices
Corn-mintill 54,7 61,2 67,2 67,4
Corn-notill 57,9 68,7 69,9 70,3
Grass-pasture 82,2 84,4 86,7 86,6
Grass-trees 92,3 92,5 94,9 94,9
Hay-windrowed 94,9 98,2 99,0 99,5
Soybean-clean 49,3 63,0 74,0 73,6
Soybean-mintill 61,4 64,3 69,4 69,1
Soybean-notill 60,3 67,2 72,4 73,0
Woods 95,6 95,9 97,4 96,9
F-score moyennes 72,1 77,3 81,2 81,3
F-score minimum 48,8 60,3 66,2 66,0
OA 69,0 74,2 78,1 78,1
Kappa 64,2 70,2 74,6 74,6
Table 6.7 – Résultats obtenus pour les classifieurs RF et SVM avec noyau gaussien sur le jeu de
données Indian Pines, selon que l’on utilise un jeu de 10 bandes originales ou un jeu de 10 indices. Les




bandes originales indices bandes originales indices
Asphalt 86,1 91,9 91,0 92,2
Bare soil 82,3 89,2 91,1 90,2
Bitumen 84,9 89,2 87,7 89,8
Meadows 79,0 81,9 82,1 82,6
Self-blocking bricks 64,7 72,1 68,5 69,3
Shadows 99,2 98,3 99,9 96,7
Tiles 95,9 98,7 98,6 98,5
Trees 90,9 92,6 92,2 92,3
Water 99,7 99,7 99,7 99,6
F-score moyen 87,0 90,4 90,1 90,1
F-score minimum 64,7 71,9 68,4 69,2
OA 94,5 96,5 96,4 96,4
Kappa 92,2 95,1 95,0 95,0
Table 6.8 – Résultats obtenus pour les classifieurs RF et SVM avec noyau gaussien sur le jeu de
données Pavie, selon que l’on utilise un jeu de 7 bandes originales ou un jeu de 7 indices. Les F-scores
(en %) associés aux différentes classes sont présentés, ainsi que des indicateurs plus globaux (OA,
Kappa).
Il est dans ce cas également possible de dériver de ce processus d’optimisation des profils d’impor-
tance des bandes originales. On constate (voir figure 6.18) que ces profils peuvent être différents
de ceux obtenus lorsque l’on appliquait directement le score de sélection au jeu de bandes ori-
ginales. Ils ont aussi avoir tendance à être un peu plus bruités que ceux obtenus lorsque l’on
utilisait directement les bandes originales. Cela peut s’expliquer par le fait que pour un jeu de
bandes sélectionnées, toutes ne vont pas être forcément prises en compte dans le même nombre
d’indices dérivés. Aussi, certaines bandes un peu moins importantes pourront avoir été sélec-
tionnées dans certaines configurations où elles ont en fait très peu d’influence sur la qualité du
résultat. Il faudrait ajouter des contraintes dans ce sens. Il convient donc de nuancer les résultats
obtenus, qui ne sont que des résultats préliminaires à une approche qui mériterait d’être creusée
davantage.
Figure 6.18 – Jeu de données Pavie : profil d’importance de bandes obtenus en appliquant le score
rf.appart directement à des jeux de 7 bandes originales (à gauche) ou à des jeux de 7 indices dérivés




Sélection de bandes fusionnées
7.1 Regroupement de bandes et fusion de bandes
Dans le cas de la donnée hyperspectrale, les bandes adjacentes sont le plus souvent fortement
corrélées. De ce fait, l’optimisation d’un jeu de bandes spectrales peut aller plus loin qu’une
simple sélection des bandes originales du jeu de données hyperspectrales et consister en sélection
de bandes fusionnées, c’est-à-dire en la définition d’un jeu optimal de bandes spectrales dont
à la fois la position le long du spectre et la largeur ont été optimisées. On se trouve alors à la
frontière entre sélection de bandes et extraction de caractéristiques. On parlera donc de sélection
ou d’extraction de bandes fusionnées.
L’intérêt de disposer de bandes larges est que celles-ci permettent de réduire le bruit.
Par rapport à la sélection de bandes individuelles, la fusion de bandes spectrales est un problème
qui semble avoir été moins abordé dans la littérature, alors qu’il est directement lié à la concep-
tion de capteurs multispectraux. Le problème de sélection de bandes fusionnées rejoint aussi celui
de la clusterisation, du regroupement des bandes corrélées d’un jeu de données hyperspectrales.
7.1.1 Regroupement et clusterisation de bandes
La clusterisation ou le regroupement de bandes est parfois mis en œuvre conjointement avec une
méthode de sélection de bandes individuelles. (Dans la littérature, on parle plutôt de regrou-
pement pour les approches visant à obtenir des groupes de bandes adjacentes, et de clusteri-
sation lorsque l’on s’efforce de rassembler des bandes ayant un même comportement sans tenir
compte de leur position le long du spectre.) Par exemple, [Li et al. 2011] regroupent d’abord les
bandes adjacentes corrélées au sens de leur information mutuelle conditionnelle. La sélection de
bandes est ensuite effectuée, avec la contrainte qu’une seule bande soit sélectionnée par cluster.
[Martínez-Usó et al. 2007, Jia et al. 2012] commencent par rassembler les attributs “corrélés” puis
sélectionnent l’attribut le plus représentatif (au sens de l’information mutuelle pour [Martínez-
Usó et al. 2007]) de chaque cluster. [Chang et al. 2011] effectuent une clusterisation des bandes
spectrales sur la base d’un critère plus global basé sur la corrélation entre bandes et prenant
expressément en compte l’existence de plusieurs classes. On optimise alors au moyen d’un algo-
rithme de recuit simulé une fonction de coût définie comme la somme sur tous les clusters et
sur toutes les classes de la somme des coefficients de corrélations entre bandes appartenant à un
même cluster.
[Su et al. 2011] effectue une clusterisation des différentes bandes en appliquant l’algorithme des
k-moyennes (k-means) à la matrice de corrélation des bandes. Ensuite, les clusters les moins
homogènes et les bandes trop différentes de la bande représentante du cluster auxquelles elles
appartiennent sont progressivement éliminées.
[Bigdeli et al. 2013, Prasad et Bruce 2008] effectuent également une clusterisation des différentes
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bandes, mais, à l’inverse des méthodes précédentes, l’utilise ensuite au sein d’un classifieur SVM
multiple : un classifieur SVM est entraîné pour chaque cluster (c’est-à-dire sur les différentes
bandes appartenant à ce cluster). Les résultats fournis par ces classifieurs sont ensuite fusion-
nés. Dans cette optique, [Bigdeli et al. 2013] a comparé plusieurs méthodes de clusterisation
ou de regroupement de bandes, incluant notamment les k-moyennes appliquées à la matrice de
corrélation ou une approche utilisant les minima locaux de l’information mutuelle entre bandes
adjacentes comme limite entre clusters.
[Prasad et Bruce 2008] a proposé une autre stratégie pour le regroupement de bandes : on part
de la première bande du spectre et l’on ajoute progressivement au cluster les bandes adjacentes
jusqu’à ce qu’un critère d’arrêt basé sur l’information mutuelle soit atteint.
Les différentes approches qui viennent d’être présentées ont pour point commun de s’efforcer de
regrouper les bandes les plus semblables au sens du coefficient de corrélation ou de l’information
mutuelle. Les approches sont généralement de deux types :
— celles qui appliquent l’algorithme des k-moyennes, ou un autre algorithme de partitionne-
ment à la matrice de corrélation
— celles qui définissent les limites entre groupes de bandes comme les minima locaux de
l’information mutuelle ou de la corrélation entre bandes adjacentes
Néanmoins, pour le premier type de méthodes, la manière dont le nombre de clusters (i.e. le
paramètre k des k-moyennes) est choisi est rarement précisé, et sa détermination ne semble pas
être automatique. Pour le second type de méthodes, il n’est pas précisé si un lissage est appliqué
au profil de corrélation/information mutuelle avant la détermination des minima locaux, afin de
limiter le bruit, et le cas échéant, pour quel paramétrage.
7.1.2 Fusion de bandes
Quelques approches de regroupement de bandes spécifiques à l’extraction de bandes fusionnées
ont été proposées pour l’optimisation spectrale.
[De Backer et al. 2005] définissent les bandes spectrales par des fenêtres gaussiennes le long
du spectre et proposent d’extraire les bandes de manière à optimiser un critère de séparabilité
entre classes basé sur la mesure de Bhattacharrya (Bhattacharrya error bound) au moyen d’un
algorithme de recuit simulé. [Serpico et Moser 2007] proposent une adaptation de l’algorithme
Steepest Ascent pour le problème de sélection de bandes fusionnées. Le critère optimisé est alors
la mesure de séparabilité de Jeffries-Matusita.[Minet et al. 2010] met en œuvre un algorithme
génétique (avec des individus correspondant à des bandes larges) pour définir les bandes spec-
trales les plus appropriées à la détection de cibles.
Ces méthodes sont intéressantes dans le sens où elles visent directement à extraire des jeux de
bandes optimaux au sens d’un critère de sélection d’attributs. Par ailleurs, elles ne prennent en
compte que ce critère, et ne tiennent donc pas compte des similarités/corrélations entre bandes.
De ce fait, la combinatoire de ces méthodes est importante et il est dommage de ne pas intégrer
ce type d’information afin de guider la recherche de la solution en excluant les plus irréalistes
(i.e. celles qui fusionneraient des bandes très différentes). Dans ce sens, un critère prenant en
compte la corrélation entre les bandes et la mesure de séparabilité de Fisher est proposé par
[Kumar et al. 2001].
A l’inverse, [Cariou et al. 2011] fusionnent les bandes de manière non supervisée selon un critère
basé sur l’information mutuelle, afin d’obtenir la configuration optimale au sens de ce critère.
Un processus de regroupement de bandes peut également se servir de la méthode de [Jensen
et Solberg 2007] pour décomposer les spectres de références de différentes classes en fonctions
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constantes par morceaux. [Jensen et Solberg 2007] fusionnent en effet les bandes adjacentes de
manière à décomposer des spectres de référence de différentes classes en fonctions constantes
par morceaux ; le critère d’arrêt est un seuil sur l’erreur de reconstruction des spectres origi-
naux. [Wiersma et Landgrebe 1980] s’intéressent aussi à l’erreur de reconstruction mais dans le
but de définir des jeux de bandes optimaux selon un modèle analytique prenant en compte les
erreurs de reconstruction du spectre ; il s’agit donc cette fois à nouveau d’un problème de sélec-
tion de bandes fusionnées, mais pour un critère non supervisé. En revanche, les deux premières
approches, à savoir celles de [Cariou et al. 2011] et [Jensen et Solberg 2007], visent à partition-
ner le spectre en un ensemble de bandes larges, fournissant ainsi des configurations spectrales
couvrant l’intégralité du spectre et composées de bandes de largeur variable. Par contre, aucune
sélection d’un jeu optimal de bandes pour la classification n’est faite parmi les bandes de cette
configuration.
Enfin, certaines études s’intéressent aussi à l’impact de la résolution spectrale sur les résultats
d’une classification, sans forcément optimiser de bandes [Adeline et al. 2014], ou comme pour
définir une résolution spectrale adaptée avant un processus de sélection de bandes [Tavin 2008,
Minghelli-Roman 2010]. La limite de ces approches est que l’information n’est pas nécessairement
répartie de manière uniforme le long du spectre. (A titre d’exemple, le spectre d’un matériau
peut rester constant sur un domaine spectral assez étendu, mais présenter à un autre endroit
un comportement beaucoup plus localisé, correspondant par exemple à des bandes d’absorption.
Une résolution spectrale grossière risquera de faire disparaître ce comportement caractéristique,
tandis qu’une résolution fine ne permettra pas de fusionner les bandes adjacentes présentant un
même comportement alors que le fait de toutes les conserver n’apporte pas d’information utile.)
7.1.3 Approche proposée
Il apparaît donc intéressant pour un processus d’extraction d’un jeu de bandes larges optimal
pour un problème de classification de prendre en compte le critère de sélection de bandes que
l’on souhaite optimiser, mais aussi de tenir compte des similarités/corrélation entre bandes ad-
jacentes, afin de garantir que les bandes fusionnées obtenues conservent un sens de ce point
de vue. Une solution serait donc de commencer par partitionner le spectre en un ensemble de
bandes larges, c’est-à-dire d’obtenir une configuration spectrale couvrant l’intégralité du spectre
et composée de bandes de largeur variable, puis de lui appliquer le processus de sélection d’attri-
buts. Toutefois, la plupart des approches de partitionnement du spectre ou de regroupement de
bandes rencontrées nécessitent de fixer certains paramètres (seuil, nombre de groupes de bandes,
erreur de reconstruction, ...).
L’approche proposée ici consiste à générer une hiérarchie de groupes de bandes adjacentes, qui
sont alors fusionnées. Au sein de cette hiérarchie, les bandes sont progressivement rassemblées
selon un critère de fusion en groupes de largeur croissante. Chaque niveau de cette hiérarchie
correspond donc à une configuration spectrale couvrant l’intégralité du spectre et composée de
bandes de largeur variable. Une sélection de bandes fusionnées est ensuite appliquée à chacun
des niveaux de cette hiérarchie, permettant ainsi d’explorer différentes configurations spectrales
possibles. Deux approches sont proposées pour effectuer cette sélection de bandes, en prenant
en compte la hiérarchie.
Ainsi, on propose d’utiliser cette hiérarchie de bandes fusionnées comme une contrainte pour l’ex-
traction de bandes (on les force à avoir une signification au sens du critère de fusion utilisé) et
une manière de limiter la combinatoire, à la différence de certaines approches existantes comme
[Serpico et Moser 2007] qui extrait un jeu de bandes optimal au sens d’une distance de JM à
l’aide d’un algorithme d’optimisation adapté ou de [Minet et al. 2010] qui utilise directement un
algorithme génétique pour optimiser un score de type wrapper.
116
Construction sur l'ensemble du spectre
d'une hiérarchie de bandes fusionnées 
-
Fusion de proche en proche des bandes 
adjacentes selon un critère de fusion M
Optimisation spectrale : sélection de n bandes 
fusionnées au sein de cette hiérarchie
-
Sélection mono ou multi niveau 
au sens d'un critère de sélection d'attribut J
Jeux de n bandes fusionnées
Hiérarchie de bandes fusionnées
niveau de la hiérarchie = une configuration spectrale couvrant 
l'intégralité du spectre et composée de bandes de largeur variable
Figure 7.1 – Méthode mise en œuvre pour la sélection de bandes fusionnées.
7.2 Fusion hiérarchique de bandes
La première étape de l’approche proposée consiste à construire une hiérarchie de groupes de
bandes adjacentes, qui sont alors fusionnées. Même s’il s’agit ici de l’utiliser à des fins de sé-
lection/extraction d’un nombre limité de bandes, une telle hiérarchie de bandes fusionnées est
aussi une manière d’explorer des configurations spectrales couvrant l’intégralité du spectre et
composées de bandes contiguës et de largeurs variables le long du spectre.
7.2.1 Algorithme de fusion hiérarchique de bandes
Notations SoitB = {λi}0≤i≤nb_bandes le jeu original (ordonné) de bandes. SoitH = {H(i)}0≤i<nlevels
la hiérarchie de bandes fusionnées. H(i) = {H(i)j }1≤j≤ni est le ième niveau de cette hiérarchie
de bandes fusionnées. Il est composé de ni bandes fusionnées, c’est-à-dire de ni groupes or-








Aussi, la fusion de deux bandes fusionnées adjacentes B1 et B2 de ce type donne une nouvelle
bande fusionnée B1 ⊕B2 = [B1.λmin;B2.λmax] avec B1.λmax = B2.λmin
Soit M() le score que l’on va optimiser au cours du processus de construction de la hiérarchie
de bandes fusionnées.
L’algorithme proposé pour la fusion hiérarchique de bandes est une approche ascendante ou
bottom-up. (Remarque : Une approche descendante a aussi été testée, et donne des résultats
similaires.) Il est décrit ci-dessous :
Initialisation : H(0) = B (c’est-à-dire que les bandes “fusionnées” du premier niveau de la
hiérarchie ne contiennent en réalité qu’une seule bande individuelle originale).
Fusion de bandes : création du niveau l+1 à partir du niveau l :
Trouver la paire de bandes adjacentes au niveau l qui va optimiser le score M dans le cas de
leur fusion : trouver kˆ = argminkM(T (H(l), k)




k ⊕H(l)k+1;H(l)k+2; ...;H(l)nl ])
117
Ensuite, H(l+1) = T (H(l), kˆ)
Une table Ll+1l est créée afin de faire le lien entre les bandes fusionnées et les différents niveaux
de la hiérarchie :
pour 1 ≤ j ≤ i, Ll+1l (H(l)j ) = H(l+1)j
Ll+1l (H
(l)





i + 1) = H
(l+1)
i
pour i+ 2 ≤ j ≤ nl, Ll+1l (H(l)j ) = H(l+1)j−1
7.2.2 Critères pour la fusion de bandes
Plusieurs critères d’optimisation M pour la fusion hiérarchique des bandes ont été considérés.
(Dans l’algorithme précédent, on considère que ce score doit être minimisé.) Ces critères sont
supervisés ou non, selon que la notion de classes a été prise en compte ou pas.
Corrélation entre bandes
Un critère possible va être de considérer que des bandes adjacentes sont à fusionner
si elles sont fortement corrélées.
La “corrélation” entre bandes (mesurée soit par le coefficient de corrélation normalisé clas-
sique, soit par l’information mutuelle) (voir figure 7.2) mesure la degré de dépendance entre des
bandes. Par conséquent, un premier critère de fusion peut viser à fusionner des bandes adjacentes
en considérant le degré auquel elles sont corrélées. Ainsi, un tel critère s’efforce d’obtenir des
groupes cohérents de bandes adjacentes “fortement” corrélées.
Une telle mesure inspirée de [Chang et al. 2011] est définie par la fonction suivante (que l’on
























Figure 7.2 – Exemples de groupes de bandes en surimpression d’une matrice de corrélation entre
bandes (pour le jeu de données Pavie). (Plus l’image est claire et plus les bandes sont corrélées.)
Erreur d’approximation du spectre
On va souhaiter fusionner progressivement les bandes de manière à conserver au
mieux la forme des spectres.
La fusion des bandes se fait alors sur la base de la méthode proposée par [Jensen et Solberg
2007] pour décomposer des spectres de références des différentes classes en fonctions constantes
par morceaux (fig. 7.3).
Les bandes adjacentes sont alors fusionnées de manière à minimiser l’erreur entre le spectre ori-
ginal et le spectre reconstruit par cette fonction constante par morceaux.
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Figure 7.3 – Illustation du principe du critère de fusion de bandes basé sur l’erreur d’approximation
du spectre. A gauche, exemples de bandes fusionnées en surimpression des spectres originaux : les
lignes noires verticales sont les limites entre bandes fusionnées. A droite, reconstruction des spectres
par des fonctions constantes par morceaux pour ce jeu de bandes fusionnées (jeu test Pavie)
Séparabilité
Un autre critère de fusion de bandes adjacentes est leur contribution à la séparabilité entre
les classes. Des mesures de séparabilité possibles sont la distance de Bhattacharrya ou celle de
Jeffries-Matusita JM [Bruzzone et Serpico 2000, Serpico et Moser 2007], qui ont déjà été définies
plus haut.
A un niveau de la hiérarchie, les 2 bandes adjacentes à fusionner seront donc celles dont la fusion
permet d’obtenir le jeu de bandes fusionnées qui maximise la séparabilité entre classes.
Si l’on utilise la distance de Jeffries-Matusita comme mesure de séparabilité, le critère M (à
minimiser) de fusion de bandes est donc défini par
M(H(l)) = −JM(H(l))
7.2.3 Résultats
La figure 7.4 présente des exemples de hiérarchies de bandes fusionnées obtenues pour le jeu
test Pavie pour les 3 critères de fusion décrits précédemment. Le critère basé sur la séparabilité
a tendance à fournir un résultat sensiblement différent de ceux obtenus pour les deux autres
critères. On peut constater que les différents critères ne considèrent pas les mêmes parties du
spectre comme devant être conservées à des résolutions fines. Ainsi, les critères “corrélation” ou
“erreur de reconstruction du spectre” ont tendance à facilement fusionner les bandes dont les
numéros vont de 30 à 32, tandis que le critère “séparabilité” tend au contraire à les conserver à
une résolution fine. A l’inverse, ce critère regroupe facilement certaines bandes du domaine red-
edge, tandis que les autres critères conservent une résolution fine dans cette partie du spectre.
Ceci peut s’expliquer en considérant le fonctionnement de ces critères. En effet, les résultats
obtenus pour les critères “corrélation” ou “erreur de reconstruction du spectre” s’expliquent
pour le premier par le fait que les bandes adjacentes sont peu corrélées entre elles dans ce
domaine spectral, et pour le second par le fait que la pente des spectres des classes de végétation
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est importante. A l’inverse, l’information intéressante du point de vue de la classification (et
donc de la séparabilité) ne se trouve pas dans la description précise de ce domaine spectral, mais
dans le fait qu’il y ait une pente à ce niveau, et donc plutôt dans la connaissance des valeurs des
bandes situées de part et d’autre de ce domaine.
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Figure 7.4 – Hiérarchies de bandes fusionnées obtenues pour différents critères sur le jeu de don-
nées Pavie : “erreur de reconstruction du spectre” (en haut), “corrélation entre bandes” (au milieu),
“séparabilité” (en bas). L’abscisse correspond aux numéros/longueur d’onde des bandes. L’axe des
ordonnées correspond aux niveaux dans la hiérarchie de bandes fusionnées (en bas : niveau le plus fin
avec les bandes originales, en haut : une bande fusionnée unique). Les lignes noires verticales sont les
limites entre bandes fusionnées : plus on monte dans la hiérarchie, plus le nombre de bandes fusionnées
diminue. Les spectres médians des classes en présence sont affichés en couleur.
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Les hiérarchies de bandes fusionnées sont aussi un moyen de visiter des partitions du spectre en
différentes configurations spectrales de bandes contiguës de largeur variable. Ces configurations
spectrales correspondant aux différents niveaux de la hiérarchie ont donc été évaluées au sens
d’un taux de bonne classification. Ainsi, pour chaque niveau de la hiérarchie, on a calculé une
classification par un classifieur SVM 1-contre-1 avec noyau gaussien optimisé. Cette classification
a été évaluée : sa qualité a été quantifiée par le coefficient Kappa.
La figure 7.5 présente les résultats de ces évaluations pour les différents critères de fusion et les
différents jeux de données. On peut voir que certaines configurations spectrales permettent d’ob-
tenir de meilleurs résultats qu’à la résolution spectrale originale. Les configurations spectrales
obtenues en utilisant le coefficient de corrélation sont généralement moins bonnes que celles
obtenues pour les 2 autres critères. Excepté pour Pavie, le critère “erreur de reconstruction du
spectre” a tendance à donner les meilleurs résultats. Néanmoins, pour Pavie, les valeurs atteintes
par le coefficient Kappa restent très similaires pour les différents critères de fusion proposés.
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Figure 7.5 – Kappa obtenus par un classifieur SVM gaussien pour les différentes configurations
spectrales de la hiérarchie de bandes fusionnées (abscisse = nombre de bandes fusionnées dans la
configuration spectrale), pour Pavie (haut), Indian Pines (milieu) et Salinas (bas).
7.3 Sélection mono-niveau de bandes par une méthode glou-
tonne
Une approche gloutonne a d’abord été mise en œuvre afin de réaliser l’optimisation spectrale en
sélectionnant un nombre limité de bandes : cela a consisté à effectuer une sélection d’un jeu de
bandes (fusionnées) à chacun des différents niveaux de la hiérarchie de bandes fusionnées, sans
tenir compte des résultats obtenus aux niveaux précédents et suivants. Ainsi, on a extrait un jeu
optimal de p bandes à chaque niveau de la hiérarchie, ce nombre de bandes p étant le même à
tous les niveaux de la hiérarchie.
Dans les expériences qui suivent, cette sélection de bandes a été effectuée en optimisant la mesure
de séparabilité de Jeffries-Matusita à chaque niveau de la hiérarchie à l’aide de l’algorithme
d’optimisation Sequential Forward Floating Search (SFFS) [Pudil et al. 1994] décrit plus haut.
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7.3.1 Résultats
La figure 7.6 montre les résultats obtenus sur le jeu de données Pavie : 5 bandes fusionnées
ont été sélectionnées à chaque niveau des différentes hiérarchies de bandes fusionnées. On peut
voir que les positions des bandes fusionnées sélectionnées varient peu au fur et à mesure que
l’on se déplace dans la hiérarchie, excepté lorsque l’on atteint les résolutions spectrales les plus
grossières. On peut aussi remarquer qu’il arrive qu’à certains niveaux de la hiérarchie, la position
d’une bande sélectionnée se déplace le long du spectre puis revienne à sa position originale lorsque
l’on se déplace dans la hiérarchie. Aussi, il est possible d’utiliser le jeu de bandes sélectionnées à
un niveau l de la hiérarchie pour initialiser l’algorithme au niveau suivant l+ 1. Cet algorithme
modifié va être présenté et mis en œuvre dans la section 7.5.
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Figure 7.6 – Jeu de données Pavie : bandes sélectionnées aux différents niveaux de la hiérarchie en
utilisant l’approche SFFS gloutonne, pour des hiérarchies de bandes fusionnées calculées pour différents
critères de fusion : “erreur de reconstruction du spectre” (en haut), “corrélation entre bandes” (au
milieu), “séparabilité” (en bas). L’abscisse correspond aux numéros/longueur d’onde des bandes. L’axe
des ordonnées correspond aux niveaux dans la hiérarchie de bandes fusionnées (en bas : niveau le plus
fin avec les bandes originales, en haut : une bande fusionnée unique)
126
Les jeux de bandes fusionnées sélectionnées aux différents niveaux de la hiérarchie ont été éva-
lués par le biais d’un taux de bonne classification. Tout comme dans la section précédente, le
coefficient Kappa obtenu par un classifieur SVM à noyau gaussien utilisant les bandes sélection-
nées a été calculé. La figure 7.7 présente ces résultats obtenus pour le jeu de données Pavie. On
peut constater que ces valeurs de Kappa restent très proches quel que soit le critère de fusion
de bandes utilisé. Aucun critère de fusion n’a réellement tendance à être meilleur que les autres
à ce niveau.
Les résultats obtenus lorsque l’on utilise des bandes fusionnées sont généralement meilleurs qu’en
utilisant les bandes originales. Cette tendance s’observe en effet sur les deux courbes de la figure
7.7, et de manière un peu prononcée dans le cas d’Indian Pines. La performance de classification
tend à augmenter au fur et à mesure que l’on s’élève dans la hiérarchie de bandes fusionnées et
donc que l’on utilise des bandes plus larges, ce qui plaide en faveur d’un capteur superspectral
et peut aussi s’expliquer par le fait que travailler avec des bandes un peu plus larges que les
bandes originales permet de réduire le bruit. La performance de classification diminue ensuite
assez rapidement dès l’on atteint des niveaux où les bandes sont devenues vraiment trop larges,
“effaçant” les comportements du spectre les plus utiles pour la classification.
Figure 7.7 – Valeurs de Kappa obtenues par un classifieur SVM gaussien pour les jeux de bandes
sélectionnés aux différents niveaux de la hiérarchie pour le jeu de données Pavie, en utilisant l’approche
SFFS gloutonne (abscisse = nombre de bandes fusionnées initiales)
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7.4 Sélection mono-niveau de bandes prenant en compte la hié-
rarchie de bandes fusionnées
7.4.1 Algorithme
On souhaite toujours sélectionner un jeu de p bandes à chaque niveau de la hiérarchie, ce nombre
de bandes p étant le même à tous les niveaux de la hiérarchie. La méthode de sélection de
bandes mise en œuvre dans la section précédente est gloutonne et très coûteuse en temps de
calcul. Aussi, une adaptation de l’heuristique d’optimisation SFFS a été proposée de manière à
prendre en compte la hiérarchie de bandes fusionnées directement dans le processus d’optimi-
sation, et non plus à effectuer l’optimisation à chacun de ses niveaux indépendamment les uns
des autres. Tout comme pour l’algorithme de construction de la hiérarchie de bandes fusionnées,
une approche ascendante a été adoptée. Contrairement à l’approche gloutonne précédente, cet
algorithme utilise le jeu de bandes sélectionnées au niveau précédent de la hiérarchie au moment
de réaliser la sélection à un nouveau niveau.
Cet algorithme est décrit ci-dessous :
Soit S(l) = {S(l)i }1≤i≤p le jeu de bandes fusionnées sélectionnées au niveau l de la hiérarchie. Le
même nombre p de bandes est bien entendu sélectionné à chaque niveau de la hiérarchie.
Initialisation : l’algorithme standard SFFS de sélection de bandes est appliqué au niveau H(0)
de base de la hiérarchie
Itérations sur les niveaux de la hiérarchie :
Générer S(l+1) à partir S(l) :
S(l+1) ← {Ll+1l (S(l)i )}1≤i≤p
Supprimer les doublons possibles de S(l+1)
si #S(l+1) < p,
trouver s = argmaxb∈H(l+1)\S(l+1)J(S(l+1)) ∪ b
S(l+1) ← {S(l+1); s}
finsi
Remettre en question S(l+1) : trouver la bande s ∈ S(l+1) telle que S(l+1) \ {s} maximise le
score de sélection d’attributs (ici la distance JM), i.e. s = argmaxz∈S(l+1)JM(S(l+1) \ {s}).
S(l+1) ← S(l+1) \ s
Appliquer ensuite l’algorithme SFFS standard tant que #S(l+1) = p.
7.4.2 Résultats
Les résultats obtenus pour le jeu de données Pavie pour le critère de fusion “erreur de recons-
truction du spectre” sont présentés sur la figure 7.8 : 5 bandes fusionnées ont été sélectionnées à
chaque niveau de la hiérarchie, en partant d’une solution initiale obtenue au niveau le plus bas
de la hiérarchie. Comme pour les expériences précédentes, les résultats obtenus ont été évalués
quantitativement en considérant le Kappa obtenu pour des classifications réalisées par un classi-
fieur SVM gaussien utilisant les bandes sélectionnées. Ces résultats (obtenus pour une hiérarchie
de bandes fusionnées construite pour le critère de fusion “erreur de reconstruction du spectre”)
sont présentés sur la figure 7.9 à la fois pour la version gloutonne et la version proposée de l’algo-
rithme de sélection. Ces résultats restent très proches. Le tableau 7.1 illustre le fait que les deux
algorithmes de sélection de bandes fusionnées conduisent à des résultats équivalents en terme de
qualité de classification tandis que la version prenant directement en compte la hiérarchie est
nettement plus rapide que l’approche gloutonne.
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Figure 7.8 – Jeu de données Pavie : bandes sélectionnées aux différents niveaux d’une hiérarchie
(construite selon le critère de fusion “erreur de reconstruction du spectre”) en utilisant l’approche
hiérarchique proposée
Bandes originales Bandes fusionnées
SFFS glouton SFFS adapté
Pavie (5 bandes)
Kappa (%) 95,1 95,5 95,4
Temps de calcul 2 min 1 h 10 min 9 min
Indian Pines (10 bandes)
Kappa (%) 77,7 81,4 81,2
Temps de calcul 4 min 7 h 40 min
Table 7.1 – Temps de calcul et meilleure valeur de Kappa obtenus pour Pavie (pour un jeu de 5
bandes) et Indian Pines (pour un jeu de 10 bandes) pour une hiérarchie construite selon le critère de
fusion “erreur de reconstruction du spectre”
7.5 Sélection multi-niveaux de bandes prenant en compte la hié-
rarchie de bandes fusionnées
Jusqu’à présent, on a effectué une sélection de bandes fusionnées à chacun des niveaux de la
hiérarchie. Il est néanmoins tentant de pouvoir sélectionner des bandes à différents niveaux de
la hiérarchie. Cette recherche à différents niveaux peut s’effectuer à l’aide d’un algorithme géné-
tique.
Lors de la sélection de jeux de bandes individuelles à l’aide d’un algorithme génétique, les indi-
vidus que l’on faisait évoluer était simplement des jeux de bandes. Leur chromosome se limitait
donc à porter les numéros des bandes correspondantes.
Dans ce nouveau cas où l’on optimise des bandes fusionnées situées à différents niveaux de la
hiérarchie, le chromosome d’un individu continue à être composé des bandes qui le constituent,
mais chacune de ces bandes y est référencée à la fois par le niveau de la hiérarchie auquel elle se
trouve ainsi que son numéro (sa position) au sein de ce niveau de la hiérarchie.
Il est également possible de contraindre l’algorithme à plutôt sélectionner des bandes larges.
Pour ce faire, lorsqu’une mutation doit se produire sur le niveau de la hiérarchie auquel se situe
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Figure 7.9 – Valeurs de Kappa obtenues par un classifieur SVM gaussien pour les jeux de bandes
sélectionnés aux différents niveaux d’une hiérarchie (construite selon le critère de fusion “erreur de
reconstruction du spectre”) pour le jeu de données Pavie, en utilisant l’approche SFFS gloutonne et
l’approche hiérarchique proposée (abscisse = nombre de bandes fusionnées initiales)
une bande, on donne une probabilité plus forte pour que cette mutation se fasse vers le niveau
supérieur de la hiérarchie.
Il est également possible d’introduire comme contrainte que les bandes ne se superposent pas.
Un exemple d’application de cette méthode au jeu de données Pavie est présenté sur la figure
7.10. Chaque ligne représente une solution proposée par l’algorithme génétique (pour le critère
de sélection rf.conf ) avec une recherche à différents niveaux d’une hiérarchie construite selon le
critère de fusion “erreur de reconstruction du spectre”). Des indicateurs de bonne classification
(Kappa et F-score de la classe la plus mal classée) obtenus par un classifieur SVM gaussien pour
les différents jeux de bandes sélectionnés y sont également affichés. D’un point de vue quantitatif,
les solutions proposées restent du même ordre de grandeur que celles obtenues en sélectionnant
uniquement les bandes originales, et que celles obtenues par sélection mono-niveau, mais ne sont
pas systématiquement meilleures. Si les bandes sont réparties de manière assez semblable le long
du spectre pour ces différentes solutions, certaines d’entre elles tendent à favoriser à une position
donnée des bandes plus ou moins larges.
Ce phénomène a également été observé sur le jeu de données Indian Pines.
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Figure 7.10 – Exemple de résultats de sélection multi-niveaux de bandes prenant en compte la hiérar-
chie de bandes fusionnées : chaque ligne représente une solution proposée par l’algorithme génétique
(pour le critère de sélection rf.conf ) pour la sélection multi-niveaux (pour une hiérarchie construite
selon le critère de fusion “erreur de reconstruction du spectre”) pour le jeu de données Pavie. Des
indicateurs de bonne classification obtenus par un classifieur SVM gaussien pour les différents jeux de
bandes sélectionnés sont affichés à droite.
7.6 Conclusion et perspectives
Les différentes stratégies d’optimisation proposées s’appuient sur une hiérarchie de bandes fu-
sionnées, construite de manière à progressivement rassembler les bandes adjacentes similaires au
sens d’un certain critère de fusion différent du critère de sélection de bandes. Différents critères
pour la fusion de bandes adjacentes ont été testés pour la construction de cette hiérarchie : un
premier critère visait à rassembler les bandes les plus corrélées, un second critère s’efforçait de
fusionner les bandes de manière à conserver au mieux la forme des spectres de référence tan-
dis qu’un dernier critère fusionnait les bandes adjacentes contribuant d’une même manière à
la séparabilité des différentes classes. Il est apparu que les deux derniers critères donnaient des
résultats légèrement meilleurs que le premier.
Plusieurs stratégies d’optimisation ont ensuite été proposées, afin d’extraire des jeux de bandes
fusionnées au sein de cette hiérarchie. Deux méthodes mono-niveau où l’on explore un à un les
différents niveaux de la hiérarchie, en identifiant le meilleur jeu de bandes pour chacun d’eux ont
été mises en œuvre. L’une d’elles était une méthode gloutonne, tandis que l’autre tient compte
des jeux de bandes précédemment sélectionnés. Au vu des expériences menées, le fait d’utiliser
des bandes plus larges que les bandes originales peut permettre d’améliorer la classification,
légèrement dans le cas du jeu test Pavie, de manière plus prononcée pour Indian Pines (sans
doute parce que des bandes plus larges ont pour effet de réduire le bruit, plus important sur
cette seconde image).
Une méthode multi-niveaux a également été mise en œuvre. Les solutions fournies par cette
dernière peuvent être assez variables, et ce processus doit être lancé à plusieurs reprises pour
augmenter les chances de tomber sur une solution vraiment meilleure. Cette dernière approche
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reste parmi les perspectives et mériterait d’être testée davantage. Il serait notamment intéres-
sant de comparer les résultats qu’elle permet d’obtenir à ceux d’une méthode où l’on ne prend
en compte aucun a priori sur les bandes fusionnées. En effet, dans les expériences qui ont été
effectuées ici, la recherche d’une solution au sein d’une hiérarchie de bandes fusionnées est une
stratégie autorisant le contrôler la croissance de la largeur des bandes (et de ne pas tout miser
sur le critère de sélection d’attributs, mais aussi intégrer des informations sur la similarité entre
bandes). Il serait donc intéressant de confronter ces résultats à ceux obtenus par l’extraction
directe (i.e. sans passer par une hiérarchie de bandes fusionnées) d’un jeu “optimal” de bandes
fusionnées par une méthode comme les algorithmes génétiques [Minet et al. 2010], l’algorithme
de [Serpico et Moser 2007], ou encore la méthode de [Tuia et al. 2014b].
Une autre perspective de travail pour la sélection de bandes spectrales fusionnées optimales
concerne l’utilisation des profils d’importance des bandes générés à partir des résultats de l’al-
gorithme génétique appliqué aux bandes individuelles et présentés dans la section 6.3.2. Notre
intention originale au sujet de ces profils d’importance était en effet de les exploiter pour la
définition de bandes larges. Lorsque l’on observe ces profils, on constate en effet visuellement
la présence de “blobs” correspondant à des groupes de bandes le long de ces profils. Il serait
donc tentant de les détecter de manière automatique. Une solution possible pourrait consister
à utiliser conjointement ces profils d’importance et la similarité (ou la corrélation) entre les
bandes. Cette première information nous apporterait un renseignement sur les zones du spectre
à sélectionner (terme d’attache à la donnée), tandis que la seconde inciterait à fusionner ou non
des bandes voisines (terme de régularisation). De premiers tests dans ce sens avaient été effectués
par des méthodes très simples [Najjar 2013, Chehata et al. 2014] à partir d’importances issues









Deux stratégies étaient possibles pour le travail d’optimisation spectrale pour la classification des
matériaux urbains, l’une basée sur la classification d’images hyperspectrales de zones urbaines,
l’autre basée sur des librairies de spectres de matériaux mesurés sur le terrain ou en laboratoire.
Chaque scénario a ses avantages et ses inconvénients.
Le premier présente l’avantage de travailler à partir d’images aéroportées. L’évaluation de résul-
tats de classification sur de telles données serait donc assez réaliste, car on se place donc dans
des conditions, à la fois en termes de résolution et de phénomènes perturbateurs (ombres, pixels
pas toujours purs), similaires à celles que l’on rencontrerait en pratique lors de classification de
données superspectrales. L’existence de ces phénomènes perturbateurs peut être gênante pour
l’optimisation spectrale proprement dite, mais ne concerne pas tous les pixels. En contrepartie, ce
scénario permet de couvrir une zone importante et donc de potentiellement récupérer un nombre
conséquent d’échantillons d’apprentissage et de test avec des matériaux d’une même classe dans
différents états d’usure. En contrepartie, il nécessite de se doter d’une vérité terrain, or des am-
biguïtés peuvent exister même in situ pour certains matériaux (ex : métaux), ou d’accès difficile
(comme dans le cas des matériaux de toiture).
Le second scénario présente l’avantage de se baser sur des mesures en principe bien identifiées
(pas d’incertitude sur la classe) et “propres” (mesures directement en réflectance sur des maté-
riaux purs). En revanche, le nombre d’échantillons d’apprentissage et de test est nettement plus
faible, ce qui s’avère gênant pour la plupart des classifieurs utilisés.
La stratégie initialement envisagée était la première et consistait donc à appliquer les algorithmes
présentés dans la partie précédente à des images hyperspectrales aéroportées. Dans ce but, la
campagne aérienne UMBRA [Adeline et al. 2013b] d’acquisition d’images a eu lieu sur deux
villes : Toulouse et Amiens, choisies pour représenter deux paysages urbains typiques respective-
ment du Sud et du Nord de la France. Ces vols couvraient également différents types de quartiers
(centre urbain dense, zone résidentielle, zone industrielle, campagne péri-urbaine) afin de ren-
contrer la plus grande diversité possible de paysages urbains et donc de matériaux. L’idée était
donc initialement d’effectuer l’optimisation spectrale à partir de spectres de matériaux extraits
de ces images. Prendre des spectres dans différentes parties de ces scènes aurait vraisemblable-
ment permis de rencontrer différents matériaux dans différents états. Par ailleurs, on aurait aussi
abordé les aspects plus pratiques liés à la classification, comme par exemple s’intéresser à des
traitements complémentaires comme la régularisation des classifications obtenues, ou encore à
la prise en compte d’informations exogènes dans le processus de classification comme l’apport
d’une information 3D (un MNS de corrélation avait été calculé) ou de données topographiques
[Le Bris et Chehata 2011].
Malheureusement, plusieurs problèmes se sont posés. Sur Amiens, les conditions météorologiques
n’étaient pas bonnes : le ciel s’est progressivement couvert au cours de l’acquisition, rendant
l’essentiel des données inutilisables sur cette zone. Sur la zone de Toulouse, en revanche, les
conditions météorologiques étaient satisfaisantes. Toutefois, les conditions ne sont pas forcément
favorables à la classification du fait de la période tardive à laquelle la prise de vue a eu lieu
(fin octobre), avec pour conséquence un Soleil assez bas, et donc des effets liés au relief assez
importants. Ainsi, d’une part, beaucoup de fonds de rue se trouvent totalement à l’ombre, et,
d’autre part, les effets directionnels peuvent être importants (des pans de toits couverts par un
même matériau apparaissent très différemment sur les images selon leur orientation).
Par ailleurs, du fait de problèmes radiométriques et géométriques liés aux images acquises, les
données UMBRA n’ont été disponibles que trop tardivement pour nos expériences.
Aussi avons nous dû nous orienter vers la seconde stratégie, c’est-à-dire celle consistant à tra-
vailler à partir d’une librairie de spectres de référence, issus de mesures de terrain ou de mesures
en laboratoire. Le travail a alors consisté à récupérer les spectres de matériaux dans différentes
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bases de données spectrales disponibles, avant de les mettre dans un format commun et dans
une nomenclature commune.
Dans cette partie, on définira d’abord une taxonomie des matériaux urbains à partir de laquelle
sera dérivée une nomenclature pour la classification, avant de présenter la manière dont nous
avons structuré la librairie de spectres. On présentera ensuite rapidement les différentes librairies
de spectres que nous avons utilisées. Seront ensuite présentés la manière dont ces spectres ont été
utilisés pour définir une configuration instrumentale spectrale optimale, et les résultats obtenus.
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Chapitre 8
Création d’une base de données de
spectres de matériaux
8.1 Taxonomie de matériaux
Plusieurs taxonomies de matériaux et de nomenclatures pour la classification des matériaux en
zones urbaines ont été proposées dans la littérature. Certaines de ces nomenclatures s’efforcent
d’être les plus fines et les plus générales possibles, tandis que d’autres sont plutôt des nomen-
clatures de travail très spécifiques à un problème de classification donné, i.e. à une image et à
une zone bien précise. En effet, si une taxonomie de matériaux doit être aussi exhaustive que
possible, une nomenclature de travail pour la classification peut se restreindre aux matériaux
que l’on peut espérer distinguer sur les images, l’essentiel étant alors d’extraire les matériaux les
plus présents, et les plus importants. On pourra notamment citer les nomenclatures de travail
définies dans [Chisense 2012, Taherzadeh et Shafri 2011, Taherzadeh et al. 2012]. Dans le cas
de [Chisense 2012], certaines classes ont d’ailleurs été identifiées depuis l’image comme étant
différentes des autres sans pour autant être labellisées (matériau inconnu). Ces nomenclatures
de travail incluent également souvent des classes d’ombre.
A l’inverse, certains auteurs [Herold 2004, Heiden et al. 2007] ont proposé des taxonomies de
matériaux urbains visant l’exhaustivité, ces taxonomies permettant alors d’affecter à peu près
tout matériau à une catégorie. Ces nomenclatures que l’on peut voir sur les figures 8.1, 8.2 et 8.3
sont le plus souvent hiérarchiques. Leurs premiers niveaux concernent des classes d’occupation
du sol classiques (cf chapitre 1). A ces premiers niveaux, sont alors associés un niveau correspon-
dant aux matériaux attachés à ces classes d’occupation du sol, voire un niveau supplémentaire
concernant des sous-classes de matériaux.
Si dans les grandes lignes, les principales familles de matériaux sont présentes dans ces deux
taxonomies, on peut toutefois noter quelques différences.
La nomenclature proposée par Herold est plus orientée classification à partir de données aéro-
portée et est plus opérationnelle. Ainsi, son dernier niveau (niveau 4) est composé de sous-classes
de matériaux distinguées uniquement en fonction de leur couleur. Par ailleurs, certaines classes
les plus fines sont davantage des classes d’occupation du sol (voire d’usage du sol). On rencontre
ainsi des classes comme “piscines” ou “voies ferrées”.
La taxonomie proposée par Heiden est plus théorique et plus orientée vers la nature exacte des
matériaux. Ainsi, là où Herold se limite à distinguer différents types de métaux uniquement en
fonction de leur couleur, Herold les distingue en fonction de leur composition. Par ailleurs, ces
taxonomies s’arrêtent aux différents types de matériaux en présence, mais ne prennent pas en
compte leur niveau d’usure qui a pourtant, pour certain d’entre eux, un fort impact sur leur
réponse spectrale. Il conviendrait donc de prendre en compte cette information, non nécessaire-
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Figure 8.1 – Taxonomie de matériaux urbains proposée par Herold (source : [Herold et al. 2004a])
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Figure 8.2 – Taxonomie de matériaux urbains proposée par Heiden (source : [Heiden et al. 2007])
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Figure 8.3 – Nomenclature hiérarchique utilisée par Heiden (source : [Kaufmann et al. 2010])
ment comme une sous-classe, mais comme un attribut complémentaire.
La nomenclature d’Heiden est dédiée aux villes allemandes, et plus généralement européennes,
et diffère donc de celle d’Herold pensée pour des travaux sur la ville de Santa Monica aux
USA. Certains matériaux sont donc absents de la taxonomie d’Heiden : il s’agit notamment des
toitures en shingle (bardeaux bitumineux) qui occupaient une place importante dans celle d’He-
rold. Toutefois ce matériau semble de plus en plus utilisé dans le cadre de nouvelles constructions
[Sellami-Kaaniche 2014] et il serait bon de l’intégrer dans la nomenclature également pour les
villes européennes. D’autres éléments de la nomenclature d’Herold et absent de celle d’Heiden
mériteraient également d’être conservés du fait de l’aspect particulier qu’ils peuvent présenter
sur les images (piscines, tartans, gravier de voie ferrée), ainsi que différents types de peinture.
Herold prenait en compte les peintures routières, mais elles concernent des surfaces limitées, à
la différence des différents types de peintures ou de vernis recouvrant des matériaux métalliques,
qui concernent des surfaces (de toiture) plus importantes. Il est en effet intéressant de distinguer
les métaux en fonction de leur composition (comme le fait Heiden). Malheureusement, ils sont
souvent recouverts par un vernis de couleur, et la détermination de leur nature exacte n’est
de ce fait pas possible. Il est donc intéressant d’ajouter une classe de matériau “métal peint”.
Il conviendrait également d’y intégrer les toitures en fibro-ciment amiante (il existe désormais
des fibro-ciments sans amiante). Par ailleurs, d’autres éléments correspondant à de nouvelles
pratiques sont absents de ces deux taxonomies : les panneaux photovoltaïques et les toitures
végétalisées. Même si ces éléments ne concernent pas encore des surfaces très importantes, il
nous semble intéressant de les intégrer à une taxonomie des matériaux afin qu’elle soit la plus
exhaustive possible.
Enfin, les taxonomies proposées par Herold et Heiden sont hiérarchiques. La distinction entre
différents matériaux n’intervient qu’aux niveaux les plus fins. Les premiers niveaux de la no-
menclature concernent quant à eux davantage la distinction de classes d’occupation du sol,
selon leur perméabilité pour Heiden, ou selon la couverture voire l’usage du sol pour Herold.
Dans le cas de la nomenclature de la BD OCS GE de l’IGN (présentée sur la figure 8.4), les
premiers niveaux font la distinction entre zones de végétation et de non végétation, puis selon
leur perméabilité dans le second cas. Il peut alors être intéressant de conserver une catégorie
semi-perméable comme dans la nomenclature d’Heiden. En revanche, la distinction du premier
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Figure 8.4 – Nomenclature de la couche couverture du sol de l’OCS GE de l’IGN (source : [Touzet
2014])
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niveau de la nomenclature IGN entre végétation et non végétation pose problème pour le cas
des toitures végétalisées. Néanmoins, si l’on relit les spécifications de ces différentes classes [Tou-
zet 2014], on constate que les différentes classes de végétation de cette OCS concernent en fait
les zones agricoles, forestières, naturelles ou d’agrément (jardins, parcs), alors que les toitures
végétalisées, bien que couvertes de végétation, se rattachent en réalité à la classe des “zones
bâties” (CS1.1.1.1) “imperméables”, c’est-à-dire à la famille des classes “sans végétation” (CS1).
Les toitures végétalisées semblent toutefois s’inscrire plus facilement, comme un matériau de
toiture, dans la nomenclature hiérarchique d’Heiden (figure 8.3), conçue pour le milieu urbain,
où la notion de séparation entre végétation et non végétation n’intervient que pour les surfaces
perméables. Après y avoir ajouté les classes manquantes, on aboutit donc à la taxonomie pré-
sentée figure 8.5. Les différentes classes de matériaux peuvent toutefois également s’inscrire dans
la nomenclature de l’OCS IGN, aboutissant à la taxonomie présentée figure 8.6.
Par ailleurs, certains matériaux sont présents dans différentes classes d’occupation du sol. On va
ainsi par exemple rencontrer des graviers ou du béton, à la fois au sol et sur les toitures. Aussi,
certains matériaux ne seront pas rattachés à une seule classe du niveau hiérarchique précédent.
Par conséquent, on travaillera en pratique avec, d’une part, une taxonomie hiérarchique “théo-
rique” associant à des classes d’occupation du sol les matériaux susceptibles de s’y trouver en
présence, et, d’autre part, une simple liste des différents matériaux sans autre considération
concernant leur usage. Un matériau sera présent de manière unique dans cette liste, tandis qu’il
pourra apparaître à plusieurs reprises dans la taxonomie hiérarchique. La taxonomie hiérar-
chique sera utile pour la classification en faisant le lien entre matériaux et occupation du sol de
niveau supérieur, car elle pourra d’une part permettre de remonter des matériaux vers les classes
d’OCS auxquelles ils appartiennent, et d’autre part, de manière inverse d’avoir des a priori sur
les matériaux en présence si l’on dispose déjà de certaines connaissances sur l’OCS (comme une
BD topographique, un MNS). La simple liste des matériaux sera quant à elle utilisée comme
nomenclature de base pour catégoriser différents spectres dans une base de données, et réaliser
des expériences de classification des matériaux sans considération des classes d’OCS dont ils font
partie.
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Surfaces imperméables : toitures de bâtiments 
 [Minéraux]
- Tuile en terre cuite
- Tuile en ciment
- Ciment / béton
- Fibro-ciment
. Amiante










. Alliages impliquant ces métaux
. Métaux peints
[Hydrocarbonés]
- Asphalte et bitume
- Papier goudronné
- Shingle / bardeaux bitumineux
- Plastique







Surfaces au sol imperméables 
[Minéraux]






( - Piscine (pas un matériau en tant que tel, mais aspect caractéristique sur les images) )
Surfaces au sol partiellement imperméables 
- Pavés en pierre
- Pavés auto bloquants en ciment
- Graviers (surtout si mélangé avec un peu de goudron)
(- Voies ferrées (gravier+métal)  (pas un matériau, mais aspect caractéristique sur les images))




Figure 8.5 – Taxonomie proposée à partir de la nomenclature d’Heiden
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CS 1.1.1.1 : Surfaces anthropisées → Zones imperméables → Zones bâties 
 [Minéraux]
- Tuile en terre cuite
- Tuile en ciment
- Ciment / béton
- Fibro-ciment
. Amiante










. Alliages impliquant ces métaux
. Métaux peints
[Hydrocarbonés]
- Asphalte et bitume
- Papier goudronné
- Shingle / bardeaux bitumineux
- Plastique







CS 1.1.1.2 : Surfaces anthropisées → Zones imperméables → Zones non bâties 
Imperméable :
[Minéraux]






( - Piscine (pas un matériau en tant que tel, mais aspect caractéristique sur les images) )
Partiellement perméable :
[Minéraux]
- Pavés en pierre
- Pavés auto bloquants en ciment
CS 1.1.2.1 : Surfaces anthropisées → Zones perméables → Zones à matériaux minéraux




Figure 8.6 – Taxonomie proposée à partir de la nomenclature de l’OCS GE de l’IGN
145
8.2 Structuration d’une librairie de spectres de matériaux
On souhaite se doter d’une librairie de spectres de matériaux qui rassemblera des mesures issues
de différentes sources. Il s’agit donc de structurer cette base de données de manière à suivre la
taxonomie de matériaux présentée précédemment, mais aussi à conserver d’autres informations
plus détaillées associées à ces spectres de matériaux, pouvant notamment correspondre à de
potentielles sous-classes. On a en effet pu voir que les nomenclatures d’Heiden et d’Herold pré-
sentent des différences au niveau des sous-classes de matériaux, dont la distinction se fait sur la
base de la couleur dans le cas d’Herold. Par ailleurs, l’état et le niveau d’usure des matériaux sont
aussi une information utile. Par conséquent, plutôt que de définir explicitement des sous-classes
qui pourraient varier en fonction des applications, nous proposons de nous arrêter aux classes
de matériaux et de leur associer des attributs concernant leur couleur, leur état (niveau d’usure,
saleté), le type d’occupation du sol auquel le matériau sur laquelle cette mesure de spectre a été
faite appartenait, ainsi que leur composition au cas où des sous-classes de compositions diffé-
rentes seraient possibles (cas des métaux).
Champs de la base de données
Il est donc proposé d’associer les attributs suivants à chaque spectre de la base de données :
— “Origine” “NomBaseOrigine” et “NomFichierOrigine” : des métadonnées concernant sa
librairie d’origine pour garantir sa traçabilité
— “DescriptifOrigine” : descriptif associé au spectre dans sa librairie d’origine
— “Nom” : Nom attribué au spectre
— “Classe” : Classe de la taxonomie
— “ClasseDétail” : sous-classe possible du point de vue de la composition du matériau
— “FamilleOCS” : exemple voirie, sol nu ou toiture
— “Couleur”
— “Etat”
— “Longueurs d’onde” : c’est-à-dire les longueurs d’onde associées aux mesures de réflectance
— “Spectre” : les mesures de réflectance
— “Type de mesure”
Il sera donc éventuellement possible de recréer en fonction des besoins des classes plus fines en
appliquant des requêtes sur ces attributs.
Remarque concernant l’adaptation aux spectres disponibles : Il a aussi fallu s’adapter
aux spectres collectés, parfois en faible nombre ou insuffisamment documentés. Ainsi, il aurait
été intéressant dans le cas des métaux d’avoir d’emblée plusieurs classes correspondant aux
différents métaux en présence (aluminium, zinc, acier, cuivre, ...). Néanmoins, on disposait de
peu de spectres pour chacune de ces catégories, et en outre, un certain nombre de spectres
récupérés étaient simplement labellisés métal sans indication complémentaire. Aussi avons nous
dû nous résoudre à stocker tous ces spectres dans une même classe métal, en précisant dans le
champ “ClasseDétail” leur composition lorsque celle-ci était connue.
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8.3 Librairies spectrales de matériaux urbains
Les spectres que nous avons récupérés proviennent de différentes libraires ou campagnes d’ac-
quisition terrain. L’effectif des spectres en fonction de leur origine est donné dans le tableau
8.1.
ASTER Spectral Library
La librairie de spectres ASTER 1 [Baldridge et al. 2009] est mise à disposition par le Jet Pro-
pulsion Laboratory du Institut de Technologie de Californie. Il s’agit d’une compilation de plus
de 2400 spectres de matériaux naturels et artificiels. Cette librairie intègre 3 autres librairies de
spectres produites par l’Université Johns Hopkins (Johns Hopkins University (JHU) Spectral Li-
brary), le Jet Propulsion Laboratory (JPL) Spectral Library (Jet Propulsion Laboratory (JPL)
Spectral Library) et l’USGS (the United States Geological Survey (USGS - Reston) Spectral
Library).
SLUM
La librairie SLUM 2 (Spectral Library of impervious Urban Materials) [Kotthaus et al. 2014]
produite et diffusée dans le cadre de LUMA (London Urban Micromet data Archive) regroupe
des mesures de spectres de réflectances de 74 matériaux imperméables, prélevés sur la zone de
Londres.
MEMOIRES et autres données acquises par l’ONERA
De nombreux spectres issus de mesures terrain ou en laboratoire ont été fournis par l’ONERA.
Une partie d’entre eux ont été récupérés de la librairie spectrale MEMOIRES (Moyen d’Echange
et de valorisation de Mesures de propriétés thermiques, Optiques et InfraRouges d’Echantillons
et de Scènes) 3 [Martin et Rosier 2012]. D’autres proviennent de campagnes de mesures sur la
ville de Toulouse non encore intégrées dans MEMOIRES.
Santa Barbara
Un certain nombre de spectres mesurés (uniquement mesures terrain) sur la ville de Santa
Barbara sont disponibles à l’adresse suivante http://www.ncgia.ucsb.edu/ncrst/research/
pavementhealth/urban/ [Herold et al. 2004a]. Il s’agit de spectres qui ont été mesurés dans
le cadre de travaux portant respectivement sur l’optimisation spectrale pour la classification
urbaine [Herold 2004] et l’analyse de l’état des routes à partir de données hyperspectrales [Herold
et al. 2004b]. On distinguera ces deux librairies. Outre ces mesures terrain, des spectres mesurés
à partir d’une image hyperspectrale étaient également disponibles mais ont pour le moment
été laissés de côté, du fait de leur résolution spectrale plus faible et de la présence de certains
artefacts sur les spectres.
Ben Dor







Des spectres issus de la campagne de mesure terrain DESIREX 08 (ESA) [Sobrino et al. 2008]
sur la ville de Madrid ont également été récupérés.
Table 8.1 – Origine des spectres récupérés








8.4 Mise en forme et rangement des spectres dans la base de
données
Il a donc fallu intégrer ces différents spectres dans notre modèle de base de données en fonction des
champs définis au paragraphe 8.2. Ce travail a consisté à les rattacher aux différentes catégories
de la nomenclature de la base de données, et renseigner les différents attributs définis lorsque
les informations étaient disponibles. Ce travail n’a pas toujours été simple du fait de la grande
hétérogénéité des informations accompagnant les spectres récupérés. Par ailleurs, les descriptions
de ces spectres étaient parfois ambiguës. Voici quelques exemples de problèmes rencontrés :
— le mot “pavement” peut se traduire par pavé ou trottoir...
— existe-t-il une distinction entre béton et ciment, d’autant plus qu’il existe également un
béton bitumineux relevant des matériaux hydrocarbonés.
— certains spectres avaient été mesurés sur des classes de mélange, comme par exemple des
mélanges entre terre, sable et gravier
— le terme “brique” désigne selon les cas des briques de construction ou des pavés auto-
bloquants.
Des informations concernant la couleur ou l’état des matériaux étaient associées à certains
spectres avec plus ou moins de précision, mais pour d’autres, on ne disposait d’aucune informa-
tion.
Domaine spectral Seuls ont été conservés les spectres qui couvraient à la fois le VNIR et le
SWIR. Pour le travail d’optimisation spectrale effectué par la suite, on a donc dû se limiter au
domaine spectral commun à la totalité des spectres récupérés.
Leur résolution spectrale était généralement comprise entre 1 et 5nm, parfois 10 nm en particulier
dans le SWIR.
Effets atmosphériques et autres artefacts Tous les spectres récupérés n’ont pas été acquis
dans les mêmes conditions, soit en laboratoire, soit sur le terrain (les mesures à partir d’images
hyperspectrales ayant pour le moment été laissées de côté). Il s’agit uniquement de spectres de
réflectance. Il a donc fallu prendre en compte les bandes concernées par les fenêtres d’absorp-
tion atmosphérique, où le signal a de fortes chances d’être bruité. Dans certains cas, les valeurs
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avaient déjà été mises à 0 dans ces zones, dans d’autres cas, elles étaient plus ou moins bruitées.
En outre, sur certains spectres d’autres artefacts étaient visibles, par exemple d’origine instru-
mentale comme des transitions entre capteurs VNIR et SWIR1 d’un ASD. Dans des cas où l’on
dispose de très peu de spectres pour certaines classes, ces artefacts risquent d’être identifiés
comme discriminants. Aussi a-t-il également fallu exclure les bandes concernées.
8.5 Classes non considérées
Notre travail s’est plutôt focalisé sur les matériaux urbains artificiels. Aussi, certains thèmes
comme la végétation ou l’eau ont été exclus du processus d’optimisation spectrale et n’ont donc
pas non plus été intégrés dans la base de données de spectres de référence.
Végétation La végétation est un élément important du paysage urbain et un facteur clé pour
comprendre le fonctionnement de cet écosystème. Toutefois, sa détection à partir de données
multispectrales classiques (rouge - vert - bleu - proche infrarouge) ne pose généralement pas de
problèmes. Il aurait été intéressant d’aller plus loin (séparation des espèces, mesure de l’état
sanitaire), mais cela aurait constitué une problématique à part entière, et aurait nécessité de
disposer de nombreux spectres correspondant aux différentes espèces, et acquis à différentes
périodes dans le temps, la végétation pouvant présenter un aspect très variable dans le temps et
selon les conditions climatiques. Il sera toutefois intéressant de mener une étude complémentaire
dans ce sens, notamment afin de savoir dans quelle mesure il est possible de discriminer la
végétation spécifique aux toitures végétalisées. (En effet, si, dans un processus de classification,
les ambiguïtés entre végétations haute et basse peuvent être levées en utilisant une information
3D (MNS) [Iovan 2009], cela n’est plus possible pour la distinction entre végétation haute et
toitures végétalisées.)
Eau Bien que présentes en milieu urbain, les zones d’eau n’ont pas été prises en compte. Il
faudrait là-aussi disposer de davantage de spectres, car son aspect est variable selon sa profon-
deur, sa turbidité et son eutrophysation.
En revanche, le sol nu naturel (terre, sable) a bien été pris en considération, du fait de son
importance pour les problématiques de perméabilité des sols et de ses potentielles confusions
avec des matériaux imperméables.
Panneaux photovoltaïques Cette classe a finalement été laissée de côté. Nous disposions de
quelques spectres pour la décrire, mais ces spectres étaient les seuls à être fournis sous forme
de BRDF. Par manque de temps, plutôt que de définir la meilleure manière de les intégrer (in-
tégration ou simulation de spectres sous différentes configurations observateur-source lumineuse
réalistes), nous les avons laissés de côté. Mais il sera intéressant de les intégrer ultérieurement
dans le processus.
La synthèse des spectres retenus est donnée dans le tableau 8.2 et illustré par la figure 8.7.
149
Table 8.2 – Bilan des spectres disponibles pour les principales classes de matériaux
Tuiles 29
dont tuiles en terre cuite 12






Métal non peint 19





(Chacun de ces spectres est d’une couleur différente)
Asphalte 162
Pavés en pierre 122
Ciment/béton 67






Figure 8.7 – Bilan des spectres disponibles pour les principales classes de matériaux
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Chapitre 9
Optimisation spectrale pour la
discrimination des matériaux
9.1 Approche proposée
9.1.1 Constitution de “jeux de données synthétiques”
Ainsi qu’il a été mentionné plus haut, le travail d’optimisation spectrale a dû être mené à partir
de librairies spectrales disponibles (et non à partir d’images hyperspectrales et de cartes de vé-
rité terrain associées). Ce scénario présente toutefois l’avantage de se baser sur des mesures en
principe bien identifiées (pas d’incertitude sur la classe) et “propres” (mesures directement en
réflectance sur des matériaux purs). En revanche, le nombre d’échantillons d’apprentissage et de
test est nettement plus faible, ce qui s’avère gênant à la fois lors de la phase d’apprentissage pour
la plupart des classifieurs utilisés, mais également pour l’évaluation des résultats de classification
puisque les échantillons de test risquent d’être les mêmes que ceux ayant servi pour l’apprentis-
sage. La réponse à ce problème a consisté à générer d’autres spectres à partir des spectres de
la base de données, en leur appliquant un facteur multiplicatif aléatoire. Cela ne permet pas de
réellement simuler la totalité de la variabilité intra-classe des matériaux, comme leurs différents
états (usure, couleur variable) pour lesquels le facteur multiplicatif devrait alors varier selon les
différentes parties du spectres. Le facteur multiplicatif aléatoire appliqué aux spectres était ici
compris entre 0,8 et 1,2, d’après l’observation des écarts types sur les classes pour lesquelles on
disposait de nombres de spectres plus conséquents. Des analyses quantitatives plus fines sur la
variabilité de certains matériaux sont également disponibles dans [Lacherade et al. 2005, Briot-
tet et al. 2006], différenciant différents comportements correspondant à la variabilité intrinsèque
d’un matériau, celle liée à sa rugosité, celle liée à ses différentes utilisations et enfin celle liée à
ses différentes variétés.
La méthode (voir figure 9.1) mise en œuvre pour se doter d’un jeu de vérité terrain est donc la
suivante :
Génération d’une vérité terrain de n échantillons par classe
Pour chaque classe c faire
V Tc ← ∅
Création d’une requête pour récupérer la liste des spectres appartenant à cette classe
Création de la liste Lc des spectres de la base de données vérifiant la requête
Pour i de 1 à n faire
Sélection aléatoire d’un spectre s de Lc
Bruitage du spectre s :
Application à s d’un facteur multiplicatif aléatoire (choisi ici entre 0,8 et 1,2)
s← rand().s






Fichier requête définissant 
un classe XXXX : 

























à la classe 
XXXX
Figure 9.1 – Génération d’une vérité terrain synthétique à partir de la base de données
Si certaines classes sont bien représentées dans la base de données, comme les revêtements asphal-
tés (162 spectres), les pavés en pierre (144 spectres) et le béton (69 spectres), d’autres pourtant
importantes et donc à prendre en compte ne le sont que par très peu d’échantillons (comme les
ardoises et l’amiante, représentées chacune par seulement 2 spectres) qui ne pourront donc pas
nécessairement bien représenter leur variabilité intra-classe. En conséquence, les résultats qui
seront obtenus pour certaines classes seront à nuancer.
9.2 Expériences et résultats
Les expériences d’optimisation spectrale ont été menées pour deux légendes de classification dif-
férentes.
La première (“légende 1”) regroupe des classes parmi les mieux représentées dans la base de
données ainsi que d’autres classes importantes (ex : ardoise) car assez communes. Ces classes
seraient les classes de base d’une carte de matériaux car on est à peu près certains de les











La seconde légende (“légende 2”) reprend sensiblement les mêmes classes, mais en les divisant
parfois en sous-classes, et intègre quelques autres classes qu’il pourrait être important de savoir









— Pavés en pierre
— Shingle
— Terre
— Tuile en ciment
— Tuile en terre cuite
Certains éléments d’occupation du sol importants comme l’eau et la végétation que l’on pourrait
s’attendre à rencontrer dans ces légendes ont été exclus de ce travail pour les raisons explicitées
dans la section 8.5.
Par ailleurs, on se limite ici à distinguer les différentes familles de matériaux. On ne tient donc
pas compte de leur usage (comme cela aurait pu être le cas de ceux présents à la fois au sol,
ou comme matériau de toiture), cette information étant insuffisamment disponible parmi les
spectres recueillis.
On n’a pas établi dans ces légendes de distinction concernant la couleur ou l’état des matériaux.
En effet, on cherche ici pour le moment simplement à identifier des jeux de bandes permettant
de les distinguer au mieux, et même s’ils présentent des couleurs différentes, i.e. une variabilité
intra-classe dans le domaine visible, il n’est pas forcé que cela soit également le cas dans d’autres
parties du spectre, où ils peuvent au contraire présenter un comportement commun, mais dis-
criminant par rapport aux autres classes.
Par ailleurs, l’optimisation spectrale a été effectuée selon le critère rf.conf. Ce critère se base
sur le classifieur Random Forest qui a la capacité de gérer des classes présentant des aspects
variables. Aussi est-il dans une certaine mesure capable de gérer ces problèmes de variabilité
intra-classe.
On étudiera toutefois dans un second temps l’impact sur la classification de la prise en compte
de la couleur lors de l’apprentissage, notamment lorsque l’on se limite à des bandes dans le VNIR.
L’optimisation spectrale a été effectuée à la fois pour des spectres à une résolution de 10 nm et
à celle de 1 nm, afin de voir l’impact de la résolution spectrale.
9.2.1 Sélection de bandes individuelles pour la légende 1 pour une résolution
constante de 10 nm
Sélection dans le domaine VNIR+SWIR (420-2400 nm)
Les figures 9.2 et 9.3 montrent l’impact du nombre de bandes sélectionnées respectivement sur
le score de sélection d’attributs rf.conf et sur la qualité de la classification obtenue en utilisant
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Figure 9.2 – Légende 1 : évolution du score de sélection en fonction du nombre de bandes sélectionnées
par la méthode SFFS dans le domaine VNIR+SWIR
Figure 9.3 – Légende 1 : évolution de la qualité de la classification par un SVM à noyau gaussien en
fonction du nombre de bandes sélectionnées par la méthode SFFS dans le domaine VNIR+SWIR
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un classifieur SVM avec noyau gaussien. Le score rf.conf tend à monter rapidement puis à rester
à peu près constant à partir de 7-8 bandes. La qualité de la classification obtenue en utilisant
un classifieur SVM continue de s’améliorer jusqu’à 9-10 bandes, à la fois pour les indicateurs
globaux et pour les indicateurs liés à la classe la plus mal classée (FScore_min).










Figure 9.4 – Légende 1 : profil d’importance de bandes (en haut) calculé pour une sélection de 10
bandes dans le domaine VNIR+SWIR et sélections obtenues (en bas) pour différentes itérations de
l’algorithme génétique
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Les profils d’importance associés aux différentes bandes (par application de l’algorithme géné-
tique pour une sélection de 10 bandes) ainsi que les jeux de bandes sélectionnées par différentes
itérations de l’algorithme génétique sont visibles sur la figure 9.4. On peut constater que cer-
taines parties du spectres notamment entre 1000 et 1500 nm (dans les fenêtres 1000-1100 nm
et 1150-1350 nm) ne sont pas considérées comme intéressantes par l’algorithme : ces bandes y
sont très rarement sélectionnées. Des bandes sont considérées comme importantes à la fois dans
le VNIR et le SWIR.
On observe aussi qu’une bande située à 2040 nm est considérée comme importante et toujours
sélectionnée. Les bandes voisines avaient été masquées afin d’éviter au maximum tout problème
d’artefact dû à l’atmosphère. Cette bande se trouve donc isolée, avec un comportement spécifique
perçu comme discriminant et est donc sélectionnée. Si ces voisines n’avaient pas été masquées,
les sélections auraient aussi pu parfois se porter sur elles. Plus généralement, cela illustre le
problème de l’influence de l’atmosphère. En principe, on a éliminé les bandes d’absorption at-
mosphérique, en masquant plus de bandes que nécessaire. Il apparaît toutefois que certaines
bandes sélectionnées restent proches de ces bandes d’absorption, et donc de zones sensibles aux
conditions atmosphériques et aux artefacts que celles-ci sont susceptibles d’avoir engendrés.
Quelques résultats quantitatifs sont présentés pour le jeu de bandes sélectionnées au sein duquel
les bandes sont les moins corrélées : les tableaux 9.1, 9.2 et 9.3 présentent des matrices de
confusions et bilan par classes obtenus à l’issue de classification par SVM avec noyau gaussien et
RF. Ces chiffres sont des moyennes : 5 classifications ont en effet été effectuées à partir de données
d’apprentissage (100 échantillons par classe) et de validation différentes (3000 échantillons par





















































































































































































































































































































































































































































































































































































































































Table 9.3 – Bilan de classification pour un jeu optimal de 10 bandes issues du domaine VNIR+SWIR
pour la légende 1.
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Ardoise 98,9 100,0 99,5 91,9 97,2 94,5
Asphalte 93,5 91,7 92,6 80,1 75,6 77,6
Ciment 90,4 89,1 89,7 75,6 74,8 75,1
Gravier 96,6 98,6 97,6 88,3 87,8 88,0
Métal 97,7 96,8 97,3 91,3 88,3 89,7
PavésPierre 96,9 92,0 94,4 73,0 77,3 75,1
Shingle 97,5 98,0 97,7 78,9 78,9 78,8
Terre 95,5 99,0 97,2 89,3 93,7 91,4
Tuile 98,1 99,8 98,9 92,5 85,3 88,7
Moyennes 96,1 96,2 96,1 84,6 84,3 84,3
Kappa 95,6 82,4
On peut constater que d’après ces résultats les différentes classes se retrouvent assez bien, en
particulier lorsque l’on utilise un classifieur SVM à noyau gaussien, les résultats avec les RF
restant un peu plus faibles. Il convient toutefois de garder à l’esprit que le jeu de données sur
lequel se sont appuyés ces tests est pour certaines classes assez limité, et que bien que les spectres
se soient vus appliqués un coefficient multiplicatif aléatoire, on se trouve dans une situation pour
laquelle la variabilité intra-classe n’est vraisemblablement pas aussi importante qu’elle le serait
sur un jeu de données réelles.
Ainsi, les ardoises sont généralement bien détectées mais ne sont représentées que par deux
spectres dans la base de données. La classe des ciments/bétons est la plus mal traitée par les deux
classifieurs. Elle a tendance à être confondue avec plusieurs autres classes, dans des proportions
un peu différentes selon le classifieur utilisé. Elle est principalement confondue avec les pavés en
pierre, et dans une moindre mesure, avec les graviers, les shingles et la terre. Une explication
possible serait le fait que certains des matériaux de cette classes sont des pavés en ciment incluant
d’autres matériaux minéraux analogues à ceux présents dans ces classes. L’asphalte est la seconde
classe la moins bien traitée, avec des confusions avec les shingle (qui incluent aussi des éléments
hydrocarbonés) ainsi qu’avec les pavés en pierre et dans une moindre mesure les graviers. Une
explication possible serait le fait que ces matériaux sont des constituants du revêtement routier,
et que leur signature apparaît plus fortement lorsque celui-ci est usé [Mohammadi 2012]. Il est
d’ailleurs plus surprenant que peu de confusions interviennent entre graviers et pavés en pierre.
Comparaison avec le jeu hyperspectral complet VNIR+SWIR
Il était intéressant de confronter les résultats obtenus pour le jeu de bandes sélectionnées avec
ceux obtenus en utilisant l’intégralité du jeu hyperspectral VNIR+SWIR à la résolution de 10
nm sans sélection. Les résultats obtenus sont présentés dans le tableau 9.4 et sur la figure 9.5.
Les chiffres obtenus sont assez similaires à ceux obtenus en utilisant le jeu de 10 bandes issues de
l’optimisation. Dans le cas du classifieur RF, on parvient à une classification légèrement meilleure
avec les 10 bandes sélectionnées.
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Table 9.4 – Bilan de classification pour la légende 1 pour le jeu hyperspectral complet (à la résolution
spectrale de 10 nm)
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Ardoise 99.2 100.0 99.6 88.4 96.7 92.3
Asphalte 96.3 93.1 94.6 72.7 72.4 72.3
Ciment 92.7 89.6 91.1 67.7 79.0 72.8
Gravier 94.6 99.5 96.9 88.1 80.0 83.8
Métal 98.8 97.3 98.0 94.1 87.1 90.5
PavésPierre 97.6 94.2 95.8 67.8 72.8 70.2
Shingle 97.8 99.2 98.5 77.9 74.5 76.0
Terre 95.6 98.5 97.0 88.5 90.5 89.5
Tuile 98.5 99.5 99.0 93.6 78.0 85.0
Moyennes 96.8 96.8 96.7 82.1 81.2 81.4
Kappa 96,4 78,9
Comparaison avec la configuration spectrale de Worldview-3
Lancé en 2014, le satellite de télédétection Worldview-3 est équipé d’un capteur superspectral
comportant 8 bandes dans le visible-proche infrarouge et 8 bandes dans le SWIR (fournissant des
images d’une résolution spatiale de 31cm en panchromatique, 1,24 m pour les bandes visibles et
proche infrarouge et 3,7 m pour les bandes du SWIR). Sa configuration est rappelée dans l’annexe
B. Il était donc intéressant de confronter les résultats obtenus pour le jeu de bandes sélectionnées
avec ceux obtenus en utilisant la configuration spectrale (16 bandes larges) de Worldview-3.
L’évaluation d’une classification utilisant les 16 bandes du satellite Worldview-3 est également
présentée dans le tableau 9.5 et sur la figure 9.5. Les chiffres obtenus sont assez similaires à
ceux obtenus précédemment en utilisant le jeu de 10 bandes issues de notre optimisation. Les
performances de classification obtenues dans les deux cas restent assez similaires. Ainsi, les
performances atteintes pour le classifieur SVM ne sont pas significativement différentes. Dans le
cas du classifieur RF, on parvient à une classification légèrement meilleure avec les 10 bandes
sélectionnées.
Table 9.5 – Bilan de classification pour la légende 1 pour la configuration spectrale de Worldview-3
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Ardoise 99,1 100,0 99,6 90,3 96,7 93,4
Asphalte 93,8 92,4 93,1 75,3 74,6 74,8
Ciment 90,4 88,9 89,6 73,8 75,6 74,6
Gravier 95,1 99,3 97,1 86,2 83,5 84,8
Métal 97,4 96,6 97,0 92,9 89,3 91,0
PavésPierre 98,1 94,2 96,1 69,2 74,7 71,8
Shingle 98,0 97,8 97,9 79,5 75,7 77,4
Terre 95,9 97,7 96,7 87,9 92,5 90,1
Tuile 97,5 98,8 98,1 92,8 81,9 86,9



















































































































Figure 9.5 – Légende 1 : performances de classification pour les classifieurs SVM à noyau gaussien et
RF pour différentes configurations hyperspectrales ou superspectrales : jeu de données hyperspectral
complet (résolution spectrale = 10 nm), configuration spectrale de Worldview-3, jeu optimal de 10
bandes dans le domaine VNIR+SWIR (420-2400 nm) et jeu optimal de 10 bandes dans le domaine
VNIR (420-1000 nm). Les F-Scores des différentes classes, ainsi que le F-Score moyen et le Kappa sont
représentés.
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Sélection dans le domaine VNIR limité au domaine 420-1000 nm
Figure 9.6 – Légende 1 : évolution du score de sélection en fonction du nombre de bandes sélectionnées
dans le domaine VNIR (420-1000 nm) par la méthode SFFS
Figure 9.7 – Légende 1 : évolution de la qualité de la classification par un SVM à noyau gaussien
en fonction du nombre de bandes sélectionnées dans le domaine VNIR (420-1000 nm) par la méthode
SFFS
Les figures 9.6 et 9.7 montrent l’impact du nombre de bandes sélectionnées respectivement sur
le score de sélection d’attributs rf.conf et sur la qualité de la classification obtenue en utilisant
un classifieur SVM avec noyau gaussien. Le score rf.conf tend à monter rapidement puis à rester
à peu près constant à partir de 4-5 bandes. La qualité de la classification obtenue en utilisant
un classifieur SVM continue à s’améliorer légèrement jusqu’à 9-10 bandes, en particulier pour
les indicateurs liés à la classe la plus mal classée (Fscore_min).
Dans la suite, on a sélectionné 10 bandes.
Les profils d’importance associés aux différentes bandes (par application de l’algorithme géné-
tique pour une sélection de 10 bandes) ainsi que les jeux de bandes sélectionnés par différentes
itérations de l’algorithme génétiques sont visibles sur la figure 9.8. On peut constater que 4
(voire 5) domaines se détachent du profil d’importance, à mettre en regard avec les résultats des
figures 9.6 et 9.7. Si l’on regarde les jeux de bandes sélectionnés, on constate que l’algorithme a
plutôt sélectionné des bandes voisines dans ces domaines, plutôt que dans les autres parties du
spectre. On peut aussi remarquer que les bandes principales sélectionnées sont proches de celles
162
de la famille SPOT multispectral ou Pléiades.
Quelques résultats quantitatifs sont présentés pour le jeu de bandes sélectionnées au sein duquel
les bandes sont les moins corrélées. Le tableau 9.8 ainsi que la figure 9.5 présentent un récapitu-
latif des précisions par classes obtenues à l’issue de classification par SVM avec noyau gaussien
et RF. Ces résultats restent nettement plus faibles que ceux obtenus précédemment en prenant
également des bandes dans le SWIR. Ceci confirme les résultats obtenus par [Oltra-Carrio et al.
2015] sur l’intérêt des bandes issues du domaine SWIR pour la classification en milieu urbain.
Les résultats obtenus sont assez différents selon le classifieur. Dans le cas des RF, les classes les
plus mal traitées sont l’asphalte et le shingle, qui se confondent mutuellement (en raison de cou-
leur sombre ou rouge sans doute assez proches), mais aussi avec les autres classes (notamment
les tuiles dans le cas de l’asphalte).
Les tableaux 9.6 et 9.7 présentent les matrices de confusions obtenues respectivement pour les
SVM et les RF. Les confusions ne sont les mêmes selon le classifieur utilisé. Si l’on regarde
les classes les plus mal traitées, on constate que les shingles se confondent avec la plupart des
autres classes en particulier dans le cas du classifieur RF. L’asphalte tend à se confondre avec
les shingles, mais également avec des classes minérales (gravier, pavés en pierre et ciment), ainsi
qu’avec les tuiles. Pavés en pierre et ciment (et dans une moindre mesure graviers et ciment)











Figure 9.8 – Légende 1 : profil d’importance de bandes calculé pour une sélection de 10 bandes dans





































































































































































































































































































































































































































































































































































































































































Table 9.8 – Bilan de classification pour un jeu optimal de 10 bandes issues du domaine VNIR (420-
1000nm) pour la légende 1.
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Ardoise 97,5 100,0 98,7 84,1 95,4 89,3
Asphalte 89,6 87,7 88,6 66,9 62,6 64,5
Ciment 83,7 86,0 84,8 63,5 68,5 65,8
Gravier 87,8 93,5 90,5 69,6 64,7 67,0
Métal 93,5 90,1 91,7 80,1 79,1 79,5
PavésPierre 94,7 87,2 90,7 65,9 70,2 67,9
Shingle 93,2 92,4 92,7 66,2 58,5 61,9
Terre 94,9 96,9 95,9 81,6 83,1 82,3
Tuile 95,2 95,5 95,3 84,1 79,4 81,6
Moyennes 92,2 92,1 92,1 73,5 73,5 73,3
Kappa 91,1 70,2
Comparaison avec la configuration spectrale de Pléiades
On a également sélectionné 4 bandes pour se confronter aux bandes d’un capteur multispectral
existant (en l’occurrence Pléiades). On a aussi sélectionné 4 bandes dans le domaine VNIR et
SWIR, afin de vérifier l’apport du SWIR, même lorsque peu de bandes sont sélectionnées.
On peut constater d’après les résultats obtenus (présentés dans les tableaux 9.9, 9.10 et 9.11,
ainsi que la figure 9.9) que les 4 bandes sélectionnées dans le VNIR obtiennent de meilleures
classifications qu’avec les bandes de Pléiades. En revanche, l’utilisation de bandes sélectionnées
à la fois dans le VNIR et le SWIR permet une amélioration significative de la qualité des
classifications, pour toutes les classes, et en particulier pour l’asphalte, les shingles, mais aussi
pour les graviers et pavés en pierre.
On peut d’ailleurs constater qu’un jeu de 4 bandes bien choisies dans le VNIR et le SWIR donne
des résultats sensiblement aussi bons, voire meilleurs (notamment dans le cas du classifieur RF)
qu’un ensemble de 10 bandes sélectionnées uniquement dans le VNIR.
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Table 9.9 – Bilan de classification pour un jeu optimal de 4 bandes issues du domaine VNIR (420-
1000nm) pour la légende 1.
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Ardoise 97,5 100,0 98,7 85,1 95,8 90,1
Asphalte 77,1 80,8 78,8 66,5 61,3 63,6
Ciment 79,5 83,6 81,5 63,1 68,3 65,4
Gravier 85,6 91,4 88,4 69,3 65,5 67,3
Métal 91,8 88,9 90,3 79,9 79,3 79,5
PavésPierre 86,5 79,8 83,0 65,9 69,7 67,6
Shingle 86,6 80,3 83,3 65,9 58,9 61,9
Terre 94,4 95,3 94,8 82,0 83,2 82,6
Tuile 95,1 91,8 93,4 85,1 79,9 82,4
Moyennes 88,2 88,0 88,0 73,6 73,5 73,4
Kappa 86,5 70,2
Table 9.10 – Bilan de classification pour la légende 1 pour la configuration spectrale de Pléiades.
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Ardoise 93,8 100,0 96,8 80,2 92,9 86,0
Asphalte 72,0 79,5 75,5 54,9 51,5 52,9
Ciment 78,6 79,7 79,0 57,7 61,8 59,6
Gravier 84,4 91,2 87,7 63,7 57,5 60,4
Métal 90,1 88,7 89,4 78,6 75,9 77,2
PavésPierre 80,8 79,0 79,9 58,9 62,3 60,5
Shingle 87,0 71,0 78,1 58,7 51,9 54,9
Terre 92,8 94,7 93,7 74,9 76,2 75,5
Tuile 92,7 85,9 89,1 72,4 70,9 71,6
Moyennes 85,8 85,5 85,5 66,7 66,8 66,5
Kappa 83,7 62,6
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Table 9.11 – Bilan de classification pour un jeu optimal de 4 bandes issues du domaine VNIR+SWIR
pour la légende 1.
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Ardoise 96,2 100,0 98,0 84,9 96,2 90,1
Asphalte 86,7 83,8 85,1 78,2 70,4 73,9
Ciment 83,0 80,8 81,8 72,9 74,1 73,4
Gravier 93,0 95,2 94,1 84,6 84,7 84,6
Métal 93,9 95,9 94,9 89,9 87,2 88,4
PavésPierre 86,3 81,7 83,9 71,2 73,5 72,3
Shingle 92,0 91,9 91,9 77,5 74,3 75,8
Terre 93,7 98,6 96,1 89,3 92,4 90,8
Tuile 96,3 93,0 94,6 87,9 82,4 85,0













































































































4 bandes VNIR+SWIR (420-2400 nm)4 des VNIR+SWIR (420-2400 nm)
4 bandes VNIR (420-1000 nm)ndes VNIR (420-1000 nm)
Configuration spectrale PléiadesConfi r tion spectrale Pléiades
Classifieur : SVM RBF
Classifieur : RF
Figure 9.9 – Légende 1 : performances de classification pour les classifieurs SVM à noyau gaussien et
RF pour différentes configurations spectrales de 4 bandees : jeu optimal de 4 bandes dans le domaine
VNIR+SWIR (420-2400 nm), jeu optimal de 4 bandes dans le domaine VNIR (420-1000 nm) et
configuration spectrale de Pléiades. Les F-Scores des différentes classes, ainsi que le F-Score moyen et
le Kappa sont représentés.
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9.2.2 Impact de la prise en compte ou non de la couleur des matériaux :
sous-classes
On a pu voir que les classes pour lesquelles le plus de confusions se produisaient étaient l’as-
phalte, le ciment, les pavés en pierre et le shingle. Or ces classes sont également celles qui peuvent
présenter des aspects différents notamment en terme de couleur. L’asphalte peut être rouge, gris
ou noir selon sa couleur et son niveau d’usure. Les shingles sont de différentes couleurs. Le ciment
va être plus ou moins clair, voire coloré.
Il était donc intéressant de voir l’impact de la prise en compte de la couleur, de l’état et de
la matière sur la qualité de la classification. Pour ce faire, on a utilisé les jeux de bandes sé-
lectionnées précédemment, et effectué les classifications en prenant cette fois en compte lors de
l’apprentissage des sous-classes correspondant à différentes aspects d’un matériau. On procède
donc comme suit :
1. Apprentissage avec des sous classes correspondant à différentes couleurs ou aspects
2. Classification
3. Agrégation : fusion pour un même matériau des différentes sous-classes correspondant à ses
différents aspects
4. Evaluation
Remarque : Il aurait aussi été possible de prendre en compte ces sous-classes pour la sélection des
bandes (comme le faisait par exemple [Herold et al. 2003]), mais ces informations (couleur/état)
ne sont pas disponibles pour tous les spectres, et l’on souhaitait exploiter pour ce travail de
sélection de bandes le plus d’éléments possibles de la librairie spectrale collectée. Pour cette
même raison, ces informations ne sont utilisées ici que pour l’apprentissage ; elles sont en re-
vanche absentes pour les échantillons que l’on classe, d’où l’agrégation des sous-classes en classe
de matériaux à l’issue de la classification et juste avant l’évaluation.
Les différentes sous-classes définies sont les suivantes :
— Asphalte : gris ; noir ; gris très foncé ; rouge
— Ciment : gris ; clair ; rouge ; sombre
— Métal : acier ; acier rouillé ; aluminium ; cuivre
— Shingle : clair ; foncé ; rouge
— Tuile : ciment ; terre cuite
Les résultats obtenus pour une sélection de 10 bandes dans le VNIR+SWIR sont présentés dans
le tableau 9.12. On assiste donc à une légère dégradation dans le cas du classifieur SVM et à une
amélioration peu importante dans le cas du classifieur RF. Certaines classes comme l’asphalte
ou les shingles tendent toutefois à être moins bien traitées : des shingles sont classés comme de
l’asphalte. Ceci s’explique vraisemblablement par le fait que certains shingles ne font en fait pas
partie des sous-classes de couleur qui ont été définies et sont alors mal classés. Le modèle de
classification obtenu est dans ce cas moins générique que celui obtenu pour une seule classe.
Les résultats obtenus pour une sélection de 10 bandes dans le VNIR sont présentés dans le tableau
9.13. On observe peu d’impact sur les résultats obtenus par un classifieur SVM. En revanche,
une nette amélioration globale est alors observée dans le cas du classifieur RF. Toutefois, ce
résultat est à nuancer, car les précisions producteur et utilisateur tendent à être déséquilibrées
pour plusieurs classes, en particulier pour l’asphalte, les shingles et le ciment. Ce déséquilibre
traduit des phénomène de sous-détection ou sur-détection sur ces classes. La prise en compte de
sous-classes a donc conduit à une amélioration des résultats globaux, mais à des résultats plus
nuancés pour certaines classes.
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Table 9.12 – Bilan de classification pour un jeu optimal de 10 bandes issues du domaine VNIR+SWIR
pour la légende 1, à partir d’un apprentissage utilisant des sous-classes.
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Ardoise 97,9 100,0 98,9 97,2 97,6 97,4
Asphalte 89,9 92,9 91,4 71,9 91,4 80,5
Ciment 89,2 86,2 87,6 72,4 76,7 74,5
Gravier 93,5 97,7 95,5 94,6 85,4 89,8
Métal 97,0 96,7 96,8 86,4 98,0 91,8
PavésPierre 92,2 87,8 89,9 75,1 74,1 74,6
Shingle 98,7 94,6 96,6 92,7 62,9 75,0
Terre 95,7 98,7 97,1 89,9 94,0 91,9
Tuile 98,0 98,9 98,4 93,5 85,6 89,3
Moyennes 94,6 94,8 94,7 85,9 85,1 85,0
Kappa 94,0 83,2
Table 9.13 – Bilan de classification pour un jeu optimal de 10 bandes issues du domaine VNIR pour
la légende 1, à partir d’un apprentissage utilisant des sous-classes.
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Ardoise 97,5 100 98,7 90,0 93,3 91,6
Asphalte 85,3 89,3 87,2 62,5 80,4 70,3
Ciment 83,1 85,6 84,2 59,4 76,9 67,0
Gravier 88,8 93,1 90,9 72,1 71,6 71,8
Métal 93,7 90,6 92,0 84,2 84,1 84,1
PavésPierre 94,9 85,5 90,0 74,4 65,3 69,6
Shingle 93,2 91,3 92,2 76,1 55,8 64,4
Terre 95,7 96,6 96,1 88,2 80,1 83,9
Tuile 97,6 96,0 96,8 89,3 77,6 83,1
Moyennes 92,2 92,0 92,2 77,3 76,1 76,2
Kappa 91,2 73,2
9.2.3 Sélection de bandes individuelles pour la légende 1 pour une résolution
constante de 1 nm
Tout comme dans les expériences précédentes, 10 bandes ont été sélectionnées. Les profils d’im-
portance associés aux différentes bandes ainsi que les jeux de bandes sélectionnés par différentes
itérations de l’algorithme génétique sont visibles sur la figure 9.10. On peut constater que ces
résultats sont assez semblables à ceux obtenus précédemment pour des bandes d’une largeur de
10 nm.
Les résultats quantitatifs globaux (présentés dans le tableau 9.14) obtenus à la résolution spec-
trale de 1 nm sont assez proches de ceux obtenus précédemment (voire légèrement inférieurs,
surtout dans le cas des SVM). Néanmoins, pour certaines classes, on observe des améliorations
ou des diminutions plus significatives (mais pas nécessairement pour les deux classifieurs). Par
exemple, les pavés en pierre sont nettement moins bien traités par les SVM à la résolution de 1
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nm qu’à 10 nm, tandis que cette dégradation n’est pas très importante pour les RF. A l’inverse,
les métaux sont nettement mieux traités par les RF à la résolution de 1 nm qu’à celle de 10 nm,










Figure 9.10 – Légende 1 : profil d’importance de bandes (en haut) calculé pour une sélection de 10
bandes dans le domaine VNIR+SWIR à la résolution de 1 nm et sélections obtenues (en bas) pour
différentes itérations de l’algorithme génétique
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Table 9.14 – Bilan de classification pour un jeu optimal de 10 bandes issues du domaine VNIR+SWIR
à la résolution spectrale de 1 nm pour la légende 1
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Ardoise 96,9 100,0 98,4 91,6 97,8 94,6
Asphalte 94,2 90,2 92,1 80,1 72,3 75,9
Ciment 90,1 91,3 90,7 76,7 77,1 76,9
Gravier 94,9 98,3 96,6 85,1 88,3 86,6
Métal 98,3 96,2 97,2 94,4 90,2 92,2
PavésPierre 92,3 87,9 90,0 71,5 77,6 74,4
Shingle 96,6 97,2 96,9 79,5 77,9 78,6
Terre 96,2 98,9 97,5 90,5 94,9 92,6
Tuile 97,8 97,1 97,4 91,9 84,1 87,8
Moyennes 95,3 95,2 95,2 84,6 84,4 84,4
Kappa 94,6 82,5
9.2.4 Sélection de bandes fusionnées pour la légende 1
On s’est également intéressé au fait de savoir s’il était possible d’utiliser des bandes plus larges.
Les algorithmes présentés au chapitre 7 ont donc été appliqués au jeu de données de résolu-
tion spectrale 10 nm correspondant à la légende 1. Le critère utilisé pour la construction de la
hiérarchie de bandes fusionnées correspondait à l’erreur de reconstruction des spectres par une
fonction constante par morceaux. La hiérarchie de bandes fusionnées obtenue est présentée sur la
figure 9.11. Les bandes des régions 1150-1250 nm, 1500-1700 nm et 2100-2150 nm se rassemblent
assez vite en bandes plus larges. Les spectres des différentes classes sont en effet assez plats dans
cette zone. A l’inverse, les régions 420-600 nm (visible) et 2250-2350 nm ont tendance à n’être
fusionnées que plus tardivement.
Les configurations spectrales de bandes contiguës de largeur variable correspondant aux diffé-
rents niveaux de la hiérarchie ont été évaluées, à partir des résultats d’une classification par un
classifieur SVM 1-contre-1 avec noyau gaussien optimisé. Le coefficient Kappa, le F-score moyen
sur l’ensemble des classes ainsi que le F-score minimal (correspondant à la classe la plus mal
traitée) ont été calculés et sont présentés sur la figure 9.12. Différentes configurations spectrales
permettent d’obtenir des résultats équivalents (au sens de ces 3 mesures qui apparaissent géné-
ralement corrélées) à la résolution spectrale originale : certaines de ces configurations dégradent
les performances, tandis que d’autres les améliorent légèrement, mais on reste dans les mêmes
ordres de grandeurs. La dégradation qui se produit lorsque l’on passe en dessous de 90 bandes
fusionnées correspond à la fusion de bandes originales dans le domaine 2250-2350 nm. L’amé-
lioration observée lorsque l’on passe en dessous de 40 bandes correspond à la fin des fusions
des dernières bandes individuelles du visible. Les performances un peu moins inférieures entre
ces deux événements correspondent donc vraisemblablement à une sur-représentation de bandes
issues du visible dans cette séries de configurations spectrales.
En revanche, les performances de classification diminuent assez fortement lorsque les configura-
tions spectrales comportent moins de 22 bandes, c’est-à-dire lorsqu’elles commencent à n’être









































Figure 9.11 – Légende 1 : hiérarchie de bandes fusionnées obtenue pour le critère de fusion “erreur de
reconstruction du spectre” L’abscisse correspond aux numéros/longueur d’onde des bandes. L’axe des
ordonnées correspond aux niveaux dans la hiérarchie de bandes fusionnées (en bas : niveau le plus fin
avec les bandes originales, en haut : une bande fusionnée unique). Les lignes noires verticales sont les
limites entre bandes fusionnées : plus on monte dans la hiérarchie, plus le nombre de bandes fusionnées










































Figure 9.12 – Légende 1 : évolution de la qualité de la classification par un SVM à noyau gaussien
pour les différentes configurations spectrales de la hiérarchie de bandes fusionnées de la figure 9.11
(abscisse = nombre de bandes fusionnées dans la configuration spectrale)
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L’algorithme de méthode de bandes SFFS adapté à la hiérarchie (présenté dans la section 7.5) a
ensuite été mis en œuvre. Un jeu de 10 bandes a donc été sélectionné au sens du score rf.conf à
chaque niveau de la hiérarchie. Ces jeux de bandes sont présentés sur la figure 9.13. Les parties
du spectre sélectionnées restent assez stables dans certains domaines (notamment dans le visible
et le domaine 1500-2400nm du SWIR), mais sont plus instables dans le proche infra-rouge (750-
1050 nm).
De la même manière que précédemment, ces jeux de bandes ont été évalués à partir des résultats
d’une classification par un classifieur SVM 1-contre-1 avec noyau gaussien optimisé. L’évolution
du coefficient Kappa, du F-score moyen et du F-score le plus faible est présenté sur la figure 9.14.
Cette fois, l’apport de l’utilisation de bandes fusionnées n’est pas évident. Certaines configura-
tions améliorent légèrement la classification, tandis que d’autres la dégradent. Les scores obtenus
restent toutefois dans les mêmes ordres de grandeur (<1%). Il est donc possible de travailler avec

















































Figure 9.13 – Légende 1 : jeux de 10 bandes sélectionnés (en utilisant l’approche SFFS adaptée) aux
différents niveaux de la hiérarchie de bandes fusionnées de la figure 9.11. Chaque ligne correspond à un
niveau de la hiérarchie, les rectangles jaunes correspondant alors aux bandes sélectionnées à ce niveau.
L’abscisse correspond aux numéros/longueur d’onde des bandes. L’axe des ordonnées correspond aux
niveaux dans la hiérarchie de bandes fusionnées (en bas : niveau le plus fin avec les bandes originales,












































 i i al
a
Figure 9.14 – Légende 1 : évolution de la qualité de la classification par un SVM à noyau gaussien pour
les jeux de 10 bandes sélectionnés (en utilisant l’approche SFFS adaptée) aux différents niveaux de la
hiérarchie de bandes fusionnées de la figure 9.11 (abscisse = nombre de bandes fusionnées initiales,
avant sélection)
9.2.5 Sélection de bandes individuelles pour la légende 2 pour une résolution
constante de 10 nm
L’évolution du score de sélection d’attributs rf.conf et de la qualité de la classification obtenue
en utilisant un classifieur SVM avec noyau gaussien en fonction du nombre de bandes était sen-
siblement la même pour la légende 2 que pour la légende 1. Aussi on a également sélectionné 10
bandes pour cette seconde légende.
Les profils d’importance associés aux différentes bandes (par application de l’algorithme géné-
tique pour une sélection de 10 bandes) ainsi que les jeux de bandes sélectionnés par différentes
itérations de l’algorithme génétiques sont visibles sur la figure 9.15. Ces résultats sont également
assez similaires à ceux obtenus pour la légende 1, à la différence que la partie du spectre com-
prises entre 1000 et 1100 nm est un peu plus importante tandis que celle entre 1150 et 1300 nm
continue à ne pas être considérer comme intéressante par l’algorithme. La partie entre 1500 et
1700 nm est un peu plus lissée et 2 blobs tendent à s’y dessiner. Le blob situé vers 2200 nm tend
aussi à mieux se détacher.
Si l’on s’intéresse aux résultats quantitatifs (tableau 9.15), certaines classes comme les tuiles et
la terre sont mieux traitées que pour la légende 1, tandis que les ciments et l’asphalte sont moins
bien traités, en particulier pour le classifieur RF. On remarque surtout que les classes ajoutées
par rapport à la légende 1 sont généralement très bien classées, notamment l’amiante et les fibro-
ciments (au détriment de la classe des ciments dont certains échantillons tendent à être affectés
à ces classes, surtout dans le cas du classifieur RF). Or, ces classes étaient très peu représentées
dans la librairie spectrale. Les résultats obtenus sont donc à nuancer : la solution proposée de gé-
nérer des spectres supplémentaires par application d’un facteur multiplicatif aléatoire ne permet
pas de tenir compte de la véritable variabilité des matériaux, qui n’affecte pas nécessairement de
manière identique les différentes parties du spectre (cela a par exemple été montré dans le cas
de revêtements routiers asphaltés par [Herold et al. 2004b, Mohammadi 2012]). Dans ces condi-
tions, il peut être difficile de mesurer dans quelle mesure on ne tombe pas dans du sur-ajustement.
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On a également effectué une classification pour la légende 2, mais en utilisant le jeu de bandes
sélectionnées pour la légende 1. Les résultats sont présentés dans le tableau 9.16 et montrent
que le jeu de bandes optimisé pour la légende 1 est également adapté au cas de la légende 2.
Les différences entre cette classification et celle obtenue pour le jeu de bandes optimisé pour la
légende 2 ne sont en effet pas significatives. Le seul changement notable concerne les métaux qui











Tuile en terre cuite
Figure 9.15 – Légende 2 : profil d’importance de bandes (en haut) calculé pour une sélection de 10
bandes dans le domaine VNIR+SWIR et sélections obtenues (en bas) pour différentes itérations de
l’algorithme génétique
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Table 9.15 – Bilan de la classification pour un jeu optimal de 10 bandes issues du domaine
VNIR+SWIR pour la légende 2
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Amiante 99,1 100,0 99,6 93,4 98,3 95,8
Ardoise 97,9 100,0 98,9 92,0 96,4 94,1
Asphalte 95,0 90,7 92,8 79,0 72,0 75,3
Ciment 92,2 85,1 88,5 78,1 68,3 72,8
Fibrociment 99,2 100,0 99,6 93,5 99,5 96,4
Gravier 96,1 98,8 97,4 85,8 87,9 86,7
Métal 97,0 99,0 98,0 94,2 90,0 92,0
MétalPeint 100,0 99,9 99,9 98,3 98,9 98,6
PavésPierre 94,0 92,3 93,2 75,1 75,5 75,3
Shingle 97,8 97,5 97,6 78,6 76,3 77,4
Terre 95,4 99,6 97,5 92,1 95,1 93,5
TuileCiment 99,2 100,0 99,6 89,4 94,5 91,8
TuileTerreCuite 98,7 99,0 98,9 94,9 93,7 94,2
Moyennes 97,1 97,1 97,0 88,0 88,2 87,1
Kappa 96,8 87,2
Table 9.16 – Bilan de la classification pour la légende 2 en utilisant le jeu optimal de 10 bandes issues
du domaine VNIR+SWIR sélectionné pour la légende 1
SVM noyau gaussien RF
Préc. util. Préc. prod. F-score Préc. util. Préc. prod. F-score
Amiante 99,6 100 99,8 93,2 97,9 95,5
Ardoise 97,5 100 98,7 91,9 97,0 94,3
Asphalte 94,5 90,8 92,6 79,7 71,5 75,4
Ciment 91,9 85,9 88,8 77,6 69,6 73,3
Fibrociment 99,7 100,0 99,9 93,1 99,5 96,1
Gravier 95,8 98,9 97,4 87,1 87,8 87,4
Métal 96,7 98,8 97,7 93,9 88,1 90,9
MétalPeint 100,0 100,0 100,0 96,9 98,3 97,6
PavésPierre 94,5 91,3 92,8 74,8 75,6 75,2
Shingle 97,3 97,3 97,3 79,1 75,9 77,4
Terre 95,3 99,4 97,3 92,4 95,7 94,0
TuileCiment 99,1 99,9 99,5 88,2 94,6 91,2
TuileTerreCuite 99,4 99,3 99,4 95,2 93,5 94,3
Moyennes 97,0 97,0 97,0 87,9 88,1 87,9
Kappa 97,1 87,1
9.2.6 Bilan
Au vu des différentes expériences effectuées, on a vérifié qu’un jeu limité de bandes spectrales
(environ 10) est suffisant pour la discrimination des matériaux des deux légendes testées. Utiliser
davantage de bandes n’a que très peu d’influence sur la qualité des résultats obtenus.
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L’apport de l’utilisation de bandes appartenant au domaine spectral du SWIR est confirmé. En
effet, à nombre égal de bandes sélectionnés, les résultats obtenus en utilisant des configurations
spectrales comportant des bandes appartenant à la fois au VNIR et au SWIR fournissent des
classifications significativement meilleures que celles composées exclusivement de bandes issues
du domaine VNIR (420-1000 nm). Ceci a été vérifié à la fois pour des jeux de 10 et de 4 bandes.
On a d’ailleurs pu constater qu’un jeu de 4 bandes bien choisies dans le VNIR et le SWIR per-
mettait d’obtenir des résultats sensiblement aussi bons, voire meilleurs (notamment dans le cas
du classifieur RF) qu’un ensemble de 10 bandes sélectionnées uniquement dans le VNIR.
Il a aussi été constaté que les différentes configurations spectrales composées de bandes issues
exclusivement du VNIR avaient tendance à dégager 4 ou 5 groupes de bandes au sein desquels
des bandes adjacentes sont sélectionnées, le reste du spectre ayant tendance à être ignoré.
La sélection de bandes individuelles a été effectuée à la fois pour des résolutions spectrales de 10
nm et de 1 nm. Les configurations spectrales proposées dans les 2 cas restent assez semblables.
De même, les indicateurs de qualité des classifications obtenues dans ces 2 cas restent assez
proches. Si pour certaines classes, on peut observer des améliorations ou des diminutions plus
significatives selon que l’on travaille à une résolution de 10 ou 1 nm, elles ne sont pas forcément
les mêmes selon le classifieur utilisé. Une résolution plus fine (1nm) serait peut-être intéressante
pour diagnostiquer des phénomènes plus fins (comme par exemple, le niveau de dégradation de
certains matériaux), mais n’apparaît pas comme nécessaire dans le cas présent de discrimination
des différents matériaux.
On s’est également intéressé au fait de savoir s’il était possible d’utiliser des bandes plus larges.
Ces expériences de sélection de bandes ont toutes été effectuées pour le même critère basé sur
la confiance d’un classifieur RF. Un tel classifieur est à même de gérer dans une certaine mesure
l’existence d’une variabilité intra-classe. Par ailleurs, dans le cas où l’on sélectionnait des bandes
à la fois dans le VNIR et le SWIR, il était également intéressant de ne pas s’arrêter à des distinc-
tion de couleur de matériaux ; en effet, les couleurs étant spécifiques au domaine visible et rien
n’interdisait l’existence dans le domaine infra-rouge de bandes discriminantes par rapport aux
autres classes et pour lesquelles un même matériau de différentes couleurs répond de manière
unique. Aussi, n’a-t-on pas pris en compte de sous-classes lors des expériences d’optimisation
spectrale.
Il était toutefois intéressant de voir dans quelle mesure la prise en compte des sous-classes corres-
pondant à différents aspects de mêmes matériaux pouvait améliorer les résultats de classification
pour une configuration spectrale donnée. Il est alors apparu que la prise en compte de sous-
classes lors de l’apprentissage améliorait les résultats de la classification uniquement dans le cas
du classifieur RF principalement pour des bandes issues exclusivement du VNIR. Cette amélio-
ration concernait les résultats globaux, mais pouvait conduire à des résultats plus nuancés pour
certaines classes.
Une expérience de sélection de bandes a également été tentée pour une nomenclature un peu plus
détaillée. Toutefois, les nouvelles classes étaient généralement décrites par très peu de spectres
dans la librairie spectrale collectée. Il est ensuite apparu que ces classes étaient généralement
très bien détectées lors de la classification. Les résultats obtenus sont donc à nuancer : la solution
proposée de générer des spectres supplémentaires par application d’un facteur multiplicatif aléa-
toire ne permet pas de tenir compte de la véritable variabilité des matériaux, qui n’affecte pas
nécessairement de manière identique les différentes parties du spectre. Aussi des classes décrites
par peu de spectres dans la base de données sont plus faciles à retrouver pour le classifieur, car








Le travail réalisé s’inscrivait dans la perspective d’enrichissement de la connaissance de l’occu-
pation du sol. Il est en effet apparu que la modélisation fine du milieu urbain nécessitait pour
certaines applications une connaissance géospatiale des matériaux en présence, autrement dit de
carte de matériaux. De telles cartes pourraient dès lors constituer une couche supplémentaire, à
la fois dans des bases de données sur l’occupation du sol (comme par exemple l’occupation du
sol à grande échelle de l’IGN) et dans des maquettes urbaines 3D (comme par exemple celles
produites par la chaîne BATI3D).
Des applications potentielles pour des cartes de matériaux ont été recensées au chapitre 1. Elles
demeurent toutefois assez diverses, certaines nécessitant une connaissance des différents maté-
riaux en présence sur une zone donnée, d’autres se focalisant sur un matériau particulier, voire
sur son état. De même, certaines de ces applications nécessitent une véritable carte précise géo-
métriquement, tandis que d’autres se contentent des proportions des différents matériaux en
présence au sein de mailles plus ou moins larges. Les besoins en terme de cartes de matériaux
sont donc à cette heure encore assez divers et parfois très spécialisés.
Toutefois, aucune base de données existante ne contient actuellement une telle information.
Aussi, la télédétection apparaît comme la seule solution permettant de la produire. Néanmoins,
du fait de la forte hétérogénéité des matériaux en présence, de leur variabilité, mais aussi des
fortes ressemblances entre classes distinctes, il apparaît que les capteurs optiques multispectraux
“classiques” (ne comportant que les 4 canaux rouge - vert - bleu -proche infrarouge) ne sont pas
suffisants pour garantir une bonne discrimination des matériaux. Un capteur multispectral, voire
superspectral, plus riche spectralement pourrait donc apporter une solution à cette limite.
Le travail mené a donc consisté à identifier la meilleure configuration spectrale, ou du moins à
proposer des solutions s’en approchant, pour la classification des matériaux urbains, c’est-à-dire
à mener à bien un travail d’optimisation spectrale. Pour ce faire, des méthodes de sélection
automatique d’attributs ont été mises en œuvre. Un premier travail a donc consisté à définir et
préciser ces méthodes, et à les valider sur des jeux de données de la littérature. La seconde partie
du travail a consisté en l’application de ces algorithmes d’optimisation spectrale au cas d’étude
des matériaux urbains.
10.1 Mise en place d’outils d’optimisation spectrale
Contrairement à nombre de cas d’applications des méthodes de sélection d’attributs utilisées
comme pré-traitement d’un processus de classification, nous n’avions pas ici de véritables contraintes
quant aux temps de calcul. Il a dès lors été possible d’utiliser des heuristiques d’optimisation
classiques associées à des critères de type filtre ou wrapper. Deux heuristiques classiques ont été
choisies du fait de leur généricité et de leur flexibilité, et donc de leur capacité à être utilisées
avec différents critères de sélection d’attributs, voire à intégrer et à être guidées par différents
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critères. Il s’agissait d’une part de l’algorithme SFFS, méthode séquentielle utilisée ici pour étu-
dier l’impact du nombre de bandes sélectionnées sur la qualité de la classification, et d’autre
part d’un algorithme génétique, méthode stochastique permettant pour un nombre de bandes à
sélectionner fixe, d’explorer plusieurs solutions proches de la solution optimale.
Un travail méthodologique a alors été mené afin d’identifier le meilleur critère à utiliser pour
mesurer la pertinence d’un jeu de bandes, autrement dit pour définir le score à optimiser lors
du processus de sélection de bandes. Une comparaison de différents scores possibles, aussi bien
filtre que wrapper ou embedded, a été effectuée. Les meilleurs scores identifiés sont, d’une part,
un score de type filtre avec la mesure de Jeffries-Matusita, et, d’autre part, deux scores de type
wrapper associés à un classifieur et prenant en compte la confiance avec laquelle le classifieur
labellise les échantillons, autrement dit des scores wrapper ne se limitant pas à de simples taux
de bonne classification.
Plusieurs critères ont été pris en compte pour comparer ces scores. Ces scores devaient conduire
à des jeux de bandes les plus discriminants possible, et ceci de manière indépendante d’un clas-
sifieur particulier. Les solutions proposées devaient donc être discriminantes pour la plupart des
classifieurs et non simplement au sens du critère de sélection d’attributs utilisé. Leur parcimo-
nie, à savoir leur capacité à obtenir les meilleurs résultats avec le moins de bandes possible, a
également été prise en compte. Par ailleurs, la stabilité des solutions proposées et, lorsque cela
était possible, la signification des bandes sélectionnées par rapport aux spectres des classes ont
aussi été prises en compte de manière qualitative par l’étude de profils d’importance des bandes
générés à partir des résultats intermédiaires de l’algorithme génétique.
On s’est ensuite intéressé au problème de l’optimisation de la largeur des bandes. La méthode
mise en œuvre a consisté d’abord à construire une hiérarchie de bandes fusionnées. Différents
critères de fusion ont été testés, permettant de rassembler les bandes les plus “similaires”. Diffé-
rentes configurations spectrales peuvent ensuite être testées au sein de cette hiérarchie.
Les apports de cette étude sont les suivants :
— Une comparaison de critères pour la sélection d’attributs a été menée. L’approche mise en
place pour les comparer est assez originale dans le sens où elle les évalue à la fois de manière
quantitative (par le biais des taux de bonne classification obtenus par différents classifieurs
pour les configurations spectrales optimisées au sens des différents critères), mais également
qualitative en s’intéressant au comportement des sélections proposées par le biais de profils
d’importance des bandes au sens des différents scores de sélection d’attributs testés. On
notera toutefois que même si les configurations spectrales proposées sont différentes, la plu-
part des scores testés permettent d’atteindre, du point de vue de l’évaluation quantitative,
des taux de bonne classification ne présentant pas de différences significatives.
— Une mesure d’importance des bandes calculée à partir des résultats intermédiaires d’un
algorithme génétique a été proposée. On obtient alors des profils d’importance de bandes
qui permettent de constater visuellement quelles parties du spectre sont importantes. Notre
intention initiale était également d’utiliser ensuite ces profils d’importance pour définir les
bandes larges en les croisant avec des informations de corrélation entre bandes.
— Des critères de type wrapper pour la sélection d’attributs ont été proposés : ces critères
sont associés à un classifieur et prennent en compte la confiance avec laquelle ce classifieur
classe les échantillons. Ils ne se limitent donc pas comme la plupart des scores wrapper à
un simple taux de bonne classification. Cela nous donne un score intermédiaire entre les
séparabilités de type filtre et les scores taux de bonne classification wrapper classiques.
Lors du parangonnage des différents scores de sélection d’attributs, ces scores notamment
associés à un classifieur RF sont apparus comme étant parmi les meilleurs critères.
183
— Une approche hiérarchique a été proposée pour la sélection de bandes larges. Cette stratégie
permet de contrôler la croissance de la largeur des bandes, en ne basant pas tout le proces-
sus sur le critère de sélection d’attribut, mais en intégrant également des contraintes sur la
similarité entre bandes par le biais d’un critère de fusion. On commence donc par construire
une hiérarchie de bandes fusionnées, en fusionnant de proche en proche les bandes adja-
centes selon un critère. Trois de ces critères de fusion ont été testés, visant à fusionner les
bandes en considérant leur corrélation, leur contribution à la séparabilité entre les classes,
ou leur impact sur la forme du spectre. Les deux derniers se sont avérés meilleurs que le
premier. La sélection de bandes fusionnées se déroule ensuite au sein de la hiérarchie de
configurations spectrales produite.
A l’issue de ce travail se dessinent plusieurs perspectives.
— Dans le cadre du parangonnage de critères pour la sélection d’attributs, nous nous sommes
limités à des critères compatibles avec les heuristiques d’optimisation générique mises en
œuvre. Certaines méthodes de sélection d’attributs de type embedded, pour lesquelles le
score à optimiser et la méthode d’optimisation sont liés, n’ont donc pas été testées, comme
par exemple [Tuia et al. 2014b]. Ces méthodes sont assez récentes et plus rapides que celles
utilisées ici. (Rappelons toutefois que le temps de calcul n’était pas une contrainte dans
notre cas.) Il serait donc intéressant d’intégrer quelques uns de ces algorithmes dans notre
comparatif. Par ailleurs, une approche comme celle de [Tuia et al. 2014b], plus rapide,
serait bien adaptée lors de l’étape d’optimisation de la largeur des bandes pour tester un
nombre plus important de bandes fusionnées possibles, et donc davantage de configurations
spectrales. Cette approche consisterait, à chaque itération, à générer aléatoirement une
bande fusionnée, et à tester si, une fois ajoutée au jeu de bandes déjà sélectionnées elle
contribue à l’amélioration de la qualité du modèle (inspiré d’un SVM en norme L1). Le
cas échéant, cette bande est conservée dans la sélection. Les bandes déjà sélectionnées et
contribuant insuffisamment à la qualité du modèle peuvent aussi être supprimées.
— Une autre perspective de travail déjà mentionnée concerne également l’optimisation des
bandes fusionnées. L’approche qui a été mise en œuvre est l’approche hiérarchique présentée
plus haut. Notre intention originale était aussi de tester une méthode alternative exploitant
les profils d’importance des bandes générés à partir des résultats de l’algorithme génétique
appliqué aux bandes individuelles. En effet, lorsque l’on observe ces profils, on constate
visuellement la présence de “blobs” correspondant à des groupes de bandes le long de ces
profils. Il est donc tentant de les détecter de manière automatique. Une solution possible
pourrait consister à utiliser conjointement ces profils d’importance et la similarité (ou la
corrélation) entre les bandes. Cette première information nous apporterait un renseignement
sur les zones du spectre à sélectionner (terme d’attache à la donnée), tandis que la seconde
inciterait à fusionner ou non des bandes voisines (terme de régularisation). De premiers
tests dans ce sens avaient été effectués par des méthodes très simples [Najjar 2013, Chehata
et al. 2014] à partir de profils d’importances des bandes issues de méthodes de type filtre.
10.2 Application au cas d’étude des matériaux urbains
Dans cette seconde partie, les algorithmes et critères de sélection de bandes définis dans la par-
tie précédente ont été mis en œuvre pour l’identification des meilleures configurations spectrales
pour la classification des matériaux. On cherchait à identifier plusieurs éléments : le nombre de
bandes utiles, leur position dans le spectre, en particulier de savoir si l’utilisation de bandes
situées dans le domaine SWIR permet d’améliorer la distinction des matériaux et dans quelle
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mesure.
Une difficulté importante rencontrée dans cette partie était celle de la disponibilité de données
sur lesquelles effectuer cette optimisation spectrale. Il était initialement prévu d’effectuer ce tra-
vail à partir d’images hyperspectrales aéroportées acquises au cours de la campagne [Adeline
et al. 2013b], mais la disponibilité tardive de ces données nous a conduit à adopter une autre
stratégie consistant à travailler à partir d’une librairie de spectres de référence, issus de me-
sures terrain ou de mesures en laboratoire. Le travail préalable aux expériences d’optimisation
spectrale a alors consisté se doter d’une taxonomie de matériau, puis à récupérer les spectres
de matériaux dans différentes bases de données spectrales disponibles, avant de les mettre dans
un format commun et dans cette nomenclature commune. Certains matériaux étaient peu re-
présentés dans cette collection de spectres, ainsi que la totalité de leur variabilité possible. Il
a également fallu composer avec les informations associées à ces spectres et qui n’étaient pas
toujours aussi détaillées que nous aurions pu le souhaiter. Nous avons donc finalement dû nous
restreindre à des tests et une nomenclature moins ambitieux que ce que nous aurions souhaité.
Les principaux résultats obtenus sont les suivants :
— Les expériences ont porté sur deux nomenclatures regroupant les classes de matériaux com-
munément rencontrés en milieu urbain. Ces nomenclatures étaient les suivantes { ardoise -
asphalte - ciment - gravier - métal - pavés en pierre - shingle - terre - tuile } et { amiante -
ardoise - asphalte - ciment - fibro-ciment - gravier - métal - métal peint - pavés en pierre -
shingle - terre - tuile en ciment - tuile en terre cuite }. On a alors vérifié qu’un jeu limité de
bandes spectrales (environ 10) est suffisant pour la classification de ces matériaux. Utiliser
davantage de bandes n’a que très peu d’influence sur la qualité des résultats obtenus pour
ces nomenclatures.
Il serait maintenant intéressant de pouvoir y intégrer des classes appartenant à la végéta-
tion et aux zones d’eau, afin d’identifier quelles autres bandes devraient être ajoutées à la
sélection afin de pouvoir traiter ces nouveaux problèmes.
— L’apport de l’utilisation de bandes appartenant au domaine spectral du SWIR a également
été confirmé. En effet, à nombre égal de bandes sélectionnés, les résultats obtenus en utilisant
des configurations spectrales comportant des bandes appartenant à la fois au VNIR et
au SWIR fournissent des classifications significativement meilleures que celles composées
exclusivement de bandes issues du domaine VNIR (420-1000 nm). Ceci a été vérifié à la
fois pour des jeux de 10 et de 4 bandes. On a d’ailleurs pu constater qu’un jeu de 4 bandes
bien choisies dans le VNIR et le SWIR permettait d’obtenir des résultats comparables,
voire meilleurs (notamment dans le cas du classifieur RF) qu’un ensemble de 10 bandes
sélectionnées uniquement dans le VNIR.
— La sélection de bandes individuelles a été effectuée à la fois pour des résolutions spectrales
de 10 nm et de 1 nm. Les configurations spectrales proposées dans les 2 cas restaient assez
semblables. De même, les indicateurs de qualité des classifications obtenues dans ces 2 cas
étaient assez proches. Si pour certaines classes, des améliorations ou des diminutions plus
significatives ont pu être observées selon que l’on travaille à une résolution de 10 ou 1 nm,
elles n’étaient pas forcément les mêmes selon le classifieur utilisé. Une résolution plus fine
(1nm) serait peut-être intéressante pour diagnostiquer des phénomènes plus fins (comme
par exemple, le niveau de dégradation de certains matériaux, ou le stress de la végétation),
mais n’apparaît pas comme nécessaire dans le cas présent de discrimination des différents
matériaux.
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— Ces expériences de sélection de bandes ont toutes été effectuées avec le même critère basé
sur la confiance d’un classifieur RF, c’est-à-dire un classifieur à même de gérer dans une
certaine mesure l’existence d’une variabilité intra-classe. Aussi, n’a-t-on pas pris en compte
de sous-classes lors des expériences d’optimisation spectrale. D’un point de vue opérationnel,
il était toutefois intéressant de voir dans quelle mesure la prise en compte des sous-classes
correspondant à différents aspects de même matériaux pouvait améliorer les résultats de
classification pour une configuration spectrale donnée. Il est alors apparu que la prise en
compte de sous-classes lors de l’apprentissage améliorait les résultats de la classification
pour le classifieur RF, en particulier pour des bandes issues exclusivement du VNIR. Cette
amélioration concerne les résultats globaux, mais conduit à des résultats plus nuancés pour
certaines classes.
Néanmoins, certains des résultats obtenus (notamment les évaluations quantitatives) sont à nuan-
cer à cause du faible nombre de spectres représentatifs disponibles pour plusieurs classes. Ainsi,
lors de l’expérience de sélection de bandes menée pour une légende un peu plus détaillée mais
dont les nouvelles classes étaient généralement décrites par très peu de spectres dans la librairie
spectrale collectée, il est apparu que ces classes étaient généralement très bien détectées lors de
la classification. Les résultats obtenus sont donc à nuancer : la solution proposée de générer des
spectres supplémentaires par application d’un facteur multiplicatif aléatoire ne permet pas de te-
nir compte de la véritable variabilité des matériaux, qui n’affecte pas nécessairement de manière
identique les différentes parties du spectre. Aussi des classes décrites par peu de spectres dans
la base de données sont plus faciles à retrouver pour le classifieur, car présentant une variabilité
moindre dans le jeu de données test généré. Dans ces conditions, il peut être difficile de mesurer
dans quel mesure on ne tombe pas dans du sur-ajustement.
Il serait donc intéressant d’affiner ce travail, lorsque de nouveaux spectres seront disponibles. De
nouvelles mesures de spectres pourront notamment être réalisées dans le cadre du projet ANR
HYEP (Hyperspectral imagerY for Environmental urban Planning). Ce projet qui a débuté en
2015 s’intéresse à l’utilisation de l’imagerie hyperspectrale pour l’étude du milieu urbain, notam-
ment pour des applications de planification urbaine. Une de ses tâche consiste notamment en la
réalisation d’une base de données morpho-spectrale. Si de nouveaux spectres sont disponibles,
notamment pour les classes les moins bien représentés au sein de la librairie que nous avons
collectée, il sera donc intéressant de relancer le processus d’optimisation spectrale en prenant
en compte cette fois les nouveaux spectres. Une autre perspective de travail consisterait aussi
en une analyse plus fine de l’impact de la prise en compte de sous-classes, en terme d’usure des
matériaux cette fois.
D’autres perspectives de travail consistent en la mise en application de la classification des ma-
tériaux (pour les jeux de bandes sélectionnés) sur les images hyperspectrales acquises lors de la
campagne UMBRA et désormais disponibles, ainsi que lors de nouvelles campagnes sur Toulouse
réalisées en 2014 et 2015. Cela permettra d’aborder le problème de la classification des maté-
riaux de manière plus opérationnelle, ainsi que nous avions initialement prévu de le faire. Cette
application plus opérationnelle sur données “réelles” permettrait vraisemblablement de mieux
cerner les limites de la classification des matériaux et de mieux identifier les confusions qui se
produisent. D’autres expériences consisteraient aussi à évaluer l’impact de la prise en compte
de données complémentaires (comme par exemple un modèle numérique de surface) dans le
processus de classification, mais également celui de certains post-traitements de la classification
(comme des méthodes de régularisation). On pourra aussi voir dans quelle mesure il est possible
d’entraîner le classifieur à partir des spectres de la librairie spectrale, puis de l’appliquer à l’image.
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D’un point de vue plus thématique, certaines familles de classes d’occupation du sol pourtant
importantes ont été exclues des expérimentations (pour des raisons détaillées en 8.5). Il s’agit
des classes décrivant la végétation et les zones d’eau. Afin d’être plus exhaustif, il conviendrait
de les prendre en compte lors de l’optimisation spectrale et de déterminer quelles autres bandes
devraient être ajoutées à la sélection pour être en mesure de traiter les problématiques qui leur
sont liées (comme par exemple la discrimination des espèces, la détection des toitures végétali-
sées ou le suivi du stress hydrique dans le cas de la végétation).
Une dernière perspective de travail concerne le fait d’aller plus loin dans la discrimination des ma-
tériaux. Dans les expériences précédentes, on a cherché à obtenir une configuration spectrale qui
soit un compromis permettant de classer au mieux les différents matériaux de la nomenclature.
Si, pour un matériau donné, on souhaite également caractériser des sous-classes de façon plus
fine, comme par exemple quantifier différents niveaux d’usure, il pourra être nécessaire d’iden-
tifier des bandes supplémentaires, différentes de celles permettant de distinguer ce matériau des
autres. Cette caractérisation plus fine d’un matériau peut en effet être liée à des variations locales
de son spectre. La prise en compte de ces phénomènes locaux au moyen d’indices spécifiques (à
l’instar de ceux proposés par [Heiden et al. 2007]) pourrait alors être une voie d’amélioration
pour caractériser ce matériau plus finement. Dans ce but, on pourrait poursuivre les quelques
expériences présentées dans la section 6.6.2 visant à définir des indices simples (impliquant uni-
quement des paires de bandes) calculés à partir des bandes sélectionnées conjointement avec le







AG (Algorithme Génétique) : heuristique d’optimisation (pour plus de détails, consulter la
section 6.3.2)
OCS : OCcupation du Sol
RF ou FA : (Random Forest ou Forêt Aléatoire) : classifieur (pour plus de détails, consulter
la section 3.1.6)
SAM (Spectral Angle Mapper ou angle spectral) : mesure de similarité entre spectres (pour
plus de détails, consulter la section 3.1.2
SFFS (Sequential Forward Floating Search) : heuristique de sélection d’attributs (pour plus
de détails, consulter la section 6.3.1)
SID (Spectral Information Divergence) : mesure de similarité entre spectres (pour plus de
détails, consulter la section 3.1.2
SVM (Support Vector Machines ou Séparateurs à Vastes Marges) : classifieur (pour plus de
détails, consulter la section 3.1.4)
SWIR (Short-Wave InfraRed) : domaine spectral de l’infra-rouge ondes courtes allant approxi-
mativement de 1000 nm à 2500 nm.
UMC : Unité Minimales de Collecte. Spécifient pour chaque classe de la nomenclature la taille
en deçà de laquelle les objets sont considérés comme trop petits pour apparaître dans la base de
données.
VNIR (Visible Near InfraRed) : domaine spectral du visible et du proche infra-rouge, allant




Rappel des configurations de
quelques capteurs satellite
Pléiades
Dates de lancement : 2011 (Pléiades 1-A) et 2012 (Pléiades 1-B)
Fauchée : 20 km
Table B.1 – Capteur Pléiades
Bande Domaine spectral Résolution spatiale (au nadir)
Panchromatique 470 – 820 nm 0,7 m
Bleu 430 – 550 nm 2 m
Vert 500 – 620 nm 2 m
Rouge 590 – 710 nm 2 m
Proche infrarouge 740 – 940 nm 2 m
SPOT-6 et SPOT-7
Dates de lancement : 2012 (SPOT 6) et 2014 (SPOT 7)
Fauchée : 60 km
Table B.2 – Capteurs SPOT 6 et 7
Bande Domaine spectral Résolution spatiale (au nadir)
Panchromatique 455–745 nm 1,5 m
Bleu 455 – 525 nm 6 m
Vert 530 – 590 nm 6 m
Rouge 625 – 695 nm 6 m
Proche infrarouge 760 – 890 nm 6 m
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Worldview-3
Date de lancement : 2014
Fauchée : 13,1 km
Table B.3 – Capteur Worldview-3
Bande Domaine spectral Résolution spatiale (au nadir)
Panchromatique 450 - 800 nm 31 cm
Coastal 400 - 452 nm 1,24 m
Bleu 448 - 510 nm 1,24 m
Vert 518 - 586 nm 1,24 m
Jaune 590 - 630 nm 1,24 m
Rouge 632 - 692 nm 1,24 m
Red-edge 706 - 746 nm 1,24 m
Proche infrarouge 1 772 - 890 nm 1,24 m
Proche infrarouge 2 866 - 954 nm 1,24 m
SWIR-1 1195 - 1225 nm 3,7 m
SWIR-2 1550 - 1590 nm 3,7 m
SWIR-3 1640 - 1680 nm 3,7 m
SWIR-4 1710 - 1750 nm 3,7 m
SWIR-5 2145 - 2185 nm 3,7 m
SWIR-6 2185 - 2225 nm 3,7 m
SWIR-7 2235 - 2285 nm 3,7 m
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Résumé
Durant ces dernières décennies, l’imagerie par télédétection aéroportée des milieux urbains reste un enjeu scientifique
majeur. L’arrivée d’une nouvelle génération de caméras aéroportées permettant d’effectuer des acquisitions à très haute
résolution spatiale et possédant un meilleur rapport signal sur bruit ouvre de nouvelles perspectives pour extraire l’infor-
mation de ces environnements. En effet, la principale limitation de la plupart des méthodes de traitement des images dans
ces milieux est due à la grande variété des matériaux qui les compose et à la géométrie dense et complexe qui les carac-
térise et peut induire de larges zones d’ombre. La campagne (UMBRA) a pour but d’acquérir un nouveau jeu de données
de référence représentatif de deux villes françaises distinctes en vue de développer de nouvelles méthodes de correction
atmosphérique au soleil et à l’ombre, de concevoir de futures caméras superspectrales dédiées à des applications de
télédétection urbaine, et d’étudier des applications pour “ré-éclairer” des scènes à partir d’images urbaines terrestres. Ce
papier détaille cette campagne ainsi que les prétraitements qui ont été effectués sur les différentes données acquises. De
premiers résultats sont également présentés.
Mots clés : campagne expérimentale, imagerie aéroportée, haute résolution spatiale et spectrale, milieux urbains,
propriétés optiques des matériaux.
Abstract
Remote sensing imagery of urban environments from airborne acquisitions still remains a major scientific issue over the
last decades. As urban areas are characterized by a high variety of materials and many shadowed areas, most of the
processing methods are limited. Moreover, due to the high spatial resolution and better signal-to-noise ratio of the new
generation of airborne sensors, this opens the way to new developments to improve the extraction of information from such
environments. This campaign (UMBRA) aims at acquiring a new reference dataset representative of two different French
cities to develop a new atmospheric correction method in sunlit and shaded urban areas, to design a future generation
of superspectral cameras system dedicated to geomatic applications, and to study relighting applications from terrestrial
urban image data. This paper details this experiment and the preprocessing done on the different acquired data. Some first
results are presented.
Keywords : field campaign, airborne imagery, high spatial and spectral resolution, urban areas, material optical
properties.
1. Introduction
A l’échelle du sol, les interactions globales Homme-
Milieux sont plus complexes à expliquer dans les en-
vironnements urbains qu’en milieux naturels. Cela peut
s’expliquer d’une part à cause de la grande variabilité et
hétérogénéité des matériaux qui les composent (Herold
et al., 2004 ; Lachérade et al., 2005 ; Heiden et al., 2007 ;
Le Bris et al., 2008), et d’autre part à cause du relief
très accidenté qui les caractérise (structures 3D et ef-
fets de pente (Heiden et al., 2012), effets d’ombre (Ade-
line et al., 2013a), etc.). Depuis ces dernières décennies
et grâce à l’avancée de nouveaux capteurs imageurs à
haute résolution spatiale, la télédétection aéroportée a
démontré sa capacité à expliquer et identifier certains
phénomènes difficiles à observer à partir du sol (Heldens
et al., 2011 ; Schafri et al., 2012), parmi lesquels : îlots
de chaleur urbain (Sobrino et al., 2009), suivi météorolo-
gique (Heldens et al., 2010), pollution urbaine (Mestayer
et al., 2005 ; Mestayer et al., 2011), bilans énergétiques
et perméabilité des sols (Pauwels et al., 2008 ; Demar-
chi et al., 2012 ; Weng, 2012). Avec cette perspective,
plusieurs campagnes de mesures ont exploité différents
moyens d’acquisition, qu’ils soient satellitaires, aéropor-
tés ou terrestres, afin de mieux appréhender ces phéno-
mènes anthropiques et atmosphériques, ainsi que leurs
échanges. On en déduit par conséquent la nécessité de
disposer d’un jeu de données de référence qui serait
représentatif de l’application souhaitée. Dans le cas de
l’étude des matériaux urbains dans le domaine réflectif
0,4-2,5 µm , plusieurs jeux de données existent (Roess-
ner et al., 2001 ; Cavalli et al., 2008 ; Masson et al., 2008 ;
Doz et al., 2010) mais n’exploitent pas totalement la com-
plémentarité entre l’information à haute résolution spa-
tiale et spectrale en prenant en compte notamment les
différents couplages Terre-Atmosphère-Capteur grâce à
l’acquisition de données atmosphériques simultanées.
Dans ce contexte, la campagne UMBRA a été motivée
et réalisée dans le cadre d’une collaboration entre l’IGN
et l’Onera. Cet article décrit la campagne et les mesures
effectuées afin d’obtenir un jeu de données de qualité
permettant de couvrir les trois principales applications vi-
sées :
– La validation de nouvelles méthodes de correction
atmosphérique adaptées aux milieux urbains et à
leur végétation spécifique ;
– La définition des futures caméras superspectrales
optimisées pour l’identification des matériaux ur-
bains ;
– L’identification des propriétés optiques des maté-
riaux de façades de rue à partir d’acquisitions ter-
restres mobiles grâce au système Stereopolis.
La campagne UMBRA s’est déroulée sur trois jours
du 23 au 25 octobre 2012. Elle comprend à la fois
l’acquisition d’images aéroportées et un ensemble de
mesures terrain principalement sur deux villes fran-
çaises : Toulouse et Amiens. Ces villes ont été choisies
entre autres pour leurs caractéristiques urbanistiques
et climatiques différentes (Sud-Ouest et Nord de la
France), et aussi parce qu’elles peuvent être considé-
rées comme représentatives du paysage urbain français
et vraisemblablement européen. Par ailleurs, Toulouse
et Amiens sont des lieux stratégiques respectivement
pour l’Onera et l’IGN pour lesquels de nombreuses
études ont déjà été menées.
Une importante spécificité du jeu de données UM-
BRA réside dans le fait que différents capteurs optiques
étaient placés dans le même avion, rendant possible l’ac-
quisition simultanée d’images présentant des caractéris-
tiques complémentaires :
– Données multispectrales à très haute résolution
spatiale (12 cm après fusion P+XS) ;
– Données hyperspectrales à haute résolution spec-
trale (VNIR : 4nm, SWIR : 6nm) et spatiale (VNIR :
80 cm, SWIR : 1,6 m) ;
– Clichés photogrammétriques en recouvrement
multistéréoscopique permettant d’améliorer le pro-
cessus de géoréférencement et de calculer un mo-
dèle numérique de surface des zones survolées ;
– Données panchromatiques stéréoscopiques à très
haute résolution spatiale, qui couplées aux don-
nées multispectrales et hyperspectrales permet-
tront de tester des outils de pan-sharpening a pos-
teriori.
Une seconde particularité de ce jeu de données
concerne le fait que de nombreuses mesures terrain
ont été relevées durant l’acquisition aérienne, afin d’une
part, de caractériser les scènes étudiées d’un point
de vue optique et géométrique, et d’autre part, de
caractériser l’état de l’atmosphère.
Le jeu acquis permettra également d’aborder
d’autres thématiques supplémentaires relatives aux mi-
lieux urbains : suivi de la biodiversité, qualité des
eaux (marécages, lacs, fleuves) et études hydrologiques
(croissance des algues, etc.), qualité de l’air liée à la
pollution urbaine et industrielle (autoroutes, incinérateur,
etc.), contrôle du vieillissement des routes (pistes de
vol aéroportuaires) (Herold et Roberts, 2005), détection
d’anomalie (cibles camouflées). De plus, il servira de
jeu de référence pour le dimensionnement de la future
mission hyperspectrale HYPXIM (Lefèvre-Fonollosa et
al., 2012). Outre les milieux urbains, la campagne UM-
BRA a permis des acquisitions sur différents sites ru-
raux : le site montagneux de Bernadouze (atelier du la-
bex DRIIHM dont l’objectif est d’analyser les interactions
Homme-Milieux) et le site du centre Onera-Fauga à Mau-
zac afin d’évaluer l’évolution de la végétation après un
feu de biomasse.
La figure 1 donne la localisation géographique des diffé-
rents lieux survolés ainsi que de possibles axes d’étude
scientifique futurs.
2. Les sites d’étude
Pour chacun des quatre sites d’étude sont présentés
leur description physique, les différents moyens et ate-
liers de mesures, et enfin les conditions atmosphériques
au moment des acquisitions aériennes. Le tableau 1 ré-
sume et détaille pour chaque site d’étude ces informa-
tions.
2.1. Toulouse
Description. La zone d’étude de Toulouse couvre dif-
férents types de quartiers parmi lesquels on rencontre
TABLE 1 : Récapitulatif des mesures effectuées sur le terrain sur les différents sites d’étude.
un centre historique présentant un bâti dense, des zones
résidentielles pavillonnaires et collectives, des infrastruc-
tures sportives, de grandes zones commerciales et in-
dustrielles, ainsi que des réseaux ferrés et autoroutiers,
et un aéroport. Toulouse comprend également des sur-
faces végétalisées ainsi qu’un fleuve et un canal qui la
traversent.
Ateliers et mesures terrain. On distingue trois sites
de mesures : le centre Onera à Toulouse (site n˚1), le
CREPS (site n˚2) et l’Université Paul Sabatier (site n˚3).
Les mesures effectuées sur le site n˚1 avaient pour but
de contrôler l’évolution des conditions atmosphériques
au cours de l’acquisition aérienne, et de valider l’éta-
lonnage en vol des capteurs. Pour cette dernière ap-
plication, une mire de référence claire (lino gris clair)
et sombre (bâche noire) dont les dimensions leur per-
mettent d’être visibles par les capteurs aéroportés, ont
été disposées au sol et (Figure 2).
Sur les sites n˚2 et n˚3, des données de différentes na-
tures ont été collectées visant à étudier la végétation ur-
baine (Figure 3) : mesures laser scanner terrestre pour
remonter au modèle 3D des arbres, mesures des pro-
priétés optiques des feuilles et éléments ligneux (réflec-
tance et/ou transmittance), mesures radiométriques au
sol au soleil et à l’ombre des arbres et d’un bâtiment pour
constituer une vérité terrain à la validation de méthodes
de correction atmosphérique.
Pour compléter cette vérité terrain, des mesures de
spectres de réflectances de plusieurs matériaux ont été
acquises sur le site n˚2. Enfin, sur le site n˚3, des cibles
ont été installées pour un atelier de détection d’anomalie.
FIGURE 1 : Zones survolées au-dessus de Toulouse, Bernadouze, Amiens et Fauga-Mauzac (vues Google Earth) avec leurs délimitations
(rectangles rouges), comprenant les centre-villes (cercles oranges), les sites de mesures terrain (points jaunes) et les zones à fort intérêt
scientifique (panneaux de signalisation).
FIGURE 2 : Lieux des ateliers d’étalonnage en vol (mires signalées par des flèches rouges) et de détection d’anomalie (position des
cibles dans les cercles magentas).
FIGURE 3 : Lieux de l’atelier de détection d’anomalie (position des cibles dans les cercles magentas) et des mesures terrain sur l’étude
de la végétation urbaine (arbres : 1-2-4-5, bâtiment : 3). Exemples pour l’arbre n˚1 : a) mesures radiométriques dans l’ombre de l’arbre, b)
comparaison de la luminance capteur au-dessus d’un même matériau à l’ombre (disques rouge et bleu dans l’image Toulouse site n˚2),
c) prise de vue du laser scanner terrestre, d) reconstruction du modèle 3D de l’arbre et e) réflectance et transmittance des feuilles.
Conditions météorologiques. Le matin, le temps était
un peu humide avec du brouillard qui s’est dissipé à partir
du début des premiers passages avion. Puis la présence
de cirrus épars dans le ciel a été notée. A partir de 11h-
12h TU, le ciel s’est complètement dégagé, et ce, jusqu’à
la fin des mesures.
2.2. Amiens
Description. Amiens présente des types de quartiers
similaires à Toulouse mais s’en distingue par un emploi
de matériaux urbains différents et généralement plus va-
riés. La ville d’Amiens est traversée par un fleuve et com-
porte une importante zone d’étangs et de canaux. Les
zones imagées comprennent également un village en
périphérie ainsi que quelques zones plus rurales.
Mesures terrain. Les mesures terrain effectuées
concernaient la caractérisation de l’atmosphère et l’éta-
lonnage en vol des capteurs. Ces mesures se sont
concentrées sur un seul atelier de mesure où a été dis-
posée une mire de référence claire (lino brun clair, cf.
Figure 2). D’autre part, des spectres de réflectance de
matériaux urbains ont été acquis sur le terrain. Des ac-
quisitions de données terrestres avec le système Stereo-
polis ont aussi été effectuées dans les rues d’Amiens si-
multanément à l’acquisition aérienne.
Conditions météorologiques. Les conditions
météorologiques se sont progressivement dégradées
au cours de l’acquisition des données. Ainsi le couvert
nuageux est devenu de plus en plus dense jusqu’à être
complet à la fin des acquisitions aéroportées.
2.3. Fauga-Mauzac
Description. Au centre de l’Onera-Fauga à Mauzac, se
situent une zone dédiée aux mesures d’étalonnage en
vol et une zone herbeuse et boisée récemment brûlée
par un feu accidentel en août 2012. Par ailleurs, des
cibles ont été également disposées sur le terrain pour
une application de détection d’anomalie.
Mesures terrain. Pour les mesures dédiées à l’étalon-
nage en vol, une mire de référence claire (lino gris clair)
a été utilisée conjointement avec le revêtement au sol en
“quick” de la zone d’étalonnage qui a servi de mire de
référence sombre (Figure 2).
Conditions météorologiques. Le temps était relative-
ment nuageux à cause du passage ponctuel de nuages.
2.4. Bernadouze
Description. Bernadouze est une zone protégée près
de la commune de Suc-et-Sentenac dans la chaîne mon-
tagneuse des Pyrénées. Sur ce site se trouvent deux
tourbières à côté d’une importante forêt gérée par l’ONF.
Ce site est actuellement sous surveillance scientifique
afin d’évaluer l’impact de l’Homme sur des écosystèmes
fragiles en paysages montagneux suite dans ce cas à
une déforestation sur plusieurs années (labex DRIIMH).
Ce premier jeu permettra d’effectuer un bilan de la végé-
tation présente avant l’exploitation de la forêt.
Mesures terrain. Aucune mesure.
Conditions météorologiques. Bonnes.
3. Caractérisation de l’atmosphère
Afin de caractériser les conditions atmosphériques,
les instruments suivants ont été utilisés :
– Un radiomètre micro-ondes RPG-Haptro de RPG
(Allemagne) et un second TP/WVP-300 de Ra-
diometrics (USA) ont fait des acquisitions au na-
dir de profils altimétriques et temporels de plu-
sieurs données météorologiques troposphériques
jusqu’à 10km d’altitude : contenu en vapeur d’eau,
contenu en eau liquide dans les nuages et tempé-
rature. Associées à ces instruments, des mesures
de température et de pression de surface ont éga-
lement été effectuées ;
– Le photomètre du réseau AERONET sur le site de
Seysses situé à 15 km environ de Toulouse a me-
suré l’épaisseur optique des aérosols ;
– Une caméra avec objectif fisheye a pris des photos
hémisphériques permettant d’analyser la distribu-
tion spatiale et la trajectoire locale des nuages sur
le demi-hémisphère de ciel ;
– Trois spectroradiomètres passifs portables ASD
FieldSpec de Analytical Spectral Devices Inc.
(www.asdi.com) et un autre GER3700 de Geo-
physical and Environmental Research Corporation
(http ://www.spectravista.com/3700.html) ont me-
suré l’éclairement solaire durant les journées de
la campagne au-dessus d’une cible de réflectance
standard ou Spectralon, élaboré par Labsphere
(http ://www.labsphere.com/products/reflectance-
standards-and-targets/).
Un exemple du suivi des conditions atmosphériques
est illustré sur le site n˚1 de Toulouse dans la figure 4.
L’observation de la présence de cirrus le matin (Par-
tie 2.1) est validée à la fois par les mesures d’un spectro-
radiomètre, l’analyse des photos de ciel et les données
du radiomètre micro-ondes. Toutes ces informations sont
des paramètres importants pour modéliser l’atmosphère
et notamment quantifier la contribution de grandeurs phy-
siques telles que la transmission atmosphérique due aux
gaz et aux aérosols, la luminance atmosphérique et d’en-
vironnement. Elles seront utilisées a posteriori pour les




Des instruments hyperspectraux et multispectraux
ont été installés sur l’avion Beechcraft200 de l’IGN. Les
FIGURE 4 : Mesures des conditions atmosphériques sur le site n˚1 de Toulouse : a) évolution de l’éclairement solaire mesurée par le
spectroradiomètre ASD et illustrée par deux photos hémisphériques de ciel (il a été mis en évidence le passage de cirrus devant le soleil
vers 10h TU affectant drastiquement la quantité d’éclairement solaire reçu au sol), et b) profils altimétriques d’humidité relative et de
contenu en eau liquide des nuages par le radiomètre micro-ondes.
FIGURE 5 : Photo du montage du système PELICAN-HYPER de l’Onera.
TABLE 2 : Récapitulatif des caractéristiques des systèmes imageurs PELICAN-HYPER et IGN.
configurations de prise de vue des différentes caméras
sont résumées dans le tableau 2.
La caméra numérique CamV2 de l’IGN (Souchon
et al., 2010) est un système photogrammétrique modu-
laire composé de plusieurs caméras matricielles (cap-
teurs CCD de taille 7216×5412). Elle est en effet consti-
tuée à la fois de quatre caméras multispectrales (bandes
Bleu-Vert-Rouge-PIR) et de quatre caméras panchro-
matiques qui visent la scène en couvrant avec une
meilleure résolution spatiale les quatre quadrants des
images multispectrales. Ce système permet donc la pro-
duction d’images fusionnées P+XS avec un rapport de
pan-sharpening de 2×2. Ces images fusionnées ont une
taille de 14600×10650 pixels. Ce système comporte
un dispositif de compensation de filé électronique par
TDI (Time delayed integration) avec précision d’un demi
pixel. Enfin, le système IGN est placé sur une plateforme
gyrostabilisée et inséré dans un ensemble fonctionnel
avec FMS (Flight Management System : logiciel de ges-
tion de vol exploitant un fichier dans lequel tous les som-
mets de prise de vue sont déterminés avant la mission),
GPS et centrale inertielle (Figure 6).
FIGURE 6 : Photo du montage du système IGN : 8 caméras
multispectrales et panchromatiques avec la centrale inertielle et
les deux racks d’acquisition.
Le système PELICAN-HYPER de l’Onera est dédié
aux acquisitions hyperspectrales et est composé d’un
assemblage de trois caméras : deux caméras hyper-
spectrales de type push-broom de Norsk Elektro Optikk,
HySpex-VNIR1600 et HySpex-SWIR320m-e et une ca-
méra à prise de vue instantanée CamV2 de l’IGN qui
donne des images panchromatiques (Figure 5). Cette
dernière est équipée de la même tête optique que les ca-
méras du système de l’IGN. Elle produit des images qui
ont la même ligne de visée que les images hyperspec-
trales mais avec une bien meilleure résolution spatiale.
Au final, ce système permet d’obtenir des acquisitions à
la fois à haute résolution spectrale et spatiale avec des
images multispectrales, hyperspectrales et panchroma-
tiques.
Comme l’une des principales applications visées
porte sur la correction atmosphérique qui s’intéresse no-
tamment au signal dans les ombres, il était nécessaire
d’avoir un bon rapport signal sur bruit dans les images.
Ceci a impliqué d’augmenter le temps d’intégration pour
les caméras. Mais en parallèle, il est souhaitable d’étu-
dier plusieurs pixels dans l’ombre et donc d’avoir la
meilleure résolution spatiale possible, ce qui se traduit
par une augmentation de la fréquence d’acquisition. En
définitive, un compromis a été choisi qui limite la résolu-
tion spatiale à moins de 2m pour le capteur hyperspectral
pour une vitesse avion d’environ 82 m.s−1 à une altitude
de vol de 2160 m. Il en résulte une période d’acquisition
de 10 ms, ce qui permet d’avoir une bonne dynamique
dans l’image. En effet, vu les dates et les heures d’ac-
quisition des différents sites survolés pendant la cam-
pagne UMBRA, les ombres peuvent représenter une part
non négligeable dans l’image. Par exemple à Toulouse,
l’angle solaire zénithal a varié entre 55o et 65o pendant
la durée totale des mesures terrain. Des exemples d’ap-
plications utilisant des images multi-hyper-panchro pro-
venant du jeu de données UMBRA sont illustrés dans la
figure 7.
4.2. Etalonnage radiométrique des capteurs
Etalonnage en laboratoire. Le système PELICAN-
HYPER est étalonné radiométriquement en laboratoire
en plaçant les caméras devant une sphère intégrante. La
sphère délivre un flux maîtrisé et mesuré par un spec-
troradiomètre ASD qui sert d’étalon secondaire. Cette
procédure permet d’établir les coefficients de gain pour
chaque détecteur et dans chaque bande spectrale. L’off-
set est déterminé sur la caméra panchromatique par
des acquisitions avec l’obturateur fermé. Pour les ca-
méras HySpex, le niveau d’obscurité fait automatique-
ment parti de la procédure d’acquisition et le niveau
est donc déterminé pour chaque image et sauvegardé
dans l’en-tête des images. Il est ensuite utilisé lors de
la correction radiométrique qui fournit une image en lu-
minance par l’application d’un modèle gain-offset. On
peut noter également que par construction, les camé-
ras HySpex ont des valeurs très faibles de “smile” (chan-
gement de la longueur d’onde centrale en fonction de
la position du pixel) et de “keystone” (mauvais reca-
lage entre bandes) de l’ordre inférieur au dixième de
pixel ; ce qui ne nécessite donc pas de corrections sup-
plémentaires. Les performances radiométriques atten-
dues sont, en terme de bruit équivalent en luminance
(NER en mW.m−2.sr−1.nm−1) de 0,05-0,1 dans le vi-
sible, de 0,1-0,6 dans le NIR et de 0,01-0,02 dans le
SWIR pour les caméras HySpex-VNIR et HySpex-SWIR
(http ://www.opairs.aero/hyspex_ en.html). Le système
IGN pourra par la suite être inter-étalonné radiométrique-
ment à partir des images hyperspectrales étalonnées en
luminance.
Etalonnage en vol et sa validation (pour la caméra
HySpex). Elle s’appuie sur des mires de référence dont
FIGURE 7 : Exemples d’applications utilisant les données multispectrales, hyperspectrales et panchromatiques de la campagne UMBRA :
détection des ombres (Adeline et al., 2013a), identification de matériaux à l’ombre, construction du modèle surfacique 3D.
les propriétés optiques ont été mesurées en laboratoire
et sur les connaissances des conditions atmosphériques
(Partie 3). A partir de ces informations, il est possible
d’estimer les luminances en entrée du capteur aéroporté
avec des outils de transfert radiatif ; celui qui a été utilisé
est COMANCHE (Poutier et al., 2002). La comparaison
entre ces luminances estimées et les luminances réelles
données par le capteur au-dessus de ces mires de réfé-
rence permettent de valider l’étalonnage de l’instrument
et aussi la modélisation choisie pour l’atmosphère. Le
vol au-dessus de Fauga-Mauzac est dédié à cet étalon-
nage en vol ; les autres vols au-dessus de Toulouse et
Amiens doivent permettre sa validation. La démarche et
la méthodologie globale de ces étapes sont détaillées
dans (Viallefont et al., 2013). La figure 8 montre les ré-
sultats pour la caméra hyperspectrale HySpex au-dessus
de Toulouse en dehors des bandes d’absorption atmo-
sphérique. On peut remarquer que les écarts les plus
importants sont compris dans le bleu autour de 430 nm
et entre 1000-1800nm dans le NIR. Des investigations en
laboratoire vont être menées pour comprendre et amélio-
rer ces écarts.
FIGURE 8 : Les résultats de l’étalonnage instrumental pour la
caméra hyperspectrale.
4.3. Mise en géométrie des images
Géoréférencement des images acquises par le sys-
tème PELICAN-HYPER. La correction géométrique est
effectuée à l’issue des vols en utilisant les données d’une
centrale inertielle fixée à proximité des caméras et d’un
modèle géométrique donnant l’angle de visée de chaque
pixel. Pour déterminer l’orientation précise de la ligne de
visée, nous utilisons également des amers visibles sur
une des images et dont les positions ont fait l’objet d’une
mesure par GPS différentiel. L’incertitude résultante est
estimée à une valeur de l’ordre de grandeur du pixel soit
moins d’un mètre pour la caméra HySpex-VNIR.
Géoréférencement des images acquises par le sys-
tème IGN. L’étalonnage de la caméra étant connu, les
clichés fournis avaient déjà fait l’objet d’une correction
de la distorsion. Un géoréférencement direct des cli-
chés était donné par un système GPS+INS. Celui-ci
est généralement d’excellente qualité en relatif. Néan-
moins, il peut nécessiter d’être recalé en absolu. Aussi
les orientations des clichés des chantiers d’Amiens et de
Toulouse ont finalement été estimées lors d’un proces-
sus classique d’aérotriangulation, en prenant en compte
quelques points de stéréo-préparation. Parmi ces points
dont les coordonnées terrain sont connues, certains ont
été utilisés comme points d’appui (i.e. intervenant dans le
calcul) et d’autres comme points de contrôle (afin d’éva-
luer la qualité de mise en géométrie des clichés). Les
autres mesures prises en compte dans le calcul sont
des points de liaison (points homologues entre images
extraits de manière automatique) ainsi que les coordon-
nées des sommets de prise de vue fournies par le géoré-
férencement direct. Les résidus image et terrain obtenus
à l’issue du calcul d’aérotriangulation sont donnés dans
le tableau 3.
Calcul d’un modèle numérique de surface par appa-
riement dense multivue. Les clichés acquis par la ca-
méra numérique de l’IGN ont été pris dans une configu-
ration multistéréoscopique avec des recouvrements de
l’ordre de 60% en intra-bande et de près de 80% en inter-
bande. Leur pixel sol est de l’ordre de 12 cm. Une telle
configuration permettait le calcul d’un modèle numérique
de surface à très haute résolution par corrélation mul-
tistéréoscopique dense. Les algorithmes mis en œuvre
sont présentés dans (Pierrot-Deseilligny and Paparodi-
tis, 2006). Ce modèle numérique de surface permettra
de calculer des ortho-images vraies, ainsi qu’un modèle
3D urbain. Il pourra être utilisé lors de calculs d’inversion
d’image.
5. Mesures terrain
5.1. Caractérisation des propriétés optiques de ma-
tériaux urbains
Les spectres de réflectance d’un certain nombre de
matériaux urbains ont été mesurés sur le terrain à l’aide
d’un spectroradiomètre ASD de terrain. La plupart de
ces spectres concernent des matériaux de couverture
du sol (pavé, asphalte, gravier, terre. . .). Ces mesures
répondent à un double objectif. D’une part, elles peuvent
constituer une vérité terrain pour des expériences de cor-
rection atmosphérique des images (inversion des images
et correction dans les ombres). D’autre part, elles pour-
ront venir enrichir une base de données de spectres
de matériaux. La méthode de mesure mise en œuvre
pour calculer la réflectance ρmat d’un matériau est la
suivante : chaque mesure de luminance d’un matériau
Lmat était effectuée entre deux mesures de luminance
{L1spec, L2spec} d’un matériau de référence (spectralon)
de réflectance ρspec connue (Equation 1).
ρmat = 2 · Lmat · ρspec
(L1spec + L2spec)
. (1)
Les bandes spectrales les plus sensibles aux phéno-
mènes d’absorption atmosphérique sont ensuite exclues
des spectres mesurés.
TABLE 3 : Résidus image et terrain du calcul d’aérotriangulation (EMQ = Erreur Moyenne Quadratique).
FIGURE 9 : Exemples de quelques spectres mesurés sur le
terrain à Toulouse.
A Amiens, au cours des acquisitions terrain de
spectres, les conditions météorologiques s’étaient dégra-
dées et le couvert nuageux était devenu très dense. Du
fait de ces conditions, l’éclairement a parfois varié au
cours des acquisitions de mesures, perturbant donc les
résultats obtenus. Afin de pouvoir prendre en compte ces
problèmes, un indice de qualité IQ est associé à cha-
cun des spectres de réflectance calculés ; il s’agit sim-
plement du ratio des deux mesures de luminance effec-
tuées au-dessus du spectralon, avant et après la mesure
sur le matériau (cf. Equation 2). Quelques exemples de
spectres de matériaux mesurés sur le terrain sont pré-





5.2. Etude de la végétation arborée urbaine pour cor-
rection atmosphérique
Des mesures terrain ont été menées sur les sites n˚2
et n˚3 à Toulouse afin de construire un modèle de vérité
terrain qui servira à la validation de nouvelles méthodes
de correction atmosphérique prenant en compte la végé-
tation arborée en milieux urbains (Adeline et al., 2012 ;
Adeline et al., 2013b). Ces méthodes inverses ont pour
but de remonter à la réflectance spectrale des matériaux
à la fois au soleil et à l’ombre en prenant en compte les
conditions atmosphériques (Partie 3), le relief 3D de la
scène (Partie 4.3) et les flux de transfert radiatif existant
entre l’atmosphère, la scène et le capteur aéroporté. Les
arbres étudiés sont de type feuillu sur le site n˚2 : un
tilleul Tilia Cordata (arbre n˚1) et un magnolia Magnolia
Grandiflora (arbre n˚2). Tandis que sur le site n˚3, on a
des arbres de type conifère de la même essence Cèdre
bleu de l’atlas Cedrus Atlantica Glauca pour les arbres
n˚4 et n˚5.
Mesures des propriétés optiques des feuilles et élé-
ments ligneux (arbres n˚1 et n˚2). Des mesures de ré-
flectance et transmittance de feuilles ont été effectuées
grâce à l’accessoire Leaf-Clip du spectroradiomètre de la
marque ASD comportant un étalon de référence blanc et
noir (Figure 3.e). En parallèle, la réflectance du tronc et
des branches a été mesurée avec l’accessoire Contact
Probe de ASD.
Mesures au laser scanner terrestre et reconstruction
de la géométrie 3D de l’arbre (arbres n˚1-2-4-5). Les
lasers scanner 3D sont des systèmes dits à balayage qui
reconstituent la surface géométrique des objets à par-
tir d’un nuage de points 3D. Pour chaque point de la
scène, ils fournissent l’information de distance et le flux
rétrodiffusé par l’objet observé dans cette direction. Plu-
sieurs points de vue sont nécessaires pour reconstituer
l’intégralité de la forme 3D d’un objet. En effet, la direc-
tivité de l’éclairement et l’aspect monostatique du sys-
tème introduisent des zones d’ombre si l’on considère
un unique point de vue. L’ensemble des acquisitions est
ensuite combiné dans un référentiel général. L’imageur
laser scanner 3D de l’Onera qui a été utilisé est consti-
tué par :
– Une source laser dont les caractéristiques en font
un système facilement opérable sur le terrain (sé-
curité oculaire à 1,5 µm. . .) ;
– Un capteur permettant de collecter soit le premier
soit le dernier écho reçu ;
– L’acquisition et les outils de post-traitement spéci-
fiques ;
– Une caméra visible qui permet d’imager en temps
réel la scène.
Lors des mesures terrain, nous avons acquis des
nuages de points sur plusieurs arbres dans leur environ-
FIGURE 10 : Exemple d’image panoramique assemblée pour une position du véhicule Stereopolis.
nement en utilisant le mode “dernier écho” car il permet
de traverser le feuillage externe d’un arbre pour imager
sa structure interne. En pratique, deux points de vue ont
été effectués pour reconstituer l’intégralité des arbres (Fi-
gure 3.c). Au final et après post-traitement, les branches
et le tronc sont correctement maillés. Le feuillage des
arbres représenté sous forme de facettes est partielle-
ment retrouvé en considérant la variance moyenne de la
taille des feuilles mesurée sur le terrain. Cette approche
sous-estime le nombre de feuilles présentes dans l’arbre
mais permet cependant de remonter à un modèle 3D
précis de la couronne extérieure et des éléments ligneux
composant les arbres (Figure 3.d).
Mesures radiométriques pour analyser le compor-
tement spectral et la porosité de la couronne d’un
arbre (arbres n˚1-2-4-5) comparativement à des
structures opaques (bâtiment n˚3). Afin d’étudier l’im-
pact radiatif des arbres notamment dans leur ombre,
deux spectroradiomètres de terrain ont mesuré diffé-
rentes composantes radiatives d’éclairement et de lumi-
nance reçues au niveau du sol (Figure 3.a) au-dessus à
la fois de matériaux naturels (route, herbe, chemin non
goudronné, etc.) et de mires de réflectance connue (lino
gris clair et lino gris foncé pour les arbres n˚2 et n˚4).
En effet, l’influence de cet impact radiatif est variable
selon différents critères spécifiques à chaque espèce
d’arbre : propriétés optiques des éléments de l’arbre,
structure géométrique de la couronne de l’arbre et sa
densité de feuille, etc. La figure 3.b illustre ces particu-
larités propres aux arbres comparativement à des struc-
tures 3D opaques tels que des bâtiments, en montrant
les écarts en luminance capteur à l’ombre qui peuvent
atteindre jusqu’à peu près 50% dans le NIR et SWIR.
5.3. Cartographie mobile de canyons de rues ur-
baines et de façades
Système de numérisation mobile Stereopolis. Ste-
reopolis est un système de cartographie mobile com-
posé de 16 caméras Full HD (permettant l’acquisition
d’images panoramiques quasi-complètes : Figure 10),
d’instruments Lidar et d’un système de navigation (2
GPS, une centrale inertielle (IMU) et un odomètre), mon-
tés sur un véhicule (Paparoditis et al., 2012) (Figure 11).
Le capteur de chaque caméra est constitué d’une ma-
trice CCD de 2 Mpixels à grande dynamique (12 bits) et
un rapport signal sur bruit d’environ 200. Le champ d’un
pixel est d’environ 0,04o, soit 0,7 cm à une distance de
10 m. Deux Lidar métrologiques à balayage Riegl LMS-
Q120i ayant une précision centimétrique en distance et
un champ de vue de 80o sont placés sur chaque côté
du véhicule (observant principalement les façades des
bâtiments). Un Lidar rotatif VELODYNE HDL-64E avec
une fréquence d’acquisition de 1,3 millions de points par
seconde et une fréquence de rotation de 10-15 Hz, est
placé sur un mât sur le toit du véhicule (observant la rue
et le premier étage des façades).
FIGURE 11 : Les différents instruments embarqués sur le sys-
tème de cartographie mobile Stereopolis.
Description des données. Stereopolis peut donc pro-
duire des jeux d’images panoramiques prises à inter-
FIGURE 12 : Dispositif permettant de mesurer l’éclairement
solaire avec un spectralon en utilisant le bord des ombres.
valle régulier le long du parcours du véhicule, ainsi qu’un
nuage de points ne possédant que peu de “zones d’om-
bre”. Ces données sont géoréférencées en utilisant les
données de navigation (GPS + IMU + odomètre) et
les paramètres d’étalonnage intrinsèques aux capteurs,
ainsi que la géométrie relative entre les capteurs. Les
images sont corrigées radiométriquement par le flat-field
de chaque caméra. Une caméra spécifique a été ajoutée
pour cette campagne sur le site d’Amiens : elle pointe
vers une plaque blanche horizontale de référence pla-
cée sur le toit du véhicule. Un masque composé de plu-
sieurs bandes opaques surplombe cette plaque, permet-
tant d’obtenir une succession de zones ensoleillées et à
l’ombre quand le véhicule est exposé à la lumière directe
du soleil (Figure 12). Cela permet d’estimer l’éclairement
direct solaire au niveau du sol, information qui n’est pas
accessible directement dans les images pointant vers le
soleil, du fait de la surexposition des pixels dans le halo
solaire. Ces données permettent l’étude de l’illumination
de la scène à partir des images (Coubard et al., 2012), et
l’estimation de la réflectance des matériaux des façades,
pour des applications de corrections des images et de
réalité augmentée (par exemple le ré-éclairement de la
scène) (Coubard et al., 2011).
6. Conclusion
La campagne UMBRA a permis d’acquérir un jeu de
données de référence en milieux urbains et naturels pour
les applications suivantes : la validation de méthodes de
correction atmosphérique adaptées notamment à la vé-
gétation urbaine, l’étude de la faisabilité de futures camé-
ras superspectrales IGN adaptées aux caractéristiques
spectrales des matériaux urbains, et enfin l’estimation de
la réflectance des matériaux de façades de rues et de
l’illumination du ciel à partir d’images terrestres acquises
par le système Stereopolis. Ce jeu de données sera dis-
ponible et sera constitué des images corrigées radiomé-
triquement (en luminance) et géoréférencées. L’accès à
l’ensemble des spectres de matériaux acquis se fera à
partir de la base de données MEMOIRES de l’Onera
(Martin et Bernard, 2012). En perspectives, l’analyse
de résultats de la campagne UMBRA aidera au projet
de dimensionnement du projet HYPXIM actuellement en
phase A.
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During last decade, needs for high resolution land cover data have been growing. Such knowledge is namely often required in 
environment monitoring studies. Thus, to answer these needs, national mapping or environment agencies, in many countries, have 
undertaken the production of such large scale national land cover database. Nevertheless, these databases provide a general 
classification and may not suit some specific (often new) applications requiring a semantic or geometric finer level of details. That is 
to say that, on one hand, additional land cover classes should sometimes be specified, whereas, on the other hand, some existing 
classes should be delineated at a finer level. 
 
More particularly, in urban areas, knowledge concerning very high resolution land cover and especially material classification are 
necessary for several city modelling applications. Most of these applications are still experimental scientific ones in various fields 
such as micro-meteorology, hydrology, pollutants flow monitoring and ground perviousness monitoring. Thus, knowledge 
concerning the roofing materials or the different kinds of ground areas (pervious, vegetated, impervious…) are required. Airborne 
remote sensing techniques appear to be convenient for providing such information at a large scale since no existing map contains 
such information. However, remote sensing imagery of urban environments from airborne acquisitions namely still remains a major 
scientific issue, since on one hand, urban areas are characterized by a high variety of materials, and on the other hand, results 
provided by most of the traditional processing methods based on usual red-green-blue-near infrared multispectral images remain 
limited for such applications. A possible way to improve classification results is to enhance the imagery spectral resolution using 
superspectral or hyperspectral imagery. 
 
Thus, the present experiments are part of a work aiming at designing a future superspectral camera system dedicated to high 
resolution urban land cover classification applications, and especially material mapping. The choice of optimal band sets will here be 
processed from a set of airborne hyperspectral data. 
 
A data acquisition campaign named UMBRA has recently been carried out thanks to the French collaboration of IGN1 and ONERA2. 
Data have been captured over two French cities chosen for their difference in building architecture, urbanization planning and their 
variety in urban material. Airborne images have been acquired simultaneously by multispectral and hyperspectral cameras with a 
ground sampling distance ranging from 0.12m for multispectral to 1.6m for hyperspectral in the SWIR channels. The images were 
radiometrically and geometrically calibrated and have a noticeable low signal-to-noise ratio. 
 
The first urban land cover / material classification results obtained from this new reference data set will be presented in this paper. 
 
 
                                                                
1 IGN is the French National Institute of Geographic and Forest Information 
2 ONERA is the French Aerospace Lab, that is to say the French aeronautics, space and defense research lab 
1. NEEDS AND POTENTIAL APPLICATIONS INVOLVING VERY HIGH RESOLUTION URBAN LAND COVER 
In urban areas, knowledge about very high resolution land cover and especially maps of the urban materials are required by several 
city modelling applications. Urban environment is indeed strongly influenced, in terms of ecology, energy and climate by the present 
materials. These materials can be either natural or artificial. Most of these applications are still experimental scientific ones such as 
micro-meteorology, hydrology, pollutants flow monitoring and ground perviousness monitoring. Several possible applications 
requiring very high resolution knowledge about urban land cover and materials are listed in (Heldens et al., 2011) and (Shafri et al., 
2012). 
 
 1.1 Quantification of pollutant flows from roofs in urban rainwaters 
Some roofing materials can generate pollutant elements. Thus, in the actual context of the EuropeanWater Framework Directive 
(2000/60 CE), whose aim is to obtain a good ecological state of aquatic environments, it seems necessary to reduce the production of 
pollutants at their sources. This implies to identify sources and to quantify emissions.  
Several kinds of pollutions are generated by roofing materials.  First, it has been proven that roof runoff water plays an important role 
in the high metallic concentration levels in urban rainwater since metallic elements are generated by corrosion of roof materials 
before being swept away by rainwater. Zinc-based materials are largely used in urban areas, especially for infrastructure, such as 
furniture or siding and roofing for buildings. Exposed to atmospheric conditions, these materials are progressively corroded. During 
a rain event, a part of the corrosion products formed at their surface will be released and washed off.  In Paris, experiments have 
established that atmospheric corrosion of roofing materials could be a major source of zinc, cadmium, lead and copper during wet 
weather (Chebbo et al., 2001). Several researches on identification of metals from roofing materials have been carried out, showing 
that zinc emissions are mainly in the labile form (Heijerick et al., 2002), which is bioavailable and therefore harmful to aquatic 
organisms (both animals and plants). Copper roofs have also been identified as a possible source of pollution. 
Last, some other kinds of roofing materials can help to release organic polluting elements (polycyclic aromatic compounds, organic 
carbon) due to a not visible bitumen layer (Lemp et al., 2004 ; Lemp et al., 2005). 
 
Laboratory experiments have often already been done to model pollutant runoff rates for roofing materials (for instance, see (Robert-
Sainte, 2009) for metallic elements). Knowledge about the different roof coverage areas is thus required to be able to extrapolate 
these results to whole drainage areas: a map of roofing materials is thus needed. 
 
Previous works aiming at extracting maps of roofing material out of airborne imagery exist. (Le Bris et al., 2009) performed 
supervised classification of red-green-blue-near infra-red aerial ortho-images. Non roof areas were masked using building objects of 
a topographic database.  (Lemp et al., 2004 ; Lemp et al., 2005) used hyperspectral HyMap data in association with Lidar 
measurements. Slope information derived from such 3D data was shown to be useful to help the discrimination between some 
roofing material classes. More recently, (Chisense et al., 2012) obtained good results using HyMap data: 11 features were first 
extracted (using projection pursuit and LDA) and supervised classification was then performed. 
  
1.2 Monitoring of asbestos-cement roofs 
Another possible application in the field of urban materials concerns the monitoring of asbestos-cement roofing materials  (Heldens 
et al., 2011 ; Bassani et al., 2007 ; Marino et al., 2000). Asbestos-cement based materials can indeed be dangerous for human health, 
especially when they are deteriorated. Therefore, it is important to be at least able to evaluate the amount of buildings covered by 
asbestos-cement roofing sheets. Evaluating their deterioration status is also a useful issue. A method to achieve this using 
hyperspectral images has been proposed in (Bassani et al., 2007): it focuses on special spectral bands identified from spectrum 
analysis. 
 
1.3 Electro-magnetic wave propagation models used to define the best location for telecommunication infrastructure  
Such possible application is mentioned by (Carrileiro et al,. 2001). (Carrileiro et al,. 2001) indeed aimed at obtaining material maps 
in order to enrich 3D building models used as input data of electro-magnetic waves propagation simulators used to define the best 
location for telecommunication infrastructures (that is to say antennas). 
 
1.4 Determination of road type and monitoring of road condition 
Other applications in the field of urban materials concern road materials. At least, maps of road types (cobblestone, asphalt …) can 
be useful for some applications. A more important and complex application focuses on the monitoring of road condition: such 
information indeed offers great interest for authorities in charge of the planning of road network renovation projects. Extracting this 
knowledge out of aerial data could be a way to avoid expensive and long field investigation (Herold et al., 2004b). 
Two examples of methods aiming at determining road condition from aerial hyperspectral data are presented in (Herold et al., 2004b) 
and (Mohammadi, 2012). These works focus on special spectral bands identified from spectrum analysis. 
 
1.5 Monitoring of ground perviousness 
Two kinds of applications requiring knowledge about ground perviousness exist. 
On one hand, it has been shown that the continuous development of impervious areas (especially in the periphery of cities), such as  
wide parking areas in commercial districts, plays an important role in the aggravation of flooding events, both in terms of magnitude 
and speed. Thus, having tools making it possible to monitor the extension of impervious areas and to check their appliance to new 
legislations would really be useful. 
On the other hand, perviousness maps are required by (“micro”) hydrological models (Heldens, 2011). For instance, (Kermadi et al., 
2010) extracted a land cover classification out of multispectral images with a very high spatial resolution such as BDOrtho or 
QuickBird and then integrated this data in hydrological models. This example is not a “micro” hydrological one and land cover 
classes do not correspond to specific materials. Other studies aiming at mapping ground perviousness in urban areas used unmixing 
approaches applied to lower spatial resolution hyperspectral data (Roessner et al., 2001; Demarchi et al., 2012). 
 
 1.6 Weather models 
Very fine knowledge concerning urban land cover (in terms of materials, perviousness and vegetation) are required by “micro” 
weather (wind, temperature, …) model simulators  (Heldens et al., 2011 ; Heldens et al., 2010). 
 
2. VERY HIGH RESOLUTION URBAN LAND COVER: WHICH NOMENCLATURE AND EXTRACTION PROCESS? 
2.1 Urban land cover nomenclatures 
Several urban land cover nomenclatures have been proposed in literature. Most of them are related to the specific applications aimed 
at in the different papers and have therefore more or less detailed material classes as in (Cavalli et al., 2008).  
Some of them include different levels of details, as (Heiden et al., 2007) or (Franke et al., 2009). 
The most exhaustive ones focused on urban materials and have been presented in (Heiden et al., 2007) and (Herold et al., 2004a). 
 
2.2 Extracting very high resolution urban land cover 
Very high resolution urban land cover is required  to provide knowledge about the roofing materials and the different kinds of 
ground areas,. Such information can be a map of urban material (i.e. a classification) as for instance in (Lemp et al., 2005) or 
statistics giving the proportion of the different materials in some cells (cf unmixing approaches) as in (Demarchi et al., 2012 ; Franke 
et al., 2009 ; Roessner et al., 2001). 
Since no existing map contains such information, airborne remote sensing techniques often appear to be convenient for obtaining 
such a map at a large scale. However, remote sensing of urban environments from airborne acquisitions namely still remains a major 
scientific issue, since on one hand, urban areas are characterized by a high variety of materials which can appear very on images, and 
on the other hand, results provided by most of the traditional processing methods based on usual red-green-blue-near infrared 
multispectral images remain limited for such applications. A possible way to improve classification results is to enhance the imagery 
spectral resolution using superspectral or hyperspectral imagery.  
 
2.3 Toward a superspectral camera dedicated to urban materials application ? 
Our final goal aims at identifying the most suitable set of 25 spectral bands (defining both their position in spectrum and their width), 
in order to design a superspectral camera system dedicated to urban land cover applications, that is to say more particularly to 
identify urban materials. It has namely been shown by (Herold et al., 2004) that it was possible to select a subset of spectral bands 
making it possible to discriminate between most urban materials classes. 
Such sensor could be adapted (especially in case of bands in the VNIR domain) from IGN CamV2 aerial cameras (Souchon et al., 
2010), which offer a very modular system, making it possible to use adapted spectral filters.  
Such superspectral system could offer some advantages compared to most hyperspectral sensors. It would first offer the possibility to 
combine the use of suitable spectral bands for a specific application with a high spatial resolution. It would also offer a larger swath. 
It would be a photogrammetric system, making it possible to obtain 3D models (DSM). Besides, using a CCD array sensor instead of 
a push-broom sensor, it would make it possible to capture multistereoscopic images, offering thus a possible calculation of BRDF 
models (Martinoty, 2005). 
The choice of optimal band sets will be processed here from a set of airborne hyperspectral data captured during a data acquisition 
campaign named UMBRA (Adeline et al., 2013).  
 
 
3. THE UMBRA CAMPAIGN 
The UMBRA campaign (Adeline et al., 2013) was carried out thanks to the French collaboration of IGN and ONERA, and took 
place on 23th-25th October 2012. It aims at acquiring a new reference dataset representative of two different kinds of French cities. 
This data set is first devoted to two main applications : on one hand, the development and validation of a new atmospheric correction 
method in sunlit and shaded urban areas and, on the other hand, to the definition of a future superspectral camera system for high 
resolution urban land cover classification, as explained above. However, several secondary studies have also been considered: target 
detection, sensor radiometric calibration, fusion ( ~ pan sharpening) of hyperspectral images with very high spatial resolution IGN 
CamV2 images in the context of the preparatory program of the HypXim satellite, aerosol and smoke analysis and other various 
applications aiming at evaluating the human influence on urban ecosystems. 
 
Images were captured over two French cities: Toulouse and Amiens. These two cities had been chosen for their difference in building 
architecture, urbanization plan and their variety in urban materials. On one hand, they are sufficiently important cities to offer 
distinct kinds of urban land covers with dense downtowns, residential areas with individual or collective housings, 
industrial/commercial areas, transport infrastructures highway, railway, airport), vegetated (parks, gardens) and water areas. On the 
other hand, these two cities can be considered as typical of most French cities: Amiens as an example of Northern French cities and 
Toulouse for the South-Western part of the country. 
 
Airborne images were acquired at high spatial and spectral resolution by panchromatic, multispectral and hyperspectral cameras. 
Images were indeed captured simultaneously by two distinct sensors mounted on a same aircraft: very high spectral resolution images 
were captured by an hyperspectral Hyspex sensor (wavelength is between 400 and 2500nm, ground sample distance (GSD) ~ 80cm 
for VNIR and 1.6m for SWIR) while very high spatial resolution images were acquired by the IGN CamV2 system (Souchon et al., 
 2010) (4 bands red-green-blue-near infrared, GSD ~ 12.5cm). Thus, both remote sensing data and photogrammetric data have been 
acquired, which will make it possible to calculate 3D models. 
 
Radiometric field measurements were also collected during the whole aerial acquisition, aiming both at characterizing the 
atmosphere, acquiring a ground truth for reflectance retrieval, and collecting spectra of some urban materials. 
 
 
4. VERY FIRST CLASSIFICATION RESULTS FROM THE UMBRA DATA SET 
This paper intends to present very first land cover classification results obtained using the UMBRA data set. It must be kept in mind 
that at present the data set has still not been fully pre-processed. Therefore, only raw radiance VNIR hyperspectral images have 
here been used.  
The nomenclature retained for this classification remains quite simple, with 9 material/land cover classes : red tiles – slates – metal 1 
based roofing material -  metal 2 based roofing material – asphalt – cobblestone pavements – bare soil – high vegetation – low 
vegetation. We are aware that this legend remains quite simple for a study of urban materials and that other important classes should 
be added, as for instance railway areas, gravels (which will here be classified as bare soil or cobblestone pavements), cement and 
water areas.  
 
All the land cover classification results presented above have been obtained using a per pixel linear SVM classifier. The ability of 
SVM to perform good classification of hyperspectral data has indeed already been shown (Melgani et al., 2004 ; Camps-Valls et al., 
2005). The libSVM implementation (Cheng et al., 2011) has here been used and trained by 200 pixels per class. Obtained 
classification results have been evaluated from a small test data set, plotted with the help of aerial very high resolution images 
(texture information) and “streetview” images. 
 
 
4.1 Results obtained using raw VNIR radiance hyperspectral data 
Encouraging results are obtained directly from the whole raw hyperspectral VNIR spectra. No optimisation of the “c” parameter of 
the SVM (i.e. the penalty associated to classification errors during training phase) has been performed, in order to better compare the 
influence of input data. Almost 92.5 % of ground truth test pixels have been well classified (see confusion matrix in table 1, user and 
producer accuracies in table 2 and examples of classification results in figure 1).  
It can be noticed from figure 1, that because of slope effect, some roof parts covered by red tiles have been misclassified as 
cobblestone pavement areas. Because of their specular behaviour, slates are sometimes misclassified with other classes, such as metal 
when they are enlighten, or asphalt, which is also a “dark” class. 
Some misclassification between cobblestone pavements and bare soils occurs: it can be caused by the fact that there is no specific 
gravel class, and that some gravel areas have been included in the bare soil ground truth, while they sometimes tend to be classified 
as concrete. There are also sometimes misclassifications between asphalt and concrete (but some of them could correspond to the 
presence of mixed pixels). 
 
GT/classif RedTile Slates Metal1 HighVeget LowVeget Asphalt BareSoil Metal2 Cobblestone 
RedTiles 10371 41 6 0 17 31 564 23 160 
Slates 0 692 15 0 0 62 0 3 5 
Metal 1 0 88 1111 0 0 12 1 53 2 
HighVeget 0 0 0 8174 1020 0 1 0 0 
LowVeget 79 8 0 1407 37364 1 10 0 2 
Asphalt 6 62 0 7 47 9209 13 110 650 
Bare soil 4 0 3 0 8 2 1348 9 3 
Metal 2 0 1 19 0 0 9 14 831 5 
Cobblestone 19 61 4 0 37 1394 43 50 7146 
 








RedTiles 98.97 92.49 
Slates 72.61 89.06 
Metal 1 95.94 87.69 
HighVeget 85.25 88.90 
LowVeget 97.07 96.12 
Asphalt 85.90 91.14 
Bare soil 67.60 97.89 
Metal 2 77.02 94.54 
Cobblestone 89.63 81.63 









Figure 1.  Examples of classification results on the Toulouse data set. Only raw radiance VNIR images have been used. On these 
illustrations, classification results have been regularized: the label given to a pixel is decided after a vote of pixels belonging to a 5x5 
neighbourhood window around the current pixel. 
 
 
4.2 Results obtained using normalized VNIR radiance hyperspectral data 
In order to try to take into account slope effects, an other classification experiment has been performed on normalized radiance 
spectra. Overall accuracy has not changed a lot (92.9% well classified pixels), but discrimination of red tiles has been improved. On 
the opposite, more asphalt areas have been misclassified as slates, and more bare ground areas have been considered as cobblestone 
pavements. As for previous test, no optimisation of the c parameter of the SVM has been performed. 
 
GT/classif RedTile Slates Metal1 HighVeget LowVeget Asphalt BareSoil Metal2 Cobblestone 
RedTiles 10531 33 12 0 5 52 462 7 111 
Slates 0 713 32 0 0 23 0 1 8 
Metal 1 0 35 1202 0 0 8 1 12 9 
HighVeget 0 0 0 8477 716 2 0 0 0 
LowVeget 42 66 0 1081 37606 25 51 0 0 
Asphalt 7 465 2 28 16 9113 13 15 445 
Bare soil 1 1 5 0 5 3 1327 1 34 
Metal 2 0 0 20 0 0 5 5 847 2 
Cobbelstone 15 96 5 1 35 1325 515 9 6753 
 








RedTiles 99.39 93.92 
Slates 50.60 91.76 
Metal 1 94.05 94.87 
HighVeget 88.42 92.19 
LowVeget 97.98 96.75 
Asphalt 86.33 90.19 
Bare soil 55.90 96.37 
Metal 2 94.96 96.36 
Cobblestone 91.73 77.14 
Table 4. User and producer accuracies of classification of normalized radiance VNIR spectra 
 
4.3 Results obtained using only 4 bands belonging to red-green-blue-near infrared  
Classification was also performed on only 4 bands corresponding to red-green-blue-near infrared bands. An overall accuracy of 73% 
is obtained without optimizing the “c” parameter of the SVM (i.e. the penalty associated to classification errors during training 
phase), and reached 85% after having optimized this parameter. 
4.4 Results obtained using a subset of ACP components 
An ACP of the VNIR data set has been calculated. Classification has been performed using only 10 and 20 bands of the PCA. 
Using the 20 first bands of the PCA, 86% of ground truth pixels have been well classified, without optimizing the “c” parameter of 
SVM. This rate has increased to 90.5% when this parameter is optimized. Classification result from the 10 first bands of the PCA, 




4.5 Conclusion and future work 
Obtained results are encouraging, even if some misclassifications between some classes have occurred. Nevertheless, it must be kept 
in mind that these are very first results, and that further investigations must be led, to improve the classification nomenclature and the 
ground truth reference data set. 
Other classifiers, such as Spectral Angle Mapper, Import Vector Machines (Zhu et al., 2005) which have been shown to perform well 
when applied to hyperspectral data (Braun et al., 2012), or Random Forest (Breiman, 2001) should also be tested. Further 
investigation will also strongly focus on band selection. 
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ABSTRACT
For some specific land cover classification problems, it may
be interesting to design superspectral camera systems with re-
duced numbers of bands (∼ 20) and optimized band widths.
This paper assesses the contribution of band selection and
band fusion processes separately and jointly for dimension-
ality reduction. The proposed approach is fully automatic
and based on a wrapper feature selection using Random forest
classifier and a similarity-based fusion process. While com-
bining both processes, selection before fusion gave the best
results, reducing by almost 91% the number of bands while
keeping satisfying accuracies. Results are presented on Indian
Pines, Salinas and Pavia Centre hyperspectral datasets.
Index Terms— Hyperspectral, feature selection, band fu-
sion, random forests, classification, dimensionality reduction
1. INTRODUCTION
Airborne or satellite hyperspectral imagery allows the collec-
tion of ground spectra in hundreds of narrow spectral bands.
These images provide detailed spectral signatures of different
objects but they lead to large datasets with highly redun-
dant spectral bands. Classifying a high dimensionality data
using a small training set may reduce the classifier perfor-
mance [1]. This behaviour is known as Hughes phenomenon.
In order to process hyperspectral data more efficiently in
terms of computing time, storage volume, and to alleviate
the Hughes phenomenon, dimensionality reduction is often
processed. There are two approaches to reduce the number of
features: 1) feature extraction which generates new features
by combining existing features such as principal components
analysis (PCA), Minimum Noise Fraction (MNF) 2) feature
selection which consists in selecting a subset of initial fea-
tures with regard to a given criteria. This approach has the
advantages of keeping physical meanings of selected bands.
Feature selection (FS) methods can be distinguished into
3 groups; 1) Filter methods compute a score of relevance for
each feature independently from any classifier but they ignore
variable dependencies [2]. Some FS methods rank features
according to a score of importance, as the well known Relief-
F method [3], or the Fischer score. Separability measures
such as Bhattacharrya or Jeffreys-Matusita (JM) distances can
be used in order to identify the set of features that best sep-
arate classes [4, 5]. High order statistics from information
theory such as entropy and mutual information can also be
used to select the best feature sets [6] 2) Wrapper methods
are application-dependent since they depend on classifiers.
Best subset features are those that still achieve a good pre-
dictive performance while reducing the number of features.
Examples can be found in [7] using SVM classifier or [8] us-
ing random forests. 3) Embedded methods are also related
to a classifier, but feature selection is performed using a fea-
ture relevance score different from a classification accuracy.
SVM-RFE [9] considers the importance of different features
using a SVM model. It has been extended to multiple kernel
SVM by [10]. Other embedded approaches evaluate the rel-
evance of feature subsets. For instance, [11] uses the margin
of a SVM classifier as a separability measure to rank sets of
features.
All previous works provide a selected subset of initial
bands. At our knowledge, band fusion has not been inves-
tigated in literature as a dimensionality reduction approach.
In this work, we aim to assess the contribution of band se-
lection and band fusion processes separately and jointly for
hyperspectral data classification.
2. PROPOSED METHODOLOGY
2.1. Random forests and feature importance
Random Forests (RF) [12] is an ensemble classifier that com-
bines decision trees built from T multiple bootstrapped train-
ing samples. For each node of a tree, a subset of features is
randomly selected. The best feature that minimizes the Gini
impurity [12] of the node is used for the split. For an instance,
each tree gives a unit vote for the most popular class. The final
label is determined by a majority vote of all trees.
Besides RF provide a measure of feature importance that
is processed on OOB data (Out-Of-Bag samples). The per-
mutation importance measure of a feature f is estimated by
randomly permuting all its values in the OOB samples for
each tree. The feature importance corresponds to the differ-
ence between prediction accuracy before and after permuting
feature f , averaged over all the trees. The higher the mean ac-
curacy decrease, the more important the feature. This feature
importance measure has been successfully applied to hyper-
spectral data [13].
2.2. Band selection by Random Forests
Band selection is processed by a wrapper approach based
on iterative backward elimination of features using random
Forests (varSelRF). It was first proposed by [8] to select
genes of microarray data. The authors showed its robustness
to noise and redundant features. It was then applied to remote
sensing data [14].
To select the most relevant features, Random Forests is it-
eratively fit. The feature importances are calculated once to
avoid overfitting. At each iteration, a fraction of the least im-
portant features is eliminated and a new forest is built. By
default, the fraction is fixed to 0.2. It allows a relatively fast
operation, and increases the resolution as the number of con-
sidered features becomes smaller. After fitting all forests, the
selected set of features is the one whose OOB error rate is
within σ = 1 standard error of the minimum error rate of all
forests.This strategy can lead to solutions with fewer features
while achieving an error rate that is similar, within sampling
error, to the best solution.
2.3. Similarity-based band fusion
A simple fully automatic method is proposed to fuse simi-
lar spectral bands that were originally adjacent. Their fusion
consists in averaging the corresponding reflectances. Starting
from the shorter wavelength band, adjacent spectral bands are
fused in a stepwise way till the similarity or divergence mea-
sure is higher or lower than a fixed threshold Td, respectively.
Td is fixed automatically to the median value of divergence
measures between adjacent spectral bands.
Three similarity measures were considered; the classic
Pearson correlation score, Bhattacharyya divergence measure
and mutual information between spectral bands. The correla-
tion score C measures the strength and direction of the linear
relationship between two variables x and y. Bhattacharyya
measure was introduced by Fukunaga in 1990 [15]. It mea-
sures the divergence between two discrete or continuous prob-
ability distributions. The more the bands are different, the
higher Bhattacharyya distance.
The mutual information measures the shared information
between two discrete random variables x and y. The mutual
information can be expressed using the entropy definition. It
corresponds to the reduction of entropy H of x when y is
known.
2.4. Combining band fusion and selection
In this study, we aim to assess the impact of band selec-
tion and fusion processes separately and their combination
on classification accuracies. Two approaches for combining
band fusion and selection are tested 1) fusion before selection
and 2) fusion after selection. For the first approach, the band
fusion is firstly processed then a band selection is applied.
The second approach consists in first selecting the best bands
and then in fusing adjacent bands as explained above.
3. HYPERSPECTRAL DATASETS
Three well-known hyperspectral datasets were used in our ex-
periments.
Indian Pines: an AVIRIS image showing 16 classes of in-
terest of different crops. It consists of 220 spectral reflectance
bands (after removing water absorption bands) ranging in
[0.4-2.5 nm].
Salinas: a 224-band AVIRIS image with a high spatial
resolution (3.7-m). The image consists of 204 spectral bands,
after removing water absorption bands. It was available only
as at-sensor radiance data. 16 classes have been selected and
include vegetables, bare soils, and vineyard fields.
Pavia C: It has been acquired by ROSIS sensor at a 4 nm
spectral resolution and a 1.3 m spatial resolution. The image
consists of 102 spectral bands. The ground truth differentiates
9 classes.
4. EXPERIMENTAL RESULTS
Experiments were run using R-project. Various packages
were used among them RandomForests, VarSelRF for iter-
ative feature elimination using RF, and FSelector for filter
selection methods. Kappa accuracies are used for evaluation
and are averaged over ten RF runs.
4.1. Band selection
Classical filter selection bands were tested; 1) selection by
ranking where band weights are calculated. The number of
selected bands corresponds to the size of feature subset se-
lected automatically by varSelRF. χ2 filter finds weights of
bands basing on a χ2 test. Then three entropy-based filter
methods find weights of bands basing on their correlation
with considered classes. RF importance is based on random
forest importances. Relief-F finds weights of bands basing
on a distance between instances. 2) a filter subset selection
method called cfs (Correlation Feature Selection) was used.
This algorithm finds the optimal feature subset using corre-
lation and entropy measures. Table 1 resumes the number
of selected bands and the kappa accuracies for all considered
datasets.
IP S PC
Initial bands 0.818 0.933 0.982
Ranking selection (nb bands) 22 27 11
χ2 0.616 0.884 0,971
info gain 0.494 0.890 0,815
gain ratio 0.646 0.889 0,923
sym.uncertainty 0.551 0.887 0,850
RF importance 0.732 0.916 0,891
relief 0.688 0.906 0,891
Filter subset selection (nb bands) 20 41 26
cfs 0.767 0.921 0,978
Iter. RF elimination (nb bands) 22 27 11
varSelRF 0.786 0.927 0.978
Table 1. Kappa accuracies for various feature selection meth-
ods. IP, S, and PC correspond to Indian Pines, Salinas, and
Pavia Centre datasets, respectively.
One can observe that the iterative backward elimination
of features using Random Forests (VarSelRF) outperforms
the other methods while leading to less selected bands. This
feature selection method is thus chosen for our experiments.
Its impact on kappa accuracies, number of bands and comput-
ing time reduction is resumed in Table 2. One can see that the
number of spectral bands and computing time can be highly
reduced by up to 93% and 94% respectively, while keep-
ing very satisfying classification accuracies (-3.2%, -0.6%,-
0.4%), for IP, S and PC respectively. The most important loss
occurred for highly imbalanced and mixed IP dataset.
Kappa Nb Bands Computing time (s)
Data init selection init selection init selection
IP 0.818 0.787 200 22 24.38 4.15
S 0.933 0.927 204 27 161.50 14.49
PC 0.982 0.978 102 11 143.63 18.57
Table 2. Impact of feature selection by VarSelRF on kappa
accuracies, number of selected bands and computing time.
Figure 1 shows the selected bands by VarSelRF for all
datasets. One can observe that many selected bands are ad-
jacent and may be fused provided they are similar, thus the
band fusion contribution will be studied in the next section.
4.2. Band fusion contribution
Table 3 resumes kappa accuracies using initial bands and ap-
plying fusion process using various similarity measures. The
three methods lead to the same number of selected bands
(101, 103 and 53 for IP, S and PC respectively) but with dif-
ferent wavelengths (band positions). Bhattacharyya measure
gave slightly better results than correlation and mutual infor-
mation measures and thus will be used for the following ex-
periments.
Fig. 1. Selected spectral bands using iterative feature elimi-
nation based on RF importance for all datasets.
IP S PC
Initial 0.818 0.933 0.982
Correlation 0.799 0.926 0.980
Mutual Information 0.798 0.931 0.976
Bhattacharyya 0.805 0.930 0.980
Table 3. Kappa accuracies after similarity-based band fusion.
4.3. Should band fusion be processed before or after band
selection ?
In this section, the aim is to assess the contribution of us-
ing jointly Bhattacharyya-based fusion and VarSelRF selec-
tion processes. Two strategies combining fusion and selection
processes are compared here, fusion before selection and se-
lection before fusion. Results based on fusion and selection
processes separately are also showed. Kappa accuracies are
resumed in Table 4.
Fusion before Selection Selection before Fusion
Fusion Fusion-Select Selection Select-Fusion
IP 0.80 (101) 0.78 (17) 0.79 (22) 0.79 (17)
S 0.93 (103) 0.93 (22) 0.93 (27) 0.93 (26)
PC 0.98 (53) 0.98 (5) 0.98 (11) 0.98 (8)
Table 4. Kappa accuracies using different strategies combin-
ing Bhattacharyya-based fusion and varSelRF feature selec-
tion. The number of bands is shown in brackets.
For the first approach fusion before selection, one can ob-
serve that the best accuracies are obtained using fusion pro-
cess solely which confirms the contribution of fusing adja-
cent, redundant bands thus reducing the number of bands.
The number of bands is reduced by 30%, 23%, and 29% for
IP, S, and PC datasets, respectively. However, it remains rel-
atively high (100, 102 and 72 for IP, S and PC respectively)
and do not correspond to superspectral sensor specifications.
In the second approach, fusing among the selected bands gave
comparable kappa accuracies to those of selection process
only while reducing the number of bands from 22 to 17, 27
to 26 and 11 to 5 for IP, S and PU datasets respectively. Fi-
nally, both combined approaches (selection before fusion Vs.
fusion before selection) lead to comparable results. However
selection before fusion gave a slighter better accuracy (+1%)
for imbalanced IP dataset.
Table 5 compares the final results obtained by selec-
tion before fusion approach with the initial results using all
spectral bands.The proposed approach reduces drastically
the number of spectral bands while maintaining good clas-
sification accuracies. The number of bands was reduced by
90.5%, 86,8%, and 95.1% for IP, S, and PC while a little de-
crease occurred on kappa accuracies (-2.8%, -0.5%,- 0.5%),
respectively. The most important loss occurred for highly
imbalanced and mixed IP dataset. Computing time was also
highly reduced by 91.2%,91%, 88,8% for IP, S, and PC,
respectively.
Kappa Nb Bands Computing time (s)
Data init final init final init final
IP 0.818 0.790 200 17 24.38 2.14
S 0.933 0.928 204 26 161.50 14.49
PC 0.982 0.978 102 5 143.63 16.07
Table 5. Impact of combined approach varSelRF selection
before band fusion on kappa accuracies, number of selected
bands and computing time.
From a thematic point a view, on a urban scene (PC), 5
bands seem to be sufficient for classifying considered classes.
This is probably due to the use of general classes such that
adding bands do not improve results with comparison to mul-
tispectral data. Inversely, as expected, agricultural scenes
need more bands (∼ 20) to correctly describe the variety of
cultures.
5. CONCLUSION
In this paper, we assessed the contribution of band spectral
fusion to reduce the dimensionality of hyperspectral datasets
while maintaining very satisfying classification accuracies.
The proposed method is fully automatic and consists in a
wrapper feature selection based on Random forest and a
Bhattacharyya-based fusion process. In this scheme, we
assessed the interest of combining both band selection and
band fusion processes. The number of bands was reduced
by almost 90% for various hyperspectral datasets. Besides,
we showed the interest of band fusion process when dealing
with unmixed classes and balanced datasets. As a conclusion,
our study confirms the utility for superspectral sensors (∼ 20
bands) with larger bands than hyperspectral bands that en-
sures better SNR and may lead to comparable classification
accuracies. Future work will be focused on enhancing feature
selection methods by integrating band fusion in the selection
process, i.e. by taking into account the band width in the
optimization process.
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ABSTRACT
Intermediate results of two state-of-the-art wrapper feature
selection approaches (GA and SFFS) associated to a classi-
fier (linear SVM) applied to hyperspectral data sets were used
to derive information about band importance for specific land
cover classification problems. The impact of the number of
selected bands on classification accuracy was obtained thanks
to SFFS, while a band importance measure was derived from
intermediate sets of bands tested by GA. Such results are a
first step toward the identification of the most suitable spec-
tral bands to design superspectral camera systems dedicated
to specific applications (e.g. classification of urban land cover
and material maps).
Index Terms— Feature selection, Classification, Support
Vector Machines, Sequential Forward Floating Search, Ge-
netic algorithm, Hyperspectral, Sensor design
1. INTRODUCTION
1.1. Feature selection for sensor design
Hyperspectral imagery generates huge data volumes, consist-
ing of hundreds of contiguous and often highly redundant
spectral bands. Difficulties are caused by this high dimension-
ality. First, the Hughes phenomenon can occur when classi-
fying such data, even though modern classifiers such as Sup-
port Vector Machines (SVM) or Random Forests (RF) are less
sensitive to these problems [1] except when very few train-
ing data is available. Second, important computing times are
required to process high dimensionality data. Third, storing
data requires huge volumes. Last, displaying high dimension-
ality imagery can be necessary. Thus, two strategies makes it
possible to reduce the number of features. On the one hand,
feature extraction methods reformulate and sum up original
information. On the other, feature selection (FS) selects the
most useful bands, i.e. the most relevant ones for a prob-
lem. The latter has advantages compared to feature extrac-
tion: first, it makes it possible not to lose the physical meaning
of the selected bands. Last but not least, it is adapted to the
design of superspectral sensor. Indeed, our final work aims
at identifying the most suitable spectral bands (both position
in spectrum and width), to design superspectral cameras dedi-
cated to specific applications (e.g. classification of urban land
cover and material maps). Hence, both the most suitable num-
ber of spectral band and the most useful parts of the spectrum
have to be identified thanks to band selection.
1.2. Band selection: state-of-the-art
Feature selection (FS) methods and criteria can be differen-
tiated between “filter”, “wrapper” and “embedded”. Super-
vised and unsupervised ones can be differentiated too.
Filter methods compute relevance scores independently from
any classifier. Some filter FS methods rank features according
to a score of importance, as the ReliefF method. Other calcu-
late importance measures from a feature extraction (e.g. PCA
or LDA) [3]. In supervised cases, separability measures can
be used to identify the sets of features making it possible to
best separate classes, using Bhattacharrya or Jeffries-Matusita
measures [4, 5, 6, 7] or other measures, such as Minimum
Estimated Abundance Covariance [8]. High order statistics
from information theory, e.g. mutual information, can also
be used to select the best feature sets, either in unsupervised
[9] or supervised [10, 11] cases. The Orthogonal Projection
Divergence [12] is another measure of correlation between
bands.
For wrapper methods, the relevance score associated to a
feature set corresponds to the classification accuracy obtained
using this feature set. Examples of such approaches can be
found in [11, 13, 14] using SVM classifier, [15] using maxi-
mum likelihood classifier, [16] using random forests.
Embedded FS methods are also related to a classifier, but use
feature relevance scores different from classification accu-
racy. SVM-RFE [17] considers the influence of the different
features in a SVM model. It has been extended to multi-
kernel SVM [18]. Random forests classifier gives another
measure of feature importance [19], estimated as the differ-
ence between prediction accuracy before and after permuting
the features. Other embedded methods do not calculate a
score for each feature, but for sets of features. For instance,
[20, 21] use generalization performance, e.g. SVM margin,
as separability measure to rank sets of features.
Nevertheless, hybrid approaches involving several criteria
belonging to different categories often exist, as for instance
in [11] or [13] where FS is based on a wrapper method
respectively guided or associated to filter criteria (mutual in-
formation between selected bands, and between the ground
truth).
Another issue for band selection is the optimization method:
an exhaustive search of the best set of features is often im-
possible, especially for wrappers because of high computing
times. Hence, heuristics have been proposed to find a near
optimal solution without visiting the entire solution space.
They can be differentiated into sequential (or incremental)
and stochastic ones. Incremental search strategies includes
the Sequential Forward Search (SFS) or its opposite the Se-
quential Backward Search (SBS). Variants such as Sequential
Forward Floating Search (SFFS) or Sequential Backward
Floating Search (SBFS) [22], or Steepest Ascent (SA) [7]
have also been proposed. Several stochastic optimization
strategies have also been used for feature selection, including
Genetic Algorithms (GA) [13, 11, 20, 14], Particle Swarm
Optimization (PSO) [8], clonal selection [15], ant colony [23]
or even simulated annealing [6].
Thus, many FS methods have been proposed in literature.
However, FS (and especially wrapper) is often considered as
a first step in a classification workflow. Some methods even
performed both band selection and optimization of classifier
parameters jointly as [14]. Wrapper results are considered
as obtaining the best classification accuracies for a problem,
but also as sometimes lacking of generality and being too
dependent to the associated classifier. As our final work aims
at designing superspectral sensors dedicated to specific clas-
sification problems, this paper intends to use the intermediate
results of two wrapper feature selection methods in order to
draw conclusions about band importance, to define the most
important parts of the spectra for a specific problem.
2. PROPOSED METHODS
As land cover classification is our final goal, two wrapper ap-
proaches (SFFS and GA) optimizing classification accuracies
were used in this paper. This made it possible to examine sets
of bands, instead of individual bands. Intermediate results of
these methods will then be considered.
Both use linear one-against-one SVM classifier. Indeed this
classifier directly implicitly takes “ratios” between bands into
account, which would not have been done when using sepa-
rability measures. Besides, using a linear kernel with a fixed
cost parameter instead of a more complex kernel is a way to
avoid possible overfitting, caused by both feature selection
and kernel optimization.
2.1. Sequential Forward Floating Search (SFFS) associ-
ated to SVM
The first band selection method used in this study was SFFS
associated to a linear SVM classifier. SFFS is a state-of-the-
art sequential optimization heuristic proposed by [22]. It is
reminded below in pseudo-code, with C the original set of
all bands, S the set of selected bands and p the maximum
number of bands to select.
Initialization : Find band c ∈ C maximizing classification
accuracy: S ← {c}
while (#S < p)
Find band c ∈ C \S so that S∪{c}maximizes classification
accuracy: S ← S ∪ {c}
Question S: find band s ∈ S so that S \ {s} maximizes
classification accuracy. It means that s is less important for
classification than the other bands of S, since removing it
decreases the classification accuracy less.
if s 6= c then S ← S \ {s} endif
endwhile
SFFS provides useful intermediate results. Indeed, it se-
lects the “best” sets of bands for different dimensions, start-
ing from 1. Thus, it makes it possible to observe the evolu-
tion of classification accuracy, depending on the number of
selected bands, and then to decide how many bands are nec-
essary to obtain suitable results. Other sequential methods,
such as SVM-RFE [17] could also provide such information.
However, contrary to RFE, SFFS question at each step the
selected set of bands, obtained at previous step. Therefore,
SFFS makes it possible to see whether the number of selected
bands has a strong influence on the position of the selected
bands along the spectrum.
2.2. Genetic algorithm associated to SVM
The second band selection method used in this study was a
Genetic Algorithm (GA) associated to a linear SVM classi-
fier. GA is a family of stochastic optimization heuristics. The
variant used in our experiments is described below, with p the
number of bands to select :
Initialization (t = 0) : Randomly generate a population of
N sets of p bands
while max number of generations unreached (t < tmax)
t← t+ 1
Calculate the score of each set of p bands of the current pop-
ulation
Keep only the n (n < N ) best sets of bands according to
these scores. Let S(t) be this population.
Generate a new population of N sets of p bands from these
remaining sets of bands :
for all new set of bands do
Create a new set of p bands by crossing two parents ran-
domly chosen in S(t). Random mutations can also occur with
a fixed probability, randomly replacing a selected band by an-
other band, in order to avoid to stay in a local minimum.
endfor
endwhile
This approach has advantages for our problem. First, only
the best solution is usually kept, while GA has visited many
other candidates. Many of them have scores quite similar to
the score of the best solution. Therefore, it appeared interest-
ing to use these intermediate results to determine which bands
are often selected in these intermediate solutions. Thus, the
proposed method consist in associating a score I(c) to each
band c , measuring the occurrence at which it has been se-
lected by GA among the different n best sets of bands ob-




S(t) δ(b, S(t)) where
δ(b, S) = 1 if b ∈ S, 0 otherwise.
To increase robustness, GA-SVM can be launched several
times (i.e. different initializations/mutations) and over several
training/testing sets randomly extracted from the whole data
set. The proposed importance score is calculated for each of
these results. Finally, the mean and the standard deviation of
these scores are considered for each band: the mean gives the
importance associated to each band, while the standard devi-
ation is a way to detect potentially “unstable” good features.
Last, intermediate results of GA could also be useful to detect
repetitive patterns of selected bands. This time, the interest-
ing information would not be the occurrence of detection of
individual bands, but of sequences of bands.
3. TESTS AND RESULTS
The proposed algorithms were tested on the VNIR hyperspec-
tral Pavia Center data set 1. Training and testing sets included
respectively 100 and 500 samples per class. The score to op-
timize was the overall accuracy. Even if average accuracy or
F-score of the worst classified class could also be relevant, it
must be kept in mind that both training and testing data in-
cluded the same number of samples per class.
Information brought by SFFS-SVM about the number of use-
ful bands is illustrated on fig. 1: classification accuracy tends
to not increase a lot using more than 5-6 bands. This might
be related to the fact that the classes are quite general, and
additional bands do not bring much information compared to
classic multispectral data, which is confirmed by the position
of the most important features according to GA-SVM.
Thus, GA-SVM was launched to select 5 bands. Feature im-
portance brought by GA-SVM are presented on fig. 2. Groups
of adjacent important features are clearly visible, correspond-
ing to the most important parts of the spectrum for this clas-
sification. The positions of these groups seem coherent with
the spectra (just near or during changes in spectrum slope).
1http://www.ehu.es/ccwintco/index.php/Hyperspectral Remote Sensing Scenes
The standard deviation of the importances gave another inter-
esting information: bands 3 to 5 appeared important (which
seemed confirmed by the spectra) but standard deviation of
their importance is high, corresponding to the fact they are
quite noisy.
Fig. 1. Classification overall accuracy depending on the num-
ber of selected bands: on this data set, classification accuracy
tends to not increase a lot using more than 5-6 bands
Fig. 2. Top row: GA-SVM band importances (blue: mean
importance ; red: standard deviation). Second row: spectra of
classes of the Pavia data set
4. CONCLUSION
These results are a first step toward the optimization of spec-
tral configuration for specific land cover classifications, iden-
tifying the most relevant parts of the spectrum. Further works
will cross them with information about correlation between
bands, both to try to optimize the width of spectral bands and
to identify whether one band is really more important than
the others among clusters of highly correlated bands.
The occurrence score can also be modified to take into ac-
count how the selected bands influence the model among
the set of bands they belong to (for instance accumulating
SVM-RFE weights associated to the selected bands among
the different band sets provided by GA). Another possible
improvement mentioned above is to try to identify several
patterns/sequences of bands, among selected sets of bands.
Further experiments will also be carried out on a data set
dedicated to urban material map, with a more detailed legend
than for the Pavia data set and then for which hyperspectral
imagery may be more relevant.
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ABSTRACT
Intermediate results of two state-of-the-art wrapper feature
selection approaches (GA and SFFS) applied to hyperspec-
tral data sets were used to derive information about band im-
portance for specific land cover classification problems. Sev-
eral feature selection performance scores (classification accu-
racies, Bhattacharyya separability) were tested. The impact of
the number of selected bands on classification accuracy was
obtained thanks to SFFS, while a band importance measure
was derived from intermediate sets of bands tested by GA.
Such results are a first step toward the identification of the
most suitable spectral bands to design superspectral camera
systems dedicated to specific applications (e.g. classification
of urban land cover and material maps).
Index Terms— Feature selection, Classification, Support
Vector Machines, Random Forests, Bhattacharyya, Sequen-
tial Forward Floating Search, Genetic algorithm, Hyperspec-
tral, Sensor design
1. INTRODUCTION
1.1. Feature selection for sensor design
Hyperspectral imagery generates huge data volumes, consist-
ing of hundreds of contiguous and often highly redundant
spectral bands. Difficulties are caused by this high dimension-
ality. First, the Hughes phenomenon can occur when classi-
fying such data, even though modern classifiers such as Sup-
port Vector Machines (SVM) or Random Forests (RF) are less
sensitive to these problems [1] except when very few train-
ing data is available. Second, important computing times are
required to process high dimensionality data. Third, storing
data requires huge volumes. Last, displaying high dimension-
ality imagery can be necessary. Thus, two strategies makes it
possible to reduce the number of features. On the one hand,
feature extraction methods reformulate and sum up original
information. On the other, feature selection (FS) selects the
most useful bands, i.e. the most relevant ones for a prob-
lem. The latter has advantages compared to feature extrac-
tion: first, it makes it possible not to lose the physical meaning
of the selected bands. Last but not least, it is adapted to the
design of superspectral sensor. Indeed, our final work aims
at identifying the most suitable spectral bands (both position
in spectrum and width), to design superspectral cameras dedi-
cated to specific applications (e.g. classification of urban land
cover and material maps). Hence, both the most suitable num-
ber of spectral band and the most useful parts of the spectrum
have to be identified thanks to band selection.
1.2. Band selection: state-of-the-art
Feature selection (FS) methods and criteria can be differen-
tiated between “filter”, “wrapper” and “embedded”. Super-
vised and unsupervised ones can be differentiated too.
Filter methods compute relevance scores independently from
any classifier. Some filter FS methods rank features according
to a score of importance, as the ReliefF method. Other calcu-
late importance measures from a feature extraction (e.g. PCA
or LDA) [2]. In supervised cases, separability measures can
be used to identify the sets of features making it possible to
best separate classes, using Bhattacharrya or Jeffries-Matusita
measures [3, 4, 5, 6] or other measures, such as Minimum
Estimated Abundance Covariance [7]. High order statistics
from information theory, e.g. mutual information, can also
be used to select the best feature sets, either in unsupervised
[8] or supervised [9, 10] cases. The Orthogonal Projection
Divergence [11] is another measure of correlation between
bands.
For wrapper methods, the relevance score associated to a
feature set corresponds to the classification accuracy obtained
using this feature set. Examples of such approaches can be
found in [10, 12, 13] using SVM classifier, [14] using maxi-
mum likelihood classifier, [15] using random forests.
Embedded FS methods are also related to a classifier, but use
feature relevance scores different from classification accu-
racy. SVM-RFE [16] considers the influence of the different
features in a SVM model. It has been extended to multi-
kernel SVM [17]. Random forests classifier gives another
measure of feature importance [18], estimated as the differ-
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ence between prediction accuracy before and after permuting
the features. Other embedded methods do not calculate a
score for each feature, but for sets of features. For instance,
[19, 20] use generalization performance, e.g. SVM margin,
as separability measure to rank sets of features.
Nevertheless, hybrid approaches involving several criteria
belonging to different categories often exist, as for instance
in [10] or [12] where FS is based on a wrapper method
respectively guided or associated to filter criteria (mutual in-
formation between selected bands, and between the ground
truth).
Another issue for band selection is the optimization method:
an exhaustive search of the best set of features is often im-
possible, especially for wrappers because of high computing
times. Hence, heuristics have been proposed to find a near
optimal solution without visiting the entire solution space.
They can be differentiated into sequential (or incremental)
and stochastic ones. Incremental search strategies includes
the Sequential Forward Search (SFS) or its opposite the Se-
quential Backward Search (SBS). Variants such as Sequential
Forward Floating Search (SFFS) or Sequential Backward
Floating Search (SBFS) [21], or Steepest Ascent (SA) [6]
have also been proposed. Several stochastic optimization
strategies have also been used for feature selection, including
Genetic Algorithms (GA) [12, 10, 19, 13], Particle Swarm
Optimization (PSO) [7], clonal selection [14], ant colony [22]
or even simulated annealing [5].
Thus, many FS methods have been proposed in literature.
However, FS (and especially wrapper) is often considered as
a first step in a classification workflow. Some methods even
performed both band selection and optimization of classifier
parameters jointly as [13]. Wrapper results are considered
as obtaining the best classification accuracies for a problem,
but also as sometimes lacking of generality and being too
dependent to the associated classifier. As our final work aims
at designing superspectral sensors dedicated to specific clas-
sification problems, this paper intends to use the intermediate
results of two wrapper feature selection methods in order to
draw conclusions about band importance, to define the most
important parts of the spectra for a specific problem.
2. USE INTERMEDIATE RESULTS OF TWO
FEATURE SELECTION METHODS
As land cover classification is our final goal, two wrapper ap-
proaches (SFFS and GA) optimizing classification accuracies
were used in this paper. This made it possible to examine sets
of bands, instead of individual bands. Intermediate results of
these methods will then be considered.
Both have been tested for several scores to optimize (see 2.3).
2.1. Sequential Forward Floating Search (SFFS)
The first band selection method used in this study was SFFS.
SFFS is a state-of-the-art sequential optimization heuristic
proposed by [21]. It is reminded below in pseudo-code, with
C the original set of all bands, S the set of selected bands and
p the maximum number of bands to select.
Initialization : Find band c ∈ C maximizing classification
accuracy: S ← {c}
while (#S < p)
Find band c ∈ C \S so that S∪{c}maximizes classification
accuracy: S ← S ∪ {c}
Question S: find band s ∈ S so that S \ {s} maximizes
classification accuracy. It means that s is less important for
classification than the other bands of S, since removing it
decreases the classification accuracy less.
if s 6= c then S ← S \ {s} endif
endwhile
SFFS provides useful intermediate results. Indeed, it se-
lects the “best” sets of bands for different dimensions, start-
ing from 1. Thus, it makes it possible to observe the evolu-
tion of classification accuracy, depending on the number of
selected bands, and then to decide how many bands are nec-
essary to obtain suitable results. Other sequential methods,
such as SVM-RFE [16] could also provide such information.
However, contrary to RFE, SFFS question at each step the
selected set of bands, obtained at previous step. Therefore,
SFFS makes it possible to see whether the number of selected
bands has a strong influence on the position of the selected
bands along the spectrum.
2.2. Genetic algorithm
The second band selection method used in this study was a
Genetic Algorithm (GA). GA is a family of stochastic opti-
mization heuristics. The variant used in our experiments is
described below, with p the number of bands to select :
Initialization (t = 0) : Randomly generate a population of
N sets of p bands
while max number of generations unreached (t < tmax)
t← t+ 1
Calculate the score of each set of p bands of the current pop-
ulation
Keep only the n (n < N ) best sets of bands according to
these scores. Let S(t) be this population.
Generate a new population of N sets of p bands from these
remaining sets of bands :
for all new set of bands do
Create a new set of p bands by crossing two parents ran-
domly chosen in S(t). Random mutations can also occur with
a fixed probability, randomly replacing a selected band by an-




This approach has advantages for our problem. First, only
the best solution is usually kept, while GA has visited many
other candidates. Many of them have scores quite similar to
the score of the best solution. Therefore, it appeared interest-
ing to use these intermediate results to determine which bands
are often selected in these intermediate solutions (see figure
1). Thus, the proposed method consist in associating a score
I(c) to each band c , measuring the occurrence at which it has
been selected by GA among the different n best sets of bands





where δ(b, S) = 1 if b ∈ S, 0 otherwise.
To increase robustness, GA can be launched several times
(i.e. different initializations/mutations) and over several train-
ing/testing sets randomly extracted from the whole data set.
The proposed importance score is calculated for each of these
results. Finally, the mean and the standard deviation of these
scores are considered for each band: the mean gives the im-
portance associated to each band, while the standard deviation
is a way to detect potentially “unstable” good features.
Last, intermediate results of GA could also be useful to detect
repetitive patterns of selected bands. This time, the interest-
ing information would not be the occurrence of detection of
individual bands, but of sequences of bands.
Fig. 1. Each line is a set of bands selected in the intermediate
results of GA and each black dot represents a selected band.
2.3. Scores to optimize
Several scores to optimize have been tested independently
(both for SFFS and GA approaches).
1 - SVM OA : Classification overall accuracy obtained us-
ing a linear one-against-one SVM classifier. Indeed this
classifier directly implicitly takes “ratios” between bands into
account, which would not have been done when using sepa-
rability measures. Besides, using a linear kernel with a fixed
cost parameter instead of a more complex kernel is a way to
avoid possible overfitting, caused by both feature selection
and kernel optimization.
2 - RF OA : Classification overall accuracy obtained us-
ing a Random Forest classifier. RF classifier [18] is faster
than non linear SVM and provides quite as good results. It
was used here as a less model constrained classifier than lin-
ear SVM.
For SVM and RF classifier, the score to optimize was the
overall accuracy (OA). Even if average accuracy (AA) or F-
score of the worst classified class could also be relevant, it
must be kept in mind that both training and testing data in-
cluded the same number of samples per class.
3 - Mean Bhattacharyya distance (B-distance) separabil-
ity measure. It has often been used for band selection in hy-
perspectral data [3, 4]. The B-distance between 2 classes for
set of spectral bands measures the way it is efficient to sepa-
rate these classes. (Indeed it measures the similarity between
the radiometric probability distributions of these classes). It
was here aimed at optimizing the mean B-distance over all
pairs of classes.
3. TESTS AND RESULTS
The proposed algorithms were tested on the VNIR hyper-
spectral Pavia Center data set 1. Its associated land cover
groundtruth includes the next classes : “water”, “trees”,
“meadows”, “self blocking bricks”, “bare soil”, “asphalt”,
“roofing bitumen” , “roofing tiles” and “shadows”.
Training and testing sets included respectively 100 and 500
samples per class.
3.1. Number of bands to select according to SFFS
Information brought by SFFS about the number of useful
bands is illustrated on fig. 2. Several classification accuracy
measures were calculated for an optimized RBF kernel SVM
classification using the best set of bands identified by SFFS.
These accuracy measures were the Kappa index, the overall
accuracy (OA), the average accuracy (AA), the mean and the
minimum among F-scores obtained by the different classes
(resp. Fscoremoy and Fscoremin).
All of them tend to not increase a lot using more than 5-6
bands. This phenomenon can be observed for both scores to
optimize. This might be related to the fact that the classes
are quite general, and additional bands do not bring much
information compared to classic multispectral data, which
is confirmed by the position of the most important features
according to GA.
Thus, GA was launched to select 5 bands.
3.2. Band importances provided by GA
Feature importance brought by GA are presented on fig. 3.
Groups of adjacent important features are clearly visible, cor-
responding to the most important parts of the spectrum for
1http://www.ehu.es/ccwintco/index.php/Hyperspectral Remote Sensing Scenes
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this classification. The positions of these groups seem coher-
ent with the spectra (just near or during changes in spectrum
slope). Important parts of the spectrum identified using lin-
ear SVM OA or RF OA scores are quite similar, identifying
3 very important band clusters (plus a less important one for
SVM OA at the beginning of the spectrum) while B-distance
based result is slightly different, identifying 4-5 important
parts of the spectrum. However, these results are coherent
with the results provided by SFFS (fig. 2). The positions of
the important band clusters are also slightly different for B-
distance optimization score. Besides, the cluster of important
bands identified near band 85 using this score is suspect, since
it seems to correspond to an atmospheric correction artifact.
Fig. 2. Classification accuracies (obtained by an optimized
RBF kernel SVM classifier) depending on the number of se-
lected bands for 2 band selection criteria : classification OA
of linear SVM (bottom row) and mean B-distance (top row).
(x-axis = number of selected bands ; y-axis = classification
accuracies expressed in %). The different classification ac-
curacies tends to not increase using more than 5-6 bands for
both band selection scores
4. CONCLUSION
These results are a first step toward the optimization of spec-
tral configuration for specific land cover classifications, iden-
tifying the most relevant parts of the spectrum. Further works
will cross them with information about correlation/similarity
between bands, both to try to optimize the width of spectral
bands and to identify whether one band is really more impor-
tant than the others among clusters of highly similar bands.
The occurrence score can also be modified to take into ac-
count how the selected bands influence the model among the
set of bands they belong to (for instance when using SVM
accumulating SVM-RFE weights associated to the selected
Fig. 3. GA band importances obtained selecting 5 bands, ac-
cording to the 3 different optimization scores : linear SVM
classification overall accuracy (top row), RF classification
overall accuracy (middle row) and mean B-distance (bottom
row). (x-axis = band numbers ; y-axis = band importances
(histogram) and spectra (curves)). The spectra of the differ-
ent classes are also displayed.
bands among the different band sets provided by GA). An-
other possible improvement mentioned above is to try to iden-
tify several patterns/sequences of bands, among selected sets
of bands.
Further experiments will test other band optimization scores
based on the margin of the classifier.
Further experiments will also be carried out on a data set dedi-
cated to urban material map, with a more detailed legend than
for the Pavia data set and then for which hyperspectral im-
agery may be more relevant.
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ABSTRACT
Hyperspectral imagery generates huge data volumes, consist-
ing of hundreds of contiguous and often highly redundant
spectral bands. Difficulties are caused by this high dimen-
sionality. Feature selection (FS) is a possible strategy to re-
duce the number of bands, consisting in selecting the most
relevant bands for a classification problem. It is adapted to
the design of superspectral sensor dedicated to specific ap-
plications. FS is an optimization problem involving both a
metric (that is to say a FS score or criterion measuring the
relevance of feature subsets) to optimize and an optimization
strategy. In this paper, a wrapper FS score based on Random
Forests (RF) and taking into account RF class membership
measures was proposed. It was compared to a state-of-the-art
wrapper FS score (classification Kappa obtained by RF). Both
were then evaluated quantitatively considering both classifi-
cation performance reached applying different classifiers. An
qualitative analysis was also performed to consider the sta-
bility/regularity of the selected features along the spectrum.
Even though the quantitative evaluation showed little differ-
ences between the two tested FS criteria, there seemed to be a
trend in favour of the proposed criterion. Taking into account
the measures of class membership provided by a RF classifier
slightly improved results, regularizing feature selection.
Index Terms— Random Forests, Classification, Feature
selection, Confidence
1. INTRODUCTION
Hyperspectral imagery generates huge data volumes, consist-
ing of hundreds of contiguous and often highly redundant
spectral bands. Difficulties are caused by this high dimension-
ality. First, the Hughes phenomenon can occur when classify-
ing such data, even though modern classifiers such as Support
Vector Machines (SVM) or Random Forests (RF) are less sen-
sitive to these problems. Second, important computing times
are required to process high dimensionality data. Feature se-
lection (FS) is a possible strategy to reduce the number of
bands. It consists in selecting the most useful bands, i.e. the
most relevant ones for a problem. It has the advantage not to
loose the physical meaning of the selected bands. It is also
adapted to the design of superspectral sensor, that is to say to
identify the most suitable spectral bands, to design superspec-
tral cameras dedicated to specific applications (e.g. classifica-
tion of urban land cover and material maps). Hence, both the
most suitable number of spectral band and the most useful
parts of the spectrum have to be identified thanks to super-
vised band selection.
1.1. Supervised band selection: state-of-the-art and pro-
posed idea
Feature Selection (FS) is an optimization problem involving
both a metric (that is to say a FS score or criterion measuring
the relevance of feature subsets) to optimize and an opti-
mization strategy. Supervised FS methods and criteria can be
differentiated between “filter”, “wrapper” and “embedded”.
Filter methods compute relevance scores independently from
any classifier. Many filter FS methods rank features according
to an importance score, as the ReliefF method. In supervised
cases, separability measures can be used to identify the sets
of features making it possible to best separate classes, using
Bhattacharrya or Jeffries-Matusita measures [1]. High order
statistics from information theory, e.g. mutual information,
can also be used to select the best feature sets [2].
For wrapper methods, the relevance score associated to a
feature set corresponds to the classification accuracy obtained
using this feature set. Examples of such approaches can be
found in [2, 3] using SVM classifier or [4] using random
forests.
Embedded FS methods are also related to a classifier, but
usesfeature relevance scores different from classification ac-
curacy. SVM-RFE [5] considers the influence of the different
features in a SVM model. Random forests classifier gives
another measure of feature importance [6], estimated as
the difference between prediction accuracy before and af-
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ter permuting the features. Other embedded methods do not
calculate a score for each feature, but for sets of features.
For instance, [7] use generalization performance, e.g. SVM
margin, as separability measure to rank sets of features.
Another issue for band selection is the optimization method:
an exhaustive search of the best set of features is often im-
possible, especially for wrappers because of high computing
times. Hence, heuristics have been proposed to find a near
optimal solution without visiting the entire solution space.
They can be differentiated into sequential (or incremental)
and stochastic ones.
To put it in a nutshell, on the one hand, feature selection wrap-
per methods for classification often rely on traditional classi-
fication error rates (overall or average accuracies, Kappa,...)
taking into account only final hard labellisation. On the other
hand, filter separability scores (e.g. Bhattacharrya distance)
measure the theoretical ability of a feature subset to well dis-
criminate classes.
However, for each sample to classify, most classifiers provide
not only the best label, but also a set of values measuring
the degree of membership to the different possible classes,
making it possible to assess the confidence of the obtained la-
bellisation. Thus, it can be interesting to use such information
as a FS criterion. That is to say to try to select the subset of
features, making it possible to achieve a classification highly
confident when samples are well classified and very uncer-
tain for bad classified samples. This paper presents such FS
criterion, based on the Random Forests classifier.
2. PROPOSED FEATURE SELECTION CRITERION
2.1. Random Forests
Random Forests (RF) [6] is a modification of bagging ap-
plied with decision trees. It can achieve a classification ac-
curacy comparable to boosting [6], or SVM [8]. It does
not require assumptions on the distribution of the data, which
is interesting when different types or scales of input features
are used. It was successfully applied to remote sensing data
such as multispectral data, hyperspectral data, or multisource
data. This ensemble classifier is a combination of tree predic-
tors built from T multiple bootstrapped training samples. For
each node of a tree, a subset of features is randomly selected.
Then, the best feature with regard to Gini impurity measure
is used for node splitting. For classification, each tree gives a
unit vote for the most popular class at each input instance and
the final label is determined by a majority vote of all trees.
Thus, for each sample to classify, the number of votes ob-
tained by each possible label can be used as a class member-
ship measure. Besides, it is provided by random forests at no
additional computational cost.
Let C = {c1, ...., cnc} be the set of possible classes and v(x, c)
the number of votes obtained by class cwhen classifying sam-
ple x. A class membership score m can then be obtained by
normalizing the number of votes by the number of trees, i.e.
m(x, c) = v(x,c)T
2.2. A feature selection score taking into account RF class
membership measures
Let X = {(xi, yi)}1≤i≤n be a set a groundtruth samples xi
and their associated true label yi. A possible feature selection
score R taking into account class membership measures and





with δ(i, j) = {−1 if i 6= j and 1 otherwise}, and c(x) the
label given to x by the classifier.
This score has the advantage to measure the ability to well
classify the test samples for a given feature set and the sep-
arability between classes. Indeed, the more the samples are
well classified, the more the score increases. The more the
classifier is confident for well classified samples, the more
the score increases. The more the classifier is confident for
bad labelled samples, the more the score decreases.
3. EXPERIMENTS AND RESULTS
The proposed FS criterion was compared to an alternative FS
score to optimize : the classification Kappa (κ) obtained by
RF. Their relevance was assessed considering both classifica-
tion accuracies reached applying different classifiers and the
stability/regularity of the selected features.
Band selection was performed optimizing the FS scores using
a genetic algorithm (GA). The process was launched several
times to benefit from the stochastic behaviour of the algo-
rithm and to get several near optimal solutions [9]. FS was
performed for fixed numbers of bands. In our experiments,
this happened to be 5 bands (the number of bands from which
classification performance is no more greatly improved when
adding new bands for both data sets) and 15 bands (that is to
say more features than really required).
The proposed algorithms were tested on the VNIR ROSIS hy-
perspectral “Pavia City Center” and the VNIR-SWIR AVIRIS
hyperspectral “Salinas” scenes 1. Training and testing sam-
ple sets included respectively 100 and 500 samples per class
for feature selection, while for evaluation training sample sets
were limited to 50 samples per class and testing sample sets
included all remaining pixels.
1http://www.ehu.es/ccwintco/index.php/Hyperspectral Remote Sensing Scenes
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3.1. Classification accuracies reached using the selected
feature subsets
The selected band subsets were then quantitatively evaluated
according to the classification error rates obtained using sev-
eral classifiers.
Evaluation using other classifiers different from RF
In order to be able to draw conclusions about the relevance of
the FS criteria independently from RF classifier, selected band
subsets were also evaluated considering the classification er-
ror rates obtained using two other classifiers : an optimized
RBF kernel SVM and a maximum likelihood (ML) classifier
assuming gaussian class models classifier. Indeed, FS can be
used to design superspectral sensors dedicated to specific ap-
plication, and thus the used wrapper FS score must not be too
dependent to its associated classifier. Classification Average
Accuracies (AA) and κ were considered.
Accuracies reached using either the proposed FS score or the
κ as FS criterion are presented in table 1. Even though they
are very similar, it can be observed that they are slightly in-
creased using the proposed score. This is more explicit se-
lecting more features (e.g. 15) than required.
Evaluation using RF
Selected band subsets were evaluated according to RF classi-
fication. Classification Average Accuracies (AA) and κ were
considered in association to several indices taking into ac-
count class memberships measures provided by the classifier :
the measure proposed in this paper for FS, the RF margin [6]
(defined as the difference between the two best class mem-
bership measures) and the entropy of the membership mea-
sures [10]. Each of these indices was computed on all testing
samples and synthesized into a overall value using the same
formula as the FS score proposed in this paper. An average of
these indices onfor true positive (TP) samples was also calcu-
lated.
These indices reached using either the proposed FS score or
the κ as FS criterion are presented in table 2. There are very
little differences between the two tested FS criteria. κ and
AA reached using RF classifier for evaluation are very similar
whatever the FS criterion, and contrary to previous evaluation
using SVM or ML, no real trend in favour of the proposed FS
criterion can be observed, even when selecting more bands
than required.
On the opposite, the other indices taking into account class
membership measures are generally improved using the pro-
posed criterion instead of the κ coefficent as FS criterion.
3.2. Stability/regularity of the selected features
As described in [9], band importance profiles (fig.1) can be
derived from intermediate results of a GA feature selection.
Indeed, GA visits many band subsets almost as good as the
final solution. Thus, the occurrence at which a band has been
selected by GA among the intermediate best band subsets ob-
tained at each generation can be used as a band importance
measure. In the case of hyperspectral data, as the contiguous
bands are correlated, such band importance profile should be
regular (not too noisy). Its regularity is also related to the
stability of the solutions obtained according to a FS criterion.
This analysis remained qualitative. For Pavia data set, band
importance profiles obtained selecting 5 bands are displayed
on figure 1. It can then be noted that the importance of the
first bands (e.g. band 3) is less important using the proposed
criterion than using κ FS criterion, which is positive since
these bands are noisy. To some extent, the overall shape of
the profile obtained using the proposed criterion appears also
smoother.
Fig. 1. GA band importances obtained selecting 5 bands for
Pavia data set, according to the proposed FS score (left) and
RF classification κ accuracy (right) as FS criterion. (x-axis =
band numbers ; y-axis = band importances (histogram) ; The
spectra of the different classes are also displayed).
4. CONCLUSION
Even though the quantitative evaluation showed little differ-
ences between the two tested FS criteria, there seemed to be a
trend in favour of the proposed criterion : taking into account
the class membership measures provided by a RF classifier
slightly improves results and tends to regularize feature se-
lection. This result was confirmed by a more obvious trend
when selecting more features than required. Indeed, accord-
ing to evaluation using classifiers different from RF, it seemed
to select band subsets that are more general and less depen-
dent to RF. Similar results were obtained with other data sets.
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Table 1. Quantitative evaluation, assessing classification performance reached using rbf svm and ml classifiers
Pavia Salinas
SVM ML SVM ML
Nb bands FS score κ (%) AA (%) κ (%) AA (%) κ (%) AA (%) κ (%) AA (%)
5 Proposed score 94.96 92.18 94.29 91.73 87.02 93.99 84.35 93.33
5 κ 94.84 92.16 94.17 91.63 86.82 93.93 84.19 93.26
15 Proposed score 95.46 93.17 94.03 91.16 87.82 94.67 84.73 93.82
15 κ 95.19 92.84 93.76 90.81 86.85 94.18 83.70 93.32
Table 2. Quantitative assessment of classification performance reached using RF classifier.
Nb bands FS score κ (%) AA (%) score (%) score.TP (%) margin (%) margin.TP (%) entropy entropy.TP
Pavia
5 Proposed score 91.66 89.58 85.68 94.63 83.03 90.37 0.105 0.156
5 κ 92.19 89.81 84.91 94.49 82.21 90.06 0.103 0.157
15 Proposed score 92.67 90.52 85.46 93.65 82.13 88.70 0.136 0.189
15 κ 92.50 90.45 84.72 93.02 81.00 87.61 0.149 0.205
Salinas
5 Proposed score 81.85 90.87 64.19 89.40 61.34 80.36 0.089 0.252
5 κ 81.80 90.81 64.02 89.28 61.13 80.20 0.090 0.255
15 Proposed score 82.77 91.72 64.78 87.86 61.13 77.82 0.120 0.295
15 κ 82.81 91.78 64.41 87.20 60.44 76.71 0.134 0.313
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