Abstract: For a class of nonlinear stochastic systems in strict-feedback form, where the diffusion coefficients depend on the state, we obtain risk-sensitive state-feedback controllers which are both globally inverse optimal and locally sub-optimal. These controllers also lead to closed-loop system trajectories that are bounded in probability.
INTRODUCTION
The last decade has witnessed considerable effort on stabilization and control of stochastic nonlinear systems. One way of approaching these problems, with an eye on robustness, is through a risk-sensitive formulation. This approach has received much attention, particularly in the light of the established relationship between risk-sensitive stochastic control (RSSC) problems and a particular class of stochastic zero-sum differential games (Whittle, 1990; Başar and Bernhard, 1995; Fleming and McEneaney, 1992; Runolfsson, 1994) , both involving the solution of a particular Hamilton-Jacobi-Bellman (HJB) equation. Solving this HJB equation has presented a formidable task when the system dynamics are nonlinear, and this difficulty has driven the need to look into nonlinear systems exhibiting special structures, which might lead to constructive solutions of the HJB equation. One such structure is the strict-feedback form, which has been studied in (Pan and Başar, 1999) . With some positive cost term q(x) and no cost on control, a stochastic backstepping tool was developed, as a generalization of the backstepping methodology developed for deterministic systems (Krstić et al., 1995) , to obtain a controller that delivers any prespecified achievable long-term average cost, while leading to closed-loop system trajectories that are bounded in probability. In a related work (Krstić and Deng, 1998) , the stochastic stabilization problem for strict-feedback systems has been considered, and an inverse optimal control law constructed using a quartic stochastic Lyapunov function, instead of the traditional quadratic one.
Noting that nonlinear systems in strict-feedback form admit controllable linearizations, and cost functions can admit quadratic approximations, a further development in this area has been to construct control laws that meet both a local design specification and a global one, with also positive cost on control. In the specific case when the diffusion coefficient does not depend on the state, a stochastic backstepping design can solve locally a related LEQG problem and globally an inverse RSSC problem, as shown in (Başar and Tang, 2000) . This result can be viewed as a generalization of those developed for deterministic strictfeedback systems (Ezal et al., 2000; Ezal et al., 2001) . In this paper, we extend the previous results to encompass the larger class of strict-feedback stochastic systems where the diffusion coefficients are allowed to depend on the state. We construct a stabilizing statefeedback controller with appealing global and local optimality properties. The next section introduces the design problem, along with the notions of global and local optimality. In section 3, a state-feedback controller is constructed recursively using a stochastic backstepping tool. A numerical example illustrating the design concludes the paper.
PROBLEM FORMULATION
We consider the following stochastic nonlinear system in strict-feedback form:
where x is the n-dimensional state, u is the scalar control input, w is an r-dimensional standard vector Wiener process, and
The underlying probability space is the triple (Ω, F , P). The 
, where µ ∈ U, the set of all locally Lipschitz continuous state-feedback control laws. To facilitate the exposition, we rewrite (1) as
with f , G, H appropriately defined. Note that here H(x) depends on the state x, instead of being a constant as in (Başar and Tang, 2000) . Associated with system (1), we introduce an exponentialof-integral cost function
where θ > 0 is the risk-sensitive parameter, and q(·), r(·) are nonnegative-definite (n.n.d.) continuous functions. One of our goals is to design µ * ∈ U so as to achieve global inverse optimality, i.e. to attain optimal (g.i.o.) for system (1) if it achieves the optimal value J * of (3) for some q(·) and r(·), and some θ > 0.
From RSSC theory, given that there exists a g.i.o. controller, then it can be expressed as
where V is obtained as the solution of
In addition to g.i.o. for the nonlinear system, we also wish to achieve local optimality or sub-optimality for a corresponding linearized system, with respect to some n.n.d. quadratic functions x Qx and Ru 2 in place of q(·) and r(·)u 2 in (3). Toward this end, we rewrite (2) as:
where
, with obvious definitions for the perturbation termsf ,G andH. Denote the unperturbed or linearized versions of x and u by x and u , respectively. Then, the linearized system is given by
Note that (A, B) is a controllable pair by the structure of these matrices. Consider now the LEQG problem with dynamics (7) and cost function
where (A, Q) is observable. From LEQG theory, since (A, B) is controllable and (A, Q) is observable, there exists a finite number θ * , such that for each θ < θ * , this risk-sensitive stochastic control problem admits the unique solution
where P is the minimal p.d. solution of
Furthermore, the optimal cost is J * = Tr(PDD ) and
Definition 2. Consider system (1) with its exponentialof-integral cost function (3), where the following relationship holds:
A g.i.o. control law µ ∈ U is locally sub-optimal (l.s.o.) if for some R, Q satisfying (11), the linearized control law µ is optimal for the corresponding LEQG problem (7)- (8). µ is locally optimal if µ is optimal for the LEQG problem, with equality holding in (11) and J * attained.
INVERSE OPTIMAL CONTROLLER DESIGN
A g.i.o. state feedback controller is constructed in two steps. First, the linearized system is considered, to which a backstepping-based design is applied. Then, this construction is extended to the original nonlinear system.
Linear Optimal Design
The linear optimal controller design is essentially the same as the one presented in (Başar and Tang, 2000; Ezal et al., 2000) . Consider the linear system (7). The solution to (5) is
Apply a coordinate transformation z = Lx based on a Cholesky decomposition of P, P = L ∆L, where ∆ is a diagonal matrix consisting of the positive constants δ i 's, and L is a lower triangular matrix. This brings the GARE (10) into the form
An important observation here is thatĀ has the same structure as in the original coordinate system. This, together with the diagonal structure of ∆, leads to the important property that each principal minor of the GARE is itself a GARE for the corresponding minor of ∆. The transformed subsystem can be represented by
. This enables one to proceed with backstepping by recursively generating the value function
being the value function for the i-th subsystem. In view of GARĒ
one arrives at the following expression for dV i :
When z i+1 = 0,V i satisfies a HJB equation with cost
. Proceed with the steps from i = 1 to n − 1, and at the last step let
The actual control emerges as x n+1 = b 0 u, and the transformed system is now described by
This also leads to an expression for dV as in the solution of the LEQG problem:
. When the controller u l =μ l (z) is applied, the value functionV satisfies a transformed HJB equation
Nonlinear Inverse Optimal Design
Now, for the actual nonlinear system (2) in strict feedback form, we need to apply a different transformation from the linear design. The reason is that with the perturbation in (6) brought in, the second-order term appears in the corresponding HJB equation and cannot be eliminated by simply using the above backstepping method. The transformation we use now is a nonlinear mapping z = Φ(x), and this construction results in a lower-triangular diffeomorphism. Moreover, Φ(x) = Lx +Φ(x), where Lx is linear part of this diffeomorphism, andΦ(x) contains only the higher-order terms.
Combining with an appropriate choice of cost term q(z), we are able to obtain a globally optimal control law u =μ(z) with respect to a RSSC problem, where the cost term isq(z) +r(z)u 2 , similar to (3). At the first step, define z 1 = x 1 and selectV 1 =
as the value function. Then,
given by the locally optimal backstepping design in previous subsection, andα 1 (·) being an additional nonlinear term. Using GARE (15) with i = 1, we have
Pickα 1 (z 1 ) to cancel out the nonlinear terms:
and let c 1 =α 1 (0) be the possible drift introduced by the nonlinear transformation. At this particular stage, c 1 = 0, which has been included for clarity and ease in the design at later stages. In addition, let z 2 = x 2 − (ᾱ 1 (z 1 ) − c 1 ) and
We have the following expression for dV 1 :
[1] δ 2 1 c 2 1 . Then,V 1 satisfies the HJB equation
We repeat the preceding step from k = 1 to i−1, where at the i-th step, we define
being the possible non-zero drift, and select the value functionV i to bē
Assume the following dynamics for z [i−1] :
and the following Itô differential forV i−1 :
with the choice of J i−1 andq i−1 as
is the drift vector due to the nonlinear transformation. Then, lettinḡ
be the virtual control law for x i+1 , we get
withā [i] defined in the locally optimal design, and
contains the higher-order terms. After the above transformation, the z [i] -subsystem becomes
Noting that dV i = dV i−1 + d(δ i z 2 i ) and using (21), we can selectα i (z [i] ) to cancel out the nonlinear terms, i.e.,
In addition, pick c i =α i (0) and
as the nonlinear coordinate transformation for x i+1 . Select ∆q i (z [i] ) such that
. The form ofq i (z [i] ) is now different from the one in (Başar and Tang, 2000) with extra terms brought in because of the state dependent diffusion coefficient H [i] (z [i] ) and the nonlinear transformation. Additionally, it results (by necessity) in a much more complex form of the nonlinear termα i (z [i] ). These choices result in:
At the final step of the backstepping procedure, we let
with c n−1 =α n−1 (0), and choosē
as the value function. The dynamics of z n are given by (22) with i = n, x n+1 =b(z)u andᾱ n = 0. Therefore, we have obtained a coordinate transformation z = Φ(x) through a nonlinear backstepping procedure, and in this new coordinate system, the system is described by
and the Itô differential of value functionV is
To achieve g.i.o., we need to find some n.n.d. functions q(z) andr(z) such that a form of HJB equation (5) holds, with the control law beinḡ
The desired Itô differential dV has the form
Comparing (26) with (28), this yields
where c n = −f n (0), c = ( c 1 · · · c n ) , and
andr(z) > 0 is constructed such thatq(z) is p.d. To achieve l.s.o., we want to ensure that condition (11) is satisfied in the z coordinate, which can be achieved by a judicious choice ofr(z). Since the leading term in (29) is quadratic, we also need:
Further, Tr[∆H(z)H (z)] is convex at the origin. This technical assumption is necessary to bound the variance of the state, hence to make the cost termq(·) be nonnegative, and thus to ensure the stabilizability of the system and existence of an optimal control law. The construction ofr(·) is of course not unique as in the deterministic case. In fact, one possible design here is the one given in (Ezal et al., 2000) . We do not give details here, but simply the main result.
Theorem 3. Consider the stochastic nonlinear system (1) with coordinate transformation z = Φ(x) through a nonlinear backstepping design. Let Assumption 1 hold, andQ > 2KI n , R > 0. Then, there exist a n.n.d. functionq(z) and a strictly p.d. functionr(z) satisfying (11) in the z coordinate, such that with the control law (27), the CL system is l.s.o. with respect tō
where J * = Tr[∆DD ], and g.i.o. with respect tō
where J * = J * + 2c ∆Q −1 ∆c. Furthermore, the CL system trajectory is bounded in probability.
Proof. The proof for the theorem except for the last statement on boundedness has already been outlined in the preceding derivation. We note that the condition V (z) ≤ c 1 [q(z) +r(z)μ 2 (z)] + c 2 is satisfied for some positive constants c 1 , c 2 , whereV (z) is the value function for the RSSC problem. It follows from (Pan and Başar, 1999 ) that the transformed system (25) is stable (bounded in probability).
Remark 4. By applying the stochastic backstepping method introduced in this section, we are able to obtain the state feedback control law (27) with desirable global and local properties, with the only constraint being condition (30) which restricts the growth of the diffusion coefficient. This condition is expressed in the transformed coordinate z, which is hard to check and verify. Further extensions of current work would be to relax this condition or convert it to the original coordinate system, and relate it to the matching conditions in nonlinear robust control problems.
Remark 5. The difference between the RSSC optimal cost J * (with respect to system (1)) and the LEQG optimal cost J * (with respect to the linearized system (7)) is 2c ∆Q −1 ∆c, which is dependent on the dynamics of the nonlinear system as well as the nonlinear coordinate transformation Φ. A challenging question is whether it is possible to design a control law such that this difference is made as small as possible.
Remark 6. When the diffusion coefficient does not depend on the state, and the additional nonlinear transformation termsα i 's are homogeneous with their n-th order derivatives, one can verify that Assumption 1 is satisfied and c = 0. Thus in that case the constructed control law is both g.i.o. and locally optimal.
EXAMPLE
Consider the system:
The linearized system is
with quadratic cost functional
In this case θ * = 0.18. Picking θ = 0.018, the relevant solution of (10) 
If we apply this linear controller to the full-order nonlinear system, the CL system will not be globally stable. Now following the steps of the earlier derivation, we first rewrite P as P = L ∆L,
and use the linear transform z = Lx, that is z 1 = x 1 , z 2 = x 2 + 0.619267x 1 . In the new coordinate system, (33) is now expressed as u = −B ∆z = −7.77023z 2 . Carrying out the nonlinear part of the design, we havê α 1 = 0 which leads to the same coordinate transformation as
The nonlinear system is now described by
Note that c 1 = c 2 = 0, and Assumption 1 is satisfied, i.e. with
Then, using Itô's formula as well as GARE (13), we obtain a form of (28) 
or, in the original coordinate system,
where r(x) =r(Φ(x 1 )). This controller is globally optimal for cost function (32), wherē q(z) = (−14.3441 + 60.3764r −1 (z))z +0.0001559z 3 1 + 0.2574z 2 ] + As shown in Fig. 1,q(z) is a p.d. function, and its second order term at the origin is indeed greater than Q. Now, withQ > 2KI 2 and from Theorem 1, the controller (35) achieves both l.s.o. and g.i.o., and the CL system is bounded in probability.
CONCLUSION
In this paper, we have studied the RSSC problem for strict-feedback stochastic nonlinear systems and constructed feedback control laws that are globally inverse optimal and locally suboptimal. The control laws further lead to system trajectories that are bounded in probability. These results hold under certain growth conditions on the system nonlinearities, which are expressed in a new coordinate system driven by the backstepping methodology. Further research is needed to relax these conditions and express them in 
