We study strong coupling QCD in the Hamiltonian formulation at finite density by using an ansatz which exactly diagonalizes an effective Hamiltonian to second order in field operators. The equation of motion is derived and used to obtain the vacuum energy density and the gap equation. Further exploiting the equation of motion we show that the interaction induces a contribution to the total chemical potential which is momentum dependent. We solve the gap equation self-consistently with the total chemical potential and calculate the chiral condensate and the quark number density to leading order in N c . The order of chiral phase transition is found to depend on the choice of input parameters. We discuss how our formalism may be extended to study the nature of the confinement-deconfinement phase transition.
I. INTRODUCTION
One of the outstanding problems in lattice gauge theory is the consistent implimentation of chemical potential in numerical simulations [1] . Despite numerous attempts to overcome the notorious "sign problem" [2] reliable numerical simulations of finite density QCD is yet to be realized. This is a rather frustrating situation in view of the current intense interest in finite density QCD fueled by the phenomenology of heavy ion collisions, neutron stars, early universe and color superconductivity. Therefore even a qualitative description of finite density QCD using lattice field theory is quite welcome.
One method of studying finite density lattice QCD is to invoke the strong coupling approximation where analytical methods are applicable. Strong coupling QCD at finite chemical potential has previously been studied analytically both in the Euclidean [3] [4] [5] and in the Hamiltonian [6, 7] formulations. Except for [6] , the consensus is that at zero or low temperatures strong coupling QCD undergoes a first order chiral phase transition from the broken symmetry phase below a critical chemical potential µ C to a chirally symmetric phase above µ C . However, none of these studies explicitly address the issue of confinementdeconfinement phase transition.
In a recent work we presented a new approach to study QCD in the strong coupling approximation [8] . Using Smit's effective Hamiltonian for strong coupling QCD [9] and Wilson fermions we constructed an ansatz which exactly diagonalizes the Hamiltonian to second order in field operators. This ansatz obeys the free lattice Dirac equation with a mass playing the role of the chiral gap. The ansatz was used to derive the equation of motion which was exploited to obtain the vacuum energy density and the gap equation. It was found that the gap is momentum dependent and that this dependence arises from the 1/N c correction. In addition, we discussed how our approach may be extended to study bound states and to finite temperature (T ) and chemical potential (µ).
In this letter we extend the above mentioned approach to finite density. We first present a method to simultaneously introduce temperature and chemical potential into our formalism. We then take the limit of vanishing temperature but finite chemical potential and examine the consequences. The equation of motion is derived and used to show that our ansatz diagonalizes the effective Hamiltonian to second order in field operators for all densities. As in [8] we use the equation of motion to calculate the vacuum energy density and the gap equation. Up to this point the equations representing our results for finite density are very similar to the ones in free space.
We exploit the equation of motion once more to obtain a new result. We find that the interaction induces a contribution to the chemical potential which is momentum dependent and that, as in the gap equation, this dependence is a 1/N c correction. The gap equation is solved self-consistently with the total chemical potential to leading order in N c and the resulting density dependent dynamical quark mass is used to calculate the chiral condensate and the quark number density. Finally, in the concluding section we comment on the inclusion of temperature and discuss how our formalism may be extended to study the nature of the confinement-deconfinement phase transition.
II. EFFECTIVE HAMILTONIAN AND THE ANSATZ FOR FINITE T AND µ
We begin by defining our effective Hamiltonian for strong coupling QCD and our ansatz for finite T and µ using Wilson fermions. The effective Hamiltonian we shall use was first derived by Smit [9] and later studied by Le Yaouanc et al. both in free space [10] and at finite T and µ [6] . It is also the same Hamiltonian used in [8] . A similar effective Hamiltonian was recently derived by Gregory et al. [7] to study strong coupling QCD at finite µ. Henceforth we adopt the notation of Smit [9] , set the lattice spacing to unity (a = 1) and work in momentum space.
The charge conjugation symmetric form of Smit's effective Hamiltonian with a chemical potential µ 0 in momentum space is
where (Σ l ) = −i (γ 0 γ l − irγ 0 ) with the Wilson parameter r taking on values between 0 and 1. In the above Hamiltonian color, flavor and Dirac indices are denoted by (a, b), (α, β) and (µ, ν, γ, δ), respectively, and summation convention is implied. Three of the four parameters in this theory are the Wilson parameter r, the current quark mass M 0 and the effective coupling constant K which behaves as 1/g 2 with g being the QCD coupling constant. The fourth parameter µ 0 is in general not the total chemical potential µ tot of the interacting many body system. As we shall see below, the interaction will induce a contribution to µ tot which is momentum dependent. We shall therefore refer µ 0 as the "bare" chemical potential.
As shown in [8] , the ansatz which exactly diagonalizes the effective Hamiltonian Eq. (2.1) to second order in field operators in free space has the same structure as the free lattice Dirac field. It obeys the free lattice Dirac equation with a dynamical quark mass which is determined by solving the gap equation. Temporarily dropping color and flavor indices, this ansatz is given by
with µ denoting the Dirac index. The annihilation operators for particles, b, and antiparticles, d, annihilate an interacting vacuum state and obey the free fermion anticommutation relations. The properties of the spinors ξ and η are given in [8] . The equation of motion for a free lattice Dirac field fixes the excitation energy ω( p ) to be
where M( p ) is the dynamical quark mass.
The extension of Eq. (2.2) to finite T and µ is accomplished by noting that the b and d operators do no longer annihilate the interacting vacuum state at finite T and µ denoted as |G(T, µ) . In order to construct operators that annihilate |G(T, µ) we apply a generalized thermal Bogoliubov transformation to the b and d operators as in thermal field dynamics [11] 
The thermal field operators B andB † annihilate a quasi-particle and create a quasi-hole at finite T and µ, respectively, while D andD † are the annihilation operator for a quasi-antiparticle and creation opertor for a quasi-anti-hole, respectively. The thermal annihilation operators annihilate the interacting thermal vacuum state for each T and µ.
The thermal doubling of the Hilbert space accompanying the thermal Bogoliubov transformation is implicit in Eq. (2.6) where a vacuum state which is annihilated by thermal operators B,B, D andD is defined. Since we shall be working only in the space of quantum field operators it is not necessary to specify the structure of |G(T, µ) . The thermal operators satisfy the Fermion anti-commutation relations
with vanishing anti-commutators for the remaining combinations. The coefficients of the transformation are
are the Fermi distribution functions for particles and anti-particles. They are chosen so that the total particle number densities are given by
Hence in this approach temperature and chemical potential are introduced simultaneously through the coefficients of the thermal Bogoliubov transformation and are treated on an equal footing. We stress that the chemical potential appearing in the Fermi distribution functions is the total chemcial potential of the interacting many body system. In addition to these changes, we demand that our ansatz satisfies the equation of motion corresponding to a free lattice Dirac Hamiltonian with a chemical potential term given by
As in [8] , the mass M( p ) will be identified with the chiral gap whereas µ tot is the total chemical potential of the interacting system which is not necessarily equal to the bare chemical potential µ 0 appearing in the effective Hamiltonian Eq. (2.1). Thus our ansatz at finite T and µ is given by
The spinors ξ and η obey the same properties as in free space and the excitation energy ω( p ) has the same form as in Eq. (2.3).
In this work we shall take the T → 0 limit which amounts to setting γ p = 1 and δ p = 0 in Eq. (2.5) thereby suppressing the excitation of anti-holes. In this limit β
. One of the simplest quantities to calculate is the chiral condensate which is given by
Thus, the chiral condensate is proportional to the gap and can clearly be identified as being the order parameter for the chiral phase transition at finite density.
III. EQUATION OF MOTION AND DIAGONALIZATION OF H EFF
We proceed by using the above ansatz and the equation of motion to show that the second order off-diagonal Hamiltonian vanishes exactly for all densities. As in [8] we make use of the fact that our ansatz satisfies the equation of motion corresponding to H 0 given in Eq. (2.10). We therefore have the relation
where the symbol : : denotes normal ordering with respect to |G(T = 0, µ) . Evaluating both sides of Eq. (3.1) we obtain
being the positive energy projection operator defined in [8] . We now derive the second order off-diagonal Hamiltonian which is found to be
We see from Eq. (3.3) that the elementary excitation of the effective Hamiltonian involves color singlet quark-anti-quark excitations coupled to zero total three momentum. With the use of Eq. (3.2), the equation of motion for the η spinor and the orthonormality condition
Therefore our ansatz exactly diagonalizes the effective Hamiltonian to second order in field operators for all densities.
Having diagonalized the second order Hamiltonian we can proceed to evaluate the vacuum energy density. Using Eq. (3.2) we find
We see from Eq. (3.5) that
and therefore the phase with a finite gap is the energetically favored phase.
IV. THE INDUCED CHEMICAL POTENTIAL AND THE GAP EQUATION
The relation given in Eq (3.2) can be exploited further to obtain the gap equation as well as the total chemical potential. To accomplish this we further simplify Eq (3.2) by evaluating the right hand side of the equation to reveal its Dirac structure. The result may be cast in the following compact form
The gap equation and the total chemical potential are obtained by equating the coefficents of the γ 0 operator and the Kronecker delta function, respectively. We find the following result for the gap equation
The structure of this gap equation is very similar to that in free space (β 2 p = 0) found in [8] . The dynamical quark mass is a constant to lowest order in N c but becomes momentum dependent once 1/N c correction is taken into account.
The total chemical potential is given by the coefficient C( q ) in Eq. (4.1)
We see from Eq. (4.3) that the total chemical potential is a sum of the bare chemical potential µ 0 and an induced chemical potential which is momentum dependent. Furthermore, this momentum dependence is a 1/N c correction just as in the case of the dynamical quark mass. Therefore in our approach the gap equation must be solved self-consistently with the total chemical potential. It should be noted that this shifting of the bare chemical potential by the interaction is not a new effect. In the well-known and well-studied Nambu-Jona-Lasinio model [12] in the Hartree-Fock approximation and at finite T and µ, the interaction induces a contribution to the total chemcial potential which is proportional to the number density. [13, 14] .
In Figures 1 and 2 we present results for the chiral condensate and the quark number density as functions of µ tot in the chiral limit (M 0 = 0) with r = 0.25. The former quantity is defined in Eq. (2.12) while the latter is defined as
They have been obtained by solving Eqs. (4.2) and (4.3) self-consistently for the dynamical quark mass to O(N 0 c ). To leading order in N c the dynamical quark mass is proportional to the chiral condensate. From Figures 1a and 1b we see that the chiral phase transition can be either first or second order depending on the value of the effective coupling constant K. When K = 0.8 we find a second order phase transition with a critical chemical potential of µ C ≈ 0.836 while if the coupling constant is increased to 0.9 the phase transition becomes first order with a larger critical chemical potential of µ C ≈ 1.086.
In Figure 1b we see that the quark number density keeps increasing beyond the phase transition point. However, for Figure 2b the choice of input parameters does not allow for evaluations of physical quantities beyond µ C due to the restriction imposed by the Heaviside function.
1 Nevertheless, in either case the quark number density is a monotonically increasing function of the total chemical potential as physically expected.
Our results for both the chiral condensate and the quark number density are qualitatively different from the ones obtained by Gregory et al. [7] who used a different effective Hamiltonian to study strong coupling QCD at finite µ. They find a first order phase transition independent of the value of the coupling constant and their value of the chiral condensate is a constant for all values of the chemical potential in the broken symmetry phase. Morever, their quark number density is a constant on both sides of the phase transition point which is an effect of lattice saturation [15] . This would have been our result in the pure strong coupling limit of K = 0.
V. CONCLUSION
In this work we studied the nature of chiral phase transition of cold and dense quark matter in the strong coupling approximation. This was accomplished by using an ansatz which exactly diagonalizes an effective Hamiltonian to second order in field operators for all densities. As in the free space case we found that: the broken symmetry phase is the energetically favored phase; the dynamical quark mass is momentum dependent; and the elementary excitations of the theory consist of color singlet quark-anti-quark excitations coupled to zero total three momentum. Furthermore, we discovered that the interaction induces a momentum dependent contribution to the total chemical potential making it necessary to solve the gap equation self-consistently with µ tot . To leading order in N c we 1 When perfoming three dimensional integrals involving the Heaviside function θ(µ tot − ω( p ),
tot ≤ +1 in the chirally symmetric phase where M = 0.
find that the chiral phase transition can be either first or second order depending on the values of input parameters. To include temperature into our formalism we simply repeat our calculations using the ansatz given in Eq. (2.11) at non-zero T . However in addition to particle-anti-particle excitations, the elementary excitations would now involve particle-hole, anti-particle-antihole and hole-anti-hole excitations. Therefore our ansatz would no longer be able to exactly diagonalize the second order Hamiltonian. In fact, a simple exercise would show that at finite T even the free lattice Dirac Hamiltonian Eq. (2.10) is not diagonal due to particle-hole and anti-particle-anti-hole excitations.
We also expect that the interaction would induce a momentum dependent contribution to the total chemical potential just as in the present case. As mentioned above, the total chemical potential in the Nambu-Jona-Lasino model also receives a contribution from the interaction terms at finite T and µ. When µ tot and the gap equation are solved selfconsistently in this model it becomes impossible to clearly define a critical point on the T − µ plane [13] . It would be interesting to investigate whether this occurs for the effective Hamiltonian studied here.
Finally, what about the nature of the confinement-deconfinement phase transition? Our ansatz presented in this work is non-confining and therfore it would be hopeless to use it to study this important phase transition. In order to study deconfinement it would be necessary to construct a color singletqq bound state and study how it becomes unbound as a function of density. In [8] we interpreted our ansatz within the context of the N-quantum approach (NQA) to quantum field theory [16, 17] and discussed how our ansatz can be systematically improved to include bound states.
NQA is a method to solve the field equations of motion by expanding the Heisenberg fields in terms of asymptotic on-shell fields. This expansion is known as the Haag expansion [18] and our ansatz presented here is nothing but the first term in this expansion. The second order terms in the Haag expansion would consist of a product of fermionic quark fields and bosonic elementary color singletqq bound state fields. The coefficient of each of the second order terms are interpreted as creation amplitudes for the bound states and are known as Haag amplitudes. The basic idea of NQA is to use the field equations of motion and derive integral equations for these Haag amplitudes and solve them to obatin a solution to the equation of motion.
In order to solve for the Haag amplitudes it is necessary to calculate the mass and the coupling constant for each of the bound states [19] . In addition it is also possible to determine the widths of these states. This quantity is the key to studying the confinementdeconfinement phase transition within our formalism. In the confined phase the bound states will have vanishing widths while in the deconfined phase we expect to see resonant states with finite widths. Hence the widths of the boundqq states in the second order Haag expansion should be studied as functions of density in order to determine the nature of confinement-deconfinement phase transition.
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