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COMPUTABLE ABSOLUTELY PISOT NORMAL NUMBERS
MANFRED G. MADRITSCH, ADRIAN-MARIA SCHEERER, AND ROBERT F. TICHY
Abstract. We analyze the convergence order of an algorithm producing the digits of
an absolutely normal number. Furthermore, we introduce a stronger concept of absolute
normality by allowing Pisot numbers as bases, which leads to expansions with non-integer
bases.
1. Introduction
In this paper we are interested in simultaneous normality to several bases. In particular,
we analyze the order of convergence to normality of an absolutely normal number generated
by an algorithm of Becher, Heiber and Slaman (Section 2) and are concerned with normality
to real bases. We give an algorithmic construction of a real number that is normal to each
base from a given sequence of Pisot numbers (Section 3 and Section 4).
1.1. Normality to a single base. A real number x ∈ [0, 1) is called simply normal to
base b, b > 2 an integer, if in its b-ary expansion
x =
∑
n>1
anb
−n, an ∈ {0, . . . , b− 1}
every digit d ∈ {0, 1, . . . b− 1} appears with the expected frequency, i.e. the limit
lim
n→∞
1
N
|{1 6 n 6 N : an = d}|
exists and is equal to 1
b
. The number x is called normal to base b, b > 2 an integer, if in its
b-ary expansion all finite combinations of digits appear with the expected frequency, i.e. if
for all k > 1 and all d ∈ {0, . . . , b− 1}k,
(1.1) lim
N→∞
1
N
|{1 6 n 6 N : (an, . . . , an+k−1) = d}| = 1
bk
.
Normal numbers were introduced by Borel [11] in 1909. He showed that almost all
real numbers (with respect to Lebesgue measure) are simply normal to all bases b > 2,
thus absolutely normal (see Section 1.3). It is a long standing open problem to show
that important real numbers such as
√
2, ln 2, e, pi, . . . are normal, for instance in decimal
expansion. There has only been little progress in this direction in the last decades, see
e.g. [2].
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However, specifically constructed examples of normal numbers are known. Champer-
nowne in 1935 [15] has shown that the real number constructed by concatenating the
expansions in base 10 of the positive integers, i.e.
0, 1 2 3 4 5 6 7 8 9 10 11 . . . ,
is normal to base 10. This construction has been extended in various directions (cf. Erdo˝s
and Davenport [16], Schiffer [30], Nakai and Shiokawa [24], Madritsch, Thuswaldner and
Tichy [23], Scheerer [29]).
1.2. Discrepancy of normal numbers. The discrepancy of a sequence (xn)n>1 of real
numbers is defined as
DN(xn) = sup
J
∣∣∣∣ 1N |{1 6 n 6 N : xn mod 1 ∈ J}| − λ(J)
∣∣∣∣ ,
where the supremum is extended over subintervals J ⊆ [0, 1) and where λ denotes the
Lebesgue measure. A sequence is uniformly distributed modulo 1 if its discrepancy tends
to zero as N →∞.
It is known [37] that x is normal to base b if and only if the sequence (bnx)n>1 is uniformly
distributed modulo 1. Hence x is normal to base b if and only if DN(b
nx)→ 0 as N →∞.
It is thus a natural quantitative measure for the normality of x to base b to consider the
discrepancy of the sequence (bnx)n>1.
Answering a question of Erdo˝s, in 1975 Philipp [26] has shown a law of the iterated loga-
rithm for discrepancies of lacunary sequences which implies DN(b
nx) = O(
√
log logN/N)
almost everywhere. Recently, Fukuyama [18] was able to determine
lim sup
N→∞
DN(b
nx)
√
N√
log logN
= c(b) a.e.,
for some explicit positive constant c(b). Schmidt [33] showed that there is an absolute
constant c > 0 such that for any sequence (xn)n>1 of real numbers DN(xn) > c
logN
N
holds
for infinitely many N . Schiffer [30] showed that the discrepancies of constructions of
normal numbers in the spirit of Champernowne satisfy upper bounds of order O( 1
logN
). It
is an open question whether there exist a real number x and an integer b > 2 such that
DN(b
nx) = O( logN
N
).
1.3. Absolute normality and order of convergence. A number x is called absolutely
normal if it is normal to any integer base b > 2. Since normality to base b is equivalent to
simple normality to all bases bn, n > 1, absolute normality is equivalent to simple normality
to all bases b > 2.
Since most constructions of numbers normal to a single base b are concatenations of the
b-ary expansions of f(n), n > 1, where f is a positive-integer-valued increasing function,
they essentially depend on the choice of the base b. Therefore they cannot be used for
producing absolutely normal numbers.
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All known examples of absolutely normal numbers have been established in the form of
algorithms1 that output the digits of this number to some base one after the other. The
first such construction is due to Sierpinski [35] from 1917. This construction was made
computable by Becher and Figueira [4] who gave a recursive formulation of Sierpinski’s
construction. Other algorithms for constructing absolutely normal numbers are due to
Turing [36] (see also Becher, Figueira and Picchi [5]), Schmidt [32] (see also Scheerer [28])
and Levin [20] (see also Alvarez and Becher [1]).
There seems to be a trade-off between the complexity of the algorithms and the speed
of convergence of the corresponding discrepancies. The discrepancies satisfy upper bounds
of the order O(N−1/6) (Sierpinski), O(N−1/16) (Turing), O((logN)−1) (Schmidt) and
O(N−1/2(logN)3) (Levin). All algorithms, except the one due to Schmidt, need double
exponential many mathematical operations to output the first N digits of the produced
absolutely normal number. Schmidt’s algorithm requires exponentially many mathematical
operations.
No construction of an absolutely normal number x is known such that the discrepancy
DN(b
nx) for some b > 2 decays faster than what one would expect for almost all x.
In Section 2 we are interested in another construction of an absolutely normal number which
is due to Becher, Heiber and Slaman [6]. They established an algorithm which computes
the digits of an absolutely normal number in polynomial time. We show (Theorem 2.8)
that the corresponding discrepancy is slightly worse than O( 1
logN
), and that at a small loss
of computational speed the discrepancy can in fact be O( 1
logN
).
1.4. Normality to non-integer bases. Section 3 of the present article treats normality
in a context where the underlying base is not necessarily integer. Let β > 1 be a real
number. Expansions of real numbers to base β, so-called β-expansions, were introduced
and studied by Re´nyi [27] and Parry [25] and later by many authors from an arithmetic
and ergodic-theoretic point of view.
In the theory of β-expansions it is natural to consider Pisot numbers β, i.e. real algebraic
integers β > 1, such that all its conjugates lie inside the (open) unit disc. A real number x
is called normal to base β, or β-normal, if the sequence (βnx)n>1 is uniformly distributed
modulo 1 with respect to the unique entropy maximizing measure for the underlying trans-
formation x 7→ βx mod 1 (see Section 3.1). A real number is called absolutely Pisot normal
if it is normal to all bases that are Pisot numbers. Since there are only countably many
Pisot numbers, the Birkhoff ergodic theorem implies that almost all real numbers are in
fact absolutely Pisot normal.
The main result of Section 3 is an algorithm that computes an absolutely Pisot normal
number. More generally, for a sequence (βj)j>1 of Pisot numbers, we construct a real
number x that is normal to each of the bases βj , j > 1 (Section 3.3 and Theorem 3.6).
1With the exception of Chaitin’s constant, which is absolutely normal but not computable [14].
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Bearing in mind that the set of computable real numbers is countable, we thus show that
there is in fact a computable real number that is βj-normal for each j > 1.
Our algorithm constructs in each step a sequence of finitely many nested intervals,
corresponding to the first finitely many bases considered. This is also the essential idea
of the construction of an absolutely normal number by Becher, Heiber and Slaman [6].
We need to establish lower and upper bounds for the length of β-adic subintervals in a
given interval to control the number of specified digits when changing the base. However,
the equivalence (absolute normality) ⇔ (simple normality to all bases) does not hold
for non-integer expansions. Instead, we argue with the concept of (ε, k)-normality as
introduced by Besicovitch [9] and studied in the case of Pisot numbers by Bertrand-Mathis
and Volkmann [8].
Our algorithm should be compared to the one due to Levin [20]. While his construction
is not restricted to Pisot numbers, it uses exponential sums and is as such not realizable
only with elementary operations. The algorithm we present in Section 3 is completely
elementary.
In Section 4 we give explicit estimates of all constants that appear in our algorithm. We use
a theorem on large deviations for a sum of dependent random variables to give an estimate
for the measure of the set of non-(ε, k)-normal numbers of length n (Proposition 4.3).
Our approach gives all implied constants explicitly, and as such makes a consequence of
the ineffective Shannon-McMillan-Breimann theorem effective. The results of this section
might be of independent interest.
1.5. Notation. For a real number x, we denote by ⌊x⌋ the largest integer not exceeding
x. The fractional part of x is denoted as {x}, hence x = ⌊x⌋+ {x}. We put ⌈x⌉ = −⌊−x⌋.
Two functions f and g are f = O(g) or equivalently f ≪ g if there is a x0 and a positive
constant C such that f(x) 6 Cg(x) for all x > x0. We mean limx→∞ f(x)/g(x) = 1 when
we say f ∼ g and g 6= 0.
When we speak of words, we mean finite or infinite sequences of symbols (called letters)
of a certain (specified) set, the alphabet. Blocks are finite words. The concatenation of
two blocks u = u1 . . . uk and v1 . . . vl is the block u1 . . . ukv1 . . . vl and is denoted by uv or
u ∗ v. If ui for i 6 m are blocks, ∗i<mui is their concatenation in increasing order of i. The
length of the block u = u1 . . . uk is denoted by ‖u‖ and is in this case equal to k.
We denote by λ the Lebesgue measure.
For a finite set, | · | means its number of elements.
Mathematical operations include addition, subtraction, multiplication, division, compar-
ison, exponentiation and logarithm. Elementary operations take a fixed amount of time.
The cost of mathematical operations depends on the digits of the input or on the desired
precision of the output. Addition or subtraction of two n-digit numbers takes O(n) elemen-
tary operations, multiplication or division of two n-digit numbers takes O(n2) elementary
operations, and to compute the first n digits of exp and log takes O(n5/2) elementary
operations. These estimates are crude but sufficient for our purposes.
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The complexity of a computable function f is the time it takes to compute the first N
values f(i), 1 6 i 6 N . The algorithm we analyze outputs the digits of a real number X
to some base. By the complexity of the algorithm we mean the time it takes to output the
first N digits of X to some base.
2. Discrepancy
In this section, we analyze the speed of convergence to normality of the absolutely normal
number produced by the algorithm by Becher, Heiber and Slaman in [6]. We follow the
notation and terminology therein.
2.1. The Algorithm.
Notation. A t-sequence is a nested sequence of intervals I = (I2, . . . , It), such that I2 is
dyadic and for each base 2 6 b 6 t − 1, Ib+1 is a (b + 1)-adic subinterval of Ib such that
λ(Ib+1) > λ(Ib)/2(b+ 1).
Let xb(I) be the block in base b such that 0.xb(I) is the representation of the left endpoint
of Ib in base b. In each step i, the algorithm computes a sequence Ii = (Ii,2, . . . , Ii,ti) of
nested intervals Ii,2 ⊃ . . . ⊃ Ii,ti . If b 6 ti, let xb(Ii) = xi,b be the base b representation of
the left endpoint of Ii,b and let ui+1,b = ub(Ii+1) be such that xi+1,b = xi,b ∗ ui+1,b.
If u is a block of digits to base b, the simple discrepancy of u in base b is defined as
D(u, b) = max06d<b |Nd(u)/‖u‖ − 1/b| where Nd(u) is the number of times the digit d
appears in the block u.
Let k(ε, δ, t) be the function
k(ε, δ, t) = max(⌈6/ε⌉, ⌈− log(δ/(2t))6/ε2⌉) + 1.
From Lemma 4.1 and 4.2 of [6] we further have a function h that counts the number of
mathematical operations needed to carry out one step of the algorithm. See also Lemma
2.5.
Input. A computable non-decreasing unbounded function f : N → R such that f(1) is
known and satisfies f(1) > h(2, 1).
First step. Set t1 = 2, ε1 =
1
2
, k1 = 1 and I1 = (I1,2) with I1,2 = [0, 1).
Step i + 1 for i > 1. Given are from step i of the algorithm values ti = v, εi =
1
v
and a
ti-sequence Ii.
We want to assign values to ti+1, εi+1. If i + 1 is a power of 2, then we carry out the
following procedure.
• We spend i computational steps on computing the first m values of f , 1 6 m 6 i.
• We put δ = (8ti2ti+v+1ti!(v + 1)!)−1.
• We try to compute k( 1
v+1
, δ, v + 1) and h(v + 1, 1
v+1
) in i steps each. If we succeed
in computing these values, and if additionally
(2.1) h(v + 1,
1
v + 1
) < f(m)
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and for each b 6 ti
(2.2)
⌈log2(v + 1)⌉k(1/(v + 1), δ, v + 1) + ⌈− log2(δ)⌉
‖xi,b‖ <
1
v + 1
,
then we define ti+1 = v + 1 and εi+1 =
1
v+1
. Otherwise, we let ti+1 = ti = v,
εi+1 = εi =
1
v
.
If i+ 1 is no power of 2, then define ti+1 = ti = v, εi+1 = εi =
1
v
.
Furthermore, we compute δi+1 = (8ti2
ti+ti+1ti!ti+1!)
−1 and
ki+1 = max(⌈6/εi+1⌉, ⌈− log(δi+1/(2ti))6/ε2i+1⌉) + 1.
Then we find a ti+1-sequence Ii+1 by means of the following steps.
• We let L be a dyadic subinterval of Ii,ti such that λ(L) > λ(Ii,ti)/4.
• For each dyadic subinterval J2 of L of measure 2−⌈log2 ti⌉ki+1λ(L), we find J =
(J2, J3, . . . , Jti+1), a ti+1-sequence starting with J2.
• Finally we choose Ii+1 to be the leftmost of the ti+1 sequences J considered above
such that for each b 6 ti, D(ub(J), b) 6 εi+1.
Output. Let X be the unique real number in the intersection of the intervals of the se-
quences Ii. In base b we have X = limi→∞ 0.xi,b = 0. ∗i>1 ui,b. It is the content of Theorem
3.9 in [6] that X is absolutely normal.
2.2. Speed of convergence to normality. In this section we estimate the discrepancy
DN(b
nX) for integer b > 2. Two factors play a role: How many digits in each step are
computed, and how rapidly εi decays to zero. By virtue of the algorithm, at least one digit
is added in each step, and εi can decay at most as fast as O(
1
log i
). As can be expected
from the algorithm, the discrepancy depends both on growth and complexity of f .
It was shown in [6] that to output the first N digits of X , the algorithm requires time
O(N2f(N)).
We begin our analysis by first showing that in each step of the algorithm not too many
digits are attached.
Lemma 2.1 (Lemma 3.3 in [6]). For an interval I and a base b, there is a b-adic subinterval
Ib such that λ(Ib) > λ(I)/(2b).
Lemma 2.2. If i is large enough, then 1 6 ‖ui,b‖ ≪ (log i)A for A > 3. Thus i≪ ‖xi,b‖ ≪
i(log i)A.
Proof. We assume the base b to be fixed and i large enough such that ti+1 > b. In step
i+ 1 we have the following sequence of nested subintervals:
(2.3) Ii,b ⊃ . . . ⊃ Ii,ti ⊃ L ⊃ Ii+1,2 ⊃ . . . ⊃ Ii+1,b.
By Lemma 2.1, and the choice of Ii+1,2, we know the following lower bounds on the measures
of the intervals in (2.3). We have λ(Ii,ti) > λ(Ii,b)/(2
ti−bti!/b!), λ(L) > λ(Ii,ti)/4, λ(Ii+1,2) =
2−⌈log2 ti⌉ki+1λ(L) and λ(Ii+1,b) > λ(Ii+1,2)/(2
bb!). Combining inequalities yields λ(Ii+1,b) >
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λ(Ii,b)/(2
2+ti2⌈log2 ti⌉ki+1ti!). Hence in stage i+1 we are adding at most O(ti+(log ti)ki+1+
log ti!) many digits in base b. The way the algorithm is designed only allows for ti =
O(log i). The growth of ki+1 can be analyzed and is O(t
3
i log ti). Hence in stage i + 1 at
most O(ti + (log ti)ki+1 + log ti!) = O((log i)
A) digits are added to the b-ary expansion of
X , where A > 3 to accommodate all double-log factors.
The lower bound on the number of digits added comes from the fact that by the choice
of Ii+1,2, Ii+1,b is strictly smaller than Ii,b, so at least one digit is added in each stage. 
Next, we investigate the conditions involving k and h that are responsible for how fast
ti →∞ and εi → 0 with step i of the algorithm. We start by showing that condition (2.2)
on k always holds, provided i is large enough. This involves estimating the growth as well
as the complexity of k.
Recall that k(ε, δ, t) = max(⌈6/ε⌉, ⌈− log(δ/(2t))6/ε2⌉) + 1.
Lemma 2.3. Let v > 2 be an integer and δ = (8v22v+1v!(v + 1)!)−1. Then the growth of
k( 1
v+1
, δ, v+1) is O(v3 log v). Furthermore, k( 1
v+1
, δ, v+1) can be computed in O(v2(log v)2)
elementary operations.
Proof. We have for the growth
k(
1
v + 1
, δ, v + 1) = max(⌈6(v + 1)⌉, ⌈log(2(v + 1)8v22v+1v!(v + 1)!)6(v + 1)2⌉) + 1
6 6(v + 1)2 (log(16v(v + 1)) + (2v + 1) log 2 + log v! + log(v + 1)!) + 2
= O(v2(log v + v + v log v))
= O(v3 log v).
Since in the expression for k we are rounding, the most relevant part is the computation
of the significant digits of log(16v(v + 1)22v+1v!(v + 1)!). The argument of this expression
is computable with O(v2(log v)2) elementary operations and has O(v log v) many digits.
We only need to compute O(log v) many digits of the logarithm, which takes another
O((log v)5/2) elementary operations. In total this are O(v2(log v)2) many elementary oper-
ations. 
Corollary 2.4. For i to be large enough, condition (2.2) on k is always satisfied, i.e. for
each b 6 ti ⌈log(v + 1)⌉k(1/(v + 1), δ, v + 1) + ⌈− log(δ)⌉
‖xi,b‖ <
1
v + 1
where v is such that ti = v = 1/εi.
Proof. This is a consequence of k(1/(v + 1), δ, v + 1) = O(v3 log v), log(1/δ) = O(v log v),
‖xi,b‖ ≫ i and v = ti = O(log i) by the way the algorithm is designed. 
Now we investigate condition (2.1) on h involving f . The function h counts the number of
mathematical operations needed to carry out one step of the algorithm. We want to know
an upper bound for the growth of h.
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Lemma 2.5. With ti =
1
εi
= O(log i) we have
h(ti, εi) = O(i
log4 i).
This upper bound for h can be computed with i elementary operations, provided i is large
enough.
Proof. The function h decomposes as h = h∗(h1g+h2+h3+h4)h0 as can be seen from the
proof of Lemma 4.2 in [6]. Here:
• g (from Lemma 4.1 in [6]), is the minimum number of digits sufficient to represent
all the endpoints of the intervals that we are working with in one step (squared).
We know from Lemma 2.2 that g = O(i2(log i)2A) for A > 3.
• It takes h1g many mathematical operations to find a ti+1-sequence for each J2. We
have h1 = ti+1.
• h2 is the number of mathematical operations needed to compute the base b repre-
sentation ub(J) for each 2 6 b 6 ti. We have h2 6 ⌈log2 ti⌉ki+1.
• h3 counts the number of mathematical operations needed to compute thresholds of
the form (1/b+ εi+1)‖ub(J)‖. We have h3 = ti.
• h4 comes from counting occurrences of digits in ub(J) and comparing with the
previously computed thresholds. We have h4 ≪ ti(⌈log2 ti⌉ki+1)2.
• h∗ is the maximum number of iterations it takes to find a suitable ti+1-sequence.
There are 2⌈log2 ti⌉ki+1 many different subintervals J2 of L, hence h∗ = 2
⌈log2 ti⌉ki+1 .
With ki+1 = O(log
4 i) we obtain h∗ = O(i
log4 i).
• Finally, the function h0 is the number of elementary operations needed to carry out
each mathematical operation in one step of the algorithm. Since all values that
appear in the calculations of one step of the algorithm are at most exponential in
ti which is at most of order log i, and because the number of elementary operations
involved depends only on the number of digits of the numbers involved, h0 is at
most of order poly(log i).
These bounds can be seen from Lemma 4.1 and Lemma 4.2 in [6]. Combining them gives
h = O(ilog
4 i).
Remark that, when ti is bounded by a slower growing function in i such as log log i, then
the significant term in h comes from g and is a power of i. Otherwise h∗ is the significant
term.
For the complexity of the upper bound for h, note that ilog
4 i can be computed in a power
of log i many elementary operations, so certainly with i elementary operations when i is
large enough. 
Lemma 2.5 has the following two immediate corollaries for the speed of convergence to
normality of Becher, Heiber and Slaman’s algorithm.
Proposition 2.6. Becher, Heiber, Slaman’s algorithm achieves discrepancy of DN(b
nX) =
O( 1
logN
) for f computable in real-time with growth f ≫ ilog4 i. In this case, the complexity
is O(i2+log
4 i).
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Proposition 2.7. If f is a polynomial in i of degree d, then the complexity of X is O(Nd+2)
but the discrepancy of (bnX)n>0 is DN(b
nX) = Od(
1
(logN)1/5
).
Proof. These corollaries follow by observing that the complexity of f is such that f is for
large enough i computed up to the actual value f(i) (i.e. m = i) and that either the
condition on h, (2.1), is satisfied, hence the discrepancy is optimal, or that condition (2.1)
is only satisfied for e(log i)
1/5
of the values that it is checked for. 
In a similar manner, using Lemma 2.5, one can show quantitatively how growth and com-
plexity of f influence the discrepancy (and the complexity) of Becher, Heiber, Slaman’s
algorithm. This can be done for example by measuring complexity and growth of f in the
following (crude) way. We denote by log(k) and exp(k) the k times iterated logarithm or
exponential where exp(k) = log(−k), and exp(0) = log(0) = id . Let c be the integer such that
in i elementary operations f can be computed up to a value f(m) with m ∼ log(c) i. Let g
be the integer such that f grows as f ∼ exp(g) i. We allow g ∈ Z but c is non-negative.
Theorem 2.8. Assume f is such that the integers c and g above can be defined. Then
Becher, Heiber, Slaman’s algorithm computes an absolutely normal number X such that
for any base b > 2,
(2.4) DN(b
nX) = O
(
1
(log(1−g+c)N)
1/5
)
if 1− g + c > 0, and
(2.5) DN (b
nX) = O
(
1
logN
)
otherwise.
Proof. We have h ≪ max(poly(i), et5i ) and ti ≪ log i by the way the algorithm is defined.
ti only increases if i is a power of two and if h 6 f(m). The latter condition is satisfied
for all i large enough if g − c > 1, and for all i (that are powers of two) that satisfy
i ≪ exp((expg−c−1(i))1/5). With 1/ti = εi this gives in this case an upper bound for the
discrepancy of order 1/(log(1−g+c)N)
1/5. 
3. Absolutely Pisot Normal Numbers
In this section, we give an algorithmic construction of a real number that is normal to each
base from a given sequence of Pisot numbers. For more information about β-expansions
and β-normal numbers see for example the book [13]. We have partly followed the notation
in [8].
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3.1. β-expansions of real numbers. Let β > 1 be a real number. Then each real
number x ∈ [0, 1) has a representation of the form
(3.1) x =
∞∑
i=1
εiβ
−i,
with integer digits 0 6 εi < β. One way to obtain such a representation is the following.
Let Tβ be the β-transformation Tβ : [0, 1)→ [0, 1), x 7→ βx (mod 1). Then εi = ⌊βT i−1β (x)⌋
for i > 1.
Re´nyi [27] showed that there is a unique probability measure µβ on [0, 1) that is equivalent
to the Lebesgue measure and such that µβ is invariant and ergodic with respect to Tβ and
has maximum entropy. The measure µβ satisfies (1− 1β )λ 6 µβ 6 ββ−1λ.
Let c(d) be the cylinder set corresponding to the block d, i.e. the set of all real numbers
in the unit interval whose first ‖d‖ digits coincide with d. A β-adic interval is a cylinder
set c(d) for some d.
Let W∞ be the set of right-infinite words ω = ω1ω2 . . . with digits 0 6 ωi < β that
appear as the β-expansions of real numbers in the unit interval. Let Ln be the set of all
finite subwords of length n of words ω ∈ W∞ and let W = ⋃n>1Ln. We call the words in
W admissible.
We have βn 6 |Ln| 6 ββ−1βn for the number of elements of Ln.
For an infinite word ω = ω1ω2 . . . ∈ W∞ and a block d = d1d2 . . . dk of digits 0 6 di < β
we denote by Nd(ω, n) the number of (possibly overlapping) occurrences of d within the
first n letters of ω. If the word ω is finite, we write Nd(ω) for Nd(ω, ‖ω‖).
An infinite word ω ∈ W∞ is called µβ-normal if for all d ∈ Lk,
lim
n→∞
1
n
Nd(ω, n) = µβ(c(d)).
A real number x ∈ [0, 1) is called normal to base β or β-normal, if the infinite word ε1ε2 . . .
defined by its β-expansion (3.1) is µβ-normal.
For fixed ε > 0 and positive integers k, n, a word ω ∈ Ln is called (ε, k)-normal if for
all d ∈ Lk
µβ(c(d))(1− ε)‖ω‖ < Nd(ω) < µβ(c(d))(1 + ε)‖ω‖.
The set of all (ε, k)-normal numbers in Ln will be denoted by En(ε, k) and its complement
by Ecn(ε, k).
A Pisot number β is a real algebraic integer β > 1 such that all its conjugates have
absolute value less than 1, and as usual we include all positive integers b > 2 in this
definition. All Pisot numbers smaller than the golden mean were found by Dufresnoy and
Pisot [17]. In particular, they showed that the smallest one is the positive root of x3−x−1
(called the plastic number) which is approximately 1.32471 > 3
√
2.
3.2. Preliminaries.
Lemma 3.1 ( [8, Lemma 3]). Let β > 1 be Pisot. For every ε > 0 and positive integer
k there exist η = η(ε, k), 0 < η < 1, C = C(ε, k) > 0 and n0 = n0(ε, k) such that for the
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number of non-(ε, k)-normal words of length n
|Ecn(ε, k)| < C |Ln|1−η
holds for all n > n0.
In Section 4.2 we give explicit estimates for n0, C and η.
The following Lemma contains the underlying idea of our construction.
Lemma 3.2 ( [8, Lemma 4]). Let a1, a2, . . . be a sequence of finite words an ∈ W such
that a = a1a2 . . . ∈ W∞ and ‖an‖ → ∞ as n → ∞. Suppose that for any ε > 0 and
any positive integer k there exists an integer n0(ε, k) such that all an with n > n0(ε, k) are
(ε, k)-normal. If
(3.2) n = o (‖a1a2 . . . an‖) and ‖an+1‖ = o(‖a1a2 . . . an‖),
then the infinite word a = a1a2 . . . is µβ-normal.
Proof. Let ε > 0 and d ∈ Lk. It suffices to show that, as N →∞,
µβ(c(d))(1− ε)N < Nd(a,N) < µβ(c(d))(1 + ε)N.
We have Nd(a,N) = Nd(a1a2 . . . an, N), where n is such that ‖a1a2 . . . an−1‖ < N 6
‖a1 . . . an‖. Then, for N large enough,
Nd(a1 . . . an, N) 6 Nd(a1 . . . an0(ε,k)) + n(k − 1) +Nd(an0+1) + . . .+Nd(an)
6 const(ε, k) + n(k − 1) +
n∑
i=n0+1
µβ(c(d))(1 + ε)‖ai‖.
Dividing by N gives the desired result, assuming conditions (3.2). The calculation for the
lower bound for Nd(a,N) is similar. 
Lemma 3.3. Let β > 1 be Pisot. There exists M > 0 such that for all n > 1 and all
d ∈ Ln the Lebesgue measure of the cylinder set c(d) satisfies
(3.3) β−(M+1)β−n 6 λ(c(d)) 6 β−n.
Proof. This is Proposition 2.6 of [22]. 
Following the argument in [22], one can take M to be the size of the largest block of con-
secutive zeros in the modified β-expansion of 1 (see Section 4.1). We give an explicit upper
bound on M in Proposition 4.1.
We wish to control the lengths when changing the base. The following is an analogue to
Lemma 3.3 in [6]; see also Lemma 2.1.
Lemma 3.4. Let β be Pisot and M as above. For any interval I there is a β-adic subin-
terval Iβ of I such that λ(Iβ) > λ(I)/2β
M+4.
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Proof. We can assume λ(I) > 0. Let m be the smallest integer such that β−m < λ(I).
Thus λ(I)/β 6 β−m < λ(I). If there exists an interval of order m in I, then let Iβ be this
β-adic interval and we have λ(Iβ) > λ(I)/β.
Otherwise there must be a word a ∈ Lm such that pi(a) ∈ I but neither pi(a−) nor pi(a+)
is in I, where a− and a+ are the lexicographically previous or next elements of a of the
same length and where pi(a) is the real number in the unit interval whose β-expansion
starts with a. Then by Lemma 3.3 we have that λ(I) < 2β−m. Since β−m < λ(I) and the
smallest Pisot number is bigger than 21/3, we get that 2β−m−3 < λ(I). Thus there must
be a β-adic interval Iβ of order m+ 3 in I and we have
λ(Iβ) >
1
βM+1+m+3
=
1
2βM+4
· 2
βm
>
λ(I)
2βM+4
.

3.3. The Algorithm.
Notation. Let (βj)j>1 be a sequence of Pisot numbers. Let t be a positive integer. A
t-sequence is a sequence of intervals I = (I1, . . . , It) such that for 1 6 j 6 t, Ij is βj-adic,
such that for 1 6 j 6 t − 1, Ij+1 ⊂ Ij , and such that λ(Ij+1) > λ(Ij)/2βMβj+1+4j+1 . If we
have two β-adic intervals J ⊂ I then uβ(J) means the block of digits that is added to the
base β expansion of the numbers in I to obtain the β-expansion of numbers in J . The
notation uj(J) for a t-sequence J shall mean uβj(Jj). We denoted the dependence on βj of
all appearing constants M , n0, C and of Ln explicitly with an βj .
Input. Given are values ε1 = 1, k1 = 1, t1 = 1 and a sequence (βj)j>1 of Pisot numbers βj .
First step. Let I1 be a t1-sequence such that I1 = (I1,t1), with I1,t1 = [0, 1). Repeat the
bases βj according to conditions
max
16j6ti
βj 6 β1i,(3.4)
max
16j6ti
Mβj 6 (Mβ1 + 1)(1 + log i),(3.5) ∑
16j6ti
(Mβj + 4) log βj 6 (Mβ1 + 4) log β1(1 + log i).(3.6)
Step i+1 for i > 1. From step i, we have a ti-sequence Ii of nested intervals Ii,1 ⊃ . . . ⊃ Ii,ti
where each Ii,j is βj-adic.
Let
ti+1 = ⌈log(i+ 1)⌉, εi+1 = 1
ti+1
, ki+1 = ti+1,
δi+1 =
1
2
1
2β
Mβ1+4
1
1
ti
1
2ti
∏
j6ti
β
Mβj+4
j
1
2ti+1
∏
j6ti+1
β
Mβj+4
j
.
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Choose ni+1 to be the least integer such that
(3.7) ni+1 > max
j6ti+1
(
nβj(εi+1, ki+1)
)
,
and such that for all 1 6 j 6 ti+1
(3.8) λ(Ecn(εi+1, ki+1)) < δi+1.
Furthermore, let
vi =
⌈
max
j=1,...,ti
log βj
log β1
⌉
.
Then we perform the following steps.
• Take L to be a β1-adic interval of Ii,ti of length λ(L) > λ(Ii,ti)2−1β−(Mβ1+4)1 .
• For each β1-adic sub-interval J1 of L with u1(J1) = vini+1 find a
ti+1-sequence J = (J1, . . . , Jti+1).
• Choose the “leftmost” of the ti+1-sequences J such that uj(J) is (εi+1, ki+1)-normal
for 1 6 j 6 ti.
Output. The unique real number X in the intersection of all Ii,j.
We need to show that the algorithm is well-defined and that the produced number is in
fact βj-normal for all j > 1.
Proposition 3.5. This algorithm is well-defined.
Proof. We have to show that in each step i + 1 there exists at least one ti+1-sequence J.
Let S be the union of the intervals Jti+1 over the |Lβ1vini+1| many ti+1-sequences J. By
definition of the interval L we have that λ(L) > λ(Ii,ti)2
−1β
−(Mβ1+4)
1 . Furthermore for
each sequence we have that λ(Jti+1) > 2
−ti+1
∏ti+1
j=1 β
−(Mβj+4)
j λ(J1). Since the sub-intervals
J1 ⊂ L form a partition of L we have that λ(S) > 2−ti+1
∏ti+1
j=1 β
−(Mβj+4)
j λ(L). Combining
these inequalities yields
λ(S) > 2−ti−ti+1−1
ti∏
j=1
β
−(Mβj+4)
j
ti+1∏
j=1
β
−(Mβj+4)
j λ(Ii,1).
Now we calculate the measure of the set N of non-suitable intervals and show that it is
less than λ(S). For the length of the added word we have ‖u1(J)‖ > vini+1 and for each
2 6 j 6 ti+1 we have ‖uj(J)‖ > ni+1. By the choice of ni+1, the subsets of Ii,j, where uj(J)
is not (εi+1, ki+1)-normal, have Lebesgue measure less that δi+1λ(Ii,j), and hence less than
δi+1λ(Ii,1). Since we consider ti many bases, we obtain λ(N ) < tiδi+1λ(Ii,1).
Combining the estimates of N and S we obtain λ(N ) < λ(S). Since N ⊂ S there must
be a ti+1-sequence J such that uj(J) is (εi+1, ki+1)-normal for each 1 6 j 6 ti. 
Theorem 3.6. Let (βj)j>1 be a sequence of Pisot numbers. Then the real number X
generated by this algorithm is βj-normal for each j > 1.
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Proof. We need to verify the growth and normality assumptions of Lemma 3.2 on the words
that correspond to the digits added in each considered base in each step of the algorithm.
To find bounds for the number of added digits in step i+1 in base βj , for j 6 ti, consider
the chain of intervals
Ii,j ⊃ . . . ⊃ Ii,ti ⊃ L ⊃ J1 ⊃ . . . ⊃ Jj
which is considered in step i+1. We find a lower bound on the Lebesgue measure of Jj in
the form of
λ(Jj) >
1
2ti
1
βM1+11
1
β
vini+1
1
ti∏
l=1
1
β
Mβl+4
l
· λ(Ii,j).
Thus, Lemma 3.3 implies for the number ‖u(i+1)j (J)‖ of digits added in base βj , j 6 ti, in
step i+ 1 of the algorithm, that
log
(
1
Fi+1
1
β
Mβj+1
j
)
log βj
6 ‖u(i+1)j (J)‖ 6
log 1
Fi+1
log βj
where Fi+1 = 2
−tiβ
−(M1+1)
1 β
−vini+1
1
∏ti
l=1 β
−Mβl−4
l .
Hence ‖u(i+1)j (J)‖ ∼ log 1/Fi+1 with implied constants only depending on βj. We thus
need to show that
log 1/Fi+1 = ti log 2 + (vini+1 +M1 + 1) log β1 +
ti∑
l=1
(Ml + 4) log βl
satisfies assumptions (3.2) of Lemma 3.2.
We now look at the growth of ni+1. In light of Proposition 4.3, condition (3.7) requires
(3.9) ni+1 >Mβj + ki+1
for all 1 6 j 6 ti+1. We have εi+1 = 1/ti+1 → 0 and ki+1 = ti+1 →∞ as ti+1 →∞. Thus
also ni+1 tends to infinity at least logarithmically in i.
Since λ 6 β
β−1
µβ, β
k 6 |Lk| 6 ββ−1βk, and because of Proposition 4.3, condition (3.8) on
ni+1 is satisfied, if for all j 6 ti,
4
(
βj
βj − 1
)2
βkj β
ni+1η(εi+1,ki+1)
j < δi+1.
With η from equation (4.3), this translates into the requirement that for every j 6 ti,
(3.10) ni+1 >
(Mβj + 1) log βj + log
βj
βj−1
εi+1min(
εi+1β
ki+1
j
16
, 3
4
)
(
log
(
4
(
βj
βj − 1
)2
β
ki+1
j
)
+ log
1
δi+1
)
,
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where
log
1
δi+1
=2 log 2 + log ti + (ti + ti+1) log 2 + (Mβ1 + 4) log β1
+ 2
∑
16j6ti
(Mβj + 4) log βj +
∑
ti<j6ti+1
(Mβj + 4) log βj
(where the last sum is empty if ti = ti+1).
Properties (3.4) and (3.6) on the sequence (βj)j>1 imply
(3.11)
max
16j6ti
(
(Mβj + 1) log βj + log
βj
βj − 1
)
6
(
(Mβ1 + 4) log β1 + log
β1
3
√
2− 1 + 1
)
(1 + log i).
Conditions (3.4) - (3.6) can be achieved by suitably repeating the bases βj . All conditions
are satisfied in step 1, and the process of repeating the bases is possible computably.
Properties (3.4) - (3.6) and (3.11), together with ti+1 = ki+1 = 1/εi+1 ∼ log i, imply that
for i large enough
ni+1 > O
(
log i
1/ log i
(
log i+ (log i)2 + log log i+ log i+ log i
))
= O
(
(log i)4
)
where the implied constant only depends on β1. Hence ni+1 grows at least as O(log i) and
at most as O((log i)4), where the implied constants depend only on β1. Thus log 1/Fi+1
and hence also ‖u(i+1)j (J)‖ growths at least as O(log i) and at most as O((log i)4), where
again the implied constants only depend on β1. Thus ‖u(i+1)j (J)‖ satisfies conditions (3.2)
of Proposition 3.2. Hence the number X produced by this algorithm is βj-normal for every
j > 1. 
Remark. The choices of how ti, εi and ki change with the step i of the algorithm and
the conditions on the sequence of bases (βj)j>1 are rather arbitrary. There is a lot of
freedom to optimize for other quantities, such as done in Becher, Heiber, Slaman [6] where
computational speed is optimized. This is not taken into account here.
Remark. Following these lines, an extension of Becher, Heiber, Slaman’s algorithm to a
countable set of real bases that are β-numbers is possible, provided these bases are bounded
away from 1 and such there is a uniform bound on the length of the periodic part in their
orbit of 1.
A β-number is a real number β such that the orbit of 1 under Tβ is finite. Pisot numbers
are β-numbers. It is not known under which conditions Salem numbers are or are not β-
numbers (a Salem number is a real algebraic integer β > 1 such that all its conjugates have
absolute values at most equal to one, with equality in at least one case). Salem numbers
of degree 4 are β-numbers, but there is computational and heuristic evidence that higher
degree Salem numbers exist that are no β-numbers, see for example [12].
Note that β-numbers satisfy the specification property - one can always use a block
of zeros to make the concatenation of two admissible blocks admissible. This is because
admissible words can be characterized as precisely the subwords of the lexicographic largest
16 M. G. MADRITSCH, A.-M. SCHEERER, AND R. F. TICHY
word in the β-shift. Since the orbit of 1 is finite, this word will be eventually periodic and
hence the lengths of subwords consisting of only zeros is bounded. Thus Lemma 3 in [8]
on the number of (ε, k)-normal admissible words is valid and can be used as an existence
criterion for a ti sequence J in each step of the algorithm.
Note also that β-numbers also satisfy Proposition 2.6 of [22] needed to control the decay
of the length of subintervals. However, we are looking for a lower bound for the measure
of cylinder intervals of the form (3.3) that is uniform for all bases β under consideration.
This can achieved by requiring that there is a uniform bound on the length of the period
of the orbit of 1 under Tβ for each β under consideration.
When adapting the proof of Lemma 3.4 to β-numbers, we moreover need to require that
the set of β-numbers under consideration is bounded away from 1, as above with the plastic
number.
4. Explicit Estimates for β-expansions
In this section we make explicit the constants in Lemma 3.1 using large deviation estimates
for certain dependent random variables. This requires us to provide an upper bound for
the length of the largest block of zeros appearing in the modified β-expansion of 1 for a
Pisot number β.
4.1. Number of zeros in the expansion of 1. Let β be a Pisot number and denote
by dβ(1) = 0.ε1ε2 . . . the β-expansion of 1, i.e. ε1 = ⌊β⌋ and εi = ⌊βT i−1β (1)⌋ for i > 1.
Let d∗β(1) be the modified β-expansion of 1, i.e. d
∗
β(1) = dβ(1) if the sequence ε1ε2 . . .
does not end with infinitely many zeros, and d∗β(1) = 0.(ε1ε2 . . . εn−1(εn − 1))ω when dβ(1)
ends in infinitely many zeros and εn is the last non-zero digit. It is known that d
∗
β(1) is
purely periodic or eventually periodic if β is Pisot. We reprove this fact here and give an
explicit upper bound for the preperiod length v and period length p and take v + p as a
trivial upper bound for the size of the largest block of zeros in d∗β(1). Note that d
∗
β(1) is
(eventually) periodic if the orbit of 1 under Tβ is finite, and that the number of distinct
elements in this orbit is precisely v + p.
Proposition 4.1. Let β be a Pisot number of degree d with r real conjugates β = β1, β2, . . . , βr
and 2s complex conjugates βr+1, . . . , βd. Then the orbit of 1 under the map Tβ, i.e. the set
{T kβ (1) | k > 0},
is finite and its number of elements is bounded by
(4.1) M = d! det(B)−12r+s−1pisCr+2s−1 + d
where
(4.2) B =


1 β . . . βd−1
1 β2 . . . β
d−1
2
...
...
...
1 βd . . . β
d−1
d


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and where
C = 1 +
⌊β⌋
1− η
with η = max26j6d |βj| < 1.
Proof. For k > 0, T kβ (1) is an element of Z[β], hence there is a unique representation
T kβ (1) = p
(k)
0 + p
(k)
1 β + . . . + p
(k)
d−1β
d−1 with p
(k)
i ∈ Z. Denote by σj , 1 6 j 6 d, the j-th
conjugation, ordered such that the first r are real, and σr+i = σ¯r+s+i for 1 6 i 6 s. We
have
T kβ (1) = β
k
(
1−
k∑
l=1
εlβ
−l
)
hence for 2 6 j 6 d
|σj(T kβ (1))| 6 1 +
⌊β⌋
1− η
where η = max26j6d |βj | < 1.
Note that
B


p
(k)
0
p
(k)
1
...
p
(k)
d−1

 =


T kβ (1)
σ2(T
k
β (1))
...
σd(T
k
β (1))


where B is as in (4.2) and has determinant detB =
∏
16i<j6d(βj − βi) 6= 0. Now, since the
vector of T kβ (1) and its conjugates can be canonically embedded in a compact convex set in
R
r+2s of volume 2r+s−1pisCr+2s−1, we can count the Zd-lattice points in a compact convex
set in Rd of volume det(B)−12r+s−1pisCr+2s−1. By loosing a factor of 2, we can make this
set additionally centrally symmetric if we allow T kβ (1) (formally) to take on values in the
interval [−1, 1]. Then we can use a result by Blichfeldt [10] and bound the number of
Z
d-lattice points in B−1Y by
|B−1Y ∩ Zd| 6 d! det(B)−12r+s−1pisCr+2s−1 + d
with C = 1 + ⌊β⌋
1−η
and hence obtain an upper bound for the number of distinct points in
the orbit of 1 under Tβ which is also a trivial upper bound for the maximum number of
consecutive zeros in the modified β-expansion of 1 as explained above. 
4.2. Number of not (ε, k)-normal numbers. Let β be a Pisot number and let Ln be
the set of all admissible words of length n. Fix ε > 0 and a positive integer k. We wish
to find explicit estimates for the number of non-(ε, k)-normal words of length n for fixed
ε > 0 and k such as given in Lemma 3.1 (Lemma 3 in [8]). The method in [8] uses
methods of ergodic theory and the authors are not aware of a method to make the implied
constants explicit. Therefore we use a probabilistic approach by viewing the digits to base
β as random variables and using a variant of Hoeffding’s inequality for dependent random
variables to bound the tail distribution of their sum. This approach automatically gives
18 M. G. MADRITSCH, A.-M. SCHEERER, AND R. F. TICHY
all involved constants explicitly. We use the following Lemma due to Siegel (Theorem 5
in [34]).
Lemma 4.2. Let X = X1 + X2 + . . . + Xl be the sum of l possibly dependent random
variables. Suppose that Xi, for i = 1, 2, . . . , l, is the sum of ni mutually independent
random variables having values in the interval [0, 1]. Let E[Xi] = nipi. Then for a > 0
P(X − E[X ] > a) < exp
(
− a
2
8(
∑
i
√
pi(1− pi)ni)2
)
+ exp
(
− 3a
4
∑
i(1− pi)2
)
.
Proposition 4.3. Let β be a Pisot number. The µβ-measure of the set of not (ε, k)-normal
words of length n satisfies
µβ(E
c
n(ε, k)) 6 4|Lk||Ln|−η
for n >M + k with η > 0 as in equation (4.3) and M as in equation (4.1).
Proof. Let d ∈ Lk and for n > M + k, let X1, . . . , XM+1 : Ln → R be random variables
where Xi(ω) denotes the number of occurrences of the word d in ω = ω1 . . . ωn at positions
ωi+j(M+1)ωi+j(M+1)+1 . . . ωi+j(M+1)+k−1
for 0 6 j 6 ⌊ n−k
M+1
⌋. The Xi are dependent, but each is a sum of ni = ⌊ n−kM+1⌋+1 independent
identically distributed random variables Y
(i)
j that take value one if and only if the word d
appears in ω starting at digit ωi+j(M+1) and zero otherwise. We have E[X ] = nµβ(c(d))
and E[Xi] = niµβ(c(d)). Denote by E¯n(ε, k) the set of words of length n for which there
is a subword d of length k that appears more often than n(µβ(c(d)) + ε) times and let
E¯n(ε, d) be the set of words of length n for which the subword d appears more often than
n(µβ(c(d)) + ε) times. We apply Lemma 4.2 with l = M + 1, ni as above, pi = µβ(c(d))
and a = nε and obtain
µβ(X > n(µβ(c(d)) + ε)) = µβ(E¯n(ε, d))
< exp
(
− (nε)
2
8µβ(c(d))(1− µβ(c(d)))(M + 1)2(⌊ n−kM+1⌋+ 1)
)
+ exp
(
− 3nε
4(M + 1)(1− µβ(c(d)))2
)
.
Using cβ−k 6 µβ(c(d)) 6 β
−k and n >M + 1, this is
< exp
(
− ε
2n
16(M + 1)β−k
)
+ exp
(
− 3εn
4(M + 1)
)
< 2 exp
(
− εn
M + 1
min(
ε
16β−k
,
3
4
)
)
.
Finally, since µβ(E¯n(ε, k)) 6
∑
d∈Lk
µβ(E¯n(ε, d)) and using that β
n 6 |Ln| 6 ββ−1βn we
obtain
µβ(E¯n(ε, k)) 6 |Lk|2 exp
(
− εn
M + 1
min(
ε
16β−k
,
3
4
)
)
6 2|Lk||Ln|−η
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with
(4.3) η =
εmin( ε
16β−k
, 3
4
)
log( β
β−1
) + (M + 1) log β
> 0.
Using the same argument with Y = n − X gives a symmetrical upper bound for the
number of words ω of length n in which the word d appears less than nµβ(c(d))−εn times.
Thus we obtain an upper bound for the number of not (ε, k)-normal words of length n of
the form
4|Lk||Ln|−η
for n >M + k with η as in (4.3). 
Corollary 4.4. The number of not (ε, k)-normal words of length n satisfies
|Ecn(ε, k)| 6 C|Ln|1−η
for n > M + k with η > 0 as in equation (4.3), M as in equation (4.1), and where
C = 4|Lk|βM+1 ββ−1 .
Proof. Since the Parry measure µβ satisfies(
1− 1
β
)
λ 6 µβ 6
β
β − 1λ
with respect to the Lebesgue measure λ, and due to the bounds on the Lebesgue measure
of β-adic cylinder intervals from Lemma 3.3, the bound from Proposition 4.3 on the µβ
measure of the set of non-(ε, k)-normal words of length n implies for the number of such
words
(4.4) |Ecn(ε, k)| 6 C|Ln|1−η,
where C = C(β, k) = 4|Lk|βM ββ−1 and η = η(β, ε, k) as given in equation (4.3) and where
we used that βn 6 |Ln| 6 ββ−1βn. 
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