There are different inequivalent ways to define the Rényi capacity of a channel for a fixed input distribution P . In a 1995 paper [6] Csiszár has shown that for classical discrete memoryless channels there is a distinguished such quantity that has an operational interpretation as a generalized cutoff rate for constant composition channel coding. We show that the analogous notion of Rényi capacity, defined in terms of the sandwiched quantum Rényi divergences, has the same operational interpretation in the strong converse problem of classical-quantum channel coding. Denoting the constant composition strong converse exponent for a memoryless classical-quantum channel W with composition P and rate R as sc(W, R, P ), our main result is that
I. INTRODUCTION
Let W : X → S(H) be a classical-quantum channel, i.e., a map from a set X to the set of density operators (states) on a finite-dimensional Hilbert space H. We remark that we do not require any further structure of X or the map W , and in particular, X need not be finite.
For every channel W : X → S(H), we define the lifted channel W : X → S(H X ⊗ H), W(x) := |x x| ⊗ W (x).
Here, H X is an auxiliary Hilbert space, and {|x : x ∈ X } is an orthonormal basis in it. As a canonical choice, one can use H X = l 2 (X ), the L 2 -space on X with respect to the counting measure, and choose |x := 1 {x} to be the characteristic function (indicator function) of the singleton {x}. Note that this is well-defined irrespectively of the cardinality of X . The classicalquantum state W(P ) := x∈X P (x) |x x| ⊗ W (x) plays the role of the joint distribution of the input and the output of the channel for a fixed finitely supported input probability distribution P ∈ P f (X ).
Given a quantum divergence ∆, i.e., some sort of generalized distance of quantum states, there are various natural-looking but inequivalent ways to define the corresponding capacity of the channel for a fixed input probability distribution P . One possibility is a mutual informationtype quantity I ∆ (W, P ) := inf σ∈S(H) ∆ (W(P ) P ⊗ σ) , (I. 2) where one measures the ∆-distance of the joint input-output state of the channel from the set of uncorrelated states, while the first marginal is kept fixed. This can be interpreted as a measure of the maximal amount of correlation that can be created between the input and the output of the channel with a fixed input distribution. The idea is that the more correlated the input and the output can be made, the more useful the channel is for information transmission. Another option is to use the P -weighted ∆-radius of the image of the channel, defined as χ ∆ (W, P ) := inf σ∈S(H) x∈X
P (x) ∆(W (x) σ). (I.3)
This approach is geometrically motivated, and the idea behind is that the further away some states are in ∆-distance (weighted with the input distribution P ), the more distinguishable they are, and the information transmission capacity of the channel is related to the number of far away states that we can choose in the output of the channel. In the case where W is a classical channel, and ∆ is a Rényi divergence, these quantities were studied by Sibson [31] and Augustin [2] , respectively; see [6] , and the recent works [5, 26, 27] for more references on the history and applications of these quantities. It was shown in [6] that for classical channels, both quantities yield the same channel capacity when ∆ = D α is a Rényi α-divergence, i.e., where the last quantity is the ∆-radius of the image of the channel. This was extended to the case of classical-quantum channels and a variety of quantum Rényi divergences in a series of work [20, 22, 23, 33] . Moreover, it was shown in [23] (extending the corresponding classical result of [6, 7, 9] ) that the strong converse exponent sc(W, R) of a classical-quantum channel W can be expressed as sc(W, R) = sup [24, 33] , thus giving an operational interpretation to the sandwiched Rényi capacities with parameter α > 1.
After this, it is natural to ask which (if any) of the quantities in (I.2)-(I.3) has an operational interpretation. This was settled for the classical case in [6] , where it was shown that sc(W, R, P ) = sup where sc(W, R, P ) is the strong converse exponent for rate R and constant composition P (defined later), and χ α (W, P ) = χ Dα,2 (W, P ). Our main result is an exact analogue of (I.4) for classicalquantum channels, as given in (a.1). Thus we establish that the operationally relevant notion of Rényi capacity with fixed input distribution P for a classical-quantum channel in the strong converse domain is the sandwiched Rényi divergence radius of the channel. The structure of the paper is as follows. After collecting some technical preliminaries in Section II, we discuss the concepts of divergence radius and center for general divergences in Section III A and for Rényi divergences in Section III B. One of our main results is the additivity of the Rényi divergence radius for classical-quantum channels, given in Section III C. We prove it using a representation of the minimizing state in (I.3) for ∆ = D coding argument by Hayashi [13] . We give a slightly modified proof in Appendix D. Further Appendices contain various technical ingredients of the proofs, and in Appendix A 5 we give a more detailed discussion of the concept of divergence radius for general divergences. The observations listed in Appendix A 5 are not directly needed to obtain the main result, but are conceptually closely related, and may be of interest in themselves.
II. PRELIMINARIES
For a finite-dimensional Hilbert space H, let B(H) denote the set of all linear operators on H, and let B(H) sa , B(H) + , and B(H) ++ denote the set of self-adjoint, non-zero positive semidefinite, and positive definite operators, respectively. For an interval J ⊆ R, let B(H) sa,J := {A ∈ B(H) sa : spec(A) ⊆ J}, i.e., the set of self-adjoint operators on H with all their eigenvalues in J. Let S(H) := {̺ ∈ B(H) + , Tr ̺ = 1} denote the set of density operators, or states, on H.
For a self-adjoint operator A, let P A a := 1 {a} (A) denote the spectral projection of A corresponding to the singleton {a}. The projection onto the support of A is a =0 P A a ; in particular, if A is positive semi-definite, it is equal to lim αց0 A α =: A 0 . In general, we follow the convention that real powers of a positive semi-definite operator A are taken only on its support, i.e., for any
The proof of the following can be found, e.g., in [3, Theorem V. 
As it was shown in [14] , for every finite-dimensional Hilbert space H and every n ∈ N, there exists a universal symmetric state σ u,n ∈ S(H ⊗n ) such that it is symmetric, it commutes with every symmetric state, and for every symmetric state ω ∈ S(H ⊗n ),
By a generalized classical-quantum (gcq) channel we mean a map W : X → B(H) + , where X is a non-empty set, and H is a finite-dimensional Hilbert space. It is a classical-quantum (cq) channel if ran W ⊆ S(H), i.e., each output of the channel is a normalized quantum state. Given a finite number of gcq channels W i : X i → B(H i ) + , their product is the gcq channel
In particular, if all W i are the same channel W then we use the notaion W ⊗n = W ⊗ . . . ⊗ W .
III. DIVERGENCE RADII

A. General divergences
Let ∆ be a pseudo-distance (divergence) on B(H) + , the set of non-zero positive semi-definite operators on a finite-dimensional Hilbert space H. By this, we simply mean that ∆ : B(H) + × B(H) + → (−∞, +∞], and will assume further properties later on when necessary. We normally assume that such a function ∆ is defined for every finite-dimensional Hilbert space H in a consistent way, and we do not indicate its dependency on H. We choose this more abstract formalism so that we can treat many different quantum divergences in parallel, and also to emphasize more explicitly what properties of the divergences are needed for the various statements.
Normally, ∆ will be the relative entropy or some Rényi divergence, in which cases the divergence is strictly positive on pairs of states, i.e., ∆(̺ σ) ≥ 0 ∀̺, σ ∈ S(H), and ∆(̺ σ) = 0 =⇒ ̺ = σ, but these may not hold for other divergences, e.g., the Q α quantities considered below. Given a non-empty set os positive semi-definite operators S ⊆ B(H) + , its ∆-radius R ∆ (S) is defined as
(III.5)
If the above infimum is attained at some σ ∈ S(H) then σ is called a ∆-center of S. We denote the set of ∆-centers of S by C ∆ (S).
Remark III.1 For applications in channel coding, S will be the image of a classical-quantum channel, and hence a subset of the state space. In this case the restriction of the optimization in (III.5) to operators of trace 1 seems natural, while less obviously so in the general case. We comment on this in more detail in Section A 2.
In the definition (III.5) of the ∆-radius, we minimize the maximal distance of elements of S from a given state σ. A variant of this is when we minimize an averaged distance according to some finitely supported probability distribution P ∈ P f (S), which yields the following notion of the P -weighted ∆-radius:
If the above infimum is attained at some σ ∈ S(H) then σ is called a P -weighted ∆-center for S.
Remark III.2 Note that for any finitely supported probability distribution P on B(H) + , and any supp P ⊆ S ⊆ B(H) + , we have
That is, R ∆,P (S) does not in fact depend on S, it is a function only of P . Hence, if no confusion arises, we may simply denote it as R ∆,P .
Remark III.3 The above two concepts can be unified (to some extent) by the notion of the (P, β)-weighted ∆-radius, which we explain in Section A 2.
We will mainly be interested in the above divergence radii when S is the image of a gcq channel W : X → B(H) + , in which case we will use the notations
where (P • W −1 )(̺) := x∈X : W (x)=̺ P (x). Note that, as far as these quantities are concerned, the channel simply gives a parametrization of its image set, and the previously considered case can be recovered by parametrizing the set by itself, i.e., by taking the gcq channel X := S and W := id S .
We consider divergence radii and centers for general divergences in more detail in Appendix A.
B. Rényi divergence radii
In this section we specialize to the following divergences, defined for every pair of positive definite operators ̺, σ ∈ B(H) ++ and every α ∈ (0, +∞) \ {1}, z ∈ (0, +∞) as
These quantities were first introduced in [18] and further studied in [1] . The cases
are of special significance. (The last identity in (III.11) is due to the Lie-Trotter formula.) Here and henceforth (t) stands for one of the three possible values (t) = { }, (t) = * or (t) = ♭, where { } denotes the empty string, i.e., Q
α with (t) = { } is simply Q α . These quantities are extended to general, not necessarily invertible positive semi-definite operators ̺, σ ∈ B(H) + as
for every z ∈ (0, +∞), where d := dim H,
and the identities are easy to verify. For z = +∞, the extension is defined by (III.12); see [17, 23] for details. The quantum α − z Rényi divergences [1] are defined from the above quantities as
for any α ∈ (0, +∞) \ {1} and z ∈ (0, +∞]. It is easy to see that
is a nice enough function of α [21] (including all the above special cases) then
where D(̺ σ) is Umegaki's relative entropy [32] , defined as
for positive definite operators, and extended as above for non-zero positive semidefinite operators. Of the Rényi divergences corresponding to the special Q α quantities discussed above, D α is usually called the Petz-type Rényi divergence, D * α the sandwiched Rényi divergence [24, 33] , and D ♭ α the log-Euclidean Rényi divergence. For more on the above definitions and a more detailed reference to their literature, see, e.g., [23] . In particular, we will need the following Lemma III.4 For any fixed ̺ ∈ B(H) + , the maps
are lower semi-continuous on B(H) + for any α ∈ (0, +∞)\{1} and z ∈ (0, +∞), and for z = +∞ and α > 1.
Proof The cases α ∈ (0, +∞) \ {1} and z ∈ (0, +∞) are obvious from the last expression in (III.13), and the case z = +∞ was discussed in [23, Lemma 3.27 ].
Let W : X → S(H) be a gcq channel. Specializing to ∆ = D α,z in (III.7) yields the Rényi α − z capacities of the channel for a finitely supported input probability distribution P ∈ P f (X ),
The existence of the minimum is guaranteed by the lower semi-continuity stated in Lemma III.4. It is sometimes convenient that it is enough to consider the infimum above over invertible states, i.e., we have
which is obvious from the second expression in (III.13). Moreover, any minimizer of (III.15) has the same support as the joint support of the channel states {W x } x∈supp P , with projection
at least for a certain range of α values, as we show below. Let us introduce the notations
Lemma III.5 Let (α, z) be a pair for which D α,z is monotone, and assume that σ attains the infimum in (III.15). Then σ 0 ≤ W (P ) 0 , and if α > 1 then we also have σ
where the first inequality follows from the monotonicity of D
α under CPTP maps [12, 24, 30, 33] , and the second inequality is strict unless σ 0 ≤ W (P ) 0 . This yields the first assertion. When α > 1 and W (P )
α (W (x) σ) = +∞. This yields the second assertion.
The following characterization of the minimizer of (III.15) will be crucial in proving the additivity of the sandwiched Rényi mutual information.
Theorem III.6 Assume that (α, z) are such that D α,z is convex in its second variable, and the infimum in (III.15) is always attained at a σ with σ 0 = W (P ) 0 . Then σ attains the infimum in (III.15) if and only if it is a fixed point of the map
A straightforward computation, using Lemma II.1, shows that the Fréchet derivative of F at a given σ ∈ B W,P (H) ++ is
where h [1] α,z is the first divided difference function of h α,z (t) := t 1−α z . By Lemma III.5, if σ attains the infimum in (III.15) then σ ∈ S W,P (H) ++ . Due to convexity, σ is a minimizer of F over S W,P (H) ++ if and only if DF (σ)(Y ) = 0 for all self-adjoint traceless Y , which in turn is equivalent to DF (σ) = λI for some λ ∈ R. That is,
for some λ ∈ R. Multiplying both sides by σ 1/2 from the left and the right, and taking the trace, we get λ = −1. Hence, the above is equivalent to (by multiplying both sides by σ 1/2 from the left and the right)
where
Writing the operators in (III.17) in block form according to the spectral decomposition of σ, we see that (III.17) is equivalent to
This can be rewritten as
where the last identity follows from
Remark III.7 The special case z = 1 yields the characterization of the Petz-Rényi divergence center as the fixed point of the map
(provided that we know that the minimizer satisfies σ 0 = W (P ) 0 .) This has been obtained recently in [5, Proposition 4] for any α ∈ (0, +∞) \ {1}, using different methods, following similar lines to the proof of [27, Lemma 13] . Note that both the above characterization and that in Proposition A.10 reduces to Nakiboglu's characterization in [27, Lemma 13] in the classical case.
C. Additivity of the Rényi mutual information
Note that for any α ∈ [0, +∞) and z ∈ (0, +∞], 20) i.e., χ α,z is subadditive. In particular, for fixed W : X → S(H) and P ∈ P f (X ), the sequence m → χ
α,2 (W ⊗m , P ⊗m ) is subadditive, and hence
In fact,
Theorem III.8 (Additivity of the Rényi capacity) Let
) be gcq channels, and
, be input distributions. Assume, moreover, that α and z satisfy the conditions of Theorem A.10. Then
Proof The case α = 1 is well-known. Let σ i be a minimizer of (III.15) for (W (i) , P (i) ). By Theorem A.10, this means that Φ W (i) ,P (i) ,α,z (σ i ) = σ i . It is easy to see that
Hence, again by Proposition A.10, σ 1 ⊗σ 2 is a minimizer of (III.15) for (W (1) ⊗W (2) , P (1) ⊗P (2) ). This proves the assertion.
Corollary III.9 For (t) = { } and α ∈ (0, +∞) and for (t) = * and α > 1,
IV. STRONG CONVERSE EXPONENT WITH CONSTANT COMPOSITION
Let W : X → S(H) be a classical-quantum channel. A sequence of codes C n = (E n , D n ), n ∈ N, is called a sequence of constant composition codes with asymptotic composition P ∈ P f (X ) if there exists a sequence of types P n ∈ P n (X ), n ∈ N, such that lim n→+∞ P n − P 1 = 0, and E n (k) ∈ X n Pn for all k ∈ {1, . . . , |C n |}, n ∈ N. For any rate R ≥ 0, the strong converse exponents of W with composition constraint P are defined as sc(W, R, P ) := inf lim inf
where the infima are taken over code sequences of constant composition P . Our main result is the following:
Theorem IV.1 For any classical-quantum channel W , and finitely supported probability distribution P on the input of W , and any rate R,
Proof Follows from Propositions IV.2 and IV.4 below.
The following lower bound follows by a standard argument, due to Nagaoka [25] , as was observed, e.g., in [4] . For readers' convenience, we write out the details in Appendix C.
Proposition IV.2 For any R > 0,
Our aim in the rest is to show the upper bound in (IV.23). We will follow the approach of [23] , which in turn was inspired by [9] . We start with the following:
Proof We will show that
Here, the infima are over channels V : X → S(H) satisfying the indicated properties. It was shown in [23, Theorem 5.12 ] that the RHS of (IV.25) is the same as the RHS of (IV.24). We first show that sc(W, R, P ) ≤ F 1 (W, R, P ). To this end, let r > F 1 (W, R, P ); then, by definition, there exists a channel V : X → S(H) such that D(V W |P ) < r and χ(V, P ) > R.
Due to χ(V, P ) > R, Corollary D.3 yields the existence of a sequence of constant composition codes C n with composition P n , n ∈ N, such that supp P n ⊆ supp P for all n, lim n→+∞ P n − P 1 = 0, the rate is lower bounded as lim inf n→+∞ 1 n log |C n | ≥ R, and lim n→+∞ P s (V ⊗n , C n ) = 1. Note that for any message k,
and hence
This in turn yields
Since this holds for any r > F 1 (W, R, P ), we get sc(W, R, P ) ≤ F 1 (W, R, P ). From this, one can prove that also sc(W, R, P ) ≤ F 2 (W, R, P ), the same way as it was done in [23, Lemma 5.11] (which in turn followed the proof in [9, Lemma 2]); one only has to make sure that the extension of the code can be done in a way that it remains constant composition with composition P , but that is easy to verify.
From the above result, we can obtain the desired upper bound.
Proof We employ the asymptotic pinching technique from [23] . Let W m : X m → S(H ⊗m ) be defined as
where F m is the pinching by the universal symmetric state σ u,m . Employing Proposition IV.3 with W → W m , R → Rm and P → P ⊗m , we get that for any R > 0, there exists a sequence of codes C
= 0, and
k ), which can be considered a code for W ⊗km , with the natural identifications (X m ) k ≡ X km and (H ⊗m ) ⊗k ≡ H ⊗km . For a general n ∈ N, choose k ∈ N such that km ≤ n < (k + 1)m, and for every i = 1, . . . , |C (m) k |, define E n (i) to be E km (i) concatenated with n − km copies of some fixed x 0 ∈ supp P , independent of i and n, and let D n (i) := D km (i) ⊗ I ⊗(n−km) H . Then it is easy to see that lim inf n→+∞ 1 n log |C n | ≥ R, and lim sup
We need to show that the above sequence of codes is of constant composition P . Let
k , and let P (m) x and P x denote the corresponding types when x is considered as an element of (X m ) k and of X km , respectively. For any a ∈ X , P x (a) = 1 km x∈X m #{i :
only depends on x through its type P
, which is independent of x. Thus, the type of E km (i) is independent of i, i.e., C km is a constant composition code for every k ∈ N. For a general n ∈ N with km ≤ n < (k + 1)m, we have
and hence C n is also of constant composition. Next, we show that lim n→+∞ P n − P 1 = 0, where P n is the type of C n . For km ≤ n < (k + 1)m, we have
as k → +∞. For the second term, we get
where in the first identity we used Lemma B.1, and the last expression goes to 0 as k → +∞ by assumption.
Since we have established that the codes used in (IV.27) are of constant composition P , we get that for any m ∈ N,
, and hence
for every m ∈ N, from which sc(W, R, P ) ≤ sup
Finally, Corollary III.9 yields the desired bound (IV.26). Lemma A.1 Let X be a compact topological space, Y be an ordered set, and let f : X × Y → R ∪ {−∞, +∞} be a function. Assume that (i) f (. , y) is lower semicontinuous for every y ∈ Y and (ii) f (x, .) is monotonic increasing for every x ∈ X, or f (x, .) is monotonic decreasing for every x ∈ X.
Then (A.1) holds, and the infima in (A.1) can be replaced by minima.
The following lemma is an extension of the minimax theorems due to Kneser [19] and Fan [10] to the case where f can take the value +∞. For a proof, see, e.g., [11, Theorem 5 
.2].
Lemma A.2 Let X be a compact convex set in a topological vector space V and Y be a convex subset of a vector space W . Let f : X × Y → R ∪ {+∞} be such that (i) f (x, .) is concave on Y for each x ∈ X, and (ii) f (., y) is convex and lower semi-continuous on X for each y ∈ Y . Then (A.1) holds, and the infima in (A.1) can be replaced by minima.
General divergence radii
Define for every P ∈ P f (S) and β ∈ [1, +∞] the (P, β)-weighted divergence radius of a set S ⊆ B(H) + as
Just like before, a σ ∈ S(H) is called a (P, β)-weighted ∆-centre if it attains the infimum in (A.2). Again, R ∆,P,β (S) is in fact independent of S, and hence we will often drop it from the notation.
Note that R ∆,P,1 = R ∆,P , and when S is finite and supp P = S then R ∆,P,+∞ = R ∆ . In general, though, we need a further optimization to recover R ∆ from R ∆,P,+∞ . According to well-known properties of the β-norms, R ∆,P,β1 ≤ R ∆,P,β2 when β 1 ≤ β 2 , and R ∆,P,β ր R ∆,P,+∞ as β ր +∞ (A.3)
for any P ∈ P f (B(H) + ). Moreover, it is clear from the definitions that
for any S ⊆ S(H) and β ∈ [1, +∞]. Under some mild conditions on ∆, the above holds as an equality; see Proposition A.3.
Proposition A.3 Assume that ∆ is convex and lower semi-continuous in its second argument. Then
for any S ⊆ D and β ∈ [1, +∞].
Proof Due to (A.4) and the monotonicity (A.3), it is enough to prove the assertion for β = 1. We have
The first equality above is by definition, and the second one is trivial. The third one follows from Lemma A.2 by noting that ̺∈S P (̺) ∆(̺ σ) is convex and lower semi-continuous in σ on the compact set S(H), and it is trivially concave (in fact, affine) on the convex set P f (S). The last equality is again by definition.
Lemma A.4 The ∆-radius satisfies the following simple properties.
(1) The ∆-radius is a monotone function of S, i.e., if
(3) If ∆ is quasi-convex in its first argument then R ∆ (S) = R ∆ (conv(S)) and C ∆ (S) = C ∆ (conv(S)).
(4) If ∆ is lower semi-continuous in its first argument then R ∆ (S) = R ∆ (S) and C ∆ (S) = C ∆ (S).
Proof The monotonicity in (1) is obvious.
Assume that the conditions of (2) hold, and that σ is a ∆-centre for S ′ (if C ∆ (S) = ∅ then the assertion holds trivially). Then
from which sup ̺∈S ∆(̺ σ) = R ∆ (S), i.e., σ is a ∆-centre of S.
As a consequence of (1), in (3) we only have to prove that R ∆ (S) ≥ R ∆ (conv(S)) and C ∆ (S) ⊆ C ∆ (conv(S)), and analogously in (4), with S in place of conv(S).
Assume that ∆ is quasi-convex in its first argument. For any ̺ ′ ∈ conv(S), there exists a finitely supported probability distribution P ̺ ′ ∈ P f (S) such that ̺ ′ = ̺∈S P ̺ ′ (̺)̺, and hence
Taking the supremum in ̺ ′ ∈ conv(S) and then the infimum in σ ∈ D yields
Assume now that ∆ is l.s.c. in its first argument, and let ̺ ′ ∈ S. Then there exists a sequence (̺ n ) n∈N ⊆ S converging to ̺ ′ , and hence, by lower semi-continuity, ∆(̺ ′ σ) ≤ lim inf n→+∞ ∆(̺ n σ) ≤ sup ̺∈S ∆(̺ σ) for any σ ∈ D. Taking the supremum in ̺ ′ ∈ S and then the infimum in σ ∈ D yields (4). If σ ∈ C ∆ (S) then
Corollary A.5 If ∆ is quasi-convex and lower semi-continuous in its first argument then
for any S.
As a consequence, when studying the divergence radius for a divergence with the above properties, we can often restrict our investigation to closed convex sets without loss of generality.
Proposition A.6 Assume that ∆ satisfies (A.5) for any S ⊆ D. Then R ∆ is continuous on monotone increasing nets of subsets of S(H), i.e., if S ⊆ P (S(H)) (all the subsets of S(H)) such that for all S, S ′ ∈ S there exists an S ′′ ∈ S with S ∪ S ′ ⊆ S ′′ then
In particular, for any S ⊆ D,
Proof It is clear from the monotonicity stated in Lemma A.4 that
and hence we only have to prove the converse inequality. To this end, let
where the equality holds by assumption. Then there exists a P ∈ P f (∪S) for which c < R ∆,P (∪S), and there exists an S ∈ S such that supp P ⊆ S, and hence R ∆,P (∪S) = R ∆,P (S). From this we get (A.6), and (A.7) follows immediately.
Remark A.7 Theorem 3.5 in [29] states A.5 for β = 1 and ∆ the relative entropy. However, in their proof they use (A.7) without any explanation. In the proof above we assumed that A.5 holds, so the question arises whether the proof in [29] can be made complete in some other way.
Generalized mutual informations
For a general divergence ∆, and a gsc channel W : X → B(H + , we may define the ∆-mutual information between the classical input and the quantum output of the channel for a fixed input distribution P ∈ P f (X ) as
We say that ∆ is block additive if for any
The following is obvious:
Lemma A.8 Assume that ∆ is block additive and homogeneous. Then
for any gcq channel W and input distribution P .
In particular, all Q α,z are block additive and homogenous, and hence we have Corollary A.9 For any (α, z), any gcq channel W and input distribution P , we have
Note, moreover, that
The same proof as for Theorem A.10 yields the following:
Proposition A.10 Assume that (α, z) are such that Q α,z is convex in its second variable, and the infimum in the definition of the Q α,z divergence radius is always attained at a σ with σ 0 = W (P ) 0 . Then σ is a P -weighted Q α,z divergence radius for ran W if and only if it is a fixed point of the map
σ ∈ S W,P (H) ++ , where
Remark A.11 Note that the fixed point equation in (A.8) is almost the same as in (III. 16) , except that the normalization of sigma is obtained in different ways.
Tsallis divergence radii
Note that while we defined the divergence radius and center for an arbitrary non-empty subset of B(H) + , in the definition of the center we restricted to normalized states. Alternative notions of the P -weighted divergence radius and center can be defined as
and any σ that attains the above infimum is called a PSD divergence center. In the case of a gcq channel W : X → B(H) + and P ∈ P f (X ) we definẽ
as before.
From the Q α,z quantities, one can define natural generalizations of the Tsallis relative entropy, the α − z Tsallis divergences, as
We have the following:
Proposition A.12 σ is a P • W −1 -weighted PSD T α,z divergence center for ran W if and only if σ/ Tr σ is a P • W −1 -weighted Q α,z divergence center for ran W , and
Differentiating w.r.t. λ yields that the optimal λ is
Writing it back to the previous equation, we get
Remark A. 13 In the case z = 1, the unique Q α,1 -center is known due to the Sibson identity, and it is equal to
where c is a normalization constant. As a consequence, there is a unique PSD T α,z center
Further properties of the Rényi information radii
Lemma A.14 For any σ ∈ S(H) ++ and any α ∈ (0, +∞) \ {1}, the map x → D * α (W (x) σ) is bounded on X , and hence the map P → x∈X P (x)D * α (W (x) σ) is continuous on P f (X ) in the variational norm.
Proof We prove the case α > 1; the case α ∈ (0, 1) follows the same way with all inequalities reversed. If σ ∈ S(H) ++ then σ ≥ λ min (σ)I, and hence σ
proving the boundedness, and the assertion on continuity is immediate from this.
Corollary A. 15 The map P → χ * α,2 (W, P ) is concave and upper semi-continuous on P f (X ) in the variational norm. In particular, if P ∈ P f (X ) and P n ∈ P f (X ), n ∈ N, are such that
(A.9)
Proof χ α,2 (W, P ) * , as the infimum of continuous affine functions, is upper semi-continuous and concave. Upper semi-continuity imples (A.9).
Appendix B: Types
Let X be a non-empty set, and let P f (X ) denote the set of finitely supported probability measures on X , which we naturally identify with finitely supported probability mass functions. For a sequence x ∈ X n , the type P x ∈ P f (X ) of x is the empirical distribution of x, defined as
where δ x is the Dirac measure concentrated at x. We say that a probability distribution P on X is an n-type if there exists an x ∈ X n such that P = P x . We denote the set of n-types by P n (X ). For an n-type P , let X n P := {x ∈ X n : P x = P } be the set of sequences with the same type P . A key property of types is that x, y ∈ X n have the same type if and only if they are permutations of each other, and for any x, y with P x = P y , we have
By Lemma 2.3 in [8] , for any P ∈ P n (X ),
where supp P := {x ∈ X : P (x) > 0}, and H(P ) := − x∈X P (x) log P (x) is the Shannon entropy of P . We will use the following simple observation:
Lemma B.1 For any P ∈ P f (X ), and any m ∈ N,
Proof Note that if x i / ∈ supp P for some x ∈ X m and i ∈ [m] then P ⊗m (x) = 0, and hence the LHS above is equal to x∈(supp P ) m P ⊗m (x)P x . For any a ∈ X , we have
Appendix C: Proof of Proposition IV.2
Proof of Proposition IV.2: Define the classical-quantum states
where σ ∈ S(H) is an arbitrary state, and the POVM element
Then we have
For any σ ∈ S(H ⊗n ) such that W ⊗n (E n (k)) 0 ≤ σ 0 for all k, and for all α > 1, we get
where the inequality is due to the monotonicity of the sandwiched Rényi divergence for α > 1. Note that the inequality between the first and the last expressions above holds trivially when
for any σ ∈ S(H) and α > 1. Hence, if
Assuming instead that lim inf n→+∞ 1 n log |C n | ≥ R, taking the first the limit n → +∞ in (C.1) for a fixed σ ∈ S(H) ++ , using Lemma A.14, then taking the infimum over σ, and finally the infimum over α > 1, we get lim sup
which is what we wanted to prove.
Remark C.1 Note that (C.2) is valid for every n for which 1 n log |C n | ≥ R, and hence it gives a stronger statement then the asymptotic version (C.3).
Remark C.2 We can also arrive at (C.3) by taking (C.2) without the supremum over α, taking the limit n → +∞ and using Corollary A.15, and then taking the infimum over α > 1.
Appendix D: Random coding exponent with constant composition
Below we give a slight variation of the constant composition random coding bound first proved in [4] . We start with the following random coding bound, given in [13, 15, 28] .
, and
In particular, there exists an x ∈ supp Q n such that P e (W ⊗n , C n,x ) is upper bounded by the RHS of (D.1).
From this, we can obtain the following: Proposition D.2 Let W : X → S(H) be a classical-quantum channel, and let R > 0. For every n ∈ N, and every type P n ∈ P n (X ), there exists a code C n of constant composition P n with rate
Proof Let X n := X n Pn ⊆ X n be the set of sequences with type P n . Choosing Q n := 1 |Xn| 1 Xn in Lemma D.1, we get the existence of codes C n with constant composition P n such that
for any x ∈ X n , where we used that
Now we use the well-known facts that |X n Pn | ≥ (n+1) −| supp Pn| e nH(Pn) , and that for any y ∈ X n Pn , P ⊗n n (y) = e −nH(Pn) , (see (B.1) and (B.2)), to obtain that
Using that t → t 1−α is operator monotone on R + for α ∈ [0, 1], we get that
From this (D.2) follows by simple algebra.
Corollary D.3 Let W : X → S(H) be a classical-quantum channel, let R > 0, and P ∈ P f (X ).
There exists a sequence of codes (C n ) n∈N , where all C n are of constant composition with some P n ∈ P n (X ) and supp P n ⊆ supp P , lim n→+∞ P n − P 1 = 0, and every C n has rate 1 n log |C n | ≥ R, such that lim sup n→+∞ 1 n log P e (W ⊗n , C n ) ≤ − sup
If, moreover, R < x∈X P (x)D(W (x) W (P )) then P e (W ⊗n , C n ) goes to zero exponentially fast.
Proof For any given P we can find an approximating sequence P n ∈ P n (X ) such that supp P n ⊆ supp P for all n ∈ N, and lim n→+∞ P n − P 1 = 0. Applying Proposition D.2 to this sequence, the assertion follows. Note that α−1 α gives a strictly better prefactor, while it is not clear how χ α,2 (W, p) relates to x∈X P (x)D α (W (x) W (P )). However, the Csiszár-Körner bound is optimal for high enough rates, and hence it would be desirable to obtain an exact analogue of it for classical-quantum channels.
Constant composition exponents were obtained also for classical-quantum channels before; for instance, the following was stated in [14] : Let X be a finite set, H be a finite-dimensional Hilbert space, let P be a probability mass function on X , and R > 0. Then there exists a sequence of codes (C n ) n∈N such that lim n→+∞ 1 n log |C n | = R, and for any classical-quantum channel W : X → S(H),
While this is not sufficiently detailed in [14] , the codes above can indeed be chosen to be of constant composition. Note that the bound in (D.4) is not as strong as the classical universal random coding exponent given by Csiszár and Körner, as 0 < α < 2 − α for all α < 1, and χ α,2 (W, p) ≥ χ α,1 (W, p), with the inequality being strict in general.
Since lim αր1 ψ(α)/(α − 1) = ∂ − ψ(1) if ψ(1) = 0, and +∞ otherwise, we obtain that e n (r) → 0 as n → +∞ for any r ∈ R when ψ(1) < 0 and for r < ∂ − ψ(1) when ψ(1) = 0. Using that max{α n (S n,r ), e nr β n (S n,r )} ≤ e n (r), we see that in these cases, also e nr β n (S n,r ) → 0 and 1 − α n (S n,r ) → 1, and therefore Tr(̺ n − e nr σ n ) + → 1. This proves (E.1). Next, we prove (E.2). By the monotonicity of the sandwiched Rényi divergences, we have, for every 0 ≤ T n ≤ I, and every α > 1, Hence, if r > ∂ + ψ(1), then the RHS of (E.5) is negative, and thus Tr ̺ n S n,r → 0 as n → +∞. Using (E.3), we get that also e nr Tr σ n S n,r → 0, and hence Tr(̺ n − e nr σ n ) + → 0, as required.
Corollary E.2 For every n ∈ N, let P n be an n-type and x (n) ∈ X n be of type P n . Assume that (P n ) n∈N converges to some P ∈ P f (X ) and ∪ n∈N supp P n is finite. If V (x) 0 ≤ W (x) 0 for all x ∈ supp P n and all n large enough, then Hence, the assertion follows immediately from Lemma E.1.
