Mass formulas for local Galois representations and quotient
  singularities I: a comparison of counting functions by Wood, Melanie Machett & Yasuda, Takehiko
ar
X
iv
:1
30
9.
28
79
v3
  [
ma
th.
NT
]  
18
 Fe
b 2
01
5
MASS FORMULAS FOR LOCAL GALOIS REPRESENTATIONS
AND QUOTIENT SINGULARITIES I: A COMPARISON OF
COUNTING FUNCTIONS
MELANIE MACHETT WOOD AND TAKEHIKO YASUDA
Abstract. We study a relation between the Artin conductor and the weight
coming from the motivic integration over wild Deligne-Mumford stacks. As
an application, we prove some version of the McKay correspondence, which
relates Bhargava’s mass formula for extensions of a local field and the Hilbert
scheme of points.
1. Introduction
The paper was motivated by an observation that two formulas appearing in very
different subjects look quite similar. One is Bhargava’s mass formula [Bha07] for a
weighted count of e´tale algebras (up to isomorphism) of fixed degree over a given
local field. The other is an explicit formula for a generating function concerning
the Hilbert scheme of points, which is essentially due to Ellingsrud and Strømme
[ES87]. In these two formulas, similar polynomials appear and both have partition
numbers as coefficients.
According to Kedlaya [Ked07], Bhargava’s formula is interpreted as a formula
about counting local Galois representations. Let K be a local field with residue
field Fq and GK its absolute Galois group. Now the formula becomes of the form,
(1.1)
1
n!
·
∑
ρ∈Homcont.(GK ,Sn)
q−a(ρ) =
n−1∑
m=0
P (n, n−m) · q−m.
Here ρ runs over continuous homomorphisms GK → Sn and a(ρ) is the Artin
conductor of the induced representation GK → GLn(C). Then, as in [Ked07,
Woo08], it is natural to look for formulas when the group Sn and the function −a
in the left hand side are replaced with something else.
Let H be the Hilbert scheme of n points of A2Fq and Z ⊂ H the locus parametriz-
ing subschemes supported at the origin. The cell decomposition of Z in [ES87,
CV08] shows that
(1.2) ♯Z(Fq) =
n−1∑
m=0
P (n, n−m) · qm.
One finds that the right hand side is the same as that of (1.1) except signs of
exponents of q.
The aim of this paper is to make clearer the relation between formulas (1.1) and
(1.2). The key ingredient is the wild McKay correspondence studied in [Yas14, Yas].
LetK be a local field with residue field κ = Fq, OK its integer ring andX := AnOK/Γ
the quotient scheme of AnOK by an OK -linear faithful action of a finite group Γ
1
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without pseudo-reflections. Suppose that there exists a crepant resolution Y → X
and let Z ⊂ Y be the preimage of the origin of Xκ := X ⊗OK κ.
AnOK
/Γ

Z ⊂ Y crep. res. // 0 ∈ X
In this setting, we will pose the following variant of what was conjectured in [Yas]
in the motivic context and in the case of algebraically closed residue field:
Conjecture 1.1 (Conjecture 5.17). We have
♯Z(Fq) =
1
♯Γ
·
∑
ρ∈Homcont.(GK ,Γ)
qw(ρ).
Here w(ρ) is the weight of ρ (for details, see Section 3).
This was proved in [Yas14] when κ is a finite field of characteristic p, K = κ((t)),
Γ = Z/pZ and the Γ-action on Anκ[[t]] is defined over κ. A particularly interesting
situation of the conjecture is when Y is the Hilbert scheme of n points, HOK , now
defined over OK instead of Fq, X is the symmetric product of the affine plane,
SnA2OK = A
2n
OK
/Sn and Γ is Sn. Then the left hand side of the equality in the
conjecture is nothing but that of formula (1.2) and the right is the left hand side
of (1.1) with −a replaced with w. Therefore it is natural to ask what the relation
between the Artin conductor and the weight is. We will study it in the tame case
and also for permutation representations, whether tame or wild. Using an obtained
relation and Bhargava’s more precise formula [Bha07], we will prove the following:
Theorem 1.2 (Theorem 5.21). The conjecture above holds for Y = HOK , X =
SnA2OK and Γ = Sn.
Also we will prove the conjecture when K has equal characteristic prime to ♯Γ
and the Γ-action is defined over the residue field (Corollary 5.19).
From Theorem 1.2, we immediately see that formulas for counts of local Galois
representations with respect to −a and w interchange by the replacement q ↔ q−1
in this particular case. We will find this duality in a few other cases too. It is still
very mysterious why and when the duality holds especially in the wild case. This
problem will be discussed in the subsequent paper [WY].
The paper is organized as follows. In Sections 2 to 4, we treat counting functions
such as a, w and their relatives, and discuss their relations. The last and longest
section, Section 5, is devoted to the McKay correspondence. Here we briefly recall
the background and formulate several versions of the McKay correspondence both
in the tame and wild cases, some of which are still conjectural. We prove some of
them in some cases. To formulate and prove a version of the McKay correspondence
in the tame case over an arbitrary perfect field, we make heavy use of Deligne-
Mumford stacks. Since this part of the paper is rather independent of the rest, the
reader unfamiliar with stacks may skip it.
1.1. Convention. A local field means a complete discrete valuation field with (pos-
sibly infinite) perfect residue field, unless otherwise noted.
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2. Total masses and the Artin conductor
2.1. Total masses and counting functions. Let K be a local field and GK :=
Gal(Ksep/K) its absolute Galois group. For a finite group Γ, we put SK,Γ to be
the set of continuous homomorphisms GK → Γ. Given a function c : SK,Γ → R,
the total mass of (K,Γ, c) is
M(K,Γ, c) :=
1
♯Γ
∑
ρ∈SK,Γ
q−c(ρ) ∈ R≥0 ∪ {∞},
which was defined by Kedlaya [Ked07] for a special choice of c and Wood [Woo08]
in general. This quantity is the main concern of this paper. We call c a counting
function.
We are mainly interested in two choices of the counting function c. One is the
Artin conductor as studied in [Ked07] and the other the weight originating in the
study of motivic integration over wild Deligne-Mumford stacks [Yas].1 Both are
associated to a representation of Γ. They and their relatives share many properties.
For the unified treatment, we will introduce the following notion.
Definition 2.1. For each local field K, let us denote by RK either a fixed field
(independent of K), K itself or its integer ring OK . A counting system is a family
of functions,
c• = (cK,Γ,τ : SK,Γ → R)K,Γ,τ ,
whereK runs over local fields, Γ finite groups and τ finite-dimensional Γ-representations
Γ→ GLn(RK).
Next we introduce several properties of a counting function system.
Definition 2.2. We say that c• is additive if we always have
cK,Γ,τ⊕σ = cK,Γ,τ + cK,Γ,σ
and if for the trivial representation α : Γ→ GL1(RK), we have
cK,Γ,α ≡ 0.
We say that c• is geometric if we always have
cK,Γ,τ (ρ) = cKnr,Γ,τnr(ρ
nr),
where the superscript “nr” means passing fromK to the completion of the maximal
unramified extension of K, which we denote by Knr by a slight abuse of notation.
We say that c• is convertible if for a homomorphism φ : Γ1 → Γ2 of finite groups
and a Γ2-representation τ : Γ2 → GLn(RK), we always have
cK,Γ1,τ◦φ(ρ) = cK,Γ2,τ (φ ◦ ρ) (ρ ∈ SK,Γ1).
Finally we say that c• is complete if it is additive, geometric and convertible.
1When Γ is constructed from symmetric groups by using wreath products and direct products,
there is yet another interesting choice of the counting function [Woo08].
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2.2. The Artin conductor. Let L/K be a finite Galois extension of local fields
with G := Gal(L/K) and Gi, i = 0, 1, . . . , the ith ramification subgroups, which
are defined by
Gi = {g ∈ G | vL(gx− g) ≥ i+ 1 for all x ∈ OL}.
Here vL is the normalized valuation of L. For a representation τ : G → GLn(k)
with k either a fixed field or K, following [Ser87], we define the Artin conductor of
τ by
aτ (L/K) = aτ (L) :=
∞∑
i=0
1
(G0 : Gi)
· codim (kn)Gi .
We write the conductor as a function in L for the consistency with the later use.
Remark 2.3. If k = C, then the definition above coincides with the one using the
inner product of characters as defined in [Ser79, VI, §2]. Taguchi [Tag02] proved
that our Artin conductor satisfies the same induction formula as the ordinary one
over C does. In particular, the well-known relation between the Artin conductor
and the discriminant still holds in our setting.
We also define the Swan conductor and the tame part (of the Artin conductor)
as follows:
sτ (L) :=
∞∑
i=1
1
(G0 : Gi)
· codim (kn)Gi and
tτ (L) := aτ (L)− sτ (L) = codim (kn)G0 .
2.3. The Artin conductor as a counting system. Let K be a local field and
fix a representation τ : Γ→ GLn(k) with k = K or a field independent of K. Then
for ρ ∈ SK,Γ, we put Lρ/K to be the Galois extension corresponding to the kernel
of τ ◦ ρ and τ ′ : Γ′ →֒ GLn(k) to be the induced representation of Γ′ := Im(τ ◦ ρ).
We define the function
aK,Γ,τ = aτ : SK,Γ → Z≥0
ρ 7→ aτ (ρ) := aτ ′(Lρ),
which we again call the Artin conductor. Similarly we define the Swan conductor,
sK,Γ,τ = sτ , and the tame part of the Artin conductor, tK,Γ,τ = tτ , as functions on
SK,Γ. We thus have obtained three counting systems a•, s• and t•.
Proposition 2.4. a•, s• and t• are complete.
Proof. The additivity and convertibility are obvious from the definition. The geo-
metricity follows from the fact that the higher ramification groups Gi of a Galois
extension L/K is stable by passing to Lnr/Knr. 
The completeness is shared by all counting systems appearing in this paper
including the weight introduced below. Let us now see a property of the Artin
conductor which distinguish it from the weight.
Lemma 2.5. Let α : Γ → Γ be an automorphism preserving all subgroups and
define a map
α∗ : SK,Γ → SK,Γ, ρ 7→ α ◦ ρ.
Then, for c = a, s and t and for any Γ-representation τ , we have
cτ = cτ ◦ α∗.
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Proof. With the notation as above, the Galois extensions Lρ and Lα◦ρ are identical,
which shows the lemma. 
2.4. Bhargava’s mass formula. Let K be a local field with a finite residue field
Fq. Serre [Ser78] proved the following mass formula: for a positive integer n,∑
L
1
♯Aut(L/K)
· q−vK(dL/K) = q1−n,
where L/K runs over the isomorphism classes of totally ramified field extensions
with [L : K] = n and dL/K denotes their discriminants. Then Bhargava [Bha07]
proved an analogous formula for e´tale extensions: if P (n, r) denotes the number of
partitions of n into exactly r parts, then
∑
E
1
♯Aut(E/K)
· q−vK(dE/K) =
n−1∑
m=0
P (n, n−m) · q−m,
where E/K runs over the isomorphism classes of e´tale extensions with [E : K] = n.
Let Sn be the nth symmetric group. Each element ρ ∈ SK,Sn defines a GK-action
on {1, 2, . . . , n} and an e´tale extension Eρ/K of degree n. This gives a one-to-one
correspondence between the classes of ρ ∈ SK,Sn modulo the conjugation of Sn and
the isomorphism classes of e´tale extensions E/K with [E : K] = n. Let
σ : Sn → GLn(k)
be the defining representation of Sn with k an arbitrary field. Kedlaya [Ked07]
showed2 that for ρ ∈ SK,Sn ,
(2.1) aσ(ρ) = vK(dEρ/K)
and that through the correspondence above, Bhargava’s formula is rewritten as
follows:
(2.2) M(K,Sn, aσ) =
n−1∑
i=0
P (n, n−m) · q−m.
We can slightly generalize Equality (2.1) as follows:
Lemma 2.6. Let τ : Γ→ GLn(k) be a permutation representation of a finite group
Γ. For ρ ∈ SK,Γ, we denote by Eρ/K the corresponding e´tale extension of degree
n. Then
aτ (ρ) = vK(dEρ/K).
Proof. From the convertibility of a•, we may replace Γ with Sn and τ with its
defining representation σ without changing either side of the equality. Thus we can
reduce to (2.1). 
2In fact, he considers only the case k = C. However, since σ is a permutation representation,
aσ is independent of k. Also, for any representation, Taguchi [Tag02] proved that the relation
between the Artin conductor and the discriminant is valid over any field.
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3. Weights
Another function on SK,Γ, the weight, came from the study of the wild McKay
correspondence using motivic integration [Yas] (see Section 5).
Let Γ be a finite group. As GK is the e´tale fundamental group of SpecK, there
is a one-to-one correspondence between SK,Γ and the set of pointed e´tale Γ-torsors
over SpecK modulo isomorphism (see [Mil80, page 44]). As the data of pointing
are not so important in what follows, we will often ignore them. We denote the
Γ-torsor corresponding to ρ ∈ SK,Γ as
(3.1) Tρ = SpecMρ → SpecK.
Let OMρ be the integral closure of OK in Mρ and τ : Γ → GLn(OK) a Γ-
representation. Then Γ acts on O⊕nMρ in two ways. First Γ acts on OMρ and hence
diagonally on O⊕nMρ , which determines
δ : Γ→ AutOK (OMρ)⊕n.
On the other hand, τ naturally extends to
τ˜ : Γ→ GLn(OK) →֒ GLn(OMρ).
Definition 3.1. We define the tuning submodule Ξρ ⊂ O⊕nMρ to be the subset of
elements on which the two actions δ and τ˜ coincide, that is,
Ξρ := {x ∈ O⊕nMρ | ∀γ ∈ Γ, δ(γ)(x) = τ˜(γ)(x)}.
When we want to specify τ , we write it as Ξτρ .
Lemma 3.2 ([Yas]). Ξρ is a free OK-module of rank n.
Proof. This is obviously a torsion-free, hence free OK-module. To show that this
has rank n, we take a trivial Γ-torsor SpecN → SpecL obtained from (3.1) by a
scalar extension L/K . Then we write N =
∏
γ∈Γ Lγ such that Lγ are copies of L
and each γ ∈ Γ induces an isomorphism L1 ∼−→ Lγ which is actually the identity of
L. Then Ξρ ⊗OK L ⊂ N⊕n is still the subset of those elements on which the two
induced Γ-actions coincide. Hence
Ξρ ⊗OK L = {(τ(γ)(x))γ∈Γ | x ∈ L⊕n} ∼= L⊕n.
This shows that Ξρ has rank n. 
Definition 3.3. We define a counting system v• as follows: Let xi = (xij)1≤j≤n ∈
O⊕nMρ , 1 ≤ i ≤ n, be a basis of Ξρ as a free OK-module. Then we define vK,Γ,τ (ρ) =
vτ (ρ) ∈ 1♯ΓZ≥0 by
vτ (ρ) :=
1
♯Γ
· length
( OMρ
(det(xij))
)
=
1
♯Γ
· length
( O⊕nMρ
OMρ · Ξρ
)
.
Lemma 3.4. v• is complete.
Proof. The additivity is obvious. To show the geometricity, it suffices to show the
identity of submodules of OMρnr ,
Ξρnr = Ξρ ⊗OMρ OMρnr .
Indeed Ξρ is defined as the kernel of an OK-linear map
(δ(γ)− τ˜ (γ))γ∈Γ : O⊕nMρ → (O⊕nMρ)⊕♯Γ
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and similarly for Ξρnr : denote them α and αnr. From the compatibilities of tensor
product with completion and direct limit, we have that OMnrρ = OMρ ⊗OK OKnr .
We see that αnr is obtained from α by tensoring OKnr over OK , for instance, by
looking at the matrix representations of these maps. Therefore αnr is obtained from
α by tensoring OMnrρ over OMρ . The desired identity holds since OMρnr is flat over
OMρ .
To show the convertibility, it suffices to show it in the cases where φ : Γ1 → Γ2 in
Definition 2.2 is respectively injective and surjective. First we consider the former
case, supposing that Γ1 is a subgroup of Γ2. Let ρ1 ∈ SK,Γ1 , ρ2 := φ ◦ ρ1 ∈ SK,Γ2
and
Ti = SpecMi → SpecK (i = 1, 2)
the corresponding Γi-torsors. Then T2 is isomorphic to the disjoint union of copies
of T1. Therefore if γ1 = 1, γ2, . . . , γl ∈ Γ2 are representatives of Γ1-cosets, we can
write
OM2 =
∏
i
OM1,i,
with OM1,i copies of OM1 . Moreover we suppose that for each i, the γi-action on
OM2 induces the isomorphism OM1,1 → OM1,i coming from the identity of OM1 . If
Ξi ⊂ O⊕nMi , i = 1, 2, are the tuning modules, then
Ξ2 = {x ∈ O⊕nM2 | ∀γ ∈ Γ2, δ(γ)(x) = τ(γ)(x)}
= {(xi) ∈
∏
i
O⊕nM1,i | x1 ∈ Ξ1 and xi = γi(x1)}.
This shows the convertibility in this case.
Next consider the case where φ is surjective. We may suppose that Γ2 is the
quotient of Γ1 by a normal subgroup N . With the same notation as above, we
have T2 = T1/N and OM2 = ONM1 . Then we see that Ξ1 is contained in O⊕nM2 and
identical to Ξ2. This finishes the proof. 
Let Γ′ ⊂ Γ be the stabilizer of a connected component of Tρnr = SpecMρnr , that
is, if U is a connected component, then Γ′ = {γ ∈ Γ | γ(U) = U}. This subgroup
is unique up to conjugacy. Denoting the residue field of K by κ, we consider the
following Γ′-representation over κ,
Γ′ →֒ Γ τ−→ GLn(OK)→ GLn(κ),
and write its fixed point locus as (κn)Γ
′
.
Definition 3.5. We define the residual tame part by
t¯τ (ρ) := codim (κ
n)Γ
′
.
The following is obvious from the definition.
Lemma 3.6. The counting system t¯• is complete.
Definition 3.7. We define the weight of ρ ∈ SK,Γ with respect to τ as
wτ (ρ) := t¯τ (ρ)− vτ (ρ) ∈ 1
♯Γ
· Z≤n.
Corollary 3.8. The counting system w• is complete.
Proof. This follows from the completeness of v• and t¯•. 
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4. A comparison of the Artin conductor and the weight
For a representation τ : Γ → GLn(OK), we define a function aτ on SK,Γ by
aτ := aι◦τ with ι : GLn(OK) →֒ GLn(K). We will study a relation among the
Artin conductor aτ , the weight wτ and their relatives.
4.1. The tame case. In this subsection, we consider the tame case, that is, ♯Γ is
prime to the residue characteristic of K. Since the involved counting systems are
complete, in particular, geometric, without loss of generality, we now suppose that
K has an algebraically closed residue field.
For ρ ∈ SK,Γ, let Lρ/K be the Galois extension defined by the kernel of τ ◦ ρ.
Its Galois group G := Gal(Lρ/K) is cyclic, say having a generator g. As for higher
ramification groups, we have G0 = G and Gi = 1 for i ≥ 1. Therefore we easily see
the following.
Lemma 4.1. We have
aτ (ρ) = tτ (ρ) = codim (K
n)G and sτ (ρ) = 0.
Corollary 4.2. If τ∨ is the dual representation of τ , then
aτ = aτ∨ .
Proof. From the preceding lemma, aτ (ρ) is equal to the number of eigenvalues of
the g-action on Kn not equal to 1. This number does not change by passing to the
dual representation, hence the corollary holds. 
For a positive integer l and a uniformizer π of K, we can write Lρ = K( l
√
π).
Lemma 4.3 (cf. [Yas, Example 6.7]). Let ζ ∈ K be the primitive l-th root of unity
such that g( l
√
π) = ζ · l√π, and let ζa1 , . . . , ζan , 0 ≤ ai < l, be the eigenvalues of
g ∈ GLn(K). Then
vτ (ρ) =
1
l
·
n∑
i=0
ai.
Proof. We first claim that g is diagonalizable over OK . Let ξ be a power of ζ
and Mξ ⊂ (OK)⊕n be the ξ-eigenmodule of g. The inclusion map Mξ →֒ (OK)⊕n
admits a splitting,
σξ : (OK)⊕n →Mξ, x 7→ 1
l
l−1∑
i=0
giξ−ix.
The product of σζi , 0 ≤ i < l gives the inverse of
l−1⊕
i=0
Mζi → (OK)⊕n, (xi) 7→
∑
xi.
This shows the claim. If we suppose g = diag(ζa1 , . . . , ζan), we can choose
( l
√
π
a1
, 0, . . . , 0), . . . , (0, . . . , 0, l
√
π
an
)
as a basis of the tuning submodule Ξρ ⊂ (OLρ)⊕n. This proves the lemma. 
Note that if we write the eigenvalues ζai , 0 ≤ ai < l as ζbi , 0 < bi ≤ l, then
wτ (ρ) = ♯{i | ai 6= 0} − 1
l
n∑
i=1
ai = n− 1
l
n∑
i=1
bi.
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Definition 4.4. We say that the representation τ is balanced if for every γ ∈ Γ,
every non-real eigenvalue of τ(γ) appears in a pair with its inverse, that is, τ(γ)
have eigenvalues
ǫ1, ǫ
−1
1 , ǫ2, ǫ
−1
2 , . . . , ǫm, ǫ
−1
m , 1, . . . , 1,−1, . . . ,−1
up to permutation.
The following are examples of balanced representations:
(1) a representation defined over a field which can be embedded in R.
(2) a permutation representation.
(3) a self-dual representation, that is, a representation which is isomorphic to
its dual.
(4) τ ⊕ τ∨ for any τ .
Proposition 4.5. Suppose that τ is balanced. Then
wτ = vτ =
1
2
· t¯τ = 1
2
· tτ = 1
2
· aτ .
Proof. With the notation as above, the generator g of G = Gal(Lρ/K) has eigen-
values
ζb1 , ζl−b1 , · · · , ζbm , ζl−bm ,
r︷ ︸︸ ︷
1, . . . , 1,
s︷ ︸︸ ︷
−1, . . . ,−1 (0 < bi < l).
Then aτ (ρ) = 2m+ s, while
vτ (ρ) =
1
l
m∑
i=1
(bi + (l − bi)) + 1
l
s∑
j=1
l
2
= m+
s
2
.
We have proved that vτ = aτ/2.
Since nontrivial eigenvalues of g ∈ GLn(OK) ⊂ GLn(K) stay nontrivial by
passing to the residue field κ, we have
t¯τ (ρ) = codim (κ
n)g = codim (Kn)g = tτ (ρ).
This proves the remaining equalities. 
Corollary 4.6. Provided that ♯Γ is prime to the residue characteristic, we have
that for any τ ,
wτ⊕τ∨ = aτ .
Proof. Since τ ⊕ τ∨ is balanced,
wτ⊕τ∨ =
1
2
· aτ⊕τ∨.
Since a• is additive and aτ = aτ∨ , the corollary follows. 
Remark 4.7. Without the tameness condition, t• and t¯• do not generally coincide.
For instance, if K = κ((t)) with κ a perfect field of characteristic p > 0, then for
the representation
τ : Z/p
∼−→
〈(
1 t
0 1
)〉
⊂ GL2(κ[[t]])
and ρ ∈ SK,Z/p defining a ramified Z/p-extension of K, we have
tτ (ρ) = 1 and t¯τ (ρ) = 0.
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4.2. Permutation representations. We now drop the requirement that ♯Γ is
prime to the residue characteristic ofK, and suppose instead that τ : Γ→ GLn(OK)
is a permutation representation. If it is tame, then it is balanced and Proposition 4.5
applies. Otherwise, the assertion of the proposition fails. However some equalities
are still valid.
Theorem 4.8. For a permutation representation τ , we have
t¯τ = tτ and vτ =
1
2
· aτ .
Proof. The first equality is obvious. For the second, let ρ ∈ SK,Γ. In order to
compute both sides of the second equality, since a• and v• are complete, we may
reduce to the case where τ is an inclusion map, Γ transitively acts on {1, . . . , n} and
ρ is surjective. Let Tρ = SpecMρ → SpecK be the Γ-torsor corresponding to ρ.
From the Γ-action on {1, . . . , n}, ρ defines also an e´tale extension Eρ/K of degree
n. From the assumption we have just made, Mρ and Eρ are fields. Let ∆ ⊂ Γ
be the stabilizer of 1 ∈ {1, . . . , n}. Then we can identify Eρ with the ∆-invariant
subfield M∆ρ ⊂ Mρ. Let σi ∈ ∆, i = 1, . . . , n, be such that σi(1) = i. Then, by
definition,
Ξρ = {(σ1(e), . . . , σn(e)) ∈ O⊕nMρ | e ∈ OEρ}.
Note that σi(e) is independent of the choice of σi. If e1, . . . , en are a basis of OEρ
as an OK-module, then (σ1(ei), . . . , σn(ei)), i = 1, . . . , n, are a basis of Ξρ. Since
dEρ/K = det(σj(ei))
2,
we have
vτ (ρ) =
1
n!
· vMρ(det(σj(ei))) =
1
2
· vK(dEρ/K).
Lemma 2.6 completes the proof. 
Corollary 4.9. For a permutation representation τ , let 2τ := τ ⊕ τ. Then
w2τ = 2 · tτ − aτ = tτ − sτ .
For permutation representations, the expression w2τ = tτ − sτ shows that the
tame part contributes positively to the weight, while the p-part contributes nega-
tively, as observed in [Yas] in some other cases. It is in contrast with that both the
tame and p- parts contribute positively to the Artin conductor: aτ = tτ + sτ .
Example 4.10. Theorem 4.8 and Corollary 4.9 fail without the assumption that
τ is a permutation representation. Suppose that K has characteristic p > 0 and
Γ = 〈γ〉 ∼= Z/(p). For n ≤ p, consider the representation τ : Γ→ GLn(OK) with
τ(γ) =


1 1
1 1
. . .
. . .
1 1
1

 .
For ρ ∈ SK,Γ with Lρ/K ramified, let j be the largest integer i with Gi 6= 1. By an
easy calculation, we have
aτ (ρ) = (j + 1)(n− 1) and
tτ (ρ) = t¯τ (ρ) = n− 1.
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On the other hand, from [Yas, Example 6.8], we have
wτ (ρ) = −
n−1∑
a=1
⌊
ja
p
⌋
.
For instance, if n = 2, then
2tτ − aτ = 1− j,
while
w2τ = −2
⌊
j
p
⌋
.
They are not equal unless p = 2.
5. The McKay correspondence
In this section, we discuss several versions of the McKay correspondence in terms
of motivic invariants. We also formulate point counting realizations of these corre-
spondences and prove them in some cases.
5.1. The Grothendieck ring of varieties and the point counting realiza-
tion. We first describe the set to which motivic invariants belong. Let κ be a
perfect field. The Grothendieck ring of κ-varieties, denoted K0(Varκ), is the free
abelian group of isomorphic classes [V ] of κ-varieties modulo the following relation:
if W is a closed subvariety of V , then [V ] = [W ] + [V \W ]. This indeed becomes
a ring by the multiplication defined by [V ] · [V ′] := [V ×κ V ′]. For a constructible
subset C ⊂ V , its class [C] in K0(Varκ) is defined in a natural way. We define a
distinguished element L := [A1κ] of K0(Varκ). If κ = Fq, then there exists a unique
ring map
♯ : K0(Varκ)→ Z
sending [V ] to ♯V (κ), which is called the point counting realization.
Motivic integrals which we will consider below take values in a certain modifi-
cation of K0(Varκ), the semiring R
1/r in [Yas06, Section 3.8], where r is the order
of the given finite group Γ. Alternatively, we may use the complete Grothendieck
ring of mixed Gκ-representations over Ql, Kˆ0(MR(Gκ,Ql)), with l a prime number
prime to r and to the characteristic of κ. As in K0(Varκ), there exists an element
[V ] ∈ R1/r associated to each κ-variety V . IfW is a closed subvariety of V , then we
again have [V ] = [W ] + [V \W ]. The product of elements [V ] and [V ′] is similarly
given. Moreover R1/r contains fractional powers Li of L = [A1κ] for i ∈ 1rZ. For
i ∈ 1rZ with i > 0, the infinite sum
1 + L−i + L−2i + · · ·
converges in R1/r. Let R
1/r
0 be the subsemiring of R
1/r generated by the classes
[V ] of κ-varieties, fractional powers Li, i ∈ 1rZ of L and the infinite sums of the
above form. We then have the point counting realization,
♯ : R
1/r
0 → R,
which sends [V ] to ♯V (κ), L−i to q−i, and the infinite sum 1+L−i +L−2i + · · · to
1 + q−i + q−2i + · · · = 1
1− q−i .
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We can check that this map is actually well defined for instance by using the
realization map R1/r → Kˆ0(MR(Gκ,Ql)) given in [Yas06, Section 3.8] (see also
[Yas14, page 1142]).
5.2. The tame case. The classical McKay correspondence is about ADE surface
singularities over C and originates in McKay’s observation in the late 70 that the
same Dynkin diagram appears both in the minimal resolution of singularities and
in representation theory. Later, it has been refined and generalized in diverse
directions. The first hint of a generalization to higher dimensions came from physics
[DHVW86, DHVW85]. For more details on the McKay correspondence in general,
we refer the reader to a nice survey paper [Rei02].
A version of the McKay correspondence in terms of motivic invariants was ob-
tained by Batyrev [Bat99], where the base field was C. His result was a considerable
refinement of the “Physicists’ Euler number conjecture”. A slightly different version
was obtained by Denef-Loeser [DL02] over a field of characteristic zero containing
all ♯Γ-th roots of unity with Γ the given finite group. Yasuda [Yas06] then gener-
alized it to an arbitrary perfect field of characteristic prime to ♯Γ. Now we recall
these results. For the sake of intelligibility, we first see the case of a perfect field
(possibly of positive characteristic) containing all ♯Γ-th roots of unity.
Let κ be a perfect field and τ : Γ →֒ GLn(κ) a faithful representation of a finite
group Γ, through which we regard Γ as a subgroup of GLn(κ). The group Γ acts on
the polynomial ring κ[x1, . . . , xn] by naturally extending the Γ-action on the linear
part
⊕
i κ · xi ∼= κn. Let Anκ := Spec κ[x1, . . . , xn] and X := Anκ/Γ the quotient
scheme. Since X is a Q-Gorenstein variety over κ, for a resolution of singularities
f : Y → X, we can define the relative canonical divisor KY/K := KY − f∗KX ,
which is a Q-divisor with support contained in the exceptional locus. We say that
f is crepant if KY/K = 0. We let 0 ∈ X(κ) be the image of the origin of Anκ.
We suppose that κ contains all ♯Γ-th roots of unity and choose a primitive ♯Γ-th
root ζ.
Definition 5.1. For g ∈ Γ ⊂ GLn(κ), if it is equivalent to the diagonal matrix
diag(ζb1 , . . . , ζbn) with 1 ≤ bi ≤ ♯Γ, we put
wτ (g) := n− 1
♯Γ
n∑
i=1
bi ∈ Q.
The rational number wτ (g) depends only on τ and the conjugacy class of g.
We let Conj(Γ) be the set of conjugacy classes of Γ. The following is the McKay
correspondence in the simplest case:
Theorem 5.2 ([DL02, Yas06]). Suppose that Γ ⊂ GLn(κ) has no pseudo-reflection.
Namely, for any g ∈ Γ \ {1}, the fixed point locus (κn)g has codimension at least
two. Suppose that ♯Γ is prime to the characteristic of κ and that κ contains all
♯Γ-th roots of unity. Then, for a crepant resolution f : Y → X, we have
[f−1(0)] =
∑
[g]∈Conj(Γ)
Lwτ (g) ∈ R1/♯Γ0 .
When κ has characteristic zero and Γ is contained in SLn(κ), the theorem was
proved in [DL02]. To deduce the general case of the theorem from a result in
[Yas06], we need to first prove Theorem 5.9 below.
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Remark 5.3. The weight wτ (g) defined above in the tame case is essentially the
same thing as what is called age [IR96] or fermion number shift [Zas93].
To generalize the result to the tame case over an arbitrary perfect base field, we
need the notion of twisted 0-jets from the paper [Yas06], and in particular, need to
use Deligne-Mumford stacks.
Let l be a positive integer prime to the characteristic of κ. For a Deligne-
Mumford stack Z over κ, the stack of twisted 0-jets of order l, J l0Z, is the Deligne-
Mumford stack whose points are given as follows. Let µl,κ := Specκ[t]/(t
l − 1)
be the group scheme of l-th roots of unity defined over κ. For a κ-algebra R, an
R-point of J l0Z is a representable κ-morphism of the form
[SpecR/µl,κ]→ Z,
where µl,κ acts on SpecR trivially and [SpecR/µl,κ] is the associated quotient
stack. The natural morphism SpecR → [SpecR/µl,κ] gives a natural morphism
J l0Z → Z.
Remark 5.4. Twisted 0-jets are a special case of twisted n-jets given by repre-
sentable morphisms
[(SpecR[t]/(tnl+1))/µl,κ]→ Z.
Twisted jets and twisted arcs, which are representable morphisms
[SpecR[[t]]/µl,κ]→ Z,
naturally appeared in a generalization of motivic integration to Deligne-Mumford
stacks.
Let X := [Anκ/Γ] be the quotient stack associated to the Γ-action on Anκ. The
natural morphism Anκ → X factors through X and the induced morphism X → X
is finite and birational. We put
J0X :=
⊔
p∤l
J l0X .
Since J l0X is empty for l ∤ ♯Γ, the disjoint union is a finite union.
Remark 5.5. The stack J0X is a twisted form of the inertia stack IX := X×∆,X×X ,∆
X with ∆ : X → X × X the diagonal morphism. Namely J0X and IX become
isomorphic after the base change from κ to an algebra closure κ¯.
We put (J0X )0 to be the fiber product (J0X ) ×X Spec κ with respect to the
composition morphism J0X → X → X and the point 0 ∈ X(κ). The stack (J0X )0
is a closed substack of J0X . We denote its coarse moduli space by (J0X )0, which
is a scheme finite over κ. For an algebraic closure κ¯ of κ, we have an identification
(J0X )0(κ¯) = (J0X )0(κ¯)/ ∼= .
Here the right hand side is the set of isomorphism classes of morphisms Spec κ¯ →
(J0X )0.
Identifying Spec κ¯ with the origin of Anκ¯, we can identify [Spec κ¯/Γ] with a closed
substack of X ⊗κ κ¯. Then (J0X )0(κ¯) is identified with the isomorphism classes of
representable morphisms over κ
[Spec κ¯/µl]→ [Spec κ¯/Γ]
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for l | ♯Γ. Here µl is the group of lth roots of unity in κ¯ and later identified with
the group scheme µl,κ¯. Since the automorphism groups of the κ¯-points of these
quotient stacks are µl and Γ respectively, the morphism gives a homomorphism
µl → Γ,
which is injective because the stack morphism is representable. Now two repre-
sentable morphisms [Spec κ¯/µl] ⇒ [Spec κ¯/Γ] are isomorphic if and only if the
corresponding maps µl ⇒ Γ are conjugate to each other in Γ. Let Conj(µl,Γ)
be the set of injective homomorphisms modulo conjugation in Γ. We thus have a
natural one-to-one correspondence
(J0X )0(κ¯)↔
⊔
l|♯Γ
Conj(µl,Γ).
We fix a primitive ♯Γ-th root ζ ∈ κ¯ so that we obtain canonical choices of
generators of µl for all l | ♯Γ, that is, ζl := ζ♯Γ/l. Then we can identify an injective
map µl → Γ with the image of ζl in Γ, and
⊔
l|♯ΓConj(µl,Γ) with Conj(Γ). Thus
we obtain a one-to-one correspondence
(J0X )0(κ¯)↔ Conj(Γ).
For later use, we would like to know what subset of Conj(Γ) corresponds to the
subset of κ-points, (J0X )0(κ) ⊂ (J0X )0(κ¯), when κ is finite. If q is the cardinality
of a finite field κ, then we put
CΓ,q := {[g] ∈ Conj(Γ) | [g] = [gq]} ⊂ Conj(Γ).
Lemma 5.6. Suppose κ = Fq. By the correspondence (J0X )0(κ¯) ↔ Conj(Γ), the
subset (J0X )0(κ) corresponds to CΓ,q.
Proof. For a scheme U over Fq, we denote by FU the Frobenius morphism U → U
defined by the sheaf morphism OU → OU , f 7→ f q. We define a self-map F of
(J0X )0(κ¯) by
F (x) := x ◦ FSpec κ¯ = F(J0X )0 ◦ x.
The set of κ-points, (J0X )0(κ), is the fixed point locus (J0X )0(κ¯)F of F . It suffices
to show that the self-map F of (J0X )0(κ¯) corresponds to the self-map of CΓ,q
given by [g] 7→ [gq]. Note that Deligne-Mumford stacks over κ also have Frobenius
morphisms, since for any e´tale morphism V → U of κ-schemes, FV is the base
change of FU . Let x ∈ (J0X )0(κ¯) be a point corresponding to a morphism
α : [Spec κ¯/µl]→ [Spec κ¯/Γ]
and to a homomorphism
β : µl → Γ.
Then F (x) corresponds to the composition of α and the Frobenius morphism of
[Spec κ¯/µl], and to the composite map of groups
µl
Fµl−−→ µl β−→ Γ,
where Fµl is the Frobenius morphism of the group scheme µl = µl,κ¯. Since Fµl
sends ξ ∈ µl to ξq, the lemma follows. 
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Corollary 5.7. If κ contains all ♯Γ-th roots of unity, then (J0X )0(κ) = (J0X )0(κ¯)
and we have a one-to-one correspondence
{connected components of (J0X )0} ↔ (J0X )0(κ)↔ Conj(Γ).
Proof. Let q be the cardinality of κ. The condition that κ contains all ♯Γ-th roots
of unity implies that ♯Γ divides q−1. Therefore, for any g ∈ Γ, we have gq−1 = 1. It
follows that the self-map [g] 7→ [gq] of Conj(Γ) is the identity map. This shows the
correspondence (J0X )0(κ) ↔ Conj(Γ) and the equality (J0X )0(κ) = (J0X )0(κ¯).
Hence the associated reduced scheme of (J0X )0(κ) is the union of ♯Conj(Γ) copies
of Specκ, which proves the other correspondence. 
We define a function wτ on (J0X )0(κ¯) as the function corresponding to wτ on
Conj(Γ) through the correspondence above.
Remark 5.8. The resulting map wτ : (J0X )0(κ¯) → Q is the same as a restriction
of the function sht : |J0X| → Q defined in [Yas06, Section 3.9] up to an involution
of (J0X )0(κ¯). The involution corresponds the involution [g] ↔ [g−1] of Conj(Γ),
and originates in the fact that tangent spaces are considered in the cited paper,
while we are implicitly considering cotangent spaces. However the involution does
not affect the counting problem, and can be safely ignored.
The value wτ of this function actually depends only on the connected component
of (J0X )0 to which the given point belongs. Therefore we write it as wτ (C) for the
connected component C.
Theorem 5.9 ([Yas06]). Let κ be an arbitrary perfect field. Suppose that ♯Γ is
prime to the characteristic of κ and that Γ ⊂ GLn(κ) has no pseudo-reflection. For
a crepant resolution f : Y → X, we have
[f−1(0)] =
∑
C⊂(J0X )0
[C] · Lwτ (C) ∈ R1/♯Γ0 .
Proof. For a positive integer r with rKX Cartier (for instance, r = ♯Γ), we define
an ideal sheaf G ⊂ OX by
Im((ΩdX)
⊗r → OX(rKX)) = G · OX(rKX).
Let J∞X be the arc space of X , parameterizing morphisms Specκ[[t]] → X , and
π0 : J∞X → X the projection. We define an invariant by a motivic integral as
follows:
M :=
ˆ
π−1
0
(0)
L
1
r ordG dµX .
Let h be either f or the morphism X → X . Since h is a crepant resolution (in
the category of Deligne-Mumford stacks), a standard argument (see the proof of
[Yas06, Proposition 90]) shows that(
1
r
ordG
)
◦ h∞ = ordJach,
where h∞ is the map of (twisted) arc spaces associated to h and Jach is the Jacobian
ideal sheaf of h on Y or X . Applying the transformation rule [Yas06, Theorem 66]
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to f , we get
M =
ˆ
π−1
0
(f−1(0))L
( 1r ordG)◦f∞−ord Jacf dµY
=
ˆ
π−1
0
(f−1(0)) dµY = [f
−1(0)].
Let π be the projection |J∞X| → |X | from the space of twisted arcs of X to the
point set of X and sX is the composition |J∞X| → |J0X| sht−−→ Q (see Remark 5.8).
Applying the transformation rule to the morphism X → X , which we denote by p,
we get
M =
ˆ
π−1(0)L
( 1r ordG)◦p∞−ord Jacp+sX dµX
=
ˆ
π−1(0)
LsX dµX =
∑
C⊂(J0X )0
[C] · Lwτ (C).
We have proved the theorem. 
Remark 5.10. If the fiber product Y ×X X has a resolution of singularities, then
the theorem follows from [Yas06, Corollary 72]. However, since we are working in
arbitrary characteristic and do not know the existence of resolution, we avoided to
use it.
When κ contain all ♯Γ-th roots of unity, then (J0X )0 is the disjoint union of
♯Conj(Γ) copies of Spec κ, and we obtain Theorem 5.2. Applying the point counting
realization ♯ : R
1/♯Γ
0 → R, we obtain:
Corollary 5.11. Let κ be a finite field. Suppose that ♯Γ is prime to the character-
istic of κ and that Γ ⊂ GLn(κ) has no pseudo-reflection. For a crepant resolution
f : Y → X, we have
♯f−1(0)(κ) =
∑
[g]∈CΓ,q
qwτ (g).
5.3. The wild case. A conjectural generalization of the McKay correspondence
to the wild case was formulated by Yasuda [Yas], after studying the special case of
a cyclic group of prime order [Yas14]. Actually it was a generalization not only to
the wild case but also the relative setting over the integer ring of a local field. Let
K be a local field and τ : Γ→ GLn(OK) a faithful representation of a finite group
Γ. Note that a representation Γ → GLn(κ) as in the last subsection is considered
as a special case by composing it with the inclusion map GLn(κ) →֒ GLn(κ[[t]]).
We can similarly construct the quotient scheme X := AnOK/Γ. We can define the
canonical divisor KX over OK (see [Kol13, page 8]), which is Q-Cartier. For a
proper birational morphism f : Y → X with Y smooth over OK , we can say that
f is a crepant resolution if KY = f
∗KX .
We need a conjectural moduli space of (not pointed) e´tale Γ-torsors of SpecK:
we denote it by Γ-Cov(K). The base field of the space should be not K but κ.
In the tame case, Γ-Cov(K) is expected to be zero dimensional. Moreover, if κ is
algebraically closed, then it should consist of ♯Conj(Γ) points. On the other hand,
in the wild case, the space is expected to be infinite dimensional. A (not pointed)
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Γ-torsor over SpecK corresponds to a continuous homomorphism GK → Γ modulo
conjugation in Γ. Through this correspondence, we can define a function
wτ : Γ-Cov(K)→ Q
corresponding to the function wτ on SK,Γ. We expect that this function has finite
dimensional constructible subsets as fibers (at least when X admits a crepant res-
olution) and expressions [w−1τ (r)], r ∈ Q make sense as elements of R1/♯Γ. The
motivic integral of Lwτ : Γ-Cov(K)→ R1/r is then defined asˆ
Γ-Cov(K)
Lwτ :=
∑
r∈Q
[w−1τ (r)]L
r ∈ R1/♯Γ ∪ {∞}.
The following conjecture was formulated in [Yas], under the assumption that the
residue field κ is algebraically closed.
Conjecture 5.12. Suppose that for every g ∈ Γ\{1}, the fixed point locus (AnOK )g
has codimension at least two, equivalently that the quotient map AnOK → X is e´tale
in codimension one. Let f : Y → X be a crepant resolution and Z ⊂ Y be the
preimage of the origin 0 ∈ X(κ). Then
[Z] =
ˆ
Γ-Cov(K)
Lwτ ∈ R1/♯Γ0 .
Remark 5.13. One difficulty in formulating the conjecture was to find out the correct
function wτ . In [Yas], the function was defined only when κ is algebraically closed.
Studying a relation with the Artin conductor, we realized that we need to use Tρnr
rather than Tρ for Definition 3.5.
Remark 5.14. In [Yas], the conjecture above was derived as a direct consequence
of a conjectural change of variables formula of motivic integrals for the morphism
[AnOK/Γ] → X , just as in the tame case. The weight function wτ appears in the
change of variables formula as necessary shifts coming from twists of twisted arcs.
To compute shifts, Yasuda used a technique which he calls untwisting and which
reduces a study of twisted arcs to one of ordinary arcs. The tuning submodule Ξρ
is a key ingredient in this technique. This is why it appears in the definition of the
weight.
Remark 5.15. Even if a (crepant) resolution ofX does not exist, invariants
´
Γ-Cov(K)
Lwτ
and M(K,Γ,−wτ ) have an important meaning. Indeed they should be equal to
stringy invariants of the quotient singularity and contain rich information on the
geometry of the singularity.
As mentioned above, if κ is algebraically closed and ♯Γ is prime to its characteris-
tic, then Γ-Cov(K) consists of finitely many points, which correspond to conjugacy
classes of Γ. If moreover K = κ((t)) and τ is defined over κ, then we easily see that
the conjecture is reduced to Theorem 5.2. When K = κ((t)) with κ a perfect field
of characteristic p > 0, Γ = Z/p and τ is defined over κ, then the conjecture holds
with Γ-Cov(K) replaced with a similar parameter space [Yas14].
What is the point counting version of the conjecture? The obvious choice for
the left side of the equality is ♯Z(κ). The one for the right side is not completely
clear. For, there is ambiguity about what kind of space Γ-Cov(K) is: which moduli
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functor it represents, or whether the moduli space is fine or coarse. However, a
reasonable choice would be
(5.1)
∑
α∈Γ-Cov(K)′
1
♯Aut(α)
· qwτ (α),
where Γ-Cov(K)′ denotes the set of isomorphism classes of Γ-torsors over SpecK
and Aut(α) is the automorphism group of a Γ-torsor α. The appearance of the
coefficient 1/♯Aut(α) is natural, since it is customary to count objects with weights
inverse proportional to the order of the automorphism group.
Lemma 5.16. Sum (5.1) is equal to M(K,Γ,−wτ).
Proof. If H is the stabilizer group of a connected component of a Γ-torsor α,
then Aut(α) is the opposite group of the centralizer CΓ(H) and there are exactly
♯Γ/♯CΓ(H) elements of SK,Γ corresponding to α, which shows the lemma. 
We pose the following conjecture as the point counting realization of the last
conjecture:
Conjecture 5.17. In addition to the assumption of Conjecture 5.12, we suppose
that the residue field κ is finite. Then
♯Z(κ) = M(K,Γ,−wτ ).
Again, if K = κ((t)) with κ a perfect field of characteristic p > 0, Γ = Z/p and
τ is defined over κ, then Conjecture 5.17 holds [Yas14, Corollary 6.28].
Lemma 5.18. We have
M(K,Γ,−wτ ) =
∑
[g]∈CΓ,q
qwτ (g).
Proof. The tame absolute Galois group of κ((t)) is profinitely generated by two
elements, say a and b, with exactly one relation: bab−1 = aq [NSW08, page 410].
Therefore there exists a bijection
SK,Γ → {(g, h) ∈ Γ2 | hgh−1 = gq}
ρ 7→ (ρ(a), ρ(b)).
Since a profinitely generates the inertia group, from Lemma 4.3, the map
SK,Γ → Conj(Γ), ρ 7→ [ρ(a)]
is compatible with the functions both denoted by wτ in Definitions 3.7 and 5.1. It
follows that
M(K,Γ,−wτ ) = 1
♯Γ
·
∑
(g,h)∈Γ2: hgh−1=gq
qwτ (g).
For each g ∈ Γ, there exist exactly ♯CΓ(g) elements h ∈ Γ such that hgh−1 = gq.
Hence
M(K,Γ,−wτ) = 1
♯Γ
·
∑
g∈Γ: [g]=[gq ]
♯CΓ(g) · qwτ (g)
=
∑
[g]∈CΓ,q
qwτ (g).

MASS FORMULAS AND QUOTIENT SINGULARITIES 19
This lemma and Corollary 5.11 show:
Corollary 5.19. Suppose that κ is a perfect field of characteristic prime to ♯Γ,
that K = κ((t)), and that τ factors through GLn(κ). Then Conjecture 5.17 holds.
We note that a closely related result was proved in [Ros07].
Example 5.20. Let Γ = Z/3, K a local field with a finite residue field κ = Fq
of characteristic 6= 3, τ : Γ → GL3(OK) the regular representation. From [Ked07,
Example 6.1] and Corollary 4.6, we have
M(K,Γ,−wτ ) =
{
2q + 1 (q ≡ 1 mod 3)
1 (q ≡ 2 mod 3).
Let X := A3OK and f : Y → X the blowup along the zero section SpecOK ⊂ X .
Then f is a crepant resolution. Its pull-back by Specκ →֒ SpecOK , fκ : Yκ → Xκ,
depends only on κ (independent of K). Therefore the corollary above shows that
♯f−1(0)(κ) =M(K,Γ,−wτ ).
If q ≡ 1 mod 3, then indeed X is a normal toric 3-fold and isomorphic to the
product of the affine toric surface with A2-singularity and the affine line. Hence
the exceptional locus of fκ is two projective lines meeting at a point, and has 2q+1
Fq-points. Conversely, if q ≡ 2 mod 3, then Z has only one Fq-point. It shows
that Z is irreducible. For, if it was not the case, then an irreducible component
would be a Brauer-Severi variety having a rational point and hence isomorphic to
the projective line (see [Art82]), which has more than one Fq-point.
5.4. The punctual Hilbert scheme. Though it is hardly known when a crepant
resolution exists in the wild case, there is an infinite series of examples. Let A2R be
an affine plane over a ring R. The Hilbert scheme of n points of A2R,
HR := Hilb
n(A2R/SpecR),
is a projective smooth R-scheme of dimension 2n. Let
XR := A
2
R ×R · · · ×R A2R/Sn
be the nth symmetric product of A2R. We can also think of X as the quotient
variety associated to 2σ := σ⊕σ with σ the defining representation of Sn (over R).
Then there is the Hilbert-Chow morphism
HR → XR
(for instance, see [Kol96]). Under a reasonable assumption on R, in particular, if
R = OK for a local field K, then from [Bea83, KT01, BK05], this is a crepant
resolution. Note that HR and XR are compatible with the base change by any ring
homomorphism R→ R′.
The following theorem provides further strong evidence for Conjectures 5.12 and
5.17.
Theorem 5.21. Suppose that K is a local field with residue field κ = Fq and put
R := OK . Then Conjecture 5.17 holds for the crepant resolution HR → XR and the
representation 2σ : Sn → GL2n(R). Moreover, if Z is the preimage of the origin
0 ∈ X(κ), then we have
(5.2) ♯Z(κ) =M(K,Γ,−w2σ) =
n∑
m=0
P (n, n−m)qm.
MASS FORMULAS AND QUOTIENT SINGULARITIES 20
Proof. From [ES87] (see also [CV08] for the case of an arbitrary base field), Z is
stratified into finitely many affine spaces:
Z =
l⊔
i=1
Aniκ .
Moreover, for each 0 ≤ m ≤ n−1, there are exactly P (n, n−m) strata of dimension
m. In particular, we have
(5.3) ♯Z(κ) =
n−1∑
m=0
P (n, n−m)qm.
Let E =
∏l
i=1Ei be an e´tale extension of degree n with Ei fields and let ei and
fi be the ramification and inertia indices of Ei/K. Then we have the partition of
n into exactly
∑
fi parts,
n =
f1 times︷ ︸︸ ︷
e1 + · · ·+ e1 + · · ·+
fl times︷ ︸︸ ︷
el + · · ·+ el.
We will denote the partition by p(E). When ρ ∈ SK,Sn corresponds to E, we
put p(ρ) := p(E). Then Bhargava’s formula [Bha07, Proposition 2.2] is written as
follows, according to Kedlaya’s interpretation: for a partition p of n into exactly
n−m parts,
1
♯Γ
∑
ρ∈SK,Sn
p(ρ)=p
q−aσ(ρ) = q−m.
On the other hand, for ρ with p(ρ) = p,
tσ(ρ) = m.
Indeed, the induced e´tale extension Enr/Knr is isomorphic to
∏
i L
fi
i with Li/K a
field extension of ramification index ei. Then the GKnr -action on {1, . . . , n} induced
by ρ has
∑
fi orbits. Since
∑
fi = n−m, we have
tσ(ρ) = codim (κ)
GKnr = m.
If we denote by ♯p the number of parts of p, then, from Corollary 4.9, we have
M(K,Sn,−w2σ) = 1
n!
∑
p
∑
ρ:p(ρ)=p
qw2σ(ρ)
=
1
n!
∑
p
∑
ρ:p(ρ)=p
q2tσ(ρ)−aσ(ρ)
=
∑
p
qn−♯p
=
n−1∑
m=0
P (n, n−m)qm.
We have proved the theorem. 
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