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  Abstrakt 
Tato bakalářská práce se zabývá hlavními principy a funkcemi aktivních síťových prvků. 
Především je soustředěna na prvek pracující na třetí vrstvě referenčního modelu OSI/ISO, 
směrovač. Jsou zde popsány jeho hlavní součásti a blíže rozebrány směrovací protokoly. Poté 
je ověřena schopnost reagování dynamického směrování na výpadek v síti a změřena reakční 
doba přechodu na záložní trasu při použití různých směrovacích protokolů. Další část je 
zaměřena na problematiku kvality služeb (QoS) a její podporu v počítačových sítích. Jsou 
prozkoumány různé způsoby konfigurace QoS na směrovačích a vybrán vhodný z nich, jenž 
je poté aplikován na testovací síť.  
Klíčová slova 
směrovač, směrování, směrovací tabulka, směrovací protokoly, aktivní síťové prvky, 
opakovač, rozbočovač, most, přepínač, QoS, kvalita služeb. 
Abstract 
This bachelor thesis consider main principles and function of active network components. 
Mainly is intent to component working on the third level of referential model ISO/OSI, router. 
There are described its main parts and more closely charactered routing protocols. Then is 
verified the ability of dynamic routing to react to failure in the network and there is measured 
the reaction time of crossing to secondary route when using different routing protocols. 
Another part of the thesis is focused on the questions of Quality of Service (QoS) and its 
support in computer networks. There are explored various ways of the QoS configuration on 
the routers and the proper of them is chosen and applied to the test network. 
Key words 
router, routing, routing table, routing protocols, active network components, repeater, hub, 
bridge, switch, QoS, Quality of Service.
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ÚVOD  
Sítě s přepojování datových jednotek, na jejichž základech je postavena celosvětová síť 
internet, nebyly původně navrhovány pro služby, jako jsou přenos hovoru či videa. Tyto sítě byly 
nastaveny tak, aby s každým paketem zacházely rovnocenně, tj. bez jakéhokoliv rozlišování 
a upřednostňování. Všechny pakety spadaly do jediné třídy a účelem sítě bylo pouze doručit je do 
cíle. Nezáleželo na tom, s jakým zpožděním budou data doručena, jestli bude toto zpoždění 
v průběhu komunikace kolísat, či dorazí-li pakety ve správném pořadí. Takto funguje klasický 
protokol transportní vrstvy TCP, který zprostředkovává větší část telekomunikačních služeb. 
S masivním rozvojem Internetu se ovšem tyto sítě začaly používat i k jiným účelům, než ke 
kterým byly původně určeny, např. již zmiňovaný přenos hlasu. Tyto nové služby ovšem již kladou 
na přenos svých dat určité požadavky. Začaly tedy vznikat standardy, které vnášejí do počítačových 
sítí podporu těchto služeb (tzv. třídy služeb, neboli Quality of Service – QoS). Díky QoS můžeme 
na síťových prvcích nastavit určitá pravidla pro zacházení s různými datovými toky. Můžeme je 
například zvýhodnit oproti ostatním přenosům nebo je na druhé straně omezit. Právě tomuto tématu 
se věnuje tato práce. 
Nejprve bude popsáno hlavní zařízení, které tuto činnost zprostředkovává a je základním 
stavebním prvkem všech počítačových sítí, směrovač, a hlavní principy jeho fungování a směrování 
obecně. Další část práce bude zaměřena na podporu QoS v počítačových sítích a poté bude popsána 
praktická realizace tohoto problému.  
Prvním cílem práce je změřit čas přechodu sítě na záložní trasu. Toho bude následně využito 
v dalším cíli, a tím je konfigurace sítě podporující QoS. Při výpadku sítě je totiž nutné, zvláště při 
využití služeb citlivých na ztrátovost paketů, aby byl tento čas co nejmenší. 
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1 SMĚROVAČ (ROUTER) 
Hlavní funkcí tohoto zařízení pracujícího na síťové vrstvě je, jak už jeho název napovídá, 
směrování. Principy směrování mají přímou souvislost s řešenou problematikou a budou shrnuty 
v kapitole 1.1. 
1.1 SMĚROVÁNÍ 
Úvod bude zaměřen na nejdůležitější funkci směrovače, kterou je směrování. Jeho analogií 
v běžném životě je poštovní služba, pomocí kterého může být tento proces přiblížen. Pokud chceme 
poslat někomu dopis, musíme si nejdříve zjistit jeho adresu. Ta se skládá z několika částí. První 
z nich je poštovní směrovací číslo (PSČ), podle kterého se na poště rozhoduje, kam dopis směřuje. 
To je rozděleno na dvě části: první jedno až dvě čísla udávají oblast, kde se příjemce vyskytuje, 
ostatní čísla již přesně definují poštu. Jakmile je psaní doručeno na poštu, pod kterou adresát spadá, 
rozhoduje se pošťačka nikoli dle směrovacího čísla, ale podle čísla domu. Tento příklad byl převzat 
z [3]. 
Podobné je to i v případě směrování v počítačových sítích. Zde má každé zařízení takzvanou 
IP adresu. Tu v poštovní službě zastupuje PSČ. Dále má také každá síťová karta fyzickou adresu 
(MAC adresa), tu bychom mohli přirovnat k číslu domu. A poslední, co jsme ještě nepřenesly 
z poštovní služby do síťové technologie, jsou samotné budovy pošty, ve kterých se všechno toto 
rozhodování o přeposílání dopisů děje. Jejich analogií ve světě počítačů jsou právě směrovače. 
V předchozím textu byly zmíněny dva typy adres: MAC adresa a IP adresa. Své názvy 
dostaly podle vrstev, nebo spíše podvrstev, na kterých identifikují síťové rozhraní. První z nich se 
také nazývá fyzická adresa a identifikuje síťovou kartu na podvrtstvě Media Access Control 
(podvrstva řízení přístupu k médiu). Tuto adresu získává rozhraní již při výrobě. Její délka je 48 
bitů, zapisuje se však většinou jako šest dvojic hexadecimálních číslic. Dělí se na dvě stejně velké 
části, a to na číslo výrobce a číslo karty. Hodnota adresy se dá, i přesto že je nastavena už z výroby, 
měnit. Není to ovšem doporučeno, z důvodu možné kolize s jiným zařízením v síti. 
Druhá z adres je pro totu práci mnohem zajímavější. Tato adresa identifikuje rozhraní na 
podvrstvě IP (Internet Protocol), která se již na rozdíl od MAC podvrstvy nachází ve vrstvě síťové. 
IP adresa je také nazývána adresou logickou. V současné době se stále využívá rodina adres zvaná 
IPv4. Tato zkratka znamená skupinu IP adres verze 4. Adresa se zapisuje většinou v podobě čtyř 
decimálních čísel oddělených tečkou. 
Např.: 192.168.10.2 
Adresa se tedy skládá ze 4 bajtů, neboli 32 bitů. Rozděluje se na dvě části – adresa sítě 
a adresa uzlu – uspořádaných dle uvedení. Když byl protokol TCP/IP vyvíjen, zdálo se, že 32bitová 
adresa bude dostatečná pro pokrytí všech zařízení. Zpočátku tomu tak bylo. V poslední době to 
však již neplatí, proto byla vyvinuta nová verze IPv6, které ovšem v praktickém využití zabránilo 
dočasné řešení, které se ukázalo být prozatím dostatečné – jde o využití privátních adres a funkce 
NAT u směrovačů. O ní však později. IPv6 má již mnohem větší adresní prostor, obsahuje totiž 
čtyřikrát více binárních číslic než její předchůdce, tzn., že adresní prostor je 296-krát větší. Tyto 
adresy se pro větší srozumitelnost zapisují jako osm čtyřmístných hexadecimálních čísel. 
Např.: 805B:2D9D:DC28:0000:0000:FC57:D4C8:1FFF 
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Zpět ale k používané verzi IP adres. Z počátku se IP adresy dělili pouze do tříd A, B a C (dále 
také D a E pro speciální účely), dle jejich délky: 
Třída A – nejvyšší bit má hodnotu 0, dalších 7 využívá pro adresu sítě a pro adresu uzlu 
zbylých 24. Je určena pro velmi rozsáhlé sítě. Je zde tedy prosto pro 224-2 adres 
hostů (proč je zde mínus dva bude vysvětleno později). 
Třída B – první bit má hodnotu 1, druhý 0. Adresu sítě udává zbytek prvního a celý druhý 
bajt. Je určena pro střední sítě, protože je zde prostor pro 216-2 adres hostů. 
Třída C – první tři bity mají po řadě hodnoty 110 a adresa sítě je dána dalšími 21 bity. Pro 
adresu uzlu je zde vyhrazen pouze poslední bajt, tedy 28-2 adres, proto je určena 
pro menší sítě.  
Třída D – nejvyšší čtyři bity jsou 1110, tyto adresy jsou určeny pro takzvaný multicast 
(skupinové vysílání) a nejsou již děleny na adresu sítě a uzlu. 
Třída E – zbylé adresy, které jsou vyhrazeny pro budoucí využití. 
Pro přehlednost si ještě uvedeme tabulku těchto tříd: 
 
Počet hostů v dané síti je vždy o dvě menší než počet možných adres. První adresa v síti (ta, 
kde jsou v části adresy uzlu samé nuly) je adresou samotné sítě, proto nemůže být využita jako 
adresa uzlu. Ta poslední (samé jedničky) je adresou broadcastovou, neboli všesměrovou – je 
využita v případě, kdy potřebujeme rozeslat nějakou zprávu všem účastníkům sítě. Již byly 
zmíněny pojmy multicast a broadcast a zbývá vysvětlit pojem unicastová adresa. Je to adresa, která 
označuje jen jeden uzel v síti. 
V době obrovského rozvoje Internetu se však toto rozdělení ukázalo být značně neefektivní. 
Proto bylo zavedeno poněkud odlišné adresní schéma zvané CIDR (Classles Inter-Domain 
Routing), volně přeloženo jako beztřídní adresování. Délku adresy sítě zde již neurčují třídy, nýbrž 
tzv. maska sítě. Maska sítě udává, kolika bity je určena adresa sítě. Nemusí zde již tedy být adresa 
rozdělena po celých bajtech. Pokud bude mít délku například 28 bitů, znamená to, že prvních 28 
bitů v adrese značí adresu sítě a pouze 4 zbylé bity udávají adresu uzlu. Princip je vysvětlen na 
následujícím příkladu: 
Tab. 1.1: Třídy IP adres (první řádek u každé třídy udává zápis ve 
dvojkové soustavě, druhý v desítkové). Převzato z [3]. 
Třída První bajt Druhý bajt Třetí bajt Čtvrtý bajt 
0 
A 1-127 Adresa počítače 
10 Adresa sítě Adresa počítače B 
128-191 Adresa sítě Adresa počítače 
110 Adresa sítě Adresa počítače 
C 
192-223 Adresa sítě Adresa počítače 
1110 Multicast 
D 
224-239 Multicast 
1111  
E 
>239 
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Př. Máme IP adresu 192.168.10.2 a masku sítě 255.255.248.0 a chceme zjistit adresu sítě: 
IP adresa  - 1 1 0 0 0 0 0 0 | 1 0 1 1 0 0 1 0 | 0 0 0 0 1 0 1 0 | 0 0 0 0 0 0 1 0  
Maska sítě - 1 1 1 1 1 1 1 1 | 1 1 1 1 1 1 1 1 | 1 1 1 1 1 0 0 0 | 0 0 0 0 0 0 0 0  
Nyní provedeme násobící funkci AND a dostaneme adresu sítě 
Adresa sítě - 1 1 0 0 0 0 0 0 | 1 0 1 1 0 0 1 0 | 0 0 0 0 1 0 0 0 | 0 0 0 0 0 0 0 0  
Dekadicky - 192.168.8.0 
1.2 FUNKCE SMĚROVAČE 
Jak bylo již zmíněno, je hlavní funkcí směrovače, anglicky router, předávat pakety směrem 
k jejich adresátovi. K uskutečnění tohoto procesu je nutné, aby směrovač rozhodl, kam má příchozí 
pakety poslat. Rozhodování má dvě fáze: najít adresu tzv. next-hop uzlu a určit výstupní rozhraní, 
přes které bude paket poslán. Tyto informace jsou uloženy v předávací tabulce a jsou získávány 
pomocí směrovacích protokolů. Hlavním prvkem pro vyhledávání v tabulce je cílová adresa. 
Funkce předávání paketů je proces, který se skládá z několika kroků, které musí nebo nemusí 
směrovač vykonat. Z tohoto hlediska mohou být rozděleny na základní a rozšiřující. Základní 
funkce jsou povinné pro každý směrovač, rozšiřující jsou implementovány v závislosti na použití 
routeru. 
1.2.1 Základní funkce 
Základní funkce jsou ty, které jsou nezbytné pro správnou funkci routeru. Patří mezi ně: 
 Ověření platnosti IP hlavičky: Každý příchozí paket, je nutné ověřit. Testuje se zde 
správná verze protokolu, délka hlavičky a přepočítává se kontrolní součet. Jestliže je 
některá z položek neplatná, je paket zahozen. 
 Kontrola doby života paketu: Každý paket kolující sítí je vybaven polem doby života 
TTL (Time To Live). Činí se tak z důvodu předcházení smyček a nekonečnému bloudění 
paketu v síti. Při vyslání paketu nastaví vysílač jeho hodnotu. Každý směrovač ji při 
předávání sníží o 1. Jakmile nějaké zařízení zjistí, že je jeho hodnota nulová, je paket 
zahozen a zdroji vyslána ICMP zpráva o jeho zahození. ICMP pakety se používají právě pro 
hlášení chyb a jiných významných událostí během přenosu. 
 Přepočítání kontrolního součtu: Jestliže je změněna hodnota pole TTL, musí být také 
vypočítán nový kontrolní součet. Jelikož by bylo náročné, počítat jej klasickým výpočtem, 
je u něj pouze snížena hodnota o 1, protože jako kontrolní součet se uvádí zbytek po dělení. 
 Fragmentace: Směrovače mohou propojovat sítě odlišných typů nebo nastavení. Může se 
tedy stát, že typ sítě, do kterého je paket předávám, podporuje menší maximální velikost 
datové jednotky než síť, ze které přišel. Proto musí být paket rozdělen na menší části. 
 Zacházení s položkou IP Options: Tato položka záhlaví je nepovinnou součástí. Využívá 
se především k testování a ladění sítí. Může zde být zaznamenáváno, kudy paket postupně 
prochází nebo mu explicitně předepsat cestu. 
1.2.2 Rozšiřující funkce 
Rozšiřujícími funkcemi se myslí takové funkce, které nejsou nezbytné pro správnou činnost 
směrovače, avšak  s rozvojem internetu se již staly standardem. Důvodem k jejich zavedení jsou 
například bezpečnost, různé požadavky na kvalitu služeb atd. Nesmí se však při jejich aplikování 
výrazně zvýšit čas, který směrovač potřebuje na zpracovávání paketů.  
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Mezi rozšiřující funkce patří: 
 Klasifikace paketu: pro tuto funkci již směrovač potřebuje znát nejen adresu cíle, ale 
například i adresu zdroje a zdrojový a cílový port. Podle těchto položek se pak zařízení 
rozhodne v závislosti na definovaných pravidlech, jak bude s paketem zacházeno. 
 Překlad adres: označuje se zkratkou NAT (Network Address Translation). Ta funkce byla 
zavedena jako dočasné řešení úbytku množství adres IPv4. Privátní adresy v lokální síti jsou 
pomocí směrovače přeloženy na jedinou veřejnou adresu. Celá síť se potom tváří jako 
jediný počítač. 
 Prioritizace: Této funkce využívá například IP telefonie, která klade důraz na minimalizaci 
zpoždění. Oproti tomu pro přenos dat není zpoždění rozhodující, ale klade se zde důraz 
hlavně na bezchybnost. Proto mají pakety různých služeb odlišné priority, díky kterým se 
směrovač rozhoduje, které z nich budou mít v určitém okamžiku při vysílání přednost. Tato 
problematika bude probrána později. 
Podrobněji se těmto i předchozím funkcím věnuje literatura [1].  
1.3 ČÁSTI SMĚROVAČE 
Směrovač je složen ze šesti základních funkčních modulů: síťové rozhraní, předávací část, 
manažer front, manažer provozu, základní deska a procesor. 
Síťové rozhraní 
Síťové rozhraní obsahuje několik portů, přes které je směrovač připojen do několika sítí. Porty se 
mohou lišit v závislosti na typu sítě, z toho plyne, že směrovač může propojit i různorodé sítě. 
Funkcí síťového rozhraní je rozpoznat použitý protokol na linkové vrstvě a od příchozích paketů 
oddělit informace druhé vrstvy. Z IP paketu následně vyjme hlavičku a předá ji předávací části, 
zatímco celý paket si uloží do paměti. Na straně výstupní zapouzdří pakety do rámců a posílá dále. 
Předávací část 
Tato část se stará o předávání paketů do správného výstupního síťového rozhraní. Rozhodnutí 
o správném předání provádí srovnáváním cílové adresy paketu se záznamy v předávací tabulce. 
Algoritmy pro vyhledávání jsou buď implementovány v hardwaru nebo jsou softwarové.  
Manažer front 
Tato část poskytuje vyrovnávací paměti pro dočasné uložení paketů, jsou-li výstupní linky 
zaplněny. Je-li zaplněna i tato paměť, jsou pakety výběrově zahazovány. Proto zde musí být také 
implementován algoritmus, který určí, jaké pakety mohou být zahozeny. 
Manažer provozu 
Tato komponenta je zodpovědná za prioritizaci a regulaci provozu.  
Základní deska 
Základní deska slouží k propojení jednotlivých komponent. 
Procesor 
Slouží především k poskytnutí fungování směrovacích protokolů. Obsahuje směrovací tabulku, 
která je díky nim aktualizována, a informace v ní obsažené poskytuje předávací tabulce v předávací 
části. Dále zajišťuje běh softwaru sloužícího k řízení směrovače.  
Více o částech směrovač je možné nalézt v literaturách [1] a [5]. 
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1.4 SMĚROVACÍ TABULKA 
Základem každého směrovače je směrovací tabulka, do které se vkládají záznamy o cestách 
do okolních sítí. Nejdůležitějšími položkami směrovacích tabulek jsou: IP adresa cílové sítě a tzv. 
Next-Hop IP adresa. První položka již byla vysvětlena, ta druhá udává adresu bezprostředně 
následujícího uzlu. Podle ní směrovač rozhodne, kterým směrem daný paket pošle. Nejprve bude 
probráno, jakým způsobem tabulka záznamy získává. S tímto tématem úzce souvisí pojmy statické 
a dynamické směrování. 
1.4.1 Statické směrování 
Již z názvu tohoto principu plyne, že jde o směrování stálé, neměnné. Při používání tohoto 
typu směrování jsou cesty do sítí jasně stanovené a nelze s nimi nic dělat. Chceme-li tento typ 
použít, nastavíme při konfigurování směrovače pevně cesty pro dané sítě a směrovač se jimi bude 
řídit do té doby, než je ručně nezměníme. Ruční nastavení se využívá v malých sítích, kde jen 
zřídka dochází ke změnám v topologii. Jeho výhodou je nenáročnost a také to, že se při něm mezi 
směrovači nepřenáší žádná dat, tzn. nezabírá šířku pásma. 
1.4.2 Dynamické směrování 
Pokud bychom však měli spravovat síť většího rozsahu, bylo by to velice nepraktické 
a náročné měnit konfiguraci všech zařízení při každé změně. Proto se využívá směrovacích 
protokolů. Ty jsou v dnešní době rozsáhlých sítí, kdy by bylo téměř nemožné konfigurovat každé 
zařízení staticky, základem nejen pro správné fungování směrovačů a jejich vzájemnou spolupráci, 
ale také pro funkčnost celé sítě. Mají za úkol dynamicky reagovat na změny v topologii v síti 
a informovat o nich sousední směrovače. Fungují tedy na principu sdílení směrovacích tabulek 
s ostatními směrovači. Důležitými pojmy, které jsou s dynamickým směrováním spojeny, jsou: 
určení cesty, metrika, administrativní vzdálenost, konvergence a také rozložení zátěže. Určení cesty 
je procedura pro vyhledání nejlepší cesty k cíly. Metrika číselně ohodnocuje danou cestu, čím 
menší, tím lepší. Administrativní vzdálenost je vyjádřena také číselně, označuje hodnotu způsobu, 
jakým byl záznam získán. I zde platí čím menší, tím lepší. Konvergence nastává, když každý 
směrovač získá přehled o celé topologii sítě. A poslední termín rozložení zátěže (load balancing) je 
proces, kdy směrovač využije více cest k cíly, pokud je má v záznamech. 
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2 SMĚROVACÍ PROTOKOLY 
Směrovací protokoly se dělí na dvě skupiny podle toho, zda pracují uvnitř autonomního 
systému (AS) nebo mezi autonomními systémy. První z nich jsou označovány jako IGP (Interior 
Gateway Protocol) a druhé EGP (Exterior Gateway Protocol). Autonomní systém je množina sítí 
pod společnou správou.  
2.1 VNITŘNÍ SMĚROVACÍ PROTOKOLY 
Vnitřní směrovací protokoly se používají uvnitř autonomních systémů. Dále mohou být ještě 
rozděleny podle toho, jaké algoritmy používají pro výpočet dostupnosti sítě na protokoly vektorové 
vzdálenosti (Distance Vector Routing Protocol) a protokoly stavu linky (Link State Routing 
Protocol). Zatímco v prvním případě vnímají směrovače pouze své sousedy, v případě druhém znají 
celou topologii sítě. Mezi protokoly vektorové vzdálenosti patří například RIP, IGRP a jejich 
modifikace, mezi protokoly stavu linky patří OSPF a IS-IS. Principy některých z nich budou nyní 
rozebrány. 
2.1.1 Protokoly Distance Vector 
Jsou-li pro směrování použity protokoly Distance Vector, směrovače si vyměňují celé 
směrovací tabulky a to v pravidelných intervalech. Je zde tedy určité zatížení sítě i v případě, kdy 
k žádným změnám nedochází. Když směrovač obdrží tabulku, vypočítá si pro každý záznam 
metriku a celou tabulku porovná se svou. Pokud daná síť v tabulce ještě není, uloží si ji. Pokud již 
má pro cílovou síť jiný záznam, porovná jejich metriky. Je-li příchozí metrika menší, záznam se 
nahradí, je-li větší, ponechá se ten starý. 
Routing Information Protocol (RIP) 
Protokol RIP používá jako svou metriku počet skoků neboli počet hopů. Je jí vyjádřeno přes 
kolik směrovačů musí paket projít, aby dorazil do cíle. Nejvyšší možný počet skoků je 15, dosáhne-
li metrika čísla 16, je označena za neplatnou. Tohoto se využívá k prevenci smyček v síti. 
Dalším způsobem prevence je tzv. split horizon. V tomto případě nejsou informace odesílány 
směrem, odkud byly přijaty. Metriku směrovač vypočítává tak, že ke každému příchozímu 
záznamu přičte jedničku. Směrovací tabulky bývají posílány všesměrově (255.255.255.255) 
periodicky v intervalu 30 vteřin, toto nastavení lze však ručně měnit. Děje se tak však i při změně 
topologie sítě, pokud směrovač detekuje změnu v síti, začne aktualizace ihned šířit dále. Kromě 
časovače pro rozesílání aktualizací je tu ještě časovač neplatnosti, pokud nepřijde 180 sekund 
aktualizace pro danou síť, je cesta označena za neplatnou, tzn. její metrika je nastavena na 16. 
Nepřijde-li aktualizace ani po dobu příštích 60 vteřin, je záznam z tabulky odstraněn.  
Výhodou RIPu je snadná implementace. Nevýhod je ale mnohem více. První spočívá v tom, 
že nepodporuje beztřídní adresování. Nejsou tedy v tabulkách přenášeny záznamy o maskách. Dále 
pomalá konvergence sítě, přenášení celých směrovacích tabulek, neznalost celé topologie sítě 
a nemožnost rozložení zátěže do více cest. Neumožňuje totiž ponechat v tabulce více záznamů pro 
jednu síť. Existující cesty, jsou nahrazeny pouze cestou s nižší metrikou, nikoliv se stejnou. 
Administrativní vzdálenost tohoto protokolu je 120.[2][8] 
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Routing Information Protocol version 2 (RIPv2) 
Kvůli zmíněným nedostatkům byla na počátku devadesátých let minulého vyvinuta nová 
verze protokolu RIP. Ta již podporuje třídní adresování, takže jsou v posílaných tabulkách zahrnuty 
také masky. RIPv2 nepoužívá pro šíření informací všesměrovou, ale multicastovou adresu 
224.0.0.9. Svá nová data vkládá do nevyužitých částí předchozí verze, takže tyto protokoly mohou 
koexistovat. Na konci devadesátých let minulého století byla ještě vyvinuta další verze RIPng 
(Routing Information Protocol next generation), která je určena pro adresy IPv6. 
Interior Gateway Routing Protocol (IGRP) 
Protokol IGRP byl vyvinut firmou Cisco a nebývá využíván směrovači jiných výrobců. 
Nepoužívá již jen jednoduchou metriku počtu skoků, ale výpočet se provádí ze čtyř hodnot: šířky 
pásma, zpoždění, spolehlivosti a zatížení. Vzorec pro výpočet metriky je možné upravit při 
konfigurování tohoto protokolu, avšak výchozí nastavení, jež je uvedeno v rovnici (2.1), počítá 
pouze se dvěma parametry – šířkou pásma a zpoždění: 
C = S + Z ,  S = šířka pásma, (2.1) 
 Z = zpoždění. 
Jsou to dvě odlišné veličiny s různými jednotkami, proto se pro šířku pásma i zpoždění 
používají transformace podle vzorců (2.2) a (2.3). 
S = 
Sp
710
, Sp = šířka pásma v původních jednotkách [kb·s-1]. (2.2) 
Z = 
10
Zp
, Zp = zpoždění v původních jednotkách [µs]. (2.3) 
Při tomto výpočtu však zjistíme metriku pouze pro jeden úsek sítě. Výsledná metrika je tedy 
součtem všech metrik jednotlivých úseků na cestě k cílové síti. Podrobnější popis výpočtu lze najít 
v literatuře [1]. 
Administrativní vzdálenost tohoto protokolu je 100. Pokud tedy bude směrovač používat 
protokoly RIP a IGRP současně a každý bude mít záznam pro danou síť, bude využita ta, která byla 
získána protokolem IGRP. I tento protokol, stejně jako první verze protokolu RIP, nepodporuje 
beztřídní adresování, proto se ani jeden z nich v praxi příliš nevyužívá. I zde bylo provedeno 
vylepšení a byl vyvinut protokol EIGRP. 
Enhanced Interior Gateway Routing Protocol (EIGRP) 
Protokol EIGRP je sice řazen do skupiny Distance Vector, ale svými vlastnostmi je spíše 
hybridním protokolem. Využívá totiž funkce obou skupin vnitřních směrovacích protokolů. Na 
rozdíl od svého předchůdce již podporuje CIDR. EIGRP nevyužívá k uložení záznamů pouze 
jedinou tabulku, ale hned tři: tabulku sousedů, topologickou tabulku a směrovací tabulku. 
Tabulka sousedů, jak napovídá název, uchovává informace o přilehlých směrovačích. Jakmile 
se objeví nový soused, je uložen do této tabulky spolu s jeho IP adresou a rozhraním, na které je 
připojen. Ve chvíli, kdy se soused připojí, pošle tzv. hello paket, kterým oznámí přítomnost v síti. 
Tyto pakety jsou posílány také k ověření funkčnosti linky. Jsou vysílány každých 5 sekund ve 
vysokorychlostních sítích a 60 sekund v sítích pomalých. Tato doba se označuje hello interval. 
S každým příchozím hello paketem se startuje časovač holdtimer, který je třikrát větší než je doba 
hello intervalu. Pokud během časovače nepřijde další hello paket, je spojení považováno za 
nefunkční a je přepočítána směrovací tabulka. 
Ve chvíli, kdy je vytvořeno sousedství mezi dvěma směrovači, vymění si navzájem své 
informace a na základě nich si vytvoří topologické tabulky. Pro všechny cesty si poté směrovač 
vypočítá vzdálenosti. Pokud bude pro jednu síť více záznamů, vybere tu s nejmenší metrikou 
a uloží ji do směrovací tabulky.  
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Topologická tabulka se skládá z těchto záznamů: 
 Successor – nejlepší cesta do dané sítě 
 Feasible distance – nejnižší spočtená metrika do dané sítě 
 Feasible successor – záložní cesta do dané sítě 
 Reported distance – metrika do dané sítě ohlášená sousedem 
Pro výpočet nejlepší cesty k cíly se zde používá DUAL (Diffusing Update ALgorithm). 
Nabízí směrování bez smyček, rychlou konvergenci, záložní cesty a minimální zatížení sítě updaty. 
Ty jsou vysílány pouze tehdy, dojde-li ke změně v topologii. K oznamování funkčnosti linky jsou 
používány již zmiňované hello pakety. Ty jsou posílány na multicastovou adresu 224.0.0.10.  
Algoritmus pro výpočet metriky jednotlivých cest je stejný jako u protokolu IGRP. Do 
směrovací tabulky se uloží pouze nejlepší cesty. Jako záložní cesta (feasible successor) může být 
použita jen ta, která splní tzv. podmínku Feasibility condition. Tzn., že přijatá reported distance 
musí být menší než feasible distance již zaznamenaná ve směrovači. Jinými slovy: metrika 
sousedního směrovače do dané sítě musí být menší než metrika našeho směrovače. 
Protokol EIGRP využívá RTP (Reliable Transport Protocol), tzn., že každá zpráva musí být 
potvrzena. Pro šíření updatů využívá multicastovou adresu, jsou-li vyžadovány více směrovači, 
nebo unicastovou, vyžaduje-li je jen jeden směrovač. Potvrzení a odpovědi jsou posílány vždy 
unicastově. 
Administrativní vzdálenost protokolu EIGRP je složitější než u předchozích protokolů. Zde se 
můžeme setkat se třemi hodnotami. Pro interní EIGRP, kdy je cílová síť uvnitř autonomního 
systému, v němž leží rozhodující se směrovač, je administrativní vzdálenost 90. Leží-li mimo tento 
autonomní systém, je hodnota tohoto čísla 170 a jedná-li se o sumarizované cesty, je její hodnota 5. 
Stejně jako u protokolu RIP byla i zde vyvinuta nová verze pro IPv6.Více k tomuto protokolu 
můžeme nalézt v literaturách [1][6][7]. 
2.1.2 Protokoly Link State 
Hlavní odlišností protokolů typu Link State od předchozích typu Distance Vector, pokud 
nebereme v úvahu hybridní protokol EIGRP, je, že směrovače neznají pouze své sousedy, ale 
získávají informace o topologii celé sítě. Monitorují tedy změny v celé síti. Každý uzel kontroluje 
dostupnost svých sousedů, čímž si ověřuje stav linky, a sestavuje tzv. link state paket, ve kterém 
uvádí informace o dostupnosti sousedních směrovačů a ohodnocení linky k nim. Ty rozesílá 
každých 30 minut všem uzlům v síti. Pokud ovšem detekuje změnu, informuje o ní ihned. Díky 
tomu, že se informace o stavech linek posílají téměř jen při změně topologie, nezabírají tyto 
protokoly tolik přenosové kapacity jako protokoly Distance Vector. 
Metriku a nejlepší cestu do daných sítí si počítá každý směrovač sám. Pokud se tedy někde 
vyskytne chyba, neovlivní všechny zařízení v síti, ale pouze daný uzel. Výpočet probíhá podle 
Dijkstrova algoritmu, který je ale v praxi, kvůli jeho složitosti, poněkud poupravený. 
Každý směrovač generuje při připojení do sítě nebo zjištění změny v topologii tzv. Link State 
Packet (LSP), který obsahuje informace o jeho sousedech, jeho identifikačním číslu a vlastnostech 
kabeláže, jíž je k nim připojen, tzn. jaký typ linky je zde použit a její šířka pásma. Jakmile je paket 
vytvořen, vyšle jej do sítě. Směrovače si z každého paketu uloží tyto informace do paměti 
a přepošlou jej dále. Ve chvíli, kdy již všechny směrovače přijmou všechny tyto pakety, začnou si 
vytvářet topologickou mapu sítě, dle které si vypočítají nejlepší cesty do všech sítí.  
Jelikož bylo řečeno, že protokol EIGRP využívá jak výhod protokolů Distance Vector i Link 
State, setkáme se zde s funkcemi, o kterých jsme se u něj již zmínili. Jde např. o využití hello 
paketu, znalosti celé topologie sítě atp.  
Mezi protokoly Link State patří OSPF a IS-IS.[6] 
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Open Shortest Path First (OSPF) 
Prvním z Link State protokolů je OSPF. Jeho první verze OSPFv1 byla vyvinuta v 1989. Byla 
však využita pouze k experimentálním účelům a do praktického využití nikdy nepronikla. O dva 
roky později již byla zveřejněna verze číslo 2, jež byla v roce 1998 vylepšena a je využívána 
dodnes. Kvůli plánovanému nasazení IPv6 spatřila světlo světa i v pořadí třetí verze určena právě 
k využití v sítích nové generace.  
I zde je využíván hello paket k vytvoření sousedství mezi směrovači. Výchozí interval 
posílání těchto zpráv je zde však pro sítě typu ethernet 10 vteřin, tedy dvakrát větší ve srovnání 
s protokolem EIGRP. Doba, než začne směrovač pokládat linku za neaktivní, je zde rovna čtyřem 
hodnotám hello intervalu. Aby mohly směrovače uzavřít spojení, je nutné, aby měly stejně 
nastavené hodnoty těchto dvou parametrů.  
Dalším typem paketu, jež je v tomto protokolu využíván, je paket LSA (Link State 
Advertisement). Obsahuje informace o sousedech a cenách cest. Existuje-li v jedné lokální síti více 
směrovačů a mohlo by zde být vytvořeno více sousedství, je zde zvolen tzv. Designated Router 
(DR). Je zodpovědný za aktualizaci informací na jednotlivých směrovačích. Jelikož všechny pakety 
protokolu OSPF opět potřebují být potvrzovány pomocí paketu LSAck (Link State 
Acknowledgement), docházelo by v tomto případě k velké spotřebě šířky pásma. Kvůli tomu je zde 
zvolen tento směrovač. Spolu s ním je zvolen ještě záložní Backup Designated Router (BDR), jenž 
převezme jeho funkci, dojde-li k jeho selhání. Princip činnosti je následující: 
Jakmile nějaký směrovač detekuje změnu, pošle uvnitř sítě zprávu LSA na multicastovou 
adresu 224.0.0.6, jenž směřuje pouze k tomuto a záložnímu směrovači. DR poté opět multicastově, 
ale na adresu 224.0.0.5, tyto změny interpretuje ostatním. Jako DR je zvolen ten, který se jako 
první přihlásí do sítě. Zůstane jím, dokud se neodpojí, neselže u něj OSPF  proces nebo není 
zrušena tato síť. Pokud bychom ovšem měli směrovač s pomalým síťovým rozhraním, můžeme 
u něj tuto funkci při konfiguraci zakázat. 
Důležitým typem paketu je také DBD (DataBase Desctription) paket. Pomocí něj dochází k 
synchronizaci databází jednotlivých směrovačů. Tímto způsobem se zjišťuje, zda již všechny 
směrovače obdrželi všechny aktualizace.  
Pro identifikaci každého směrovače se využívá identifikační číslo Router ID. Můžeme ho 
nastavit pomocí příkazů. Pokud to neuděláme, je jím zvolena nejvyšší adresa tzv. Loopback 
rozhraní (jde o virtuální rozhraní uvnitř směrovače). Výhodou takového přidělení je stabilita tohoto 
rozhraní a tím i celého OSPF. Nemůže totiž nastat selhání tohoto rozhraní. Pokud bychom ovšem 
takové rozhraní nedefinovali, je jako Router ID zvolena nejvyšší IP adresa aktivního rozhraní. 
Pokud by ovšem došlo k jeho deaktivaci, je zvoleno to s další nejvyšší. Mohlo by tedy docházet 
k častým změnám v identifikaci směrovače, je proto výhodnější nastavit již zmiňované virtuální 
rozhraní. 
Metrika tohoto protokolu se označuje jako cena cesty a vypočítává se podle rovnice (2.4). 
C = 
108
S , C = cena cesty, (2.4) 
 S = šířka pásma [b·s-1]. 
Rovnice byla převzata z [7]. 
Jedná se ale, stejně jako u protokolu IGRP, o cenu jen jednoho úseku. Pro zjištění výsledné 
metriky tedy musíme sečíst ceny všech úseků vedoucích k cíli. 
Administrativní vzdálenost protokolu OSPF je 110.[1][6][7] 
2.1.3 Shrnutí 
Nyní budou shrnuty vlastnosti obou typů vnitřních směrovacích protokolů a budou srovnány 
mezi sebou, nebudeme ovšem brát v úvahu protokol EIGRP. Velkou výhodou Link state protokolů 
je určitě znalost celé topologie sítě, zatímco směrovače používající protokoly Distance Vector znají 
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jen své sousedy. Další výhodou je nezávislost metrik jednotlivých směrovačů. Každý si totiž 
vypočítává svou metriku nezávisle na ostatních směrovačích. Pokud tedy nastane chyba, nešíří se 
lavinově jako u protokolů Distance Vector. Konvergence sítě je zde rychlá, protože každá 
aktualizace se vysílá ihned, jakmile je zjištěna jakákoliv změna v síti a stav linek se kontroluje 
pomocí hello paketů mnohem častěji. 
Výhodou je také používání LSP paketů, do kterých každý směrovač vkládá informace o 
připojených sítích nebo o změně topologie a které jsou šířeny po celé síti. Při použití protokolu 
druhého typu se směrovače o tyto informace dělí pouze se svými sousedy a navíc tím způsobem, že 
jim posílají celé své směrovací tabulky. 
Jsou zde ale i určité nevýhody Link State protokolů. První je složitější implementace do 
směrovačů. Další nevýhodou je větší požadavek na paměť i na procesor. Pro uložení všech tabulek 
i všech ostatních informací je potřeba logicky větší prostor než v případě použití jednoduché 
metriky počtu skoků. Z toho důvodu musí být provedeno více operací výpočtu, což zatěžuje 
procesor směrovače. V pořadí třetí nevýhodou je zatěžování přenosové kapacity sítě v době jejího 
vytváření nebo v době implementace těchto protokolů. Musí být totiž z každého směrovače do 
všech částí sítě vyslána informace o stavu jeho připojených linek. Na druhou stranu už poté nejsou 
sítě zatěžovány periodickými updaty.  
Z celkového hlediska tedy můžeme vyhodnotit, že pro sítě menšího rozsahu je vhodnější 
využít směrovací protokoly typu Distance Vector a pro sítě vetší protokoly Link State. V praxi se 
využívají protokoly RIPv2 a OSPF. I když by bylo výhodné i použití protokolu EIGRP, upouští se 
od toho z důvodu, že jej mají implementovány pouze směrovače jeho vývojáře, jímž je firma Cisco. 
2.2 VNĚJŠÍ SMĚROVACÍ PROTOKOLY 
Všechny výše zmíněné protokoly se využívají ke směrování uvnitř autonomních systémů. Ty 
mohou být definovány jako skupina sítí pod jedinou správou. Data se ovšem přenáší i mezi těmito 
systémy, proto je důležité také dodržovat dohled nad směrováním ven ze systému. Proto je nutné 
využít i vnějších směrovacích protokolů. Do této skupiny patří protokol BGP. 
2.2.1 Boarder Gateway Protocol (BGP) 
Směrovací protokol BGP nepatří jen do skupiny vnějších protokolů, ale také do skupiny tzv. 
Path Vector Protocol. Jak název napovídá, vycházejí tyto protokoly z protokolů Distance Vector. 
Rozdíl je ovšem v tom, že směrovače používající tyto protokoly nerozesílají svým sousedům pouze 
vzdálenosti do daných sítí, ale také cestu k nim. Zabraňuje to tedy vzniku smyček, které mohly 
u jejich předchůdců nastat. Směrovače si poté musí vytvořit dvě tabulky, jednu pro uložení cest do 
sítě a druhou pro uvedení nex-hop uzlu neboli dalšího uzlu v cestě do sítě. V tabulce cest může být 
uloženo více cest do jednoho cíle, ale do směrovací tabulky se dostane pouze ta s nejlepší metrikou. 
Pokud by ovšem nastal případ, kdy by pro obě cesty byla metrika stejná, mohou být do směrovací 
tabulky uloženy obě.  
Protokol BGP je využíván k poskytování informací o sítích v autonomním systému do jiného 
autonomního systému. K výměně těchto informací slouží spojení mezi hraničními směrovači. 
Jelikož musí být tyto informace správné, je využito spolehlivého protokolu TCP a port 179. Toto 
spojení musí být neustále udržováno k periodické výměně informací. Může být tedy popsáno jako 
relace mezi těmito směrovači. V případě, že toto spojení selže, je nutné, aby směrovače přestaly 
využívat informací naučených z druhé strany. 
Metrika je zde sice počítána podle počtu skoků, ale neznamená počet směrovačů v cestě, ale 
počet autonomních systémů. Z pohledu BGP je autonomní systém pouhým velkým uzlem. Mohou 
mezi nimi ovšem existovat paralelní cesty. Rozhodnutí, která z nich bude použita, je již plně lokální 
a bezvýznamné pro směrovací protokol BGP. 
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K rozhodování o cestě paketu se mezi autonomními systémy nevyužívá IP adresa cíle, ale 
číslo, které jednoznačně identifikuje, ve kterém systému se příjemce nachází. Je jím 16 bitové 
identifikační číslo autonomního systému. Musí být, podobně jako IP adresa, pro každý systém 
unikátní. 
Protokol BGP využívá pěti různých typů paketu: 
 open 
 update 
 keepalive 
 notification 
 route-refresh. 
Zpráva open je vyslána ihned po vytvoření TCP spojení k vytvoření společenství. Obsahuje 
verzi BGP protokolu a číslo autonomního systému. Pomocí update zprávy si směrovače vyměňují 
informace o IP adresách. Pro vyjádření funkčnosti spojení se využívá paket keepalive. Jestliže má 
být spojení z nějakého důvodu ukončeno, je vyslán paket notification. Posledním z paketů je 
refresh-route. Je využit, chce-li stanice zažádat o obnovení informací. Tento typ zprávy je ovšem 
volitelný a nemusí jej podporovat každý směrovač. 
Stejně jako u ostatních protokolů je i zde několik časovačů. Tím, který už byl zmíněn dříve je 
HoldTimer. Předepisuje, po jaké době po přijetí poslední zprávy update nebo keepalive je spojení 
pokládáno za přerušené. Výchozí hodnota je 90 sekund, může ale být nastaveno i na nulovou 
hodnotu v případě absolutně spolehlivého spojení. Druhým je KeepAliveTimer, jenž udává, jak 
často musí být vysílány pakety udržující funkčnost spojení. Typickou hodnotou je třetina času, na 
který je nastaven Holdtimer. Pokud je nastaven na nulu, ke generování keepalive zpráv nedochází. 
Další časovač ConnectRetryTimer definuje, jaký čas musí uběhnout, aby mohlo být žádáno 
o obnovení spojení. I zde může být ve speciálních případech nulová hodnota. 
MinASOriginationIntervalTimer říká, za jakou minimální dobu po zjištění změny v jeho vlastní síti 
může směrovač tuto změnu interpretovat pomocí BGP protokolu. Naproti tomu čas, po kterém 
může směrovač teprve udělat změnu ve své tabulce o cestě k sousednímu BGP směrovači, je 
definován jako MinRouteAdvertisementIntervalTimer. 
Podrobnější informace o principech protokolu BGP lze nalézt v literatuře [1]. 
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3 QUALITY OF SERVICE (QOS) 
3.1 ÚVOD DO QOS 
QoS, neboli kvalita služeb, je řízení datových toků sítí za účelem zajištění lepší služby 
vybraným přenosům. Těmito vybranými přenosy jsou takové komunikace, které kladou na přenos 
dat určité požadavky. Mezi nejznámější z nich patří Internetová telefonie (VoIP), která prožívá 
v posledních letech rozvoj především kvůli mnohem nižším cenám než klasická telefonie přes 
veřejnou telefonní síť. Dalším příkladem mohou být videokonference nebo přenosy velkých 
objemů dat. Požadavky, jež jsou kladeny na síť různými aplikacemi využívajícími právě tyto 
služby, jsou následující: 
 Šířka přenosového pásma (bandwidth) – rychlost přenosu dat po síti. 
 Zpoždění (delay) – doba, za kterou jsou vyslaná data přijata přijímačem na druhé straně 
komunikace. 
 Kolísání zpoždění (jitter) – proměnlivost zpoždění jednotlivých paketů. V ideálním 
případě má nulovou hodnotu. 
 Ztrátovost (packet loss) – kolik procent paketů je po cestě sítí ztraceno a nedorazí k cíly. 
I tato hodnota by měla být v ideálním případě nulová. 
Z uvedených požadavků je zřejmé, jak to bude s jednotlivými službami využívajícími 
síťovou komunikaci. Budeme-li přenášet obyčejná data, jako například nějaký větší soubor 
protokolem FTP, bude nás patrně zajímat, za jak dlouho dobu jej stáhneme. Bude pro nás 
rozhodující rychlost přenosu, tedy šířka přenosového pásma. Zpoždění ani kolísání zpoždění pro 
nás nebude rozhodující. Dalším naším požadavkem je, aby dorazila všechna data, žádný paket 
nesmí být ztracen. To nám ovšem zajistí transportní protokol TCP, nad kterým služba FTP běží. 
Detekuje-li totiž ztrátu nebo poškození paketu, žádá o jeho opětovné poslání. Proto ani ztrátovost 
paketů nebude pro nás při využívání této služby rozhodující. Souvisí ovšem se šířkou přenosového 
pásma díky opětovnému posílání ztracených paketů a díky mechanizmům, které jsou pro opětovné 
posílání určeny. Na druhé straně Internet telefonie nepotřebuje velkou šířku pásma, ta je závislá na 
vzorkování a použitém kodeku, naopak ale požaduje minimální zpoždění, jeho kolísání i ztrátovost 
ze zřejmých důvodů. Pro kontrolu těchto požadavků si stačí jen představit komunikaci s velkým 
zpožděním, velkým kolísáním zpoždění nebo velkou ztrátovostí paketů. V takovém případě by 
hovor neměl moc velkou kvalitu. V tabulce tab. 3.1 je uveden příklad služeb a jejich citlivost na 
jednotlivé parametry přenosu. 
Tab. 3.1: Citlivost vybraných služeb na jednotlivé parametry přenosu 
Parametry přenosu VoIP FTP Video 
streaming 
Telnet 
Bandwidth Malá Velká Velká Malá 
Delay  Velká Malá Velká Střední 
Jitter Velká Malá Velká Malá 
Packet loss Střední Střední Střední Velká 
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3.2 MODELY QOS 
Při komunikaci přes internet je možné využít dvou rozdílných architektur zajišťujících QoS: 
• Integrované služby (Integrated services) 
• Diferencované služby (Differentiated services) 
3.2.1 Integrované služby (IntServ) 
Integrované služby, označované jako IntServ, je starší model zajištění QoS. Jeho základem je 
rezervace prostředků před samotným spojením. Aplikace nejprve oznámí síti své požadavky na 
přenos dat. Ta posléze ověří, zda jsou k dispozici požadované prostředky, a rozhodne o vyhovění či 
nevyhovění aplikaci. Své rozhodnutí následně aplikaci pošle. Pokud vyhoví, jsou informovány 
všechny uzly, které leží na trase komunikace, a ty rezervují prostředky pro komunikaci. Pokud síť 
požadavkům vyhovět nemůže, může aplikace snížit své nároky a opět požádat o rezervaci. Pro 
rezervaci a udržení prostředků slouží protokol RSVP (Ressource reSerVation Protocol). [9] 
Základními součástmi tohoto modelu jsou plánovač paketů, jenž řídí jejich vysílaní, kontrola 
přístupu, která rozhoduje o rezervaci prostředků, klasifikátor, jenž identifikuje třídu paketu, a již 
zmiňovaný rezervační protokol RVSP. 
Nevýhodami integrovaných služeb jsou především velké nároky na směrovače. Všechny tyto 
prvky v cestě musí podporovat rezervaci prostředku protokolem RSVP, zpracovávat velké 
množství datových toků a také o každém tomto toku udržovat stavovou informaci. Další nevýhodou 
je rezervace prostředků pro každé spojení, čímž připomíná sítě s přepojováním okruhů. Proto je, 
stejně jako tyto sítě, vhodnější pro delší multimediální komunikace. Navíc opakovaná rezervace 
dodatečně zatěžuje síť.[8] 
3.2.2 Diferencované služby (DiffServ) 
Novější architektura zajištění kvality služeb DiffServ již odstraňuje rezervaci prostředků. 
Neklade tedy tak velké nároky na síť. Nerozlišuje pakety podle jednotlivých toků, ale rozděluje jej 
pouze do několika málo tříd, se kterými pak směrovače podle toho zacházejí. Nemusí tedy udržovat 
stavovou informaci o jednotlivých tocích. Diferencované služby pracují tak, že se zpracování QoS 
provádí na každém aktivním prvku, přes který daná data prochází. Tento způsob se označuje jako 
Per-Hop Bahaviour.  
Označení paketu probíhá na vstupu do sítě. Směrovače uvnitř sítě poté pro rozlišení paketů 
přebírají tyto hodnoty a značkování již neprovádí. Tímto se stanoví tzv. Hranice důvěry (Trust 
Boundary), která odděluje v síti části, kdy předávaným značkám věříme a kdy ne. Na jejich roz-
hraní leží směrovač, který právě toto značkování provádí. Obvyklá snaha je umístit jej co nejvíce 
na okraj sítě, aby byla podpora QoS po celé trase komunikace.  
V této práci se budeme věnovat právě této architektuře, neboť se v dnešním světě využívá 
mnohem častěji. 
V průběhu průchodu paketu směrovačem musí být provedeny následující činnosti: 
classification, policing, scheduling. Nejprve se tedy paket klasifikuje, tím se rozhodne, do které 
třídy bude zařazen. Poté se rozhodne, jak bude s paketem zacházeno a jaké akce s ním budou 
provedeny v závislosti na třídě, do které patří. Nakonec je plánováno, jak pakety budou odcházet z 
výstupního rozhraní. 
3.2.2.1 Klasifikace a značkování 
Každý IP paket obsahuje ve své hlavičce osmibitové pole označované jako Type of Service 
(TOS) neboli typ služby. Je určeno právě ke klasifikování paketů podle jejich priority. Bylo později 
rozděleno na IP Precedence (IPP) a Differentiated Services Code Point (DSCP). První z nich, také 
 26 
starší, využívalo z těchto vyhrazených 8 bitů většinou pouze první 3, takže mohlo vzniknout 
8 různých tříd. Čím má IPP vyšší hodnotu, tím vyšší priorita je mu přiřazena. To ale postupem času 
již nebylo dostačující, což vyústilo ke změně definice pole TOS.  Ani teď ovšem nejsou využity 
všechny bity, ale pouze prvních 6. Struktura pole TOS a jeho umístění v hlavičce IPv4 je na 
obrázcích obr. 3.1 a obr 3.2. 
 0        1        2        3        
0 Verze IHL TOS Celková délka datagramu 
4 Identifikace Příznaky Posunutí fragmentu 
8 TTL Protokol Kontrolní součet IP hlavičky 
12 Adresa zdroje 
16 Adresa cíle 
20 IP options 
24+ Data 
Verze verze IP protokolu 
IHL délka záhlaví 
TOS typ služby 
Identifikace jednoznačná identifikace datagramu 
Posunutí fragmentu posunutí fragmentu v původním IP paketu 
TTL doba životnosti 
Protokol protokol transportní vrstvy 
IP options nepovinná část, slouží k testování či ladění sítě 
Obr. 3.1: Struktura a popis jednotlivých částí hlavičky IPv4 [10] 
DiffServ 
IP precedence 
0 1 2 3 4 5 6 7 
 
TOS 
Obr. 3.2: Struktura pole TOS [11] 
Protože DSCP je rozšířením IPP, je s ním také zpětně kompatibilní. DSCP oproti IPP využívá 
pouze jemnější rozlišení tříd. Kromě DSCP a IPP, jež jsou využívány na IP vrstvě  a objevují se 
v IP hlavičce, existuje i další pole, které je určeno ke klasifikaci paketů na základě priorit dat. Je 
jím pole Class of Service (CoS), které se vyskytuje v hlavičce ethernetového rámce 802.1q. Stejně 
jako u IPP i zde se jedná o 3bitové pole. Z toho vyplývá, že i přepínače podporují prioritizaci 
provozu. V této práci se ovšem budeme zabývat pouze směrovači. Vztahy mezi hodnotami všech tří 
uvedených polí, určených pro QoS, jsou uvedeny v následující tabulce tab. 3.2. 
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Tab. 3.2: Úrovně priorit jednotlivých polí určených pro QoS [11] 
CoS IP Precedence DSCP 
0 0 0-7 
1 1 8-15 
2 2 16-23 
3 3 24-31 
4 4 32-39 
5 5 40-47 
6 6 48-55 
7 7 56-63 
Termín, jenž v DiffServ definuje politiky a priority aplikované na pakety, je označován jako 
Per-Hop Behaviour (PHB). Existují čtyři třídy PHB: 
• Expedited Forwarding (EF) – upřednostněný přenos. Pro pakety, jež vyžadují malé 
zpoždění. Nesmí ovšem spotřebovat veškerou přenosovou kapacitu linky, proto se používá 
pro menší datové přenosy, především VoIP. 
• Assured Forwarding (AF) – zajištěný přenos s vyhrazeným pásmem. Definuje čtyři třídy, 
každou se třemi úrovněmi pravděpodobnosti zahození paketu. Je označován AFxy, kde 
x značí prioritu a y pravděpodobnost zahození. Zde ovšem platí, že čím vyšší je hodnota y, 
tím vyšší je pravděpodobnost zahození. 
• Class Selector (CS) – tato hodnota je kompatibilní s IPP, jsou zde nastaveny pouze první 
3 bity. 
• Best Effort (BE) – výchozí třída pro všechny neoznačené pakety. 
V následující tabulce tab. 3.3 je uvedeno rozdělení hodnot DSCP do tříd PHB. První tři bity 
odpovídají hodnotě IPP, další dva udávají pravděpodobnost zahození a poslední bit je vždy nulový. 
Tab. 3.3: Rozdělení hodnot DSCP a PHB dle IPP [10] 
IPP PHB/DSCP 
0  BE 
000000 (0) 
  
1 CS1 
001000 (8) 
AF11 
001010 (10) 
AF12 
001100 (12) 
AF13 
001110 (14) 
2 CS2 
010000 (16) 
AF21 
010010 (18) 
AF22 
010100 (20) 
AF23 
010110 (22) 
3 CS3 
011000 (24) 
AF31 
011010 (26) 
AF32 
011100 (28) 
AF33 
011110 (30) 
4 CS4 
100000 (32) 
AF41 
100010 (34) 
AF42 
100100 (36) 
AF43 
100110 (38) 
5  EF 
101110 (46) 
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3.2.2.2 Řazení do front 
Přichází-li pakety na výstupní rozhraní, mohou nastat dvě situace: 
• Rychlost příchozích paketů je menší nebo rovna odchozí rychlosti – v tomto případě je 
paket rovnou odeslán. 
• Rychlost příchozích paketů je větší než odchozí rychlost – pakety jsou řazeny do fronty, 
která je typu FIFO. Není-li zde místo, jsou pakety rozděleny podle svého označení do 
softwarových front.  Odkud se určitým algoritmem odebírají a přeposílají do zmíněné 
hardwarové fronty typu FIFO. 
3.2.2.3 Typy front 
Podle toho, jak jsou pakety ve frontě obsluhovány, se fronty dělí do několika typů. Uvedeny 
budou ty základní. 
First In, First Out (FIFO) 
FIFO je nejstarší a nejjednodušší typ fronty. Nepoužívá žádné plánování a nerozděluje pakety 
do tříd. Využívá pouze jednu frontu. Paket, který přijde první, také první odchází, proto na ní 
nemůže být implementováno QoS. Využívá se u hardwarových front jednotlivých rozhraní, nesmí 
ovšem mít příliš velkou velikost. 
Weighted Fair Queuing (WFQ) 
Mechanismus WFQ je výchozí pro linky s přenosovou rychlostí pod 2 Mb·s-1. Pakety jsou 
rozděleny do několika front, jimž je spravedlivě rozděleno přenosové pásmo, podle nastavené váhy 
jednotlivých front. 
Class Based Weighted Fair Queuing (CBWFQ) 
CBWFQ je podobný předchozímu mechanismu. Umožňuje vytvořit až 64 tříd. Existuje tu 
jedna výchozí, kam se zařadí všechen ostatní provoz. Jednotlivým třídám garantuje šířku 
přenosového pásma. V celkovém součtu musí ovšem zůstat (dle výchozího nastavení, které není 
doporučeno měnit) alespoň 25% šířky přenosového pásma nevyhrazeno. Je-li některá fronta po 
nějaký čas prázdná, může její pásmo na tuto dobu využít jiná třída. Uvnitř jednotlivých front se 
využívá algoritmus FIFO a při zaplnění algoritmus Tail Drop nebo WRED v závislosti na 
konfiguraci. 
Low Latency Queuing (LLQ) 
LLQ bývá konfigurován společně s CBWFQ a vytváří zde striktně prioritní frontu. Pakety 
v této frontě mají vždy přednost před ostatními, nesmí ovšem přesáhnout maximální šířku pásma. 
Využívá se u přenosů, kde potřebujeme minimální zpoždění a jeho kolísání, tedy především pro 
přenos hlasu. 
Blíže se tomuto tématu věnují literatury [11] a [12] 
3.2.2.4 Předcházení zahlcení 
V předchozí podkapitole bylo vysvětleno, co se děje s pakety, je-li hardwarová fronta plná. 
Stejně tak se o všem mohou naplnit i fronty softwarové. Ty totiž také kvůli nárůstu zpoždění 
nemohou být příliš velké. 
Tail Drop 
Základním nejjednodušším mechanismem je Tail Drop. Dokud je ve frontě místo, nic se 
neděje. Pokud se ovšem fronta zaplní, začnou se všechny ostatní pakety zahazovat, dokud se opět 
neuvolní místo. Není to ovšem nejlepší řešení. Například protokol TCP po detekci ztráty paketu 
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sníží přenosovou rychlost, kterou postupně opět začne zvyšovat, čímž se uvolní softwarová fronta. 
Je-li ale zahozeno více následujících paketů, je velká pravděpodobnost, že se to dotkne hned 
několika zdrojů. Ty poté zareagují stejně a dojde k rapidnímu snížení provozu. Ten ovšem začne 
znovu růst, dokud nedojde k opětovnému zahlcení a situace se začne opakovat. 
Random Early Detection (RED) 
Mnohem lepší, než čekat na zahlcení a poté teprve začít pakety zahazovat, je stavu zahlcení 
předejít. Právě o to se snaží algoritmus RED. Začíná pakety náhodně zahazovat, detekuje-li plnění 
fronty. Čím je počet paketů ve frontě větší, tím více jich je zahazováno. 
Weighted Random Early Detection (WRED) 
Mechanismus WRED rozšiřuje předchozí o možnost zahazování paketů na základě jejich 
priorit a také dle nastavených profilů pro každou frontu zvlášť. K vyhodnocování zda a kolik 
paketů zahodit využívá dvě hodnoty: minimální a maximální práh. S těmito hodnotami porovnává 
aktuální stav fronty. Je-li počet paketů ve frontě pod úrovní minimálního prahu, žádné pakety 
zahazovány nejsou. Leží-li mezi oběma hodnotami, je zahazováno určité procento. Pokud dosáhne 
úrovně maximálního prahu, jsou zahazovány všechny nově příchozí pakety. Další hodnotou 
vyskytující se ve výpočtu tohoto algoritmu je Mark Probability Denominator (MPD). Pomocí něj se 
vypočítá, po jakou hodnotu poroste procento zahazování, než začnou být zahazovány všechny 
pakety. Jednotlivé hodnoty se liší pro různé priority paketů a mohou být také konfigurací upraveny. 
Na následujícím obrázku obr. 3.3 je uveden příklad, jak může vypadat graf zahazování paketů s 
různou prioritou dle výchozích hodnot pro WRED založeném na prioritizaci pomocí pole DSCP. 
Uvedený příklad je pro výchozí hodnoty. 
 
Obr. 3.3:  Závislost procenta zahozených paketů na délce fronty při využití WRED 
Více se zmíněným mechanismům věnuje literatura [12]. 
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10% 
Procento 
zahazování 
24 
Minimální 
práh 
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4 KONFIGURACE QOS NA SMĚROVAČI 
Pro zjednodušení a sjednocení konfigurace na jednotlivých prvcích firma Cisco zavedla 
Modular Quality of Service Command Line Interface – Modular QoS CLI (MQC). Pro svou funkci 
využívá vždy rozdělení do tříd. Obecný postup pro konfiguraci je následující:  
• nejprve musíme pakety rozdělit do tříd. To učiníme příkazem class-map 
• jakmile je provedena klasifikace, můžeme rozhodnout, jak se s jednotlivými pakety 
bude zacházet. To se provádí v módu policy-map 
• Nyní už stačí přidělit jednotlivé politiky zacházení daným portům, které budou QoS 
podporovat. Přiřazení se provede příkazem service-policy 
Každý z těchto příkazů musí následovat určité parametry. 
4.1 KLASIFIKACE 
Pomocí příkazu class-map v konfiguračním režimu vytvoříme třídu provozu. Podle toho, 
kolik tříd chceme vytvořit, tolikrát musíme tento příkaz použít. Nepovinným parametrem příkazu 
můžeme definovat, zda paket musí splnit všechny nebo jen jedinou podmínku vyskytující se 
v pravidlech dané třídy. Pokud tento parametr nezadáme, automaticky se předpokládá, že musí 
splnit všechny podmínky. Nakonec uvedeme název třídy. 
Podmínky přiřazení provozu se definují uvnitř třídy pomocí příkazu match. Zde můžeme 
jako parametr uvést několik možných podmínek, podle kterých bude provoz do této třídy přiřazen, 
např. protokolu, nastaveného DSCP, IPP, příchozího portu atd. Na druhou stranu také můžeme 
pomocí match not přiřadit všechen provoz kromě uvedeného. Také do třídy můžeme zanořit třídy 
již vytvořené. 
Zde je pro lepší vysvětlení příklad vytvoření a rozdělení do tříd. 
ROUTER(config)#class-map test  
 //  vytvoření třídy match-all s názvem test 
ROUTER(config)#class-map match-all test  
 //  vytvoření třídy match- all s názvem test 
ROUTER(config)#class-map match-any test  
 // vytvoření třídy match-any s názvem test 
Máme vytvořenu třídu s názvem test. Parametr match-any nám značí, že stačí splnit jedinou 
uvedenou podmínku v dané třídě. Nyní můžeme do třídy přiřazovat pakety pomocí příkazu match.  
ROUTER(config-cmap)#match protocol http  
 // přiřazení protokolu HTTP 
V tabulce tab. 4.1 jsou uvedeny možnosti konfigurace pomocí příkazu match. 
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Tab. 4.1: Parametry příkazu match při konfiguraci klasifikace paketů. Převzato z [13] 
Příkaz Funkce 
match ip precedence precedence-value  Srovnává hodnoty IPP 
match access-group {access-group | 
name access- group-name} 
Srovnává s příslušností ACL 
match any Přiřadí všechny pakety 
match class-map class-map-name Zanořená třída 
match cos cos-value [cos-value cos-
value cos-value] 
Srovnává hodnoty CoS 
match destination-address mac 
address 
Srovnává cílovou MAC adresu 
match input-interface interface-name Srovnává vstupní port 
match ip dscp ip-dscp-value [ip-
dscp-value ip-dscp- value ip-dscp-
value ip-dscp-value ip-dscp-value 
ip- dscp-value ip-dscp-value] 
Srovnává hodnoty DSCP 
match ip rtp starting-port-number 
port-range 
Srovnává rozsah RTP portů 
match not match-criteria Reverzní porovnávání, přiřadí ty pakety, 
které této podmínce nevyhoví 
match packet length {max maximum-
length-value [min minimum-length-
value] | min minimum-length-value 
[max maximum-length-value]} 
Srovnává délku paketů, maximální, 
minimální nebo obě. 
match protocol http [url url-string 
| host hostname- string | mime MIME-
type] 
Srovnává protokol HTTP, url, hostname 
nebo mime. 
match protocol protocol-name Srovnává protokoly 
match protocol rtp [audio | video | 
payload-type payload-string] 
Srovnává RTP pakety – audio, video nebo 
typ zátěže 
match source-address mac address-
destination 
Srovnává zdrojovou MAC adresu 
4.2 DEFINICE POLITIKY 
Je-li provoz rozdělen do tříd, je nutné nadefinovat pravidla pro zacházení s jednotlivými 
třídami. Nejprve musíme vytvořit politiku a opět ji pojmenovat. To se provádí příkazem policy-
map stejně jako vytváření tříd v konfiguračním režimu. Protože je možné na každém rozhraní 
přiřadit jen jedinou politiku pro každý směr provozu, musíme do ní zahrnout všechny třídy, které 
chceme, aby byly na tomto portu vytvořeny. Přiřazení třídy do politiky se děje příkazem class 
následovaným jménem třídy. Uvnitř této třídy poté definujeme, jak bude s danou třídou zacházeno, 
nastavíme hodnotu IPP, či DSCP, vymezíme pro ni šířku pásma, či jiná pravidla. Zde je příklad 
konfigurace: 
ROUTER(config)#policy-map qos // vytvoření politiky s názvem qos 
ROUTER(config-pmap)#class test // přiřazení třídy test 
ROUTER(config-pmap-c)#set precedence 3  
 // nastavení IPP na hodnotu 3 
V tabulce tab. 4.2 jsou možnosti nastavení zacházení s paketem dané třídy. 
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Tab. 4.2: Možnosti nastavení zacházení s paketem dané třídy. Převzato z [13] 
Příkaz Funkce 
set Nastaví prioritu paketů třídy 
bandwidth Rezervuje šířku pásma pro třídu 
priority Rezervuje šířku pásma pro třídu a poskytne 
LLQ 
shape Tvaruje provoz třídy, definuje šířku pásma a 
velikost burstů 
police Omezuje provoz třídy, definuje šířku pásma 
a velikost burstů 
compress Provede kompresi TCP a RTP hlaviček 
paketů třídy  
random-detect Nastaví WRED 
fair-queue Nastaví WFQ 
 
4.3 APLIKACE POLITIKY 
Po vytvoření politik je ještě musíme aplikovat na jednotlivé rozhraní. Přepneme se do 
konfiguračního režimu určeného portu a zde ji přiřadíme příkazem service-policy 
následovaným parametrem, který určí, zda bude politika aplikována na příchozí či odchozí provoz, 
a jménem vytvořené politiky. 
ROUTER(config-if)#service-policy input qos  
 // aplikace politiky na příchozí provoz 
ROUTER(config-if)#service-policy output qos  
 // aplikace politiky na odchozí provoz 
4.4 KONTROLA NASTAVENÍ 
Provedenou konfiguraci můžeme samozřejmě také zkontrolovat a to několika způsoby. 
ROUTER#show running-config // zobrazení veškeré běžící konfigurace 
ROUTER#show class-map // zobrazení vytvořených tříd 
ROUTER#show class-map test // zobrazení třídy test 
ROUTER#show policy-map // zobrazení vytvořených politik 
ROUTER#show policy-map qos class test  
 // zobrazení třídy test v politice qos 
 33 
ROUTER#show policy-map interface f0/0  
 // zobrazení statistik politiky na rozhraní 
Konfigurací kvality služeb na směrovačích se zabývají literatury [10] a [12]. 
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5 MĚŘENÍ PŘECHODU SÍTĚ NA ZÁLOŽNÍ TRASU 
Důležitou vlastností sítě podporující QoS je také schopnost reagovat na výpadek v síti. 
V malých sítích bývá většinou využito statické směrování. Vyskytne-li se zde ovšem jakýkoliv 
výpadek, nedokáže na to síť zareagovat a její část nebude fungovat, dokud se výpadek neopraví. Ve 
větších sítích je toto ovšem nepoužitelné. Proto se zde využívá dynamického směrování za použití 
směrovacích protokolů. Jeho hlavní výhodou je dynamické reagování na výpadky v síti. Čas, za 
který směrovač odkloní provoz na záložní trasu, je-li vytvořena, hraje také důležitou roli v dodržení 
stanovené kvality přenosu pro určité služby. Pokud by byl například příliš velký, mohlo by dojít 
v případě VoIP k úplnému přerušení hovoru.  
Pro měření této záležitosti byla sestavena testovací síť se čtyřmi směrovači Cisco 2800 series 
a dvěmi počítači. Přehledné schéma zapojení je na následujícím obrázku obr. 5.1. 
 
Obr. 5.1: Zapojení sítě pro měření času přechodu sítě na záložní trasu 
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Dle schématu je vidět, že obě trasy jsou stejně dlouhé. Mezi počítači byl generován UDP 
provoz pomocí demoverze programu Network Traffic Generator and Monitor ve směru z PC1 
k PC2. Pakety o velikosti 500B byly odesílány každých 20 ms. Provoz byl zachytáván programem 
Wireshark. Byly testovány 4 nejpoužívanější směrovací protokoly: RIP, RIPv2, EIGRP a OSPF. 
Pro každý protokol byly měřeny časy přechodu na záložní trasu při přerušení na dvou různých 
místech. Nejprve odpojením sériového kabelu na prvním směrovači v cestě R1, poté odpojením 
sériového kabelu na posledním směrovači v cestě R4.  
Zajímavé je, že abychom přerušili komunikaci, museli jsme odpojovat stále stejný kabel, 
takže komunikace se po přerušení a opětovném spojení vždy vrátila na původní trasu i přesto, že ve 
směrovacích tabulkách byly pro obě trasy při připojení obou kabelů stejné metriky. Jedinou 
výjimku tvořil protokol OSPF, kde se komunikace při rozpojování kabelu na R1 na původní trasu 
nevracela. 
Měření bylo provedeno vždy sedmkrát, z nichž byly vždy vyškrtnuty nejvyšší a nejnižší 
hodnota. Z těchto hodnot byla poté vypočítána průměrná hodnota. V tabulce tab. 5.1 jsou uvedeny 
naměřené hodnoty. Graficky jsou poté znázorněny v grafu na obrázku obr. 5.2. 
Tab. 5.1: Tabulka času přechodu sítě na záložní trasu pro jednotlivé směrovací protokoly 
 Rozpojení na R1 Rozpojení na R4 
RIP 1,304784 2,596979 
RIPv2 1,301979 2,603765 
EIGRP 1,320451 1,357601 
OSPF 1,299383 4,645401 
Graf naměřených hodnot přechodu sítě na záložní trasu 
pro jednotlivé směrovací protokoly
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Obr. 5.2: Graf času přechodu sítě na záložní trasu pro jednotlivé směrovací protokoly 
Naměřené hodnoty odpovídají časovým rozdílům mezi doručením posledního paketu před 
a prvního paketu po přerušení. 
Z výsledků je vidět, že pokud bylo přerušení provedeno na směrovači R1, nezávisel čas téměř 
na směrovacím protokolu. Pokud bylo ovšem provedeno na směrovači R4, hodnoty přechodu se již 
lišili. Nejrychleji směrovače zareagovali v případě využití protokolu EIGRP, kde se doba přechodu 
téměř nelišila od přerušení na směrovači R1. Zato překvapivě nejhůře dopadl protokol OSPF, kde 
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byla doba přechodu více než třikrát vyšší než u nejrychlejšího protokolu. Protokoly RIP a RIPv2 
dosahují podle předpokladů téměř shodných výsledků. 
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6 REALIZACE QOS 
Největším důvodem pro zavedení QoS v počítačových sítích bývá většinou IP telefonie. Ta 
bude stěžejním bodem i v této práci. Byla sestavena testovací síť podobná předchozí. Zapojení je 
znázorněno na obrázku obr. 6.1. 
 
Obr. 6.1: Schéma zapojení testovací sítě pro konfiguraci QoS 
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Nyní bude popsán postup při konfiguraci směrovače R1. Prvním krokem bude konfigurace 
názvu směrovače pomocí příkazu hostname a vypnutí DNS překladu příkazem no ip domain 
lookup. Oba dva se zadávají v globálním konfiguračním režimu. Následně se provede konfigurace 
IP adres v konfiguračních režimech jednotlivých rozhraních. K tomu se využije příkaz ip 
address. Jednotlivá rozhraní se musí ještě příkazem no shutdown aktivovat a na sériových 
portech na straně DCE nastavit hodinový signál příkazem clock rate.  
Z předchozího měření bylo zjištěno, že nejvhodnějším směrovacím protokolem bude protokol 
firmy Cisco EIGRP. Proto se provede jeho konfigurace v globálním konfiguračním režimu 
příkazem router eigrp 1, kde číslo 1 udává číslo autonomního režimu. Dále se pomocí příkazu 
network nastaví sítě, které bude směrovač rozhlašovat. Poté se zamezí příkazem no auto-
summary automatické sumarizaci sítí. 
Nyní se již může začít s konfigurací samotného QoS. Postupováno bude podle návodu 
v kapitole 4. Nejprve je tedy nutné provoz, kterému má být určitá kvalita služby zaručena, 
klasifikovat. Ostatní pakety budou automaticky zařazeny do výchozí třídy default-class. Firmou 
Cisco je doporučeno vytvářet maximálně 4-5 tříd. Pro toto měření postačí třídy 2, a to pro hlas 
a signalizaci. K vytvoření třídy slouží příkaz class-map, k přiřazení provozu příkaz match. 
Jakmile je provoz klasifikován, je nutné ještě vytvořit politiku příkazem policy-map 
a příkazem class přiřadit nadefinované třídy. Je poté označíme dle doporučení hodnotami DSCP 
za použití příkazu set.  
Takto byla nedefinována politika pro vstupní port do sítě, kde musely být pakety 
klasifikovány a označeny prioritami. Následně se vytvoří třídy již na základě označení paketů, tedy 
značek, které jim byly přiděleny v předchozím bodě. Zde se následně vyhradí pásmo pro danou 
třídu, pro hlas příkazem priority percent a pro signalizaci příkazem bandwidth 
remaining percent. 
Nakonec již stačí vytvořené politiky přiřadit jednotlivým rozhraním směrovače. To se 
provede v konfiguračním režimu rozhraní příkazem service-policy.  
Stejná konfigurace bude vytvořena pro směrovač R4. Jediným rozdílem bude konfigurace 
adres jednotlivých rozhraní a rozhlašované sítě protokolem EIGRP a samozřejmě také jméno 
směrovače. Pro vnitřní směrovače R2 a R3 nebude potřeba vytvářet politiku pro značkování paketů. 
Tyto směrovače totiž mohou využít značky, které jsou paketům přiřazovány na směrovačích R1 
a R4. 
Postup celé konfigurace směrovače R1 a běžící konfigurace všech směrovačů jsou přiloženy 
v příloze. 
6.1 TESTOVÁNÍ KONFIGURACE 
Ze schématu zapojení sítě, je vidět menší změna oproti testování přechodu na záložní trasu. 
Přibyly zde VoIP telefony a také 2 huby výrobce 3Com, kterými bylo docíleno toho, že provoz 
mezi telefony mohl být odchytáván na počítačích softwarovým paketovým analyzátorem 
Wireshark. Telefony využívaly pro kódování hlasu kodek G.711, jenž je nejméně úsporný na 
přenosovou rychlost. Ta je 64 kb·s-1 na aplikační vrstvě. Na fyzické je tedy díky režii ještě o něco 
větší. 
Směrovače byly při testování propojeny sériovou linkou. Při konfiguraci jsem clock rate 
nastavil na hodnotu 125 000, maximální možná byl 128 000. Přenosová rychlost byla tedy 125 kb·s-1. 
Na takto pomalé lince je nastavení kvality služeb obzvláště důležité. Uskutečnit hovor je zde 
možné, přenos obrazu v obstojné kvalitě je ovšem nerealizovatelný. Na této síti bylo tedy testováno 
pouze VoIP. Ke generování provozu byl opět použit program Network Traffic Generator and 
Monitor. Ve směru od PC1 k PC2 byly postupně posílána data transportního protokolu UDP 
přenosovou rychlostí 80, 100, 200 a 400 kb·s-1. Při QoS byla na směrovačích postupně nastavována 
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rezervovaná šířka pásma pro VoIP 50, 60, 65 a 70% z celkové přenosové šířky linky – tedy 62,5, 
75, 81,25 a 87,5 kb·s-1. Dále byla kvalita služeb nakonfigurována také pro signalizaci, zde bylo 
vyhrazené pásmo 1% ze zbylé šířky, kterou je možné rezervovat. Ve výchozím a doporučeném 
nastavení je možné rezervovat maximálně 75% z celkového přenosového pásma. Většina z toho 
byla již přidělena pro pakety přenášející hlas, proto na signalizaci zbyla poměrně malá část. Pro 
naše účely byla však dostačující. Důležité parametry komunikace jsou uvedeny v tabulce tab. 6.1. 
Graf závislosti ztrátovosti paketů na provozu na pozadí a vyhrazeném pásmu je na obrázku obr. 6.2. 
Tab. 6.1: Naměřené hodnoty parametrů VoIP při různých nastaveních 
Provoz na pozadí 
[kb·s-1] 
vyhrazené pásmo 
[%] 
šířka pásma 
[kb·s-1] 
zpoždění 
[s] 
maximální jitter 
[ms] 
ztrátovost 
[%] 
80 0 72 2,2 9,92 10,3 
  50 76 - 8,79 8,2 
  60 80 - 8,64 6,5 
  65 85 - 8,73 0,0 
  70 86 - 8,22 0,0 
100 0 66 2,8 11,61 18,2 
  50 67 - 9,94 21,4 
  60 80 - 9,52 6,5 
  65 86 - 9,18 0,0 
  70 86 - 8,68 0,0 
200 0 49 5,5 23,80 43,9 
  50 68 - 20,64 21,2 
  60 80 - 14,03 6,5 
  65 85 - 11,22 0,0 
  70 86 - 11,22 0,0 
400 0 32 11 57,50 63,8 
  50 67 - 23,54 21,4 
  60 80 - 17,83 6,5 
  65 86 - 12,26 0,0 
  70 86 - 14,33 0,0 
Graf závislosti ztrátovosti paketů na provozu na 
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Obr. 6.2: Graf závislosti ztrátovosti paketů na provozu na pozadí a vyhrazeném pásma 
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V případě, kdy nebyla nastavena kvalita služeb (v tabulce vždy řádek s vyhrazeným 
pásmem = 0%), byly sice pakety přenášející hlasová data označeny již z telefonu značkou CS5, ale 
na směrovačích nebyla nakonfigurována žádná pravidla pro zacházení s pakety různých priorit, 
proto se s nimi zacházelo jako s jakýmikoliv jinými. Je zde vidět neakceptovatelná ztrátovost, jitter 
a především zpoždění, které dosahovalo několika sekund, při zahlcení sítě až 11 vteřin. Takováto 
komunikace se stává nepoužitelnou. 
V případě nakonfigurování pravidel pro zacházení s pakety na směrovači, již klesá zpoždění 
na minimum, pro běžného uživatele téměř nepostřehnutelné. Zpoždění bylo v tomto případě 
zkoumáno subjektivním vnímání, proto nejsou tyto hodnoty uvedeny v tabulce. Při malém 
vyhrazeném pásmu je ovšem stále velká ztrátovost. Hovor je v tomto případě realizovatelný, ovšem 
nízké kvality. Jitter i při zahlcení klesl na akceptovatelnou hodnotu. Vyhradíme-li větší pásmo, 
klesne ztrátovost na nulovou hodnotu. Zde jsou již splněny veškeré požadavky VoIP. Za všimnutí 
stojí také šířka pásma využitá pro komunikaci. Vyhrazené pásmo je totiž minimální hodnota 
rezervovaná pro danou třídu, proto může být ve skutečnosti využitá šířka pásma větší. 
Z hlediska uživatele je rozhodujícím faktorem zpoždění a ztrátovost. Minimálního zpoždění 
dosáhneme prostou prioritizací hlasových dat. Chceme-li ovšem minimální, v lepším případě 
nulovou, ztrátovost, je nutné vyhradit pro hlas pásmo určité šířky. Pro jeden hovor je dostačující 
81,25 kb·s-1. Tato hodnota platí v případě použití nejčastějšího kodeku G.711. Je-li použit jiný 
kodek, je tato hodnota odlišná. Jelikož je G.711 nejjednodušším kodekem, pro ostatní je potřebná 
šířka pásma menší. V praxi se již takto pomalé linky, jaké jsem měl dispozici, téměř nevyužívají 
a také bývá potřeba zabezpečit provoz pro více než jeden telefon, proto se pro hlasový přenos 
vyhrazuje větší pásmo. 
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7 ZÁVĚR 
Cílem této bakalářské práce bylo zaměřit se na problematiku směrování a zajištění kvality 
služeb v počítačových sítích. Byla sestavena testovací síť obsahující čtyři směrovače Cisco 2800 
series. Ty byly mezi sebou propojeny do kruhu pomocí sériové linky. Dále Byly použity dva 
rozbočovače od firmy 3Com, dva IP telefony a dva počítače. Na této síti byla nakonfigurována 
pravidla pro podporu kvality služeb. Nejprve byla ovšem otestována schopnost reakce sítě na 
výpadek. Byly srovnány směrovací protokoly RIP, RIPv2, OSPF a EIGRP. Měření bylo prováděno 
při dvou různých výpadcích, nejprve na vstupním směrovači do sítě, poté na výstupním směrovači 
ze sítě z hlediska směru posílání dat. Protokol s nejrychlejší reakcí byl následně vybrán pro síť 
podporující QoS. V prvním případě doba reakce téměř nezáležela na volbě směrovacího protokolu. 
Rozdíl nejnižší a nejvyšší hodnoty byl přibližně 21 ms. V druhém případě byly hodnoty dramaticky 
rozdílné. Nejrychleji dokázal reagovat protokol EIGRP od firmy Cisco, kde se reakční doba jen 
minimálně lišila od výpadku na prvním směrovači. Překvapivě nejpomaleji reagoval protokol 
OSPF, kde reakční doba byl více než trojnásobná ve srovnání s předchozím protokolem. Pro síť 
s podporou QoS byl tedy vybrán protokol EIGRP. 
Největšími důvody pro zavedení kvality služeb v sítích bývá především internetová telefonie, 
na druhém místě poté přenos obrazu. Jelikož bylo k dispozici propojení směrovačů pouze pomocí 
pomalé sériové linky, byla zkoumána jen podpora VoIP. Telefony, jež byly pro testování použity, 
kódovaly hlas pomocí kodeku G.711, proto bylo nutné vyhradit pro jejich komunikaci poměrně 
široké pásmo. Tato komunikace byla díky použití rozbočovačů posílána také na počítače, kde byla 
odchytávána a následně analyzována pomocí programu Wireshark. Nejprve bylo otestováno 
uskutečnění hovoru bez podpory QoS na směrovačích. Pakety byly sice telefony označeny v poli 
TOS hodnotou CS5, ale protože nebyla nakonfigurována pravidla pro zacházení s nimi, 
prioritizovány nebyly. Podmínky pro VoIP v tomto případě splněny nebyly. Především zpoždění 
a ztrátovost dosahovaly obrovských hodnot neakceptovatelných pro hovorovou komunikaci. 
V druhém případě byla na směrovačích nakonfigurována pravidla pro zacházení s jednotlivými 
pakety a bylo otestováno několik konfigurací lišících se vyhrazeným pásmem pro telefonii. Pro 
splnění nároků VoIP bylo nutné vyhradit alespoň 65% přenosové kapacity sériové linky, tedy 
81,25 kb·s-1. Při použití rozdílného počtu komunikací nebo odlišného kodeku by se tato hodnota 
lišila. 
V dnešním světě počítačových sítí, kdy jsou stále častěji využívány i pro jiné typy 
komunikace, například testované VoIP, je podpora QoS na směrovačích velice důležitá.  
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A.POSTUP PŘI KONFIGURACI SMĚROVAČE R1 
ROUTER>enable // přepnutí do uživatelského privilegovaného 
režimu 
ROUTER#configure terminal // přepnutí do globálního konfiguračního 
režimu 
ROUTER(config)#hostname R1 // konfigurace jména směrovače 
R1(config)#interface f0/0 // přepnutí do konfiguračního režimu rozhraní 
R1(config-if)#ip address 192.168.0.1 255.255.255.0  
 // nastavení IP adresy rozhraní 
R1(config-if)#no shutdown // aktivování rozhraní 
R1(config-if)#interface f0/1 // přepnutí do konfiguračního režimu rozhraní 
R1(config-if)#ip address 192.168.1.1 255.255.255.0  
 // nastavení IP adresy rozhraní 
R1(config-if)#no shutdown // aktivování rozhraní 
R1(config-if)#interface s0/1/0 // přepnutí do konfiguračního režimu rozhraní 
R1(config-if)#ip address 192.168.2.1 255.255.255.0  
 // nastavení IP adresy rozhraní 
R1(config-if)#no shutdown // aktivování rozhraní 
R1(config-if)#clock rate 125000 // nastavení frekvence hodinového signálu 
R1(config-if)#interface s0/1/1 // přepnutí do konfiguračního režimu rozhraní 
R1(config-if)#ip address 192.168.3.1 255.255.255.0  
 // nastavení IP adresy rozhraní 
R1(config-if)#no shutdown // aktivování rozhraní 
R1(config-if)#exit // přechod zpět do globálního konfiguračního 
režimu 
R1(config)#no ip domain-lookup // vypnutí DNS překladu v případě špatně 
zapsaného příkazu  
R1(config)#router eigrp 1 // konfigurace protokolu EIGRP, číslo 1 
udává číslo autonomního systému 
R1(config-router)#network 192.168.0.0 // vyjmenování sítí, které bude  
R1(config-router)#network 192.168.1.0 // směrovač rozhlašovat pomocí  
R1(config-router)#network 192.168.2.0 //  protokolu EIGRP 
R1(config-router)#network 192.168.3.0 
R1(config)#class-map voice // vytvoření třídy s názvem voice 
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R1(config-cmap)#match protocol rtp audio  
 // přiřadí do třídy pakety RTP, jenž přenáší 
audio informace 
R1(config-cmap)#exit // přepnutí zpět do globálního konfiguračního 
režimu 
R1(config)#class-map match-any signallig   
 // vytvoření třídy s názvem signalling tak, 
aby stačilo splnit jedinou z definovaných 
podmínek 
R1(config-cmap)#match protocol h323 // přiřadí do třídy pakety protokolu H.323 
R1(config-cmap)#match protocol sip // přiřadí do třídy pakety SIP 
R1(config-cmap)#match protocol rtcp // přiřadí do třídy pakety RTCP 
R1(config-cmap)#exit // přepnutí zpět do globálního konfiguračního 
režimu 
R1(config)#policy-map in // vytvoření politiky s názvem in 
R1(config-pmap)#class voice // přiřazení třídy voice do politiky in 
R1(config-pmap-c)#set ip dscp ef // nastavení piority paketů třídy na hodnotu 
EF 
R1(config-pmap-c)#exit // přepnutí zpět do konfiguračního režimu 
politiky 
R1(config-pmap)#class signalling // přiřazení třídy signalling do politiky 
R1(config-pmap-c)#set ip dscp cs3 // nastavení priority paketů třídy na hodnotu 
CS3 
R1(config-pmap-c)#exit // přepnutí zpět do konfiguračního režimu 
politiky 
R1(config-pmap)#exit // přepnutí zpět do globálního konfiguračního 
režimu 
R1(config)#class-map hlas // vytvoření třídy s názvem hlas 
R1(config-cmap)#match ip dscp ef // přiřadí do třídy pakety s prioritou EF 
R1(config-cmap)#exit // přepnutí zpět do globálního  
konfiguračního režimu 
R1(config)#class-map signalizace // vytvoření třídy s názvem signalizace 
R1(config-cmap)#match protocol cs3 // přiřadí do třídy pakety s prioritou cs3 
R1(config-cmap)#exit // přepnutí zpět do globálního  
konfiguračního režimu 
R1(config)#policy-map out // vytvoření politiky s názvem out 
R1(config-pmap)#class hlas // přiřazení třídy hlas do politiky 
R1(config-pmap-c)#priority percent 10 // prioritizace třídy a vyhrazení pásma 
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R1(config-pmap-c)#exit // přepnutí zpět do konfiguračního režimu 
politiky 
R1(config-pmap)#class signalizace // přiřazení třídy signalizace do politiky 
R1(config-pmap-c)#bandwidth remaining percent 1  
 // vyhrazení pásma v procentech z maximální 
šířky, která může být vyhrazena 
R1(config-pmap-c)#exit // přepnutí zpět do konfiguračního režimu 
politiky 
R1(config-pmap)#exit // přepnutí zpět do globálního konfiguračního 
režimu 
R1(config)#interface f0/0 // přepnutí do konfiguračního režimu portu 
R1(config-if)#service-policy input in // aplikace politiky na vstupní provoz portu 
R1(config-if)#service-policy output out  
 // aplikace politiky na výstupní provoz portu 
R1(config-if)#interface f0/1 // přepnutí do konfiguračního režimu portu 
R1(config-if)#service-policy input in // aplikace politiky na vstupní provoz portu 
R1(config-if)#service-policy output out  
 // aplikace politiky na výstupní provoz portu 
R1(config-if)#interface s0/1/0 // přepnutí do konfiguračního režimu portu 
R1(config-if)#service-policy output out  
 // aplikace politiky na výstupní provoz portu 
R1(config-if)#interface s0/1/1 // přepnutí do konfiguračního režimu portu 
R1(config-if)#service-policy output out  
 // aplikace politiky na výstupní provoz portu 
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B.BĚŽÍCÍ KONFIGURACE NA SMĚROVAČI R1 
! 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
! 
hostname R1 
! 
boot-start-marker 
boot-end-marker 
! 
! 
no aaa new-model 
ip cef 
! 
! 
! 
! 
no ip domain lookup 
! 
! 
! 
! 
! 
! 
class-map match-any signalling 
 match protocol h323 
 match protocol sip 
class-map match-all hlas 
 match ip dscp ef  
class-map match-all signalizace 
 match ip dscp cs3  
class-map match-all voice 
 match protocol rtp audio  
! 
! 
policy-map output 
 class hlas 
  priority percent 50 
 class signalizace 
  bandwidth remaining percent 1 
 class class-default 
  fair-queue 
policy-map input 
 class voice 
  set dscp ef 
class signalling 
  set dscp cs3 
! 
! 
! 
interface FastEthernet0/0 
 ip address 192.168.0.1 255.255.255.0 
 ip nbar protocol-discovery 
 duplex auto 
 speed auto 
 service-policy input input 
 service-policy output output 
! 
interface FastEthernet0/1 
 ip address 192.168.1.1 255.255.255.0 
 ip nbar protocol-discovery 
 duplex auto 
 speed auto 
 service-policy input input 
 service-policy output output 
! 
interface Serial0/1/0 
 ip address 192.168.2.1 255.255.255.0 
 clock rate 125000 
 service-policy output output 
! 
interface Serial0/1/1 
 ip address 192.168.3.1 255.255.255.0 
 service-policy output output 
! 
router eigrp 1 
 network 192.168.0.0 
 network 192.168.1.0 
 network 192.168.2.0 
 network 192.168.3.0 
 no auto-summary 
! 
ip forward-protocol nd 
! 
ip http server 
no ip http secure-server 
! 
! 
control-plane 
! 
! 
line con 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 login 
! 
scheduler allocate 20000 1000 
end 
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C.BĚŽÍCÍ KONFIGURACE NA SMĚROVAČI R2 
! 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
! 
hostname R2 
! 
boot-start-marker 
boot-end-marker 
! 
! 
no aaa new-model 
! 
resource policy 
! 
mmi polling-interval 60 
no mmi auto-configure 
no mmi pvc 
mmi snmp-timeout 180 
ip subnet-zero 
ip cef 
! 
! 
! 
! 
no ip domain lookup 
! 
voice-card 0 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
! 
class-map match-all hlas 
 match ip dscp ef  
class-map match-all signalizace 
 match ip dscp cs3  
! 
! 
policy-map output 
 class hlas 
  priority percent 50 
 class signalizace 
  bandwidth remaining percent 1 
 class class-default 
  fair-queue 
! 
! 
! 
! 
interface FastEthernet0/0 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
! 
interface FastEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
! 
interface Serial0/1/0 
 ip address 192.168.4.2 255.255.255.0 
 clock rate 125000 
 service-policy output output 
! 
interface Serial0/1/1 
 ip address 192.168.2.2 255.255.255.0 
 service-policy output output 
! 
router eigrp 1 
 network 192.168.2.0 
 network 192.168.4.0 
 no auto-summary 
! 
ip classless 
! 
! 
ip http server 
no ip http secure-server 
! 
! 
! 
! 
control-plane 
! 
! 
! 
! 
! 
! 
! 
! 
line con 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 login 
! 
scheduler allocate 20000 1000 
end 
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D.BĚŽÍCÍ KONFIGURACE NA SMĚROVAČI R3 
! 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
! 
hostname R3 
! 
boot-start-marker 
boot-end-marker 
! 
! 
no aaa new-model 
ip cef 
! 
! 
! 
! 
no ip domain lookup 
! 
! 
! 
! 
! 
! 
class-map match-all hlas 
 match ip dscp ef  
class-map match-all signalizace 
 match ip dscp cs3  
! 
! 
policy-map output 
 class hlas 
  priority percent 50 
 class signalizace 
  bandwidth remaining percent 1 
 class class-default 
  fair-queue 
! 
! 
! 
 
interface FastEthernet0/0 
 no ip address 
 duplex auto 
 speed auto 
! 
interface FastEthernet0/1 
 no ip address 
 shutdown 
 duplex auto 
 speed auto 
! 
interface Serial0/1/0 
 ip address 192.168.3.2 255.255.255.0 
 clock rate 125000 
 service-policy output output 
! 
interface Serial0/1/1 
 ip address 192.168.5.2 255.255.255.0 
 service-policy output output 
! 
router eigrp 1 
 network 192.168.3.0 
 network 192.168.5.0 
 no auto-summary 
! 
ip forward-protocol nd 
! 
ip http server 
no ip http secure-server 
! 
! 
control-plane 
! 
! 
line con 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 login 
! 
scheduler allocate 20000 1000 
end 
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E. BĚŽÍCÍ KONFIGURACE NA SMĚROVAČI R4 
! 
version 12.4 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
! 
hostname R4 
! 
boot-start-marker 
boot-end-marker 
! 
! 
no aaa new-model 
ip cef 
! 
! 
! 
! 
no ip domain lookup 
! 
! 
! 
! 
! 
! 
class-map match-any signalling 
 match protocol h323 
 match protocol sip 
class-map match-all hlas 
 match ip dscp ef  
class-map match-all signalizace 
 match ip dscp cs3  
class-map match-all voice 
 match protocol rtp audio  
! 
! 
policy-map output 
 class hlas 
  priority percent 50 
 class signalizace 
  bandwidth remaining percent 1 
 class class-default 
  fair-queue 
policy-map input 
 class voice 
  set dscp ef 
 class signalling 
  set dscp cs3 
! 
! 
! 
interface FastEthernet0/0 
 ip address 192.168.6.1 255.255.255.0 
 ip nbar protocol-discovery 
 duplex auto 
 speed auto 
 service-policy input input 
 service-policy output output 
! 
interface FastEthernet0/1 
 ip address 192.168.7.1 255.255.255.0 
 ip nbar protocol-discovery 
 shutdown 
 duplex auto 
 speed auto 
 service-policy input input 
 service-policy output output 
! 
interface Serial0/1/0 
 ip address 192.168.5.1 255.255.255.0 
 clock rate 125000 
 service-policy output output 
! 
interface Serial0/1/1 
 ip address 192.168.4.1 255.255.255.0 
 service-policy output output 
! 
router eigrp 1 
 network 192.168.4.0 
 network 192.168.5.0 
 network 192.168.6.0 
 network 192.168.7.0 
 no auto-summary 
! 
ip forward-protocol nd 
! 
ip http server 
no ip http secure-server 
! 
! 
control-plane 
! 
! 
line con 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 login 
! 
scheduler allocate 20000 1000 
end 
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F. OBSAH PŘILOŽENÉHO CD 
Na přiloženém CD jsou kromě elektronické verze této bakalářské práce přiloženy ještě konfigurace 
běžící na směrovačích v době testování. 
Test RIP 
- R1rip.txt 
- R2rip.txt 
- R3rip.txt 
- R4rip.txt 
Test RIPv2 
- R1ripv2.txt 
- R2ripv2.txt 
- R3ripv2.txt 
- R4ripv2.txt 
Test EIGRP 
- R1eigrp.txt 
- R2eigrp.txt 
- R3eigrp.txt 
- R4eigrp.txt 
Test OSPF 
- R1ospf.txt 
- R2ospf.txt 
- R3ospf.txt 
- R4ospf.txt 
Test QoS 
- R1qos.txt 
- R2qos.txt 
- R3qos.txt 
- R4qos.txt 
