In this work we implement a rigorous computer-assisted technique for proving existence of periodic solutions of nonlinear differential equations with non-polynomial nonlinearities. We exploit ideas from the theory of automatic differentiation in order to formulate an augmented nonlinear system which has only polynomial nonlinearities. We validate the computation of periodic orbits for the augmented system using a combination of Fourier series analysis and the radii polynomial approach. The computer-assisted proof is obtained in a Banach space of analytic functions characterized by geometric decay of Fourier coefficients. As an application of these ideas we present the details and a number of computer-assisted results for the classical Lyapunov family of orbits in the Planar Circular Restricted Three-Body Problem (PCRTBP).
Introduction
A fundamental issue in the qualitative theory of nonlinear differential equations is the existence question for periodic motions. The question has a global flavor and, for a given system which is not undergoing a bifurcation, can be difficult to resolve using pen and paper arguments. On the other hand numerical simulations sometimes suggest that the orbits are in fact present. In this case one looks for tools to help close the gap between numerical experiment and mathematical proof.
The present work treats a computer-assisted argument for proving the existence of periodic solutions of differential equations. The equations under consideration have non-polynomial nonlinearities. The method consists of studying a certain fixed point problem on a Banach space of Fourier coefficients, and enables us to obtain quantitative information about analytic properties of the solution such as bounds on decay rates of the Fourier coefficients, lower bounds on the size of the domain of analyticity, and bounds on derivatives of the solution. In order to implement the computer-assisted arguments for non-polynomial problems we borrow an idea from the theory of automatic differentiation which facilitates efficient composition of an unknown Fourier series with a non-polynomial vector field. This composition takes place in Fourier space, and the resulting "automatic differentiation for Fourier series" transforms the given problem into a polynomial problem in a larger number of variables. The new problem is amiable to existing methods of computer-assisted analysis. For example, we use the techniques discussed in [1] to complete the argument.
In Section 2.6 we consider a classical problem of celestial mechanics and prove the existence of a number of periodic orbits by computer-assisted methods. However before concluding the present introductory discussion, we state Theorem 1, which provides clearer insight into the nature of our results. with a k , b k the numbers given in Table 1 , and ω = 1.0102. Let γ(t) = [x(t), y(t)] and T * = 2π/ω. Then there is a real analytic function γ * : [0, T * ] → R 2 such that 1. γ * is a T * -periodic solution of the Planar Circular Restricted Three-Body Problem (PCRTBP) given in (2.1) with mass parameter µ = 0.0123. (The PCRTBP is discussed in Section 2).
γ
* is a symmetric solution in the sense that γ with r = 2.5 × 10 −10 .
4. The function γ * can be extended to a T -periodic analytic function on a complex strip having width at least ln(1.14)/ω ≈ 0.1297.
The decay rates of the Fourier coefficients of γ
* satisfy the bounds |a k | ≤ 6.1 × 10 −8
1.14 k and |b k | ≤ 6.1 × 10 −8
1.14 k , for k ≥ 31.
The orbit itself is illustrated in Figure 6 .
A few additional comments will place Theorem 1 in context within the existing literature. The PCRTBP is much studied using mathematically rigorous numerical methods and computer-assisted proofs. For example, the works of [2, 3, 4, 5, 6] employ computer-assisted topological fixed point arguments in Poincaré sections in order to prove the existence of periodic orbits. Validated numerical integration algorithms are used in order to enclose orbit segments (solutions of the initial value problem) and to solve the variational equation (compute derivatives of the flow map). The validated numerical integration algorithms facilitate mathematically rigorous evaluation of both the Poincaré map and its derivatives. If the vector field under study is C k (in particular analytic) then one also obtains that the orbit is C k (analytic). Many of the numerical tools used by the authors of [4, 5, 6] are collected into the CAPD software package, a general C ++ library for validated numerics in dynamical systems theory. We also mention that the references above include mathematically rigorous studies of heteroclinic and homoclinic connecting orbits between periodic orbits and bounds on the topological entropy of the system.
Exploiting topological arguments in a Poincaré section results in a description of the periodic orbit in terms of approximate initial conditions and approximate period. In other words, these arguments result in information given explicitly in the phase space. In contrast, Theorem 1 approximately describes the periodic solution γ * in terms of trigonometric polynomials, bounds the C 0 difference between the true and approximate solutions, and provides analytic bounds on the decay rate of the tail of the Fourier series representation. So the theorem provides information given explicitly in some function space. The topological and analytic methods of computer-assisted analysis complement one another, and together provide means to answer many mathematical questions concerning solutions of nonlinear differential equations. Figure 1: The Fourier coefficients of (x(t), y(t)) of the inner most green periodic orbits on the left in Figure 6 . The frequency of the orbit is ω = 1.0102. There are m = 30 Fourier coefficients per component. We could prove the existence of the orbit with ν = 1.14 and r = 6.1 × 10 −8 . We also proved the existence with ν = 1.09 and r = 2.5 × 10 −10 .
Remark 1. (Computer-Assisted Proofs and the Radii Polynomial Approach)
The radii polynomial approach refers to a tool kit for carrying out a posteriori computer-assisted existence proofs for nonlinear operator equations
defined on infinite-dimensional Banach spaces. The solution x may represent an invariant set of a dynamical system like a steady state, a periodic orbit, a connecting orbit, a stable manifold, etc. It could also be a minimizer of an action functional, an eigenpair of an eigenvalue problem or a solution to a boundary value problem. The radii polynomial approach consists of taking a finite-dimensional projection of (1.1), computing an approximate solutionx (e.g. using Newton's method), constructing an approximate inverse A of DF (x), and then proving the existence of a fixed point for the Newton-like operator
by applying the Contraction Mapping Theorem (CMT) on closed balls aboutx. The hypotheses of the CMT are rigorously verified by deriving a system of polynomial equations (the radii polynomials) whose coefficients carry the relevant information about the nonlinear mapping (1.2), the topology of the solution space, the given numerical approximate solution x, and the choice of approximate inverse A for the derivative of the mapping F . The question "Is T a contraction on some neighborhood ofx ?" is reduced to a question about the zeros of the radii polynomials, and the zeros of the radii polynomials are studied via validated numerical root-finding algorithms.
The radii-polynomial approach has been applied to a host of problems in differential equations/dynamical systems theory including the study of initial value problems [7] , equilibrium solutions of partial differential equations [8, 9, 10, 11, 12, 13] , periodic solutions of ordinary, delay and partial differential equations [1, 14, 15, 16, 17, 18, 19] , stable/unstable invariant manifolds for differential equations [20] , solutions of boundary value problems such as eigenvalue/eigenfunction problems [21, 22, 23] connecting orbit problems for differential equations [24, 25] , and standing wave patterns [26] . With the help of the Uniform Contraction Theorem, methods based on the radii polynomials are especially well suited for mathematically rigorous continuation schemes [27, 28, 29] .
One possible criticism of this collection of methods is that it appears, at first glance, limited to problems with polynomial nonlinearities. Indeed, up to now, this approach has been applied only to problems with quadratic and cubic nonlinearities. The present work puts to rest this criticism and illustrates the wider applicability of these methods.
Remark 2. (Automatic Differentiation, Spectral Methods, and Computer-Assisted Proof ) The question of how to efficiently compute the composition of a polynomial or power series with an elementary function appears in many numerical analysis applications. Indeed, research into algorithms for efficient multiplication of polynomials remains an active area. A classical discussion of semi-numerical algorithms for computing polynomial expansions of e P , sin(P ), P k , etc, when P is a polynomial appears in the book of Knuth [30] . The ideas of Knuth are used in order to compute the polynomial expansion of f (P ) when P is a polynomial and f is any of the "elementary functions of mathematical physics" (trigonometric functions, Bessel functions, elliptic functions, etc). This is because all such f 's arise as solutions of low order linear differential equations. Power matching schemes applied to these differential equations reduce the cost of computing f (P ) to the cost of multiplying polynomials.
The ideas discussed by Knuth in [30] are now a standard part of the Automatic Differentiation (AD) literature. A survey of the AD literature is beyond the scope of the present work and we refer for example to [31, 32, 33] for more complete exposition. Presently, we only remark that the tools of AD are used extensively in computer-assisted proofs in nonlinear analysis, especially for problems involving Taylor series expansions. The discussion in Chapters 4 and 5 of the book by Tucker [34] contains many examples and additional references to the literature. We also mention that a number of software packages and libraries for computer-assisted proof in dynamical systems theory employ AD tools for Taylor series. See for example [35, 36, 37] for discussion of the COSY software package, [38, 4, 39] for discussion of the CAPD libraries, and [40] for the INTLAB library for MATLAB.
Similar semi-numerical algorithms exist for evaluating compositions in bases other than Taylor. For example, the case of Fourier series is discussed in [41] (see the fourth remark in Section 3.3 of that reference). Here, the truncated Fourier series is treated as a trigonometric polynomial in complex conjugate variables, and recursive formulas for polynomial compositions in the style of Knuth apply directly. As mentioned in [41] , the truncation error introduced by stopping at a finite order can be rigorously bound via a posteriori analysis and the method can be applied for computer-assisted proofs employing Fourier methods. These ideas are used in [41] in order to study invariant KAM circles in the standard map.
The paper just mentioned appears in the book [42] , which is based on the proceedings of an IMA conference held at the University of Cincinnati in April of 1986. Chapter 13 of the same book contains a discussion of software tools for analysis in function spaces. Such software packages must be able to compute compositions with elementary functions as discussed above. Development of such software continues through the present and again a thorough survey of this literature is beyond the scope of the present work. More complete discussions of modern software libraries for computer-assisted proofs in Banach spaces can be found for example in [43, 44] . The packages discussed by these authors implement ideas of AD in a number of different spectral bases and include methods for rigorous bounding of roundoff and truncation errors.
In the present study we apply the ideas of AD in a slightly different way. Before we begin any numerical work, we introduce new coordinates by appending the differential equations for the composition term to the given system of differential equations. This results in an expanded system of polynomial differential equations to which we apply directly the methods of [1] . Then, our approach is similar to that of [32] , but adapted for computer-assisted proofs involving Fourier series.
The remainder of the paper is organized as follows: In Sections 1.1 and 1.2, we review the basic notions of Automatic Differentiation for Taylor series and describe the situation for Fourier series. In Section 1.3, we review a spectral method for computing the Fourier coefficients of a periodic orbit and illustrate the Automatic Differentiation scheme for the familiar example of the mathematical pendulum.
In Section 2, we begin discussing the Planar Circular Restricted Three-Body Problem, the main example of the paper. We review the equations of motions and in Section 2.1, we illustrate the Automatic Differentiation scheme for the problem. Then, in Sections 2.2 and 2.3 we develop the appropriate Banach Spaces and the associated F (x) = 0 problem. In Section 2.4 and 2.5, we develop the Newton-like operator and the radii polynomials for the problem. Finally in Section 2.6 we present the results of a number of computer-assisted proofs.
Example of Automatic Differentiation for Taylor Series
We recall the basic notion of automatic differentiation for Taylor series. Consider the formal power series
We denote the n-th power series coefficient by (f ) n = a n . With α ∈ C, the standard arithmetic operations extend to power series "term by term" as
and we have that f = g if and only if a n = b n for all n ≥ 0.
(1.7)
We now wish to extend these basic notions to include the elementary functions. For example, let e z denote the exponential function and consider the problem of computing (e f ) n . A natural idea would be to expand e z using its Taylor series, so that the composition with f is computed by repeated application of Equation (1.6) in order to obtain the coefficient of f k . This turns out to be an inefficient way of obtaining the composition, and if we exploit further properties of the exponential function, we arrive to a more effective scheme. Note that (e f ) 0 = e f (z0) = e a0 . Introducing the new power series variable
Matching like powers of (z − z 0 ) yields
Note that we obtain the coefficients of e f at the cost (in arithmetic operations) of multiplying two power series. The example of (f α ) n is worked out in detail in [30] using similar arguments. One can work out the power series coefficients of the composition with any elementary function. For more examples see [32] , especially the discussion of Proposition 2.1 in that work.
An Automatic Differentiation Scheme for Fourier Series
Now suppose that f (z), g(z) are given by the Fourier series f (z) = n∈Z a n e inz , and
Then, formally speaking, we have the term-by-term relations
and that f = g if and only if a n = b n for all n ∈ Z.
(1.13)
In analogy with the case of power series suppose that we desire
Returning to Equation (1.8) and in this case applying Equations (1.11), (1.12) and (1.13) we see that the desired Fourier coefficients are related by the equations 14) subject to the initial condition
We treat Equations (1.14), (1.15) as a system of infinitely many coupled nonlinear equations in infinitely many unknowns b n . Truncating the system to finite order N , we can apply a Newton scheme in order to numerically approximate the desired Fourier coefficients b n for −N ≤ n ≤ N . This discussion extends to other elementary functions by appending appropriate differential equations. Other spectral methods (for example Chebyshev series) can be treated by the same method.
Review of the Spectral Method for Periodic Orbits (with AD for Fourier Series):
Example of the Mathematical Pendulum
In this section we illustrate the change of coordinates which transforms a transcendental vector field into a polynomial vector field on a higher dimensional space. We apply this change of variables in conjunction with a numerical Newton method in order to approximate the Fourier coefficients of periodic solutions of a classical transcendental nonlinear differential equation arising from mathematical physics, namely the nonlinear pendulum. The pendulum is a popular nonlinear model and appears in many introductory treatments of mechanical systems. The reader interested in a more complete discussion could consult for example the book of Fasano and Marmi [46] . The goal of the present section is to illustrate the automatic differentiation for Fourier series in a familiar example before discussing the complications associated with computer-assisted proofs.
The laws of motion for the mathematical pendulum say that the angle y(t) between the pendulum and the vertical is given by y + g sin(y) = 0.
(1.16)
We choose units for the problem so that g/ = 1 and compute the Fourier series representation for periodic solutions for the problem. Introducing the coordinates u 1 = y and u 2 = y gives the first order system
We exploit the symmetry of the problem and look for solutions of the form
a n cos(nωt), and u 2 (t) = 2
where ω is the frequency of the periodic solution.
Equivalent F (x) = 0 for the Pendulum
In order to formulate the problem as an F (x) = 0 problem on a sequence spaces of Fourier coefficients, we must project the sine function onto a Fourier basis. Here we illustrate the automatic differentiation scheme. We begin by introducing the variables u 3 = sin(u 1 ), and u 4 = cos(u 1 ).
Differentiating with respect to time gives u 3 = cos(u 1 )u 1 = u 4 u 2 , and
Then finding a periodic solution of the mathematical pendulum is equivalent to finding a solution of
subject to the scalar constraints (initial conditions) u 3 (0) = sin(u 1 (0)), and u 4 (0) = cos(u 1 (0)).
These constraints ensure that u 3 and u 4 are the sine and cosine of u 1 , and not just some linear combination of the sine and cosine. Let
c n cos(nωt), and
Plugging the Fourier expansions into Equation (1.17) leads to 21) where the notation a * b denotes the discrete convolution between a and b given component-wise by the right-hand side of (1.12). To evaluate the discrete convolutions, we introduce negative indices as
We solve (1.18), (1.19) , (1.20) and (1.21) subject to the constraints
a n , and d 0 + 2
Remark 3. Note that Equation (1.19) imposes that c 0 = 0. Moreover b 0 = 0 because u 2 (t) is a sine series. On the other hand a 0 and d 0 are unconstrained variables. Then two scalar conditions are needed in order to determine a unique solution, and these are provided by (1.22) . Then the system leads to an appropriate number of equations and unknowns. Also note that we are not imposing the known fact that for the pendulum a 0 = πn for some n ∈ Z. Instead, we will solve for the average as this will typically be necessary in other application problems. Indeed, there are other symmetries of the problem that we are ignoring.
and consider the system of coupled equations
a n = 0, and
Hence, looking for periodic solutions of the mathematical pendulum (1.16) is equivalent to finding solutions x of the infinite-dimensional system of algebraic equations
where x is an element of an infinite-dimensional space X, which we do not specify in the present section. Truncating the system (1.23) to m modes provides a system of 4m+2 equations in as many unknowns a 0 , d 0 , a 1 , . . . , a m ,  b 1 , . . . , b m , c 1 , . . . , c m , and d 1 , . . . , d m . The truncated system can be solved by a numerical Newton method. The reader interested in the numerical implementation can see the MATLAB program [47] . A cylinder of periodic orbits for the pendulum is illustrated in Figure 2 . Remark 4. Note that the frequency ω is also an unknown in the problem. In a dissipative system (where periodic orbits are typically isolated) we would solve for ω as a problem variable. This would require the addition of one more scalar equation, or phase condition. For example, one can append a Poincaré phase condition (e.g. see [1] for a fuller discussion of phase conditions in the Fourier space setting). On the other hand, periodic orbits of Hamiltonian systems are typically found in one parameter families parametrized by energy (This classical result is a simple consequence of the Implicit Function Theorem. For the details, see for example Chapter 5.E of [45] ). The family of periodic orbits forms an invariant cylinder and the typical situation is that the cylinder satisfies a twist condition, that is its frequency is a monotonic function of energy. Then, instead of fixing the energy and solving for the corresponding periodic orbit, we are free to fix the frequency and look for the corresponding periodic orbit in the energy cylinder. In the context of the current set up, this simplifies the problem by simply removing one variable from the problem. On the other hand, if one wishes to prove the existence of a periodic orbit in a specific energy level, then the energy function may be added as a scalar constraint and the frequency left as a problem variable.
Numerical Results and Comparisons
It is well known that the exact solution of the initial value problem for the pendulum equation with y(0) = y 0 and y (0) = 0 is given by
where ellipj(x, n) is the Jacobi elliptic function, where
and where
is the elliptic integral of the first kind. (Again we refer Section 3.3 of the book by Fasano and Marmi [46] ). The Jacobi elliptic function and the elliptic integral have standard function calls in MATLAB and we can compare the solution by our automatic differentiation scheme to the exact solution given by Equation (1.24). Some results are reported in Table 1 . The reader interested in the numerical implementation can find the source codes at [47] . 
Planar Circular Restricted Three-Body Problem
A classical problem in celestial mechanics is the Planar Circular Restricted Three-Body Problem (PCRTBP). We provide a brief description of the problem and refer the reader to the book by Meyer and Hall [45] for a more complete treatment and discussion of the literature. In this problem, one considers two bodies of mass m 1 > m 2 > 0 moving in a circular Keplerian orbit. These are called the primary and secondary bodies respectively. Let µ = m 1 /(m 1 + m 2 ) denote the mass ratio and choose coordinates so that the circular orbit lies in the X, Y plane with center of mass at the origin. Since orbits are circular, the line determined by the masses passes through the center of mass (that is the origin) and rotates at a constant frequency. One can define a rotating coordinate system with the x axis determined by the line between the two masses. The coordinates are rescaled so that distances between the massive bodies and the origin are µ and 1 − µ respectively. Hence the bodies are positioned at −µ and 1 − µ along the fixed rotating line x. This situation is illustrated in Figures 3  and 4 . The massive bodies are now referred to collectively as "the primaries". A third and massless particle (sometimes called a "test particle") is placed in the plane of motion of the primaries. The massless particle moves in the resulting gravitational field without disturbing the Keplerian motion of the primaries, that is without creating any gravitational field of its own. Writing Newton's laws for the motion of the massless particle (transformed to the non-inertial co-rotating reference frame) gives the system of two second order ordinary differential equations
where In the co-rotating (non-inertial) frame, we introduce a third and massless particle. The magnitude of the distance from the massless particle to the primary body is r 1 and the magnitude of the distance from the massless particle to the secondary particle is r 2 . The massless particle is influenced by the gravitational fields of the primary and secondary bodies, however the massless body does not affect the orbits of the massive bodies. In the rotating reference frame, there are three collinear equilibrium points on the x-axis which are denoted L 1 , L 2 , L 3 . 
(2.2)
The system has at most five equilibrium solutions, three of which lie on the x-axis. The three equilibrium points on the x-axis are called the collinear equilibria and are denoted L 1 , L 2 , L 3 . The collinear equilibria have saddle-center stability. The center manifold of each collinear equilibrium point is foliated by a family of hyperbolic periodic orbits referred to as the Lyapunov orbits. The Lyapunov orbits are parametrized by energy/frequency. These orbits are the main point of study in the remainder of the present work.
Equivalent Polynomial Vector Field Formulation and the Automatic Differentiation of Fourier Series for the CRTBP
Next, we want to transform (2.2) into a polynomial system. In order to do so, we first take the partial derivatives of
We then let
and
. By differentiating these with respect to t, we get
Plugging x 5 and x 6 into (2.2) and adding our expressions for x 5 and x 6 into the mix, we get our final quintic polynomial vector field
where the extra conditions
need to be imposed. Let us now introduce the operator (1.1) whose solutions correspond to periodic solutions of (2.1). Once this operator is introduced, we use the theory of Section 3 of [1] to compute rigorously its solutions.
The Operator Equation F (a) = 0
Since we are looking for periodic solutions, we assume that the x j 's can be represented using Fourier series and our job is thus to find the Fourier coefficients. As we all know, series of exponentials can be broken down into sine and cosine series. Given a fixed period 2π/ω, where ω is the frequency, we look for periodic orbits of (2.1) satisfying x (0) = y(0) = 0. Because (2.2) is Hamiltonian, there are some symmetries and we have that x 1 , x 4 , x 5 , x 6 are cosine series and x 2 , x 3 are sine series, that is
with (a j ) −k def = (a j ) k ∈ R for j = 1, 4, 5, 6, and
While the cosine and sine series only have positive indices, it is important to also consider negative indices, so that we can calculate discrete convolutions the usual way. For instance,
where
and where (a 1 a 2 a
k . Now that we have a Fourier representation of our solutions, all we need to do is find the coefficients. To do this, we first substitute our series into (2.3). Since the equations must be verified for all values of t, we have that our vector function solves (2.3) if and only if the coefficients correspond on both sides of the equation. So, by putting everything on the same side of the equation, we must solve (F j ) k = 0 for j = 1, . . . , 6, where for k ≥ 1,
Since x 2 , x 3 ∈ R are expressed as sine series, their constant Fourier coefficients, given respectively by (a 2 ) 0 and (a 3 ) 0 , are zero. However, to simplify the analysis, we consider (a 2 ) 0 and (a 3 ) 0 as variables and impose them to be zero within the operator. Therefore, for k = 0, we set
where η 1 and η 2 depends on the value of x 1 (0) + µ. More explicitly,
where x j (0) = (a j ) 0 + 2 k≥1 (a j ) k for j = 1, 5, 6. In all cases, η 1 = 0 ensures that (2.4) holds while η 2 = 0 ensures that (2.5) holds. a 2 , a 3 , a 4 , a 5 , a 6 ) and
From the above discussions, computing periodic solutions of the planar circular restricted 3-body problem is equivalent to finding solutions of F (a) = 0, (2.10) where the coefficients of F (a) are given by (2.7) and (2.6).
Let us now introduce the Banach space X on which we look for solutions of (2.10).
The Banach Space X
Since (2.3) is a real analytic vector field, any periodic solution is real analytic. Therefore, the Fourier coefficients of the components of any periodic solution decay to zero exponentially fast. This fundamental fact justifies the choice of Banach space on which we solve (2.10). Given an exponential decay rate ν ≥ 1, let
A consequence of the definition of the above space is that a sequence c ∈ 1 ν must have that its coefficients decay (at infinity) to zero faster than the geometric decay rate ν −k . Define the Banach space
endowed with the norm a X = max j=1,...,6
{ a j ν }.
To derive the bounds necessary to prove existence of solutions of (2.10) within the Banach space X defined by (2.11), we will use the following fundamental result.
Proof.
Remark 5. The bound (2.12) holds for discrete convolutions involving any combination of cosine sequences (that is sequences extended over negative indices using the rule b −k = b k ) and sine sequences (extended over negative indices using the rule
Instead of solving (2.10) directly, we introduce a fixed point equation of the form T (a) = a − AF (a) (where A is an injective linear operator to be defined) whose fixed points are in one-to-one correspondence with the zeroes of F .
Definition of the Approximate Inverse Operator A
Assume that using a finite-dimensional projection F (m) : R 6m → R 6m of (2.10), we applied Newton's method to find a numerical solutionā = (ā 1 , . . . ,ā 6 ) ∈ R 6m such that
which acts on b = (b i )
Let A (m) be a finite-dimensional approximate inverse of DF (m) (ā) which is obtained numerically. Define the decomposition
We define the approximate inverse A of the infinite-dimensional
(2.13)
Having defined A piece by piece, we can now define the Newton-like operator by
We show existence of fixed points of T with the radii polynomial approach.
The Radii Polynomial Approach for Periodic Orbits
In this section, we essentially follow the approach introduced in Section 3 of [1] . This is why we omit many technical details. Givenā = (ā 1 , . . . ,ā 6 ), withā j = ((ā j ) −m+1 , . . . , (ā j ) m−1 ), define the bounds
The following result is proved in [1] . {Z j (r) + Y j } < r, then T : Bā(r) → Bā(r) is a contraction. Moreover, there exists a uniqueã ∈ Bā(r) such that F (ã) = 0.
Definition 1.
Given bounds Y and Z(r) satisfying (2.15), define p 1 (r), . . . , p 6 (r) by
If for each j = 1, . . . , 6, the bound Z j (r) is a polynomial in r, then p j (r) is a polynomial in r. In this case, the polynomials p 1 (r), . . . , p 6 are called the radii polynomials.
The definition of the radii polynomials is based under the assumption that each component of the bound Z(r) can be obtained as a polynomial in r. We refer to Remark 1 in [1] for a justification of this assumption.
The next result, whose proof can be found in [1] provides an efficient mean of obtaining sets on which the Newton-like operator (2.14) is a contraction mapping.
Proposition 4. For a given exponential decay rate ν ≥ 1, construct the radii polynomials p j = p j (r) for j = 1, . . . , 6 of Definition 1. Define
(2.17)
is an open interval, and for any r ∈ I, the ball Bx(r) contains a unique solutionx such that F (x) = 0. Note thatx is the same solution for all r ∈ I.
We now derive the bounds Y j and Z j (r) for the definition of the radii polynomials which are defined in (2.15) . Denote byā the solution we found using Newton's method.
Recall that the bounds
where T is our Newton-like operator. Recalling the action of each component of A given in (2.13), a direct computation yields the following computable bounds.
To compute the bounds Z 1 (r), . . . , Z 6 (r), we have to bound each component of DF (ā + b)c, for b, c ∈ B(r). We first note that:
where A † is an approximation of DF (ā). Let B def = I − AA † . This matrix has the form B = {B j,ai } 6 i,j=1 . Note that given c ∈ X, ((Bc) j ) k = 0 for all k ≥ m. By denoting b =br and c =cr withb,c ∈ B 0 (1), we can deduce that for j = 1, ..., 6, we have 
Now, for a ∈ 1 ν such that a ν ≤ 1, we have that
Hence,
Similarly,
Given an element a ∈ 
Results
In this section, we present some application of the radii polynomial approach. Using a computer program in MATLAB together with the interval arithmetic toolbox INTLAB, we compute the radii polynomials p 1 (r), . . . , p 6 (r) given by (2.29), and we apply Proposition 4 to prove existence of periodic solutions of the planar circular restricted 3-body problem (2.1).
We proved the existence of periodic orbits in the case where the two large bodies have the same mass, that is the mass ratio is µ = 1 2 . These orbits are shown in Figure 5 . Moreover, we proved the existence of periodic orbits in the earth-moon system, that is with the mass ratio µ = 0.0123. These orbits are shown in Figure 6 . 
