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SUMMARY 
Visual inspections comprise the majority of inspections for large transport aircraft 
and are traditionally conducted by human operators. The manual inspection process is time-
consuming, inconsistent, and subject to human errors. Automated defect detection systems 
have been developed to leverage computer vision and deep learning to decrease inspection 
times and improve detection performance. Current state-of-the-art systems use 
convolutional neural networks (CNNs) to detect defects from image data. The performance 
of these systems is insufficient for critical aircraft inspection and there is little consideration 
for the balance of false alarms and missed detections. This thesis presents a novel 
application of deep learning ensembles to automated aircraft visual inspection to improve 
the performance of CNNs and provide a framework for managing the tradeoff between 
Type I and Type II error. Stacked ensembles are constructed from three single model CNNs 
and a logistic regression meta-learner is used to combine their predictions. The dataset is 
generated from images taken at a borescope inspection process for C130 propeller blades. 
Transfer learning and data augmentation are used to supplement the size and diversity of 
the dataset. The performance of the stacked ensembles is evaluated, and it is found that 
stacked ensembles of CNNs outperform the current state-of-the-art defect detection 
approaches. The stacked ensembles achieved accuracy, precision, and recall of 99.8, 99.61, 
and 100 percent respectively on the test images. Furthermore, it is shown that with 
sufficient error diversity, ensembling can be used to create systems that eliminate Type I 
or Type II errors in the testing set. The overall error reduction provided by ensembles allow 
for lower rates of false alarms at prediction thresholds that result in no missed detections.
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CHAPTER 1. INTRODUCTION 
Inspections play an important role in aircraft maintenance and are crucial in 
ensuring the airworthiness of a plane. One of the most common inspection techniques is 
visual inspection. Visual inspections comprise over 80% of large transport aircraft 
inspections and are often the fastest and most economical way of providing early detection 
of defects before they reach critical sizes [1]. Typical aircraft defects found through this 
process include cracks, corrosion, disbonding, missing or deformed parts, and incidental 
damage. Traditionally, visual inspections have been conducted by human operators with 
the assistance of visual aids such as mirrors, borescopes, and optical cameras that allow 
operators to inspect hard-to-access areas without the deconstruction of the component. This 
approach is mostly manual, making it time-consuming, tedious, and subjective. 
Additionally, operator performance can be negatively affected by a variety of personal and 
environmental factors with potentially catastrophic consequences [2]. In 2017, a fatal KC-
130 crash caused by a corroded propeller blade was attributed to faulty inspection by 
civilian operators at Robins Air Force Base [3]. To overcome the limitations of human 
inspection, there have been multiple efforts to automate the inspection process using 
computer vision. Applications within aircraft maintenance have been limited and the 
majority of these techniques have been developed for analogous domains that suffer from 
similar defects and also rely heavily on human inspection for maintenance. These domains 
include naval inspection, structural health monitoring, and steel manufacturing. The 
automated methods previously developed can be loosely categorized into texture analysis, 
color analysis, machine learning (ML), and deep learning (DL) methods. Texture and color 
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analysis methods, which include pixel level thresholding, morphological operations, and 
wavelet transforms, seek to identify and extract local irregularities from images [4]. These 
methods are difficult to apply to a wide range of defects and often require precise 
calibration and setup. ML methods aim to create high performing predictive models from 
relevant features extracted from data. One challenge in applying ML methods is the 
reliance on domain experts with intimate knowledge of the application to perform feature 
extraction. DL, a subset of ML, circumvents the need for domain experts and is capable of 
learning high level features independently. It has proven its capabilities in a variety of 
imaging related tasks but is rarely applied to automated defect detection due to a lack of 
sufficient datasets [5]. The generalization performance of different DL models can also 
vary depending on the construction of their training sets and the parameters defined during 
the training process. Generalization refers to a model’s ability to make accurate predictions 
on new data drawn from the same distribution as the training data. Furthermore, choosing 
the proper size and structure of a DL model is often a time-consuming process and the 
selected model may not be as effective on operational data as it was on training data [5].  
1.1 Problem Statement 
The objective of this study is to improve the generalization performance of deep 
learning models applied to aircraft defect detection by combining the outputs of multiple 
models through ensembling techniques. An understanding of how ensemble methods 
impact detection performance in visual aircraft inspection has not been well addressed in 
the literature. The present thesis seeks to answer the research question of whether ensemble 
methods can be adequately configured to improve the detection performance of CNNs for 
image defect detection algorithms in visual aircraft inspection. To address this question, 
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multiple state-of-the-art CNNs were trained and evaluated on images containing typical 
aircraft defects found in C130 propeller blades from a borescope inspection process at 
Robins Air Force Base. A second level ML algorithm was trained to combine the outputs 
of various CNNs, resulting in an increase in generalization performance. Furthermore, like 
human inspection, automated detection methods cannot claim to be error-free. There is a 
tradeoff between Type I and Type II error that must be managed to maintain confidence in 
the algorithm and prevent critical missed detections. The ensembling methodology 
proposed can be used to construct DL architectures that minimize Type I or Type II error 
depending on the application and criticality of the inspection process.  
1.2 Structure 
The remainder of this thesis is organized as follows. Chapter 2 details the visual 
inspection process and highlights the performance factors that can be alleviated by the 
development of an automated inspection framework. This is followed by a literature review 
of the current state of the art in automated defect detection and an introduction of the 
technologies and terminologies used in this study. Chapter 3 describes the proposed 
ensembling technique and the process of selecting, training, and evaluating different 
ensemble components, including the base CNNs and the second level learner. Chapter 4 
presents the results of the various models on test cases and discusses the performance 
differences between single model CNNs and ensembles. Finally, in Chapter 5, the 




CHAPTER 2. BACKGROUND 
 The importance of visual inspection in the aircraft maintenance system has driven 
multiple efforts to develop computer vision-based methodologies to improve inspection 
performance and reliability. This chapter reviews the current state of visual inspection and 
past frameworks developed for automated defect detection. The chapter concludes with a 
brief introduction of the technologies and terminologies used in this study. 
2.1 Visual Inspection 
Visual inspection is ubiquitous within aviation maintenance and is valued for its 
flexibility in the number and types of defect indications it can detect [6]. The cornerstone 
of the process is the human operator. Recent innovations have automated the scanning of 
aircraft surfaces through imaging technology but there is no widespread substitute for the 
ability of a trained inspector to detect irregularities from the images or video taken [7]. The 
reliance on the decision-making ability of humans in visual inspection has encouraged 
multiple studies into the personal and environmental factors that affect inspector 
performance.  
 
Figure 2.1: Robotic arm and borescope used in visual inspection 
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2.2 Performance Factors in Visual Inspection 
2.2.1 Defect Rate 
Defect rates are defined as the probability of a defect occurring within the section 
being inspected. Studies have shown that inspection accuracy decreases with the defect 
rate and that the rate of missed detections and false alarms increase as defect rates decrease 
[8]. In many inspections, defects exist in only a small subset of the total inspected area and 
operators must often examine hundreds or thousands of images before a defect is identified. 
Automated detection systems provide consistent performance irrespective of defect rates; 
however, low defect rates increase the time and effort needed to obtain sufficient samples 
to develop accurate algorithms.  
2.2.2 Fatigue 
Mental fatigue is frequently a factor in the visual inspection process as operators 
are tasked with remaining alert and attentive to any defects for the duration of their shifts. 
It can result from a combination of lack of sleep, job pressure, low defect rates, prolonged 
time on task, high memory loads, presence of ambiguous irregularities, or the absence of 
feedback [8, 9]. In most cases, the deterioration in vigilance is complete within the first 30 
minutes of an inspection task and tend to be worse for difficult detection tasks [10]. 
Operators suffering from fatigue experience a decrease in performance over time and are 
likely to report fewer detections and false alarms. Some strategies to combat mental fatigue 
listed in [8] include limiting the inspection period to 30 minutes and rotating tasks. These 
strategies require frequent stops and productivity is lost as operators reacclimate to the task 




Feedback is an essential component in any training task and has shown positive 
results in human inspection when it is provided in a timely and appropriate manner [8]. In 
[11], subjects were trained in an aircraft inspection task and it was found those that were 
provided feedback demonstrated substantial improvements in inspection performance over 
the control group in terms of speed and accuracy. In aircraft maintenance, feedback is rare, 
and operators are not provided the information needed to adjust inspection approaches. If 
a defect is missed, it is often only detected in a separate inspection down the line, or 
sometimes, not at all. An automated defect detection system implemented in parallel with 
human inspectors can provide immediate feedback on the performance of the operator and 
serve as a tool in training new personnel.  
2.2.4 Computer Vision Methodologies for Defect Detection 
There have been significant advances in surface inspection using computer vision 
in recent years. These techniques have the potential to perform autonomous defect 
detection at significantly decreased process times while maintaining consistent 
performance, irrespective of the various factors that hinder human inspection. Few of these 
techniques have been directly applied to aircraft maintenance but the typical defects found 
on aircraft are congruous with those found in other fields such as steel manufacturing and 
structural health monitoring. The related works in this study focus on computer vision 
methods that detect defects from images as imaging technology is becoming increasingly 
popular in inspection due to its speed and safety. These methods include both binary 
detections, where the goal is to separate images into defect and defect-free categories, and 
multi-class detection, where defects are further classified by their type and description. The 
most common methods in the literature are described below.  
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Table 1: List of defect detection methods reviewed 
Approach Method References 
Textural & Color Analysis 1. Histogram properties 
2. Co-occurrence matrix 
3. Structural methods 
4. Spatial/Frequency domain analysis 
[12, 13] 
[14, 15, 16, 17] 
[18, 19, 20] 
[21, 22, 23, 24] 
Machine Learning 1. k-Nearest Neighbors (kNN) 
2. Artificial Neural Networks (ANN) 
3. Support Vector Machines (SVM) 
[25, 26] 
[27] 
[28, 29, 30] 
Deep Learning 1. CNNs [32, 33, 34, 35] 
2.2.5 Texture and Color Analysis 
2.2.5.1 Histogram properties 
Despite their simplicity, histogram techniques have proven their value in various 
applications, either in extracting low-level features or as a pre-processing technique. 
Histogram techniques are fast and easy to implement, making them suitable for real-time 
operations. They are also insensitive to geometric transformations and the spatial 
relationships between color pixels [4]. Commonly used histogram statistics include mean, 
median, standard deviation, and variance. Histograms techniques have been applied for 
both texture and color analysis. Lee et al. [12] created a corrosion detection algorithm based 
on a multivariate discriminant function using the histogram means and ranges of the red, 
green, and blue channels of an image.  Ng [13] proposed a novel valley-emphasis 
thresholding technique to segment surface defects from their surroundings; however, it 
requires that the intensity of the defect is separable from that of the surrounding.  
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2.2.5.2 Co-occurrence matrix 
Gray level co-occurrence matrices (GLCM), first defined in [14], are 2D matrices 
that are widely used in texture analysis. They measure the spatial dependency of two 
graylevels and are constructed by calculating how often a pixel of intensity i occurs in a 
specified spatial relationship to a pixel with intensity j. From the GLCM, features such as 
entropy, contrast, energy, and homogeneity can be extracted to perform texture analysis. 
 There have been several works using GLCMs to detect defects. Caleb and Steuer 
[15] extracted features from GLCMs calculated at various angles to train a multilayer 
perceptron (MLP) to detect defects in rolled steel. Tang et al. [16] classified defects using 
a NN from feature vectors extracted through edge detection and GLCMs to limited effect. 
Bonnin-Pascual and Ortiz [17] combined GLCM’s and histogram thresholding within the 
HSV color space to detect corrosion and cracks in naval vessels. While popular, GLCMs 
suffer from a number of shortcomings. There is no generally accepted method for defining 
the spatial relationships used to generate the matrices and the number of graylevels are 
reduced to keep the sizes of the matrices manageable [4].    
2.2.5.3 Structural Methods 
Structural methods extract low-level textural elements and combine them with 
histogram properties to create models or general heuristics that define defects. These low-
level elements include graylevel subregions or line segments defined by Hough transforms 
and edge filters. Wang and Cheng [18] used the circular Hough transform to detect pitting 
corrosion in microscopic images and used an equivalent circle technique to identify pits 
with irregular shapes. Guo et al. [19] proposed a hybrid image segmentation method based 
on edge detection and morphological erosion and dilation to detect scratches on steel 
surfaces that have low signal-to-noise ratios. Jeon et al. [20] defined a morphological 
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criterion of area ratio, compactness, roughness, and orientation to distinguish surface 
cracks from scales in steel billets. Structural methods suffer from similar shortcomings as 
other heuristic-based approaches in that their performance is dependent on the fidelity of 
their models. They are difficult to employ for multiple classes of defects as each defect 
would need to be defined by a unique set of heuristics. 
2.2.5.4 Spatial and frequency domain analysis 
A common characteristic of spatial and frequency domain analysis techniques is 
the application of filter banks to input images to measure the energy of the filter responses 
[4]. Filter banks are arrays of band-pass filters that separate the input into separate sub-
frequency bands and can be used as a feature extractor or a signal denoiser. The energy of 
the filter responses is used to classify defects based on heuristic models or machine learning 
techniques.  In [21], Mumtaz et al. proposed an automated inspection technique for aircraft 
skins using directional energies obtained from contourlet and discrete cosine transforms to 
differentiate between cracks and scratches. This method correctly identified 96.6% of crack 
images and 97.3% of scratch images. Liu et al. [22] presented a method to detect rivets in 
aircraft joints using Gabor filters and wavelet transforms that is insensitive to variations in 
illumination, surface reflectivity, and surface roughness unlike traditional methods such as 
Hough transforms and Canny edge detection. Their method was developed in support of a 
technique used to detect pillowing deformation caused by corrosion in the faying surfaces 
of riveted joints. Gunatilake et al. [23] used a discrete wavelet transform and a kNN 
classifier to detect corrosion on aircraft skins. A crack detection model using directional 
wavelet filters and a NN for classification was also described. Within the color space, 
Jahanshahi and Masri [24], evaluated the effects of different color spaces, number of 
features, and different sub-image windows on classification performance in wavelet 
analysis. It was found that systems that integrated CbCr color channels with textural 
features had improved performance on their detection task.  
 10 
2.2.6 Machine Learning 
Development of machine learning methods for automated defect detection has seen 
growth in recent years as the field has matured and computation resources have become 
cheap and abundant. Machine learning algorithms are prediction-oriented models that 
differ from the methods described in the previous sections as they do not rely on human-
defined heuristics map inputs to outputs. Rather, they are trained on large quantities of 
historical data to learn and self-define an algorithm that can be used to make predictions 
on new data. As a result, most ML models are uninterpretable and unsuitable for 
understanding relationships. ML can be further categorized into supervised and 
unsupervised learning. In supervised learning, explicit labels are applied to inputs and 
outputs to develop a function to best approximate the relationship between the two. 
Unsupervised learning does not have labelled outputs and the algorithm is tasked with 
inferring the natural structure present in the data. ML algorithms are suitable for detecting 
defects in processes where the environment and defects may vary over time.  Several ML 
techniques for automated defect detection are reviewed in the following section. 
2.2.6.1 k-Nearest Neighbor (kNNs) 
The k-nearest neighbor algorithm is a supervised classification algorithm that seeks to 
make predictions on a sample data point by determining the k nearest points by Euclidean 
distance. The most frequent class label among the k nearest neighbors is applied to the 
sample data point. In Figure 2.2, a kNN algorithm of k equal to 3 is shown. The datapoint 




Figure 2.2: Sample kNN algorithm where k = 3 
Mandriota et al. [25] compared the effect of features extracted by a Gabor filter and 
wavelet transform on the performance of kNN classifiers in detecting surface defects on 
railroad tracks. It was found that the Gabor filter maintained a low error rate as k 
approached infinity while for the wavelet transform, the error increased as k increased. In 
[26], Unsalan and Ercil applied a kNN classifier to features extracted from GLCMs, 
Markoff random fields, and histograms to detect rust on steel surfaces.   
2.2.6.2 Artificial Neural Networks (ANNs) 
Artificial neural networks are comprised of interconnected nodes or neurons with 
updateable weights organized in a series of layers. A typical ANN consists of an input 
layer, one or more hidden layers, and an output layer. As the network is trained, the weights 
of the neurons are typically modified via backpropagation to map inputs to outputs. Figure 
2.3 shows an ANN structure with a single hidden layer. 
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Figure 2.3: A simple ANN structure 
Martins et al. [27] proposed a system for visual inspection of surface defects on 
rolled steel plates by passing images through a series of Gaussian filters, edge filters, and 
Hough transforms. Principal component analysis was conducted on the filtered images to 
select features for training an ANN. The proposed system achieved classification 
accuracies of around 98% on a test set of 300 images.    
2.2.6.3 Support Vector Machines (SVMs) 
A support vector machine is a supervised ML algorithm that seeks to determine the 
decision boundary or hyperplane that best separates a dataset into different classes and 
maximizes the margin between the hyperplane and nearest datapoints.  SVMs are typically 
used in binary classification but can be expanded to multi-class classification through the 
use of an iterative one-versus-one approach or a one-versus-all classification criteria. 
Figure 2.4 illustrates the SVM algorithm for a linearly separable dataset. SVMs are 




Figure 2.4: SVM on a linearly separable dataset 
Jia et al. [28] trained an SVM to detect seams in rolled steel. An incremental 
learning algorithm was used to update the SVM as new defect images became available, 
allowing the algorithm to continue to learn over time. In [29], Hoang and Tran employed 
an SVM to differentiate between corroded and intact surfaces of sewer and water supply 
pipes. Histogram properties, GLCM-based features, and gray-level run lengths features 
formed the textural descriptors that were used to train the SVM and a sliding window 
approach was used to localize the corrosion within the input image. The proposed model 
achieved an accuracy level of 92.81% on the test data but had an accuracy level of 98.23% 
on the training data. This suggests that either the training data was a poor representation of 
the test data or the model was overfitted to the training data. Overfitting occurs when the 
generated model is too closely fit to the training data, making it a poor predictor for any 
new datapoints. Zhiwei et al. [30] developed a mobile robot platform for inspecting rivets 
on aircraft for cracks. An onboard camera unit is used to take pictures of the aircraft and a 
fuzzy-SVM algorithm is used to detect cracks and classify them based on the direction of 
crack growth. The one-versus-all approach was used to make the multi-class classification. 
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2.2.6.4 Deep Learning 
Deep learning methods contain multiple layers of feature representation that 
amplify aspects of the input that are important for classification and suppress irrelevant 
variations such as differences in background, pose, lighting and surrounding objects [31]. 
These layers are not defined by domain experts and can instead be learned from data using 
a general learning procedure. DL is particularly applicable in fields, such as visual 
inspection, where humans are unable to explain their expertise. Through years of operating 
experience, seasoned inspectors have accumulated a trove of intangible knowledge and 
intuition that is unavailable to new trainees and cannot be captured in formalized training. 
DL has become increasingly popular in recent years due to advancements in graphics 
processing units (GPUs) that have made computation many times faster.  A type of DL 
algorithm that has gained popularity in numerous research fields due to its proven 
performance in image recognition tasks are convolutional neural networks. 
2.2.6.5 Convolutional Neural Networks 
Convolutional neural networks comprise of multiple convolutional, pooling, and 
fully-connected layers that extract high-level features from images to make class 
predictions and classifications. A detailed description of the structure and function of the 
various CNN components can be found in section 2.4. Within the literature, there have 
been several applications of CNNs to automated defect detection. Atha and Jahanshai [32] 
explored the effects of color space and input image size on CNN performance in corrosion 
detection and found that the most robust parameters were an image size of 128 x 128 pixels 
and the RGB or YCbCr color space. It was also shown that CNN performance improved 
as image size increased due to smaller images being more susceptible to false positives. 
These results agree with convention as larger images generally result in increased, better-
defined features for classification. In [33], Malekzadeh et al. used two state-of-the-art 
 15 
CNN’s as a feature extractor for an SVM classifier. The proposed algorithm achieved 
96.38% accuracy on a small dataset of 12 images containing defects found on aircraft 
fuselage. Shen et al. [34] applied a CNN-based framework to perform semantic 
segmentation on borescope images of aircraft engines to detect cracks and burns. Semantic 
segmentation refers to pixel-wise classification of the image to localize defects in finer 
detail than image classification or detection. The CNN-based framework achieved a mean 
accuracy of 97.26% on the test data. Ramalingham et al. [35] developed a reconfigurable 
climbing robot to capture images of aircraft surfaces, similarly to [30]. A CNN designed 
to be deployed on mobile devices was used to detect defects and achieved an accuracy of 
96.2% with an average confidence level of 97%.   
2.3 Challenges and limitations of existing methods 
 There exist several challenges and limitations faced by the current state-of-art as it 
pertains to automated defect detection of aircraft surfaces: 
1. Traditional heuristic-based methods such as texture and color analysis are 
difficult to apply to the wide range of defects found in aircraft. They are also 
susceptible to variations in the imaging environment and the size and shape of 
defects.  
2. Deep learning methods are resistant to variations in environment and defects. 
They can be retrained for new inspection tasks without explicit programming. 
However, the reported performance of deep learning methods in the literature 
are insufficient for critical inspection tasks and heavily reliant on the 
generalization ability of a single learner. Ensemble models have the potential 
to further improve performance by combining the outputs of multiple networks 
and reduce the errors associated with the inherent bias or variance of any single 
model.   
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3. Very little exists in the literature regarding the relationship between false 
alarms, missed detections, and model accuracy when developing automated 
detection systems for aircraft maintenance. For inspection tasks, false alarms 
are tolerable while a missed detection may result in critical failure. A robust 
system aims to maintain high detection accuracy while minimizing missed 
detections, often at the cost of a low false alarm rate. Ensemble techniques can 
be applied in conjunction with threshold adjustment to manage and decrease the 
tradeoff between Type I and Type II errors. 
2.4 CNNs 
Convolutional neural networks are currently state-of-the-art in many image related 
applications, including automated defect detection. This section provides a brief 
description of the layers that comprise a CNN, the conventional training and evaluation 
process, and a review of existing architectures that are leveraged for this study. This study 
is limited to detect classification and therefore, techniques for segmentation or localization 
will not be discussed.  
 
Figure 2.5: General representation of CNN architecture 
2.4.1 Layers 
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2.4.1.1 Input Layer 
The input layer contains the raw pixel values of the input image as a 3D volume of 
size Width x Height x Depth. The Depth parameter reflects the number of color channels 
present in the image. For example, grayscale images contain a single color channel while 
RGB images have three. As demonstrated in [32], other color spaces such as YCbCr and 
HSV are also viable. The 3D volume of image pixels is passed from the input layer into 
the first convolutional layer. 
2.4.1.2 Convolutional Layer 
Convolutional layers serve to extract features from the input and contain sets of 
learnable kernels that are spatially limited in width and height but extend through the full 
depth of the input volume. The weights of each kernel can be initialized with random or 
pre-trained values and can be updated in the training process of a CNN. The kernels are 
convolved across the width and height of the input volume and dot products are computed 
between the kernels and input to form a 2-dimensional map of the filter responses. These 
2D maps are called activation maps and will be stacked to form the output volume of the 
convolutional layer. The indices of subsequent kernel calculations are determined by the 
stride length. CNNs have multiple convolutional layers and as the number of layers 
increase, the computational power required also increases. Figure 2.6 illustrates the 
convolution of a one-dimensional image with a 3x3x1 kernel.  
 Once all activation maps have been generated, a pre-defined activation function 
performs a mathematical operation that introduces non-linearity into the system. Without 
activation functions, CNNs would only be capable of linear mappings between inputs and 
outputs as the features being passed from layer to layer would be formed only through 
successive dot product operations. The most widely used activation function is the 
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Rectified Linear Unit (ReLU) defined by f(x) = max(0, x) [37]. ReLU is popular as it is 
computationally inexpensive and has been shown to accelerate the convergence of gradient 
descent algorithms towards the global minimum of a loss function when compared to other 
activation functions. A common problem with ReLU functions arises when negative 
gradients are zeroed, and a large number of weights are not updated. In addition to ReLU, 
other activation functions include step, sigmoid, and tanh functions.  
 
Figure 2.6: Convolution of a 5x5x1 image with 3x3x1 kernel from [36] 
 
Figure 2.7: ReLU function from [37] 
2.4.1.3 Pooling Layer 
Pooling layers downsample the convolutional features in order to decrease 
computational costs and filter irrelevant features. The two primary methods are max and 
mean pooling. Max pooling returns the maximum value of the subarray operated upon by 
 19 
the kernel while mean pooling returns the average value. Like in convolutional layers, the 
stride length determines the step size of the kernel. Figure 2.8 shows max and mean pooling 
with a 2 x 2 x 1 kernel and stride length of 2.   
 
Figure 2.8: Max and mean pooling with 2x2x1 kernel and stride length of 2 
A CNN contains multiple convolutional and pooling layers that are grouped 
together to form the i-th layer of the network. After the final pooling layer, the output is 
flattened into a 1-D vector for the fully-connected layer. Each value in the vector represents 
the probability that a certain feature belongs to a class.   
2.4.1.4 Fully-Connected Layer 
The fully-connected layer outputs the class scores in an N dimensional vector where 
N is the number of classes. The feature probabilities from the output vector of the last 
pooling layer are multiplied by the weights of the neurons in the fully-connected layer and 
passed through an activation function. These values are then sent to the output layer where 
a softmax algorithm will typically be used to make the final class prediction.  There can be 
several fully-connected layers before the output layer of a CNN. 
2.4.1.5 Training and Evaluation 
Development of a deep learning model can be split into training and evaluation 
phases. Within the training phase, the weights of the model are incrementally updated until 
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an error threshold is met, or overfitting occurs. The data used to train the model is 
colloquially referred to as the training set. In the evaluation phase, the generalization 
performance of a model is evaluated against a testing set. The data within the training and 
testing sets are mutually exclusive and representative of real-world data. Further training 
and parameter tuning may be necessary if the model performs poorly.  
2.4.1.6 Backpropagation 
Backpropagation is the technique used to fine-tune the weights of a neural network 
by taking the partial derivative of the loss function with respect to any weight w. Loss 
functions are used to quantify the deviations between the model predictions and the target 
values. The two most commonly used lost functions are mean squared error (MSE) and 
cross-entropy loss. MSE is typically used for regression problems and can be calculated by 
averaging the squared differences between the actual and predicted values. Cross-entropy 
loss is usually used for classification problems and compares the predicted probability with 
the actual class output as seen in (1).  
 




N is the number of classes, yc is the binary value that represents if c is the correct class 
label, and p is the predicted probability.  
Backpropagation can be separated into four different parts: 1) forward pass, 2) loss 
function, 3) backward pass, and 4) weight update. In the forward pass, the training image 
is passed through the whole network, resulting in a vector of class predictions. The loss 
function is used to quantity the error between the predictions and the actual class labels. In 
the backward pass, the derivative of the loss function is taken with respect to the weights 
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and the weights which contributed most to the accumulated loss are update via optimization 
functions. Backpropagation occurs after every iteration for the duration of the training.   
2.4.1.7 Optimization Functions 
Optimization functions are utilized within backpropagation to minimize the loss 
function by updating the weights of the model. The most widely used optimization function 
is stochastic gradient descent (SGD). SGD is a variant of gradient descent developed to 
overcome two challenges associated with the original function, namely local minima and 
saddle points. In Figure 2.9, weights initialized at point A would converge upon the local 
minimum and remain there. There is also a saddle point where a local minimum and 
maximum exist along perpendicular axes. Weights in this region would oscillate back and 
forth as the calculated loss increases in one direction but decreases in the other.  
 
Figure 2.9: 3-D surface plot of loss function from [38] 
While gradient descent calculates the exact value of the loss gradient across all 
training samples before updating, SGD updates by computing the gradient of a single 
randomly selected sample per iteration. This makes SGD computationally lighter and 
allows it to escape local minima as the next randomly selected point may point in a different 
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direction. A momentum technique for SGDs was developed to help it escape saddle points 
[39]. While generally faster than gradient descent, SGD is noisier, and the fluctuations may 
slow down the convergence. Equation 2 describes the update rule for SGD. 
 ∇𝑤𝑖= −𝛼 ∗ ∇𝐿(𝑤𝑖) (2) 
∇wi is the change in weights, ∇ L(wi) is the gradient of the loss function calculated at any 
random i-th sample, and α is the learning rate. 
2.4.1.8 Hyperparameters 
Hyperparameters are the variables that determine how the CNN is trained and are 
defined before the first training iteration. These variables include the learning rate, 
momentum, number of epochs, and batch size. 
Learning rate refers to the step size taken in the direction of gradient descent by the 
optimization function, as shown in (2). A learning rate that is too small will slow down 
convergence while one that is too large will cause the loss function to fluctuate at the 
minimum or overshoot it altogether [39]. A learning rate scheduler can be applied to adjust 
the learning rate during the training process. This allows for higher learning rates in early 
iterations to speed up convergence and lower rates further on in the training process to 
prevent fluctuations.  
Momentum is a technique applied to accelerate gradients and reduce fluctuations 
associated with SGD by preserving the influence of the previous update direction in the 
next iteration [39]. The algorithm introduces a momentum factor into the calculations of 
gradients as shown in (3).  
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 ∇𝑤𝑖= −𝛼 ∗ ∇𝐿(𝑤𝑖) + 𝑣 ∗ 𝑤𝑖−1 (3) 
wi – 1 is the previous weight update and v is the momentum factor. The momentum 
factor is less than 1 and typically between 0.5 and 0.9 for most applications. Epochs refer 
to a single cycle through the full training set during the learning process. Training CNNs 
requires more than a single epoch for a network to obtain the weights needed to make 
accurate predictions. The number of epochs is generally increased until the model begins 
overfitting, at which point the test accuracy begins decreasing even as training accuracy 
increases. Batch size refers to the number of training samples passed through the model 
per training iteration. There are multiple training iterations within an epoch.  Batch size has 
an effect on convergence speed as the model weights are updated at the conclusion of each 
training iteration.  
2.4.1.9 Transfer Learning 
Very few CNNs are trained from scratch for a specific task due to the lack of 
sufficient datasets. Instead, it is common to take a model that has been trained on a prior 
task and apply it to a separate, but similar task. This technique is known as transfer learning. 
The success of transfer learning is dependent on the generality of the features learned in 
the first task, making CNNs pre-trained on expansive datasets such as ImageNet [40], 
which contains over a million images and 1000 classes, extremely popular in application. 
The two major transfer learning scenarios are feature extraction and fine tuning. 
In feature extraction, the last layer of the pretrained CNN is replaced with a new 
fully-connected layer. The weights of the network are frozen except for the final layer and 
the model is retrained on the new dataset. Feature extraction assumes that the features 
extracted in the initial training set can be used make predictions on the second; however, 
this only applies when the datasets are sufficiently similar. 
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In fine-tuning, a CNN is initialized with the same weights as a pretrained network 
and then retrained on the new dataset. This allows the new CNN to converge quicker and 
with less data as the weights are not randomly initialized. It is also possible to freeze 
specific layers to further fine-tune the model.  
2.4.1.10 k-Fold Cross Validation 
 Cross validation is a resampling procedure used to reduce bias and evaluate the 
performance of a CNN. The parameter k refers to the number of groups that a given dataset 
of images is split into. The procedure is described as follows: 
1. Split the entire dataset randomly into k folds. The number of folds varies based 
on size of the dataset. 
2. For each group i from 1 to k 
a. Take group i to be the testing set 
b. Combine the remaining groups into the testing set 
c. Train the model on the training set and evaluate on the testing set 
d. Log performance metrics and discard model 
3.  Average the metrics across all folds  
A further modification can be made to k-folds cross validation to include a validation set 
in addition to the testing and training sets. The purpose of a validation set is to allow fine-
tuning of the model parameters before evaluating on the testing set. The algorithm is 
adjusted such that one fold is removed from the process and the models are iterated through 
k – 1 folds following the procedure described above. The iterated models are evaluated on 
the validation set and can be retrained with new parameters before being exported. The 
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exported models are then evaluated on the removed fold, which serves as the common 
testing set. The modified k-fold algorithm reduces the risk of overfitting as model 
parameters can be fine-tuned to the validation set and then evaluated on the testing set. If 
the model is fit too closely to the validation set, there will be an evident decrease in 
evaluation performance.   
2.4.1.11 Performance metrics and error representation 
In addition to accuracy, model performance is evaluated on precision, recall, and 
F1 score. Precision expresses the proportion of positive identifications that were correct 
while recall describes the proportion of actual positives that were correctly identified by 
the model. F1 score is the harmonic mean of precision and recall and measures the balance 




𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (4) 
 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒










𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  




Errors in CNNs are represented as a combination of bias, variance, and irreducible 
error as seen in Equation 8. Due to the stochastic nature of CNNs and their datasets, 
independent training sessions will result in models with a range of predictions. Bias 
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captures the average difference between the model prediction and the true class while 
variance captures the variability of a model prediction for a given point. Irreducible error 
is a result of the inherent noise in the classification task that cannot be reduced by any 
model.    
 𝐸𝑟𝑟𝑜𝑟 = 𝐵𝑖𝑎𝑠2 + 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 + 𝐼𝑟𝑟𝑒𝑑𝑢𝑐𝑖𝑏𝑙𝑒 𝐸𝑟𝑟𝑜𝑟 (8) 
There exists a tradeoff between bias and variance that can be managed during the training 
process through hyperparameter tuning or dataset selection. For example, in cases of 
overfitting where the model has low bias on the training set but high variance in the testing 
test, it is common to lower the learning rate and number of epochs for subsequent trainings. 
Complex models typically struggle with low bias and high variance while less complex 
models are susceptible to high bias and low variance.  
2.4.2 Existing Architectures 
CNNs were shown to be successful in image recognition tasks in 1989 [41] but due 
to the computational requirements, there were minimal advancements until the creation of 
the ImageNet challenge in 2009 [40]. This coincided with the development of GPUs with 
sufficient bandwidth and parallel processing for rapid feedback of trained models. CNNs 
have since demonstrated classification performance greater than humans on the ImageNet 
challenge; however, CNN performance is more volatile and declines rapidly with 
decreasing signal-to-noise ratio under image degradations like additive noise [42]. The 
architectures used in this study are VGG Net, GoogLeNet, and ResNet. 
2.4.2.1 VGG Net 
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The VGG architecture [43], developed in 2014, showed that the depth of a network 
is a critical component in achieving better classification accuracy with CNNs. It also 
reduced the number of parameters within the convolutional layers by using a fixed kernel 
size of 3 x 3 to replace previously variable kernel sizes. For example, a 7 x 7 kernel can be 
replaced by three 3 x 3 kernels with a stride length of 1. This reduces the number of 
parameters by 44.9 % as a single 7 x 7 requires 72 = 49 parameters and three 3 x 3 kernels 
only require 3(32) = 27 parameters. VGG networks of varying lengths ranging from 11 – 
19 layers were presented, and the architecture was the runner up in the 2014 ImageNet 
Challenge with a top-5 error rate of 7.3%. 
2.4.2.2 GoogLeNet 
GoogLeNet [44] was presented at the same ImageNet Challenge as VGG Net and 
took first place with a top-5 error rate of 6.67%. It further reduced the number of parameters 
from 138 million in VGG-19 to 6.8 million. GoogLeNet introduced the concept of 
inception layers where kernels of sizes 1 x 1, 3 x 3, and 5 x 5 are applied in parallel to the 
output from the previous layer. Doing so allowed the network to handle large variations in 
the size of salient features within the input image. For example, when training a model to 
classify cars, the training image may be cropped such that the car occupies most, some, or 
only a tiny portion of the total area. Large kernels are suitable for features that are globally 
distributed while smaller kernels are preferred for locally distributed features. The addition 
of inception layers that contain multiple kernel sizes allow GoogLeNet to detect features 
of varying sizes to improve classification performance. A 1 x 1 kernel is added before the 
3 x 3 and 5 x 5 convolutions to reduce the depth parameter. Figure 2.10 shows the 
dimension reducing inception module presented in [44]. GoogLeNet contains 22 layers, 
three more than the largest VGG model, but was able to significantly reduce the 
computation cost and time required to train due to the parameter reduction of the 1 x 1 
kernel.    
 28 
 
Figure 2.10: Inception module from [44] 
2.4.2.3 Residual Networks (ResNet) 
Residual Networks [45] were designed to combat the vanishing gradient problem 
experienced by other neural networks as the partial derivative of the loss function 
calculated in backpropagation becomes insignificant in the initial layers. As the number of 
layers increased, accuracy becomes saturated and degrades rapidly. ResNet makes use of 
residual blocks that map the input x to some output F(x) + x as it is simpler to optimize the 
model by treating F(x) as some delta in x rather than a function. Figure 2.11 illustrates the 
basic residual block.  
 
Figure 2.11: Basic residual block from [45] 
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ResNet also makes use of batch normalization [46] to standardize the inputs to the network 
by scaling the data to have a mean of zero and standard deviation of one. Batch 
normalization speeds up training and reduces overfitting due to its regularization effects. 
A 152-layer ResNet network was presented at the 2015 ImageNet challenge and achieved 
a top-5 error rate of 3.57%, becoming the first CNN to exceed human classification ability.  
2.5 Ensemble Learning 
An ensemble consists of a set of individually trained machine learning models 
whose outputs are combined into a single predictive model. Prior research has shown that 
ensembles improve classification performance and reduce variance as compared to any 
single classifier within the ensemble [47]. The classifiers which comprise an ensemble are 
referred to as base learners. For the base learners, each training phase will result in a model 
with a different set of weights that correspond to different methods of generalizing about 
the training data. A combination of the different generalization methods is likely to reduce 
error in the final ensemble, given sufficient diversity in model errors. Performance also 
relies on structural diversity within the base learners, as models which share structures are 
likely to make correlated errors, decreasing the overall error reduction provided by 
ensembles [48]. Three of the most common techniques for creating ensembles are bagging, 
boosting, and stacking. 
Bagging [49] stands for bootstrap aggregation and is the simplest of the three 
methods. The algorithm uses datasets generated through random sampling with 
replacement to train individual base learners whose results will be combined through 
averaging or majority vote to form the final prediction. Averaging is typically used in 
regression problems while majority vote is used for classification. Bagging is effective in 
reducing variance and maintains bias, resulting in an overall decrease in generalization 
error. 
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Boosting comprises of a family of algorithms that improve the performance of weak 
learners through successive training. Weak learners are models that are close in 
performance to random guessing. One of the most widely used boosting techniques is 
Adaboost [50] where classifiers are trained sequentially on weighted data until 
performance has saturated on the training set or the maximum capacity of models is 
reached. The weights of misclassified items are increased while the weights of correctly 
classified items are decreased. CNNs are rarely used in boosting as they are too 
computationally expensive. Boosting results in a large number of sequentially trained 
models, making it impractical to use CNNs. Furthermore, boosting is more effective on 
models that underfit whereas CNNs typically deal with overfitting. Underfitting occurs 
when the model has too few features, making it unable to provide accurate predictions on 
complex inputs. 
Stacking combines multiple classification models by training a second level model 
on the outputs of the base learners [51]. The second level model or meta-learner can 
conditionally weigh the input predictions based on context, improving ensemble 
performance. Typical meta-learners used in stacking include logistic regression, random 
forests, and SVMs. Unlike bagging, which requires multiple diverse models generated by 
a single learning algorithm, stacking performs well with two or three base learners [52]. 
Furthermore, stacking is better suited for base learners with a wide range in performance. 
Stacking can be extended to many levels, though constraints on computational power 
usually make large stacking networks impractical. Figure 2.12 shows the structural 
differences between a single model CNN framework and a stacked ensemble consisting of 
CNN base learners and a logistic regression meta-learner.  
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Figure 2.12: Components of (a) single model CNN and (b) stacked ensemble 
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CHAPTER 3. METHODOLOGY 
The goal of this study is to develop an ensemble framework for the automated 
defect detection of surface defects in aircraft. The classes of defects present in the dataset 
include cracks, gouges, and corrosion. Stacking will be used to construct the ensemble with 
CNNs as the base learners and a logistic regression model as the meta-learner. Performance 
of the generated ensembles will be compared to the current state-of-the-art in automated 
aircraft inspection.   
3.1 Data 
3.1.1 Data Acquisition 
The data consists of images gathered from a borescope inspection process for C130 
propeller blades at Robins Air Force Base. The borescope inspection is the first visual 
inspection within a larger repair and overhaul process. Currently, the propeller blades are 
mounted to an inspection frame whereupon a Fanuc LR Mate 200iD robotic arm indexes a 
borescope along the interior surface of the bore. A CCD camera is configured to capture 
images from the borescope at set depth and angle intervals. A total of 455 images are 
captured per blade. Two trained operators scan the images for defects and note the locations 
of identified defects on a grid that is then passed along to the next step in the overhaul 
process. The current process takes approximately two hours and four blades are inspected 
per shift. Future production goals aim to increase the throughput to eight blades per day, 
necessitating the development of an automated inspection system that can decrease 
inspection times and augment the abilities of the trained operators. A fluorescent penetrant 
 33 
inspection down the line also relies heavily on visual inspection and can be similarly 
improved by an automated system. 
3.1.2 Data Preprocessing 
The borescope images were cropped to a size of 224 x 224 x 3 pixels to match the 
sizes of the input layers of the CNNs used in this study. There is no requirement for specific 
image sizes in CNNs, however, images of size 224 x 224 or 256 x 256 have become 
convention due to the tradeoff between image size, network size, and number of 
parameters. Larger images are noisier, requiring networks to be have more convolution 
layers. This in turn requires larger datasets to tune the additional parameters. For smaller 
images, the features extracted in the first few layers are lost within the network due to the 
dimensional reduction of the pooling layer. This compromise between size and network 
complexity is why CNNs such as VGG and ResNet use square images of size 224 x 224. 
Figure 3.1 illustrates the image cropping process. 
 
Figure 3.1: Image cropping - (a) original image 1280 x 960 pixels, (b) functional 
region 672 x 448 pixels, and (c) CNN input layer size 224 x 224 pixels 
After cropping, the images are classified by a subject matter expert into binary classes, 
defect and defect-free. The classified images were placed in separate sub-directories, each 
containing 300 images. The images were left in the RGB color space as it was shown in 
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[32] that there were no substantial improvements associated with alternative color spaces. 
The variations in lighting and defect geometry found in the images can been seen in Figure 
3.2.  
 
Figure 3.2: Sample images – (a) defect images, and (b) defect-free images 
3.1.3 Training/Validation/Testing Split 
A modified cross validation algorithm with a holdout fold was used to split the data 
into training, validation, and testing sets. The 600 total images were randomly split into six 
folds. One fold was held out to serve as the testing set and a standard 5-folds cross 
validation was applied to the remaining folds as seen in Figure 3.3. Each fold contains an 
equal distribution of defect and defect-free images. 5-folds cross validation resulted in five 
training and validation pairs, denoted Datasets 1 through 5, that are used to train and tune 
the CNNs. The testing set containing 50 defect images and 50 defect-free images is used to 
compare the performance between the ensembles and the base learners. 
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Figure 3.3: Splitting of dataset into training, validation, and testing sets 
3.2 Model Selection and Training 
3.2.1 Base Learners 
The base learners used in this study consist of CNNs that have been pretrained on 
the ImageNet dataset. The selected architectures are ResNet18, ResNet34, ResNet50, 
VGG11_bn, and GoogLeNet. The three ResNet networks were chosen to represent diversity 
in depth while VGG11_bn, and GoogLeNet add diversity in structure. Batch normalization 
has been applied to the VGG-11 network to improve accuracy, resulting in VGG11_bn. 
These CNNs have been previously applied to automated defect detection in the literature. 
VGG networks are found in [32] and [33]. [52] uses both VGG and ResNet architectures. 
Each network was trained twice on Datasets 1 through 5 to generate a total of ten models 
per network. For the remainder of this study, network will be used to refer to the general 
CNN architecture while model will be used to denote individual trained samples.  
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Data augmentation in the form of a random horizontal flip was performed on the 
training samples to increase the size and diversity of the training set. This technique is 
widely used in neural network applications where generating new data is difficult. Other 
common data augmentation techniques include padding, cropping, and rotations. The 
augmentations used in this study are limited as initial testing had shown that additional 
techniques beyond the initial horizontal flip had little to no effect on model performance. 
These additional techniques include vertical flips, brightness and contrast adjustment, and 
Gaussian blurring.     
The hyperparameters defined in the training were determined by evaluating the 
training and validation error of the models over successive runs.  
 
Figure 3.4: Training and validation error rates by epoch for different CNN 
architectures – (a) training error by epoch, and (b) validation error by epoch 
Figure 3.4 shows the training and validation losses of the five networks over 50 epochs. 
The number of epochs was set to 25 for subsequent trainings as the training and validation 
error had converged by that point. Batch size was set to 25 for all of the networks except 
VGG11_bn which has the highest number of trainable parameters. A batch size of 5 was 
used instead due to memory constraints on the training device. A cross entropy loss 
 37 
function was used in conjunction with an SGD optimizer with momentum. Momentum was 
set to 0.09. The learning rate was set at 0.001 for the initial training iteration but a scheduler 
is specified to decrease it a factor of 10 every 7 epochs. As the models had been pretrained 
on the ImageNet dataset, fine-tuning was used to apply the models to the borescope images. 
The final classification layer was replaced and all of the model’s weights were updated 
during training.  
 During training, the validation error of the model was tracked between iterations. 
A copy of the model weights that resulted in the lowest error is stored separately and not 
updated through backpropagation. As the best weights do not always occur in the last 
training iteration, this technique allows for the best fitting model to be exported from 
training. 
 
Figure 3.5: Flow chart of CNN training process 
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3.2.2 Ensemble Construction 
Stacked ensembles were constructed from the trained CNNs and a logistic 
regression was selected as the meta-learner. Each ensemble consists of three base learners 
and a single meta-learner as shown in Figure 2.12. The logistic regression is trained on the 
predictions made by the base learners on the testing set. Three types of ensembles were 
constructed to evaluate the effects of depth and structure diversity on error reduction. 
Ensemble A is the sole homogenous ensemble and consists of three ResNet18 models. 
Ensemble B is composed of ResNet18, ResNet34, and ResNet50 models and explores 
diversity in model depth. Ensemble C is composed of ResNet18, GoogLeNet, and 
VGG11_bn models and explores diversity in model structure.  
Table 2: Different ensemble structures 
Ensemble Base Learners 
Ensemble A 3x ResNet18 
Ensemble B ResNet18, Resnet34, Resnet50 
Ensemble C ResNet18, GoogLeNet, VGG11_bn 
 
3.2.3 Tools 
PyTorch [53] is an open source machine learning library developed by Facebook’s 
AI Research lab and was used to train the base learners. The CNNs were recreated within 
the PyTorch framework and reevaluated against the ImageNet challenge to establish a 
baseline for expected performance. The results are shown in Table 3. The differences in 
ImageNet performance from that reported in the literature is due to updates to the ImageNet 
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challenge that added more image classes and an inexact replication of the networks. It is 
difficult to determine the exact hyperparameters used to achieve the results reported by the 
original authors.   
Table 3: Error rates of PyTorch models on ImageNet challenge from [53] 
Network Top 1 Error (%) Top 5 Error (%) 
Number of 
Parameters 
ResNet18 30.24 10.92 11.7M 
ResNet34 26.70 8.58 21.8M 
ResNet50 23.85 7.13 25.6M 
GoogLeNet 30.22 10.47 6.8M 
VGG11_bn 29.62 10.19 132.9M 
The logistic regression meta-learner was trained using a Python package from 
scikit-learn [54]. Training and evaluation were performed on a computer with a NVIDIA 
Geforce GTX 1050Ti GPU, Intel i7-8750H CPU, and 8GB of RAM. 
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CHAPTER 4. RESULTS AND DISCUSSION 
This section details the results of the trained CNNs and stacked ensembles on the 
borescope image set. The confusion matrix for this study is defined in Figure 4.1. The null 
hypothesis is that the image contains a defect. False alarms are defined as Type I error and 
missed detections are defined as Type II error.  
 
Figure 4.1: Confusion matrix 
4.1 CNN Results 
The selected CNN networks were evaluated on the testing set to obtain a 
performance benchmark. Means and standard deviations for the accuracy, precision, recall, 
and F1 scores of the models are presented in Table 4. Ten models were trained per network 
and the Shapiro-Wilks test was used to determine that the evaluation results were non-
normal. Using the Mann-Whitney U-test with a significance value of 0.05, the ResNet18 
network was found to have a greater mean accuracy, recall, and F1 score than the other 
networks, outside of ResNet50 which had similar performance as seen in Table 5. 
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VGG11_bn  achieved the highest precision but its overall accuracy suffered due to its high 
recall.  
Table 4: Performance of different single-model CNN networks on test images 
 
Table 5: One-tailed Mann Whitney U-test 
 
The large variance in the recall of VGG11_bn is often a sign of overfitting. Due to 
memory constraints, the network was trained with a batch size of 5, which means that its 
weights were updated 5 times as frequently as the other models which used a batch size of 
25. However, the network simultaneously demonstrates high precision, making it unlikely 
that the model is simply overfit to the training set as overfitting would result in a reduction 
in both precision and recall. Rather, it appears that the confidence thresholds that determine 
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the final class prediction need to be adjusted to better balance the Type I and Type II error 
rates. Confidence thresholds refer to the threshold above which class probabilities 
outputted from the fully connected layer are sufficient to make predictions. For binary 
classifiers like those in this study, the threshold is usually set at 50%. Reducing the 
confidence threshold would result in fewer missed detections, raising the recall and 
lowering the precision of the model.  
The performance of the base learners is comparable to the performance of single 
model inspection frameworks found in the literature [33 – 35]. Since ResNet had 
outperformed the other two networks on the ImageNet challenge, it was unsurprising that  
ResNet18 and ResNet50 were the best performing in this task. However, GoogLeNet, which 
had similar reported performance as VGG11_bn in the ImageNet challenge, struggled and 
had the lowest average scores amongst the networks. This may be due to the nature of the 
inception modules within GoogLeNet that are designed the detect salient features of 
varying distribution. In the borescope image set, the defects are typically small and highly 
localized, rendering the larger convolutional kernels ineffective. These kernels would 
obfuscate the feature extraction, resulting in the poor performance of GoogLeNet relative 
to the other networks. A sample of the predictions can be seen in Figure 4.2. 
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Figure 4.2: Sample of predictions made by a ResNet18 model 
4.2 Ensemble Results 
The stacked ensembles specified in Table 2 were constructed from the library of 50 
trained base learners. To highlight the effects of base learner selection on ensemble 
performance, 30 ensembles were constructed using random selection of base learners with 
replacement while another 30 were constructed with manually selected base learners. Two 
additional ensembles were created to demonstrate an ensemble’s ability to selectively 
minimize Type I or Type II error without adjusting confidence thresholds. Each ensemble 
contains a unique combination of base learners. The results of the randomly constructed 
ensembles can be found in Table 6. 
Table 6: Performance of randomly constructed stacked ensembles on test images 
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Again, a Mann-Whitney test was used to compare the means. While the performance of 
Ensemble A appears higher, there is no statistically significant difference between the 
ensembles. This is interesting as the base learners which comprise Ensemble C performed 
significantly worse, on average, than those that comprise the other two ensembles. The 
larger error reduction can be attributed to the addition of the logistic regression and 
sufficient diversity in individual model errors. Diversity in model errors can be defined 
for the purposes of this study as the number of images misclassified by at least two of the 
base learners. The impact of a suitable meta-learner is further evident in the results shown 
in Table 7 where the logistic regression is replaced with a bagging operator. 
Table 7: Performance of bagging ensembles 
 
There is a notable decrease in Ensemble C’s performance under the bagging operator with 
the difference in recall being the most significant. Additionally, the bagging ensemble had 
a lower overall accuracy than one base learner,ResNet18, due to the poor results of the 
other two base learners, GoogLeNet and VGG11_bn. In the stacked ensemble, the logistic 
regression was able to maintain overall accuracy due to the presence of learned coefficients 
that increased the weights of the predictions made by the ResNet18 model. These results 
are consistent with the literature and further demonstrates the advantages of stacked 
ensembles over bagging ensembles for base learners with a wide performance range.  
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Table 8: Performance of manually constructed stacked ensembles on test images 
 
The results of the 30 manually constructed ensembles are shown in Table 8. The 
base learners were selected to maximize error diversity.  Using the Mann-Whitney test, it 
is found that all of the manually constructed ensembles had a greater mean accuracy, 
precision, recall, and F1 score than their randomly constructed counterparts. Many of the 
evaluation results approached perfect performance, however, given the limited size of the 
testing set, this is not likely to be reflective of true operational performance. There may be 
geometric variations and rare defect types found in the propeller blade inspection process 
that are not present within the dataset and exceed the limits of the ensembles’ 
generalization ability. As with many deep learning approaches, the ensembles in this study 
can be continually trained as additional data becomes available without the need for a 
complete redesign of the system. 
The performance differences between the manually and randomly constructed 
ensembles can be best attributed to error diversity. In the manually ensembles, the number 
of correlated errors was limited to zero or one, whereas in the randomly constructed, that 
number ranges between zero and five. Due to the limited number of base learners and input 
samples, the logistic regression performs poorly in cases where multiple learners 
misclassify the same image.  
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In addition to improving performance, stacked ensembling can also be used to 
manage the tradeoff between Type I and Type II errors. Table 9 and Table 10 show two 
ensembles with perfect performance in recall and precision respectively. While some 
ensembles in this study achieve 100% accuracy, precision, and recall, sub-optimal 
combinations are used to demonstrate this technique.  
Table 9: Ensemble B with 100% recall on test images 
 
Table 10: Ensemble C with 100% precision on test images 
 
For aircraft inspection, where false alarms are tolerable, ensembling can be used to 
eliminate missed detection while maintaining a high level of precision as shown in Table 
9. The same technique can also be used to eliminate false alarms as shown in Table 10. 
Given sufficient computational resources, the ensembles in Tables 8 and 9 can be stacked 
to eliminate both Type I and Type II errors on the testing set. Traditionally, the 
minimization of Type I or Type II error is done by adjusting the confidence threshold of 
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the CNN. This does not reduce the total error within the model and only serves to shift the 
error into either false negatives or false positives. Ensembles are successful in reducing the 
total error resulting from the bias-variance tradeoff within the system, increasing the level 
of precision found at perfect recall for critical inspections. Threshold adjustment can still 
be applied to the meta-learner to further fine-tune the error tradeoff.  
Precision-recall curves were generated for the base learners and randomly 
constructed ensembles to illustrate the effects of confidence thresholds on model 
performance. The randomly constructed ensembles were selected as many of the manually 
constructed ensembles already achieve 100% accuracy on the testing set. The confidence 
threshold was adjusted from 0 to 100 percent at intervals of 5 to create the curves shown 
in Figure 4.3. For the ensembles, only the confidence threshold of the logistic regression 
was altered. The results presented are the average across 10 samples.  
 
Figure 4.3: Comparison of precision-recall curves for CNNs and ensembles 
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   The optimal point on the curve is located in the upper right corner, at the point of 
perfect precision and recall. For the purposes of aircraft inspection, where perfect recall is 
desired, Ensembles A, B, and C achieve precisions of 98.06%, 98.03%, and 97.28% 
respectively while maintaining a recall greater than 99.5% on the testing set. In 
comparison, ResNet18, attains the highest precision for base learners of 89.95% at 99.6% 
recall. The class probabilities for the ensembles were concentrated between 90 - 100% 
whereas due to the complexity of the base learners, there is a larger variance in their 
probabilistic outputs.  The high accuracy of the base learners, sufficient diversity in model 
errors, and limited input features for the logistic regression result in the low variance in 
ensemble predictions.  
For this application, the diversity in model depth and structure found in Ensembles 
B and C did not result in a measurable difference in classification performance relative to  
the homogenous Ensemble A. Based on the literature, it was expected that increasing 
diversity in model depth and structure would result in increased error diversity and better 
classification performance. However, in this study, these effects were masked by the 
accuracy and performance of ResNet18. ResNet18 achieved the highest mean accuracy, 
recall, and F1 scores among the base learners and as a result, was more heavily weighted 
by the logistic regression meta-learner. It was also able to produce sufficient error diversity 
through different training iterations on different datasets. The weighted influence of 
ResNet18 on the ensemble results and its lack of correlated errors resulted in the lack of 
differentiation between ensemble performance. Effects of model diversity on correlated 
errors is more apparent in the analysis of individual misclassified images in Section 4.4. 
4.3 Comparison of CNNs and ensembles 
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The Wilcoxon test with significance level of 0.05 was used to compare the results 
of the base learners and ensembles as the distribution are non-normal and dependent. The 
randomly constructed ensembles were compared first to its base learners. Ensemble A only 
demonstrated an improvement in mean F1 score over ResNet18. While the mean accuracy, 
precision, and recall were numerically higher, the values were insufficient to establish 
statistical significance. Ensemble B showed improvement in mean accuracy, recall, F1 
score over ResNet34 and improvement in mean accuracy over ResNet50. There was no 
significant difference with the results of ResNet18. Ensemble C has a greater mean 
accuracy, recall, and F1 score over GoogLeNet and VGG11_bn. Again, there were no 
significant differences with the results of ResNet18.  
The Wilcoxon test was used again to compare the manually constructed ensembles 
with their base learners. The results of the Wilcoxon test can be found in Appendix B.  It 
was found that all of the ensembles had greater mean accuracy, precision, recall, and F1 
score than their respective base learners.  
 
Figure 4.4: F1 scores of different CNNs and manually constructed ensembles 
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Classification accuracies of 96.38% in [33] and 97.27% in [34] are reported for 
CNN-based detection systems in the literature. The ensembles presented in this study 
achieve greater mean accuracy, precision, recall, and F1 scores than the current state-of-
the-art; however, the lack of a common testing and training set makes a direct comparison 
difficult. Nonetheless, the results show that ensembles can augment the classification 
capabilities of single model CNNs through stacking and it’s expected that this methodology 
can be applied to other inspection datasets to similar effect.   
4.4 Model limitations and assumptions 
The primary limitation of the stacked ensembles used in this study is related to the 
generalization abilities of the base learners and the number of correlated errors. Figure 4.5 
shows the most commonly misclassified samples within the testing set for each respective 
base learner.  
 
Figure 4.5: Most commonly misclassified images for each CNN network 
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There was a single correlated false positive across four of the five base learners. Given the 
“black box” nature of CNNs, it is difficult to provide an explanation for the outputs with 
certainty; however, it is likely that the rough surface present in the image lead the models 
to falsely classify it as a defect image. VGG11_bn was uniquely able to correctly classify 
this image due to its high sensitivity for false positives as shown in Table 4. The commonly 
missed false negatives share two main characteristics: 1) The defects are small and poorly 
defined. 2) The defects are located at the fringes of the image. These types of defects 
disappear within the convolutional and pooling layers as the kernels reduce the 
dimensionality of the features, making it difficult for CNNs to detect them. There are also 
images that have excessive glare due to lighting adjustments made by the operators and 
again, the defects are obfuscated. In contrast, Figure 4.6 shows a sample of correctly 
classified images by the ResNet34 model. The selected images are reflective of the 
performance of the other models in this study. The true positive images contain defects of 
varying sizes that are easily differentiable from the surroundings while the true negatives 
contain defect-free surfaces under different levels of illumination. It can be seen that small 
variations in surface finish do not affect the classification results.  
 
Figure 4.6: Sample of correctly classified images 
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Within each network, there are individual models which correctly classify some or all of 
images present in Figure 4.5 while misclassifying others. This variation in predictions is 
best attributed to the differences in training and validation sets as the hyperparameters are 
constant within each network. Despite the lack of significant differences in ensemble 
performance, the effect of model diversity and depth on correlated errors can be seen in the 
commonly misclassified images for each network. For example, the false negative for 
ResNet18 in Figure 4.5 was misclassified by six of the ten trained models while in 
ResNet34, it was only misclassified by two. This unlikely to be a result of dataset or 
hyperparameters as only one of the two training instances for ResNet34 shared a common 
dataset and the hyperparameters were the same for both networks. The additional depth of 
ResNet34 over ResNet18 lead to a different distribution of false negatives. Similar 
examples can be found for the other networks. Stacked ensembles do not serve to improve 
the generalization performance of individual base learners; rather they try to find the 
optimal combination of inputs to generate the correct output. Therefore, the selection of 
base learners with a diverse distribution of model errors is critical to the performance of a 
stacked ensembles and models that have insufficient error diversity experience rapid 
degradation in performance.  
Another limitation exists in the selection of the logistic regression model as the 
meta-learner. Logistic regressions are typically only used for linearly separable binary class 
predictions and other algorithms are more suitable for multi-class applications. 
Furthermore, it is susceptible to overfitting and being overly confident in its predictions, 
particularly in applications with a small dataset. The training set for the logistic regression 
only contained 100 samples whereas the base learners had 400 samples in their training 
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sets. While this did not pose in issue in the testing set, it is difficult to confidently determine 
if the model has been overfit without additional data. This lack of confidence can also be 
extended to the base learners and additional testing for both are required before this 
framework can be placed in production.  
The composition of the dataset is crucial to the performance of the ensembles. This 
study makes the following assumptions regarding the dataset: 
1. The images are representative of the true defect conditions and capture a 
sufficient range of the variations in defect geometry, position, and imaging 
conditions. 
2. The images are correctly labeled by the subject matter experts. 
3. The dataset is sufficient for a CNN to accurately learn the mapping function 
between inputs and outputs after applying data augmentation and transfer 
learning. 
During training, it is assumed that there are no substantial improvements in model 
performance beyond the 50th epoch.   
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CHAPTER 5. CONCLUSION 
5.1 Contributions 
In this thesis, a novel application of stacked ensembling to automated defect 
detection in aircraft surfaces is presented. The ensembles consist of three CNN base 
learners that are combined with a logistic regression meta-learner to make class predictions 
on input images. The CNNs are trained on images taken from a borescope inspection 
process for C130 propeller blades that contain defects of varying type, size, location, and 
illumination. The proposed framework demonstrates higher detection performance than the 
current-state-of-art and can be used to minimize missed detections while maintaining a low 
rate of false alarms for critical operations. The error reduction of the ensemble frameworks 
allows it to obtain a higher level of precision at near perfect or perfect recall than single 
model CNN systems. Error diversity in the base learners was established as a key factor in 
ensemble performance. Other algorithms such as SVMs, linear regressions, and ANNs can 
be used in place of the logistic regression as the meta-learner. 
5.2 Limitations 
A limitation of this ensemble framework are the computational requirements 
associated with training and running three CNNs in parallel. Despite downwards trends in 
GPU price-performance ratios and availability of cheap memory, the resources required 
can be cost prohibitive in some situations. The size of the dataset used in this study is 
another limitation. It is difficult to properly gauge an ensemble’s generalization 
performance on a limited sample size and there may be inherent biases within the 
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framework that remain undetected. The defect rates of the defects found in the inspection 
process are relatively low, making it difficult to generate a large dataset; however, this is a 
common issue in the literature and techniques such as transfer learning and data 
augmentation are used to reduce the image requirements and increase dataset size. The 
ensembles in this study can be continually trained and evaluated on new images to better 
establish operational performance. Finally, the performance of the ensembles is highly 
dependent on the composition of the base learners. Diversity in model errors, structure, 
parameters, or training sets have been shown to factor heavily in an ensemble’s 
generalization ability. Lack of sufficient diversity will result in a decrease in overall 
performance.  
5.3 Future Work 
This research can be further extended in four different ways: 1) The 
hyperparameters and confidence thresholds for the base learners can be further fine-tuned 
for each individual model. Hyperparameter selection was done at the network level for 
simplicity and confidence thresholds were left at 50%. With threshold adjustment, it can 
be hypothesized that a model with perfect precision, but low recall can be combined with 
a model with low precision but perfect recall to achieve perfect accuracy. This can be 
extended to multiple base learners to improve ensemble performance. 2) The training 
annotation can be extended to multi-class classifications where defects are labeled by type. 
3) Use Generative Adversarial Networks [55] to generate artificial data to further train the 
networks. 4) Apply ensembles to object detection networks that localize defects within the 
surrounding image using bounding boxes. Current state-of-the-art in an application of 
Mask R-CNN to aircraft dents and achieves recall of 53.6% precision and 46.2% recall on 
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6 images [56]. Ensembles may be able to improve the performance of these networks by 
training on the bounding box predictions and combining multiple predictors.    
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APPENDIX A.    ENSEMBLE CODE 
This appendix contains the code used to train and evaluate the various components 
of the stacked ensembles. The code for CNN training and evaluation is adapted from the 
PyTorch tutorial for transfer learning found at:  
https://pytorch.org/t utorials/beginner/transfer_learning_tutorial.html  
A.1  CNN Training Code 
from __future__ import print_function, division 
 
import torch 
import torch.nn as nn 
import torch.optim as optim 
from torch.optim import lr_scheduler 
import numpy as np 
import torchvision 
from torchvision import datasets, models, transforms 





if __name__ == "__main__": 
    feature_extract = False 
    num_classes = 2 
    data_transforms = { 
        'train': transforms.Compose([ 
            transforms.RandomHorizontalFlip(), 
            transforms.ToTensor(), 
            transforms.Normalize([0.485, 0.456, 0.406], [0.229, 0.224, 0.225]) 
        ]), 
        'val': transforms.Compose([ 
            transforms.ToTensor(), 
            transforms.Normalize([0.485, 0.456, 0.406], [0.229, 0.224, 0.225]) 
        ]), 
    } 
 
    data_dir = "C:/Users/Ivan/Datasets/Dataset3" 
    image_datasets = {x: datasets.ImageFolder(os.path.join(data_dir, x), 
                                              data_transforms[x]) 
                      for x in ['train', 'val']} 
    dataloaders = {x: torch.utils.data.DataLoader(image_datasets[x], 
batch_size=5, 
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                                                 shuffle=True, num_workers=4) 
                  for x in ['train', 'val']} 
    dataset_sizes = {x: len(image_datasets[x]) for x in ['train', 'val']} 
    class_names = image_datasets['train'].classes 
 
    device = torch.device("cuda:0" if torch.cuda.is_available() else "cpu") 
 
    def train_model(model, criterion, optimizer, scheduler, num_epochs=25): 
        since = time.time() 
 
        best_model_wts = copy.deepcopy(model.state_dict()) 
        best_acc = 0.0 
 
        for epoch in range(num_epochs): 
            print('Epoch {}/{}'.format(epoch, num_epochs - 1)) 
            print('-' * 10) 
 
            # Each epoch has a training and validation phase 
            for phase in ['train', 'val']: 
                if phase == 'train': 
                    scheduler.step() 
                    model.train()  # Set model to training mode 
                else: 
                    model.eval()   # Set model to evaluate mode 
 
                running_loss = 0.0 
                running_corrects = 0 
 
                # Iterate over data. 
                for inputs, labels in dataloaders[phase]: 
                    inputs = inputs.to(device) 
                    labels = labels.to(device) 
 
                    # zero the parameter gradients 
                    optimizer.zero_grad() 
 
                    # forward 
                    # track history if only in train 
                    with torch.set_grad_enabled(phase == 'train'): 
                        outputs = model(inputs) 
                        value, preds = torch.max(outputs, 1) 
                        loss = criterion(outputs, labels) 
 
                        # backward + optimize only if in training phase 
                        if phase == 'train': 
                            loss.backward() 
                            optimizer.step() 
 
                    # Statistics 
                    running_loss += loss.item() * inputs.size(0) 
                    running_corrects += torch.sum(preds == labels.data) 
 
                epoch_loss = running_loss / dataset_sizes[phase] 
                epoch_acc = running_corrects.double() / dataset_sizes[phase] 
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                print('{} Loss: {:.4f} Acc: {:.4f}'.format( 
                    phase, epoch_loss, epoch_acc)) 
 
                # deep copy the model 
                if phase == 'val' and epoch_acc > best_acc: 
                    best_acc = epoch_acc 
                    best_model_wts = copy.deepcopy(model.state_dict()) 
 
            print() 
 
        time_elapsed = time.time() - since 
        print('Training complete in {:.0f}m {:.0f}s'.format( 
            time_elapsed // 60, time_elapsed % 60)) 
        print('Best val Acc: {:4f}'.format(best_acc)) 
 
        # load best model weights 
        model.load_state_dict(best_model_wts) 
 
        checkpoint = {'model': model_ft, 
                      'state_dict': model.state_dict(), 
                      'optimizer' : optimizer.state_dict()} 
 
        torch.save(checkpoint, 'epoch.pth') 
        return model 
 
    def set_parameter_requires_grad(model, feature_extracting): 
        if feature_extracting: 
            for param in model.parameters(): 
                param.requires_grad = False 
 
    def initialize_model(model_name, num_classes, feature_extract, 
use_pretrained=True): 
    # Initialize these variables which will be set in this if statement. Each 
of these 
    #   variables is model specific. 
        model_ft = None 
        input_size = 0 
 
        if model_name == "resnet": 
            """ Resnet18 
            """ 
            model_ft = models.resnet18(pretrained=use_pretrained) 
            set_parameter_requires_grad(model_ft, feature_extract) 
            num_ftrs = model_ft.fc.in_features 
            model_ft.fc = nn.Linear(num_ftrs, num_classes) 
            input_size = 224 
 
        elif model_name == "googlenet": 
            """ GoogleNet 
            """ 
            model_ft = models.googlenet(pretrained=use_pretrained) 
            set_parameter_requires_grad(model_ft, feature_extract) 
            num_ftrs = model_ft.fc.in_features 
            model_ft.fc = nn.Linear(num_ftrs, num_classes) 
            input_size = 224 
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        elif model_name == "vgg": 
            """ VGG11_bn 
            """ 
            model_ft = models.vgg11_bn(pretrained=use_pretrained) 
            set_parameter_requires_grad(model_ft, feature_extract) 
            num_ftrs = model_ft.classifier[6].in_features 
            model_ft.classifier[6] = nn.Linear(num_ftrs,num_classes) 
            input_size = 224 
 
        else: 
            print("Invalid model name, exiting...") 
            exit() 
        return model_ft, input_size 
 
    # Initialize the model for this run 
    model_ft, input_size = initialize_model("vgg",num_classes, 
feature_extract, use_pretrained=True) 
    model_ft = model_ft.to(device) 
 
    params_to_update = model_ft.parameters() 
 
    if feature_extract: 
        params_to_update = [] 
        for name,param in model_ft.named_parameters(): 
            if param.requires_grad == True: 
                params_to_update.append(param) 
     
    ## Define the hyperparamters 
    criterion = nn.CrossEntropyLoss() 
    optimizer_conv = optim.SGD(model_ft.parameters(), lr=0.001, momentum=0.9) 
    exp_lr_scheduler = lr_scheduler.StepLR(optimizer_conv, step_size=7, 
gamma=0.1) 
 
    model_ft = train_model(model_ft, criterion, optimizer_conv, 
                         exp_lr_scheduler, num_epochs=25) 
A.2  CNN Evaluation Code 
from __future__ import print_function, division 
 
import torch 
from torchvision import datasets, transforms 
import os 
 
if __name__ == "__main__": 
    ## Load saved model 
    def load_checkpoint(filepath): 
        checkpoint = torch.load(filepath) 
        model = checkpoint['model'] 
        model.load_state_dict(checkpoint['state_dict']) 
        model.eval() 
        return model 
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    model = load_checkpoint('ResNet18_Checkpoints/ResNet18_1.pth') 
    data_dir = "C:/Users/Ivan/Datasets/Test" 
    data_transforms = { 
        'test': transforms.Compose([ 
            transforms.ToTensor(), 
            transforms.Normalize([0.485, 0.456, 0.406], [0.229, 0.224, 0.225]) 
        ]), 
    } 
 
 
    image_datasets = {x: datasets.ImageFolder(os.path.join(data_dir, x), 
                                              data_transforms[x]) 
                      for x in ['test']} 
    dataloaders = {x: torch.utils.data.DataLoader(image_datasets[x], 
batch_size=40, 
                                                 shuffle=False, num_workers=4) 
                  for x in ['test']} 
    dataset_sizes = {x: len(image_datasets[x]) for x in ['test']} 
    class_names = image_datasets['test'].classes 
 
    device = torch.device("cuda:0") 
 
    def test_model(model, threshold): 
        model.eval() 
        preds = torch.tensor([0], device = device, dtype=torch.long) 
        correct = 0 
 
        with torch.no_grad(): 
            for i, (inputs, labels) in enumerate(dataloaders['test']): 
                inputs = inputs.to(device) 
                labels = labels.to(device) 
                outputs = model(inputs) 
                sm = torch.nn.Softmax(dim=1) 
                prob = sm(outputs) 
                conf = prob[0][0] 
                if conf.item() <= threshold: 
                    preds[0] = 1 
                correct += (preds == labels).sum().item() 
 
 
    test_model(model, 0.5) 
A.3  Ensemble Training and Evaluation    
# Import data analysis modules 
import pandas as pd 
 
# Load prediction data from Excel sheets 
train1 = pd.read_excel('ResNet18.xlsx','Detailed Results') 
train2 = pd.read_excel('GoogleNet.xlsx','Detailed Results') 
train3 = pd.read_excel('VGG11bn.xlsx','Detailed Results') 
 
# Select training instances  
ResNet18 = train1[['ResNet18_1']] 
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GoogleNet = train2[['GoogleNet_2']] 
VGG11bn = train3[['VGG11bn_3']] 
X = pd.concat([ResNet18,GoogleNet,VGG11bn],axis=1) 
y = train1['Truth (1 = Defect)'] 
 
# Define test and training sets 
X_values = X 
y_values = y 
 
# Import module for fitting 
from sklearn.linear_model import LogisticRegression 
# Create instance (i.e. object) of LogisticRegression 
logmodel = LogisticRegression() 
# Fit the model using the training data 
logmodel.fit(X_values, y_values) 
 
# Test on data and output predictions + probabilities 
proba = pd.DataFrame(logmodel.predict_proba(X_values)) 
pred = logmodel.predict(X_values) 
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 APPENDIX B.    STATISTICAL TEST RESULTS  
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