Logo detection is a laborious but strong practicality task that has a variety of technology applications. Since the fundamental of state-of-the-art detectors, large-scale annotated datasets, is cost-consuming, few-example logo detection is imperative and thought-provoking. In this paper, a three-stage Few-example Logo Detection Refined System (FLDRS) is proposed to detect logo with a few annotated samples. Specifically, the proposed detector is first initialized using large-scale generic target detection dataset with annotations, such as ImageNet, then further updated with large amount of synthetic logo images, and finally refined with a few annotated real examples. To make synthetic data more closer to real scene, a copy-paste-blend strategy is also presented in our model which not only characterizes many kinds of possible logo transformations but also takes the environment attribute of the logo type into consideration. The superior performance in FlickLogo-32 dataset demonstrates the efficiency of the proposed FLDRS.
INTRODUCTION
Logo detection is a sub-problem of object detection, which has been extensively researched because of its applications in many fields, such as commercial advertising, recommendation search, intelligent transportation systems and so on.
Previously, most traditional logo detection methods used hand-crafted feature to make the expression. For example, SIFT key points were used to perform the feature expression and recognize the logo image in (Lowe, D. G., 2004; Romberg, S. et al., 2011; Romberg, S. et al., 2013) . Recently, deep feature has made great breakthroughs in varied object detection tasks. And Convolutional Neural Networks (CNN) based methods, Fast R-CNN (Girshick, R., 2015) , Faster R-CNN (Ren, S. et al., 2015) and SSD (Liu, W. et al., 2016) for example, have gain significantly higher performances on PASCAL VOC benchmark (Everingham, M. et al., 2010) compared to traditional methods. CNN based methods are also studied in logo detection (Iandola, F. N. et al., 2015; Oliveira, G. et al., 2016; Bao, Y. et al., 2016; Li, Y. et al., 2017; Bianco, S. et al.,2017) . Different from generic object detection, logo detection faces its unique challenges. First, some logos are too small to detect in the view as shown in Figure 1(a) . Second, same logo may be very different for multifarious variations in sizes, colour, rotations, illumination, deformations and even more complex transformations, for example the pop-top cans in Figure 1(b) . Third, different logos may be also difficult to distinguish for their similarity, such as the logo 'Apple' and 'BMW' shown in Figure 1 (c) and (d). What's worse, as the commonly used datasets shown in Table 1 , there is no large-scale and completely annotated datasets used for logo detection, which is extremely important for deep learning, cause the annotation is time and energy consuming.
Motivated by the above challenges, a three-stage few-example logo detection system is proposed in 
RELATED WORK
In this section we discuss the closely related works in the fields of logo detection, logo datasets and deep learning with one/few shot learning.
Logo Detection/Logo Datasets
Traditional logo detection methods are established on hand-crafted visual features such as SIFT and HOG. These methods need not training and directly match the template to the query logo. Hand-crafted visual features are not robust to large deformation. Recently, deep features are also used in logo detection and gain significantly promotion. Deep learning inspires large dataset construction (Deng, J. et al, 2009) . Though some datasets shown in Table 1 can be used for logo detection, most of them are usually unpublicized or not completely annotated. In this paper, we proposed a unified system to utilize the benefits of deep learning with only a few labelled examples.
Deep Learning With One/Few Shot Learning
Recently, various methods (Koch, G. et al., 2015; Vinyals, O. et al., 2016; Snell, J. et al., 2017; Sung, F. et al., 2018) have been explored for one/few shot learning to classify objects by metric learning, where only one or few annotated examples are used. Different with classification, detection task needs to localize the objects' location which limits the one/few shot learning methods usage. In this paper, we propose a system which can use only a few examples to detect logo and verifies its efficiency.
APPROACH
As shown in Figure 1 , the proposed FLDRS consists of three phases: initial model, artificial model, refined model.
Three-Stage Method
Stage one. A logo detector with the backbone such as Faster R-CNN or SSD is first pre-trained on ImageNet. With the large-scale and annotated dataset, the detector can be well initialized which will be benefit to convergence of next phase. At this phase, the extracted feature is in a coarse-grained level. The model here named initial model. Stage two. The pre-trained detector is further refined on the constructed artificial logo datasets. The artificial logo datasets are generated as the description in next subsection. Though the artificial logos are In the proposed system, the weights of the logo detector are gradually shifting to the optimum value and only a few annotated examples are used in practical. Note, the cost of ImageNet annotation is not taken into consideration as the datasets is commonly used in deep learning of computer vision for model initialization.
Artificial model with copy-pasteblend
The artificial model is an important part of our FLDRS. In this Section, we will introduce our approach to generate artificial logo data for training artificial model. The copy-paste-blend method, automatically copying logo templates, pasting them on random scene images and then blending them, is used to generate logo data. Logo templates images collecting. To generate artificial logo images for a given logo class, we need an template image for each class. Specifically, it's different from , which is using pure logo as the template. We adopt a template selection method based on common context by utilizing the environmental attributes of the logo type, as Figure3 shows the example, logo templates are extracted one part from the FlickrLogos-32 training set which provides the binary segmentation mask rather than using the rigid template image and the other part from prior knowledge about the logo. It is not only a good combination of the inherent environmental attributes, more in line with the actual circumstance, but also can get better blending with scene images.
Transformations of the logo templates. In order to increase the diversity of logo templates, we adopt a variety of image augmentation methods, including geometric transformation, colour transformation and noise disturbance, on the basis of using real logo instances, which already has corresponding transformation of environmental attributes, to make them more consistent with various circumstances in the real world.
Scene images collecting. To collect scene images, we select high quality scene images from Google website by the keywords "indoor", "outdoor", "people", "sports", "party" and so on. These images contain various places where logos may appear, so the artificial images have a great diversity. Besides, for accuracy of the training model, we exclude images where is no logo in the background.
Generating artificial logo images with blending. Given the logo template image transformations described above, we generate a number of variations for each logo including every transformation, and then utilise them to make artificial logo images in the scene images by cover a logo template in the previous step at a random location with the Poison Blending (Pé rez, P., et al, 2003)). The blending step smoothens out the boundary artificial logo images between the logo templates and the scene images, which can reduce the edge information that interferes with the model training. Figure 4 shows two blending modes. Although it is not visually perfect results, they improve performance reliably of the model training .
EXPRIMENTS
In our experiments, both the training and testing processes are carried out on a TITAN Xp GPU. Dataset. Most datasets have not been completely annotated or published, as the Table 1 shows. With that in mind, we utilize FlickrLogo-32 (Romberg, S. et al., 2011) as our experiment dataset, which is the priority of many researchers. It contains 32 classes logo images and each class has 10 training images which is very suitable for our task for few training examples. The results are based on the artificial logo number which is set to 100 and the division of the training set/testing set which is set by 10/60 during the training refined model.
Evaluation. For the quantitative performance measure of logo detection, we utilize the mean Average Precision (mAP) for all logo classes. A detection is considered being correct when the Intersection over Union (IoU) between the predicted and groundtruth exceeds 50%.
Model and training. In FLDRS, We can nest any detection model within it. And we compare the proposed FLDRS with three state-of-the-art object detection approaches:
(1) Faster R-CNN (Ren, S. et al., 2015) : A stateof -the-art detector which detects objects in two stages.
The first stage is a region proposal network (RPN) that generates candidates and then carries out more refined classification and regression process. The architecture is trained in an end-to-end fashion using a muti-task loss. For training, we use SGD+ momentum with a value of 0.9, and learning rate of 0.001 for training artificial model with 30000 iterations. And then we reduce the learning rate to 0.0003 for training the refined model with 60000 iterations.
(2) SSD (Liu, W. et al., 2016) : A state-of-the-art regression based detection model. The networks are trained for 60,000 iterations using Nesterov Optimizer for the artificial model training, and then in the last phase we use 90,000 iterations to train the final model.
(3) YOLO v2 (Redmon, J. et al., 2017) : Another bounding box regression based multi-class detection model. For training the artificial model, the learning rate during 0-1000 iterations we set is 0.001, then the learning rate during 1000-25,000 iterations is 10 times of the original learning rate of the 0.01, then the learning rate decreases successively after a certain number of iterations as the multiplier of 0.1. For training the refined model, the set-up is same as the Faster R-CNN.
Results. Table 1 compares the performance of the three state-of-the-art detectors when trained our FLDRS on FlickrLogo-32 dataset. It can be found that FLDRS performs better than the results in one phase (1)(2) shows the "esso" logo in real world; (3) shows the generation result of the method (Romberg, S. et al., 2011) , and (4) is ours. Ours can be closer to the real images.
that using only 10 logo images. And Faster R-CNN performs better than the others which also verifies that two-stage detector is usually slightly better than the one-stage ones. This is consistent to the original finding that one-stage detector is sensitive to the size of objects and performs worse on small targets which appear frequently in the FlickrLogo-32 dataset. The mAP's changing curves during different iterations are demonstrated in Figure 5 . We can see the fastest rate of change of most curves is 10,000-20,000 iterations. Our model also changes rapidly between 30,000-40,000 iterations, because during training the refined model, real logo images are added later. And we can see blending strategy has a bit improvement for the performance.
The impact of different templates in artificial model on performance is showing in the Table 3 .
In this experiment, we use Faster R-CNN as our basic detection framework, 10 real world logo images and 100 artificial logo images as the training examples. We can see that our template selection method performs the best than the other two. Because Our method combines the advantages of the other two and fully utilizes the environmental attributes of the logo.
In Table 4 we evaluate the performance about the several improvements in the phase of the data generation of the artificial model. As the Table 4 shows, each of these transformations has a bit improvement, and geometric changes lead to the greatest improvement (+3.4%). We think it is because the geometric transformations of logos are the most common in the real world. On the contrary, noise disturbance plays a slight negative role (-0.5%).
CONCLUSION
In this paper, we propose a three-stage Few-example Logo Detection Refined System (FLDRS) to detect logo with a few labelled examples. In the system, a method used for generating artificial logos taking both logo transformations and environment attribute of specific logo type into consideration is presented. In addition, with the blending strategy the generated artificial data is closer to real logo compared to other approaches and improves the logo detectors. We demonstrate the conspicuous effect of our proposed system with the excellent performance even only a few annotated examples are available. More logo detection methods based on lim ited examples will be further studied in the future considering the importance of this task and we hope that more scholars can participate in this study in the era of big data. 50.0 54.0 50.4 55.9 
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