This article begins the theory of submanifolds in products of 2 or more space forms. The tensors R, S and T defined by Lira, Tojeiro and Vitório at [2] and the Bonnet theorem proved by them are generalized for the product of many space forms. Besides, some examples given by Mendonça and Tojeiro at [4] and the reduction of codimension theorem proved by them are also generalized.
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Introduction
A space form is a (semi-)riemannian manifold whose sectional curvature is constant. To us, a space form is also connected and simply connected. Thus, up to isometries, we just have three kinds of space forms:
(I) the euclidean space R n , which is the space form whose sectional curvature is 0;
(II) the sphere S n k , which is the space form whose sectional curvature k is positive;
(III) and the hyperbolic space H n k , which os the space form whose sectional curvature k is negative.
We will use the following models:
Here, L n+1 is the vector space R n+1 with a the following inner product: x, y :=
x i y i . To make things easier, we will denote the space form with dimension n and sectional curvature k by O n k
The authors of [2] defined the tensors R, S and T associated to an isometric immersion f :
. They proved some results involving this tensors and they found the fundamental equations for isometric immersions in products of two space forms. Using these fundamental equations, they proved a Bonnet theorem for isometric immersions in products of two space forms.
The authors of [4] constructed some examples of isometric immersions in O (with m ≥ 3 and k 1 + k 2 = 0) to the classification of isometric immersions in S n × R and H n × R. The umbilical immersions in S n × R were classified in [5] . The present article is a beginning of studying isometric immersions in product of many space forms, 2 or more. So here the tensors R, S and T must be defined for isometric immersions f :
. Section 2 takes care of these generalized definitions and of the equations involving the new tensors.
Section 3 generalizes some examples given at [4] and Section 4 generalizes the reduction of codimension theorem of [4] .
Finally, the last section of this article generalizes the Bonnet theorem of [2] for isometric immersion in O 
where X = (X 1 , · · · , X ℓ ), with X i ∈ R Ni .
Proof. Let x ∈Ô and X ∈ T xÔ . Thus there is a differentiable curve β : I → O such that β(0) = x and β ′ (0) = X. But β(t) = β 1 (t), · · · , β ℓ (t) and β i (t) 2 = 1 ki , for all i ∈ J. Then β i (t), β ′ i (t) = 0, for all i ∈ J. It follows that x i , X i = β i (0), β ′ i (0) = 0, for each i ∈ J. Thus T xÔ ⊂ X ∈ R N X i ⊥ x i , ∀i ∈ {1, · · · , ℓ} . Lets consider
where {x i } ⊥ is the orthogonal complement of span{x i } in R Ni . Thus
Since T xÔ and X ∈ R N X i ⊥ x i , ∀i ∈ J have the same dimension, they are the same subspace of R N . Proof. Let X ∈ T xÔ a tangent vector, thus X i ⊥ x i (by Lemma 2.1). It follows that (π i • ı)(x), X = x i , X i = 0. Therefore (π i • ı) is normal toÔ.
Since the codimension ofÔ in R N is equal to the number of elements of the set J := { i ∈ {1, · · · , ℓ} | k i = 0}, then
Now, let∇ and∇ be the Levi-Civita connections inÔ and R N respectively, and let α ı ,R and A ı η be (respectively) the second fundamental form of ı, the curvature tensor ofÔ and the shape operator in the normal direction η given by A ı η X, Y = α ı (X, Y ) , η .
Lemma 2.3. For all X, Y ∈ Γ TÔ , it holds that
Besides, if
Proof. Let x ∈Ô and X ∈ T xÔ . If k i = 0, then X i ⊥ x i and π i X = (0, · · · , X i , · · · , 0) ∈ T xÔ . On the other side,
Proof. Using Gauss equation,
Proof. Here we use π i to denote the orthogonal projection π i : R N → R N and also the restrictions π i |Ô :Ô →Ô and π i | TxÔ :
The R i , S i and T i tensors
Let M m be a riemannian manifold and f : MRemark 2.11. Making the inner product of both sides of the first equation in (8) by ξ, and comparing to the inner product of both sides of the second equation in (8) by Y , we can conclude that both equations in (8) are equivalent. We decided to write down both in order to use the most convenient form wen we need it.
Gaus equation
where (A ∧ B)C := B, C A − A, C B.
Codazzi equation
Therefore,
Ricci equation
The immersion F
for any X ∈ Γ(T M ) and every ξ ∈ Γ T ⊥ M .
Proof. By Lemma 2.2, the vector field
Examples of isometric immersions in
O n 1 k 1 ×· · ·× O n ℓ k ℓ
Products of isometric immersions
Let i ∈ {1, · · · , ℓ} and z ∈ 
ki if, and only if, R i = 0.
On the other side,
Now, lets consider the totally geodesic embedding
As a consequence of Lemma 3.1, we have the following Corollary. Corollary 3.2. Let I = {i 1 , · · · , i l } {1, · · · , ℓ}, with i 1 < i 2 < · · · < i l , and let f : M →Ô be an isometric immersion. Then the following sentences are equivalent:
ki is an isometric immersion and  is the totally geodesic embedding given above.
We can build other examples of isometric immersions f :
are isometric immersions. In order to study these examples, we need some new results.
Hence ker R i ⊂ ker S i and ker(Id −R i ) ⊂ ker S i . 
Proof. If
Lets suppose now that 0 < j < m. In this case there are vector fields 
Besides that, if M is complete and simply connected and the second claim is true, then M is globally isometric to a product manifold M
and f is globally a product immersion like in (I).
Proof. (I) ⇒ (II):
Therefore dim(ker R i ) = m 1 and from Lemma 3.4 we conclude that S i = 0. 
2 (x) be integral submanifolds of ker R i and (ker R i ) ⊥ , respectively, at the point x. The De Rham's Theorem (see [3] and [6] ) assure us that for each x ∈ M , there is a neighborhood U of x and there are open sets M
⊥ . Thus we can identify U with M 
→Ô and
Therefore the claim holds. Now we can apply Moore's Lemma (see [1] ) and conclude that there is an orthogonal decomposition
Hence
If M is complete and simply connected, the De Rham's Lemma assure us
where L 1 and L 2 are the leafs of ker R i and (ker R i ) ⊥ (respectively) at the same point. In this case, considering f : L 1 × L 2 →Ô, the calculations made above show us that f is globally a product immersion. 
Besides, if M is complete and simply connected and the second claim holds, then M is globally an isometric product M
and f is globally a product immersion.
Other products of isometric immersions
Other products of isometric immersions are the following kind of immersions
where
Let Π 1 and Π 2 be the orthogonal projections given by
Consequently, the following equations hold
So, for each i ∈ {1, 2}, lets consider the tensorsL i :
andT i :=K t iK i . So, from calculations analogous to those made for the tensors R i , S i and T i , it follows that:
Also from calculations analogous to those made for R i , S i and T i , we have the following equations:
ki if, and only if,
Proof. The proof is analogous to the proof of Lemma 3.1.
Lemma 3.8. For each i ∈ {1, 2},
Proof. The proof is analogous to the proof of Lemma 3.3 For each j ∈ {0, · · · , m}, let
Analogous to the proof of Claim 1 of Lemma 3.4.
be an isometric immersion, with M connected. Thus the following claims are equivalent
Besides, if (II) holds and M is complete and simply connected, then M is globally isometric to product manifold
and f is globally an product immersion like in (I).
Proof. (I) ⇒ (II): Lets suppose that M is locally a product manifold
and that
(II) ⇒ (I): By Lemma 3.8, T M = kerR 2 k kerR 1 and, by Lemma 3.9,
Claim 1: kerR 2 and kerR 1 are parallel distributions. Let Y ∈ Γ(kerR 1 ) and X ∈ Γ(T M ). Hence,
Therefore kerR 1 is parallel and the same holds for kerR 1 ⊥ = kerR 2 .
2 (x) be integral submanifolds of kerR 2 and kerR 1 , respectively, at x. Thus, by De Rham's Lemma (see [3] and [6] ), for each x ∈ M , there is a neighborhood U of x, and open sets M
2 (x) (respectively) and there is an isometry ψ :
2 , kerR 2 with T M 1 and kerR 1 with T M 2 and we can consider the applications f :
Therefore the claim holds.
Now, by Moore's Lemma (see [1] ), there is a orthogonal decomposition
Therefore
Hence we can define
If M is complete and simply connected, De Rham's Lemma assure us that
where L 1 and L 2 are leafs of kerR 2 and (ker T 2 ) ⊥ (respectively) at the same point. In this case, considering f : L 1 × L 2 →Ô, the calculations made above show that f is globally a product immersion.
Corollary 3.12. Let f : M →Ô be an isometric immersion and let ℓ 1 , · · · , ℓ n be positive natural numbers such that 
Besides, if (II) holds and M is complete and simply connected, then M is globally isometric to product manifold
Weighted sums
be a isometric immersion. We can define
This immersion f is called weighted sum of the immersions f 1 , · · · , f ℓ and the numbers a 1 , · · · , a ℓ are called the weights of f . Now, lets consider F = ı • f . We know that the fields
Now we will study the tensors α, R i , S i and T i of f . 
Proof.
Remark 3.14. From Lemma 3.13
Lemma 3.15. If f is a weighted sum then 
Ni is the canonical inclusion. Besides, ı = (ı 1 × · · · × ı ℓ ) and 
Proof. It follows directly from Lemma 3.13.
The follow proposition characterizes weighted sums. 
, therefore f is a weighted sum.
A particular weighted sum
Let k 1 , · · · , k ℓ be real numbers such that k i k j > 0, for every i, j ∈ {1, · · · , ℓ}.
Lets denote k :=k 1 and let
is a weighted sum of T 1 , · · · , T ℓ with weights a 1 , · · · , a ℓ . By Lemma 3.15, g is a totally geodesic immersion. Besides, the following equations hold
The weighted sum g plays an important hole at the theory of isometric immersions inÔ. This hole is a kind of reduction of codimension theorem (Theorem 3.23). But first we need some results.
, · · · , ℓ}, and lets denote
be a vector subspace isomorphic to R n+1 τ (k) . With the assumptions above, the following claims are equivalent: In this case R ℓn+ℓ ℓτ (k) = R ℓn+ℓ is an euclidean space. Thus,
Therefore (I) ⇒ (II).
Second case: k < 0.
In this case R x ∈ V and x 2 < 0 .
Hence,
We will show that each π i | V is a similarity of ratio a i .
Let {e 0 , · · · , e n } be a orthonormal base of V with e 0 timelike. Then π i e 0 2 = −a 2 i . Let α, β ∈ R be such that −α 2 + β 2 < 0, and let j ∈ {1, · · · , n}. Thus αe 0 + βe j is timelike and, by the equivalences above,
Thus, if we first take α = 2 and β = 1, and then we take α = 2 and β = −1, we will conclude that
and
Therefore π i e 0 , π i e j = 0 and π i e j 2 = a 2 i . Now, let α, β, γ ∈ R such that α 2 > β 2 + γ 2 , and let j 1 , j 2 ∈ {1, · · · , n} with j 1 = j 2 . Thus αe 0 + βe j1 + γe j2 is timelike and
Therefore, π i e j1 , π i e j2 = 0 and we conclude that π i | V is a similarity with ratio a i . 
On the other side, . With the assumptions above,
Thus, by Lemma 3.18, V = (
, for all i ∈ {1, · · · , ℓ}, where P i is the projection on the ith coordinate. Hence
Definition 3.20. Let f : M → N be an isometric immersion. The first normal space of f at x, is the space
Proof. Lets suppose, by absurd, that a 1 , · · · , a n do not have all the same sign. Hence, reordering if necessary, we can suppose that a 1 , · · · , a m are negative and that a m+1 , · · · , a n are positive. Thus
Therefore A 1 A n < 0, which is a contradiction.
Proposition 3.22. Let f : M →Ô be an isometric immersion with
for every i, j, then the following claims hold: 
Therefore λ = 0 and R i = Mi λ Id.
• (III): Let X ∈ T M with X = 0. Hence
Since R i = 0, then λ i ∈ (0, 1], and it follows that λ and M i have the same sign. Therefore, M 1 , · · · , M ℓ have all the same sign and, by Lemma 3.21,
• (VI): Lets consider the trilinear application β :
Using equation (7), we conclude that
Hence β is symmetric in the first 2 variables and antisymmetric in the last two, thus β = 0 and α (X, Y ) ⊥ S i (T x M ).
• (VII): Lets suppose that N 1 is parallel in the normal connexion. Hence, by equation (8),
Therefore π 1 | N1 is a similarity with ratio a i = √ λ i . 
is a totally geodesic immersion like the one given at the beginning of this section andf :
Proof. With our assumptions, all conclusions of Proposition 3.22 are true, hence k i k j > 0, for every i and j. Let ı :Ô ֒→ R N be the canonical inclusion and
Because V is a constant subspace of R N y and
, and, by items (IV), (V) and (VII) of Proposition 3.22, we know that
are similarities of ratio a i . Therefore π i | V is a similarity of ratio a i .
Given that each
, then there is a connected component C of 
be the totally geodesic isometric immersion given at the beginning of this section.
. Thusf is a isometric immersion and f = (
Reduction of codimension
We say that the codimension of f : M m →Ô is reduced byn at the ith coordinate, if there is a totally geodesic submanifold
Lets consider the orthogonal projections
ki is a totally geodesic inclusion. We will also use  i denote the inclusion
Therefore π i fixes the points of V i , and Id −π i fixes the points of U i . 
From (17), we know that
On the oder side, by Lemma 4.1,
But L is parallel in the normal connexion of f , so∇ X ı * ξ ∈L.
Because π i (L) = L and π i ı * = ı * π i , the claim is true.
Lets consider the projection
It is enough to prove that
Now we have two cases to consider: the case k i = 0 and the case k i = 0.
Here we want to remark that, if the codimension at the ith coordinate of f : M →Ô can be reduced byn i and the codimension at the jth coordinate can be reduced byn j , then 
where η is the mean curvature vector of f .
Proof. (⇒): Since
N ⊥ 1 ⊂ {η} ⊥ and ∇ ⊥ V i ∩ N ⊥ 1 ⊂ N ⊥ 1 , then ∇ ⊥ V i ∩ N ⊥ 1 ⊂ {η} ⊥ .
We still have to show item (I).
By item (I) of Lemma 4.1,
Lets suppose now that we have items (I) and (II). We have to show that
By the same arguments used above, equation (18) 
On the other side, as a result of Lemma 4.1,
⊥ . As a consequence, and by Ricci's equation (12), 
⊥ , it follows from the second equation in (11) and that
On the other side, given that
A Bonnet theorem for isometric immersions in
(I) Existence: Let M m be a connected and simply connected riemannian manifold and let E be a vector bundle with dimension m ′ and index ρ on M with compatible connection ∇ E , curvature tensor R E and symmetric tensor α E : T M ⊕ T M → E. Lets also consider, for each i ∈ {1, · · · , ℓ}, the tensors
With these assumptions, if equations (4) until (12) hold, then there is an isometric immersion f : M → O and an vector bundle isometry Φ :
With the above conditions, there is an isometry ϕ :Ô →Ô such that
Existence
Letl be the number of elements of the set J = { i ∈ {1, · · · ℓ} | k i = 0} and let F = E ⊕ Υ be the Whitney sum, where Υ is a semi-riemannian vector bundle on M , with dimensionl and index ρ. We can choose an (local) orthogonal frame
for all X, Y ∈ Γ(T M ) and all ξ ∈ Γ(E). Now lets define, for each η ∈ Γ(Υ), the shape operator A
Claim 1:
It is enough to prove the claim in the cases η ∈ Γ(E) and η = ν i , for some i ∈ {1, · · · , ℓ}. So, let ξ ∈ Γ(E), hence
τ (k i ). Since Claims 1, 2 and 3 hold, and because of Bonnet Theorem for isometric immersions in R n t (see [2] ), there is an isometric immersion F : M → R n t and a vector bundle isometrỹ Φ :
Let G := T M ⊕ F be the Whitney sum and lets define the following connection in G:
, and all η ∈ Γ (F ) .
Besides, for each i ∈ {1, · · · ℓ}, let P i : G → G be given by
Claim 4:
= 0;
Claim 5: Each P i is a parallel tensor, that is,
, all ξ ∈ Γ(E) and all i, j ∈ {1, · · · , ℓ}, then P i is a parallel tensor.
It follows from straightforward calculations. Let X, Y ∈ Γ(T M ) and η ∈ Γ(F ). Thus,
ThusΦ is parallel.
Since each P i is parallel, P i (G) is a parallel vector sub-bundle of G. Besides,
] is a constant vector subspace of R N t and they are orthogonal. Besides, because
is a vector bundle isometry, we just have to show that G = P 1 (G) k · · · k P ℓ (G). On the other side, we know that each pair P i (G) and P j (G) are orthogonal sub-fiber bundles. So we just have to show that ζ = P 1 (ζ) + · · · + P ℓ (ζ), for any ζ ∈ G.
Let X ∈ T M and ξ ∈ E, thus
Therefore ζ = P 1 (ζ) + · · · + P ℓ (ζ), for any ζ ∈ G. So
π iΦ (ν j ) =ΦP i (ν j ) = δ ijΦ (ν j ).
By Claim 7, Replacing F byF , if necessary, we can assume that each ζ i = 0, that is, Let ∇ ⊥ be the normal connection of f in T ⊥ f M . We must to show that Φ =Φ| E is a vector bundle isometry such Φ(E) = T ⊥ f M and that
=Φ α E (X, Y ) .
=Φ ∇ E X ξ .
Last, if ζ ∈ T ⊥ M = Φ(E), then ζ = Φξ, for some ξ ∈ E. Thus
.
Uniqueness
Let f , g, and Φ be like in (II) of Theorem 5. 
