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Introduction
The use of computational fluid dynamics (CFD) in the areas of projectile design and development is a continuously evolving field. Improved computer technology and state-of-the-art numerical procedures enable scientists to develop solutions to complex, three-dimensional (3-D) problems associated with projectile and missile systems of interest to the U.S. Army. Many geometrically complex single-body and multibody systems have been investigated using commercial as well as in-house CFD software packages (1-7). The focus of this study is a kinetic energy (KE) projectile with an experimental sabot design. The computational problem involves two-dimensional (2-D) and 3-D flow computations at a Mach number of 4.5 and at a 0° angle of attack for both the original and the modified sabots. The sabot petals separate from the projectile after the sabot leaves the gun barrel. So the results from this study are only valid for an instant at muzzle exit. The original purpose of the study was to get a quantitative estimate of the surface pressure values on the sabot at that instant. This report describes the application of several CFD solvers to this problem.
Flow Solvers
ZNSFLOW Code
The ZNSFLOW solver is a product of a common high performance computing software support initiative (CHSSI) project (8) . It is a descendant of F3D, a code used successfully for many years on Cray vector processors such as the C90. The complete set of 3-D time-dependent, generalized-geometry, Reynolds-averaged, thin-layer Navier-Stokes equations is solved using the finite volume method in general spatial coordinates using an implicit, approximately factored scheme with an upwind scheme in the stream-wise direction and central differencing in the other two directions. The complete set of 3-D, time-dependent, generalized-geometry, Reynolds-averaged, thin-layer Navier-Stokes equations is solved numerically to obtain a solution to this problem and can be written in general spatial coordinates ξ, η, and ζ as follows:
• η = η(x, y, z, t)-circumferential coordinate,
• ζ = ζ(x, y, z, t)-nearly normal coordinate, and
Under CHSSI, the code was rewritten to provide scalable performance on a number of computer architectures. Programming enhancements include the use of dynamic memory allocation and highly optimized cache management. ZNSFLOW features a graphical user interface to facilitate problem setup. The flow solver can be used for problems using structured zonal grids as well as Chimera overset grids for complex geometrical configurations. For turbulent flows, the algebraic eddy viscosity turbulence model developed by Baldwin and Lomax (9), a one-equation Rt model and a two-equation k-ε model are available. For the original sabot, the k-ε model was used, while the Baldwin-Lomax model was used for the modified sabot. (The reason for this will be discussed later.) Second-order spatial discretization was used in both cases.
CFD++ Code
CFD++ (10, 11) is a commercially available code that can be used for either steady-state or timeaccurate unsteady CFD problems. The basic numerical framework of this code is one that implements a unified grid, unified physics, and unified-computing approach. The 3-D, timedependent Reynolds-averaged Navier-Stokes (RANS) equations are solved using the finite volume method:
where W is the vector of conservative variables, F and G are the inviscid and viscous flux vectors, respectively, H is the vector of source terms, V is the cell volume, and A is the surface area of the cell face. Second-order spatial discretization was used.
The numerical framework of CFD++ is based on the following general elements:
• unsteady compressible and incompressible Navier-Stokes equations with turbulence modeling (unified-physics),
• unification of Cartesian, structured curvilinear, and unstructured grids, including hybrids (unified-grid),
• unification of treatment of various cell shapes including hexahedral, tetrahedral, and triangular prism cells (3-D), quadrilateral and triangular cells (2-D), and linear elements
• treatment of multiblock patched aligned (nodally connected), patched-nonaligned and overset grids (unified-grid),
• total variation diminishing discretization based on a new multidimensional interpolation framework,
• Riemann solvers to provide proper signal propagation physics, including versions for preconditioned forms of the governing equations,
• consistent and accurate discretization of viscous terms using the same multidimensional polynomial framework,
• point-wise turbulence models that do not require knowledge of distance to walls,
• versatile boundary condition implementation that includes a rich variety of integrated boundary condition types for the various sets of equations, and
• implementation on massively parallel computers based on the distributed memory message passing model using native message-passing libraries or message passing interface, parallel virtual machine, etc. (unified-computing).
FLUENT Code
FLUENT (12) is another commercially available code that solves steady-state and time-accurate CFD problems on unstructured grids. The FLUENT software suite has several solvers for both incompressible and compressible flows in both an implicit and explicit numerical framework. The implicit, compressible (coupled) CFD solver was used for this study. The 3-D, time-dependent, RANS equations are solved using the finite volume method as defined in equation 2.
The inviscid flux vector F is evaluated by a standard upwind flux-difference splitting. In the implicit solver, each equation in the coupled set of governing equations is linearized implicitly with respect to all dependent variables in the set, resulting in a block system of equations. A block Gauss-Seidel, point implicit linear equation solver is used with an algebraic multigrid method to solve the resultant block system of equations. The coupled set of governing equations is discretized in time and time marching proceeds until a steady state solution is reached. In the implicit scheme, which was used in this study, an Euler-implicit discretization in time is combined with a Newton-type linearization of the fluxes. Second-order spatial discretization was used.
Several turbulence models are available; the two-equation realized k-ε turbulence model was used for these calculations. Due to the complexity of the model geometry, the solution was started with first-order discretization. When the solution was stabilized, second-order discretization was used for the final solution.
Projectile and Model Geometry
Projectile System
The projectile of interest for this study is the M829A2. It is a long-rod KE round that is one of a family of weapons used with the M1 Abrams tank. Figure 1 is a drawing of the round, showing the projectile, sabot, and cartridge. 
Computational Models
The computational model consists of a 635-mm-long projectile with sabot. The diameter of the projectile is ~24 mm. The sabot begins 75 mm from the tip of the projectile. For purposes of this study, the section of the projectile after the sabot (i.e., the tail fin) was not modeled. The schematic shown in Figure 2 depicts an outline of the model along the axis of symmetry. This configuration represents the projectile for an instant at muzzle exit, prior to the removal of the sabot petals via the aerodynamic forces. Two computational models were used, one for the original sabot design and one for the modified (experimental) sabot design. For the most part, the two models are quite similar; the one difference is that the experimental model has an insert in the front cup of the sabot. Figure 3 shows the overall model for the original design. An expanded view of the sabot cup for both the original and modified sabots is shown in Figure 4 . 
Computational Meshes
ZNSFLOW Grids
For the ZNSFLOW cases, two structured zonal grids were created. Because of the symmetry of the original sabot, a 2-D mesh was suitable for the computation of the flow field. For the experimental sabot, a 3-D mesh was required. In both cases, one large grid provides the mesh around the projectile and the original sabot. For the experimental model, a single smaller grid provides the mesh for the insert in the front cup of the sabot. Table 1 shows the specific details for each of these configurations. The computational meshes were created using the various tools found in the OVERGRID Grid Generation software package (13) . Figure 5 shows a single-plane 2-D mesh for the original sabot. The boundary conditions consist of a collapsed axis at the nose of the projectile, supersonic outflow at the rear of the mesh, no-slip wall conditions on the projectile surface, and far field (pressure-and temperature-based inflow/outflow) at the outer edge. Note that due to the periodicity of the modified design, it was only necessary to model a 60° wedge for the computation. In addition to the boundary conditions for the 2-D case, symmetry plane conditions for the circumferential boundaries and isothermal wall conditions for the surfaces of the sabot insert were included in the parameters of the solution.
CFD++ Grids
Using the grid tools available in the CFD++ software package, the structured grids created for the ZNSFLOW cases were converted into unstructured grids for compatibility with the CFD++ solver. Physically, the mesh retained its hexagonal cell structure. Logically, it is now referenced by cells, nodes, and faces instead of longitudinal, circumferential, and normal gridpoint indices. Any zonal boundaries are merged so that the resulting mesh is one large entity. External boundary conditions remain as before. Table 2 shows the size of the unstructured grids for both the original 2-D and modified 3-D sabot designs. 
FLUENT Grids
As with the CFD++ solver, FLUENT requires the computational mesh to be unstructured. However, it must also be in a FLUENT specific format, as there are no conversion tools available in the software package. GRIDGEN (14) is a grid generation software package that has the capability of reading and writing various file formats, including PLOT3-D and FLUENT. It was used to convert the 2-D grid. However, due to a bug in the GRIDGEN code, it could not correctly output the collapsed axis boundary in the 3-D grid to a FLUENT mesh file. The mesh had to be slightly modified by patching the grid at the nose of the projectile. This eliminated the need for a boundary condition specification along the symmetry axis in front of the projectile. The model geometry was not changed, and the remainder of the grid retained its original structure. The size of the grid only changed by 3366 cells (or <1%).
Results
Several computations were performed using the three flow solvers and the two different sabot models described previously. Study parameters include Mach number of 4.5, 0° angle of attack, and standard atmospheric flight conditions. For each solver, boundary conditions (as described in the previous section) were selected to provide as reasonable a comparison as possible, given the choices and constraints of each code. A modified two-equation k-ε turbulence model was selected in each case. However, after over 100,000 iterations, the ZNSFLOW (3-D) modified sabot case was not converged; the Baldwin-Lomax model was used instead for the final solution.
Initially, the free-stream was set to zero near the wall boundary for CFD++ and FLUENT; this option is not available in ZNSFLOW. All computations were performed on the SGI suite computers at the ARL Major Shared Resource Center (MSRC). Resources required for the 2-D computations were minimal. For the 3-D calculations, resources used differed depending on the solver used, but were also minimal.
Each of the CFD software packages used in this study has internal graphical capabilities for viewing the flow field solution while the computation is in progress. Additionally, the files can be reformatted and used with other available postprocessors. For all cases in this study, the grid and solution files were reformatted and then imported into FIELDVIEW (15), a scientific visualization software package.
Original Sabot
Contour plots in the symmetry plane are used to compare the 2-D solutions for the original sabot. Figures 7 and 8 show the Mach contours to be quite similar, though the shock waves off the sabot cup are more defined in the CFD++ solution ( Figure 8 ). Figure 9 shows the same characteristics, with slightly more definition of the flow field in front of the sabot cup. Similarly, all three pressure contours (Figures 10-12) show similar flow characteristics. The area of high pressure in front of the sabot cup and the shock wave at the edge of the cup are visible in all three flow fields. The FLUENT solution (Figure 12) shows a more defined area of low pressure in front of the sabot cup.
A comparison of the pressure coefficient (C p ) along the centerline of the projectile, Figure 13 , shows the solutions to be qualitatively similar. The differences in the curves directly correspond to some of the differences in the flow field in the previous figures. The increase in C p at ~0.06 m coincides with the oblique shock wave formed at the end of the conical nose of the projectile. This shock wave forms a small distance forward of the conical-cylindrical intersection in the FLUENT case (Figures 9 and 12) , while in the other cases it forms closer to the intersection. Both ZNSFLOW and CFD++ show a sharp increase at ~0.1 m, where the flat face of the sabot petal begins, while FLUENT shows a very small increase. CFD++ shows the largest increase in pressure, 21% higher than the ZNSFLOW solution at ~0.11 m, while the FLUENT solution gives the lowest peak pressure, 18% lower than the ZNSFLOW solution. All three solutions show a qualitatively similar reduction in pressure as the flow expands past the first conicalcylindrical section of the sabot at ~0.14 m. The largest expansion was in the FLUENT solution, which gave a minimum pressure 31% lower than the (first) maximum. The reduction in pressure was 24% and 15% in the ZNSFLOW and CFD++ solutions, respectively. This expansion is more evident in the flow field plots for the FLUENT case (Figures 9 and 12 ) due to the plotting scales, but it is present in all cases. The pressure in the sabot cup is qualitatively similar in all three cases. The CFD++ and ZNSFLOW solutions show a large reduction in pressure and a monotonically increasing pressure between the cup and the obturator, while the FLUENT solution shows a low, constant pressure.
Modified Sabot
Multiplane contour plots are used to represent the 3-D solutions for the modified (experimental) sabot. The Mach contours shown in Figures 14-16 show the solutions to be similar. However, the contours in As seen previously in the original sabot, the C p values along the centerline of the projectile (Figure 23 ) are quite similar for the CFD++ and FLUENT solutions. For the ZNSFLOW results, there is quite a difference in the values in front of the sabot cup; the pressure is slightly higher at the obturator as well. This is most likely due to the fact that a converged solution could not be achieved for this case with the two-equation turbulence model. Similar trends appear along the 60° plane. As seen in Figure 24 , all three solutions are similar, except in the area in front of the insert. Figure 25 shows a comparison of the C p values for the original and modified sabots, using the CFD++ solver. The pressure on the modified sabot is slightly higher in the area in front of the sabot cup (near 0.14 m) and ~20% higher in the cup itself, in the area between 0.14 m and 0.17 m. Otherwise, the two sabot models show nearly identical values.
Force Comparison
In addition to the qualitative comparisons of the flow fields, it is useful to compare some quantitative variables. For ZNSFLOW, these variables must be extracted in the post-processing procedure; CFD++ and FLUENT provide the option to have them calculated as the solution progresses. Table 3 shows the axial force in Newtons for a 60° wedge of the actual projectile. For the original sabot, the forces from all three solvers are only slightly different. For the modified sabot cases, using the ZNSFLOW solution as the mean, FLUENT and CFD++ are ~10% lower and higher, respectively. The difference in the axial force follows directly from differences in the predicted maximum pressures ( Figure 13 ). 
Solver Differences
This model problem is a fairly difficult test case and all three solvers performed reasonably. It is difficult to quantify for this case which solver gave the most accurate results because there is no test data available for validation. In fact, the primary purpose of the study was to get an estimate of the surface pressure on the sabot petals because they cannot be experimentally determined.
A statement on the performance of the solvers in getting the final answers can be made. Although the details provided are specific to the 3-D solutions, the comments in general also apply to the 2-D cases.
CFD++ was the most robust and obtained a final solution in the least time and least number of iterations. It took ~2000 iterations to converge the axial force to a constant value, and the residuals dropped about three orders of magnitude.
ZNSFLOW took over 20,000 iterations to achieve a converged solution, with many iterations used to get the solution "started" with smaller Courant (CFL) numbers and added dissipation. The Courant number and smoothing factors are increased manually until the residuals stabilize.
FLUENT took ~24,000 iterations, primarily because a first-order spatial discretization was run first, followed by the second-order case. The case was hard to start from the second-order solution directly. Also, the CFL number was only increased to one. The residuals dropped from two orders of magnitude (the cross flow velocities) to four orders of magnitude (the turbulent KE and diffusivity).
Advantages of the CFD++ solver are its automatic CFL number ramping and a capability for adding dissipation parameters in the governing equations. In FLUENT, one must ramp the CFL number manually and there are no added dissipation parameters in the governing equations. This difficult test case is the first in which FLUENT has been difficult to run at higher CFL numbers. In previous cases (1, 2) , simulations were started with the second-order spatial discretization solver, at CFL numbers of 1 or 2, and with a maximum CFL number between 5 and 10.
Conclusion
A computational study was undertaken to investigate the application of several CFD solvers to a computational model of a projectile system with two different sabots. Flow field computations were performed at Mach number 4.5 for 0° angle of attack, under standard atmospheric conditions. The computational results show the predictive capabilities of various CFD techniques in the analysis of supersonic flow for both a 2-D axisymmetric model and a 3-D model. They also provide a look at some of the software tools available to research scientists in the field of CFD. All three solvers provided qualitatively similar results. CFD++ provided the solution in the most efficient manner.
