Abstract-Intrusion detection is an essential tool to protect hacking and unauthorized access in computer networks nowadays. Mechanisms used to attack keep evolving as the internet technology is improving. Hence, the task of differentiating authorized and unauthorized access has become more and more challenging. The modeling of network intrusion domain and causal reasoning for the intrusion detection has been proposed in this paper to address the security issues of a network. Bayesian network modeling with causal knowledge-driven approach has been selected for a network intrusion domain. Reasoning capabilities of Bayesian network have been adapted to perform detection and analysis in the domain.There are two main problems to be addressed in this paper: the first problem is to model the network intrusion domain and the second problem is to perform causal reasoning for intrusion detection and analysis. A methodology has been proposed to solve the two problems mentioned above. Intrusion detection is viewed as fault diagnosis in causal reasoning, and the analysis of the effect is viewed as fault prognosis. To address the first problem under causal knowledge-driven approach, we propose Bayesian network for the modeling of network intrusion domain. The second problem is addressed by applying the powerful reasoning capabilities of Bayesian network. The capabilities of causal reasoning using Bayesian network have not been fully discovered in the domain of intrusion detection. This research work is to bridge the gap.
I. INTRODUCTION
Intrusion detection has been a major concern since last decade. Today, most research and discussions are focused on the tools and techniques used for protecting the computer networks. Thousands of papers could be obtained from the web about the improvement of the frameworks and techniques for intrusion detection system. However, there are only few researchers apply the concept of causal reasoning in this domain. The main problem here is to construct a model of network intrusion and to use it for subsequent detection and analysis. Although, some of the modern methods could help in some way, no methodology has ever claimed to provide a general purpose solution for intrusion detection and analysis. Knowledge engineering and data mining are the two approaches of constructing the domain model. Since intrusion detection is a data rich domain, knowledge engineering approach will be problematic in constructing the model. In the knowledge engineering approach, domain experts collaborate with a knowledge engineer to manually identify the relationships between domain variables. Very often, it is completely impractical as the complexity of the problem grows exponentially with the number of variables. On the other hand, data mining approach is more suitable in constructing the domain model. In the data mining approach, the domain model is derived automatically by using an algorithm that will learn it from the network intrusion data. This approach will reduce human effort in the construction of the model. However, the success of data mining approach heavily relies on the availability of a huge set of data.
Causal reasoning, which is about diagnosing the root cause and predicting the effect of the intrusion, is done after constructing the model. In this paper, a causal knowledge-driven approach is adopted. Although this approach is widely used in other domains such as medical and mechanical diagnosis, there is limited application in the domain of intrusion detection and analysis. This paper is to bridge the gap. Bayesian network has been proposed to solve both the modelling and reasoning problems. The capabilities of Bayesian network are not fully discovered even though it is being used by many researchers in intrusion detection domain for classification and feature deduction. Supported by powerful learning algorithm, Bayesian network serves as a good modelling tool for a data rich domain like intrusion detection [1] . Besides, it also provides an efficient evidence propagation mechanism and powerful reasoning capability. It is a more mature framework as many Bayesian software tools have been commercialized into today's market, such as Hugin [2] and Netica [3] .
II. INTRUSION DETECTION
Intrusion detection is the art of discovering and identifying any intrusive activities towards the networks system. In 1980, James P. Anderson introduced the ideas of intrusion detection and outlining ways to improve computer security auditing and surveillance [4] . Hence, intrusion detection system (IDS) has become very important to strengthen the security, confidentiality and integrity of critical information systems. Detection and analysis on the impacts of the malicious activities is the main objective for intrusion detection and analysis system [5] .
A. Intrusion
Intrusion Detection System (IDS) is a security tool that is used to detect and analyse the incoming traffic activities and to raise the alarm if the activities are identified as anomalous. Basically, there are two types of intrusion detection systems: Host-based Intrusion Detection System (HIDS) and Network-based Intrusion Detection System (NIDS).
1) Network intrusion detection system (NIDS)
NIDS monitors and analyses external event such as traffic 2) It has nearly real-time detection and response.
3) It suits well in encrypted environment. 4) It works well in switched network.
5) It monitors all system activities. Disadvantages: 1) HIDS stops working once the host machine is compromised. 2) OS dependent. Example: OSSEC
B. Intrusion Detection Model
Three popular detection techniques used for intrusion detection are anomaly-based intrusion detection, signature-based intrusion detection and hybrid intrusion detection.
Anomaly-based intrusion detection creates a base-line profile of the normal system and capable to distinguish the incoming system activity either normal or anomalous. An anomaly alarm will be generated if the system activities are found to be anomalous.
Signature-based intrusion detection relies on the predefined set of attack signatures, it monitors packets on the network and compares them against a database of signatures or attributes from known malicious threats. Unfortunately, it can only detect previously known attacks. Therefore, they must be constantly updated with the signature of new attacks [6] .
Hybrid intrusion detection is the combination of anomaly-based and signature-based approaches. The anomaly technique aids in the detection of new and unknown attacks while the signature technique detects known attacks in this hybrid approach. Theoretically, although better intrusion detection is expected by combining both techniques, the resulting hybrid systems are not always better [7] .
C. Anomaly Intrusion Detection
In this paper, we will focus on anomaly intrusion detection. Feature selection, categorization and causal reasoning are the three main techniques to be concerned.
Feature selection enables us to discover the important features and eliminate the insignificant or little contribution input. Since the data is very huge even for a small network, feature selection playing a significant role in real time intrusion detection. The processing time for detection and storage space will be reduced significantly. Besides, more efficient and effective results will be produced [8] .
Categorization can be divided into classification and clustering. The main difference between classification and clustering is classification is a process to categorize the type of attack using supervised data while clustering is using unsupervised data. In the categorization process can be done in three ways: statistical, knowledge-based and machine learning approaches [9] . Categorization plays a significant role in intrusion detection but it is too restrictive to a target variable and it does not provide a comprehensive reasoning capability.
Causal reasoning is a process to identify any cause(s) leading to certain effect(s) and the causal relationships among various events. The structure of the model must be constructed before causal reasoning can take place. Modelling the structure can be done either by knowledge engineering or data-mining approach. Causal reasoning is a comprehensive process that includes the feature selection, classification and also diagnosis and prognosis. However, there is limited research work, which has applied causal reasoning in intrusion detection.
In [6] , a systematic procedure for constructing Bayesian network from domain knowledge of experts using a causal mapping approach has been proposed. However, it is not in the intrusion detection domain. Furthermore, knowledge engineering approach is not the best for intrusion detection domain due to huge datasets. An approach based on causal knowledge reasoning for anomaly intrusion detection using Fuzzy Cognitive Map (FCM) has been proposed [10] . Packets with low causal relations to attacks are dropped and packets with high causal relations to attacks are highlighted in that experiment. The FCM concepts and causal relations are modelled by building a global matrix. However, a powerful causal reasoning mechanism that supports forward and backward chaining is not available.
III. BAYESIAN NETWORK
Bayesian networks are graphical models that represent the probabilistic relationships among a set of variables under uncertainty domain. Bayesian network model is represented in a directed acyclic graph (DAG) and conditional probability tables (CPTs). Bayesian network has been used in various areas, such as machine learning, text mining, natural language processing, speech recognition, signal processing, bioinformatics, error-control codes, medical diagnosis, weather forecasting, and cellular networks [9] .
A. Bayesian Network Inference Mechanism
The computation of the posterior probability distribution for a set of query nodes and given values for some evidence nodes is the basic task for probabilistic inference in Bayesian network [11] . In general, there are two major classes of inference mechanisms: exact and approximate inferences.
1) Exact inference
One of the most popular algorithms in exact inference is message passing algorithm, known as Kim and Pearl's message passing algorithm [11] . The basic idea is that at an iteration of the algorithm, the belief function is updated locally using three types of parameters: the message it receives from its parent, its prior message and the conditional probability distribution. These parameters are used to update local belief in three steps: belief updating, bottom-up propagation and top-down propagation, which can be done in any order [11] . Another popular algorithm for exact inference is clustering algorithm proposed by Lauritzen [12] . The algorithm performs in two stages. First, the network is transformed into a polytree (junction tree), and then probability updating is performed on that polytree. The clustering algorithm is default algoritmn in GeNIe.
2) Approximate inference Markov chain Monte Carlo (MCMC) algorithm is the one designed for approximate inference [11] . MCMC generates an event by making a random change to the previous event. It does this by randomly sampling a value for one of the non evidence variables, conditioned on the current values of the variables in the Markov blanket, which includes the parents, children and children's parent. This is implemented in CaMML software [13] .
B. Bayesian Network Learning Algorithm
There are two stages of learning in Bayesian network, which are structure learning and parameter learning. In Bayesian network, the direct acyclic graph is called the structure and the values in the conditional probability distribution are called the parameters [14] . Learning the structure is considered a harder problem than learning the parameters. The parameter learning is to learn the strength of these dependencies, as encoded by the entries in the CPTs. Bayesian network structure learning algorithms are generally fallen into two groups, search-and-scoring based algorithms and dependency analysis based algorithms [8] . Dependency analysis approach takes the view that Bayesian networks depict conditional independence relations among the variables. Hence, the approach tries to construct a Bayesian networks using dependency information obtained from the data. In search-and-scoring approach, Bayesian networks encode joint probability distributions and a measure for assessing the goodness of the encoding can be derived [15] . A measure is used (Bayesian, Minimum Description Length (MDL) or Kull-back-Leibler (KL) entropy scoring function) as a criteria for finding out the best Bayesian structure, which maximizes the used measure and best fits the data. The comparison of the two approaches is in [16] .
IV. METHODOLOGY
Bayesian network is used to represent the causal model capitalizing on its strength in uncertainty handling, efficient evidence propagation, good track records, and availability of powerful learners [1] . Once the causal model has been constructed, reasoning with causes and effects is carried out to detect and identify the impact of the network intrusion. The source of intrusion can be detected by an observation of some abnormal events. After detecting the source, the impacts of such intrusion can be predicted. Before using the derived Bayesian model for causal reasoning, we need to be assured of the correctness of the learned model. The verification is done by capitalizing the feature selection capability of Bayesian learning. A particular variable is marked as a target/class variable, and it has been shown that the set of selected features/variables using Bayesian learning can be used to predict the value of the class variable almost equally well as compared to the prediction done by using the complete set of domain variables. The methodology is composed of four steps: data pre-processing, causal discovery, causal reasoning, and the verification of Bayesian causal model. The steps are elaborated below. KDD CUP 1999 In the experiment, a set of randomly selected 27933 records having 41 features ("10% KDD 1999" data subset) has been used. All the network connections are categorized into either normal or 24 other types of attack, which fall into four main categories as follows [18] :
A. Pre-Processing of the Data
• Denial of Service Attack (DoS): Attacker makes the system too busy to handle the legitimate request or legitimate user to use the machine/service. • User to Root Attack (U2R): Attacker tries to get the access rights from a normal user account.
• Remote to Local Attack (R2L): Attacker tries to exploit the system vulnerabilities in order to control the remote machine through network as local user.
• Probing Attack: Attacker tries to gather useful information about the target host in order to look for exploit.
B. Verification of Bayesian Causal Model
A by-product of Bayesian network learning is that we can get a set of features that are on the Markov blanket of the class node. The Markov blanket of a node N is the union of N's parents, N's children, and the parents of N's children. This subset of nodes can shield N from being affected by any node outside the blanket. When using a Bayesian network classifier on complete data, the Markov blanket of the class node forms a natural feature selection, as all features outside the Markov blanket can be safely detected from the Bayesian network. This can often produce a much smaller Bayesian network without compromising the classification accuracy. The verification is done by capitalizing the feature selection capability of Bayesian learning. The feature selection algorithm -CEFS in Tetrad IV [20] and BN PowerConstructor [21] have been used to build the reduced structure. The relationship between the variables can be identified after the structure has been constructed and the feature variables that have relationship with the class variable are adopted for running the accuracy test using different classification algorithms. The experimental results are listed in the following table. In the experiment, other features that do not have the direct relationship with the class node have been removed from the dataset. First of all, the original dataset that contains 41 features and class has been tested using different algorithms and the accuracy has been recorded. After that, 25 features that have the direct relationship with the class node have been used to do the same test. The 7 and 10 features shown in table below have been selected using BN PowerConstructor. The percentage of correctly classified instances for different algorithms and the different number of features are shown in the table below. According to the table, the percentage of the correctly classified instances does not change much even though the number of features has been reduced. This has proven that Bayesian network learning has successfully figure out the correct relationship among the nodes.
C. Causal Discovery
At this stage, the purpose is to discover the relationship between variables (data elements) using appropriate Bayesian learning tools and to construct a causal model. There are two parts of this process: structure learning and parameter learning.
The structure of the Bayesian model is learnt automatically without human intervention. GeNie has been adopted for this purpose. For clarity purposes, the problem size has been reduced by focusing on the variables that are directly related to the class variable (i.e., X42). The Greedy Thick Thinning algorithm in GeNie [19] has been used to build the model. The relationship between variables can be identified after the structure has been constructed. Parameter learning is done after the structure has been constructed. Parameter learning in Bayesian network is to discover the probabilistic relationships between domain variables, which are captured in conditional probability table (CPT) of each node. Learning parameter is generally more straight-forward than learning the structure. The parameter can be learnt using several algorithms. One of them is Expectation-Maximization (EM) algorithm. An example of a CPT for a specific variable called dst_host_srv_diff_host_rate shown below: 
D. Causal Reasoning
Causal reasoning is the ability to diagnose the root cause(s) and predict the outcome(s). There are many Bayesian networks tools and software in the market offer the causal discovery and causal reasoning functions. Free software called GeNie has been used in the experiment as it supports the prognostic, diagnostic and hybrid reasoning.
1) Reasoning with effects in the network intrusion
Reasoning with effects in the network intrusion is the ability to do the future outcome(s) prognosis and predict the effects for an intrusion. In Bayesian network, the probability of other nodes is affected by changing the value of certain node(s) in the network. Whenever the value of certain node is changed, the evidence propagation mechanism in the network will automatically update the posterior probability for the states in each of the remaining nodes. Fig. 1 shows when there is an evidence of REJ in the flag node(x4), the percentage of the state4 in the connections that have "REJ" errors node(x28) increased to 82%. This node is the most affected node and it is reasonable as REJ flag will raise the percentage of the connection that consist "REJ" errors.
2) Reasoning with causes in network intrusion
Reasoning with causes in network intrusion is able to diagnose the root cause(s) for an intrusion. The factor(s) that will influence a target variable (i.e., variable of interest) and the root cause are the things that concern most people. In this case, Bayesian network is used to diagnose the possible root cause(s) by changing the probability of a variable of interest. Fig. 2 shows when there is an evidence of the state4 in the connections that have "REJ" errors node(x28), the probability of the three main causes, which are class node (x42), flag node (x4) and protocol node (x2), will change. The probability of probe in class node has increased to 59%, TCP in protocol node has increased to 38% and REJ in flag node has increased to 63%. The increase of percentage in the three nodes is logical. Probe attack happened when intruder tries to attack the network and to gain information from the connection, and it is mostly happened in the transmission control protocol (TCP). Therefore the changes of the probability in those nodes are reasonable. 
3) Hybrid reasoning with causes and effects
Hybrid reasoning with causes and effects means the combination of predicting the effects and diagnosing the causes in the network intrusion. The diagnosis and prognosis as mentioned above will happen at the same time. The observation on how the posterior probabilities of other nodes are affected is done by setting the values for both target node and cause node. The changes of the posterior probabilities for the affected nodes are different if we set the value for both target node and cause node separately. As shown in Fig. 3, when there is an evidence of REJ and stage4 for node x4 and x28, the probability of the remaining nodes will change. The amalgamation of both diagnosis and prognosis will rise up the probability in TCP of protocol node (X2) to 99%. Causal knowledge driven approach using Bayesian network is the methodology proposed to solve the two major problems in network intrusion. In this paper, the methodology mentioned above is adopted for the modeling and reasoning with causes and effects about the intrusion domain. Bayesian network is a mature framework and some research work has been done in intrusion detection using Bayesian network all over the years. However, the full capabilities of Bayesian network have not been fully utilized in this domain. The preliminary experiments have been carried out to test the accuracy of the Bayesian network learning algorithms. At this current stage, public domain datasets are used in the experiment for benchmarking. As the results shown, the capability of Bayesian learning is reasonably accurate and efficient. In the future work, locally generated network intrusion simulation data will be used in similar experiments, and more details on causal reasoning will be explored and analyzed in future work.
