This paper proposes an alternative to the synthetic control method (SCM) for estimating the effect of a policy intervention on an outcome over time. Recurrent neural networks (RNNs) are used to predict counterfactual time-series of treated unit outcomes using only the outcomes of control units as inputs. Unlike SCM, the proposed method does not rely on pre-intervention covariates, allows for nonconvex combinations of control units, can handle multiple treated units, and can share model parameters across time-steps. RNNs outperform SCM in terms of recovering experimental estimates from a field experiment extended to a time-series observational setting. In placebo tests run on three different benchmark datasets, RNNs are more accurate than SCM in predicting the post-intervention time-series of control units, while yielding a comparable proportion of false positives. The proposed method contributes to a new literature that uses machine learning techniques for data-driven counterfactual prediction.
Introduction
An important problem in the social sciences is estimating the effect of a policy intervention on an outcome over time. When interventions take place at an aggregate level (e.g., city or state), researchers make causal inferences by comparing the post-intervention outcomes of affected ("treated") units against the outcomes of unaffected units ("controls").
The synthetic control method (SCM) (Abadie, Diamond, and Hainmueller 2010 ) is a popular method for making causal inferences on observational time-series. The method compares a single treated unit outcome with a synthetic control that combines the outcomes of multiple control units on the basis of their pre-intervention similarity with the treated unit. Specifically, the synthetic control is constructed by choosing a convex combination of weights w = (w 1 , . . . , w j ), w j ≥ 0, w j = 1, of control time-series that minimizes X 1 − X 0 w v , where X 1 and X 0 are the pre-intervention covariates of the treated and control units, respectively, and v = (v 1 , . . . , v J ) are importance weights chosen to minimize the prediction error produced by w * v during cross-validation.
The SCM has several limitations. First, the formation of the synthetic control is restricted to a convex combination of controls. Ferman and Pinto (2016) point out that this restriction implies that the SCM estimator may be biased even if selection into treatment is only correlated with time-invariant unobserved covariates. Second, the specification of the estimator can produce very different results. Ferman, Pinto, and Possebom (2018) show how cherry-picking between common SCM specifications can facilitate p-hacking. 1 Third, SCM cannot handle multiple treated units.
This paper proposes an alternative to SCM that does not rely on pre-intervention covariates, allows for nonconvex combinations of control units, and can handle multiple treated units. The method uses recurrent neural networks (RNNs) for counterfactual time-series
1. Several problems arise from the lack of guidance on how to specify the SCM estimator. Kaul et al. (2015) show, for instance, that the common practice of including lagged versions of the outcome variable as separate predictors can render all other covariates irrelevant. Klößner et al. (2017) show that cross-validation can yield multiple values of importance weights, and consequently different results.
prediction, using only the outcomes of control units as model inputs. RNNs are a class of neural networks that take advantage of the sequential nature of time-series data by sharing model parameters across multiple time-steps (El Hihi and Bengio 1995) . RNNs are capable of not only handling multiple treated units, but also sharing learned model weights when predicting the outcomes of multiple treated units. RNNs that are sufficiently deep can learn the most useful nonconvex combination of control unit outcomes at each time-step for generating counterfactual predictions. RNNs have been shown to outperform various linear models on time-series prediction tasks (Cinar et al. 2017 ).
The proposed method builds on a new literature that uses machine learning techniques such as matrix completion (Athey et al. 2017) and Lasso (Doudchenko and Imbens 2016) for data-driven counterfactual prediction. Results from empirical applications demonstrate that RNNs outperform SCM in terms of recovering experimental estimates from an actual field experiment extended to a time-series observational setting. RNNs are also more accurate than SCM in predicting the post-intervention time-series of control units in a series of placebo tests.
In Section 2, I describe the approach of using RNNs for counterfactual time-series prediction and details the procedure for evaluating the models in terms of predictive accuracy and statistical significance; Sections 3 and 4 evaluate the models in empirical applications;
and Section 5 discusses when the proposed method is expected to outperform SCM.
RNNs for counterfactual prediction
The proposed method estimates the causal effect of a discrete intervention in observational time-series data; i.e., settings in which treatment is not randomly assigned and there exists both pre-and post-intervention period observations of the outcome of interest. Brodersen et al. (2015) originally propose an alternative to SCM that uses the pre-period time-series of control units to train a model to predict the counterfactual time-series of the treated unit.
The key assumption of this approach is that the relationship between predictors x (1) , . . . , x (τ ) and the treated time-series y (1) , . . . , y (τ ) modeled prior to the intervention persists after the intervention. The approach also assumes that the control units are not themselves affected by the intervention; i.e., there is no spillover effect that would indeterminately bias the estimate and possibly lead to a false positive.
In its most basic form, the pre-period relationship can be modeled by linear regression,
where time-step t = 1, . . . , n, . . . , τ is the temporal ordering of the time-series and n denotes the end of the pre-period. As long as x (t) was not impacted by the intervention, it is plausible that the modeled relationship persists after the intervention. The fitted model is then used to predict the counterfactual time-series of the treated group in the post-period:
The inferred treatment effect is the difference between the observed time-series of the treated units and the counterfactual time-series that would have been observed in the absence of the intervention:φ
Predictive accuracy and statistical significance
In applications in which the counterfactual time-series is known (i.e., placebo tests) models can be evaluated in terms of the MSPE between the predicted and actual post-intervention time-series among control units. Specifically, I calculate:
and the standard deviation η of the MSPE distribution over all control units is used to form 
RNNs
RNNs consist of a hidden state h (t) and an output y (t) which operate on a sequence x (t) . At each time-step t, RNNs input x (t) and pass it to the hidden state, which is updated with a function g (t) using the entire history of the sequence (pp. 337 Goodfellow, Bengio, and Courville 2016):
where f (·) is a nonlinear function that operates on all time-steps and input lengths. The updated hidden layer is used to generate a sequence of output values o (t) in the form of log probabilities that correspond to x (t) . The loss function computesŷ (t) = linear(o (t) ) and compares this value to y (t) . In the empirical applications, I calculate the loss in terms of mean squared prediction error, L
Encoder-decoder networks
A special variant of RNNs that are suitable for handling variable-length sequential data are encoder-decoder networks . Encoder-decoder networks are the standard for neural machine translation Vinyals et al. 2014) and are also widely used for predictive tasks, including speech recognition (Chorowski et al. 2015) and time-series forecasting (Zhu and Laptev 2017) .
Encoder-decoder networks are trained to estimate the conditional distribution of the output sequence given the past input sequence, e.g., p(y 
and the conditional probability of the next element of the sequence is
Effectively, the decoder learns to generate outputs y (t) given the previous outputs, conditioned on the input sequence.
3 Application: Mayoral elections field experiment Panagopoulos and Green (2008a) (hereafter, "PG") randomly assigned get-out-the-vote radio ads to cities holding mayoral elections in 2005 and 2006. Random assignment occurred within matched pairs, with treated cities exposed to 50, 70, or 90 gross ratings points (GRPs) of radio advertising, and control cities exposed to 0 GRPs. The study investigates whether radio ads increase electoral competitiveness, defined as the percentage difference between the firstand second-place candidates. The authors estimate a negative effect of ad spending on vote margin, which is consistent with the hypothesis that ads increase electoral competitiveness.
However, the treatment effect is only significant when estimated with a linear model that includes covariates such as past turnout. 
Experimental estimates
Experimental estimates are obtained by estimating the following geo-based regression (GBR) model, proposed by Vaver and Koehler (2011) for evaluating location-targeted advertising experiments:
2. When datasets have overlapping city-year observations of winner margin, I choose the dataset of Ferreira and Gyourko (2017) because it has the best coverage. When a city has multiple elections in a year (e.g., to fill a vacancy), I take the mean across elections.
where y s,1 and y s,0 is the log of mean vote margin during the post-and pre-intervention periods for city s, respectively; τ s is the post-period level of ad spending in GRPs; and µ s is the error term. strata s is a vector of price strata dummies that control for the fact that the random assignment of ad spending was conducted within price strata. Since τ s is randomly assigned conditional on price strata, theβ 2 captures the effect of ad spending on vote margin.
Eq. 6 is estimated on balanced panels of PG experimental cities that have both pre-and post-period vote margin observations, using weighted least squares with weights w s = 1/y s,0 to control for heteroscedasticity due to differences in city size.
3 The standard errors forβ 2 are estimated with non-parametric bootstrap stratified by price strata.
The experimental estimates and corresponding 95% confidence intervals are presented in 
Observational estimates
In this application, y (t) is a multivariate time-series that takes the value of winner margins in PG treated cities and x In this application, RNNs are trained on five input-output sequence pairs that are offset by one time-step into the future, with the last pair reserved for model validation. I train 3. Following the authors' specifications, I include a year dummy in the pooled sample regression. In contrast to the authors' specifications, I do not restrict the samples to cities with incumbents running against at least one opposing candidate in order to preserve sample sizes. Table 1 . With respect to the MSPE between predicted and experimental estimates of the treatment effects, encoder-decoder networks outperform the synthetic control, which is constructed using winner margin means over the pre-period. The pooled encoder-decoder networks estimate implies that each one-point GRP purchase increases the winner's margin by 4% [2%, 6%], which overestimates the true experimental effect and leads to a false positive. LSTM and SCM also overestimate the true experimental effect, although the corresponding confidence intervals are wide enough that the estimates do not yield false positives. The LSTM performs particularly poorly on this dataset due to the fact that the network is too shallow to take advantage of the high-dimensional set of predictors. Comparison of experimental and observational estimates of causal impact of advertising campaign on log winner margin in PG treated cities. Experimental estimates are obtained by estimating Eq. 6 via weighted least squares on a balanced pre-post-period sample restricted to experimental cities (N = {31, 17, 48}). For experimental estimates, values in brackets represent 95% bootstrap confidence intervals constructed with 1,000 stratified bootstrap samples. For observational estimates, 95% randomization confidence intervals are calculated following the procedure described in Section OA-1.1. The shaded cells indicate the model with the lowest MSPE between the estimated treatment effect on the observational data and the corresponding experimental estimate.
Application: SCM placebo tests
In a second set of analyses, I evaluate the proposed RNN-based approach on three datasets common to the SCM literature. In each dataset, I remove the actual treated unit and evaluate predictive accuracy on control units. The treatment effects on the control units are expected to be about zero, which would yield a low MSPE.
Basque Country
Abadie and Gardeazabal (2003) 
West Germany
Lastly, ADH (2015) Overall, the baseline LSTM yields the lowest error in terms of mean MSPE, 0.02 ± 0.01, with a FRP comparable to SCM.
Discussion
This paper proposes a novel alternative to SCM, which is growing in popularity in the social sciences despite its limitations; the most obvious being that the choice of specification can lead to different results, and thus facilitate p-hacking. Since RNNs input only control unit outcomes, and do not rely on pre-period covariates, the proposed method offers a more principled approach than SCM. RNNs are also capable of handling multiple treated units and can learn nonconvex combinations of control units. The former attribute is useful because the model can share parameters across treated units, and thus generate more precise predictions in settings in which treated units share similar data-generating processes. The latter attribute is beneficial when the data-generating process underlying the outcome of interest depends nonlinearly on the history of its inputs.
In the first empirical application, I extend experimental data from a field experiment that investigates the effect of randomized radio ads on electoral competition to an observational time-series setting. I find that encoder-decoder networks outperform both LSTM and SCM in recovering the ground-truth experimental estimate, although its comparatively narrow confidence intervals yield a false positive. The LSTM and SCM also overestimate the true experimental estimate, but have wider confidence intervals that contain zero.
In a second application, I run placebo tests on control units from three datasets common to the SCM literature. The models are evaluated both on their ability to produce low error rates on control units (i.e., estimating treatment effects of zero) without yielding false positives. I find that either encoder-decoder networks or LSTM outperform SCM on each of the three datasets in terms of having the lowest MSPE, with FPRs comparable to SCM.
The baseline LSTM performs well in all applications except for the mayoral elections application and outperforms encoder-decoder networks in two of the datasets. This is likely due to the LSTM being to shallow to learn useful features in datasets with high-dimensional predictor sets, which is the case for the mayoral elections data. When applied to datasets with low-dimensional predictor sets, the LSTM can perform well but deeper networks such as encoder-decoder networks are susceptible to overfitting. Overfitting in this case means that the networks learn dependencies on a small subset of predictors and cannot generalize well to unseen data. Overfitting occurs when training encoder-decoder networks on the Basque Country dataset, which is has the lowest dimensions of the three SCM datasets (Fig. 2a) .
Even in this case of obvious overfitting, model check-pointing is employed so that the model with the lowest validation error is used to produce counterfactual time-series.
The results suggest that RNNs should outperform SCM in all cases as long as the complexity of the network architecture is proportional to the dimension of the predictor set.
Encoder-decoder networks outperform the other models when the predictor set is comparatively large (i.e., J = 38 in the California dataset and J = 778 in the elections dataset), while the baseline LSTM outperforms all other models on smaller predictor sets (J = 16 for Basque Country and West Germany datasets).
Future work can explore predicting counterfactual time-series using only the treated unit outcomes as model inputs. As the study of German reunification demonstrates, appropriate control units are not always available, either because they are fundamentally different from treated units or due to spillover effects.
Supplementary materials
The Online Appendix (OA) contains a description of RNN architecture and implementation, and plots of RNN training history. For each application and model, it contains plots of the observed and predicted outcomes, post-period treatment effects and p-values. The OA can be accessed at jvpoulos.github.io/papers/rnns-causal-oa.pdf.
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