Abstract-Internet accessibility has been growing due to the diffusion of smartphones in today's society. Therefore, people can generate data anywhere and are confronted with the challenge that they should process a large amount of data. Since the appearance of relational database management system (RDBMS), most of the recent information systems are built by utilizing it. RDBMS uses foreign-keys to avoid data duplication. The transactions in the database use attributes, such as atomicity, consistency, isolation, durability (ACID), which ensures that data integrity and processing results are stably managed. The characteristic of RDBMS is that there is high data reliability. However, this results in performance degradation. Meanwhile, from among these information systems, some systems only require high-performance rather than high reliability. In this case, if we only consider performance, the use of NoSQL provides many advantages. It is possible to reduce the maintenance cost of the information system that continues to increase in the use of open source software based NoSQL. And has a huge advantage that is easy to use NoSQL. Therefore, in this study, we prove that the leverage of NoSQL will ensure high performance than RDBMS by applying NoSQL to database systems that implement RDBMS.
INTRODUCTION
Relational database management system (RDBMS) ensures data integrity using foreign-keys and data consistency to support transactions. Also, it has very high reliability and portability because it supports standard structured query language (SQL) [1] . However, there are some constraints in the usability of the database system that require high performance or distributed processing database systems. For these reasons, when RDBMS emerged, it was used in a limited manner because of performance degradation. However, the spread of the RDBMS is used in conjunction with improved performance of hardware, so most recent information systems had to build a RDBMS.
NoSQL is the general name for the collection of databases that do not use SQL or a relational data model [2] . NoSQL is a useful database for application development productivity increase and for dealing with large amounts of data. In particular, it is used for rapid data storage, increase of data concurrency and easy integration of the data.
According to the report by Digital Universe, the amount of digital information is expected to more than double every two years. From this prospective, it is predicted that the most frequently used RDBMS will reach a limit of processing rapidly growing data [3] . The NoSQL data processing technique emerged as a solution. The schema of NoSQL is not fixed, and NoSQL is used as a method of storing data using key-value. Also, it does not generally guarantee the integrity of the database. In addition, it ensures higher performance than RDBMS by allowing data duplication and the high throughput of database systems by allowing data distributed processing to occur through horizontal expansion. An information system should utilize accurate data to provide correct information for processing mission critical tasks. However, data consistency can be abandoned to improve performance and user convenience. Accordingly, the utilization of NoSQL can reduce the performance time of transactions in RDBMS and improve the entire performance in an information system. This research presents a system operated by RDBMS and a model that utilizes NoSQL. We then compare the performance with a system built utilizing existing RDBMS. By doing this, we proved that the system with NoSQL has higher performance than an information system that uses RDBMS.
RELATED RESEARCH
An RDBMS transaction should be processed with both atomicity and consistency. Thus, database transactions should not violate any constraint conditions. Even if one transaction does not have a problem, another transaction interference can cause an erroneous result. Faulty transaction can result from update anomalies, incomplete dependent problems, and inconsistent analysis problems [4] .
RDBMS solves these problems through locking, which is a simultaneous operation control method. Locking is the method for when it needs to be ensured that a tuple will not changed in unpredictable way while one transaction is performed, other transactions cannot access a corresponding tuple by obtaining the lock before work for corresponding tuple. This technique is used to control the transaction as it can ensure the consistency of the database, but it can also rapidly degrade the performance of the database systems.
Until recently, research on NoSQL has been led by large Internet companies, which cannot process services by using existing RDBMS. Main NoSQL solutions are Google's BigTable, Amazon's Dynamo, Facebook's Cassandra, and so on. BigTable is Google's database for handling petabytes of data. It is used in Gmail, YouTube, Google Analytics, Google Finance, Orkut, Personalized Search, and Google Earth [5] . Dynamo assures the continuous increase of data, high availability of the data utilization, horizontal scalability of large data and high performance [6] . Cassandra supports high scalability, high availability, partition tolerance, consistency, etc. [7] .
NoSQL makes use of the Sharding method, which stores divided data into other servers. The unit of data is a shard, which is divided in Sharding, and dispersing and storing each shard that is split horizontally into multiple servers can enable to data store and process more data. Sharding techniques are Feature-based Shard, Key-based Sharding, the Lookup table, and so on [2] .
NoSQL cannot guarantee all three (Consistency, Availability, Partition tolerance) characteristics under the influence of the CAP theory. The CAP theory was published at the Principles of Distributed Computing of ACM Symposium by Eric Brewer in 2000, and later was proved by Seth Gilbert and Nancy Lynch of Massachusetts Institute of Technology (MIT). The availability and consistency is used as the RDBMS to NoSQL. In the case of NoSQL it is divided into products that ensure consistency and partition tolerance and products that ensure availability and partition tolerance [8] . There are products that ensure consistency and partition tolerance, such as Dynamo, Cassandra, CouchDB, etc., and products that ensure availability and partition tolerance, such as BigTable, MongoDB, MemcacheDB, HBase, and so on.
Until now, most of the research that has been conducted has been done to implement features required by companies. Although there is a growing interest in NoSQL, studies on its effectiveness do not advanced yet.
PERFORMANCE COMPARISON

Test Methods and Selection of the Target System
Test the current RDBMS on specific features of the system in operation and compare throughput between system with RDBMS and system applied NoSQL Currently the most popular NoSQL solutions are HBase, Cassandra, Mongolia DB (MongoDB), etc. HBase involves complex setup and difficult maintenance management, while Cassandra has severely degraded performance when performing GC (Garbage Collection). Recently, Mongolian DB is the most used NoSQL solution because it is easy to install and expand, and is most beneficial when you configure it on a single-node information system. In this paper, the test environment was conducted by using the DM Mongolia because it is not a distributed test system. We used a SUN information system in this study, as it is the internal blog system of many companies, such as IBM. It was based on an open-source project of the Apache Foundation, Roller. Fig. 1 is the entity relationship diagram outline of the main entities of target systems. The 'weblogentry' entity generates the large number of transactions in this system. Thus, this research compares the performance between two systems that operates in one RDBMS and that in another system utilizes NoSQL for only 'weblogentry' entity operation. Fig. 2 shows the physical configuration of the system that we used in our test. In order to distribute the load between the several servers, server separated Web application server (WAS) server, and database server and use special client to generate the data loading.
Data Structure of the Target System
Environment and Configuration of the Test System
The WAS server was constructed by using CPU Inter Core i5 M560, 4 GB memory, and Windows Server 2003. WAS used the Tomcat 6.0. DB server, including CPU AMD Athlon 64 X2 Dual Core 5200+, 2 GB memory, and Windows Server 2003.
For the RDBMS in our test, we used Oracle 10g XE, and for NoSQL we used MongoDB 2.0. The terminal for generating a load was built with CPU Intel Core 2 DUO CPU E7500, 2 GB memory, and built-in Windows XP. The Apache JMeter was used for generating loads and the network we used was 100 Mbps LAN. The WAS server takes advantage of system WAS applying RDBMS and NoSQL, while the DB server drove the RDBMS server and NoSQL used in our test. The RDBMS systems and the NoSQL system used the RDBMS. The same database in the DB server had to use a separate schema.
Test and Results Analysis
In order to performance measure, the load test was performed on the querying function and store function of notice, which is the most frequently used feature in implemented blogging systems using RDBMS and NoSQL. The store function used JMeter in an implemented system utilizing RDBMS and NoSQL and was caused to generate a total of 1,000 posts forming 25 threads 40 times.
Figs. 3 and 4 indicate the post registration performance measurement results of the NoSQL system and RDBMS system. The legend is as follows: the dot of background in the figure represents the processing time for requests and a triangle represents the change of throughput. A circle denotes a change in the average; a square stands for a change of median; and a diamond represents deviation. According to the test results, the throughput of RDBMS system increased to the extent that the system can accommodate then was sharply reduced.
The reason of this result is that when there is a large amount of simultaneous data processing, interference between data and the waiting that takes place during the process of obtaining resources between concurrency controls leads to performance degradation. As a result, the NoSQL system improves the performance by 850% as compared to RDBMS system.
For list of query functions, the test was performed by dividing two cases into simple query lists and storage loads in query lists. The JMeter was used to test simple query lists in order to take advantage of the system that used RDBMS and NoSQL. In regards to the implementation of the system, 25 threads to query lists were performed 40 times.
Figs. 5 and 6 indicate the post simple query performance measurement results of the NoSQL system and RDBMS system.
According to the results, the throughput of the system using NoSQL was 20% higher than the one using RDBMS. The RDBMS system had a lower performance as compared to NoSQL system. However, both systems operated stably because the RDBMS system had a standard deviation for response time that was less than 100%. Finally, the inquiry time performance of the blog system using RDBMS and the blog system using NoSQL was tested. For each test system, 25 threads were performed 40 times for postregistration, and 25 threads were performed 40 times for the inquiry list.
Figs. 7 and 8 indicate the post simple query performance measurement result of the NoSQL system and RDBMS system.
As a result, the throughput of blog system using NoSQL was lower than the throughput of the blog system using RDBMS by 58%. However, the inquiry time was increased by approximately 38%. The cause of this difference is that the load was added to the written posts. Therefore, as the load increases, the difference will be even greater. Table 1 is a summary of the performance test results and Fig. 9 is a graph of the performance test results. As seen from the results shown in the table, when the main entity is switched from the operating system using RDBMS to NoSQL and a load occurs, the system utilizing NoSQL ensures higher throughput than the system using RDBMS by 850% higher in the post storage, 20% higher in the inquiry list, and approximately 58% higher in the inquiry list post.
For the standard deviation of measurable throughput for system load stability, compared to the system utilizing RDBMS, the system using the standard deviation NoSQL was 94% lower in posts storage, 30% lower in the inquiry list, and was about 55% lower for the post inquiry list.
Therefore, NoSQL was verified to be more stable on load than the RDBMS system.
CONCLUSION
Recently, with the rapid increase of data, performance degradation of existing RDBMS has become a problem. In order to ensure the consistency of data in RDBMS, a new solution for the horizontal partitioning of data and limited performance is necessary. This has lead to the advent of NoSQL. In this study, when a load occurs in an operating system that runs on RDBMS, some functions switch to NoSQL and the system utilizing NoSQL and stores 850% higher in post storage, 20% higher in inquiry list, and provides higher performance by about 58% higher in inquiry list posts, as compared to the system only using RDBMS. Therefore, for the systems requiring performance rather than consistency, applying NoSQL could bring about significant performance improvements.
To store data in NoSQL, data is partitioned and shared on another server by using Sharding techniques to save the data processing time. With the Sharding technique, a split data unit is called a shard. The data is divided horizontally, and each shard is dispersed and stored in multiple servers. Therefore, numerous amounts of data can be stored and processed. In this study, a part of distributed processing was excluded and the test was performed. However, if the experiment was conducted in a distributed processing environment with more data and a higher load context, the performance difference between RDBMS and NoSQL would be greater than the result of this study.
In a system utilizing existing RDBMS, SQL is used to access to database. The SQL has a high portability between RDBMS because of American National Standards Institute (ANSI) standard management. However, the portability in the case of NoSQL is quite low because most of the APIs used are vendor-dependent. To ensure portability between vendors, it is urgent to raise the standard for NoSQL.
