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ABSTRACT
In recent years, several online platforms have seen a rapid in-
crease in the number of review systems that request users to pro-
vide aspect-level feedback. Multi-Aspect Rating Prediction (MARP),
where the goal is to predict the ratings from a review at an indi-
vidual aspect level, has become a challenging and an imminent
problem. To tackle this challenge, we propose a deliberate self-
attention deep neural network model, named as FEDAR, for the
MARP problem, which can achieve competitive performance while
also being able to interpret the predictions made. As opposed to the
previous studies, which make use of hand-crafted keywords to de-
termine aspects in sentiment predictions, our model does not suffer
from human bias issues since aspect keywords are automatically
detected through a self-attention mechanism. FEDAR is equipped
with a highway word embedding layer to transfer knowledge from
pre-trained word embeddings, an RNN encoder layer with out-
put features enriched by pooling and factorization techniques, and
a deliberate self-attention layer. In addition, we also propose an
Attention-driven Keywords Ranking (AKR) method, which can au-
tomatically extract aspect-level sentiment-related keywords from
the review corpus based on the attention weights. Since crowd-
sourcing annotation can be an alternate way to recover missing
ratings of reviews, we propose a LEcture-AuDience (LEAD) strategy
to estimate model uncertainty in the context of multi-task learning,
so that valuable human resources can focus on the most uncertain
predictions. Our extensive set of experiments on different DMSC
datasets demonstrate the superiority of the proposed FEDAR and
LEAD models. Visualization of aspect-level sentiment keywords
demonstrate the interpretability of our model and effectiveness of
our AKR method.
CCS CONCEPTS
• Information systems→ Sentiment analysis;Clustering and
classification; Information extraction.
KEYWORDS
Multi-task learning,model uncertainty, deep neural network, dropout,
classification, online reviews
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1 INTRODUCTION
Figure 1: An example of an online review (from BeerAdvo-
cate platform). Keywords corresponding to different aspects
are highlighted with different colors.
Rating prediction plays an important role in many business ap-
plications [23], such as recommender systems and opinion mining
[14, 24, 27]. Multi-aspect review rating prediction (MARP) aims to
predict ratings of online reviews, which are composed of several
sentences, with respect to a given aspect [13, 38, 40]. MARP has
become an impending research topic since many websites provide
platforms for users to give aspect-level feedback and ratings, such
as TripAdvisor1 and BeerAdvocate2. Fig. 1 shows a review example
from the BeerAdvocate website. In this example, a beer is rated with
four different aspects, i.e., feel, look, smell and taste. The review also
describes the beer with four different aspects. There is an overall
rating associated with this review. Recent studies have found that
users are less motivated to give aspect-level ratings [38, 40], which
makes it difficult to analyze their preference, and it takes a lot of
time and effort for human experts to manually annotate them.
There are several recent studies that aim to predict the aspect
ratings using deep neural network based models with multi-task
learning framework [13, 38, 40, 41]. In this setting, rating predic-
tions for different aspects, which are typically highly correlated and
can share the same review encoder, are treated as different tasks.
However, these models rely on hand-crafted aspect keywords to
aid in rating/sentiment predictions [13, 38, 41]. Thus, their results,
especially case studies of reviews, are biased towards pre-defined
aspect keywords. In addition, these models only focus on improving
1https://www.tripadvisor.com
2https://www.beeradvocate.com
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Figure 2: An overview of our multi-task learning framework with uncertainty estimation for accurate and reliable rating pre-
dictions in MARP task. Here, aspect-rating predictions are treated as tasks and different tasks share the same review encoder.
the prediction accuracy, however, knowledge discovery (such as
aspect and sentiment related keywords) from review corpus still
relies on unsupervised [20] and rule-based methods [40], which
limits applications of current MARP models [13, 38, 41]. In the past
few years, model uncertainty of deep neural network classifiers
has received increasing attention [5, 7], because it can identify low-
confidence regions of input space and give more reliable predictions.
Uncertainty models have also been applied to deep neural networks
for text classification [42]. However, few existing uncertainty meth-
ods have been used to improve the overall prediction accuracy of
multi-task learning models when crowd-sourcing annotation is
involved in the MARP task. In this paper, we attempt to tackle the
above mentioned issues. The primary contributions of this paper
are as follows:
• Develop a FEDAR model that achieves competitive results on
five benchmark datasets without using hand-crafted aspect key-
words. The proposed model is equipped with a highway word
embedding layer, a sequential encoder layer whose output fea-
tures are enriched by pooling and factorization techniques, and a
deliberate self-attention layer. The deliberate self-attention layer
can boost performance as well as provide interpretability for
our FEDAR model. Here, FEDAR represents of some key com-
ponents of our model, including Feature Enrichment, Deliberate
self-Attention, and overall Rating.
• Propose an Attention-driven Keywords Ranking (AKR) method
to automatically extract aspect and sentiment keywords from
review corpus based on attention weights. This also provides a
new research direction for interpreting self-attention mechanism.
• Propose a LEcture-Audience (LEAD) method to measure the un-
certainty of our FEDAR model for given reviews. This method
can also be generally applied to other deep neural networks.
The rest of this paper is organized as follows: In Section 2, we
introduce related work of MARP task and uncertainty estimation
methods. In Section 3, we present details of our proposed FEDAR
model, AKR method and LEAD uncertainty estimation approach. In
Section 4, we introduce different MARP datasets, baseline methods
and implementation details, as well as analyze experimental results.
Our discussion concludes in Section 5.
2 RELATEDWORK
MARP aims to predict ratings of reviews with respect to given
aspects. It is originated from online review systems which request
users to provide aspect-level ratings for a product or service. Most
of the early studies in MARP solved this problem by first extract-
ing features (e.g., n-grams) for each aspect and then predicting
aspect-level ratings [17, 20] using regression techniques (e.g., Sup-
port Vector Regression [31]). More recently, deep learning models
formulate MARP as a multi-task classification problem [13, 38, 41].
In these models, reviews are first encoded to their correspond-
ing vector representation using recurrent neural networks. Then,
aspect-specific attention modules and classifiers are built upon the
review encoders to predict the sentiment. For example, Yin et al.
[38] have formulated this task as a machine comprehension prob-
lem. Li et al. [13] proposed incorporating users’ information, overall
ratings, and hand-crafted aspect keywords into their model to pre-
dict ratings, instead of merely using textual reviews. Zeng et al.
[40] introduced a variational approach to weakly supervised senti-
ment analysis. Aspect-based sentiment classification (ABSA) [27] is
another research direction that is related to our work. It consists of
several fine-grained sentiment classification tasks, including aspect
category detection and polarity, and aspect term extraction and
polarity. However, these tasks primarily focus on sentence-level
sentiment classification [34, 35], and typically need human experts
to annotate aspect terms, categories, and entities. In this paper,
we focus on the MARP problem and our model is also based on a
multi-task learning framework. In addition, we place more empha-
sis on the model interpretability, automatic aspect and sentiment
keywords extraction, and uncertainty estimation.
Model uncertainty of deep neural networks (NNs) is another
research topic related to this work. Bayesian NNs, which learn
a distribution over weights, have been studied extensively and
achieved competitive results for measuring uncertainty [1, 16, 22].
However, they are often difficult to implement and computationally
expensive compared with standard deep NNs. Gal and Ghahramani
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[6] proposed using Monte Carlo dropout to estimate uncertainty
by applying dropout [32] at testing time, which can be interpreted
as a Bayesian approximation of the Gaussian process [28]. This
method has gain popularity in practice [9, 19] since it is simple to
implement and computationally more efficient. Recently, Zhang
et al. [42] applied dropout-based uncertainty estimation methods to
text classification. Our paper proposes a new method for estimating
uncertainty for deep NNs and we use it to measure the uncertainty
of our models.
3 PROPOSED METHODS
In this section, we first introduce our FEDAR model (See Fig. 3) for
the MARP task. Then, we describe our AKR method to automati-
cally extract aspect-level sentiment-related keywords based on the
FEDAR model. Finally, we discuss our LEAD method (See Fig. 4)
for measuring the uncertainty of the FEDAR model.
3.1 Problem Formulation
The MARP problem can be formulated as a multi-task classification
problem, where the rating prediction for each aspect is viewed as a
task (See Fig. 2). More formally, the MARP problem is described as
follows: Given a textual review X = (x1,x2, …,xT ), our goal is to
predict class labels, i.e., integer ratings/sentiment polarity of the
review y = (y1,y2, …,yK ), whereT and K are the number of tokens
in the review and the number of aspects/tasks, respectively. xt and
yk are the one-hot vector representations of word t and the class
label of aspect k , respectively.
The challenge in this problem is to build a model that can achieve
competitive accuracy without losing model interpretability or ob-
taining biased results. Therefore, we propose improving word em-
bedding, review encoder and self-attention layers to accomplish this
goal. We will now introduce our model and provide more details of
our architecture in a layer-by-layer manner.
3.2 Highway Word Embedding Layer
This layer aims to learn word vectors based on pre-trained word
embeddings. We first use word embedding technique [21] to map
one-hot representations of tokens x1,x2, …,xT to a continuous vec-
tor space, thus, they are represented as Ex1 ,Ex2 , …,ExT , where Ext
is the word vector of xt , pre-trained on a large corpus and fixed
during parameter inference. In our experiments, we adopted GloVe
word vectors [26], so that they do not need to be trained from ran-
dom states, which may result in poor embeddings due to the lack
of word co-occurrence.
Then, a single layer highway network [33] is used to adapt the
knowledge, i.e., semantic information from pre-trained word em-
beddings, to target MARP datasets. Formally, the highway network
is defined as follows:
E ′xt = f (Ext ) ⊙ д(Ext ) + Ext ⊙ (1 − д(Ext )) (1)
where f (·) and д(·) are affine transformations with ReLU and Sig-
moid activation functions, respectively. ⊙ represents element-wise
product. д(·) is also known as gate, which is used to control the
information that is being carried to the next layer. Intuitively, the
highway network aims at transferring knowledge from pre-trained
word embeddings to the target review corpus. E ′xt can be viewed
as a perturbation of Ext , and f (·) and д(·) have significantly fewer
parameters than Ext . Therefore, training a highway network is
more efficient than training a word embedding layer from random
parameters.
3.3 Review Encoder Layer
This layer describes the review encoder and feature enrichment
techniques proposed in our model.
Sequential Encoder Layer: The output of highway word em-
bedding layer (E ′x1 ,E
′
x2 , …,E
′
xT ) is fed into a sequential encoder
layer. Here, we adopt a multi-layer bi-directional LSTM encoder
[8], which encodes a review into a sequence of hidden states in
forward direction −→H = (−→h1,−→h2, …,−→hT ) and backward direction←−
H = (←−h1,←−h2, …,←−hT ).
Representative Features: For each hidden state
−→
ht (or
←−
ht ), we gen-
erate three representative features, which will be later used to assist
the attention mechanism to learn the overall review representation.
The first and second features, denoted by
−−−→
hmaxt and
−−→
h
avg
t , are the
max-pooling and average-pooling of
−→
ht , respectively. The third one
is obtained using factorizationmachine [29], where the factorization
operation is defined as
F (z) = w0 +
N∑
i=1
wizi +
N∑
i=1
N∑
j=i+1
〈
Vi ,Vj
〉
zizj . (2)
Here, the model parameters arewi ∈ R andV ∈ RN×F . N and F are
the dimensions of the input vector z and factorization, respectively.
⟨·, ·⟩ is the dot product between two vectors.w0 in Eq. (2) is a global
bias, wi is the strength of the i-th variable, and
〈
Vi ,Vj
〉
captures
the pairwise interaction between zi and zj .
Intuitively, the max-pooling and avg-pooling provide the approx-
imated location (bound and mean) of the hidden state
−→
ht in the
N dimensional space, while the factorization captures all single
and pairwise interactions. Together they provide the high-level
knowledge of that hidden state.
Feature Augmentation: Finally, the aggregated hidden state ht
at time step t is obtained by concatenating hidden states in both
directions and all representative features, i.e.,
−→
ht =
−→
ht ⊕
−−−→
hmaxt ⊕
−−→
h
avg
t ⊕ F (
−→
ht ),
←−
ht =
←−
ht ⊕
←−−−
hmaxt ⊕
←−−
h
avg
t ⊕ F (
←−
ht ),
ht =
−→
ht ⊕ ←−ht .
(3)
Thus, the review is encoded into a sequence of aggregated hidden
states H = (h1,h2, . . . ,hT ).
3.4 Deliberate Self-Attention Layer
Once the aggregated hidden states for each review are obtained, we
apply a self-attention layer for each task to learn an overall review
representation for that task. Compared with pooling and convo-
lution operations, self-attention mechanism is more interpretable,
since it can capture relatively important words for a given task.
However, a standard self-attention layer merely relies on a single
global alignment vector across different reviews, which results in
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Figure 3: Review encoder and deliberate self-attention for
aspect k . Each hidden state is enriched by three features, i.e.,
max-pooling, average-pooling and factorization.
sub-optimal representations. Therefore, we propose a deliberate
self-attention alignment method to refine the review representa-
tions while maintaining the network interpretability. In this section,
we will first introduce the self-attention mechanism, and then pro-
vide the details of the deliberation counterpart.
3.4.1 Global Self-Attention. For each aspect k , the self-attention
mechanism [37] is used to learn the relative importance of tokens
in a review to the sentiment classification task. Formally, given the
aggregated hidden states H for a review, the alignment score ukt ,G
and attention weight αkt ,G are calculated as follows:
ukt ,G = (vkG )⊤ tanh(W kGht + bkG ), αkt ,G =
exp(ukt ,G )∑T
τ=1 exp(ukτ ,G )
, (4)
whereW kG , v
k
G and b
k
G are model parameters. G represents global,
as the above attention mechanism is also known as global attention
[18]. vkG is viewed as a global aspect-specific base-vector in this
paper, since it has been used in calculating the alignment with differ-
ent hidden states across different reviews. It can also be viewed as
a global aspect-specific filter that is designed to capture important
information for a certain aspect from different reviews. Therefore,
we also refer a regular self-attention layer as a global self-attention
layer. With attention weights, the global review representation
is calculated by taking the weighted sum of all aggregated hid-
den states, i.e., skG =
∑T
t=1 α
k
t ,Ght . Traditionally, s
k
G is used for the
sentiment classification task.
3.4.2 Deliberate Attention. As we can see from Eq. (4), the impor-
tance of a token t is measured by the similarity between tanh(W kGht+
bkG ) and the base-vector vkG . However, a single base-vector vkG is
difficult to capture the variability in the reviews, and hence, such
alignment results in sub-optimal representations of reviews. In this
paper, we attempt to alleviate this problem by reusing the output of
the global self-attention, i.e., skG , as a document-level aspect-specific
base-vector to produce better review representations. Notably, skG al-
ready incorporates the knowledge of the review content and aspect
k . We refer this step as deliberation.
Given the hidden states H and review representation skG , we first
calculate the alignment scores and attention weights as follows:
ukt ,D = (skG )⊤ tanh(W kDht + bkD ), αkt ,D =
exp(ukt ,D )∑T
τ=1 exp(ukτ ,D )
, (5)
whereW kD and b
k
D are parameters. D represents deliberation. Simi-
larly, we can calculate the aspect-specific review representation by
deliberation as skD =
∑T
t=1 α
k
t ,Dht .
Review Representation: Finally, the review representation for
aspect k can be obtained as follows 3:
sk = skG + s
k
D =
T∑
t=1
(
αkt ,G + α
k
t ,D
)
ht . (6)
From the above equation, we not only get refined review represen-
tations but also maintain the interpretability of our model. Here,
we did not use the concatenation of two vectors since we would
like to maintain the interpretability as well. Notably, we can use
the accumulated attention weights, i.e., 12 (αkt ,G + αkt ,D ), to interpret
our experimental results.
3.5 Rating Prediction Layer
Finally, we pass the representation of each review for aspect k into
an aspect-specific classifier to get the probability distribution over
different class labels. Here, the classifier is defined as a two layer
feed-forward network with a ReLU activation followed by a softmax
layer, i.e.,
ykout = ReLU(W koutsk + bkout),
ykpred = softmax(W kpredykout + bkpred),
(7)
whereW kout,W
k
pred, b
k
out, and b
k
pred are parameters.
Given the ground-truth labels yˆk , which is a one-hot vector, our
goal is to minimize the averaged cross-entropy error between ykpred
and yˆk across all aspects, i.e.,
Lθ = −
K∑
k=1
N∑
i=1
yˆki log(ykpred,i ), (8)
where K and N represents the number of aspects and class labels,
respectively. The model is trained in an end-to-end manner using
back-propagation.
3In this paper, we also consider models that repeat the deliberation for multiple times.
However, we did not observe significant performance improvement.
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3.6 Aspect-level Sentiment-Related Keywords
Traditionally, aspect and sentiment keywords are extracted using
unsupervised clustering methods, such as topic models [20, 30].
However, these methods cannot automatically build one-to-one
correspondence between clusters and aspects/sentiment labels due
to the lack of supervision. To alleviate this problem, we propose a
fully automatic Attention-driven Keywords Ranking (AKR) method
to extract aspect-level sentiment-related keywords from a review
corpus based on self-attention (or deliberate self-attention) mecha-
nism in the context of MARP.
3.6.1 Aspect Keywords Ranking. The significance of a wordw to an
aspect k can be described by a conditional probability pC(w |k) on a
review corpus C. Intuitively, given an aspect k , if a wordw1 is more
frequent thanw2 across the corpus, then,w1 is more significant to
aspect k . We can further expand this probability as follows:
pC(w |k) =
∑
ξ ∈C
pC(w , ξ |k), (9)
where ξ is a review in corpus C. For each ξ ∈ C, probability
pC(w , ξ |k) indicates the importance of word w to the aspect k ,
which can be defined using attention weights, i.e.,
pC(w , ξ |k) =
∑T
t=1 α
ξ
t · δ (wt ,w)∑
ξ ′∈C fξ ′(w) + γ
, (10)
where fξ ′(w) is frequency ofw in document ξ ′ and γ is a smooth
factor. δ (wt ,w) =
{
1 ifwt = w
0 otherwise
is a delta function. Attention
weight α ξt is defined as α
ξ
t =
1
2 (αkt ,G + αkt ,D ) for the deliberation
self-attention mechanism. In Eq. (10), the denominator is applied to
reduce the noise from stop-words and punctuation. After obtaining
the score pC(w |k) for every member in the vocabulary, we collect
top-ranked words as aspect keywords.
3.6.2 Aspect-level Sentiment Keywords. Similarly, we can estimate
the significance of awordw to an aspect-level sentiment label/rating
yˆk by a conditional probability pC(w |yˆk ). Let us use Cyˆk to denote
reviews with rating yˆk for aspect k , then, the following equivalence
holds, i.e.,
pC(w |yˆk ) = pCyˆk (w |k), (11)
which can be further calculated by Eqs. (9) and (10). Intuitively, we
first construct a subset Cyˆk ⊂ C of the review corpus, then, we use
attention weights of aspect k to calculate the significance of wordw
to that aspect. Finally, we collect top-ranked words as aspect-level
sentiment keywords.
3.7 The Proposed Uncertainty Model
Although our FEDAR model has achieved competitive prediction
accuracy and our AKR method allows us to explore aspect and
sentiment keywords, it is still difficult to deploy such amodel in real-
world applications. In MARP datasets, we find that there are many
typos and abbreviations in reviews and many reviews describe the
product or service from only one aspect. However, deep learning
models cannot capture these problems in the datasets, therefore,
the predictions are not reliable. One way to tackle this challenge
is by estimating the uncertainty of model predictions. If a model
Figure 4: The LEcture-AuDience (LEAD) model for uncer-
tainty estimation. ‘R’, ‘K’, ‘C’, ‘U’ represent rating, knowl-
edge, probability distribution of different class labels (see
Eq. (7)), and uncertainty score, respectively.
returns ratings with high uncertainty, we can pass the review to
human experts for annotation. In this section, we propose a LEcture-
AuDience (LEAD) method (See Fig.4) to measure the uncertainty of
our FEDAR model in the context of multi-task learning.
3.7.1 Lecturer and Audiences. We use a lecturer (denoted byML)
to represent any well-trained deep learning model, e.g., FEDAR
model. Audiences are models (denoted byMA) with partial knowl-
edge of the lecturer, where knowledge can be interpreted as relation-
ships between an input review and output ratings which are inferred
by ML . Here, MA = {MA1 ,MA2 , …,MA|A| }, where |A| is the
number of audiences. Partial knowledge determines the eligibility
of audiences to provide uncertainty scores. For example, eligible au-
diences can be: (1) Models obtained by pruning some edges (e.g.,
dropout with small dropout rate) of the lecturer model. (2) Models
obtained by continuing training the lecturer model with very small
learning rate for a few batches. Ineligible audiences include: (1) Ran-
dom models trained on the same or a different review corpus. (2)
Models with the same or similar structure as lecturer but initialized
with different parameters and trained on a different corpus.
3.7.2 Uncertainty Scores. Given a review, suppose the lecturerML
predicts the class label as y˜L,k for aspect k , where y˜L,k is an one-hot
vector. An audienceMAµ obtains the probability distribution over
different class labels as yAµ ,kpred (See Eq. (7)). Then, the uncertainty
score is defined as the cross entropy between y˜L,k andyAµ ,kpred , which
is calculated by
ψAµ ,k = −
N∑
i=1
y˜L,ki log(y
Aµ ,k
pred,i ). (12)
Intuitively, the audience is more uncertain about the lecturer’s predic-
tion if it gets lower probability for that prediction. For example, in
Fig. 4, the lecturer model predicts rating/label as 4. Three audiences
obtain probability 0.1, 0.8, 0.5 for that label, respectively. Then, their
uncertainty scores areψA1 ,k = 2.30,ψA2 ,k = 0.22, andψA3 ,k = 0.69.
With the uncertainty score from a single audience and for a
single aspect, we can calculate the final uncertainty score as
ψ =
|A |∏
µ=1
( k∏
k=1
(
ψAµ ,k + λ
)
+ η
)ζ
, (13)
, , Anonymous et al.
Table 1: Statistics of different MARP datasets.
Dataset # docs # aspects Scale
TripAdvisor-R 29,391 7 1-5
TripAdvisor-RU 58,632 7 1-5
TripAdvisor-B 28,543 7 1-2
BeerAdvocate-R 50,000 4 1-10
BeerAdvocate-B 27,583 4 1-2
where λ and η ≥ 1 are smoothing factor and set to 1 in our experi-
ments. ζ is an empirical factor for knowledge. If audience networks
are obtained by applying dropout to the lecturer network, the higher
the dropout rate, the lower the factor ζ . In this case, the audiences
have less knowledge to the lecturer.
After obtaining uncertainty scores for all reviews in the testing
set, we can select either certain percent of reviews with higher
scores or reviews with scores over a threshold for crowdsourcing
annotation. Human experts are expected to analyze the reviews
and decide the aspect ratings for them.
4 EXPERIMENTAL RESULTS
In this section, we present the results from an extensive set of
experiments and demonstrate the effectiveness of our proposed
FEDAR model, AKR and LEAD methods.
4.1 Datasets
We conduct our experiments on five benchmark datasets, which
are obtained from TripAdvisor and BeerAdvocate review platforms.
TripAdvisor based datasets have seven aspects (value, room, lo-
cation, cleanliness, check in/front desk, service, and business ser-
vice), while BeerAdvocate based datasets have four aspects (feel,
look, smell, and taste). TripAdvisor-R [38], TripAdvisor-U [13] and
BeerAdvocate-R [12, 38] use the original rating scores as sentiment
class labels. In TripAdvisor-B and BeerAdvocate-B [40], the original
scale is converted to a binary scale, where 1 and 2 correspond to
negative and positive sentiment, respectively. Neutral has been
ignored in both datasets. All datasets have been tokenized and split
into train/development/test sets with a proportion of 8:1:1. In our
experiments, we use the same datasets that are provided by the pre-
vious studies in the literature [13, 38, 40]. Statistics of the datasets
are summarized in Table 1.
4.2 Comparison Methods
To demonstrate the effectiveness of our methods, we compare the
proposed models with following baseline methods:MAJOR simply
uses the majority sentiment labels or polarities in training data
as predictions. GLVL first calculates the document representation
by averaging the word vectors of all keywords in a review, where
pre-trained word vectors are obtained from GloVe [26]. Then, a
LIBLINEAR package [4] is used for the classification task. BOWL
feeds normalized Bag-of-Words (BOW) representation of reviews
into the LIBLINEAR package for the sentiment classification. In
our experiments, stop-words and punctuation are removed in or-
der to enable the model to capture the keywords more efficiently.
MCNN is an extension of the CNNmodel in the multi-task learning
framework. For each task, CNN [10] extracts key features from a
review by applying convolution and max-over-time pooling [2] op-
erations over the shared word embeddings layer.MLSTM extends
a multi-layer Bi-LSTM model [8], which captures both forward and
backward semantic information, with the multi-task learning frame-
work, where different tasks have their own classifiers and share the
same Bi-LSTM encoder.MBERT is a multi-task version of the BERT
classification model [3]. Different tasks share the same BERT en-
coder [36].MATTN is a multi-task version of self-attention based
models. Similar to MLSTM, different tasks share the same Bi-LSTM
encoder. For each task, we first apply a self-attention layer, and
then pass the document representations to a sentiment classifier.
MATTN-DA is a simplified variant of our model, where we replace
the highway word embedding layer and review encoder layer with
a regular word embedding and Bi-LSTM encoder layer.MATTN-
FE is another variant of our model, where we replace the deliberate
self-attention layer with a regular self-attention layer. DMSCMC
[38] introduces a hierarchical iterative attention model to build
aspect-specific document representations by frequent and repeated
interactions between documents and aspect questions.HRAN [13]
incorporates hand-crafted aspect keywords and the overall rating
into a hierarchical network to build sentence and document repre-
sentations. AMN [41] first uses attention-based memory networks
to incorporate hand-crafted aspect keywords information into the
aspect and sentence memories. Then, recurrent attention operation
and multi-hop attention memory networks are employed to build
document representations. We name our model as FEDA, where FE
and DA represent feature enrichment and deliberate self-attention,
respectively. FEDAR incorporates overall ratings into the final
review representations.
We compare our LEAD method with the following uncertainty
estimation approaches:Max-Margin is the maximal activation of
the sentiment classification layer (after softmax normalization).
PL-Variance (Penultimate Layer Variance) [39] uses the variance
of the output of the sentiment classification layer (before softmax
normalization) as the uncertainty score.Dropout [6] apply dropout
to deep neural networks during training and testing. The dropout
can be used as an approximation of Bayesian inference in deep
Gaussian processes, which aims to identify low-confidence regions
of input space. All methods are based on our FEDAR model.
Implementation Details:We implemented all deep learning mod-
els using Pytorch [25] and the best set of parameters are selected
based on the development set. Word embeddings are pre-loaded
with 300-dimensional GloVe embeddings [26] and fixed during
training. For MCNN, filter sizes are chosen to be 3, 4, 5 and the
number of filters are 400 for each size. For all LSTM based models,
the dimension of hidden states is set to 600 and the number of
layers is 4. All parameters are trained using ADAM optimizer [11]
with an initial learning rate of 0.0005. The learning rate decays
by 0.8 every 2 epochs. Dropout with a dropout-rate 0.2 is applied
to the classifiers. Gradient clipping with a threshold of 2 is also
applied to prevent gradient explosion. For MBERT, we leveraged
the pre-trained BERT encoder from HuggingFace’s Transformers
package [36] and fixed its weights during training. We also adopted
the learning rate warmup heuristic [15] and set the warmup step
to 2000. For dropout-based uncertainty estimation methods, we set
the dropout-rate to 0.5. The number of samples for Dropout are
50. The number of audiences is 20 for our LEAD model. ζ is set to
1.0. The source codes and datasets used in our experiments will be
Deliberate Self-Attention Network with Uncertainty Estimation for Multi-Aspect Review Rating Prediction , ,
Table 2: Averaged Accuracy (ACC) and MSE of different models on TripAdvisor-R (Trip-R), TripAdvisor-U (Trip-U),
TripAdvisor-B (Trip-B), BeerAdvocate-R (Beer-R), and BeerAdvocate-B (Beer-B) testing sets. For MSE, smaller is better. † indi-
cates that results are obtained from previous published papers and NA indicates that results are not available in those papers.
Method Trip-R Trip-U Trip-B Beer-R Beer-BACC MSE ACC MSE ACC ACC MSE ACC
MAJOR 29.12 2.115 39.73 1.222 62.42 26.29 4.252 67.26
GLVL 38.94 1.795 48.04 0.879 78.15 30.59 2.774 79.73
BOWL 40.14 1.708 48.68 0.888 78.38 31.02 2.715 79.14
MCNN 41.75 1.458 51.21 0.714 81.31 34.11 2.016 82.37
MLSTM 42.74 1.401 48.64 0.791 80.56 34.48 2.167 82.07
MATTN 42.13 1.427 50.53 0.679 80.82 35.78 1.962 84.86
MBERT 44.41 1.250 54.50 0.617 82.84 35.94 1.963 84.73
MATTN-DA 44.50 1.300 53.41 0.632 82.39 38.92 1.714 84.99
MATTN-FE 45.70 1.224 55.39 0.584 83.43 38.85 1.633 85.99
DMSCMC† 46.56 1.083 55.49 0.583 83.34 38.06 1.755 86.35
HRAN† 47.43 1.169 58.15 0.528 NA 39.11 1.700 NA
AMN† 48.66 1.109 NA NA NA 40.19 1.686 NA
FEDA (Ours) 46.72 1.178 55.82 0.574 84.23 39.66 1.617 86.52
FEDAR (Ours) 48.92 1.072 58.50 0.522 85.50 40.62 1.530 87.40
Table 3: Performance of different uncertainty methods on
TripAdvisor-R and BeerAdvocate-R datasets.
TripAdvisor-R
Method top-5% top-10% top-15% top-20% top-25%
Max-Margin 35.40 36.00 37.47 39.15 40.68
PL-Variance 40.20 42.40 43.00 44.25 44.84
Dropout 53.80 53.50 53.33 53.35 53.60
LEAD 65.40 62.60 60.93 60.85 60.20
BeerAdvocate-R
Method top-5% top-10% top-15% top-20% top-25%
Max-Margin 38.80 43.80 46.53 48.30 49.44
PL-Variance 44.00 47.00 48.33 49.65 50.68
Dropout 57.00 57.90 58.60 58.70 59.28
LEAD 71.60 69.50 67.93 67.55 67.20
made publicly available at a Gihub repository upon the acceptance
of this paper.
4.3 Results and Analysis
4.3.1 Prediction Performance. We use accuracy (ACC) and mean
squared error (MSE) as our evaluation metrics to measure the pre-
diction performance of different models. All results are shown in
Tables 2, where we use bold font to highlight the best performance
values and the underline to highlight the second best values.
For the MARP problem, it has been demonstrated that deep neu-
ral network (DNN) based models perform much better than conven-
tional machine learning methods that rely on n-gram or embedding
features [13, 38]. In our experiments, we have also demonstrated
this by comparing different DNN models with MAJOR, GLVL and
BOWL. Compared to simple DNN classification models, multi-task
learning DNN models (MDNN) can achieve better results with
fewer parameters and training time [38]. Therefore, we focused on
comparing the performance of our models with different MDNN
models. Without using overall rating as input, we observed that our
FEDA consistently outperforms MCNN, MLSTM, MBERT, MATTN,
MATTN-DA, MATTN-FE, and DMSCMC on different datasets. DM-
SCMC [38] achieves better MSE on TripAdvisor-R testing set. On
the other hand, HRAN, AMN and FEDAR leverage the power of
overall rating and achieve significantly better results than other
compared methods. Our FEDAR model achieves the best perfor-
mance on all datasets. These results demonstrate the effectiveness
of our methods.
4.3.2 Uncertainty Performance. Uncertainty estimation can help
users identify reviews for which the models are not confident of
their predictions. More intuitively, prediction models are prone to
mistakes on the reviews that they are uncertain about. In Table 3, we
first selected the most uncertain predictions (denoted by top-n%)
based uncertainty scores from the testing sets of TripAdvisor-R and
BeerAdvocate-R. Then, we evaluated the uncertainty performance
by comparing the mis-classification rate (i.e., error rate) of our
FEDAR model for the selected reviews. The more incorrect predic-
tions that can be captured, the better the uncertainty method will be.
From these results, we can observe that Dropout method achieves
significantly better results than Max-Margin and PL-Variance. Our
LEAD method outperforms all these baseline methods on both
datasets, which shows our method is superior in identifying less
confident predictions.
4.4 Aspect-level Sentiment-related Keywords
In this section, we extracted aspect-level sentiment keywords from
TripAdvisor-B and BeerAdvocate-B datasets, and shown them in
Fig. 5. From this figure (Top), we observed that reviewers with posi-
tive experience usually live in “comfortable, beautiful, spacious, and
lovely” rooms, and the staff are “helpful, friendly, and polite”. While
reviewers with negative experience may live in “uncomfortable and
tiny” room. Something may “leak” and there are also problems with
“air conditioning”. The staff are “rude, unhelpful and unfriendly” and
“service” is “poor”. From Fig. 5 (Bottom), we learn that good beers
should have “creamy and smooth” mouthfeel, and the taste may be
“tasty, complex, delicious, balanced, and flavorful”. The mouthfeel of
, , Anonymous et al.
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(h) Taste Negative
Figure 5: Word-cloud visualization of sentiment keywords for TripAdvisor-B (Top) and BeerAdvocate-B datasets (Bottom).
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Figure 6: This figure shows (a) Accuracy and (b) MSE for
MATTN, MATTN-DA, MATTN-FE, FEDA, and FEDAR mod-
els on theTripAdvisor-R dataset during the training process.
low-rated beers is “watery and carbonated”, and the taste may be
“bland, unbalanced, and sour”. These qualitative results have shown
that our deliberate self-attention mechanism is interpretable, and by
leveraging our AKR method, it is a powerful knowledge discovery
tool for online multi-aspect reviews.
4.5 Ablation Study and Parameter Sensitivity
Weattribute the performance improvement of our FEDA and FEDAR
models to: (1) Better review encoder, including a highway word
embedding layer and a feature enriched encoder. (2) Deliberate
self-attention mechanism. Therefore, we systematically conducted
ablation studies to demonstrate the effectiveness of them, and pro-
vided the results in Table 2 and Fig. 6.
We first compared FEDA with MATTN-DA, which is equipped
with a regular word embedding layer and a multi-layer Bi-LSTM
encoder. Obviously, FEDA obtained better results than MATTN-
DA. Similarly, we also compared MATTN-FE with MATTN, since
MATTN-FE adopts the same self-attention mechanism as MATTN.
It can be observed that MATTN-FE performs significantly better
than MATTN on all datasets. This experiment shows that we can
improve the performance by using highway word embedding layer
and feature enrichment technique. Further, we compared FEDA
with MATTN-FE, which does not have a deliberate self-attention
layer. It can been seen that FEDA outperforms MATTN-FE on
all experiments. Moreover, we have also compared the results of
MATTN-DA and MATTN, which are equipped with a deliberate
self-attention layer and a regular self-attention layer, respectively.
We observed that MATTN-DA has a better performance compared
toMATTN. This experiment indicates the effectiveness of deliberate
self-attention mechanism. Compared with other methods, FEDAR
achieves significantly better results, which indicates overall rating
can help the model make better predictions. In Fig. 6, we show ac-
curacy and MSE of different models during training to demonstrate
that FEDA and FEDAR can get consistently higher accuracy and
lower MSE after training for several epochs than basic models.
5 CONCLUSION
In this paper, we proposed amulti-task deep learningmodel, namely
FEDAR, for the problem of multi-aspect review rating prediction.
Different from previous studies, our model does not require hand-
crafted aspect-specific keywords to guide the attention and boost
model performance for the task of rating prediction. Instead, our
model relies on (a) a highway word embedding layer to transfer
knowledge from pre-trained word vectors on a large corpus, (b)
a sequential encoder layer whose output features are enriched by
pooling and feature factorization techniques, and (c) a deliberate
self-attention layer which maintains the interpretability of our
model. Experiments on various MARP datasets have demonstrated
the superior performance of our model. In addition, we also de-
veloped an Attention-driven Keywords Ranking (AKR) method,
which can automatically extract aspect and sentiment keywords
from the review corpus based on attention weights. Aspect-level
sentiment word-cloud visualization results have demonstrated the
interpretability of our model and effectiveness of our AKR method.
Finally, we also proposed a LEcture-AuDience (LEAD) method to
measure the uncertainty of deep neural networks, including our
FEDAR model, in the context of multi-task learning. Our exper-
imental results on multiple real-world datasets demonstrate the
effectiveness of the proposed work.
Deliberate Self-Attention Network with Uncertainty Estimation for Multi-Aspect Review Rating Prediction , ,
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