In this paper, we present new results on frequency weighted balanced truncation technique based on vec and Kronecker Product. This technique is applied to single-sided case and an extension to double-sided case is also presented. Numerical example with comparisons to other techniques is also presented.
Introduction
The concept of approximating a linear system into a more manageable order without jeopardizing the properties of the original dynamical system has attracted many researchers [5] , [2] , [1] . Moore [5] in particular has introduced the well-known model reduction method i.e. the balanced truncation technique. Enns [2] then presented a scheme for reducing a stable high order model with frequency weighting based on [5] . In Enns' method, when using input or output weighting, the reduced order system will yield stable reduced order model. However, when both weightings are present, the stability of the reduced order system is not guaranteed. Lin and Chiu [4] has since proposed a different method to guarantee stability even when both weightings are present under certain assumptions i.e. using strictly proper functions and no occurrence of pole-zero cancellations when forming the augmented system. Wang et al [10] has also solved the stability problem of Enns' for two-sided case by introducing fictitious input and output matrices
The applications of the least square technique in model order reduction are discussed in [6] and [8] . As was presented in [7, 9] , least square technique is a mathematical application where the overall solution of a system minimizes the sum of the squares of the errors made in solving every single equation.
In this paper, a new frequency weighted model reduction technique applying least square method is proposed where instead of attempting to balance and diagonalise the controllability and observability Gramians as in [2, 4, 10] , least square technique is applied. By applying the least technique, the structure of the given system is unaltered. The least square technique is applied to single-sided case and an extension to the double-sided case is proposed. To observe the effectiveness of the proposed method, a numerical example is presented.
Frequency Weighted Model Reduction
In this section, the frequency weighted model reduction technique will be explored to have a better understanding. Consider minimal realization of G(s), V(s) and W(s) as follows
For the original, input and output weight, respectively. Assuming that there are no pole-zero cancellations between weights and the original system, the minimal realization of the augmented system 
be the solutions of the Lypunov pair, 0 0
Similarly, the minimal realization of the augmented system Enns [2] was the first to introduce frequency weighted model reduction. In Enns, the technique was first utilized by expanding the (1,1) and (2,2) block of equation (4) for controllability and observability Gramians respectively. This will yield the following pair of equations for
Similar expressions are given for (2,2) block of equation (7). The matrices E P and E Q in equation (8) 
Lin and Chiu's Technique [9]
A subsequent technique following Enns' is Lin and Chiu's [6] and the commonly referred technique, its generalization in [9] . The generalized Lin and Chiu's technique [9] differs from Enns' technique as it simultaneously diagonalizes the Gramians 
Wang et al's Technique [10]
Another commonly referred method following Enns' is proposed by Wang et al [10] . In [10] , the stability of the reduced order model is guaranteed by making the matrices E P and E Q positive (semi) definite. [10] proposes that the new controllability 
Least Square Method
This section explores the property of Least Square Technique. In general, a least square method is a standard approach where the solutions of an over determined systems is approximated. An over determined system indicate that the equations of a system is more than the specified unknowns as given in the equation In Least Square method, the overall solution minimizes the sum of the squares of the errors made in solving every single equation. This method will be discussed in detail in the next section.
Vec and Kronecker Product
In solving linear matrix equations, vec and kronecker product are two commonly used matrix operations. These operations can be utilized in solving transformation matrices in Least Square technique.
Vec Operation
In Vec operation, an mn vector of the following form 
Results and Discussion
This section explores the new proposed frequency weighted balanced truncation technique which is based on Least Square application. The technique is applied to the single-sided case and an attempted on the doublesided case.
Single-Sided Case
For the proposed method, both the controllability and observability Gramians of the augmented input system, as given in equation (1) Hence, the least square method is conveniently applied.
Construction of Least Square Equations
In this section, the least square construction is presented for single-sided case only. Similar application is applied to the double-sided case.
The equation corresponding to the (1,2) block of the controllability Gramian is given in equation (11) . Rewriting the matrix expansion in the full matrix notation yields: Writing this set of equation into a neat linear system will yield (12) and (13) 
Examples
This practical example is based on Ghafoor [2, 10] . While in Table 2 , it is observed that the results obtained from the double-sided case has a slight improvement compared to Enns' technique and compares well to Wang et al's technique. In this example, pole-zero cancelation occurs hence Lin and Chiu's technique [9] is not applied. 
Conclusions
In this article, a new frequency weighted technique utilizing the least square method is proposed. When applied to the single-sided case, better results are obtained compared to other well-known techniques [2, 10] . The method is then extended to the double-sided case where it yields slight improvement when compared to [2] and compares well with [10] .
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