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ABSTRACT 
We show that a square matrix A over any field is a product of simultaneously 
triangulable idempotent matrices if and only if the minimum polynomial of A is of the 
form (X - l)‘xj, where i is at most one more than the algebraic multiplicity of 0 as an 
eigenvalue. This is deduced from a characterization of products of idempotents in 
upper triangular matrix rings. 
Erdos [l] showed in 1967 that an n X n matrix over any field can be 
written as a product of proper idempotents exactly when it is singular. 
Following this, products of idempotents in several other classes of rings have 
been characterized (see, for example, [.Z] for the case of von Neumann 
regular rings, and [3] for matrices over Euclidean domains). Here we 
consider the case of (upper) triangular matrix rings. 
In terms of eigenvalues, Erdos’s result says that a square matrix A is a 
product of proper idempotents if and only if it has 0 as an eigenvalue. In this 
paper we characterize when A is a product of simultaneously triangulable 
idempotent matrices, in terms of the eigenvalues of A and its minimum 
polynomial. Our Theorem says that such an A has 0 and 1 as its only 
eigenvalues and, if k is the algebraic multiplicity of 0 as an eigenvalue, then 
the minimum polynomial of A is (X - l)‘xj with i < k + 1. This is deduced 
from the following characterization of products of idempotents in any ring of 
upper triangular matrices over a ring having only trivial idempotents. 
PROPOSITION. Let S be a (not necessarily commutative) ring with iden- 
tity, whose only idempotents are 0 and 1. Let R be the ring of upper 
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triangular n x n matrices over S. Then an element of R is a product of 
idempotents in R alf and only if it has the form shown in Figure 1 (that is, all 
diagonal entries are 0 or 1, and any consecutive l’s on the diagonal must 
form an identity block -otherwise, the entries above the diagonal can be 
entirely arbitrary). 
Proof. Suppose first that the matrix A is a product of idempotents in R. 
Then the diagonal entries of A are also products of idempotents (in S), and 
so these entries must be either 0 or 1. Similarly, if A is partitioned into block 
submatrices with square diagonal blocks, then any diagonal block B of A is 
again a product of idempotents (in the ring of upper triangular matrices of 
the same size as B). Thus if all the diagonal entries of B are 1, then B must 
be an identity block, since such a B is also invertible, and the only invertible 
element which is a product of idempotents is the identity. 
Conversely, suppose that A E R has all its diagonal entries 0 or 1, and 
that any consecutive l’s on the diagonal form an identity block. We prove 
that A is a product of idempotents, using induction on the size of A. The 
case n = 1 is trivial. For the induction step, partition A as 
PRODUCTS OF IDEMPOTENT MATRICES 187 
where X is (n - l)X(n - l), Y is (n - 1)X 1, and, by hypothesis, z = 0 or 1. 
If .a = 0, then 
where the first factor is idempotent, while the second is a product of 
idempotents because the induction hypothesis applies to X. 
So suppose z = 1. There are three possibilities: 
(1) There are no zeros on the diagonal of X. 
(2) X has a zero on its diagonal and some ones adjacent to Z. 
(3) There are no ones adjacent to .a on the diagonal of X. 
In the first case, A is just the identity matrix and we are finished. We will 
complete the induction in case (2). Case (3) follows from the same argument 
but with an obvious deletion of certain rows and columns. Hence assume (2). 
Partition X and Y to take into account the ones that are adjacent to z on the 
diagonal. By our hypothesis about A, we can write 
x=[* i f) and Y=[:), 
where 1 is an r X r identity matrix for some r > 1, the 0 in X is 1 X 1, W is 
1 X r, Y, is 1 X 1, and the partitions of X and Y match one another. (Blank 
entries are taken to be zero.) 
Observe that 
Once again the second factor is looked after by the induction hypothesis. For 
the first factor we have 
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where the first of these matrices is idempotent, while the second one equals 
the following product of three idempotent matrices: 
This completes the proof. W 
THEOREM. Let A be an n x n matrix over any field, and let k be the 
algebraic multiplicity of 0 as an eigenvalue of A. Then A is a product of 
simultaneously triangulable idempotent matrices if and only if the minimum 
polynomial of A is 
(x -1)'x.i 
with O<i<k+l and.i>O. 
Proof. We shall use the following two elementary properties of the 
minimum polynomial m,(x) of a block upper triangular matrix A: 
(1) If 
i 
B 
c 
A= 
then m,(x) divides m,(x)m,(x> * . . m,(x). 
(2) Suppose 
A= 
B C (+I 0 D’ 
where B is r X r. If m,(x)= g,(x)g,(x> and 
kergdAl~((~) : X an r X 1 column vector 
il 
then m,(x) divides gJx>. 
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Now suppose A is a product of simultaneously triangulable idempotent 
matrices. By the Proposition, A is then similar to a block upper triangular 
matrix whose diagonal blocks must alternate between identity matrices and 
strictly upper triangular matrices. Notice that k (the algebraic multiplicity of 
0) is the number of zeros on the diagonal. If t is the number of identity 
blocks, then clearly t < k + 1. Also, by (1) we have 
mA( X) divides (X - 1)‘~~. 
Consequently, m,(x) has the required form. 
Conversely, assume m,,(x) = (x - 1)‘~~ with i < k + 1. We proceed by 
induction on k to show A is similar to a matrix of the form described in the 
Proposition. The case k = 0 is trivial (for then A = I). Suppose k >, 1. We 
can assume i 2 1 because the result is clear for nilpotent matrices. By 
considering a basis for the 12 x 1 column vectors which contains a basis for 
the null space of A - I and a nonzero vector in the null space of A, we see 
that A is similar to a matrix of the form 
‘1 \ 
1 
c ,A 1 0 0 D 
where the number of l’s in the top left-hand block is the nullity of A - I. 
(Again, blank entries are taken to be zero.) We can identify A with this 
matrix. Let r be the size of the top left-hand block. Inasmuch as 
: X an r X 1 column vector 
and mA(x) =(x - l)[(x - l)i-‘~j] , we have by (2) that 
m,(x) divides (X -l)i-lrj, 
Also, the algebraic multiplicity of 0 as an eigenvalue of D is k - 1. By 
induction D, and hence A, is similar to a matrix of the required form. The 
induction works, and therefore, by the Proposition, A is similar to a product 
of idempotent upper triangular matrices. n 
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Notice that for a matrix A having only 0 and 1 as eigenvalues, when A is 
put in its Jordan form, the conditions of the Theorem are exactly that the size 
of the largest Jordan l-block is at most one more than the number of zeros on 
the diagonal. For examnle. z , 
\I ‘1 1 1 1 1 0 0 1 
is a product of simultaneously triangulable idempotent matrices, whereas 
I1 1 
1 1 
1 1 (4 1 1 0 1 0 
is not. Notice also that, although the first matrix is upper triangular, it is not 
itself a product of upper triangular idempotent matrices (by the Proposition). 
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