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1. STATEMENT OF PROBLEM 
Consider the following problem: 
where $(x) is a strictly concave function of x, and R is convex and a subset of n 
dimensional Euclidean space E,, . 
Let x be any point in R. Then 4(x) can be represented by the minimum 
value of the hyperplanes to + taken over all t E E, . Writing this more formally 
we have 
where 
W(t) V’lgt) = (Jp , q ,..., T) . 
This is easily proved by differentiating the right side of Eq. (2) and using the 
fact that V2$(t) is negative definite for all t E E,, (in fact we need only confine 
our requirements to a sufficiently large but bounded subset of E,), where 
v2w = (gg) * (4) 
We are thus expressing the function $(x) in terms of its tangent hyperplanes 
and it is seen to be the “envelope” of these hyperplanes. We thus devise the 
term “envelope programming.” 
Let us now define the function 8(t) as follows: 
w> = r$!$p(t> + (x - t)’ Wt>l 
= $gW(% t>l. (5) 
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Now 8(t) is an unconstrained function of t and if we can relate the behavior of 
e(t) to the initial optimization problem we may find this of value in solving 
the initial optimization problem. 
This paper establishes a minimax theorem, which may be used to facilitate 
the solution of the initial optimization problem, and will indicate how this 
optimization procedure might be tackled. 
The basic theorem is that 
or, equivalently, 
(6) 
In the case when the optimum unconstrained solution of $(x) is already 
within R, the minimax theorem is trivial. 
From Lemma 1, we see that 
Now let tU be the unconstrained optimum of d(t). 
Then V+(x*) = 0 and we also have 
= e(P) 
a+*) (9) 
= 4(x*) = ngg m$H(x, t)], 
if x* maximizes 4(x), x E R. 
In this case, the computational implications of the minimax theorem are 
zero, since we simply find the unconstrained optimum and check that it lies 
in R. If it does, we need go no further. If it does not, then the computational 
procedures implicit in what follows may be used. 
The theoretical development is split into two parts. First, we consider the 
case when the boundary of R is strictly convex. Then we consider the case 
when the boundary of R is simply convex, thus allowing us to include 
optimization subject to linear constraints. 
In what follows we assume R bounded, thus ensuring finite x’s, t’s, and 
also 4(x) is bounded, thus ensuring e(t) is bounded. This in no way loses the 
generality of application, since we can make these bounds as large as we wish. 
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2. THEORETICAL DEVELOPMENT 
In what follows, we define x(t) to be a specified value of x which minimizes 
6(t) for a given t. 
In the case when R is strictly convex, and V+(t) = 0, x(t) will be a unique 
point. When R is convex, x(t) is defined equal to x,(t) in Lemma 2’. 
2.1, Case when the Boundary of R is strictly Convex 
We first of all prove a series of 8 lemmas and end with the basic theorem. 
By strict convexity we mean that if x1 and x2 E R, then kc, + (1 - A) x2 is an 
interior point of R for 0 < X < 1. 
LEMMA 1. 
mjn[H(xO, t)] < H(xO, to) 
< yEyjw(“, to)1 for all to and all x0 E R. (11) 
Then, 
x-pi; n+[H(xO, t)] < yg[H(X, tO)l, for all to 
< yjn yE$H(x, to)]- (12) 
This is essentially the required result, dropping the suffixes. 
LEMMA 2. Let u’(t) x = b(t) b e a hyperplane tangent to R at x(a(t)). Let 
a(t) be d@mntiable, and let the boundary of R be strictly convex. Assume 
a(t) # 0. 
Then, 
where 
dx’(a(t)) - a(t) - 0 11 dt [12, (13) 
Proof. Let d(x) be the distance from x to u’(t). x = b(t). Then, 
d(x + dx) = d(x) + dx’ Vd(x) + 0 11 Ax l12. (14) 
Now at x = x(a(t)), we have d(x) = 0 and it is a minimum value in the 
region of x = ~(u(t)). Thus Vd(x) = 0 at this point. 
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Also, 
Finally, 
II ~x(4m12 w 0 /j At 11~. (15) 
Ax’(a(t)) . u(t) = d(x(a(t)) + Ax@(t))). 
Thus the lemma is proved. 
(16) 
LEMMA 3. 
de(t) = (x(t) - t)’ V2$(t) At + 0 I/ At 112. (17) 
For the time being we shall assume that we encounter no t for which V+(t) = 0 
and all the Lemmas 3-8 and the theorem make this assumption. The reason for 
this is that when V+(t) = 0, there is no unique optimizing value of x for H(x, t). 
Since we shall be encountering the same problem when R is not strictly convex, 
we assume, for the time being, that V+(t) # 0. In Section 2.3 we return to this 
point. 
Proof. 
de(t) = A+(t) + A(x(t) - t)’ V+(t) 
= At’V+(t) + Ax’(t) V+(t) - At’V+(t) + (x(t) - t)’ V”+(t) At (18) 
+ 0 II At /12. 
From Lemma 2, we have, with a(t) = V’+(t), 
Ax’(t) V#) = 0 Ij At /12. 
Thus, 
(19) 
Ae(t) = (x(t) - t)’ V2$(t) At + 0 II At /12. (20) 
LEMMA 4. I f  t* minimizes e(t), then x(t*) = t*. 
Proof. In Lemma 3, let At = h(x - t*). h small and positive. 
Then, 
Ae(t*) = h(x(t*) - t*)’ vy(t*) (x(t*) - t*) + O(P). (21) 
Since$(t) is strictly concave, V2$(t*) is negative definite. Thus we can decrease 
e(t) below the value of e(t*) unless x(t*) = t*. Since e(t*) is the lowest value 
of e(t), we must have x(t*) = t*. 
LEMMA 5. I f  x* maximizes +6(x), subject to x E R, then x* is one value for 
x(x*). 
Proof. Suppose X(X*) = x**, and x* is not a value of x(x*). 
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Then, if 0 < X < 1, we have 
#x** + (1 - X) X*) - 4(X”) 
Now 
= cgx* + qx** - x*)) - 4(x*) (22) 
= x(x** - iv*)’ v&z*) + O(P) if h is small enough. 
0 < Iqx**, x*> - IQ*, x*) = (Lx** - x*)’ V$(x*). (23) 
Thus, $(xX** + (1 - h) x*) > $(x*) for some sufficiently small h. 
This contradicts the fact that x* maximizes 4(x), for x E R, since 
Ax** + (1 - h) x* E R and since R is convex. 
LEMMA 6. 
Proof. 
Also, 
e(t*) = 4(x*) = c&t(t*)). 
4(x*) < fqt*) (Lemma 1) 
< 8(x*) 
= I+*, Lx*) (Lemma 5) 
= 4(x*). 
#4t*)> = w*> 
= tyt*) 
= $(x*). 
(Lemma 4) 
(Lemma 4) 
(24) 
(25) 
(26) 
LEMMA 7. If to is any local minimum of O(t), then 
cj(tO) = l?(P) = cj(x*) and x(t0) = to. 
Proof. Following the same procedure as in Lemma 4, if to is a local 
minimum of 8(t), we must still have x(tO) = to. 
Then, 
O(P) = $(tO) < $&Lx*). (27) 
Also, 
Hence, 
ep) = H(t0, to> > r$(x*) (Lemma 1). (28) 
e(P) = $yx*>. (29) 
LEMMA 8. O(t) has only one local minimum. 
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Proof. Since 4(x) is strictly convex, it has only one maximum point x*. 
From Lemma 7, if to is a local minimum of B(t), we must have therefore, 
to = x*. 
THEOREM. 
npgc mjn[H(x, t)] = m$n rn$H(x, t)], 
and if t* is the, unique, local minimum of e(t), then t* = x*. 
Proof. This follows directly from Lemmas 7 and 8. 
2.2. Case when the Boundary of R is simply Convex 
We prove two lemmas which are the counterparts of Lemmas 2, 3, 4, with 
Lemmas 3 and 4 being combined because of the special analysis needed. The 
remaining results are identical. 
By simple convexity we mean that if x1 and xa E R, then 
hx,+(l -A)x,ER forO<X< 1. 
LEMMA 2’. Let a’(t) x = b(t) b e a tangent hyperplane to R, with the com- 
mon region S containing more than one point of R. Let a(t) be differentiable, 
Vu(t) be strictly negative deJinite, where Vu(t) = (Sa(t)/StJ. Then there exists 
an x0 E S such that 
(x - x0)’ Vu(t) (x0 - t) < 0, for all x E S. (31) 
Proof. The lemma is clearly true if t E S, and we can select x0 = t. 
Suppose t 6 S. Since Vu(t) is negative definite, there exists a nonsingular 
transformation matrix T such that T’Va(t) T = - 1 where I is the unit 
n X n matrix. 
Let t = TX-~, 7 = T-9, and let S-l = T-?S’. 
Since t 6 S, then 7 $ S-r. 
Then we have 
(x - x0)’ VW (x0 - t) = - (6 - to)’ (to - T). (32) 
Now choose to to minimize 6 E S-l[(.$ - 7)’ (5 - T)]. 
Let the perpendicular from 7 to the line joining 5 and [,, meet this line at 
the point f+. 
Then either 6 and to are on one side of the perpendicular (Fig. la) or 
& = t+ (Fig. lb). This follows because S, and hence S-r, is a convex set, 
thus preventing to and 5 from being on different sides of the perpendicular, 
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since, if they were, every point joining E and & would also be in S-l, and 
one of these points would be E+ and provide a smaller value of (5 -- T)’ (f - T). 
In either case, cos(01) > 0 in Figs. la and b. 
FIGURES la and b 
If 50 f 7, cos(a) = h(lf - 7)’ (60 - T), where It > 0, and hence 
(5 - 7)’ ((,, - T) > 0. If ‘$0 = 7, we trivially get 
(8 - 7)’ (&, - T) = 0. 
Thus the lemma is proved. 
LEMMA 2”. If S contains only one point, x0 , then lemma 2’ is trivially true. 
LEMMA 4’. If t* minimizes O(t), then x(t*) = t*. 
Proof. From the general theory of Linear Programming, it is known that 
if a(t)’ (X - t) takes its maximum value at any point in S, then 3~ > 0 such 
that a’(t + At) (x - t - At) takes its maximum value at at least one point 
in S providing 11 At 11 < E. 
Now let a(t) = V$(t) and let x(t + At) be the optimum x E S for 6(t + At). 
Let x0(t) be chosen as per Lemmas 21 or 2”. 
Let t* minimize e(t). 
Then, 
tl(t* + At) = $(t* + At) + (x(t” + At) - t” - At)’ V$(t* + At), 
8(t*) = #(t*) + (Xo(t*) - t*)’ V’4(t*). 
AtI = (X(t* + At) - Xo(t*))’ V$(t*) + (X(t* + At) - t*)’ 
x V2$(t*) At + 0 jl At 112. 
Now we have 
(33) 
(34) 
(35) 
x(t* + At)’ V$(t*) = x,,(t*)’ V+(t*), 
(since x(t* + At) and x,,(t*) E 6’). 
(36) 
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Also, 
(x(t* + At) - t*)’ Vz4(t*) At 
= X(x,(t”) - t”)’ Vqqt*) (Xo(t*) - t*) 
+ A(x(t* $ At) - x&t*)) V%$(t*) (x,(t*) - t’) 
(37) 
< A(x,(t*) - t*)’ V2f$(t*) (x&t*) - t*) using Lemmas 2’ or 2” 
<o 
if 
Xo(t*) # t* and 0 < h 11 xo(t”) - t* 11 < E. 
Thus AO(t*) < 0 if x,(t*) # t*, and the lemma is proved. 
The remaining Lemmas 5-8 now follow automatically and the main theo- 
rem also holds true. 
2.3. Case when V+(t) = 0 
In the case when V+(t) = 0, then all x E R maximize H(x, t). Let 
us now define S to be identical with R, and choose x0(t) to maximize 
(x - t)’ Va#(t) (x - t). Th e results of Section 2.2 then hold, and the Lem- 
mas 5-8 then follow automatically. 
3. PRACTICAL IMPLICATIONS 
Suppose we have reached a stage when we have a particular value of t and 
S(t) is the set of all x E R which maximize H(x, t). 
We let x0(t) E S be a value of x E S which maximizes 
(x - t)’ y(t) (x - t). 
If x0(t) = t, then x,,(t) is the unique optimum solution to our initial opti- 
mization problem. 
If x,,(t) # t, we set At = h(x,(t) - t) and find x(t + At) to minimize 
e(t + At). We may need to ensure that X is small enough for e(t + At) to be 
less than O(t). 
Clearly one might develop in due course different rules for determining X. 
Let us define 
8(t, A) = qt + X(x,(t) - t)). (38) 
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We know from inequality (37) that there is a nonzero x such that for all h 
less than or equal to this, 8(t, A) < 8(t, 0), h # 0, unless we have already 
arrived at the optimum solution at t. 
We can now use any procedure for locating the minimum, over A, of the 
function 8(t, A). 
The convergence of the procedure follows from the facts that 0(t) has a 
unique local minimizing point (Lemma S), identical with the unique maxi- 
mizing point, in R, of 4(x); we can always reduce 0(t) unless we have reached 
this point (inequality 36); and an assumption that the minimum and maxi- 
mum values of 19(t) and +(x) (X E R) are bounded. 
Where R is strictly convex, S contains only one point and the next stage 
is easy. 
When R is simply convex, S may contain more than one point, we face a 
quadratic programming problem at some stages; but, even in this case, most 
of the sequences of sets S arising in the calculations will consist of one point. 
If R is the region determined by linear constraints, most of our optimum 
x(t), in a given series of calculations, will be single vertices of the convex 
polyhedron R, and we will have x,,(t + A) = x,,(t) until At is sufficiently 
large. When At becomes sufficiently large S(t + At) will eventually contain a 
further point to x0(t), and hence all points on the segment joining x,(t) to this 
point. 
In such cases, the relative costs for the nonbasic variables of the implicit 
linear program will be a known linear function of 
and we simply increase h until one of these becomes zero. Usually only one 
will become zero, although cases will arise when more than one become zero. 
In the former case, if x1 is the next vertex to qualify for inclusion in the 
solution, then any point of S(t + At) is a positive linear combination of x0 
and x1 . Then we have 
(x - t - At) V#(t + At) (x - t - At) 
= (&x0 - t - At) + (1 - /J) (X1 - t - At)) Vyb(t + At) (39) 
x (p(q - t - At) + (1 - p) (X1 - t - At)). 
Expression (39) is quadratic in p and can easily be maximized over 0 < p < 1 
to give xo(t + At). 
In the latter case, when several relative costs become zero, we have a more 
general quadratic program to solve, but this may contain few variables, since 
S(t + At) may have only a few dimensions. 
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ALTERNATE PROOF] 
A short, simple and direct proof of the author’s minimax theorem is the 
following: 
In Ref. [4, p. 96, Theorem (13B)]l, it is proved that Eq. (6) of the paper 
holds if and only if H(x, t) has a saddle point. It is quite easy to establish the 
existence of a saddle point for H(x, 1). 
Let x0 be a point of R such that $(x,,) 3 C(X) for all x E R. Let t, = x,, . In 
order to show that (x,, , to) is a saddle point, it suffices to show that 
Wo) + (x - to)’ Wto) 
G w + (x0 - t)’ V(4 for all x E R and all t E En. 
(A-1) 
Since t, = x,, , the inequality (A-l) can be rewritten as 
vwo) + (x - x0)’ Wb”o) G M> + 00 - 9 V(t). 
Note that (A-2) follows from the following two inequalities: 
(A-2) 
d@o) - d(t) G (to - 9’ ww for all t E En. (A-3) 
(x - x0) Wxo) d 0 for all x E R. (-4-4) 
The inequality (A-3) holds since C#J is concave (it is not necessary that $ be 
strictly concave). The inequality (A-4) holds since $ is concave, R is convex, 
and since +(x0) 2 #J(X) for all x E R; that is, note that (X - x0)’ . V+(x,,) is the 
directional derivative of 4 at x0 in the direction of (X - x,,). By the definition 
of the directional derivative, we have 
(.& _ xo)’ . V(#,) = k$ = #I + dx ; %J) - +iJ . (A-5) 
Since R is convex, we have x0 + CX(X - x0) E R for all CXE (0, 1). Since 
$(x0 + U(X - x0)) - +(x0) < 0 for all M E (0, I), we get from (A-5) the 
inequality (A-4). This completes the proof of the minimax theorem. 
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