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Abstract
The asymptotic behaviour of parabolic cylinder functions of large real order is considered. Various expansions in
terms of elementary functions are derived. They hold uniformly for the variable in appropriate parts of the complex
plane. Some of the expansions are doubly asymptotic with respect to the order and the complex variable which is
an advantage for computational purposes. Error bounds are determined for the truncated versions of the asymptotic
series.
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1. Introduction
Formulae for parabolic cylinder functions when the order is large have been derived by a number of
investigators (see, for example, [1]). The most general treatment is due to Olver [3]. In the following
uniform expansions for complex variables are obtained under the simplifying assumption that the order
is real. The method adopted to give the expansions is based on a simple modiﬁcation of the theory of
Olver [2,4]. The resulting formulae are not the same as those in Olver [3] and include doubly asymptotic
series of the type discussed by Temme [5] when the variables are real.
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2. General properties
The parabolic cylinder functions are entire functions which satisfy the differential equation
d2w
dz2
=
(
1
4
z2 + a
)
w. (1)
Two solutions of (1) are
U(a, z) = y1 cos (14 + 12a) − y2 sin (14 + 12a), (2)
V (a, z) = y1 sin (14 + 12a) + y2 cos (14 + 12a), (3)
where
y1 = (−
1
2a − 34)!
1/22(1/2)a+1/4
e−(1/4)z2 1F1
(
1
2
a + 1
4
; 1
2
; 1
2
z2
)
, (4)
y2 = (−
1
2a − 14)!
1/22(1/2)a−1/4
ze−(1/4)z2 1F1
(
1
2
a + 3
4
; 3
2
; 1
2
z2
)
(5)
and 1F1 is the usual conﬂuent hypergeometric function.
It can be seen from (4) and (5) that
U(a, 0) = (−
1
2a − 34)!
1/22(1/2)a+1/4
cos 
(
1
4
+ 1
2
a
)
= 
1/2
(12a − 14)!2(1/2)a+1/4
, (6)
V (a, 0) = (−
1
2a − 34)!
1/22(1/2)a+1/4
sin 
(
1
4
+ 1
2
a
)
. (7)
Moreover, if dU(a, z)/dz be denoted by U ′(a, z),
U ′(a, 0) = − (−
1
2a − 14)!
1/22(1/2)a−1/4
sin 
(
1
4
+ 1
2
a
)
= − 
1/2
(12a − 34)!2(1/2)a−1/4
, (8)
V ′(a, 0) = (−
1
2a − 14)!
1/22(1/2)a−1/4
cos 
(
1
4
+ 1
2
a
)
. (9)
Consequently, the Wronskian of U and V is given by
U(a, z)V ′(a, z) − U ′(a, z)V (a, z) =
(
−a − 1
2
)
!
(
2

)1/2
. (10)
Various connection formulae, which relate values in one part of the z-plane to those in another part,
can be deduced from (2) to (5). For example
U(a,−z) = V (a, z) cos a − U(a, z) sin a, (11)
V (a,−z) = U(a, z) cos a + V (a, z) sin a (12)
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and
U(a,−z) + iV (a,−z) = ieia{U(a, z) − iV (a, z)}. (13)
Other important connections are supplied by
U(a, z) ± iV (a, z) =
(
−a − 1
2
)
!
(
2

)1/2
e±i((1/2)a+1/4)U(−a,∓iz). (14)
When a is ﬁxed and |z| → ∞ with |ph z|< 3/4
U(a, z) ∼ z−a−1/2e−(1/4)z2
∑
s=0
(−2)s
(
1
2
a + 1
4
)
s
(12a + 34)s
s!z2s , (15)
where (b)s is the Pochhammer symbol deﬁned by
(b)s = (b + s − 1)!/(b − 1)!
The behaviour for other ranges of ph z can be inferred from (14) and (15). Thus, for /4< ph z< 5/4
U(a, z) ∼ z−a−1/2e−(1/4)z2 + (2)
1/2
(a − 12 )!
ei(−a+1/2)za−1/2e(1/4)z2 . (16)
For −5/4< ph z< − /4 change i to −i in the exponential in the second term of (16). In the region
common to (15) and (16) it can be checked that the difference between them is negligibly small so that
there is consistency.
The asymptotic performance of V can be deduced from that of U via the connection formulae. For
instance
V (a, z) ∼ ±iU(a, z) +
(
−a − 1
2
)
!
(
2

)1/2
za−1/2e(1/4)z2
∑
s=0
2s
(
1
4
− 1
2
a
)
s
(34 − 12a)s
s!z2s , (17)
where +i is appropriate for −/4< ph z< 3/4 and −i for −3/4< ph z< /4. Again there is con-
sistency in the common region because there U is negligible compared with the rest of the expression
in (17).
3. Large real order
The asymptotic behaviour when a is real and of large magnitude will be considered now. In order that
results for real order are not confused with those for complex order the designation of the order will be
changed to b. In addition, b will be restricted to positive values so that formulae forU(b, z) andU(−b, z)
will be required.
When a = b change the variable in (1) from z to 2zb1/2 so that
d2w
dz2
= 4b2(z2 + 1)w
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is the differential equation to be solved. Let (z) be a new variable deﬁned by
(z) =
∫ z
0
(t2 + 1)1/2 dt = 12z(z2 + 1)1/2 + 12 ln{z + (z2 + 1)1/2}. (18)
Then, if w = (z2 + 1)−1/4W , the differential equation for W in terms of  is
d2W
d2
=
{
4b2 − 3z
2 − 2
4(z2 + 1)3
}
W . (19)
The form in (19) is suitable for application of Olver’s theory to obtain asymptotic expansions as b → ∞.
The function (z) has branch points at z = ±i so that branch lines must be speciﬁed to ﬁx the branch
of  involved. In order that the asymptotic expansions are uniform in a conveniently large region the
branch lines should be chosen to lie on R() = 0. The one selected for z = i leaves the branch point at
an angle 5/6 to the positive real axis and goes steadily off towards ∞e3i/4. This branch line will be
called C. The reﬂection of C in the real axis is the branch line from z = −i; denote it by D. Then (z) is
single-valued in the z-plane cut along C and D. Deﬁne it to be positive on the positive real axis and by
continuity elsewhere.
With the branch of  ﬁxed a possible asymptotic solution of (19) as b → ∞ is
W1 = e−2b(z)
∑
s=0
Bs()
(2b)s
,
where  is to be determined at a later stage. Substitute the series for W1 in (19) and equate like powers of
2b. Then B ′0 = 0 and
B ′s+1() =
1
2
d
d
{
d
d
B ′s()
}
+ 3z
2 − 2
8(z2 + 1)3
d
d
Bs() (s0). (20)
Solution of (20) gives Bs+1 to within an arbitrary constant as soon as Bs is known. The process is started
by taking B0() = 1.
A second solution W2 of (19) is obtained by changing the sign of b and is given by
W2 = e2b(z)
∑
s=0
(−)sBs()
(2b)s
.
It is clear from (15) that U(b, 2zb1/2) is exponentially damped as z → ∞ along the positive real axis.
Since the general expression for U contains a linear combination of W1 and W2 it follows that W2, which
is exponentially large as z → ∞, must be dropped. Hence, there is a constant A such that
U(b, 2zb1/2) ∼ A
(z2 + 1)1/4W1 (21)
as b → ∞ when  is suitably chosen.
The derivative of U can be calculated directly from (21) and is given by
U ′(b, 2zb1/2) ∼ −Ab1/2(z2 + 1)1/4e−2b(z)
∑
s=0
B∗s ()
(2b)s
, (22)
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where B∗0 () = 1 and
B∗s () = Bs() +
z
2(z2 + 1)3/2Bs−1() −
1
(z2 + 1)1/2
d
dz
B ′s−1() (23)
for s1.
Turn now to the case a = −b. The differential equation to be solved now is
d2w
dz2
= 4b2(z2 − 1)w.
Take as a new variable (z) deﬁned by
(z) =
∫ z
1
(t2 − 1)1/2 dt = 12z(z2 − 1)1/2 − 12 ln{z + (z2 − 1)1/2}. (24)
Then the substitution w = (z2 − 1)−1/4W leads to
d2W
d2
=
{
4b2 − 3z
2 + 2
4(z2 − 1)3
}
W . (25)
A branch cut along the real axis from z = −1 to 1 renders (z) single-valued. Its value is taken to be
positive on the real axis with z> 1 and obtained by continuity elsewhere. In addition, to permit the use
of Olver’s asymptotic theory, boundaries from z=−1 on which R(z)= 0 are introduced. The boundary
above the real axis, denoted by C1, leaves z= −1 at an angle of 2/3 to the positive real axis an goes off
to ∞e3i/4. A second boundary, called D1, is the reﬂection of C1 in the real axis. These boundaries are
related to the cuts employed for (z). For, if the diagram for (z) is notated positively through /2, the
curve C comes into coincidence with D1. Similarly, after a negative rotation of /2, D becomes C1.
In the cut region to the right of C1 and D1 asymptotic solutions of (25) as b → ∞ are
W3 = e−2b(z)
∑
s=0
Ds()
(2b)s
and
W4 = e2b(z)
∑
s=0
(−)sDs()
(2b)s
with  to be speciﬁed later. The coefﬁcients Ds satisfy D′0() = 0 and
D′s+1() =
1
2
d
d
{
d
d
D′s()
}
+ 3z
2 + 2
8(z2 − 1)3
d
d
Ds() (26)
for s0. The value of D0 is settled by deﬁning D0() = 1.
In view of the behaviour of U as z → ∞ along the real axis only W3 is relevant and
U(−b, 2zb1/2) ∼ C e
−2b(z)
(z2 − 1)1/4
∑
s=0
Ds()
(2b)s
(27)
in the cut region to the right of C1 and D1.
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It is time now to consider how the expansions are affected by the choices made for  and .Also various
parts of the z-plane are omitted from the regions of validity of (21) and (27). So it is desirable to derive
the asymptotic behaviour in the excluded parts.
4. Choice A
The ﬁrst option for  and  to be discussed in the simple one in which =z and =z. The corresponding
constants A and C will be denoted by A0 and C0.
With  = z(20) goes over to
d
dz
Bs+1(z) = 12
d
dz
{
1
(z2 + 1)1/2
dBs(z)
dz
}
+ 3z
2 − 2
8(z2 + 1)5/2Bs(z). (28)
Solutions of (28) involve an arbitrary constant. This is determined by taking Bs(0) = 0 for s > 0. In fact,
solutions of (28) are given by
Bs(z) = ps(z)/(z2 + 1)3s/2 (29)
where ps(z) is a polynomial of degree 3s in z. The polynomials may be computed easily and the ﬁrst few
are
p0(z) = 1, p1(z) = −(6z + z3)/24, p2(z) = (684z2 + 444z4 + 145z6)/1152,
p3(z) = (246, 240z − 193, 320z3 − 17, 388z5 − 1386z7 + 1867z9)/414, 720. (30)
It follows from (21) that
U(b, 2zb1/2) ∼ A0 e
−2b(z)
(z2 + 1)1/4
∑
s=0
ps(z)
(z2 + 1)3s/2(2b)s (31)
as b → ∞.
Formula (31) is uniformly valid throughout the z-plane cut along C and D. In particular, it holds at the
origin. Consequently, from (6)
A0 = 
1/2
(12b − 14)!2(1/2)b+1/4
. (32)
Remark that, when z → ∞, (z) ∼ 12z2 + 14 + 12 ln 2z so that
A0e
−2b(z)/(z2 + 1)1/4 ∼ e−bz2/(2zb1/2)b+1/2
when Stirling’s formula is applied to the factorial in A0. This agrees, as it should, with the factor outside
the summation in (15) with appropriate change of variables.
The derivative of U is found from (22) and (23). It is given by
U ′(b, 2zb1/2) ∼ −A0b1/2(z2 + 1)1/4
∑
s=0
qs(z)
(z2 + 1)3s/2(2b)s , (33)
where q0(z) = 1 and, for s1,
qs(z) = ps(z) + (3s − 52 )zps−1(z) − (z2 + 1)p′s−1(z). (34)
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Explicit expressions for s = 1–3 are
q1(z) = (6z − z3)/24, q2(z) = (288 + 108z2 + 420z4 + 145z6)/1152,
q3(z) = (−246, 240z + 275, 400z3 + 69, 012z5 + 24, 714z7 + 1867z9)/414, 720. (35)
The question as to whether (33) reproduces (8) is slightly complicated and considered in an appendix.
According to (14)
U(−b, 2zb1/2) =
(
b − 1
2
)
! 1
(2)1/2
{
ei(1/4−(1/2)b)U(b,−2izb1/2) + ei((1/2)b−1/4)U(b, 2izb1/2)
}
.
(36)
If (31) is used in (36) the rotations due to the factor i in the arguments of U bring in cuts along C1 and D1
as well as along C2 and D2 the reﬂections of C1 and Dl , respectively, in the imaginary axis. Furthermore,
some care is necessary in identifying the correct relation between {(±iz)2 + 1}1/2 and (z2 − 1)1/2 as z
moves about.
For z below the real axis between D1 and D2 the insertion of (31) in (36) gives
U(−b, 2zb1/2) ∼
(
b − 1
2
)
! A0
(2)1/2(z2 − 1)1/4
{
e−2b(z)
∑
s=0
ps(−iz)e−3si/2
(z2 − 1)3s/2(2b)s
− ie2b(z)
∑
s=0
ps(iz)e−3si/2
(z2 − 1)3s/2(2b)s
}
. (37)
As |z| → ∞ in the speciﬁed region (z) ∼ (1/2)z2 so that the term containing e−2b is exponentially
large while that with e2b is exponentially small. But (27) is also valid in this part of the plane. Consistency
is impossible unless
C0 = (b − 12 )!A0/(2)(1/2) = (12b − 34)!2(1/2)b−5/4/1/2, (38)
Ds(z) = ps(−iz)e
−3si/2
(z2 − 1)3s/2 =
ps(iz)e3si/2
(z2 − 1)3s/2 , (39)
where (32) has been quoted in (38) and
(2z)! = z!(z − 12 )!22z/1/2
employed. All the quantities in (27) have been determined now.
There is another way of writing (37) which is very convenient. Let (1 − z2)1/2 have branch cuts along
the real axis from −∞ to −1 and from 1 to +∞. Take (1 − z2)1/2 to be positive for −1<z< 1 and to
be continuous except across the cuts. Then, in the region where (37) holds (z2 − 1)1/2 = −i(1 − z2)1/2
and (z) = i(z) where
(z) = 12 cos −1z − 12z(1 − z2)1/2. (40)
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The values of cos−1z lie in (0, ) when z ∈ (−1, 1) and are obtained by continuity elsewhere. Then (37)
goes over to
U(−b, 2zb1/2) ∼ (b − 12 )!
(
2

)1/2
A0
(1 − z2)1/4
{
cos
(
2b − 1
4

)∑
s=0
p2s(iz)
(1 − z2)3s(2b)2s
+ i sin
(
2b − 1
4

)∑
s=0
p2s+1(iz)
(1 − z2)3s+3/2(2b)2s+1
}
. (41)
Repetition of the analysis for z between C1 and C2 leads to (41) again. Since the real axis is included (41)
provides an asymptotic expansion in the whole region between C1 + D1 and C2 + D2. Thus (41) gives
the asymptotic behaviour near the cut excluded by (27). Since (0) = /4 it does reproduce (6) when
account is taken of (38).
The next matter to be examined is what happens to U(−b, 2zb1/2) when z passes through C1 + D1.
The formula for U obtained from (14) may be rearranged to give
U(−b,−2zb1/2) = (2)
1/2
(−b − 12 )!
ei((1/2)b+1/4)U(b, 2izb1/2) − ei(b+1/2)U(−b, 2zb1/2). (42)
When z lies in the region to the right of D1 below the real axis and to the right of C2 above the real
axis (31) and (27) can be substituted into the right-hand side of (42) with the result
U(−b,−2zb1/2) ∼ (2)
1/2A0e2b(z)
(−b − 12 )!(z2 − 1)1/4
∑
s=0
ps(iz)e−3si/2
(z2 − 1)3s/2(2b)s
− ei(b+1/2) C0e
−2b(z)
(z2 − 1)1/4
∑
s=0
ps(iz)e3si/2
(z2 − 1)3s/2(2b)s (43)
after taking advantage of (39). When z is near to D2, −z is near C1 and so (42) supplies the asymptotic
behaviour as the boundary C1 is crossed. Indeed (42) gives the asymptotics for the region to the left of
C2 above the real axis and to the left of D1 below the real axis.
When z is in the region to the right of C1 above the real axis and to the right of D2 below the real axis
the only change to (42) is that the factor ei(b+1/2) multiplying C0, is altered to e−i(b+1/2). This formula
provides the asymptotic behaviour in the region to the left of D2 below the real axis and to the left of C1
above the real axis; it covers the passage through the boundary D1.
There are now apparently two different asymptotic formulae valid in the region to the left of C1 +D1.
However, in this region, the term containing A0 is dominant because the term with C0 is exponentially
small. Hence there is no inconsistency apart from one possible exception. The exceptional case occurs
when b=n+1/2, n being a nonnegative integer, for then the term inA0 disappears. But when b=n+1/2,
the two different exponential factors of C0 have the same value and, once again, there is consistency.
The asymptotic behaviour ofU(−b, 2zb1/2) is now available everywhere in the z-plane except in neigh-
bourhoods of z = ±1. Expansions in these neighbourhoods cannot be achieved by means of elementary
functions and will not be considered further.
The derivative of U(−b, 2zb1/2) in the extended regions can be obtained term-by-term from (37), (41)
and (43) as in (22) but details will be omitted.
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There remains the question of how U(b, 2zb1/2) behaves near the cuts C and D. Eq. (42) is still valid if
the sign of b is changed throughout but not in b1/2. The rotation of (27) through a right-angle will occur
then. To accommodate this it is necessary to introduce boundaries C3 and D3 which are the reﬂections of
C and D, respectively, in the imaginary axis. Then, for z in the region to the right of C3 and the imaginary
axis above the real axis and to the right of D below the real axis
U(b,−2zb1/2) ∼ (2)
1/2
(b − 12 )!
C0e2b(z)
(z2 + 1)1/4
∑
s=0
(−)sps(z)
(z2 + 1)3s/2(2b)s
− ei(1/2−b) A0e
−2b(z)
(z2 + 1)1/4
∑
s=0
ps(z)
(z2 + 1)3s/2(2b)s . (44)
Formula (44) is valid for −z to the left of C3 and the imaginary axis above the real axis and to the left of
D below the real axis. Therefore it deals with the transition through C.
For −z to the left of C above the real axis and to the left of D3 below the real axis change ei(1/2−b) to
ei(b−1/2) in (44). The passage across D is covered then.
There are now two formulae in addition to (31) holding to the left of C and D. That all three are
consistent with one another can be checked without difﬁculty.
5. Choice B
The expansions found in the preceding section are uniformly valid for z in the designated regions. They
are therefore useful for many analytical purposes. However, they are not so satisfactory for computation
when |z| is large because Bs(z) tends to a nonzero constant as |z| → ∞. It was pointed out by Temme
[5] that, when z = x where x is real, Olver’s expressions can be modiﬁed so as to be doubly asymptotic
in x and b. The aim of this section is to show that expansions which are doubly asymptotic in z and b can
be achieved by an appropriate choice of .
The obvious selection for , in view of Temme’s analysis, is 1 deﬁned by
1 = 12
{
z
(z2 + 1)1/2 − 1
}
. (45)
There is no necessity to bring in any cuts in the z-plane other than those introduced already.
With 1 given by (45) Bs(1) satisﬁes, on account of (20),
B ′s+1(1) = 4
d
d1
{21(1 + 1)2B ′s(1)} +
1
4
(3 + 201 + 2021)Bs(1). (46)
The arbitrary constant arising from (46) is ﬁxed by requiring Bs(0)=0 for s1. Then Bs can be obtained
in a straightforward manner since B0() = 1. In particular
B1() = 12 (20
2 + 30 + 9), (47)
B2() = 
2
288
(61604 + 18, 4803 + 19, 4042 + 8028 + 945). (48)
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Generally, as can be seen from (46), Bs() is a polynomial in  of degree 3s in which the lowest power
occurring is s .
From (21)
U(b, 2zb1/2) ∼ A1
(z2 + 1)1/4 e
−2b(z)∑
s=0
Bs(1)
(2b)s
, (49)
where the constant A1 has yet to be determined. The derivative follows from (22) and is given by
U ′(b, 2zb1/2) ∼ −A1b1/2(z2 + 1)1/4e−2b(z)
∑
s=0
B∗s (1)
(2b)s
, (50)
where
B∗s (1) = Bs(1) − 21(1 + 1)(21 + 1)Bs−1(1) − 821(1 + 1)2B ′s−1(1). (51)
The ﬁrst two B∗s obtained from (51) are
B∗1 () = −

12
(282 + 42 + 15), (52)
B∗2 () = −
2
288
(72804 + 21, 8403 + 23, 0282 + 96, 845 + 1215). (53)
Again B∗s () is a polynomial of degree 3s in , the lowest power present being s .
Another possibility for  is
2 = 12
{
z
(z2 + 1)1/2 + 1
}
. (54)
The replacement 1 = −2 − 1 in (46) merely changes the sign of the right-hand side. Hence, another
expansion for U is
U(b, 2zb1/2) ∼ A2
(z2 + 1)1/4 e
−2b(z)∑
s=0
(−)sBs(2)
(2b)s
(55)
with Bs as in (46)–(48). Similarly
U ′(b, 2zb1/2) ∼ −A2b1/2(z2 + 1)1/4e−2b(z)
∑
s=0
(−)sB∗s (2)
(2b)s
, (56)
where B∗s () is the same as in (52) and (53).
Expansions (49) and (55) hold in the z-plane cut along C and D. Therefore A1 can be found by
letting z → ∞ and comparing (49) with (15) after the variables have been changed appropriately. Since
1 ∼ −1/4z2 as z → ∞ it is sufﬁcient to compare the ﬁrst terms with the result
A1 = 2−1/2b−(1/2)b−1/4e(1/2)b. (57)
In fact, there is no difﬁculty in checking that, if B1() and B2(0) are included, the ﬁrst three terms of (15)
are reproduced.
D.S. Jones / Journal of Computational and Applied Mathematics 190 (2006) 453–469 463
It may be noted that the application of Stirling’s formula to the factorial inA0 leads to the same formula
as that for A1.
More precisely
1/22−(1/2)b−1/4
(12b − 14)!
∼ 2−1/2b−(1/2)b−1/4e(1/2)b
∑
s=0
Bs(−12 )
(2b)s
(58)
on putting z=0 in (31) and (49). Thus the asymptotic agreement between A0 and A1 is not too surprising
because Bs(−12 ) is fairly small for s1 so that the term B0 dominates as b → ∞.
Both (31) and (49) are valid in the same region of the z-plane. But, whereas (31) is more accurate near
the origin (49) is more efﬁcient for computation as z → ∞ because 1 → 0 while ps(z)/(z2 + 1)3s/2 →
constant. In other words, (49) is doubly asymptotic in z and b as z → ∞. In fact, (49) is doubly asymptotic
as |z| → ∞ so long as z lies to the right ofC andD since 1 → 0 continues to hold in this region. However,
(49) does not have the doubly asymptotic property to the left ofC andD, although it is valid there, because
10 there as |z| → ∞.
For z to the left of C and D the relevant expansion for doubly asymptotic behaviour is (55). By letting
z → ∞ei and comparison with (16) the formula
A2 = 
1/2
(b − 12 )!
b(1/2)b−1/4e−(1/2)b (59)
is obtained. A2 does not differ from A0 by much when b is large and there is the relation
1/22−(1/2)b−1/4
(12b − 14)!
∼ 
1/2
(b − 12 )!
b(1/2)b−1/4e−(1/2)b
∑
s=0
(−)sBs(−12 )
(2b)s
. (60)
As regards U(−b, 2zb1/2) choose
1 = 12
{
z
(z2 − 1)1/2 − 1
}
.
Then (26) leads to
D′s+1(1) = −4
d
d1
{21(1 + 1)2D′s(1)} − (3 + 201 + 2021)Ds(1). (61)
Hence, on imposing Ds(0)= 0, (46) indicates that Ds(1)= (−)sBs(1) with Bs as in (47) and (48). The
multiplying constant in (27) can be ﬁxed via (15) by letting z → ∞ so that
U(−b, 2zb1/2) ∼ 2−1/2e−(1/2)bb(1/2)b−1/4 e
−2b(z)
(z2 − 1)1/4
∑
s=0
(−)sBs(1)
(2b)s
. (62)
The expression in (62) is doubly asymptotic for z in the cut region to the right of C1 and D1.
Formulae valid through the cut along the real axis have been derived in Section 4 so it remains to
examine what happens to the left of C1 and D1. Here, advantage can be taken of (42). When z lies to the
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right of D1 below the real axis and to the right of C2 above the real axis (44) and (62) are available for
insertion in (42). The change of variable to iz in (44) converts 1 to 1 in the region under consideration.
Hence
U(−b,−2zb1/2) ∼ (2)
1/2A1
(−b − 12 )!
e2b(z)
(z2 − 1)1/4
∑
s=0
Bs(1)
(2b)s
− ei(b+1/2)e−(1/2)b b
(1/2)b−1/4
2(1/2)
e−2b(z)
(z2 − 1)1/4
∑
s=0
(−)s Bs(1)
(2b)s
(63)
is doubly asymptotic when −z is in the region to the left of C2 above the real axis and to the left of D1
below the real axis.
When −z lies to the left of D2 below the real axis or to the left of C1 above the real axis the sole
alteration to (63) is that the factor ei(b+1/2) is changed to e−i(b+1/2).
These formulae provide double asymptotic expansions which not only hold to the left of C1 and D1
but also are valid in the passage across C1 or D1.
Furthermore, as in the derivation of (44),
U(b,−2zb1/2) ∼ 
1/2
(b − 12 )!
e−(1/2)bb(1/2)b−1/4 e
2b(z)
(z2 + 1)1/4
∑
s=0
(−)s Bs(1)
(2b)s
− ei(1/2−b) A1
(z2 + 1)1/4 e
−2b(z)∑
s=0
Bs(1)
(2b)s
(64)
when z is in the region to the right of C3 and the imaginary axis above the real axis and to the right of
D below the real axis. For z to the right of C above the real axis and to the right of D3 below the real
axis change ei(1/2−b) to e−i(1/2−b). Doubly asymptotic series for transitions through C and D have been
supplied now.
Change of the sign of z throughout (64) provides an expression for U(b, 2zb1/2). In this expression,
when z lies to the left of C and D, 1 is replaced by 2. Consequently, there is consistency with (55) and
(59) since the term involving A1 in (64) is exponentially small in this region.
6. Error bounds
In practice only a ﬁnite number of terms in the inﬁnite series derived above will be employed in usual
circumstances. Therefore it is of interest to have some idea of the error committed by such a truncation.
No attempt will be made here to obtain the sharpest possible bounds. The primary purpose is to conﬁrm
the uniformity of the asymptotic behaviour and to illustrate the effects of the different choices of . It
will sufﬁce to discuss W1 since all the expansions are, in effect, derived from it.
Let
wn = e−2b(z)
{
n−1∑
s=0
Bs()
(2b)s
+ n
}
, (65)
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so that n is a measure of the error caused by truncation. Then wn satisﬁes (19) if
d2n
d2
− 4bdn
d
= −2dB1()
d
n − 2
(2b)n−1
dBn()
d
when account is taken of (20). Hence
n = 12b
∫ 

{1 − e4b(−t)}
{
dB1()
d
n + 1
(2b)n−1
dBn()
d
}
dt ,
where  is some convenient reference point and the integration is along a progressive path joining  to .
Integral equations of this type have been studied by Olver [4] and, from his analysis,
|n|, 12b
∣∣∣∣n
∣∣∣∣ 2 exp
{
v(B1)
b
}
v(Bn)
(2b)n
, (66)
where v(f ) is the variation in f in going from  to .
The variation of Bs is bounded when z is bounded because the derivative of Bs is integrable provided
that the path of integration is kept away from the branch points.
When=z and z → ∞, dBs/dz=0(1/z3) and the variations in (66) are bounded.Hence n=0(1/(2b)n)
uniformly in z for the expansions in Section 4.
For Section 5, where the matching is carried out at inﬁnity, it is appropriate to make  inﬁnite. When
|| → ∞ and =1 → 0, dBs(1)/d=0(1/||s+1).Accordingly v(Bs)=0(1/||s). Hence as |z| → ∞
in a region where 1 → 0, n = 0(1/(2b|z|2)n). This shows that the error bound for the expansions of
Section 5 is much smaller at inﬁnity than the bound for Section 4 in regions where  → 0 as |z| → ∞.
To put it another way truncation in Section 4 gives a good approximation when 2b?1 whereas Section
5 requires only 2b|z|2?1 for doubly asymptotic expressions.
The conclusion is that the expansions of Section 4 are suitable for z in a neighbourhood of the origin
whereas those of Section 5 are more valuable for a neighbourhood of inﬁnity. Perhaps it should be
emphasised that this conclusion is based on bounds and not on estimates because sometimes, in asymptotic
theory, good estimates can differ widely from bounds.
A parallel argument for (25) leads to the same error bounds and the same conclusion.
7. Behaviour of V
Since U(b, 2zb1/2) and U(−b, 2zb1/2) are known everywhere except near the branch points it is
relatively straightforward to deduce asymptotic expressions for V from the connection formulae. For
example, when z is between C1 + D1 and C2 + D2
V (−b, 2zb1/2) ∼
(
b − 1
2
)
!
(
2

)1/2
A0
(1 − z2)1/4
{
i cos
(
2b − 1
4

)∑
s=0
p2s+1(iz)
(1 − z2)3s+3/2(2b)2s+1
− sin
(
2b − 1
4

)∑
s=0
p2s(iz)
(1 − z2)3s(2b)2s
}
(67)
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from (14) and (31). It provides a match with (7) by virtue of (38). On the other hand, if z is to the right
of C2 + D2 or to the left of C1 + D1,
V (−b, 2zb1/2) ∼
(
b − 1
2
)
!
(
2

)1/2
A0e2b(z)
(z2 − 1)1/4
∑
s=0
ps(iz)e−3si/2
(z2 − 1)3s/2(2b)s . (68)
Note that (67) and (68) display the asymptotic behaviour of V on the real axis except near the branch
points z = ±1.
Corresponding doubly asymptotic series are
V (−b, 2zb1/2) ∼
(
b − 1
2
)
!
(
2

)1/2
A1
(z2 − 1)1/4 e
2b(z)
∑
s=0
Bs(1)
(2b)s
(69)
and
V (−b, 2zb1/2) ∼
(
b − 1
2
)
!
(
2

)1/2
A2
(z2 − 1)1/4 e
2b(z)
∑
s=0
(−)s Bs(2)
(2b)s
, (70)
where
2 = −12
{
z
(z2 − 1)1/2 + 1
}
.
The expansion in (69) is doubly asymptotic to the right of C2 and D2 while (70) enjoys the same property
to the left of C1 and D1.
It is probably unnecessary to set out formulae for V (b, 2zb1/2). The functions U(b, 2zb1/2) and
U(b,−2zb1/2) are independent solutions of the governing differential equation so that a general so-
lution can be constructed from them. A general solution which covers the real axis can be obtained
immediately from (31). General solutions which are doubly asymptotic are available from (49), (55), (63)
and (64). Accordingly V will not be considered further.
8. Generalisation
It is of interest that doubly asymptotic series can be found for differential equations somewhat more
general than those discussed in the preceding sections. Consider, for example,
d2w
dz2
= {b2(z2 + 1) + g(z)}w. (71)
After the change of variable to , the substitution w = (z2 + 1)−1/4W alters (71) to
d2W
d2
= {b2 + 	(z)}W , (72)
where
	(z) = g(z)
z2 + 1 −
3z2 − 2
4(z2 + 1)3 . (73)
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Try as a solution of (72)
W = e−b(z)
∑
s=0
Es()
bs
. (74)
Then Es satisﬁes
E′s+1() =
1
2
d
d
{
E′s()
d
d
}
− 1
2
	(z)Es()
d
d
(75)
for s0 and E0() = 1.
With  = 1 (75) becomes
E′s+1(1) = 4
d
d1
{21(1 + 1)2E′s(1)} − 	(z)Es(1)(z2 + 1)2. (76)
If
g(z) =
n∑
m=1
gm/(z
2 + 1)m
with gm constant it is evident from (73) that 	(z)(z2 + 1)2 is a polynomial in 1. Imposition of the
condition E1(0) = 0 makes E1(1) a polynomial in 1 in which the lowest power is 1. It is clear then
from (76) that, subject to Es(0) = 0, Es(1) is a polynomial in 1 in which the lowest power is s1. That
the series in (74) is doubly asymptotic can be deduced now because an analysis along the lines of Section
6 produces the same error bound.
A more general form of g(z) which might be considered is
g(z) = g1
z2 + 1
{
1 + 0
(
1
(z2 + 1)
)}
(77)
with > 0. Although Es(1) is no longer a polynomial the lowest power occurring in still s1 provided
that the effect of the operations involved in (76) on the order term is similar to the effect they have on 1.
With this proviso a doubly asymptotic expansion is obtained again.
Obviously, parallel steps can be carried out for the differential equation which results from replacing
z2+1 in (71) by z2−1. The same conclusion will be reached after 1 is changed to 1 and g(z) is adjusted
appropriately.
Acknowledgements
I am very grateful to Frank Olver whose comments greatly improved the presentation of the above
material.
468 D.S. Jones / Journal of Computational and Applied Mathematics 190 (2006) 453–469
Appendix
This appendix is devoted to the question as to whether (33) is in harmony with (8). For there to be
agreement it is necessary that, as b → ∞,
(12b − 14)!21/2
(12b − 34)!b1/2
∼ 1 −
∑
s=1
p′s−1(0)
(2b)s
(A.1)
on account of (32) and (34). The formula for the Beta function gives
(12b − 14)!(−12 )!
(12b − 34)!
=
(
1
2
b − 1
4
)∫ 1
0
t (1/2)b−5/4(1 − t)−1/2 dt
= (2b − 1)
∫ ∞
0
e−(2b−1)u(1 − e−4u)−1/2 du
after the substitution t = e−4u. The largeness of b ensures that the integrals are convergent.
Now
(2b − 1)
∫ ∞
0
e−(2b−1)u(1 − e−4u)−1/2 du
= (2b − 1)
∫ ∞
0
e−(2b−1)u
{
(1 − e−4u)−1/2 − e
−u
2u1/2
}
du +
(
b − 1
2
)( 
2b
)1/2
.
The factor 2b − 1 outside the integral can be removed now by an integration by parts. Hence
(12b − 14)!(−12 )!
(12b − 34)!
=
∫ ∞
0
e−2bu
{
1
4u3/2
− 1
21/2(sinh 2u)3/2
}
du +
(
b
2
)1/2
. (A.2)
The asymptotic expansion of the integral in (A.2) as b → ∞ is dictated by the behaviour of the quantity
in { } near the origin. Let( u
sinh u
)3/2 =∑
s=0
asu
s (A.3)
for small u. Then∫ ∞
0
e−2bu
{
1
4u3/2
− 1
21/2(sinh 2u)3/2
}
du ∼ − 1
23/2
∑
s=1
(
s − 3
2
)
! as
bs−1/2
.
Therefore
(12b − 14)!21/2
(12b − 34)!b1/2
∼ 1 − 1
21/2
∑
s=1
(
s − 3
2
)
!as
bs
. (A.4)
Comparison of (A.4) and (A.1) indicates that (A.1) holds provided that, for s = 1, 2, . . . ,
(s − 32 )!as/1/2 = p′s−1(0)/2s−1. (A.5)
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It is transparent from (A.3) that as = 0 when s is odd. Also p′s−1(0) = 0 when s is odd so that (A.5) is
valid for odd s. Thus (A.5) reduces to
(2s − 32 )!a2s/1/2 = p′2s−1(0)/22s−1. (A.6)
Simple computation enables one to check that (A.6) holds for as many values of s as one is prepared to
calculate. From a numerical point of view, therefore (A.1) is validated and there is no conﬂict between
(33) and (8).A completely analytical demonstration, while possibly preferable, is not available at present.
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