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Este proyecto nace de la colaboración entre la empresa Duscholux y la UPC. 
 
Mediante esta colaboración Duscholux, firma pionera en la fabricación de 
mamparas en España con más de 40 años de experiencia, pretende ganar 
presencia en el mercado y potenciar los apartados de marketing y ventas. 
Para ello se ha pensado en el desarrollo de aplicaciones que ayuden a mostrar 
el producto, en generar curiosidad en el cliente y juegos que puedan mejorar la 
imagen de la marca en el consumidor. 
 
El proyecto se basa en el estudio por nuestra parte del mercado y de los 
productos y servicios ofrecidos por Duscholux. Una vez familiarizados con los 
productos de la empresa y la manera de promocionarse del resto de empresas 
del sector procedemos a hacer una propuesta con un conjunto de aplicaciones 
que potencien la imagen de la marca y amplíen el número de clientes. Las 
aplicaciones propuestas están basadas en la Realidad Aumentada en 
dispositivos móviles con diseños en 3D. El uso de esta tecnología pensamos 
que puede causar más impresión en el consumidor despertando su curiosidad 
por los productos de Duscholux. 
 
A lo largo de esta memoria os introduciremos en el funcionamiento, la historia 
y el estado actual de la tecnología de Realidad Aumentada en dispositivos 
móviles. Describiremos los pasos y requisitos necesarios para preparar un 
entorno de desarrollo de aplicaciones de Realidad Aumentada para el sistema 
operativo Android. Una vez explicado el entorno de desarrollo aplicado para 
este proyecto procederemos a explicar los pasos seguidos y los cambios 
sufridos por las aplicaciones aceptadas por la empresa durante su desarrollo. 
 
Dedicamos un apartado a las posibles líneas de futuro y mejoras de este 








Title:  Design and implementation of mobile applications for the brand image of 
a company (II) 
 
Author: Alex García Marín 
Director: Sergio Machado López 
 







This is a collaborative project between Duscholux and UPC. 
 
Through it Duscholux, one pioneer in the manufacture shower enclosures in 
Spain with over 40 years of experience, aims to gain presence in the market 
and enhance sales and marketing sections. For that, we thought about 
development of applications that help to show the product and to generate 
customer’s curiosity, and two games to try to help improving brand’s image in 
the consumer. 
 
This project is based on our study of Duscholux’s market, and about its 
products and services offered to this market. Once we knew the company's 
products and how other companies promote themselves we proceed to make a 
proposal with a set of applications that enhances image of the mark and 
expands the number of potential customers. Proposed applications are based 
on augmented reality on mobile devices with 3D designs. Using this technology 
we can cause more impact on the consumer increasing his curiosity on 
Duscholux products. 
 
Along this report we introduce in the behaviour, history and current state of 
augmented reality on mobile devices. We describe the steps and requirements 
needed to get a development environment for augmented reality applications 
on Android OS. After explaining the development environment applied to this 
project will proceed to explain the steps taken and the changes undergone by 
the company accepted applications during development. 
 
Continues with possible future lines and improvements for this project. We end 
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INTRODUCCIÓN 
 
Este trabajo surge ante el acuerdo de colaboración Duscholux – UPC donde 
Duscholux busca servirse de las Tecnologías de la Información y las 
Comunicaciones (TIC) para conseguir valor añadido en los apartados de 
marketing y ventas. Específicamente, se buscan aplicaciones para dispositivos 
móviles como tabletas o teléfonos inteligentes.  
 
Las propuestas de aplicaciones presentadas por nosotros deben ayudar a 
Duscholux a aportar nuevas dinámicas de marketing buscando sorprender a los 
consumidores. Basándonos en este punto decidimos que podemos ofrecer 
soluciones basadas en Realidad Aumentada, considerándolo como el elemento 
que más sorpresa puede causar entre el público objetivo de la empresa.   
 
Nuestras propuestas son un asesor virtual basado en Realidad Aumentada 
sobre la tarjeta de presentación de los trabajadores de Duscholux, una 
presentación de los modelos del catálogo en tres dimensiones sobre éste o una 
presentación sobre el propio cuarto de baño del cliente para proporcionar una 
idea del impacto visual final; un buscador de establecimientos Duscholux que a 
través de la cámara del dispositivo muestre sobreimpresionado el 
establecimiento más cercano con la información de distancia y la posibilidad de 
obtener las indicaciones para llegar a través de googlemaps, además de varios 
tipos de juegos para aumentar la presencia de la marca en el cliente; siendo 
aceptados cuatro aplicaciones. Dos de ellas consisten en aplicaciones que 
muestran modelos diseñados por Duscholux a través de reconocer el catálogo 
o de reconocer un marcador o de anclar el modelo en tu baño con la imagen 
capturada por la cámara del dispositivo. Las dos aplicaciones restantes son dos 
mini juegos pensados para entretener a la vez que se potencia la imagen de la 
marca. Las dos aplicaciones que muestran los modelos son las que han 
supuesto el grueso de nuestro trabajo.  
 
La Realidad Aumentada consiste en la adición de contenido virtual a la realidad 
física, necesitábamos encontrar contenidos en los departamentos existentes en 
la empresa acordes a las necesidades de nuestras propuestas de aplicaciones.  
Para crear las aplicaciones optamos por desarrollarlas  para el sistema 
operativo móvil Android aunque tanto las librerías utilizadas como la plataforma 
seleccionada (Unity 3D) permiten generar aplicaciones para diversos sistemas 
operativos. 
 
Estas deben representar por la pantalla de los dispositivos la imagen del 
mundo real capturada por la cámara integrada en el dispositivo añadiéndole los 
modelos virtuales que serán los productos de Duscholux.  
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CAPÍTULO 1. REALIDAD AUMENTADA 
 
Entendemos como Realidad Aumentada la suma de los elementos del mundo 
real más elementos virtuales que añaden información (sonido, video, gráficos o 
datos GPS). La principal diferencia con respecto a la realidad virtual, es que la 
Realidad Aumentada “aumenta” o superpone información a los elementos 
reales, no los sustituye. En  un entorno de realidad virtual el usuario se 
sumerge en ese mundo alternativo sin ningún tipo de nexo o referencia al 




Fig. 1.1. Ejemplo de aplicación de Realidad Aumentada. 
 
 
En un principio la Realidad Aumentada móvil sólo era aceptada como tal si 
integraba un dispositivo HMD (Head Mounted Display) que consiste en un 
dispositivo de visualización que se ubica en la cabeza con una pequeña 




Fig. 1.2. Ejemplo de HMD aplicado al ejercicio militar. 
 
 
Con las posibilidades de los nuevos dispositivos móviles, ya no es necesario y 
consideraremos que debe cumplir estas tres premisas: combinar mundo real y 
mundo virtual, hacerlo en tiempo real y representar el contenido en 3 
dimensiones (3D). Esta experiencia proporciona al usuario un valor añadido a 
la hora de visualizar un elemento cotidiano de manera que lo convierte en algo 
interesante o diferente que despierta su curiosidad.  
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1.1 Historia 
 
La evolución de la Realidad Aumentada en dispositivos móviles en sus inicios, 
se puede considerar lenta debido a la las limitaciones de la tecnología del 
momento. La primera interfaz que introducía Realidad Aumentada fue 
desarrollada en 1960 aunque se considera que el término fue acuñado por el 





Fig. 1.3. Tom Caudell, quien acuñó el término Realidad Aumentada. 
 
 
En la década de los 90 algunas grandes compañías utilizaban esta tecnología 
para la visualización y formación, pero hasta 1998 no se celebra en San 
Francisco el primer congreso internacional sobre la Realidad Aumentada 
llamado IWAR (International Workshop on Augmented Reality). Este congreso 
se ha ido repitiendo anualmente bajo el nombre de ISMAR (International 
Symposium on Mixed Augmented Reality) [4]. El de 2013 se realizará del 1 al 4 





Fig. 1.4. Cartel del próximo congreso ISMAR 2013. 
 
 
La Realidad Aumentada requiere de procesador, pantalla, sensores y 
dispositivos de entrada de datos. Los recientes dispositivos móviles 
ampliamente extendidos en el mercado contienen todos estos elementos a un 
precio asequible, cámaras de alta resolución, GPS y acelerómetros, 
convirtiéndolos en dispositivos atractivos para estos fines. Pero esto no fue 
siempre así.  
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Antes de la llegada de estos dispositivos, en el año 1996 un equipo de la 
Universidad de Columbia creó el proyecto MARS (Mobile Augmented Reality 
System)  [5 ]y la Touring Machine, un sistema de información del campus de la 
universidad que ayudaba al usuario a encontrar lugares y plantear preguntas 
sobre lugares de interés como edificios o estatuas. El dispositivo móvil que 
permitía experimentar esta experiencia constaba de una pantalla-diadema con 
rastreador de orientación, una pantalla táctil y  una mochila con un pc, un GPS 
y una radio digital para acceso web inalámbrico. Posteriores implementaciones 
permitían a un usuario desde un pc interactuar con la información recogida por 





Fig. 1.5. 1996 proyecto MARS (Mobile Augmented Reality System). 
 
 
En 1999 ARToolKit [6] fue desarrollada originalmente por Hirokazu Kato del 
Instituto Nara de Ciencia y Tecnología y fue publicado por la Universidad de 
Washington Lab HIT. ARToolKit es una librería informática para la creación de 
aplicaciones de Realidad Aumentada que superponen imágenes virtuales en el 
mundo real. En la actualidad se mantiene como un proyecto de código abierto 
alojado en SourceForge con licencias comerciales disponibles en 
ARToolWorks. ARToolKit es una librería de Realidad Aumentada muy usada 





Fig. 1.5. Imagen de Hirokazu Kato. 
 
 
También en 1999 Steve Mann presenta EyeTap [7], dispositivo similar a una 
diadema con una cámara frente a un ojo y una pantalla que ofrece al usuario la 
información aumentada del mundo real.  
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Steve Mann asegura llevar más de 35 años dedicado a la Realidad Aumentada 
inspirado en su infancia por las máscaras de soldador que utilizaba su padre en 





Fig. 1.6. 1999 Steve Mann con  EyeTap. 
 
 
Bruce H. Thomas en el año 2000 desarrolla el primer juego con dispositivos 
móviles de Realidad Aumentada al aire libre. El juego fue presentado en el 





Fig. 1.7. 2000 imagen del juego ARQuake. 
 
 
También en el año 2000 aparece BARS (Battlefield Augmented Reality System) 
[9], formado por una mochila más un visor similar a un casco que permitía a los 
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Fig. 1.8. 2000, BARS (Battlefield Augmented Reality System). 
 
 
Año 2001, BatPortal [10], un sistema basado en PDAs y comunicación 
inalámbrica.  La posición del usuario se calcula midiendo el tiempo de retorno 
de pulsos ultrasónicos entre dispositivos específicamente diseñados, uno es 
llevado por el usuario y otros son fijados en el edificio. La dirección de la vista 
del usuario es estimada y un modelo de la escena con información aumentada 





Fig. 1.9. 2001, BatPortal, basado en PDAs y comunicación inalámbrica. 
 
 
El primer sistema de visualización de Realidad Aumentada sobre video en 
teléfonos móviles se debe a Mathias Möhring en el año 2004 [11], que permitía 
la detección y discriminación de diferentes marcadores 3d y la correcta 





Fig. 1.10. 2004, visualización de Realidad Aumentada en teléfonos móviles. 
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En 2008 sale a la venta AR Wikitude Guía [12] el 20 de octubre con el teléfono 





Fig. 1.11. 2008 AR Wikitude Guía en un Android G1. 
 
 
En el año 2011 un equipo de la Universidad de Washington crea un prototipo 
de lentes de contacto con circuitos y LEDs funcionales [13]. Sus potenciales 
usos abarcan pantallas virtuales para pilotos, proyecciones de video juegos y 
visión telescópica para soldados. Sus próximos pasos son construir una versión 





Fig. 1.12. 2011, lentes de contacto con circuitos y LEDs funcionales. 
 
 
En el año 2012 Google anuncia Project Glass [14], unas gafas que aportan 
información en tiempo real e interconexión con diferentes servicios. Si bien no 
es considerado por el momento totalmente Realidad Aumentada, abre nuevas 





Fig. 1.13. 2012 Project Glass de Google. 
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1.2. Reconocimiento de imagen  
Un sistema de Realidad Aumentada requiere de capacidad para conocer el 
entorno en el que se encuentra en el mundo real, a través de la información 
que extrae de las imágenes que recibe el dispositivo, para poder añadir 
contenidos virtuales. Este entorno es indicado al sistema de RA a través del 
uso de marcadores, que bien pueden ser datos de posicionamiento (latitud, 
longitud),  imágenes o cualquier tipo de dato que pueda ser obtenido y 
procesado por el sistema. 
En el caso que estudiamos, a través de la cámara del dispositivo se rastrea o 
escanea constantemente el mundo real en busca de un patrón conocido. Esta 
vez, la imagen que servirá como marcador y sobre la cual se superpondrá un 
modelo asociado en 3 dimensiones en la pantalla del dispositivo.  
Para reconocer la imagen que está recogiendo la cámara del dispositivo, éste 
debe tener un patrón con el que comparar, es decir, conocer  qué está 
buscando. Las técnicas de reconocimiento de imagen se basan en la búsqueda 
de patrones de formas conocidas, detección de colores, geometrías y patrones 
repetidos. Elegimos Vuforia por la gran potencia en el reconocimiento de 
imagen y la posibilidad de integración mediante Unity de los complejos modelos 
en 3D que se nos proporcionan. El número de marcadores no es ilimitado, 
depende del algoritmo utilizado y otro motivo para decantarnos por Vuforia fue 
que permite un gran número de marcadores. Todo el procesado que realiza 
Vuforia para el reconocimiento de imagen es propiedad de Qualcomm.  
A continuación haremos una breve explicación acerca de los métodos de 
reconocimiento de imagen más utilizados. 
Hemos dividido el proceso de reconocimiento de imagen en 6 procesos [15]. 
1.2.1. Adquisición de imagen 
El primero cosiste en la adquisición de imagen a través de la cámara del 
dispositivo móvil. Captura todos los frames de un video. 
1.2.2    Procesado digital 
 
El objetivo principal es conseguir una imagen de mejor calidad o que destaque 
algún atributo significativo de ésta. Se destacan 2 principales grupos 
las procedentes de señales y las heurísticas. 
 
En los procesos procedentes de señales destacamos la importancia de la 
distancia entre píxeles a través de la cual se establecen los siguientes 
conceptos: 
 
- Relaciones de distancia entre píxeles. 
 
- Relaciones de conectividad: establece que dos píxeles adyacentes 
pertenecen a un mismo elemento. 
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Las técnicas heurísticas se basan en el procesado digital y en manipulaciones 
matemáticas. Se pueden agrupar en 3 conjuntos: 
 
- Realce, consiste en amentar el contraste de las imágenes y se basa en los 
conceptos de histograma, brillo y contraste. 
 
- Suavizado, pretenden eliminar los diferentes tipos de ruido como el gaussiano 
mediante filtros paso bajo, gaussiano y basados en la mediana. 
 
- Detección de bordes que suele preceder a la de segmentación. Se considera 
un borde a una región con una fuerte variación  de la intensidad en los píxeles 
adyacentes. 
1.2.3  Segmentación 
Consiste en agrupar los píxeles por homogeneidad para dividir la escena en 
regiones. Se agrupan por similitud de los más cercanos. Se pretenden buscar 
los contornos, umbrales y regiones homogéneas a través de similitud entre 
píxeles agrupados, conectividad entre píxeles y discontinuidades por los bordes 
de los objetos. 
1.2.4   Representación y descripción 
 
El principal objetivo es realzar la geometría y forma de los objetos de la escena, 
se conoce como procesamiento morfológico. Las técnicas más habituales para 
llevar a cabo este proyecto son: 
 
- Erosión binaria: comprobar si un conjunto está unido en la imagen. 
 
- Dilatación binaria: transformación dual a la erosión. 
 
-  Apertura y cierre: Realizar operaciones de realce mediante las dos técnicas 
anteriores. 
 
- Gradiente morfológico: útil para la detección de bordes y límites de los 
objetos. 
 
- Top-hat: descubre estructuras eliminadas en el filtrado de apertura y cierre. 
 
1.2.5.  Reconocimiento e interpretación 
Consiste en interpretar la escena para poder asociar a cada elemento un 
conjunto de valores o atributos llamados vectores características. Primero se 
asocia a cada objeto una etiqueta y se extraen las características. Luego se 
procede con el reconocimiento de patrones para el cual es necesario un gran 
conocimiento del entorno para disponer de reglas que permitan ubicar cada 
objeto en su clase. Se puede realizar a través de métodos sintácticos, redes 
neuronales y métodos estadísticos. 
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1.2.6.  Similitud de imágenes 
Es una alternativa a las técnicas anteriores. Uno de los principales requisitos de 
las aplicaciones en tiempo real sobre dispositivos móviles es que la ejecución 
sea lo más rápida y ágil posible debido a la capacidad de procesado. Esta 
técnica reduce el coste computacional teniendo que adquirir un gran número de 
muestras del escenario. 
 
1.3. Adición de contenido virtual 
 
Una vez reconocido el entorno en que se encuentra, la Realidad Aumentada 
añade contenido virtual para aumentarlo o enriquecerlo. Este contenido como 
hemos indicado anteriormente debe ser añadido en tiempo real y consiste en 
contenido visual, auditivo o incluso táctil.  
 
Hay que distinguir el tipo de información que se quiere aumentar  en dos tipos, 
la información en 2D y en 3D. 
 
La información bidimensional se basa en un plano geométrico digital que 
representa cada punto del plano con un píxel. Un pixel consiste en un vector de 
colores en escala RGB (Red, Green, Blue), es decir, formado por tres valores 
que están comprendidos entre el 0 y el 255. Si la mezcla de los tres valores es 
0 el color representado es el negro mientras que si la mezcla es 255 el color es 
blanco. De este modo se pueden representar diferentes escalas de colores 
codificadas entre el 0 y el 255. 
 
La información tridimensional constituye un conjunto de vectores 
multidimensionales para cada punto del plano (x, y, z). En cada vector los 
puntos están formados de igual forma por un vector RGB. Es posible simular 
una imagen 3D en un plano bidimensional mediante la proyección de 
perspectiva. A continuación indicamos una ecuación para trasladar el plano 










En la actualidad existen librerías para la adición de contenido que consisten en 
aplicaciones ejemplo de Realidad Aumentada que contienen ciertas 
funcionalidades para trabajar con marcadores. En nuestro caso, utilizamos el 
software Unity 3D en su versión gratuita para asociar los objetos 
tridimensionales a los marcadores. 
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1.4. Situación actual 
 
En el momento en que se escribe esta memoria, gracias a las potentes 
capacidades de cálculo de los dispositivos móviles, las aplicaciones de 
Realidad Aumentada no requieren el envío de datos a servidores de proceso 
de los mismos, con lo cual, aplicaciones que no requieren comunicación con 
otros usuarios pueden ser ejecutadas íntegramente en estos dispositivos, ya 
que cuentan con todos los elementos necesarios para su completo 
funcionamiento. 
 
Los ámbitos en los que se utiliza la Realidad Aumentada en dispositivos 
móviles son el entretenimiento, el aprendizaje, mantenimiento industrial, geo 
localización, publicidad y negocios principalmente [16]. 
  
Existen empresas automovilísticas y aeronáuticas que ya utilizan sistemas 
basados en Realidad Aumentada para aumentar la eficiencia y seguridad de 
sus empleados a la hora de realizar tareas complejas en el montaje de piezas y 
motores [17]. 
  
También desde hace años, estudiantes de medicina pueden ver 
representaciones virtuales de partes internas del cuerpo humano sin la 
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CAPÍTULO 2. ESTUDIO DE SOLUCIONES 
 
Conocidos los requerimientos de la empresa y decidida la opción de desarrollar 
aplicaciones de Realidad Aumentada para Android, una tecnología 
desconocida para nosotros, comenzamos la búsqueda de librerías de las que 
servirnos. 
2.1 Posibles librerías 
 
Se han estudiado las siguientes librerías que se explican a continuación. Se 
realiza una breve descripción de cada librería y los motivos por los cuales se 





Es una librería de software desarrollada originalmente por Hirokazu Kato en 
1999, para los lenguajes de programación C y C++ que permite el desarrollo de 
aplicaciones de Realidad Aumentada. Uno de los puntos más difíciles a la hora 
de diseñar y desarrollar una aplicación de este tipo es el cálculo del punto de 
vista del usuario en tiempo real para el correcto alineado del contenido virtual 
con el mundo real. ARToolKit [19] utiliza técnicas de visión computacional para 
calcular  la orientación y posición de la cámara real con respecto a los 
marcadores. Estas técnicas utilizan las capacidades de seguimiento de vídeo, 
que permiten calcular en tiempo real la posición de la cámara y su orientación 
relativa a los marcadores físicos. 
 
El reconocimiento de esta librería está limitado a figuras simples, por lo que sin 
descartarla de inicio, continuamos con la búsqueda de otras librerías que nos 
permitan solucionar dos de los principales retos de la Realidad Aumentada, el 




Plugin para Trimble SketchUp [20], que permite a los usuarios de éste gracias a 
su librería de Realidad Aumentada la visualización de los modelos creados en 
el mundo real tan sólo con una webcam y la impresión de un código marcador. 
Nos interesamos en esta librería antes de conocer el formato en que se nos 
proporcionarán los modelos tridimensionales de la marca. La descartamos al 
ser informados de que no existirá la posibilidad de integración con Android 
hasta Septiembre de 2013. 
 
 




Otra librería de Realidad Aumentada basada en el reconocimiento de patrones 
simples en su licencia gratuita y de Natural Tracking Features en su versión 
comercial. La elección de esta librería, tanto como la anteriormente 




También una librería para el desarrollo de aplicaciones basadas en Realidad 
Aumentada para Android [21]. Desestimamos esta opción por no estar 




Esta librería nos permite combinar representación de objetos tridimensionales 
con reconocimiento de imagen. Estos objetos 3D deben ser codificados en un 
formato específico (.wt3), mediante un codificador que ponen a disposición de 
desarrolladores [22], esta opción es de nuestro agrado, pero que requiere un 
mayor esfuerzo por parte de los diseñadores de Duscholux en caso de que 
finalmente acepten nuestra propuesta y necesiten actualizar los modelos en un 




Esta compañía vende a las empresas la capacidad de utilizar sus recursos para 
utilizar sus propias imágenes como marcadores para las aplicaciones de 





Finalmente, nos decantamos por utilizar Vuforia, la librería de Realidad 
Aumentada de Qualcomm por su potencia en el reconocimiento de imagen que 
nos permitiría utilizar material gráfico ya existente en la empresa como 
marcadores, además de la posibilidad que nos daba la integración con Unity a 
la hora de representar los complejos modelos en tres dimensiones de los 
productos de la marca, solucionando de esta manera tanto el reto del 
reconocimiento de imagen basado en el seguimiento del video como la 
integración e interrelación del contenido real con los objetos virtuales a 
representar. 
 
Qualcomm facilita a los desarrolladores de Vuforia acceso a su portal de 
recursos, donde entre otros encontramos la posibilidad de crear marcadores a 
partir de imágenes proporcionadas por el desarrollador. Éste debe subir una 
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imagen y en pocos segundos dispone de un archivo pre compilado en dos 
formatos, o bien para desarrolladores de aplicaciones que trabajen con SDK 
(eclipse, ANT, XCode, etc.) o para aquellos que desarrollen con Unity, nuestro 
caso. En la figura 2.1 se muestra un diagrama en el que se diferencian las 
tareas a realizar por los desarrolladores y las tareas ya solventadas por Vuforia. 
 
También existen a disposición de los desarrolladores muestras y aplicaciones 
ya desarrolladas con la finalidad de que sirvan como punto de partida para la 
creación de nuevas funcionalidades. En el caso que nos ocupa, la muestra  
ImageTargets, disponible para su descarga [24] , era de utilidad para reconocer 
la imagen que sirve de marcador y conocer la forma en la que representa un 
objeto en 3D sobre ella. Nuestra labor consistió en aumentar la capacidad de 
reconocimiento a tantas páginas como se nos solicitara para nuestra 
aplicación. Como únicamente contamos con dos modelos en tres dimensiones 
facilitados por la empresa, modificamos el más complejo para obtener varios 
modelos más simples, dejando el número final en cinco modelos diferentes 
para otras cinco páginas del catálogo de productos. 
 
Creímos además que nos podía ser de utilidad la funcionalidad 
UserDefinedTarget [25], capaz de crear marcadores en tiempo de ejecución a 
partir de capturas de la cámara del dispositivo. Explotamos esta funcionalidad 
para poder mostrar los modelos sin necesidad de situar un marcador en el 
lugar en el que se va a querer representar, permitiendo así mostrar a los 
usuarios el resultado visual de la instalación de alguno de los productos de la 
marca. 
 
Estas características, unidas a la posibilidad de trabajar con Unity 3D, una 
potente herramienta de renderizado y creación de contenido 3D interactivo, que 
nos facilitaría la interrelación entre objetos físicos y virtuales, fueron las que nos 
ayudaron a decantarnos por esta opción.  
 
Unity nos permite obtener el punto de vista de la cámara del dispositivo y 
relacionar la posición de los objetos en base a la posición relativa en la que se 





Fig. 2.1. Diagrama de funcionamiento de una aplicación de RA con Vuforia 
[26]. 
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Todas estas características nos llevaron a la conclusión de que eran las 
herramientas de las que nos podíamos servir para realizar nuestras propuestas 
y en caso de aceptación, el desarrollo de las mismas. También es importante 
destacar que en caso de aceptación de los mini juegos propuestos, Unity sería 
la herramienta que consideramos ideal, por lo que la posibilidad de utilizar un 
único entorno de desarrollo para todo el proyecto le hizo ganar peso.
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CAPÍTULO 3. APLICACIONES PROPUESTAS 
 
3.1 Búsqueda de soluciones 
 
Tras estudiar los requisitos y objetivos presentados por Duscholux , las 
diferentes tecnologías disponibles de Realidad Aumentada y su posible 
aplicación a estas necesidades, nos planteamos las aplicaciones móviles que 
pueden favorecer la relación cliente-marca. Necesitamos saber con qué 
servicios ajenos a la principal actividad de la empresa cuenta ya y en el sitio 
web [27] existe un localizador de tiendas y un asesor virtual que estudiamos 
migrar a aplicaciones móviles añadiéndoles tecnología de RA. 
Se le solicita a Duscholux material 3D real así como el catálogo, para disponer 
de las imágenes que se van a utilizar como marcador y los modelos que se 
desea representar. 
 
Para hacernos una idea de aplicación de Realidad Aumentada para una marca 
comercial que elabora un producto totalmente alejado de esta tecnología se 
estudia la existencia de casos similares en el mercado.  Se descarta la 
utilización de códigos QR (Quickly Response) y se busca una experiencia más 
novedosa y menos limitada para ofrecer al cliente. 
 
Ya existen empresas que han incorporado la Realidad Aumentada a su imagen 
de marca, como pueden ser los ejemplos de Ikea y Nissan; en este caso 
centradas en la representación de contenido virtual (modelos propios de cada 
marca) sobre anuncios y catálogos. 
 
Como indicamos en el apartado anterior, encontramos soluciones ya existentes 
como Layar, que permiten a sus clientes añadir contenidos virtuales a sus 
soportes físicos, tanto vídeo como enlaces a tiendas virtuales, descarga de 
catálogos, etc. 
 
3.2 Ideas presentadas 
 
Una vez orientados, se le trasladan las siguientes propuestas a la empresa 
para comprobar si son de su agrado. 
 
3.2.1. Catálogo Duscholux (RA) 
 
Aplicación finalmente desarrollada. Esta aplicación reconoce las páginas del 
catálogo de la marca como marcador, asociándoles el modelo real en 3D del 
producto representado sobre el papel. El usuario, visualizando con la aplicación 
el catálogo a través de la pantalla de su dispositivo podrá ver una 
representación virtual del modelo, pudiendo así obtener una mejor idea de la 
forma de éste ya que se le permitirá ver en detalle las formas y ángulos reales 
del mismo.  
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3.2.2. Modelos Duscholux (RA) 
Esta aplicación fue aceptada por Duscholux y por lo tanto desarrollada. A 
diferencia de la aplicación Catálogo 3D esta aplicación no necesita reconocer 
nada para representar los modelos. Su función es poder anclar los diferentes 
modelos de la empresa a nuestro baño para poder conocer el impacto visual 
que provocaría. Permite anclar varios productos a espacios diferentes/iguales y 
mostrarlos simultáneamente por la pantalla del dispositivo. 
3.2.3. Tarjetas de visita (RA) 
 
Esta propuesta se basa en utilizar las tarjetas de visita como marcadores, en 
este caso, los contenidos virtuales mostrados serían enlaces a descargas de 
las aplicaciones Duscholux, envío de correo al titular de la tarjeta y otros 
contenidos multimedia que puedan interesar a la marca.  
3.2.4. Portabilidad del asesor virtual y localizador de tiendas a 
aplicación móvil (RA).  
 
En esta propuesta se combina representación de contenidos por pantalla con 
geo localización. El usuario, al abrir la aplicación (u opción integrada dentro de 
otra aplicación) pueda ser dirigido hasta la tienda o distribuidor autorizado más 
cercano, así como guardar esa dirección o compartirla con otras personas. 
 
3.2.5. Petición de presupuesto y estudio de impacto visual  (RA) 
Otra propuesta ha sido una aplicación capaz de capturar el baño del cliente y 
enviar la imagen al departamento correspondiente de la empresa, que 
estudiará las posibilidades de reforma y elaborará un diseño en 3 dimensiones 
y un presupuesto, para así el cliente poder ver en su baño el impacto real de la 




3.2.6. Juegos y salvapantallas 
También se ofrece la posibilidad de crear  unos mini juegos, fondos de pantalla 
o salvapantallas para que el usuario tenga más presente la imagen de la 
marca. Se propone un juego con gotas animadas que hay que eliminar y otro 
con un micrófono de ducha animado que intenta inundar el lavabo. Finalmente 
Duscholux aceptó el desarrollo de los dos juegos. 
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CAPÍTULO 4. DESARROLLO DE LAS APLICACIONES 
ACEPTADAS 
 
Una vez presentadas las propuestas a Duscholux, analizaron las 
funcionalidades de las aplicaciones propuestas y se decidieron por 4 de ellas. 
Se acuerda el desarrollo de dos aplicaciones y los dos juegos para la marca, 
nos centramos en el desarrollo de los mismos. Las aplicaciones finalmente 
desarrolladas son Catálogo Duscholux, Modelos Duscholux, Gotas vivas y 
Micrófono animado. 
 
4.1. Entorno de desarrollo  
 
En este apartado detallaremos los pasos necesarios para construir el entorno 
necesario para poder desarrollar las aplicaciones de que consta este proyecto. 
 
Sobre el sistema operativo Windows 7 Professional 64 bits los elementos 
necesarios se muestran en la tabla 4.1. junto con las versiones utilizadas. 
 
Tabla. 4.1. Tabla de elementos y versiones necesarias para crear un entorno 
de desarrollo Android 
 
 
Componente Versión Utilidad 
JDK Java SE 7u25 Kit de desarrollo Java. 




Android SDK Tools 
revisión 22 
Descargador del kit de 
desarrollo de software 
para Android. 
Android ADT 
Última version para SDK 
tools rev 22 





Android SDK Tools 
revisión 22 
Herramientas para el kit 





Android SDK Platform 
tools revisión 17 
Plataforma de soporte 
para el kit de desarrollo 
de software Android. 
Cygwin 
Environment 
Última versión 1.7.20-1 
Compilador GNU 
necesario en Windows 
para compilar 
aplicaciones dinámicas y 
librerías compartidas 
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Componente Versión Utilidad 
con Android NDK. 
Android NDK Android NDK r8e 
Kit de herramientas que 
permiten implementar 
partes de la aplicación 
con código nativo como 
C++. 
  
Primero instalamos el Java SE Development Kit,  JDK (que podemos descargar 
gratuitamente desde la web [28] con los parámetros por defecto. 
 
A continuación instalamos Eclipse IDE descargable [29]. 
 
Llega el turno de Android SDK [30]. Una vez instalado el SDK, debemos añadir 
su carpeta \tools\ a las variables de entorno del sistema Windows para evitar 
tener que situarnos en esta carpeta cada vez que necesitemos ejecutar un 
comando adb, es decir obtener el control del dispositivo móvil desde el pc. 
 
De ahora en adelante, para facilitar el seguimiento de las instrucciones 
estableceremos la ruta C:\Development\Android\ como la carpeta raíz donde 
instalaremos todos los elementos necesarios para la creación del entorno de 
desarrollo. 
 
Para realizar esto, clic derecho en Equipo y seleccionar Propiedades. 
Clic en Configuración avanzada del sistema. En la pestaña Opciones 
avanzadas, clic en Variables de entorno… 
Dentro de Variables del sistema, buscar la variable Path y añadir : 
;C:\Development\Android\android-sdk-windows\tools\  




Fig. 4.1. Herramientas de desarrollo (ADT) a instalar en eclipse. 
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Instalaremos también Android ADT, una potente extensión para Eclipse que 




Fig. 4.2. Extensión Android ADT a añadir a Eclipse. 
 
 
Para poder desarrollar aplicaciones para Android, también debemos añadir a 
nuestro Eclipse el Android SDK Manager, con el fin de poder añadir el soporte 
para diferentes plataformas.  
 
Esta instalación la realizaremos a través de Eclipse, Window->Android SDK 
Manager. En el caso de que la ruta a Android SDK no estuviera correctamente 
configurada en Eclipse, se debe corregir en Windows-> Preferences->Android 
indicando la ruta correcta a la instalación de Android SDK. 
 
Los elementos a instalar son: 
 
- Desde herramientas: Android SDK Platform-tools. 
 
- Desde Android 4.2.2 (API 17): Documentation for Android SDK. 
 
- Desde Android 2.3.3 (API 10): SDK Platform y Samples for SDK (esta última 
opcional). 
 








Fig. 4.3. Las herramientas indicadas a añadir al Android SDK Manager. 
 
 
Una vez instalado, deberemos añadir también sus herramientas, \platform-
tools\,  a las variables del sistema Windows como se ha indicado 
anteriormente. 
 
En entornos Windows, necesitaremos compilar aplicaciones dinámicas como 
librerías  compartidas para el Android NDK, para ello utilizaremos Cygwin, un 
compilador GNU que no nos sería necesario en entornos Linux o Mac OS con 
XCode. 
 
Al comenzar la instalación desde internet, elegimos el componente Make para 






Fig. 4.4. Línea para compilar a través de Cygwin. 
 
 
También es necesario instalar Android NDK [31] que permite a los 
desarrolladores crear partes de rendimiento crítico en sus aplicaciones en 
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código nativo. También deberemos añadir su carpeta de herramientas a la ruta 






Fig. 4.5. Cómo añadir Android NDK a la ruta de variables. 
 
 
Para comprobar la correcta instalación, se puede probar a compilar una de las 
aplicaciones de muestra introducidas en el Android NDK ejecutando los 





El compilador producirá una librería dinámicamente enlazada libsanangeles.so 
y la escribirá en /libs/armeabi en el directorio de la aplicación. 
 
A partir de ahora, ya podemos instalar el SDK de Vuforia, necesario para 
utilizar sus librerías de reconocimiento de imagen que utilizaremos en nuestras 
aplicaciones de Realidad Aumentada [32].  
 
Para seguir con el criterio establecido al instalar el SDK de Android, también 
tomaremos como carpeta base para el entorno C:\Development\Android\. 
 
Una vez instalado, deberemos configurar la variable de entorno QCAR 
(QualComm Augmented Reality) en Eclipse. 
 
Dentro de Window->Preferences, navegar hasta Java->Build Path-
>Classpath Variables y añadir QCAR_SDK_ROOT como nombre y navegar hasta 
situarse en la carpeta <DEVELOPMENT_ROOT>\vuforia-sdk-android-xx-yy-zz 
donde xx-yy-zz son la versión actual de Vuforia. 
 
Para modificar el la interfaz del usuario, diseño de botones, menús, disposición 
en pantalla y manipular los modelos en tres dimensiones adecuados para la 
aplicación instalaremos también Unity 4.1.5 [33], una versión gratuita del 
conocido software de diseño en tres dimensiones. 
 
Para evitar problemas en sistemas Windows de 64 bits, se requiere también 
instalar el siguiente parche de Microsoft [34]. 
 
Una vez instalado Unity, importaremos la extensión de Vuforia para Unity [35]. 
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Realizados todos estos pasos, se dispone de un entorno listo para el desarrollo 
de aplicaciones Android basadas en Realidad Aumentada con Vuforia de 






Fig. 4.6. Escritorio de trabajo de Unity 3D. 
 
 
Para poder instalar las aplicaciones creadas sin publicarlas en GooglePlay es 
necesario permitir la instalación de aplicaciones desde fuentes desconocidas 
en el dispositivo móvil. 
 
 
Fig. 4.7. Instalación de aplicaciones desde fuentes desconocidas habilitada. 
 
 
Para editar nuestro código hemos utilizado el entorno de desarrollo libre 
Monodevelop, incluido en la instalación de Unity. 
 
Implementaciones   23 
 
 
Fig. 4.8. Monodevelop . 
 
 
Para compilar las aplicaciones para Android desde Unity seleccionaremos File 





Fig. 4.9. Selección del SO para el que se compila la aplicación. 
 
 
Seleccionamos Player Settings... para elegir la versión mínima de Android 
donde se podrá ejecutar; el mínimo requerido para el funcionamiento de las 
librerías de Vuforia es Android 2.3. 
 
 




Fig. 4.10. Parámetros del SO bajo los que se podrá ejecutar la aplicación. 
 
 
4.2. Modelos Duscholux 
 
Esta segunda aplicación pretende dar la posibilidad al usuario final y potencial 
cliente de Duscholux de comprobar el impacto visual que tendrían los 
productos de la marca en su cuarto de baño.  
 
El funcionamiento de la aplicación es similar al de la aplicación Catálogo 
Duscholux y el principal cambio es la forma en la que la aplicación reconoce el 
entorno donde debe añadir el contenido 3d. En esta ocasión, el usuario realiza 
una foto de su baño (captura un plano con la cámara) que se procesa y se 
reconoce mediante los algoritmos propios de Vuforia para la creación y 
detección de marcadores en tiempo real y se le superponen los modelos de la 
marca a su baño real.  
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Fig. 4.11. Diagrama de flujo básico para una aplicación de Realidad 
Aumentada que crea marcadores en tiempo real. 
 
 
En esta aplicación también introducimos la funcionalidad de zoom además de 
la posibilidad de girar el objeto 3d con respecto al eje Y (vertical) para que el 
usuario pueda situar el objeto 3d con la orientación respecto al mundo real que 
desee. Dando así la sensación de estar anclado en el mundo real y 
posibilitando al usuario la movilidad respecto al plano tomado como referencia 
para apreciar el impacto que produciría el modelo desde otro ángulo con 
respecto a la realidad. 
 
4.2.1 Inconvenientes y modificaciones 
 
Las modificaciones realizadas en esta aplicación respecto a la idea inicial han 
sido a la hora de crear los marcadores. En un principio nuestra idea del flujo de 













Fig. 4.12. Idea inicial flujo aplicación 





Una vez estudiado el ciclo de trabajo, decidimos que no es necesario crear 
tantos marcadores como modelos desee visualizar el usuario, con lo cual, el 










Fig. 4.1.3. Flujo final de la aplicación 
 
 
Con esto, cuando el usuario abre la aplicación toma una fotografía para crear el 
marcador y puede elegir mediante los botones en pantalla el objeto 3D que 
quiere asociar al marcador y por lo tanto que sea representado cuando la 
cámara reconoce el marcador. 
 
Para crear marcadores en tiempo real, nos basamos en el prefab 
UserDefinedTarget, que contiene métodos para inicializar automáticamente el 
modo de escaneo, crear marcadores y detener el modo escaneo después de 
crear el marcador. Estas tres propiedades nos permitirían crear rápidamente 
una serie de marcadores, pero en nuestro caso, nos interesa tan solo crear uno 
y representar sobre él el modelo deseado. 
 
En un principio creamos dos botones para cambiar de modelos. La idea inicial 
era crear un array de objetos 3D y que el usuario pudiese ir recorriendo esa 
lista para poder visualizar todos los productos disponibles en el catálogo de la 
aplicación. Descartamos esta opción porque pese a que no contábamos con 
más de tres modelos, si en un futuro se ampliaba el número de estos, un 
usuario pudiese elegir el modelo que quiere visualizar sin tener que recorrer 
todos los modelos de diferentes categorías. 
 
Los modelos pueden ser introducidos en el array bien mediante código en 
ejecución o bien desde el Inspector de Unity. Decidimos usar el Inspector por el 
mayor uso de recursos que supone en ejecución, puesto que se debe buscar el 





Fig. 4.14. Array de objetos 3d en el editor de Unity. 
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En esta decisión también pesa el hecho de que creando el array facilitamos a 
futuros usuarios la reutilización de nuestras escenas y código para actualizar a 
nuevos modelos  y marcadores. 
 
 
4.2.2. Diseño final 
 
En Unity, se trabaja con escenas, en nuestro caso, correspondiéndose cada 
una de ellas al conjunto cámara del dispositivo(ARCamera)-imagen 
marcador(UserDefinedTarget, que en este caso se crea en tiempo real)-objeto 
3D(3dmodel) y el comportamiento de todos estos elementos. 
 
ARCamera. Vuforia proporciona un prefab para Unity que contiene las 
propiedades para que la cámara del dispositivo funcione como una cámara de 
Realidad Aumentada, con métodos que implementan el comportamiento para 
escanear en busca de marcadores, la detección de marcadores y su 
reconocimiento en función del ángulo de incidencia y la distancia con respecto 
al objeto. 
 
UserDefinedTarget. Es el marcador, la imagen que reconocerá la cámara para 
mostrar el contenido virtual por pantalla. En nuestra aplicación estos objetos 
(GameObject para Unity) serán quienes contengan los métodos para salir de la 
aplicación y hacer zoom sobre los objetos representados. 
 
UserDefinedTargetBuilder. En este caso es el encargado de convertir el frame 
capturado, en caso de cumplir los requisitos mínimos para poder ser rastreado 
y reconocido; por la cámara en modo captura en un marcador apto para el 
reconocimiento y el funcionamiento de la aplicación como Realidad 
Aumentada. 
 
Finalmente la aplicación arrancará indicando al usuario que debe tomar una 
fotografía para utilizarla como marcador para representar los modelos sobre él. 
 
Como sólo contamos con dos modelos facilitados por la empresa, decidimos 
crear un tercero y compilar nuestra aplicación con tres modelos posibles. En 
esta aplicación los tres modelos son hijos de un único marcador, que será 
creado en tiempo de ejecución de la aplicación. Cada modelo será 
representado por código en un método perteneciente al UserDefinedTarget. 
Los botones, también creados en el UserDefinedTarget serán los encargados 
de activar uno u otro modelo. 
 
Como se muestra en la figura 4.25, en esta aplicación, todos los modelos 3D 
son hijos del único UserDefinedTarget (marcador) existente en la escena. 
 
 




Fig. 4.15. Escena de la aplicación Modelos Duscholux. 
 
 
Puesto que el uso va a ser diferente a la aplicación modelos Duscholux, en 
esta los modelos se orientan abatidos sobre el plano del marcador, puesto que 
la persona que realizará la foto se encontrará de pie frente al lavabo, con lo que 
los modelos tienen que ser presentados como si la persona estuviese dentro 
del modelo, a diferencia de la aplicación del catálogo, donde va a estar 
enfocado desde un ángulo superior. 
 
Una vez tomada la fotografía le dejará elegir qué modelo quiere visualizar. Ya 
seleccionado, lo mostrará, junto con los botones para elegir cualquiera de los 






Fig. 4.16. Aplicación funcionando en móvil y simulador. 
 
 
El código para realizar el zoom se basa en la detección de eventos, en este 
caso cuando la aplicación detecta que hay contacto en dos puntos de la 
pantalla guarda la posición de estos puntos, en caso de que haya movimiento, 
calcula la diferencia de distancia entre los dedos anterior y posterior al 
movimiento y en caso de que la distancia aumente, aumenta el tamaño del 3D 
y en caso de disminución, lo reduce. 
 
 














CALCULA Y APLICA 
ZOOM + O ZOOM- 
AL MODELO 3D
 
Fig. 4.17. Diagrama de flujo funcionamiento del zoom. 
 
 
Esta aplicación cuenta también con la posibilidad de rotar los objetos como 
hemos indicado, funcionalidad que se realiza al detectar el contacto de tres 
dedos en la pantalla. Decidimos elegir tres dedos para evitar problemas con 





















Fig. 4.18. Diagrama de flujo funcionamiento de la rotación de los modelos. 
 
El código necesario para elegir el modelo a representar mediante el botón y las 
funciones zoom y rotar se encuentran en los Anexos II y III. Estos scripts se 
añaden al UserDefinedTarget para dotar de funcionalidades a los objetos hijos. 
 
Decidimos no implementar un botón salir de la aplicación para no llenar la 
pantalla con más elementos. En caso de que el cliente lo solicitara se podría 
añadir. 
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Añadimos también una imagen corporativa para mostrar mientras carga la 





Fig. 4.19. Logo de la aplicación e imagen de carga de la aplicación. 
 
Una vez instalada en el dispositivo, la aplicación Modelos Duscholux ocupa un 
espacio de 22MB. 
 
4.3 Micrófono animado 
 
Micrófono animado es el segundo juego propuesto a Duscholux. Este juego 
sigue la línea de Gotas vivas y  no fue pensado para realizarse con Realidad 
Aumentada. Conociendo el resultado y el salto cualitativo producido al realizar 
el primer juego con Realidad Aumentada decidimos aplicarla a este también. 
 
El juego se basa en un chorro de agua que sale de un micrófono de ducha. El 
micrófono se va moviendo aleatoriamente a lo largo del marcador llenando de 
agua todo el lavabo. El jugador debe tapar el chorro de agua con una mampara 
para intentar evitar que se inunde el baño. Cada vez que el chorro es tapado 
por la mampara se detiene la inundación y aumenta la puntuación pero 
mientras no sea tapado la inundación avanza. Avanza progresivamente 
ocupando la pantalla y en el momento en que la pantalla entera esté llena de 
agua se acabó el juego. Sigue el diseño del juego anterior y se muestra una 
pantalla de fin del juego con la puntuación realizada y el tiempo que has estado 
evitando la inundación. Si deseamos seguir jugando solo tenemos que esperar 
3 segundos y después tocar la pantalla. En ese caso se volverá a cargar la 
escena de la portada mostrando la pantalla inicial y volviendo a iniciar todo el 
proceso del juego. 
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4.3.1. Inconvenientes y modificaciones 
 
Uno de los problemas iniciales ha sido relacionado con el micrófono. No somos 
diseñadores y no conseguimos encontrar ningún modelo 3D de micrófono de 
baño que mereciera la pena mostrar en el juego. Por ese motivo se muestra un 





Fig. 4.20. Efecto de partículas que simula el chorro. 
 
 
El modelo de la mampara es el facilitado por Duscholux ya que no tenemos 





Fig. 4.21. Modelo de mampara editado para el juego. 
 
 
En la primera versión del juego teniamos problemas para comprobar que la 
mampara realmente tapaba el chorro. A pesar de que en el dispositivo móvil da 
la sensación de que es así en el simulador de Unity podiamos comprobar que 
realmente estaba en otro plano la mampara y no tapaba al chorro. La 
aplicación lo detectaba y por eso no subían puntos al marcador y siempre nos 
mataban pasado el mismo tiempo. 
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Finalmente conseguimos hacer que en la posición a la que se movía la 
mampara al tocar la pantalla estuviera en el mismo plano que el chorro y que 
realmente se solapasen en el espacio. Era un problema de correlación entre las 
coordenadas en las que se desplazaba la mampara y las coordenadas del 
chorro. 
 
El juego se inicia al detectar el marcador que es un baño que hemos extraido 
del catálogo de 2013 de Duscholux. En el momento que se reconoce el 
marcador empieza a moverse el chorro, a contar el marcador de tiempo en la 
esquina superior derecha y por lo tanto empieza la inundación. Si no se 
reconoce el marcador a través de la cámara del dispositivo el tiempo se para y 
se congela el juego, apareciendo el mensaje que te indica que busques el 
marcador. 
 
Como el gestor del juego, la pantalla de inicio, la puntuación y la pantalla del fin 
de juego siguen el mismo diseño que en el juego anterior nos hemos evitado 
muchos problemas y errores. 
 
4.3.2. Diseño final 
 
En la siguiente imagen mostraremos el diagrama de flujo del juego y 
procederemos a explicar su funcionamiento para que sea más entendible. 
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Fig. 4.21. Diagrama de funcionamiento de Micrófono animado. 
 
 
El juego se inicia de igual modo que el de Gotas vivas con la escena que 
contiene la pantalla de inicio que te anima a tocar la pantalla para iniciar el 
juego. En la pantalla inicial también se puede ver el título del juego como se 
aprecia en la siguiente imagen. 
 
 




Fig. 4.23. Pantalla de inicio del juego. 
 
 
Una vez se toca la pantalla en la escena inicial (mostrada en la figura 4.43) se 
carga la escena principal del juego 2 y se activa la cámara del dispositivo. Si no 
se reconoce el marcador el juego no empieza quedando el contador a 0 y el 
chorro fijo. Aparece un mensaje que te recuerde que busques el marcador. Si 
el juego ya estaba empezado y se deja de reconocer el marcador, se congela 





Fig. 4.24. Juego parado sin detectar el marcador en el simulador. 
 
 
En el momento que detecta el marcador el juego arranca y empieza a moverse 
aleatoriamente a lo largo de todo el marcador. La mampara por defecto se 
queda ubicada en el centro del marcador hasta que toques en la ubicación 
donde quieres desplazarla. Se aprecia en la figura 4.45. 
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Fig. 4.25. Juego en marcha en el simulador. 
 
 
Con cada frame se comprueba si el chorro es tapado por la posición actual de 
la mampara o no. Si la mampara tapa el chorro disminuye una variable que 
controla la inundación y la detiene. Además aumenta la puntuación cada vez 
que detecta que se tapa el chorro. Si la mampara no tapa el chorro de agua la 
inundación avanza aumentando la variable de control. Cuando la variable de 
control alcanza cierto valor establecido se ve como la pantalla se inunda en la 





Fig. 4.26. Inundación avanzando en el simulador. 
 
 
Una vez que la pantalla entera se inunda se acaba el juego. En ese momento 
aparece la pantalla de fin de juego que te muestra la puntuación alcanzada y el 
tiempo que has durado jugando como se ve en la figura 4.47. 
 





Fig. 4.27. Inundación completa de la escena y pantalla de fin del juego. 
 
 
Si deseamos seguir jugando solo tenemos que esperar 3 segundos y después 
tocar la pantalla. En ese caso se volverá a cargar la escena de la portada 
mostrando la pantalla inicial y volviendo a iniciar todo el proceso del juego. 
 
El juego Micrófono animado requiere un espacio de 19MB en la memoria del 
dispositivo. 
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CAPÍTULO 5. IMPLEMENTACIONES 
 
En este capítulo indicaremos los pasos a seguir para el desarrollo de la 
aplicación Modelos Duscholux. 
 
5.1. Modelos Duscholux 
 
 
Para la aplicación Modelos Duscholux, el planteamiento es el mismo, se 
descarga desde el portal del desarrollador de vuforia [37] el prefab de User-
DefinedTargets [40] y se importa en Unity, como resultado se obiene una 





Fig 5.1. Escena correspondiente prefab User-DefinedTarget. 
 
 
En el caso de la aplicación Modelos Duscholux, sólo existirá una imagen a 
reconocer, la tomada en tiempo de ejecución de la aplicación por el usuario, 
por lo tanto, a diferencia de la anterior aplicación, no resulta necesario 
multiplicar el objeto marcador. 
 
Para esta apliación tampoco es necesario utilizar datasets creados en el portal 
del desarrollador, puesto que el gameobject UserDefinedTargetBuilder es 
el encargado de comprobar si la imagen obtenida a utilizar cumple los 
requisitos mínimos para ser reconocida, en caso afirmativo, indica el 
funcionamiento de la cámara. 
 
Lo primero a modificar de la escena son los modelos que se quieren 
representar, la aplicación de muestra incorpora un único objeto, las 
modificaciones realizadas permitirán la visualización de tres modelos 
diferentes. Para ello, se eliminará desde la ventana de jerarquía la tetera 
existente y se incorporarán los nuevos modelos importados. 
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Dado el uso que se pretende dar a la aplicación, la orientación de los objetos 
ha sido cambiada con respecto a la aplicación Catálogo Duschlolux, puesto que 
ahora se pretende dar la sensación al usuario de encontrarse frente a un cuarto 






Fig 5.2. Propiedad Transform de los gameobjects donde configurar posición, 
rotación y escala. 
 
 
Se han utilizado dos scripts diferentes para regir el comportamiento de la 
aplicación. Uno es el encargado de mostrar 3 botones por pantalla que 
permiten al usuario elegir el modelo 3D a mostrar, se encuentra en el Anexo III. 
Este script es añadido desde el Inspector al gameobject 





Fig 5.3. Inspector del gameobject UserDefinedTarget con los scripts para 
cambiar modelo y hacer zoom habilitados. 
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En la anterior figura podemos ver también el script utilizado para hacer zoom 
en los modelos, presente en el Anexo II. En ambos scripts se ha creado un 
array público para facilitar el añadido de modelos a la aplicación y su enlazado 
con las funciones mostrar/ocultar y zoom. 
 
Una vez se cuenta en la escena con scripts activados y los modelos deseados 
añadidos en los arrays para poder ser ampliados, mostrados y ocultados, ya se 
puede compilar la aplicación que será capaz de representar sobre la fotografía 
tomada el modelo deseado y con la posibilidad de cambiarle el tamaño. 
 
La versión mínima requerida para el correcto funcionamiento de las librerías de 
Vuforia es Android 2.3.3. Este parámetro y otros como el icono, orientación de 
la pantalla para presentar la aplicación o la pantalla a mostrar mientras carga la 





Fig 5.4. Preferencias de compilación, permite elegir el sistema operativo en el 
que se ejecutará la aplicación. 
40                                   Diseño e implementación de aplicaciones móviles para la imagen de marca  de una empresa 
(II) 
CAPÍTULO 6. LÍNEAS DE FUTURO 
 
A lo largo de la elaboración del proyecto hemos considerado diferentes puntos 
que por la limitación de tiempo o de recursos no se han llegado a realizar. 
 
Son los siguientes: 
 
La posibilidad de tomar una captura de la pantalla con el modelo superpuesto 
al mundo real en la aplicación Modelos Duscholux, con la cual poder guardar y 
consultar posteriormente el impacto visual causante. Además de dar la 
posibilidad de consultar posibles combinaciones de productos o solicitar 
presupuestos. La finalidad sería establecer contacto con el departamento de 
ventas sin necesidad de desplazarse a una tienda pudiendo enviar 
exactamente el diseño deseado o el espacio del que se dispone para solicitar 
un diseño. Este contacto se puede establecer a través del buzón de correo 
corporativo o de algún portal que pueda ofrecer la empresa a través de su 
página web. El hecho de reducir el esfuerzo necesario para solicitar un diseño 
o presupuesto orientativo sin duda aumentará el número de solicitudes. 
 
La creación de un sistema de gestión del contenido (CMS) web que unido a la 
nueva funcionalidad de marcadores en la nube que ofrece Vuforia permita a los 
departamentos de marketing y ventas de la empresa actualizar los modelos y 
marcadores. Esta actualización se simplificará considerablemente ya que no 
habrá necesidad de tener conocimientos de programación o nociones de Unity 
3D. En este caso solo es necesario introducir los nuevos modelos 3D en la 
base de datos y mediante código generado una sola vez se establece en Unity 
la alineación con respecto al marcador, respecto la cámara, el tamaño, la 
rotación y la posición. Además modificando el código no será necesario  
compilar la aplicación de nuevo ya que los modelos los descargaría en tiempo 
real de la base de datos y los marcadores los reconoce la misma base de 
datos. Lo que si que implicaría es generar los nuevos marcadores para generar 
los datasets oportunos como se explica en el apartado 4.2 del proyecto. Los 
modelos 3D nuevos tendrán que ser guardados todos en el mismo formato con 
una serie de especificaciones determinadas. 
 
Otra de las posibilidades contempladas en un inicio pero no realizadas es el 
uso de más contenido en los juegos o aplicaciones como serían video, sonido 
etc. Mediante la librería de Vuforia para Unity se simplifica mucho el tratado o 
inserción de este tipo de contenido llegando a hacer las aplicaciones más 
atractivas. 
 
Por último otra línea a mejorar puede ser el diseño de las aplicaciones en 
especial los modelos 3D. Solo hemos dispuesto de un modelo de baño y otro 
de mampara facilitados por Duscholux para poder incorporar a las aplicaciones. 
El formato y las características de los modelos no nos han facilitado la inserción 
en Unity por problemas de tamaño y texturas principalmente. De cara al diseño 
de los nuevos modelos se puede tener en cuenta que no es necesario que los 
elementos estén formados por muchos vértices ya que en el dispositivo móvil 
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no se aprecia con tanto detalle y que se faciliten todas las texturas y materiales 
a parte para que puedan ser incluidos en Unity. 
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CAPÍTULO 7. CONCLUSIONES 
 
 
Durante la realización de este proyecto, se han adquirido conocimientos y 
experiencia en diversos ámbitos. 
 
Por una parte, hemos aprendido a buscar soluciones que puedan satisfacer las 
necesidades de un cliente basándonos en tecnología existente y aplicándola a 
las exigencias recibidas.  
 
Por otra, hemos adquirido los conocimientos necesarios para el desarrollo de 
aplicaciones Android y concretamente aplicaciones de Realidad Aumentada 
para Android. Esta era la primera vez que programábamos para este sistema 
operativo y la Realidad Aumentada era una tecnología desconocida para 
nosotros. Tras la elaboración de este proyecto conocemos las bases y 
requisitos para que una aplicación se pueda considerar Realidad Aumentada, 
además de su implementación. 
 
El desarrollo de las aplicaciones sobre las librerías Vuforia de Qualcomm ha 
facilitado el acceso a todos los elementos integrados en los dispositivos 
necesarios para la interrelación entre el mundo real y la información añadida al 
usuario por la pantalla. Nos hemos servido de ellas para controlar el 
comportamiento y la relación posicional entre cámara, objetos reales y objetos 
virtuales a añadir al mundo real. En esta tarea también ha contribuido la 
posibilidad de utilizar Unity 3D, software que también nos era desconocido 
antes de empezar este proyecto. 
 
A lo largo del desarrollo de nuestras aplicaciones hemos visto que en varios 
aspectos ha sido necesario un replanteo del funcionamiento de la aplicación en 
busca de hacerla más cómoda e intuitiva para el usuario.   
 
Este tipo de aplicaciones de Realidad Aumentada son una gran herramienta 
para potenciar la imagen de la empresa y aumentar la cartera de clientes. A 
través de este tipo de aplicaciones se despierta la curiosidad del cliente y se 
asocia la empresa a la tecnología utilizada considerándola puntera e 
innovadora. Consideramos que se trata de una herramienta muy interesante 
para cualquier tipo de empresa no solo desde el punto de vista del marketing 
sino para potenciar el producto e incorporar un valor añadido. Cada vez está 
más presente debido a la evolución de los dispositivos móviles y a las ventajas 
que representa. 
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CAPÍTULO 9. ANEXOS 
Anexo I. Script CustomEventHandlerpure 
 
Esta clase rige el comportamiento de la aplicación Catálogo Duscholux, el 
comportamiento con el marcador detectado y sin él, la interfaz de usuario y la 












































public class CustomEventHandlerpure : MonoBehaviour , ITrackableEventHandler 
{ 
    #region PRIVATE_MEMBER_VARIABLES 
  
 private TrackableBehaviour mTrackableBehaviour; 
 private bool isRendered = false; 
 private bool scaleUp = false; 
 private bool err = false; 
 //private bool gira = false; 
 //private bool move = false; 
 private float step = 1f; 
 private float step0; 
 private GameObject mamparasola; 
 private new Vector2 distanciadedosactual; 
 private new Vector2 distanciadedosanterior; 
 private new Vector2 posicion0; 
 private new Vector2 posicion1; 
 //private new Vector2 r; 
 //private new Vector2 posicion2; 
 private float  vardist; 
 //private float posicionX; 
 //private float posicionY;  
     
    #endregion // PRIVATE_MEMBER_VARIABLES 
  
 
    #region UNTIY_MONOBEHAVIOUR_METHODS 
     
 void Start () 
 { 
  //step = gameObject.transform.localScale.x; 
  mTrackableBehaviour = GetComponent<TrackableBehaviour> (); 
  if (mTrackableBehaviour) { 
   mTrackableBehaviour.RegisterTrackableEventHandler (this); 
  } 
 
  OnTrackingLost (); 
 } 
 
 void OnGUI () 
 { 
   
  GUIStyle myButtonStyle = new GUIStyle (GUI.skin.button); 
  GUIStyle myLabelStyle = new GUIStyle (GUI.skin.label); 
  myButtonStyle.fontSize = 50; 
  myLabelStyle.fontSize = 50; 
  Font myFont = (Font)Resources.Load ("Fonts/comic", typeof(Font)); 
  myButtonStyle.font = myFont; 
  myLabelStyle.font = myFont; 
  myButtonStyle.normal.textColor = Color.white; 
  myLabelStyle.normal.textColor = Color.white; 
   
     
  if (err == true && isRendered) { 
   GUI.Label (new Rect (30, 30, 600, 150), "Hazlo grande!", myLabelStyle); 
    
  }else{ 
   err= false; 
  } 
 
 
   
   
   
 void Zoom () 
 { 












































if (GUI.Button (new Rect (40, 100, 150, 75), "Salir", myButtonStyle)) { 
   Application.LoadLevel (0); 
  }  
} 
  
 void Zoom () 
 {   
  if (Input.touchCount == 2 && Input.GetTouch (0).phase == TouchPhase.Moved && 
Input.GetTouch (1).phase == TouchPhase.Moved) { 
    
   posicion0 = Input.GetTouch (0).position;  
  posicion1 = Input.GetTouch (1).position; 
   vardist = 0; 
   distanciadedosactual = posicion0 - posicion1; 
   distanciadedosanterior = ((posicion0 - Input.GetTouch (0).deltaPosition) - 
(posicion1 - Input.GetTouch (1).deltaPosition)); 
   vardist = distanciadedosactual.magnitude - distanciadedosanterior.magnitude; 
   if (vardist > 0) { 
    scaleUp = true; 
    step += (vardist / 20); 
    if (step >= mamparasola.transform.localScale.x) { 
     err = false; 
    } 
   } 
   if (vardist < 0 && step > 0) { 
    scaleUp = true; 
    step += (vardist / 20); 
    if (step >= mamparasola.transform.localScale.x) { 
     err = false; 
    } 
    if (step < 0.2) { 
     scaleUp = false; 
     err = true; 
    } 
   } else if (step <= mamparasola.transform.localScale.x) { 
    //err = true; 
   } 
      
     
    
  }  
   
  if (isRendered) { 
   if (scaleUp) { 
    Vector3 v = new Vector3 (step, step, step); 
    mamparasola = GameObject.Find ("pure"); 
    mamparasola.transform.localScale = v; 
    scaleUp = false; 
        } 
   
   //Debug.Log (mamparasola.transform.position.ToString()); 
  } 
 } 
  
 void Update () 
 { 
  Zoom (); 
  //Rota (); 










    #region PUBLIC_METHODS 
 
 /// <summary> 
 /// Implementation of the ITrackableEventHandler function called when the 
 /// tracking state changes. 
 /// </summary> 
 public void OnTrackableStateChanged ( 
                                    TrackableBehaviour.Status previousStatus, 
                                    TrackableBehaviour.Status newStatus) 
 { 
  if (newStatus == TrackableBehaviour.Status.DETECTED || 
            newStatus == TrackableBehaviour.Status.TRACKED) { 
   OnTrackingFound (); 
  } else { 


















































    #region PUBLIC_METHODS 
 
 /// <summary> 
 /// Implementation of the ITrackableEventHandler function called when the 
 /// tracking state changes. 
 /// </summary> 
 public void OnTrackableStateChanged ( 
                                    TrackableBehaviour.Status previousStatus, 
                                    TrackableBehaviour.Status newStatus) 
 { 
  if (newStatus == TrackableBehaviour.Status.DETECTED || 
            newStatus == TrackableBehaviour.Status.TRACKED) { 
   OnTrackingFound (); 
  } else { 
   OnTrackingLost (); 
  } 
 } 
 




    #region PRIVATE_METHODS 
 
 
 private void OnTrackingFound () 
 { 
  Renderer[] rendererComponents = GetComponentsInChildren<Renderer> (); 
//Enable rendering; 
 
  foreach (Renderer component in rendererComponents) { 
   component.enabled = true; 
  } 
 
 
  isRendered = true; 
 } 
 
 private void OnTrackingLost () 
 { 
  Renderer[] rendererComponents = GetComponentsInChildren<Renderer> (); 
//Disable rendering; 
 
  foreach (Renderer component in rendererComponents) { 
   component.enabled = false; 
  } 
 
  isRendered = false; 
 } 
 
    #endregion // PRIVATE_METHODS 
} 
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Anexo II. Script Zoomerodefinitivo 
 
Esta clase rige el funcionamiento de la detección y ejecución del zoom en la 














































    
using UnityEngine; 
 
public class Zoomerodefinitivo : MonoBehaviour , ITrackableEventHandler  { 
    #region PRIVATE_MEMBER_VARIABLES 
  
 private TrackableBehaviour mTrackableBehaviour; 
 private bool isRendered = false; 
 private bool scaleUp = false; 
 private bool err = false; 
 //private bool gira = false;  
 //private bool hacezoom; 
 private float step = 1f; 
 private float step0; 
 private float step1; 
 //public GameObject mamparasola; 
 //public GameObject medio; 
 //public GameObject to; 
 private new Vector2 distanciadedosactual; 
 private new Vector2 distanciadedosanterior; 
 private new Vector2 posicion0; 
 private new Vector2 posicion1; 
 private float r= 0f; 
 //private new Vector2 posicion2; 
 private float  vardist; 
 //private float posicionX; 
 //private float posicionY; 
 public GameObject[] listamodelos = new GameObject [10];  
  
  
 //private ModelSwappero mswapero; 
  
 //private bool rotera = false; 
 //private bool hacezoom = false; 
    
 //new ModelSwappero model; 
 //public int indi; 
    #endregion // PRIVATE_MEMBER_VARIABLES 
  
 
    #region UNTIY_MONOBEHAVIOUR_METHODS 
     
 void Start () 
 { 
   
  mTrackableBehaviour = GetComponent<TrackableBehaviour> (); 
  if (mTrackableBehaviour) { 
   mTrackableBehaviour.RegisterTrackableEventHandler (this); 
  } 
  OnTrackingLost ();   
 } 
   
 void Zoom () 
 { 
  if (Input.touchCount == 2 && Input.GetTouch (0).phase == TouchPhase.Moved && 
Input.GetTouch (1).phase == TouchPhase.Moved) { 
   vardist = 0; 
   posicion0 = Input.GetTouch (0).position;  
   posicion1 = Input.GetTouch (1).position; 
   distanciadedosactual = posicion0 - posicion1; 
   distanciadedosanterior = ((posicion0 - Input.GetTouch (0).deltaPosition) - 
(posicion1 - Input.GetTouch (1).deltaPosition)); 
   vardist = distanciadedosactual.magnitude - distanciadedosanterior.magnitude; 
    
     
    if(listamodelos[0] != null && listamodelos[0].active == true){ 
     if (vardist > 0) { 
     scaleUp = true; 
     step += (vardist / 30);    
     } 
     if (vardist < 0 && step > 0) { 
      scaleUp = true; 
      step += (vardist / 30);  
     } 













































     if (vardist > 0) { 
     scaleUp = true; 
     step += (vardist / 30);    
     } 
     if (vardist < 0 && step > 0) { 
      scaleUp = true; 
      step += (vardist / 30);  
     } 
    if((step)>0.07){ 
    listamodelos[0].transform.localScale = new Vector3(step, step, step); 
    err = false; 
     } 
     if(step<0.07){ 
      listamodelos[0].transform.localScale = new 
Vector3(0.07f, 0.07f, 0.07f); 
      err=true; 
    } 
    } 
   
    if(listamodelos[1] != null && listamodelos[1].active == true){ 
    if (vardist > 0) { 
    scaleUp = true; 
    step += (vardist / 30);    
    } 
    if (vardist < 0 && step > 0) { 
    scaleUp = true; 
    step += (vardist / 30);  
    } 
     step0= step/18; 
    if((step0)>0.0016){ 
    listamodelos[1].transform.localScale = new Vector3(step0, step0, 
step0); 
    err = false; 
    } 
    if(step0<0.0016){ 
     listamodelos[1].transform.localScale = new Vector3(0.0016f, 
0.0016f, 0.0016f); 
     err=true; 
    } 
     
     
    } 
    
    
    if(listamodelos[2] != null && listamodelos[2].active == true){ 
    if (vardist > 0) { 
    scaleUp = true; 
    step1 += (vardist / 30);    
    } 
    if (vardist < 0 && step1 > 0) { 
    scaleUp = true; 
    step1 += (vardist / 30); 
    } 
     
    if((step1)>0.07){ 
    listamodelos[2].transform.localScale = new Vector3(step1, step1, 
step1); 
    err = false; 
    } 
    if (step1<0.07){ 
     listamodelos[2].transform.localScale = new Vector3(0.07f, 
0.07f, 0.07f); 
     err=true; 
    } 
      
      
     
    } 
    scaleUp = false; 
  
  } 
 } 
  
   void Rota () 
 {  
  
  if (Input.touchCount == 3){// && Input.GetTouch (0).phase == TouchPhase.Moved && 
Input.GetTouch (1).phase == TouchPhase.Moved && Input.GetTouch (2).phase == TouchPhase.Moved) {  
   
     r -= 0.05f; 
        
     Vector3 b = new Vector3(0,0,r);   












































     
    } 
    scaleUp = false; 
  
  } 
 } 
  
   void Rota () 
 {  
  
  if (Input.touchCount == 3){// && Input.GetTouch (0).phase == TouchPhase.Moved && 
Input.GetTouch (1).phase == TouchPhase.Moved && Input.GetTouch (2).phase == TouchPhase.Moved) {  
   
     r -= 0.05f; 
        
     Vector3 b = new Vector3(0,0,r);   
     Debug.Log("valor rota: "+r); 
         
     if(listamodelos[0] != null&& listamodelos[0].active == true) 
      listamodelos[0].transform.Rotate(b); 
     if(listamodelos[1] != null&& listamodelos[1].active == true) 
      listamodelos[1].transform.Rotate(b); 
     if(listamodelos[2] != null&& listamodelos[2].active == true) 
      listamodelos[2].transform.Rotate(b); 
     




  void OnGUI() { 
  GUIStyle myButtonStyle = new GUIStyle (GUI.skin.button); 
  GUIStyle myLabelStyle = new GUIStyle (GUI.skin.label); 
  myButtonStyle.fontSize = 50; 
  myLabelStyle.fontSize = 50; 
  Font myFont = (Font)Resources.Load ("Fonts/comic", typeof(Font)); 
  myButtonStyle.font = myFont; 
  myLabelStyle.font = myFont; 
  myButtonStyle.normal.textColor = Color.white; 
  myLabelStyle.normal.textColor = Color.white; 
   if (GUI.Button (new Rect(50,400,120,40), "Salir")) { 
             Application.LoadLevel(0); 
    
  } 
  if (err == true ) { 
   GUI.Label (new Rect (310, 30, 600, 150), "Hazlo grande!", myLabelStyle); 
  } 




 void Update () 
 { 
  //if (hacezoom == true) 
  //{ 
  Zoom (); 
   
  //} 
  //if (rotera) 
  Rota (); 










    #region PUBLIC_METHODS 
 
 public void OnTrackableStateChanged ( 
                                    TrackableBehaviour.Status previousStatus, 
                                    TrackableBehaviour.Status newStatus) 
 { 
  if (newStatus == TrackableBehaviour.Status.DETECTED || 
            newStatus == TrackableBehaviour.Status.TRACKED) { 
   OnTrackingFound (); 
  } else { 
   OnTrackingLost (); 
  } 
 } 














































     
    #region PUBLIC_METHODS 
 
 public void OnTrackableStateChanged ( 
                                    TrackableBehaviour.Status previousStatus, 
                                    TrackableBehaviour.Status newStatus) 
 { 
  if (newStatus == TrackableBehaviour.Status.DETECTED || 
            newStatus == TrackableBehaviour.Status.TRACKED) { 
   OnTrackingFound (); 
  } else { 
   OnTrackingLost (); 
  } 
 } 
 




    #region PRIVATE_METHODS 
 
 
 private void OnTrackingFound () 
 { 
  Renderer[] rendererComponents = GetComponentsInChildren<Renderer> (); 
//Enable rendering; 
 
  foreach (Renderer component in rendererComponents) { 
   component.enabled = true; 
  } 
 
 
  isRendered = true; 
 } 
 
 private void OnTrackingLost () 
 { 
  Renderer[] rendererComponents = GetComponentsInChildren<Renderer> (); 
//Disable rendering; 
 
  foreach (Renderer component in rendererComponents) { 
   component.enabled = false; 
  } 
 
  isRendered = false; 
 } 
 
    #endregion // PRIVATE_METHODS 
} 
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Anexo III. Script ModelSwappero 
 
Clase que rige el funcionamiento del cambio de modelos una vez tomada la 















































public class ModelSwapero : MonoBehaviour { 
      
     
 public TrackableBehaviour theTrackable; 
      private bool Sacataza = false; 
 private bool Sacamampara = false; 
 private bool Sacamueble = false; 
 public GameObject[] listamodelos = new GameObject [10];  
  
 void Start () { 
        if (theTrackable == null) 
        { 
            Debug.Log ("Warning: Trackable not set !!"); 
        } 
GameObject trackableGameObject = theTrackable.gameObject; 
          
        for (int i = 0; i < trackableGameObject.transform.GetChildCount(); i++)  
        { 
            Transform child = trackableGameObject.transform.GetChild(i); 
            child.gameObject.active = false;             
        } 
   
   
    } 
      
    // Update is called once per frame 
    void Update () { 
 if (Sacataza && theTrackable != null) { 
         Sacartaza(); 
            Sacataza = false; 
        } 
   
 if (Sacamampara && theTrackable != null) { 
  Sacarmampara(); 
            Sacamampara = false; 
        } 
   
 if (Sacamueble && theTrackable != null) { 
  Sacarmueble(); 
             Sacamueble = false; 
        } 
   
    } 
      
    void OnGUI() { 
      
        if (GUI.Button (new Rect(50,50,120,40), "wcangel")) { 
           Sacataza = true; 
     } 
        if (GUI.Button (new Rect(50,175,120,40), "mampara")) { 
           Sacamampara = true; 
      
        } 
        if (GUI.Button (new Rect(50,300,120,40), "pila")) { 
           Sacamueble = true; 
        } 
    
    } 
 
 private void Sacartaza () { 
   
  listamodelos[0].active = true;  
  listamodelos[1].active = false;  
  listamodelos[2].active = false; 
 } 
    
 private void Sacarmampara () { 
   
   
  listamodelos[0].active = false;  
  listamodelos[1].active = true;  


































  listamodelos[2].active = false; 
 } 
    
 private void Sacarmampara () { 
   
   
  listamodelos[0].active = false;  
  listamodelos[1].active = true;  
  listamodelos[2].active = false; 
   
   
 } 
    
 private void Sacarmueble () { 
   
  listamodelos[0].active = false;  
  listamodelos[1].active = false;  
  listamodelos[2].active = true; 
   
 } 
     
}    
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Anexo IV. Script ComportamientoGotita 
 
Clase que comprueba durante la vida de la gota dentro del marcador si el 
proyectil impacta en ella. En caso afirmativo, genera una explosión y la elimina, 





























public class ComportamientoGotita : MonoBehaviour { 
 
 public Transform explosionPrefab; 
 private EstadoJuego estadoJuego; 
  
 // Use this for initialization 
 void Start () { 
  estadoJuego = 
ControladorDelJuego.ObtenerComponente<EstadoJuego>("ControladorDelJuego"); 
   
 } 
  
 // Update is called once per frame 




 void Muere(){ 
  Rotar rotar = transform.parent.GetComponent<Rotar>(); 
  GotaSeEscapa gotaSeEscapa= transform.parent.GetComponent<GotaSeEscapa>(); 
  int puntuacion = (int) ((100*rotar.radioactual)/gotaSeEscapa.radiolimite); 
  estadoJuego.IncrementarPuntuacion(puntuacion); 
  Instantiate (explosionPrefab, transform.parent.gameObject.transform.position, 
transform.parent.gameObject.transform.rotation);//transform.position, transform.rotation); 
  Destroy (gameObject.transform.parent.gameObject); 
 } 
} 
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Anexo V. Script ControladorDelJuego 
 


























public class ControladorDelJuego : MonoBehaviour { 
 
 // Use this for initialization 




 // Update is called once per frame 
 void Update () { 
  
 } 
 public static T ObtenerComponente<T>(string nombreDelGameObject) where T : 
UnityEngine.Component 
 { 
  GameObject Controlador = GameObject.Find("ControladorDelJuego"); 
  if (Controlador != null){ 
   return Controlador.GetComponent<T>(); 
    
  } else { 
    
   Debug.LogError ("No se encuentra el " +nombreDelGameObject); 
   return null; 
  } 
 } 
} 
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Anexo VI. Script Disparar 
 
























public class Disparar : MonoBehaviour  { 
  
 public Transform DisparoPrefab; 
 public float tiempoEntreDisparos = 0f; 
 private float siguienteDisparo = 0f; 
 // Use this for initialization 
 void Start () { 
 }// Update is called once per frame 
 void Update () { 
  
  if ((Input.GetButtonDown ("Fire1")|| Input.touchCount >0) && Time.time > siguienteDisparo){ 
    
   siguienteDisparo = Time.time + tiempoEntreDisparos; 
   Instantiate (DisparoPrefab, transform.position, transform.rotation); 
   
  } 
 } 
} 
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Anexo VII. Script Disparo 
 































public class Disparo : MonoBehaviour { 
 
 // Use this for initialization 
 void Start () { 
  
  rigidbody.AddForce(transform.forward *1000); 
 } 
  
 // Update is called once per frame 




 void OnTriggerEnter (Collider other){ 
   
  if(other.name == "Suelo"){ 
   EliminarDisparo (); 
  }else if(other.tag =="Agua"){ 
   EliminarDisparo (); 
   other.SendMessage ("Muere", SendMessageOptions.DontRequireReceiver); 
  } 
 } 
  
 void EliminarDisparo(){ 
  Destroy (gameObject,1); 
  GetComponentInChildren<ParticleSystem>().enableEmission = false; 
 } 
} 
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Anexo VIII. Script GameOver 
 

























public class GameOver : MonoBehaviour { 
 
 // Use this for initialization 




 // Update is called once per frame 
 void Update () { 
  
 } 
 public void PartidaTerminada(){ 
   
  Debug.Log("GameOver"); 
   
 } 
} 
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Anexo IX. Script GeneradorDeGotas 
 
































public class GeneradorDeGotas : MonoBehaviour { 
 
 public Transform GotasPrefab; 
 public Transform ObjetoDeGiro; 
 public Transform Padre; 
 public float PrimeraGota = 2f; 
 public float EntreGotas= 1f; 
 public float SiguienteGota; 
 public Vector3 posicion = new Vector3 (0f,10.83078f,0f); 
  
  
 // Use this for initialization 
 void Start () { 




 // Update is called once per frame 
 void Update () { 
  
  if (Time.time >= SiguienteGota){ 
   SiguienteGota = Time.time + EntreGotas; 
   Transform GotasTransform = Instantiate (GotasPrefab, posicion,  
ObjetoDeGiro.transform.rotation) as Transform; 
   GotasTransform.parent = Padre; 
   Rotar rotar = GotasTransform.GetComponent<Rotar>(); 
   rotar.ObjetoCentroDeRotacion = ObjetoDeGiro; 
  } 
   
 } 
} 
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Anexo X. Script EstadoJuego 
 


















































public class EstadoJuego : MonoBehaviour { 
 
 public GUITexture guiVidas; 
 public GUIText guiPuntuacion; 
 public Texture [] vidasImagenes; 
 public int vidasActuales = 0; 
 public int vidasIniciales = 3; 
 public int puntuacion = 0; 
 // Use this for initialization 
 void Start () { 
  vidasActuales = vidasIniciales; 
  guiVidas.guiTexture.texture = vidasImagenes[vidasActuales]; 
//  Debug.Log (vidasActuales); 
  puntuacion = 0; 
  ActualizarPuntuacion (); 
 } 
  
 // Update is called once per frame 
 public void ActualizarPuntuacion(){ 
  //Debug.Log (puntuacion); 
  guiPuntuacion.guiText.text= puntuacion.ToString ("D5"); 
 } 
  
 public void IncrementarPuntuacion (int incremento){ 
  puntuacion += incremento; 
  ActualizarPuntuacion (); 
 } 
  




 public void PerderUnaVida(){ 
   
  if(vidasActuales>0){ 
   vidasActuales--; 
//   Debug.Log (vidasActuales); 
  } 
  if(vidasActuales<vidasImagenes.Length){ 
  guiVidas.guiTexture.texture = vidasImagenes[vidasActuales]; 
  } 
  if (vidasActuales<=0){ 
   SendMessage("PartidaTerminada",SendMessageOptions.DontRequireReceiver); 
  }  
 } 
} 




Anexo XI. Script EventosMarcador 
 
Clase que define el comportamiento del juego en función de si el marcador está 
detectado y reconocido por la aplicación. En caso de perder la referencia del 














































public class EventosMarcador : MonoBehaviour { 
  
 public GUIText notificacion; 
 private bool detener; 
 // Use this for initialization 




 // Update is called once per frame 
 void Update () { 
  if(detener && Time.frameCount>=2){ 
   Time.timeScale=0f; 
  } 
 if(Input.GetKeyDown (KeyCode.Q)){ 
   MarcadorPerdido (); 
  } 
  else  if(Input.GetKeyDown (KeyCode.W)){ 
   MarcadorEncontrado (); 
  } 
 } 
  
 public void MarcadorPerdido(){ 
   
  //Debug.Log ("Perdido"); 
  //Pause Game 
  if(notificacion!=null){ 
   notificacion.enabled= true; 
  } 
  detener=true; 
 } 
  
 public void MarcadorEncontrado(){ 
   
  //Debug.Log ("Encontrado"); 
  //Resume Game 
  if(notificacion!=null){ 
  notificacion.enabled= false; 
   } 
  Time.timeScale=1f; 
  detener= false; 
 } 
} 
Anexos   63 
 
Anexo XII. Script GotaSeEscapa 
 





























public class GotaSeEscapa : MonoBehaviour { 
 
 public float radiolimite= 30f; 
 private Rotar rotar; 
 private EstadoJuego estadoJuego; 
  
 // Use this for initialization 
 void Start () { 
   
  rotar = GetComponent<Rotar>(); 




 // Update is called once per frame 
 void Update () { 
 
 if(rotar.radioactual >= radiolimite){ 
   GotasSeAcabaDeEscapar (); 
  } 
 } 
 private void GotasSeAcabaDeEscapar(){ 
  Destroy(gameObject); 
  estadoJuego.PerderUnaVida (); 
 } 
} 
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Anexo XIII. Script Rotar 
 
Clase que rige la dirección, sentido y velocidad de giro de las gotas en la 



























public class Rotar : MonoBehaviour { 
  
 public Transform  ObjetoCentroDeRotacion; 
 public float rotacionporsegundo = 75f;//grados 
 public float radioactual = 2f; 
 public float incrementoradioporsegundo = 0.5f; 
 
 // Use this for initialization 




 // Update is called once per frame 
 void Update () { 
  radioactual += incrementoradioporsegundo* Time.deltaTime; 
  transform.position = new Vector3 (ObjetoCentroDeRotacion.position.x, transform.position.y, 
ObjetoCentroDeRotacion.position.z); 
  transform.Translate (-radioactual,0,0); 
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public class chorro : MonoBehaviour { 
 public GameObject chorrete; 
 public GameObject mamparo; 
 public float contador=0; 
 public float contadorvida=0; 
 bool barras; 
 public int colisiones= 0; 
 public GameObject[] barravida = new GameObject [5]; 
 public int i=4,e=0; 
 private float mambajo; 
 private float mamarriba; 
 private float mamder; 
 private float mamizq; 
 public TextMesh puntos; 
 public TextMesh tiempo; 
 private int puntuacion; 
 private bool Suma = true; 
 private int contmuerte; 
 private float inicio; 
 //private float min; 
 //private float seg; 
  
 // Use this for initialization 
 void Start () { 
  for (int a=0;a<5;a++){ 
   barravida[a].active = false; 
  } 
  inicio = Time.time; 
//  Time.time= 0f; 
  Time.timeScale = 1f; 
  
  Muevechorro(); 
     
 }  
 void Chocan (){ 
    
  mambajo= mamparo.transform.localPosition.z - 0.16f; 
  mamarriba= mamparo.transform.localPosition.z + 0.16f; 
  mamder= mamparo.transform.localPosition.x + 0.16f; 
  mamizq= mamparo.transform.localPosition.x - 0.16f; 
  if(chorrete.transform.localPosition.x> mamizq && chorrete.transform.localPosition.x< 
mamder || chorrete.transform.localPosition.z> mambajo && chorrete.transform.localPosition.z> mamarriba){ 
   colisiones++; 
   contadorvida = contadorvida - 50; 
  } 
 } 
  
 void Barras(){ 
  if(contadorvida == 500){ 
     
   if(barravida[0].active==false){ 
    barravida[0].active= true; 
    e++; 
    contadorvida =0; 
     
   } 
   if(barravida[e].active==false && contadorvida ==500){ 
     
    barravida[e].active=true; 
    e++; 
    contadorvida =0; 
   } 
   } 
   
  
    
   if(colisiones ==10){ 
    i--; 
    barravida[i].active=false; 
    colisiones =0; 














































   if(colisiones ==10){ 
    i--; 
    barravida[i].active=false; 
    colisiones =0; 
    barras = false; 
   } 
     
    
 } 
 
 void Muevechorro(){ 
  Vector3 position = new Vector3(Random.Range(-0.47F, 0.47F), 0, Random.Range(-0.47F, 
0.47F)); 
  chorrete.transform.localPosition = position; 
       
 } 
  
 // Update is called once per frame 
 void Update () { 
 if(Suma == false){ 
   contmuerte++; 
  } 
 contador++; 
 contadorvida++; 
  if (contador == 100 && Suma==true){ 
   Muevechorro(); 
   contador=0; 
   Chocan(); 
   Barras(); 
  } 
  if (Suma== true) 
  puntuacion = colisiones* 75; 
  puntos.text= puntuacion.ToString ("D5"); 
   
  int min =(int) (Time.time- inicio)/60; 
   
   
  int seg = (int) (Time.time- inicio)%60; 
  tiempo.text= min.ToString("D2")+":" + seg.ToString("D2"); 
   
  if(barravida[4].active == true){ 
   Time.timeScale = 0.0f; 
   Suma = false; 
   if(contmuerte == 300){ 
   Application.LoadLevel(1); 
   } 
    
  } 
   
 } 
}   
  
