Abstract. In this article, an abstract framework for the error analysis of discontinuous Galerkin methods for control constrained optimal control problems is developed. The analysis establishes the best approximation result from a priori analysis point of view and delivers reliable and efficient a posteriori error estimators. The results are applicable to a variety of problems just under the minimal regularity possessed by the well-posed ness of the problem. Subsequently, applications of C 0 interior penalty methods for a boundary control problem as well as a distributed control problem governed by the biharmonic equation subject to simply supported boundary conditions are discussed through the abstract analysis. Numerical experiments illustrate the theoretical findings. Finally, we also discuss the variational discontinuous discretization method (without discretizing the control) and its corresponding error estimates.
Introduction
The optimal control problems have been playing a very important role in the modern scientific world. The numerical analysis for these class of problems dates back to 1970's [27, 19] . There are many landmark results on the finite element analysis of optimal control problems. It is difficult to cite all the articles here but the relevant work can be found in the references of some of the articles that we discuss here. We refer to the monograph [38] for the theory of optimal control problems and the aspects on the respective numerical algorithms. Therein, the primal-dual active set strategy algorithm developed in [28] is also discussed in the context of the optimal control problems. We refer to [35] for a super-convergence result for a post-processed control for constrained control problems. A variational discretization method is introduced in [29] to derive optimal error estimates by exploiting the relation between the control and the adjoint state. For the Neumann boundary control problem with graded mesh refinement refer to [1] and for the Dirichlet boundary control problems refer to [12, 15, 26, 34, 36] and references there in. There has been also a lot of interest on the state constrained control problems, for example refer to [14, 37, 25] and references therein. In the context of a posteriori error analysis of control constrained problems, we refer to [30] . A general framework for a posteriori error analysis of conforming finite element methods for optimal control problems with constraints on controls is derived in [33] recently. The result therein is obtained by the help of corresponding linear problems. In the context of higher order problems, recently in [10, 18] , mixed finite element methods have been proposed and analyzed for a distributed control problem governed by the biharmonic equation subject to the Dirichlet boundary conditions while a C 0 interior penalty method is analyzed in [24] for the clamped plate control problem.
There are not many results on the analysis of discontinuous Galerkin (DG) methods for optimal control problems, in particular for higher order problems since DG methods are very attractive for them. In this article, we develop an abstract framework for the error analysis of discontinuous finite element methods applied to control constrained optimal control problems. The outcome of the result is a best approximation result for the method and a reliable and efficient error estimator. It is important to note that these best approximation results are key estimates in establishing the optimality of adaptive finite element methods, see for example [11, 31] . Also it is worth noting that the standard error analysis of DG methods require additional regularity which do not exist in several cases for example in simply supported plates or mixed boundary value problems e.g., see the discussions in [22, 9, 23, 8] . Therefore the error analysis of DG methods has to be treated carefully. To this end, we introduce two auxiliary problems one is dealt with a projection in a priori analysis and the other one is based on a reconstruction in a posteriori analysis. Subsequently Theorem 3.2 and Theorem 3.5 are proved which play important role in the analysis. We believe that the results in this article presents a framework for the error analysis of discontinuous finite element methods for control problems with limited regularity. Moreover the a posteriori error estimator is useful in adaptive mesh refinement algorithms.
On the other hand, C 0 interior penalty methods became very attractive in the recent past for approximating the solutions of higher order problems [7, 9, 5, 8, 23, 17] . This is due to the fact that the conforming and mixed methods are complicated and the nonconforming methods do not come in a natural hierarchy. In this article, we propose and analyze a C 0 interior penalty method for optimal control problems (both distributed and Neumann boundary control) governed by the biharmonic equation subject to simply supported boundary conditions. Note that the analysis of Dirichlet boundary control problems in general is a subtle issue since the arguments for that particular problem needs to be addressed using a very weak formulation or an equivalent one, e.g., see [12, 34] . The analysis in this article differs from the one in [24] and in particular an abstract frame work for obtaining energy norm estimates and in a posteriori error analysis. Also we analyze here the boundary control problems. The variational discretization method introduced in [29] is also discussed in the context of discontinuous Galerkin methods using the framework we developed here. Recently, it is shown in [32] that the C 0 interior penalty solution of the biharmonic problem has connection to the divergence-conforming solution of the Stokes problem. Therefore our results will also be useful in the context of control problems for Stokes equation.
The rest of the article is organized as follows. Section 2 introduces the model problems that are under discussion. In Section 3, we set up the abstract framework for the error analysis of discontinuous finite element methods and derive therein some abstract error estimates that form the basis for a priori and a posteriori error analysis. In Section 4, we develop the discrete setting and discuss the applications to the model problems introduced in Section 2. In Section 5, we present some numerical examples to illustrate the theoretical results. In Section 6, we introduce the variational discretization method and sketch the proofs for obtaining error estimates using the frame developed in Section 3. Finally we conclude the article in Section 7.
Model Problems
The discussion will be on two model problems arising from the optimal control of simply supported plate problem, one is on the distributed control problem and the another is on the boundary control problem. However the abstract analysis that we develop later in the forthcoming section does not limit to only these problems. In what follows subsequently, we introduce the common data shared by the two model problems.
Let Ω ⊂ R 2 be a bounded domain with polygonal boundary Γ. Assume that there is some m ≥ 1 such that the boundary Γ is the union of some line segments Γ i 's (1 ≤ i ≤ m) whose interior in the induced topology are pair-wise disjoint. Let the admissible space
(Ω) and a real number α > 0 are given. Define the bilinear form
where
is the standard Hessian of w.
Remark 2.1. We may assume that the load function f ∈ V * , the dual of V , in that the case the numerical method will have to be modified. The analysis in such cases can be handled as in [2] .
For given q, q ∈ R ∪ {±∞} with q < q, define the admissible set of controls by
Consider the optimal control problem of finding u ∈ V and q ∈ Q b such that
subject to the condition that w ∈ V satisfies
Note that the optimal solution (u, q) ∈ V × Q b , whenever exists, satisfies
In order to establish the existence of a solution to (2.3) , note that the model problem (2.4) has a unique solution w ∈ V for given p ∈ L 2 (Γ). Define this correspondence as Sp = w. From the stability estimates of the solution w, it is easy to check that S : L 2 (Γ) → L 2 (Ω) defines a continuous linear operator. Using the operator S, the minimization problem (2.3) can be written in the reduced form of finding q ∈ L 2 (Γ) such that
Using the theory of elliptic optimal control problems [38] , the following proposition on the existence and uniqueness of the solution can be proved and the optimality condition can be derived.
Proposition 2.2. The control problem (2.6) has a unique solution q and the corresponding solution u = Sq of (2.5). Furthermore, by introducing the adjoint state φ ∈ V such that
Model Problem 2. In this example, we consider the model of a distributed control problem. For this, define the quadratic functional J :
Let q, q ∈ R with q < q be given.
The distributed control problem consists of finding u ∈ V and q ∈ Q d such that
It is clear that whenever it exists the optimal solution (u, q)
Note that the model problem (2.12) has a unique solution w ∈ H 2 (Ω) for given p ∈ L 2 (Ω). Setting this correspondence as Sp = w and using the stability estimates of w, it is obvious that S : L 2 (Ω) → L 2 (Ω) defines a continuous linear operator. Then, the minimization problem (2.11) is reduced to find q ∈ L 2 (Ω) such that
Again the theory of elliptic optimal control problems [38] implies that the problem (2.14) has a unique solution q. The corresponding solution of (2.13) is denoted by u. Moreover as in the earlier case, there exists an adjoint state φ ∈ V such that
The analysis in the forthcoming section can be easily extended to these cases as well.
Abstract Setting and Analysis
In this section, we develop an abstract framework for the error analysis of discontinuous and nonconforming methods for approximating the solutions of optimal control problems with either boundary control or the distributed control. All the vector spaces introduced below are assumed to be real.
Let V be a Sobolev-Hilbert space with the norm · V and with dual denoted by V ′ . The space V will be an admissible space for state and adjoint state variables. Let W be a Hilbert space such that V ⊂ W ⊂ V ′ (Gelfand triplet) and the inclusion is continuous. The inner product and norm on W is denoted by (·, ·) and · W , respectively. Let Q be an Hilbert space that will be used for seeking the control variable. The norm and the inner-product on Q will be denoted by · Q and ·, · respectively. Let B : V → Q be a linear and continuous operator. Let Q ad ⊂ Q be a nonempty, closed and convex subset.
Assume that (u, φ, q) ∈ V × V × Q ad solve the system
where f ∈ V ′ , u d ∈ W , α > 0 are given and a : V × V → R is a continuous and elliptic bilinear form in the sense that there exist positive constants C and c such that
Next we introduce the corresponding discrete setting. Let V h ⊂ W be a finite dimensional (finite element) subspace and there is a norm 
Similarly assume that Q h ⊂ Q be a finite dimensional (finite element) subspace and Q h ad ⊂ Q ad be a nonempty, closed and convex subset of
Throughout this section, we assume that the following hold true:
As it will be seen in subsequent sections that (3.7) corresponds to a Poincaré type inequality and (3.8) corresponds to a trace inequality on broken Sobolev spaces.
We need the Q-projection defined by the following: For given q ∈ Q, let Π h q ∈ Q h be the solution of
Assumption (Q): Assume that Π h q ∈ Q h ad whenever q ∈ Q ad . We turn to derive some abstract a priori error analysis. To this end, we introduce some projections as follows:
respectively. The following lemma is a key in the error analysis.
Lemma 3.1. There hold
Proof. Since Q h ad ⊂ Q ad and B h = B on V , we find from (3.3) and (3.6) that
We find by adding the above two inequalities that
This completes the proof.
The following theorem derives an abstract a priori error estimate for the control. 
Proof. From (3.4)-(3.5) and the definition of P h , we have (3.12) and subtract the resulting equations to find
This implies
Using Lemma 3.1 with p h = Π h q, we find that
From the error equation (3.13), we have
By the assumption (3.7) and the ellipticity of a h , we find
Now using the assumption (3.8) and (3.15), we find
Using this estimate in (3.14), we complete the proof.
We now derive the error estimates for the state and the adjoint state variables.
Proof. The estimate in (3.15) together with the estimate in Theorem 3.2 and the triangle inequality imply
The error equation (3.12) and the assumption (3.8) imply
The rest of the proof follows from Theorem 3.2.
Next we will develop an abstract setting for a posteriori error control. To this end, define the reconstructions Ru ∈ V and Rφ ∈ V by
From the above definitions and (3.1)-(3.2), we have
The following lemma will be useful in the subsequent a posteriori error analysis:
Lemma 3.4. There hold
Proof. Using the assumptions Q h ad ⊂ Q ad , B h = B on V , and the inequalities (3.3) and (3.6), we find
Add the above two inequalities and find
This trivially implies
Hence the proof.
The first result that will be useful in a posteriori error estimates for the control is the following:
Theorem 3.5. There hold
Proof. Taking v = u − Ru in (3.19) and v = φ − Rφ in (3.18) and then subtracting the resulting equations,
It trivially implies
Using the estimate in Lemma 3.4 in the above equation, we find
The proof then follows from the Cauchy-Schwarz inequality and the assumption (3.8).
Next, the result that will be useful in the a posteriori error analysis of the state and the adjoint states is derived below. Theorem 3.6. There hold
Proof. By the triangle inequality,
Taking v = u − Ru in (3.18) and since · h = · V on V , we find by using the continuity of the operator B that
The bound for u − u h then follows by using Theorem 3.5. Similarly by the triangle inequality
Taking v = φ − Rφ in (3.19) and again since · h = · V on V , we find by using the continuous imbedding of V in W that
The rest of the proof follows from the assumption (3.7) and the estimate for u − u h h .
A Specific and Discrete Setting

Notations. Denote the norm and semi-norm on
(Ω) which is equivalent to · 2,Ω . Let T h be a regular simplicial subdivision of Ω. Denote the set of all interior edges/faces of T h by E i h , the set of boundary edges/faces by E b h , and define
The diameter of any edge/face e ∈ E h will be denoted by h e . We define the Sobolev space H s (Ω, T h ) associated with the subdivision T h as follows:
The discontinuous finite element space is
where P 2 (D) is the space of polynomials of degree less than or equal to 2 restricted to the set D. It is clear that V h ⊂ H where v ± = v T ± . For any v ∈ H 3 (Ω, T h ), we define the mean and jump of the second order normal derivative of v across e by
respectively, where n is either n + or n − (the sign of n will not change the above quantities).
For notational convenience, we also define jump and average on the boundary edges. For any e ∈ E b h , there is a element T ∈ T h such that e = ∂T ∩ ∂Ω. Let n e be the unit normal of e that points outside T . For any v ∈ H 2 (T ), we set on e
and for any v ∈ H 3 (T ), we set
We require the following trace inequality [20] :
We also use the following inverse inequality on V h [6, 13] :
where e is an edge of T .
(Ω) be the Hsieh-Clough-Toucher C 1 finite element space associated with the triangulation T h (see [6, 13, 9] ). In the error analysis of discontinuous Galerkin methods, we use an enriching map E h : V h → V c that plays an important role. As it is done in [9] , we define E h : V h → V c as follows: Let N be any degree of freedom of V c i.e., N is either the evaluation of a shape function or its first order derivatives at any vertex or the evaluation of the normal derivative of shape function at the midpoint of any edge in E h . Then, for any v ∈ V h ,
where T N is the set of triangles sharing the degree of freedom N and |T N | denotes the cardinality of T N . The following Lemma states the approximation properties satisfied by the map E h [9] :
and
Following [9] , the bilinear form for the numerical method is defined by
where η > 0 is a real number. Define the following norm for v ∈ H s (Ω, T h ) for s ≥ 2 :
We refer to [5, 9] for a proof of the following lemma.
Lemma 4.4. It holds that
For sufficiently large η, it holds that
Discrete Boundary Control Problem. The model we study in this case is the Model Problem 1 described in Section 2. In this case the space
ad whenever q ∈ Q ad . The operator B : V → Q is nothing but the piece-wise (Γ i -wise) normal derivative on Γ and B h : V h → Q h is defined by the piecewise (edge-wise) normal derivative, ie., B h v| e = (∂v T /∂n) | e , where v T = v| T and T be the triangle having the edge e on its boundary. We now verify the assumption (3.7) and (3.8). The inequality (3.7) follows from the results on Poincaré type inequalities in [4] . The estimate in (3.8) follows form the well known trace inequality on H 2 (Ω) and the properties of enriching function E h as follows: Let v ∈ V and v h ∈ V h . Then
(Ω), the trace inequality in Lemma 4.1 implies that
then the triangle inequality yields
Now the trace-inverse inequality in Lemma 4.2 on discrete spaces and Lemma 4.3 completes the proof of (3.8).
The abstract error estimates in Theorem 3.2 and Theorem 3.3 are valid to the model problem under the discussion.
The error analysis in [9] delivers the following error estimates for the projections P h u and P h φ:
Using these estimates, Theorem 3.2 and Theorem 3.3, we obtain the following error estimate:
At this moment we can apply the elliptic regularity to derive concrete error estimates. Note that by the well posed-ness of the problem, u, φ ∈ H 2 (Ω) and q ∈ L 2 (Γ). Then the optimality condition (2.9) implies that
The elliptic regularity on polygonal domains [3, 21] implies that φ ∈ H 2+s (Ω) for some s ∈ (0, 1] which depends on the interior angles of the domain Ω. Then
Using this, we also get that u ∈ H 2+s (Ω). Thus we have proved the following theorem: Theorem 4.5. Let s ∈ (0, 1] be the elliptic regularity index. Then there holds
Define the estimators,
Again the error analysis in [9] and the a posteriori error analysis in [7] conclude the following error estimates:
The following theorem is the consequence of the above two estimates, Theorem 3.5 and Theorem 3.6: Theorem 4.6. There hold 
The discrete set V h is the same as in (4.1). Set Q ad = Q b , where Q b is defined in Section 2. Define the discrete space
It is trivial to check that Q h ad ⊂ Q ad and Π h q ∈ Q h ad for q ∈ Q ad . The operator B : V → Q and B h : V h → Q h are inclusion (identity) maps. The assumptions (3.7) and (3.8) are the Poincaré type inequalities derived in [4] .
The error analysis in [9] implies the following error estimates for the projections P h u and P h φ:
Using Theorem 3.2, Theorem 3.3 and above estimates, we find
We invoke the elliptic regularity now to derive the concrete error estimates. Note that
By the elliptic regularity [21] , there is some s ∈ (0, 1] which depends on the interior angles of the domain Ω such that u, φ ∈ H 2+s (Ω) and hence q ∈ W 1,∞ (Ω). Thus we deduce the following theorem as in the case of boundary control problem. 
As in the case of boundary control problem, the following theorem on a posteriori error estimates is a consequence of the results in [9, 7] , Theorem 3.5 and Theorem 3.6:
Discussion on the efficiency estimates: From the equations (3.16)-(3.17) , the continuity of B : V → Q and the continuous imbedding of W ⊂ V , we find
Then by the triangle inequality,
Therefore the efficiency of the terms in η u and η φ follows by the standard bubble function techniques. Then note, for example, in the case of distributed control that by the triangle inequality and the stability of the projection Π h that
This completes the discussion on the efficiency of the error estimates.
Numerical Experiments
In this section, we present some numerical experiments to illustrate the theoretical results derived in the article. In all the examples below, we choose the penalty parameter η = 10, q = −750, q = −50 and α = 10 −3 . The discrete solution is computed by using the primaldual active set algorithm in [38] .
Example 1. First, we test the a priori error estimates for a model of distributed optimal control problem with homogeneous simply supported plate boundary conditions. The computational domain is chosen to be Ω = (0, 1)
2 . The data of the model problem is constructed in such a way that the exact solution is known. This is done by choosing the state variable u, the adjoint variable φ as u(x, y) = φ(x, y) = sin φ(x) . The source term f and the observation u d are then computed by using
We take a sequence of uniformly refined meshes with mesh parameter h as it is shown in Now, we test the performance of the a posteriori error estimator for the above distributed control problem. Note that the state and adjoint state are smooth but not the control. The following algorithm for adaptive refinement has been used: SOLVE → ESTIMATE → MARK → REFINE We compute the discrete solutions and then we compute the error estimator and mark the elements using the Dörlfer marking technique [16] with θ = 0.3. We refine the marked elements using the newest vertex bisection algorithm and obtain a new mesh. Figure 5 .1 shows the behavior of the estimator and the errors u − u h h , φ − φ h h and q − q h 0,Ω with the increasing number of degrees of freedom N (number of unknowns for state variable). We observe that the estimator is reliable. The errors in state, adjoint state and control converge at the optimal rate of 1/ √ N. The efficiency of the estimator is depicted through the efficiency indices (estimator/( u − u h h + φ − φ h h + q − q h 0,Ω )) in Figure 5 .2. Finally, Figure 5 .3 shows the adaptive mesh refinement. Example 2. In this example, we test the performance of the a posteriori error estimator for a distributed control problem in the presence of re-entrant corners. The domain Ω is set to be L−shaped as it is shown in Figure 5 .5. We set the source term f = 1 and the observation u d = 1. In this case since we do not have exact solutions at hand, we test the optimal convergence of the error estimator and its performance in capturing the re-entrant corner. The numerical experiment shows that the error estimator converges optimally (see Figure 5 .4) and refines the mesh locally at the reentrant corner (see Figure 5 .5) as it should be expected. In this section, the variational discretization method (control being not discretized) introduced in [29] will be discussed in the context of discontinuous Galerkin methods and then error estimates will be discussed. For this we use the notation and the setting in Section 3. The variational discontinuous discretization method is defined as to find
B hφh + αq, p −q ≥ 0 ∀p ∈ Q ad , (6.3)
The following lemma is proved in the same lines as that of Lemma 3.1:
Lemma 6.1. There hold B h (φ h − P h φ), q −q ≥ α q −q This implies B h (φ h − P h φ), q −q ≥ α q −q 2 Q + B h (φ − P h φ), q −q , and hence the proof is completed.
The error estimate for the control and the state are derived in the following theorem. Theorem 6.2. There hold
Proof. From (6.1)-(6.2) and the definition of P h , we have a h (P h u −ũ h , v h ) = q −q, B h v h ∀v h ∈ V h , (6.4) a h (v h , P h φ −φ h ) = (u −ũ h , v h ) ∀v h ∈ V h . (6.5)
Take v h = P h u −ũ h in (6.5), v h = P h φ −φ h in (6.4) and subtract the resulting equations to find q −q, B h (P h φ −φ h ) − (u −ũ h , P h u −ũ h ) = 0.
This implies
q −q, B h (φ h − P h φ) + P h u −ũ h 2 W = (u − P h u,ũ h − P h u). 
Proof. The estimate in Theorem 6.2, the continuity of a h on V h , the error equation (6.5), the assumption (P-T) and the triangle inequality imply
The error equation (6.4) and the assumption (3.8) imply a h (P h u −ũ h , P h u −ũ h ) = q −q, B h (P h u −ũ h ) ≤ C q −q Q P h u −ũ h h .
The rest of the proof follows from Theorem 6.2.
Similarly, we can find a posteriori error estimates in the same lines. In this case the a posteriori error estimator does not involve the term (B hφh + αq) − Π h (B hφh + αq) Q .
Conclusions
We have developed a framework for the error analysis of discontinuous finite element methods for elliptic optimal control problems with control constraints. The abstract analysis provides best approximation results which will be useful in convergence of adaptive methods and delivers a reliable and efficient a posteriori error estimator. The results are applicable to a variety of discontinuous Galerkin methods (including classical nonconforming methods) applied to elliptic optimal control problems (distributed and Neumann) with constraints on control. Applications to C 0 interior penalty methods for optimal control problems governed by the biharmonic equation with simply supported boundary conditions are established. Numerical experiments illustrate the theoretical findings. Variational discretization method is discussed in the context of discontinuous Galerkin methods and corresponding error estimates are derived.
