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Abstract. We review and present full detail of the Feynman diagram - based and
heat-kernel method - based calculations of the simplest nonlocal form factors in the
one-loop contributions of a massive scalar field. The paper has a pedagogical and
introductory purposes and is intended to help the reader in better understanding the
existing literature on the subject. The functional calculations are based on the solution
by Avramidi and Barvinsky & Vilkovisky for the heat kernel and are performed in
curved spacetime. One of the important points is that the main structure of non-
localities is the same as in the flat background.
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1 Introduction
The main method of calculating quantum loop corrections in QFT (quantum field theory) is based
on the integration of the Feynman diagrams in momentum representation. At the same time,
to work in curved space (spacetime), one has to go beyond this technique, because the global
Fourier transformation in curved space is impossible. There are three different main approaches
to the curved-space calculations. The first is based on expanding the external metric on the flat
background gµν = ηµν + hµν and making the calculations in the flat space, treating hµν as an
external flat-space field. The covariance and locality of the divergences make such an approach
possible and in many cases useful [1, 2]. The same concerns, in many cases, the derivation of the
finite nonlocal part of the diagrams [3, 4].
Another approach to the calculations in curved space is based on the use of normal coordinates
and local momentum representation [5]. One of the advantages of this method is an explicit
covariance. In some cases, it provides serious technical benefits, e.g. for deriving the effective
potential in the mass-dependent schemes of renormalization [6, 7]. At the same time, since the
local momentum representation is essentially based on the expansion in the vicinity of a single
spacetime point, this method is not well suited for the nonlocal contributions.
Finally, the Schwinger-De Witt technique [8, 9] is the most efficient way to derive the one-loop
divergences in a curved space background. About 25 years ago there was significant progress in
the development of the heat-kernel methods by Avramidi [10], Barvinsky and Vilkovisky [11]. As
a result, the general expressions for the non-localities in curved space have been derived, and this
opened the way for calculating the one-loop nonlocal form factors for different fields [3, 12, 4, 13]
and models (see e.g. [14]).
From the viewpoint of physical applications, the similarities and main differences between
standard Schwinger-De Witt technique and the new heat-kernel methods are as follows. In both
cases, one deals with the first few terms in the derivative expansion of the covariant effective action
in “curvatures”. In the case of gravity, due to the covariance, this expansion has the form of a
power series in the curvature tensor and its contractions (curvatures). Also, for the operator of
the standard form
Hˆ = 1ˆ + 2hˆα∇α + Πˆ, (1)
the expressions such as
Pˆ = Πˆ + 1ˆ
6
R − ∇αhˆα − hˆαhˆα (2)
and
Sˆαβ =
[∇β, ∇α]1ˆ + ∇βhˆα − ∇αhˆβ + hˆβ hˆα − hˆαhˆβ (3)
are also included in the list of curvatures.
Many physical applications are based on the terms which are quadratic and at most cubic in
curvatures. The main difference is that the standard Schwinger-De Witt technique deals with the
high energy limit (namely, it is related to the limit s→ 0 in the proper-time representation). The
corresponding terms are UV-divergent and hence local. As a result, they are usually irrelevant in
the IR limit. Of course, for massless fields, there is a certain duality between UV and IR, hence one
can always restore the most important part of the IR-relevant nonlocal terms, e.g., by integrating
conformal anomaly. However, in the case of the massive field such integration can not be used or
it has a very restricted physical sense [15, 16], because of the IR decoupling in gravity. In general,
the decoupling is important since it enables one to separate the relevant and irrelevant degrees
of freedom at low energies (in the IR) and thus it represents one of the main ingredients of the
effective field theory approach.
At least one of the first papers on the gravitational decoupling was [2], where it was shown
that in the k2 ≪ m2 and |R...| ≪ m2 limit the expression for the renormalized 〈Tµν〉 of a massive
scalar field in curved space-time becomes local. The corresponding terms have mass dependence
∼ m−2 and no µ-dependence since there is no direct relation to the UV divergences. The explicit
expressions for the non-local form factors enable one to explore the details of the IR limit for
the massive fields and hence one can observe and explore such a phenomenon as the low-energy
decoupling.
In what follows we present the details of deriving the gravitational form-factors, which lead to
the gravitational analog of the Appelquist and Carazzone decoupling theorem [17].
Indeed, the heat-kernel solution of [11] is known only for the operators of the form (1), while
in some cases we need to work with the operators of different form, where the solution for the
heat-kernel is unknown. Thus, it is very important to establish the relation between the Feynman
diagrams - based and heat-kernel based calculations of the nonlocal form factors. There are some
calculations of this sort in the particular cases1 [3, 13], but they deal with the specific cases of
the free fields on curved background and are technically complicated. For this reason, we present
a very simple, pedagogical derivation of the nonlocal form factors in flat space using diagrams
1There was also earlier calculation of the gravitational form factors with temperature [18], but without analysis
of decoupling.
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and compare it with the heat-kernel calculation, which just repeats (correcting some misprints)
the one of [3, 12]. For the sake of generality, the diagram calculation is partially performed in
dimensional regularization and in the covariant Euclidean cut-off regularization, demonstrating
the equivalence between the two regularizations for the logarithmic divergences, something being
certainly well-known in the different contexts (see e.g. [19, 9, 20, 6]). Our purpose is to present
this known feature in the clear and simple form.
The paper is organized as follows. In the next Sec. 2 we discuss the calculation of divergences
and nonlocal form factors in dimensional and the covariant cut-off regularizations. In Sec. 3 we
demonstrate the general derivation of nonlocal form factors in curved spacetime, in full detail. In
Sec. 4 the example of a massive scalar field is elaborated. We do not go into similar detail for the
massive fermions and vector fields, because it could be quite boring and, also because the reader
can easily elaborate these two examples as exercises, e.g. following the papers [12, 4, 13]. Finally,
in Sec. 5 we draw our conclusions and discuss some perspectives in this area.
2 Two types of the UV regularization
There are many different regularization schemes and in fact, it is not difficult to invent a new
one. The most used examples are cut-off regularizations (including three-dimensional cut-off in
momentum space, four-dimensional Euclidean and the covariant cut-off in the proper-time inte-
gral), Pauli-Villars (conventional, covariant and higher-derivative covariant), analytic (different
versions), zeta-regularization (which is not a regularization, properly speaking), point-splitting
and the dimensional regularization, which has advantages to preserve the gauge symmetry and be
the simplest one, in many cases.
Since the dimensional regularization [21] preserves the gauge symmetry explicitly (unlike cut-
off and some others) it can be used not only at the one-loop order but also for the multi-loop
diagrams. The disadvantages are that one can not see quadratic divergences, also it is not really
“physical”, such as the cut-off regularization, for instance. Anyway, dimensional regularization is
one of the most used regularizations, hence let us describe its use in detail.
2.0.1 Mathematical preliminaries
We shall need a few special mathematical tools, as reviewed below.
1. Analytic continuation. Consider two regions D1 and D2 on the complex plane. Analytic
continuation theorem tells us that in some cases one can extend the analytic function from some
set of points to the larger region, uniquely.
Consider the two functions F1(z) and F2(z), defined and analytic on D1 and D2, correspond-
ingly. Suppose D1 ∩D2 = D. Furthermore, we assume that F1(z) = F2(z) on a set which belongs
to D and has at least one accumulation point. Then, F1(z) = F2(z) on the whole D.
Our strategy will be to define such continuation for the badly defined integrals (in Euclidean
signature), such as e.g.
I4 =
∫
d4p
(2pi)4
1
(p2 +m2)
[
(p− k)2 +m2] . (4)
We assume this integral to be defined in Euclidean four-dimensional space, but our purpose is to
make a continuation from dimension four to a complex dimension 2ω, I4 → I2ω, such that I2ω
3
is analytic on the complex plane except same at most countable number of points. Then, in the
vicinity of the point ω = 2 we have
I2ω =
(
divergent ∼ 1
2− ω pole term
)
+ finite terms + vanishing O(2− ω) terms.
Our first purpose will be to establish the first, divergent term, with the pole at ω = 2.
2. Gaussian integral.
This integral in the dimension 2ω reads∫
d2ωk
(2pi)2ω
e−xk
2+2kb =
1
(2pi)2ω
(pi
x
)ω
e
b2
x . (5)
For a natural 2ω = 1, 2, 3, 4, . . . , this integral can be easily derived. For complex values of ω,
Eq. (5) should be seen as a definition, or as analytic continuation. One can see the standard
review [21] for detailed explanation of the procedure of continuation 4→ n→ 2ω.
A typical example of applying (5) is related to the representation
1
k2 +m2
=
∫
∞
0
dα e−α(k
2+m2). (6)
Consider the continuation of the integral (4) into dimension n = 2ω,
I2ω =
∫
d2ωk
(2pi)2ω(k2 +m2)
[
(k − p)2 +m2]
=
∫
d2ωk
(2pi)2ω
∫
∞
0
dα1
∫
∞
0
dα2 e
−α1(k2+m2)−α2[(k−p)2+m2]. (7)
Changing the order of integrations, it is easy to note that the integral over k is exactly of the type
(5), hence we arrive at
I2ω =
∫
∞
0
dα1
∫
∞
0
dα2
∫
d2ωk
(2pi)2ω
e−k
2(α1+α2)+2α2kp−(α1+α2)m2−α2p2
=
∫
∞
0
dα1
∫
∞
0
dα2
1
(2pi)2ω
( pi
α1 + α2
)ω
e
α2
2
p2
α1+α2
−α2(p2+m2)−α1m2 . (8)
The last representation will prove useful, at some moment.
3. Some properties of the gamma-function.
The gamma-function is defined as
Γ(z) =
∫
∞
0
dt tz−1e−t. (9)
The main properties which concern us, are
Γ(z + 1) = zΓ(z) =⇒ Γ(n+ 1) = n! ,
Γ
(1
2
)
=
√
pi =⇒ Γ
(
n+
1
2
)
=
1 · 3 · 5 · · ·
2n
√
pi ,
Γ(z) = lim
n→∞
n! nz
z(z + 1) · · · (z + n) . (10)
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From the last representation directly follows that Γ(z) has simple poles at zero and the negative
integer points, z = 0,−1,−2, . . . , and nowhere else. Another representation, where this fact can
be seen explicitly, is the Weirstrass’s partial fraction expansion
Γ(z) = Γn(z) =
∞∑
n=0
(−1)n
n!(n+ z)
+
∫
∞
1
dt tz−1e−t. (11)
It is clear that Γ(z) is analytic everywhere except z = 0,−1,−2, . . . .
An explicit representation of Γ(1− ω) can be obtained from
Γ(2− ω) = (1− ω)Γ(1− ω) (12)
and Eq. (10),
Γ(2− ω) = lim
n→∞
Jω, where Jω =
n! n2−ω
(2− ω)(3 − ω) · · · (n+ 2− ω) . (13)
The expression under the limit can be transformed as
Jω =
n! e(2−ω) lnn
(2− ω)(1 + 2− ω)(2 + 2− ω) · · · (n+ 2− ω) .
Obviously, the divergent part of Jω, in the limit ω → 2, is
J (div)ω =
n! · 1
(2− ω) · 1 · 2 · · · n =
1
2− ω .
The finite part can be evaluated by means of the following transformations:
1
2− ω e
(2−ω) lnn =
1
2− ω
[
1 + (2− ω) lnn+O((2− ω)2)]
=
1
2− ω + lnn+O(2− ω) ,
1
k − ω =
1
k − 2 + (2− ω) =
1
k − 2 ·
1
1 + 2−ωk−2
=
1
k − 2
(
1− 2− ω
k − 2 + · · ·
)
.
Therefore,
Jω =
1
2− ω + lnn−
(
1 +
1
2
+ · · ·+ 1
n
)
+O(2− ω). (14)
The sum of the finite terms is
γ = lim
n→∞
(
1 +
1
2
+ · · ·+ 1
n
− lnn
)
. (15)
and its value is γ = 0, 57721 . . . (Euler-Mascheroni, or just Euler’s constant).
Regardless of we shall keep it, the finite contribution has no much importance, because it sums
up with an infinite term 12−ω . The conventional notation is
1
ε
=
1
(4pi)2(n− 4) , n− 4 = −2(2− ω) .
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Finally, from (13) and (12) follows
Γ(2− ω) =
∫
∞
0
e−t dt
t1−w
=
1
2− ω − γ +O(2− ω) , (16)
Γ(1− ω) = 1
1− ωΓ(2− ω) =
1
−1 + (2− ω)Γ(2− ω) = −
1
2− ω − 1 + γ +O(2− ω), (17)
Γ(−ω) = 1
2(2− ω) +
3
4
− γ
2
+O(2− ω) . (18)
4. Volume of the sphere.
Finally, let us calculate the volume of the m-dimensional sphere with the radius
R = (x21 + x
2
2 + · · ·+ x2m)1/2.
The dimensional arguments tell us that
Vm = CmR
m, (19)
where Cm are the coefficients which we need to calculate. For this sake, consider the Gaussian
integral
I =
∞∫
−∞
dx1
∞∫
−∞
dx2 · · ·
∞∫
−∞
dxm e
−a(x2
1
+x2
2
+···+x2m)
[ ∫
∞
−∞
dx e−ax
2
]m
=
(pi
a
)m
2
. (20)
On the other hand, dVm = mCmR
m−1dR, hence
I =
∞∫
−∞
e−aR
2
mCmR
m−1 dR.
Making the change of variables z = aR2, we get
dR =
1
2a
(a
z
) 1
2
dz, Rm−1 =
z
a
m−1
2
and therefore
I = mCm
∫
∞
0
e−z
(z
a
)m−1
2 · 1
2a
(a
z
) 1
2
dz =
mCm
2a
m
2
∫
∞
0
e−zz
m
2
−1dz =
mCm
2a
m
2
Γ
(m
2
)
. (21)
Since (20) and (21) is the same thing, we get
Cm =
pi
m
2
m
2 Γ
(
m
2
) = pim2
Γ
(
m
2 + 1
) =⇒ Vm = pi
m
2
Γ
(
m
2 + 1
) Rm. (22)
The last relation is valid for any natural m, but we can also continue it to an arbitrary complex
dimension 2ω.
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2.0.2 The simplest loop integral
Now we are in a position to start regularizing loop integrals. The general strategy will be to
continue
I4 → I2ω =
∫
d2ωx
(2pi)2ω
· · · , (23)
such that I2ω is defined in all complex plane except same points, including ω = 2. Typically,
I2ω = (pole at ω = 2) + regular terms.
Consider the scalar theory with the λϕ4 interaction,
S =
∫
d4z
{1
2
(∂ϕ)2 − m
2
2
ϕ2 − λ
4!
ϕ4
}
. (24)
Let us first rewrite it as Euclidean action, by changing the variable z0 = −iz4. Then
d4z = dz0d3z = −idz4d3z = −id4zE
and (∂ϕ)2 = (∂0ϕ)
2 − (∂ϕ)2 = −(∂ϕ)2E . (25)
Finally,
S = −i
∫
d4zE
{
− 1
2
(∂ϕ)2E −
m2
2
ϕ2 − λ
4!
ϕ4
}
. (26)
Consider the diagram
1
2
=
1
2
Igo = −λ
2
∫
d4p
(2pi)4
1
p2 +m2
. (27)
First of all, consider the cut-off calculation of this simple diagram,
1
2
Igo = − λ
2
· 1
16pi2
· pi
2
2
∫ Ω
0
4p3dp
p2 +m2
= − λ
32pi2
∫ Ω
0
p2dp2
p2 +m2
= − λ
32pi2
{∫ Ω
0
dp2 −m2
∫ Ω
0
p2dp2
p2 +m2
}
= − λ
32pi2
{
Ω2 −m2 ln Ω
2
m2
}
, (28)
where the O
(
Ω−1
)
-terms were omitted as irrelevant.
The dimensional regularization of this diagram is not equally simple, but will prove instructive
for the future. We have
I4 −→ I2ω =
∫
d2ωp
(2pi)2ω
· 1
p2 +m2
=
2ω · piω
(2pi)2ωΓ(ω + 1)
∫
∞
0
p2ω−1dp
p2 +m2
. (29)
Remember that Γ(ω + 1) = ωΓ(ω), hence
I2ω =
2piω
(2pi)2ω
· 1
Γ(ω)
∫
∞
0
p2ω−1dp
p2 +m2
. (30)
This integral can be expressed via the Beta-function
B(x, y) =
Γ(x)Γ(y)
Γ(x+ y)
=
∫
∞
0
dt tx−1(1 + t)−x−y. (31)
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In (30), we denote p2 = tm2 and obtain
p2ω−1dp =
1
2
m2ωtω−1dt, p2 +m2 = m2(1 + t).
Then
I2ω =
piω (m2)ω−1
(4pi2)ω Γ(ω)
∫
∞
0
dt tω−1(1 + t)−1 =
1
(4pi)ω
(m2)ω−1
Γ(ω)
·B(ω, 1− ω)
=
(m2)ω−1
(4pi)ω
Γ(ω)Γ(1− ω)
Γ(ω)Γ(1)
=
(m2)ω−1
(4pi)ω
Γ(1− ω), (32)
where we identified x− 1 = ω − 1 and −x− y = −1 as arguments of (31).
One can use eq. (17) to rewrite the result (32)
I2ω =
(m2)ω−1
(4pi)ω
(
− 1
2− ω + γ − 1
)
=
m2
(4pi)2
(µ2)ω−2
( m2
4piµ2
)ω−2(
− 1
2− ω + γ − 1
)
, (33)
where µ is a renormalization parameter, with the mass dimension, [µ] = [m]. Furthermore,
( m2
4piµ2
)ω−2
= e
(ω−2) ln
(
m2
4piµ2
)
= 1 + (2− ω) ln
(4piµ2
m2
)
+ · · · , (34)
and we finally arrive at
I2ω =
m2
(4pi)2
(µ2)ω−2
[
− 1
2− ω + γ − 1− ln
(4piµ2
m2
)]
= m2(µ2)ω−2
[2
ε
+
γ
(4pi)2
− 1
(4pi)2
− 1
(4pi)2
ln
(4piµ2
m2
)]
, (35)
which leads us to
1
2
Igo = −λm2(µ2)ω−2
[1
ε
+
γ
2(4pi)2
− 1
2(4pi)2
− 1
2(4pi)2
ln
(4piµ2
m2
)]
. (36)
The next observation is that one can always redefine µ and absorb the term γ − 1 into the lnµ.
Of course, this is not a compulsory operation.
The comparison between (36) and the result in the cut-off regularization (28) shows that in
dimensional regularization there is nothing like the quadratic divergences O(Ω2). On the other
hand, there is a direct relationship between the leading logarithm ln Ωm term and
1
ε - term. The
correspondence is given by the relation
ln
Ω2
m2
←→ − µ
n−4
ε
, ε = (4pi)2(n − 4), (37)
which is universal and holds for all logarithmically divergent diagrams. Let us note that this
is a particular manifestation of the general rule. The leading logarithms are the same in all
regularization schemes [19].
The expression (36) has no dependence on the external momenta and therefore does not con-
tribute to the nonlocal part. However, the situation is different for other loop integrals.
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2.0.3 UV divergence and the nonlocal form factor
As a second example, consider the diagram
p− k
k =
λ2
2
∫
d4p
(2pi)4
· 1
(p2 +m2)[(p− k)2 +m2] . (38)
As a first step, we derive the divergent part of (38) in the cut-off regularization. For this end
we make the following transformation:
I4 =
∫
d4p
(2pi)4
1
(p2 +m2)[(p − k)2 +m2]
=
∫
d4p
(2pi)4
1
(p2 +m2)2
+
∫
d4p
(2pi)4
1
p2 +m2
[ 1
[(p − k)2 +m2] −
1
p+m2
]
. (39)
Remember that d4p = pi2p2dp2 in n = 4. Therefore, the first integral is logarithmically divergent
and the second one is finite. Then
Idiv4 =
∫ Ω
0
p2dp2
(4pi)2(p2 +m2)
=
1
(4pi)2
ln
Ω2
m2
+ (finite terms)
and hence (38) is
λ2
2(4pi)2
ln
Ω2
m2
+ (finite terms). (40)
Let us now start with the dimensional regularization calculation. First we have to define
I2ω =
∫
d2ωp
(2pi)2ω
· 1
(p2 +m2)[(p − k)2 +m2] . (41)
Obviously, at ω = 2 the integral I2ω coincides with I4, and also I2ω is analytic on a complex plane
in the vicinity of ω = 2, where it has a pole (as we will see in brief).
We can use Feynman formula (simplest version)
1
ab
=
∫ 1
0
dα
[aα+ b(1− α)]2 . (42)
Using (42), one can cast (41) into the form
I2ω =
∫ 1
0
dα
∫
d2ωp
(2pi)2ω
1
[(p − αk)2 + a2]2 , (43)
where a2 = m2 + α(1− α)k2. (44)
Since (43) is convergent on the complex plane, one can make a shift of the integration variable,
pµ → pµ − αkµ. A simple calculation gives us
I2ω =
∫ 1
0
dα
∫
d2ωp
(2pi)2ω
1
(p2 + a2)2
. (45)
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The main advantage of (45) is that is does not depend on the angles. One can use the same
steps that took us from (29) to (30), and the change of variable p2 = a2t, to arrive at
I2ω =
∫ 1
0
dα
∫
2piω
(2pi)2ωΓ(ω)
dp p2ω−1(p2 + a2)−2
=
∫ 1
0
dα
∫
∞
0
dt
(4pi)ωΓ(ω)
a2ω−4 tω−1(1 + t)−2. (46)
Comparing this to (31), we identify x = ω and y = 2− ω. Then
I2ω =
1
(4pi)ω
∫ 1
0
dα
Γ(ω)Γ(2− ω)
Γ(ω)Γ(2)
a2ω−4.
Remember that Γ(2) = 1 and a2 = m2 + α(1 − α)k2, while Γ(2− ω) = 12−ω − γ. Then
I2ω =
1
(4pi)ω
( 1
2− ω − γ
)∫ 1
0
dα
[
m2 + α(1− α)k2]ω−2. (47)
Let us denote τ = k
2
m2 and transform
[
m2 + α(1 − α)k2]ω−2 = (m2)ω−2 e(ω−2) ln [1+α(1−α)τ]
= (m2)ω−2
[
1− (2− ω) ln {1 + α(1 − α)τ} + O(ω − 2)2]. (48)
Replacing this expression into (47), we arrive at
I2ω =
1
(4pi)ω
( 1
2− ω − γ
)
(m2)ω−2
[
1− (2− ω)
∫ 1
0
dα ln [1 + α(1 − α)τ ]
]
=
(m2)ω−2
(4pi)ω
[ 1
2− ω − γ −
∫ 1
0
dα ln {1 + α(1− α)τ}
]
. (49)
In the last formula, the first term is the divergence and the integral over α represents the
nonlocal form factor, which is the desired physical result. Also,
(m2)ω−2
(4pi)ω
=
(µ2)ω−2
(4pi)2
( m2
4piµ2
)ω−2
=
(µ2)ω−2
(4pi)2
e
(2−ω) ln
(
4piµ2
m2
)
=
(µ2)ω−2
(4pi)2
[
1 + (2− ω) ln
(4piµ2
m2
)
+O(2− ω)2
]
. (50)
An elementary (albeit deserving to be checked by the reader) integration provides
∫ 1
0
dα ln {1 + α(1 − α)τ} = −2Y, (51)
where a2 =
4τ
τ + 4
=
4k2
k2 + 4m2
and Y = 1− 1
a
ln
∣∣∣2 + a
2− a
∣∣∣. (52)
Replacing (50) and (51) into (49), we arrive at
I2ω =
(µ2)ω−2
(4pi)2
[ 1
2− ω − γ + ln
(4piµ2
m2
)
+ 2Y
]
(53)
= (µ2)ω−2
[
− 2
ε
− γ
(4pi)2
+
1
(4pi)2
ln
(4piµ2
m2
)
+
2Y
(4pi)2
]
.
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The last thing to do is to explore the form factor Y in the two extremes, namely high- and
low-energy limits,
1) UV, k2 ≫ m2, that means τ ≫ 1,
2) IR, k2 ≪ m2, that means τ ≪ 1. (54)
1) Consider the UV regime, that means k2 ≫ m2 and τ ≫ 1. Thus,
a2 =
4k2
k2 + 4m2
=
4
1 + 4m
2
k2
= 4
(
1− 4m
2
k2
+ · · ·
)
,
hence a ≈ 2− 4m2
k2
. Then 2 + a ≈ 4− 4m2
k2
and 2− a ≈ 4m2
k2
, such that
Y ∼= 1− 1
2
ln
( k2
m2
)
. (55)
In this case, I2ω in (53) includes the combination
I2ω =
(µ2)ω−2
(4pi)2
[ 1
2− ω + ln
(4piµ2
m2
)
+ 2− γ − ln
( k2
m2
)]
=
(µ2)ω−2
(4pi)2
[
− 2
n− 4 + ln
(µ2
k2
)
+ constant
]
. (56)
Let us stress that this is a very significant and important relation, as it shows two things at once.
The first point is that the large-k2 limit means large µ2 limit and v.v. Thus, it is sufficient to
establish the large µ limit within the MS scheme of renormalization, to know the physical UV
limit, that is the behavior of the quantum system at high energies. Let us remember that we
already know well how to explore the large-µ limit throughout the usual renormalization group,
including in curved space [22, 23, 24].
The second aspect is that one can always restore large-µ2 limit from the coefficient of the
divergent term with the 1ε -factor. On the other hand, there is also a direct correspondence with
the large cut-of limit in (40). All in all, we can say that the UV limit is pretty well controlled by
the leading logarithmic divergences, which can be derived easily within the heat-kernel methods,
even without the use of Feynman diagrams.
2) Consider now the IR regime, when k2 ≪ m2, or, equivalently, τ ≪ 1. Then
a2 ∼ k
2
m2
≪ 1
and hence a ∼ km . As a consequence of this,
ln
2 + a
2− a ≈ ln
2 + km
2− km
≈ ln
(
1 +
k
m
)
≈ k
m
,
and therefore
Y = 1− 1
a
ln
∣∣∣2 + a
2− a
∣∣∣ ≈ 1− m
k
k
m
≈ 0. (57)
In the zero-order approximation there is no non-local form factor in the IR. This means there is
no ln
(
k2
m2
)
that corresponds to the divergences 1ε , or lnΩ. The next orders of expansion read
Y = − 1
12
k2
m2
+
1
120
( k2
m2
)2
+ · · · . (58)
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The first term is the evidence that the decoupling is quadratic in this case. The same quadratic
dependence takes place in all cases when we can check it. In the IR limit, the divergences and
momentum dependence do not correlate with each other. This phenomenon is called IR decoupling,
or “decoupling theorem”. It was discovered in QED in 1975 by Appelquist and Corrazzone [17].
As we already mentioned above, for the tadpole diagram (36) there is no any non-local form-
factor. In this case, one may think that the UV divergence is “artificial”, but this is not a
correct viewpoint, because in general the logarithmic form factor corresponds to the sum of all
divergent contributions, including the ones of the tadpoles. This argument is necessary for the
correct calculation in curved space-time [3], since only taking it into account one can establish the
relationship between leading logs of momentum in the UV and the dependence on µ. Now we can
better understand this point, since we know that the µ-dependence in (36) appears together and
in not separable from the divergent term.
3 Non-local form factors in curved space time
Let us now turn around to the functional method and consider in full detail the derivation of the
form factors using the heat-kernel solution of [11].
The one-loop contribution to the Euclidian Effective Action for a massive field is defined as the
trace of the coincidence limit of the logarithm of determinant of the bilinear form of the action or,
equivalently, as an integral of the heat-kernel over the proper time s,
Γ
(1)
=
1
2
Tr ln
(
−1ˆ+m2 − Pˆ + 1ˆ
6
R
)
=
1
2
∫
∞
0
ds
s
TrK(s) . (59)
This formula is valid for bosonic fields in Euclidian space-time, while for fermions, the overall sign
in the equation (59) has to be changed. Here K(s) is the heat-kernel of the bilinear form of the
classical action of the theory,  = ∇2 is the covariant Laplacian, and
TrK(s) =
(µ2)2−ω
(4pis)ω
∫
d4x
√
g e−sm
2
tr
{
1ˆ + sPˆ + s2
[
1ˆ Rµνf1(τ)R
µν (60)
+ 1ˆRf2(τ)R+ Pˆ f3(τ)R + Pˆ f4(τ)Pˆ + Rˆµνf5(τ)Rˆµν
]}
.
Here τ = −s and we use notation Rˆµν = [∇µ,∇ν ] from [9]. Let us note that we use  = gµν∇µ∇ν
even in Euclidean space. In equation (60), the terms between braces are matrices in the space of
the fields (scalar, vector, or fermion). The zero-order term proportional to tr 1ˆ corresponds to
quartic divergence, or to the coefficient a0 in the Schwinger-DeWitt expansion. The term with
s tr Pˆ corresponds to the quadratic divergences, or to the a1 coefficient, and all the rest corresponds
to the logarithmic divergences and is related to a2-coefficient plus finite terms. The infinite tower
of the terms of third- and higher-orders in curvatures are omitted in this formula.
As we already saw in the diagrams-based approach, a0- and a1-terms can be eliminated by the
choice of regularization scheme, so we shall mainly focus on a2 and related terms
2. The functions
f1...5 have the form [11]
f1(τ) =
f(τ)− 1 + τ/6
τ2
, f2(τ) =
f(τ)
288
+
f(τ)− 1
24τ
− f(τ)− 1 + τ/6
8τ2
,
f3(τ) =
f(τ)
12
+
f(τ)− 1
2τ
, f4(τ) =
f(τ)
2
, f5(τ) =
1− f(τ)
2τ
, (61)
2Indeed, there are finite nonlocal surface terms related to a1, and those are regularization-independent. One can
learn about this aspect in [4, 13].
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where
f(τ) =
∫ 1
0
dα e−α(1−α)τ and τ = −s . (62)
In what follows we shall describe the derivation of the integral in (59) for a particular case of a
massive scalar field.
4 Form factors for the massive scalar theory
The action for the theory with the general non-minimal coupling to the scalar curvature is
S =
∫
d4x
√
g
{
1
2
gµν∂µϕ ∂νϕ+
1
2
(m2 + ξR)ϕ2
}
(63)
and therefore
Pˆ = −
(
ξ − 1
6
)
R and Rˆαβ = 0 , (64)
In the case under consideration 1ˆ = 1, also it is good to note that we did not include m2 into Pˆ ,
as it was done with P in (2).
According to (59) and (60), the bilinear in curvatures part of the effective action can be given
by the proper-time integral of the heat kernel,
Γ¯(1) =
1
2
∫
∞
0
ds
s
µ2(2−ω)
(4pis)ω
∫
d4x
√
g e−sm
2
tr
{
1 + sPˆ + s2
[
Rµνf1(−s∇2)Rµν
+ Rf2(−s∇2)R+ Pˆ f3(−s∇2)R+ Pˆ f4(−s∇2)Pˆ + Rˆµνf5(−s∇2)Rˆµν
]}
. (65)
Let us derive the integrals over proper time in Eq. (65), starting from the simplest ones.
4.1 Zero-order term
Consider the term which corresponds to the a0-coefficient in the expression for the divergences,
Γ¯
(1)
0 =
1
2
∫
∞
0
ds
s
µ2(2−ω)
(4pis)ω
∫
d4x
√
g e−sm
2
. (66)
It proves useful making a change of variables as follows
s =
t
m2
, ds =
dt
m2
,
ds
s1+ω
=
dtm2ω
t1+ω
. (67)
Then the integral becomes
Γ¯
(1)
0 =
1
2
∫
d4x
√
g
µ2(2−ω)
(4pi)ω
m2ω
∫
∞
0
dt
t1+ω
e−t
=
1
2
∫
d4x
√
g
m4
2(4pi)2
(
m2
4piµ2
)ω−2 [ 1
(2− ω) +
3
2
+O(2− ω)
]
=
1
2(4pi)2
∫
d4x
√
g
[ 1
2− ω + ln
(4piµ2
m2
)
+
3
2
] m4
2
. (68)
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In the calculation presented above we have used the relations (18) and (34). It proves useful
to introduce the following new notation:
1
εω,µ
=
1
2(4pi)2
[ 1
ω − 2 − ln
(4piµ2
m2
)]
. (69)
Then the one-loop contribution to the cosmological constant term (68) becomes
Γ¯
(1)
0 =
∫
d4x
√
g
[
− 1
εω,µ
+
3
4 (4pi)2
]
m4
2
. (70)
We can observe that this expression consists of the UV divergence, corresponding lnµ-term hidden
in 1/εω,µ and the irrelevant constant term, which can be easily absorbed into 1/εω,µ by changing
µ. There is no non-local form factor in the expression (70). As we already explained above, this
is a natural result since such a form factor should be constructed from , which, when acting on
m4, gives zero.
4.2 First-order term
In the next order in s, we meet
Γ¯
(1)
1 =
1
2
∫
∞
0
ds
s
µ2(2−ω)
(4pis)ω
∫
d4x
√
g e−sm
2
tr (sPˆ )
= − 1
2
∫
∞
0
ds
sω
e−sm
2
∫
d4x
√
g
µ2(2−ω)
(4pi)ω
(
ξ − 1
6
)
R
= − 1
2
µ2(2−ω)
(4pi)ω
m2(ω−1)
∫
d4x
√
g
(
ξ − 1
6
)
Γ(1− ω)R
=
[
− 1
εω,µ
+
1
2(4pi)2
](
ξ − 1
6
) ∫
d4x
√
g m2R . (71)
where we used the expansion (34), definition (69) and the relation
tr Pˆ = −
(
ξ − 1
6
)
R. (72)
Thus, without invoking the surface terms [13], the effective action is local and the logarithmic
dependence on the renormalization parameter µ is completely controlled by the pole of 12−ω . The
results (70) and (71) enable one to construct the Minimal Subtraction - based renormalization
group equations for the cosmological constant density and Newton constant, but they do not
provide the nonlocal terms hidden behind the renormalization group.
4.3 Second-order terms
Working with the next-order terms is much more involved. We shall calculate them one by one,
to find the coefficients l∗1...5 and l1...5, which define the final form factors of the Rµν · Rµν- and
R ·R-terms. The general expression in the second order in curvature can be cast into the form
Γ¯
(1)
2 = Γ¯R2µν + Γ¯R2 =
5∑
k=1
Γ¯k .
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Finally, remembering that Rˆαβ = 0, we have to evaluate
Γ¯
(1)
2 =
1
2
∫
∞
0
ds e−sm
2
s1−ω
(µ2)2−ω
(4pi)ω
∫
d4x
√
g
{
Rµνf1(−s)Rµν
+ R
[
f2(−s)−
(
ξ − 1
6
)
f3(−s) +
(
ξ − 1
6
)2
f4(−s)
]
R
}
. (73)
By replacing the relations (61) and (62) into (73) and, once again, −s by τ , we arrive at
Γ¯
(1)
2 =
1
2
∫
∞
0
ds e−sm
2
s1−ω
(µ2)2−ω
(4pi)ω
∫
d4x
√
g
{
Rµν
[f(τ)
τ2
− 1
τ2
+
1
6τ
]
Rµν (74)
+ R
[( 1
288
− ξ˜
12
+
ξ˜2
2
)
f(τ) +
( 1
24
− ξ˜
2
)f(τ)
τ
− f(τ)
8τ2
+
( ξ˜
2
− 1
16
)1
τ
+
1
8τ2
]
R
}
.
where the condensed notation ξ˜ = ξ − 1/6 has been used.
It proves useful to introduce new set of coefficients,
l∗1 = 0, l
∗
2 = 0, l
∗
3 = 1, l
∗
4 =
1
6
, l∗5 = −1 and (75)
l1 =
1
288
− 1
12
ξ˜ +
1
2
ξ˜2 , l2 =
1
24
− 1
2
ξ˜ , l3 = −1
8
= −l5 , l4 = − 1
16
+
1
2
ξ˜ .
Furthermore, the basic integrals from Eq. (74) will be denoted as (remember τ = −s)
M1 =
∫
∞
0
ds
(4pi)ω
e−m
2s s1−ω f(τ) =
µ2(2−ω)
(4pi)ω
∫
∞
0
dt e−t t1−w f(tu) ,
M2 =
∫
∞
0
ds
(4pi)ω
e−m
2s s−ω f(τ) =
µ2(2−ω)
(4pi)ω
∫
∞
0
dt e−t
f(tu)
u tw
,
M3 =
∫
∞
0
ds
(4pi)ω
e−m
2s s−1−ω f(τ) =
µ2(2−ω)
(4pi)ω
∫
∞
0
dt e−t
f(tu)
u2 t1+w
,
M4 =
∫
∞
0
ds
(4pi)ω
e−m
2s s−ω =
µ2(2−ω)
(4pi)ω
∫
∞
0
dt e−t
1
u tw
,
M5 =
∫
∞
0
ds
(4pi)ω
e−m
2s s−1−ω =
µ2(2−ω)
(4pi)ω
m2(w−2)
∫
∞
0
dt e−t
1
u2 t1+w
, (76)
where we already made change of variables (67) and also denoted (it is the Fourier conjugate of τ
in Eq. (48))
u = −m
2

. (77)
A relevant observation is that all individual features of the given theory (like the scalar in the
present case) are encoded into the coefficients (75), while the integrals (76) are universal in the
sense, they will be the same for any theory which provides us an operator of the form (1), at least
with hˆα = 0. Thus, the derivation of the same set of integrals (76) enables one to derive the form
factors in many interesting cases.
In the new notations (75) and (76) the second-order part of the one-loop effective action can
be cast into the form
Γ¯
(1)
2 = Γ¯
(1)
R2µν
+ Γ¯
(1)
R2
=
1
2
∫
d4x
√
g
5∑
k=1
{
Rµν l
∗
kMk R
µν +R lkMk R
}
. (78)
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Let us now calculate the integrals (76). We will need expansion (34) and the previous formulas
(16), (18) for the gamma-functions.
Taking these formulas into account, the derivation of M4 andM5 is an elementary exercise and
we just present the results,
M4 = − 1
(4pi)2 u
{
1 +
1
2− ω + ln
(4piµ2
m2
)}
(79)
M5 =
1
(4pi)2 2u2
{3
2
+
1
2− ω + ln
(4piµ2
m2
)}
. (80)
In order to calculate the remaining three integrals, we introduce a new notations
a2 =
4u
u+ 4
=
4
− 4m2 , and
1
u
=
1
a2
− 1
4
, (81)
being exactly the Fourier image of (51) in the Euclidean space, with
a2 =
4k2
k2 + 4m2
≥ 0 , also a2 ≤ 4 . (82)
We can assume, for definiteness, that a changes from a = 0 in the IR to a = 2 in the UV.
Furthermore, we will need the following integral
A = − 1
2
∫ 1
0
dα ln [1 + α(1 − α)u] = 1− 1
a
ln
∣∣∣∣2 + a2− a
∣∣∣∣ , (83)
which is the same as Y from Eq. (52) in the coordinate space.
The remaining calculation of the first three integrals is not complicated and we just give the
final results in terms of a and A,
M1 = − 2
εω,µ
+
2A
(4pi)2
, (84)
M2 =
[
− 2
εω,µ
+
1
(4pi)2
] ( 1
12
− 1
a2
)
+
1
(4pi)2
{ 1
18
− 4A
3a2
}
(85)
=
1
(4pi)2
{[
1 +
1
2− ω + ln
(4piµ2
m2
)]( 1
12
− 1
a2
)
− 4A
3a2
+
1
18
}
, (86)
M3 =
1
(4pi)2
{[3
2
+
1
2− ω + ln
(4piµ2
m2
)][ 1
2a4
− 1
12a2
+
1
160
]
+
8A
15a4
− 7
180a2
+
1
400
}
. (87)
Now one can construct a useful combinations for the scalar case, such as
MR2µν = l
∗
3M3 + l
∗
4M4 + l
∗
5M5 = M3 +
1
6
M4 −M5
=
1
(4pi)2
{ 1
2− ω
( 1
60
)
+ ln
(4piµ2
m2
)( 1
60
)
+
8A
15a4
+
2
45a2
+
1
150
(88)
and
MR2 = l1M1 + l2M2 + l3M3 + l4M4 + l5M5
=
( 1
288
− 1
12
ξ˜ +
1
2
ξ˜2
)
M1 +
1
2
( 1
12
− ξ˜
)
M2 − 1
8
M3 − 1
2
(1
8
− ξ˜
)
M4 +
1
8
M5
=
1
(4pi)2
{[ 1
2− ω + ln
(4piµ2
m2
)](1
2
ξ˜2 − 1
180
)
+Aξ˜2 +
2A
3a2
ξ˜ − A
6
ξ˜ − A
18a2
+
A
144
− A
15a4
− 59
10800
− 1
180a2
+
1
18
ξ˜
}
. (89)
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Finally, we meet
Γ¯
(1)
2 =
1
2
∫
d4x
√
g
{
Rµν MR2µν R
µν + RMR2 R
]
} . (90)
Let us note that there is a third term, related to the square of the Riemann tensor. However, for
any integer N one can prove, utilizing the Bianchi identities and partial integrations, that (see,
e.g., [25])
E4,N = Rµναβ
NRµναβ − 4RµνNRµν +RNR = O(R3...) + total derivatives. (91)
This means that in the bilinear in curvature approximation, such as the one we discuss here, one
can safely use the reduction formula related to the Gauss-Bonnet term,
Rµναβ f()R
µναβ = 4Rµν f()R
µν − Rf()R . (92)
As a result, in the curvature-squared approximation, there is no way to see the non-localities
associated to the Gauss-Bonnet combination. Hence, we can use either R2µν- and R
2-terms, or
some other equivalent basis. For various applications, the most useful basis consists of the square
of the Weyl tensor instead of the square of the Ricci tensor. The transition can be done using the
formulas
C2 = R2µναβ − 2R2µν +
1
3
R2 = E4 + 2W, (93)
where W = R2µν −
1
3
R2, E4 is irrelevant, and
M˜R2 = MR2 +
1
3
MR2µν . (94)
Introducing the form factors kW and kR,
kW = kR2µν =
8A
15a4
+
2
45a2
+
1
150
, (95)
kR = Aξ˜
2 +
( 2A
3a2
+
1
18
− A
6
)
ξ˜ − A
18a2
+
A
144
+
A
9a4
− 7
2160
− 1
108a2
(96)
and taking zero-, first- and second-order terms together, one can write down the effective action
up to the second order in curvatures,
Γ
(1)
scalar =
1
2(4pi)2
∫
d4x
√
g
{
m4
2
[ 1
2− ω + ln
(4piµ2
m2
)
+
3
2
]
+
(
ξ − 1
6
)
m2R
[ 1
2− ω + ln
(4piµ2
m2
)
+ 1
]
+
1
2
Cµναβ
[ 1
60(2 − ω) +
1
60
ln
(4piµ2
m2
)
+ kW
]
Cµναβ
+ R
[ 1
2
(
ξ − 1
6
)2( 1
2− ω + ln
(4piµ2
m2
))
+ kR
]
R
}
. (97)
Let us make some observations concerning the final result for the vacuum effective action for
the scalar field (97), with the form factors (95) and (96). First of all, one has to stress that this
action is essentially non-local in the higher derivative sector. The result is exact in the derivatives
of the curvature tensor but it is only of the second-order in the curvatures themselves. On the
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other hand, the lower-derivative terms, namely quantum corrections to the cosmological constant
and to the term linear in curvature, do not have non-local parts.
The non-localities derived from the heat-kernel and from the Feynman diagrams in dimensional
regularization, are the same. This is confirmed by the correspondence between the quantities Y and
A in our two considerations, and also by the original calculations of [3] and [4] of the gravitational
form factors.
For the massless (or UV, for the massive field) limit we need to assume −/m2 ≫ 1, in the
sense k2/m2 ≫ 1 for the Euclidean momentum k. Then the form factors kW and kR can be
elaborated following the method of Eq. (56). According to (81), in this limit a→ 2. Then,
kW ∼ − 1
120
ln
(−
µ2
)
+ constant and vanishing terms. (98)
kR ∼ − 1
2
(
ξ − 1
6
)2
ln
(−
µ2
)
+ constant and vanishing terms. (99)
These relations show that in the UV limit one can restore nonlocal terms from the logarithmic
divergences. On the other hand, for the massive models out of the UV limit, the nonlocal terms
have complex structure and there is no way to restore them from divergences.
We can say that the logarithmic UV divergence controls the minimal subtraction - scheme based
renormalization group, covered by the µ-dependence, and also agrees with the physical behavior of
the theory in UV, that means the logarithmic dependence on the momenta p in the regime when
(p/m) → ∞. The final observation over the form factor (95) is that the expression (98) enables
one to find the Weyl-squared part of the conformal anomaly in the massless limit. For this end
one has to use the conformal parametrization of the metric gµν = g
′
µν exp{2σ(x)} and note that
 = e−2σ(x)
[

′ +O(σ)] . (100)
Now, deriving the anomaly by the prescription
〈T µµ 〉 = −
2√−g gµν
δ Γ[gµν ]
δ gµν
= − 1√−g¯ e
−4σ δ Γ[g¯µν e
2σ ]
δσ
∣∣∣∣
g¯µν→gµν ,σ→0
(101)
we can immediately recover from (100) the C2-part of the anomaly with the correct coefficient,
identical to the one of the corresponding divergence [26].
Let us make one more observation concerning the form factor for the Weyl-squared term. The
calculations described above have been done in the Euclidean signature. However, if performing
the derivation with the Minkowski signature and  = E →  + iε prescription, the UV form
factor (98) gains an imaginary addition. The imaginary term is known to describe the creation
of massless particles by the gravitational field, as discussed in Refs. [27] (see also [28] for a more
detailed derivation). This result shows the relation between conformal anomaly and the rate of
particle creation, which is (in the leading approximation) proportional to the Weyl-squared and, to
the R2-squared terms in the nonlocal effective action. It would be interesting to extend this result
for the creation of massive particles in the very early Universe using the pseudoeuclidean analog
of the form factors (95) and (96), which can be also easily generalized for the massive fermions
and vectors [12]. We leave this investigation for the possible future work.
Similar derivation for the Gauss-Bonnet part of the anomaly is impossible, exactly because of
the corresponding form factor is of the third order in curvature, and therefore is beyond the scope
of the present consideration. The calculation of this term in the strictly massless theory has been
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done in [29] and [30]. At the same time, the form factors are very helpful in better understanding
the problem of ambiguity of the conformal anomaly, related to the local R2-term in the anomaly-
induced action and R-term in the UV divergence [31]. In particular, using covariant Pauli-Villars
regularization one can show that this ambiguity takes place not only in the dimensional [32, 33], but
also in other regularizations. Moreover, if the conformal limit is achieved by taking the massless
limit ξ → 1/6, m→ 0 in the non-conformal model, the R2-term remains non-local until the limit
is taken, and then there is no discontinuity or ambiguity in the anomaly-induced result for the
loop contribution.
In the IR limit, when k2 ≪ m2, one can observe a very different situation. The asymptotic
behavior of Y and kW is, in this case, of the power-like form, e.g.
Y = − 1
12
k2
m2
(
1 − 1
10
k2
m2
)
+ ... (102)
kW = − 1
840
k2
m2
(
1 +
1
18
k2
m2
)
+ ... (103)
One can see that there is no logarithmic “running” in the IR and hence there is no direct rela-
tionship between the dependence on momenta and on µ in this region. This is the gravitational
decoupling, which can be also seen in the β-functions [3]. In other words, in the IR, nonlocal terms
simply disappear, while the divergences remain the same. Thus, the logarithmic divergences give
important glues on the UV behavior of the theory but become non-informative in the IR.
5 Conclusions
We have presented a detailed derivation of the nonlocal form factor in the scalar massive theory in
curved spacetime. The logarithmically divergent part does not depend on the regularization, the
same concerns the finite non-local part.
Let us briefly discuss some of the main unsolved problems related to the form factors.
In the recent work [34] the well-known result for the form factors from the mixed diagrams (see
e.g. [35]) has been generalized for the weak gravitational background. This type of calculations
is interesting, as it enables one to explore the IR decoupling of the massive degrees of freedom in
the renormalizable models of quantum gravity, which have higher derivatives and hence massive
ghost-like degrees of freedom. Such a calculation would confirm that Einstein’s GR is the universal
effective model of quantum gravity in the IR [36]. Indeed, this calculation meets serious technical
difficulties and it would be more than useful to work with the functional methods instead of the
diagrams.
Another interesting, albeit difficult problem, is to extend the integration of the heat kernel
[3, 12] in the massive theories, to the third-order in curvatures form factors, using the general
result of [29]. Since in this case there are several external momenta, the study of decoupling
maybe more interesting, especially because the third-order terms may be relevant for the creation
of particles from vacuum.
In conclusion, both diagrammatic and functional derivations of nonlocal parts of effective action
are, in general, well-developed. However, there are new applications in this area, which may be a
challenging problems for the future.
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