Abstract -In this paper, we present a system for dynamic network resource configuration in environments with bandwidth reservation. The proposed system is completely distributed and automates the mechanisms for adapting the logical network to the offered load. The system is able to dynamically manage a logical network such as a Virtual Path network in ATM or a Label Switch Path network in MPLS or GMPLS. The system design and implementation is based on a Multi-Agent System (MAS), which make the decisions of when and how to change a logical path. Despite the lack of a centralised global network view, results show that MAS manages the network resources effectively, reducing the connection blocking probability and, therefore, achieving better utilisation of network resources. We also include details of its architecture and implementation.
I. INTRODUCTION
Although the technology of high speed networks offers users increasing transmission capacity, the fact is that the increase in the amount of data to be transmitted is higher than the network capacity. This is due to the high increase in the number of new users and the appearance of new services (multimedia and interactive resource-consuming services). Therefore, it is clearly necessary to use network resources efficiently.
Large telecommunication companies have been using powerful network management tools, which provide network statistics and analysis tools to help human network managers in decision-making. These centralised decision-making could suffer a scalability problem when excessive network monitoring traffic arises.
Typically the main resource to be managed at a logical network level is bandwidth or capacity; which requires the network technology to have some kind of reservation mechanism, i.e. the ability to establish Logical Paths (LP) over the physical network (e.g. MPLS [1] , GMPLS [2] , ATM [3] , etc.). Then, the user connections are established through these LPs. This is the concept of logical network ( Figure 1 ). The LPs are reservations of bandwidth between different nodes in order to facilitate the establishment of user connections. The main characteristic of this logical network is its flexibility; this means that it is possible to change the logical topology, the capacities assigned to each LP etc. as required and hence the logical network can be adapted to changes in traffic profiles [4] [5] .
The Logical Network can be calculated in an optimisation process given the physical topology, the predicted traffic demands and the performance constraints, e.g. [6] . However, once the LPs are set up, the initial design may not be optimal due to either discrepancies between the real and predicted traffic patterns or changes in them. Thus an adaptive procedure is required to adjust the logical network bandwidth allocations and topology dynamically. Nowadays this adaptation is usually performed periodically (e.g. every hour, morning / afternoon / night topologies, daily, weekly, etc) on a semi-permanent basis. This is usually done by the management centre because this adaptation typically consists in recalculate the whole logical network topology. However, this brings the problem that the adaptation does not possibly happen when there are congestion problems in the network.
The proposed system [7] focuses on this idea of logical network, i.e. a dynamically configurable network. The proposed distributed architecture based on software agents groups and integrates several network resource management functions related to the logical network concept. These functions include the load balancing mechanisms. The dynamism and automation of these mechanisms represent a complex task and several proposals rely on Distributed Artificial Intelligence mechanisms, i.e. Multi-Agent Systems (MAS) [8] [9] .
In Section II we briefly present the load balancing mechanisms. Section III introduces the MAS architecture and main characteristics. Section IV describes the implemented algorithms, after that, in section V, we present the results obtained for a set of load balancing experiments. Finally, we give our conclusions.
II. LOAD BALANCING
Load balancing attempts to manage the bandwidth assigned to the LPs, i.e. changing their bandwidth in order to better adapt the Logical network to the offered traffic. The ultimate objective is to maximise network performance. When, due to unforeseen changes in the offered load and/or when the Logical Network design is not optimal, some LPs can become under-utilised and others congested, i.e. all the LP bandwidth is already assigned to several connections and new connections requests are being rejected. Some of these rejected connections could be accepted if the traffic loads were better balanced. Therefore, one of the main objectives of load balancing is to minimise the Connection Blocking Probability (CBP), i.e. the probability that an offered connection is rejected.
There are two actions usually performed by the load balancing systems in order to increase the bandwidth of a congested LP: re-allocation of bandwidth and re-routing LPs [10] . For instance, consider the situation shown in Figure 2 , where there are three LPs beginning in node 1 and suppose that LP 1-2 is congested. Therefore LP 1-2 needs an increase in bandwidth.
Bandwidth re-allocation means that LP 1-2 bandwidth can be increased without the need for re-routing. The required bandwidth for increasing LP 1-2 can come from two possible sources: the available bandwidth of the physical links, not assigned to any other purpose; and the unutilised bandwidth already assigned to other LPs with a low load (pre-emption), in this case, from the LP 1-3.
Suppose that bandwidth re-allocation cannot be applied because one or more physical links in the LP's same physical path have no available bandwidth and bandwidth from other LPs sharing the same physical path cannot be utilised either. In such a case, it is proposed to re-route the congested LP through other physical paths in order to have enough available bandwidth to increase it.
Re-allocation is preferable to re-routing because it is less traumatic for the already established connections going through the affected LP.
III. MAS ARCHITECTURE
The complexity of the load balancing mechanisms and the desired objective of achieving a suitable scalability along with the trends of automation and distribution in the network management field, lead us to propose the use of a MultiAgent System in a completely distributed architecture. Therefore the proposed architecture will have not a global view of the network status and this inevitably provoke that an optimal logical network configuration cannot be guaranteed. However, as the system starts with an already established logical network, which can be optimally designed, it works making the necessary minimal adjustments in order to adapt that topology when an LP becomes congested.
The utilised Software Agents are fixed and distributed over the network elements being managed. This is because this proposal is presented for the management of backbone and core networks, which typically have much bandwidth and they are reliable enough. Therefore it would not be able to take advantage of the especial characteristics of the mobile agents [11] .
The proposed architecture is presented in Figure 3 . There are two types of agents: The Network Monitoring (M) agents and the Network Performance (P) agents. There is one P agent and several M agents per node.
The M agents are simple reactive agents (lightweight processes) with a stimulus/response type of behaviour, whose main mission is to monitor and control a single LP. The main task of an M agent is to decide when the monitored LP is congested and warn the P agent. There are many ways to make such a decision, which can be from a simple threshold value to a complex deliberation considering many parameters. The proposed monitoring techniques are proposed in [12] . They are called Triggering Functions and are based on statistics and thresholds.
The P agents are more deliberative and each one is responsible of the node where it reside, the outgoing physical links and the supervision and collaboration with the M agents in the same node. The P agent maintains a partial view of the logical network established and is responsible of the cooperation with other P agents. Using their partial network view and co-operating with their neighbours they are able to solve problems beyond the capacity of any one single agent by pooling their abilities.
When an M agent notifies the P agent that an LP is congested, then the P agent must decide what is the appropriate action to upturn the situation. Usually, the agent will check different possibilities and then decide what is the best action to take. In our proposal, P agents have maximised their autonomy and firstly they try to solve the problem using they partial view of the logical network.
Each P agent maintains two types of information from the logical network: a) the information the P agent is sure about, i.e. the information that is directly monitored by itself and its M agents, and b) the information the P agent is not sure about, i.e. information it has received from other P agents in the past and that could be out of date. This information is updated asynchronously, only when there is a problem and P agents communicate with their neighbours, then the partial network view of an affected agent is sent attached with the coordination messages. This idea is displayed in Figure 4 . We have chosen not to refresh this information regularly so as to avoid having too many coordination messages, which could affect the scalability. This partial network view must only contain information strictly necessary for P agents, and must be coded in small size messages. Note that also the P agents' communications are restricted to the physical network neighbours and they have similarities with the signalling mechanisms.
In an decongested scenario there are no co-ordination messages. Only when congestion is detected the affected P agent may send a message (including its partial network view) to one of its neighbours requesting some action. The receiver P agent firstly merges the partial network view with its own, and then it uses it to make a decision or take action.
Therefore the agents must make their decisions with partial, incomplete and/or out-of-date information. The main goal of each P agent is to achieve the maximum utilisation of the resources it manages. This objective is equivalent to minimising the CBP for all the LPs that start in a particular node. P agents can also co-operate with each other.
IV. IMPLEMENTED ALGORITHMS
In order to try to achieve the P agent's objective of load balancing, three different bandwidth reallocation algorithms are proposed. We call them Free-Bandwidth-Only (FBO), First-Node-Only (FNO), and Any-LP (ALP). These algorithms can be combined with a re-routing algorithm. A simplified flow diagram is presented in Figure 5 . Note that this figure only gives an idea of the algorithms (what is done in every P agent) and that in the final states it is performed several functions (e.g. send response messages, etc).
Free-Bandwidth-Only (FBO)
In this case the congested LP can only be increased by means of the free bandwidth in the link. If the congested LP spans over several links there must be enough free bandwidth in all the links. Therefore the only task of the P agents is to check whether there is free bandwidth in the physical links the LP goes through. Therefore, the first P agent (at the origin of the LP) sends a message downstream asking for an LP to be increased and each P agent implied in the process makes a check. If there is enough free bandwidth it is pre-reserved and the message continues downstream to the next P agent. When the last P agent is reached with success then a positive response message is returned upstream, otherwise a negative response is sent. When the positive message arrives to the origin P agent, then the LP capacity is effectively increased.
First-Node-Only (FNO)
This algorithm is a minor modification of the previous one, the FBO. In this case, in the node origin of the congested LP the free bandwidth in the link is checked, and in the case that there is enough free bandwidth to enlarge the congested LP, the FNO's behaviour is exactly the same as the FBO algorithm. In the case that there is not enough free bandwidth in the first link, it is possible to look for other LPs and check if one of them is being underused in order to reduce their bandwidth, and assign it to the congested LP (pre-emption). In this algorithm, the LP candidates must begin in that same node and go through the same first physical link as the congested LP.
Any-LP (ALP)
In this case, in all the nodes the congested LP traverses, it is possible to assign free bandwidth from the links and also unused bandwidth from any other LPs coinciding in one or more LP spans with the congested LP, independent of their initial node. In a given node of the congested LP route, the algorithm first checks the possibility of using free bandwidth from the link; if this is not possible it checks the possibility of using underused bandwidth assigned to LPs beginning at that particular node; if this second option is also not possible, the algorithm checks other LPs not beginning in that node. The procedure consists in asking the P agent in the initial node of the selected LP, for a bandwidth reduction.
Re-routing
It is important to note that whichever algorithm is used it is possible that the attempt to increase a congested LP can finish without success. In that case it is possible to try to reroute the congested LP through another physical path with enough free bandwidth to enlarge it.
Then the P agent initiates the rerouting mechanism by prereserving in the first link the required bandwidth for the rerouted LP, and sending a Reroute message to the next P agent of the selected route. The P agent that receives a Reroute message acts as follows. First it updates its partial network view as usual, and then it recalculates the rest of the route using its up to date partial network view. This means that the route is recalculated at each node until the destination node is reached. On this calculation it is possible to utilise any of the existing constraint based routing algorithms. On the way back the rerouted LP is established.
The final path of the rerouted LP can partially coincide with the original congested LP route. The LP spans not used any more are released.
It could also happen that the reroute process reaches a node belonging to the new route where there is no possibility of continuing on to the destination node, i.e. the routing algorithm returns void. In such a case, the re-routing algorithm may consider alternative routes.
V. EXPERIMENTS AND RESULTS
This section presents two different experiments. The first one compares the three proposed bandwidth reallocation algorithms, and the second one compares the use of the ALP algorithm with and without the re-routing option. The experiments have been carried out using a distributed simulator [13] .
In both experiments the same scenario is used ( Figure 6 ). All the physical links have the same capacity (166 Mbps). There are 34 established LPs between edge nodes (there are 7 edge nodes and 8 core nodes), and they all originally have 20 Mbps of assigned capacity. In both cases the simulated time period is of one hour, and in order to test the load balancing algorithms the initial offered load of several LPs changes at about 1/3 of the simulation and changes again at about 2/3 of the simulation. Therefore the bandwidth reallocation algorithms and the re-routing algorithms must adapt the logical network to the new situation. Note that in the first experiment there is a higher offered load than in the second experiment.
Results for the first experiment are displayed in Figure 7 . Clearly the ALP algorithm, which considers more options when trying to increase an LP, performs better than the FBO and FNO algorithms, as expected. However the cost of using the ALP algorithm is that the P agents send more coordination messages than in the other two cases.
Results for the second experiment are displayed in Figure  8 and There are many LPs that do not change their offered load and the offered load changes occur at around 1/3 and 2/3 of the way through the simulation, this means that the cases of re-routed LPs are in the second half of the simulation. This fact, along with the offered load not being extremely high, means that there is a small but significant difference between the rerouting case and the case without re-routing. In order to present the results, the LPs have been grouped according to their origin node and the rejection ratio per node is presented (see Figure 8 ). There are fewer messages sent by P agents because when a LP is congested and there is no possibility of increasing it using the bandwidth reallocation algorithm, the P agents keep trying and sending messages in order to find an LP that can reduce its capacity.
VI. CONCLUSIONS
This paper introduced a Multi-Agent System capable of carrying out automatic, dynamic and distributed load balancing by making use of the logical network concept.
The results show the ability of the proposed MAS to carry out the load balancing and the network is gradually adapted when there is an unforeseen change in the offered load. Moreover, the proposed MAS achieves good scalability and robustness due to the distribution and autonomy of the P agents. 
