Curvature scale space in shape similarity retrieval. by Abbasi, Sadegh.
C~ X
MQOo lo 4 /'S^ .
1351673
UNIVERSITY OF SURREY LIBRARY
ProQuest Number: 10130590
All rights reserved
INFORMATION TO ALL USERS 
The qua lity  of this reproduction  is d e p e n d e n t upon the qua lity  of the copy subm itted.
In the unlikely e ve n t that the au tho r did not send a co m p le te  m anuscrip t 
and there are missing pages, these will be no ted . Also, if m ateria l had to be rem oved,
a no te  will ind ica te  the de le tion .
uesL
ProQuest 10130590
Published by ProQuest LLO (2017). C opyrigh t of the Dissertation is held by the Author.
All rights reserved.
This work is protected aga inst unauthorized copying under Title 17, United States C o de
M icroform  Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 4 81 06 - 1346
Curvature Scale Space 
in Shape Similarity Retrieval
Sadegh Abbasi
Submitted for the Degree of 
Doctor of Philosophy 
from the 
University of Surrey
Centre for Vision, Speech and Signal Processing 
School of Electronic Engineering, Information Technology and Mathematics
University of Surrey 
Guildford, Surrey GU2 5XH, U.K.
1999
©  Sadegh Abbasi 1999
To my father
Abstract
This thesis is concerned with the problem of shape similarity retrieval in image databases. 
Curvature Scale Space (CSS) image representation is examined for this purpose. It con­
sists of several arch shape contours representing the inflection points of the shape as it is 
smoothed. The maxima of these contours are used to represent a shape.
In order to make the representation more reliable and also reflection invariant, the conven­
tional matching algorithm is modified. The method is then tested on a database of 1100 
images of marine creatures, where the advantages and shortcomings of the method are dis­
covered. One of the main advantages of the method is the existence of local support. This 
enables us to deal with the main shortcoming of the method which appears in case of shapes 
with shallow concavities.
Several approaches are suggested and implemented to overcome the problem of shallow 
concavities. The shape is segmented using its CSS image, and more information is extracted 
from the segmented shape which is then used to enrich the representation. The matching 
algorithm is also modified to accommodate the new information.
Each segment of the shape coiTesponds to a contour and consequently a maximum of the 
CSS image. In one approach the normalised average curvature on each segment is used 
together with the maxima of the CSS image to represent the shape. In another approach the 
segments are examined at different levels of scale and for each segment, the level of scale 
where it is converted to a straight line is determined. Using this information along with the 
maxima of the CSS image yields to the best results. Both inflection points and corners are 
considered as end-points in different approaches.
There is less information about the global appearance of a shape in its CSS image. A small 
number of global parameters are included and used for indexing to obtain even better results.
The problem of evaluation of similarity retrieval methods is addressed. In order to evaluate 
different approaches, a set of classified shapes are introduced and the performance meas­
ure of each method is calculated using this database. In another approach, a subjective 
evaluation of the method is presented based on the judgements made by human subjects.
The method is also tested on a real-world application where the task is to help the users find 
out whether an unlcnown leaf belongs to one of the existing varieties or whether it represents 
a new variety.
A web-demo of the work is also prepaied and is available in the below mentioned address. 
The boundary contours of the marine animals images can be obtained from this page.
Key words: Scale Space, Shape similarity retrieval, Curvature deformation. Image data­
base.
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Chapter 1
Introduction
Everyday, more and more information is presented in form of images. Advances in memory 
technologies and processing speed have made it feasible to store a large number of images 
in computers. This has given rise to the problem of organising them for a rapid access to 
their content.
A user of a Geographic Information System (GIS) usually needs to find certain roads, rivers, 
cities, etc from a number of maps. A doctor in a hospital may wish to find all images of 
brains with a certain abnormality, not only in their own huge archive of CT images, but 
also in other similar centres. A painter may wish to search through a number of art galleries 
archives to find a picture which he has already seen in a gallery and has forgotten the details. 
Similarly, in other areas like journalism, advertising, fashion and so on, people need to 
search through a large number of images, namely image databases, to find their desired 
images. An image database system aims to help people in this regard and enable them to 
find their desired images as quickly as possible.
The same problem existed in the past for alphanumeric information which was successfully 
challenged by progress in database management systems. Information about a large number 
of books in a library, students in a university, accounts in different branches of a bank, etc 
can now easily be manipulated by using such systems. A number of techniques have been 
developed to interpret and organise the alphanumeric data more efficiently and store it in a 
way that can be accessed more rapidly.
1
1.1. Image database system: major parts
Early approaches in image database systems were based on the experiences in alphanumeric 
databases. The idea was to represent image information by text and then organise them 
using traditional techniques. Due to special characteristics of image data, these techniques 
were modified. For example, the problem of expressing spatial relationships among the 
objects of an image [28j, and query by pictorial example [23] were addressed and a large 
number of systems, mostly for GIS applications, were devised.
Some properties of images such as texture, color and shape can not be expressed effectively 
by words. Moreover, there is no recognised vocabulary for describing images by words 
and people may describe the same image by different words. Psychologists believe that 
the psychological framework of an individual is revealed by the associations the individual 
makes between words and certain sets of pictures. In fact, by associating a word to a picture, 
people describe themselves rather than pictures.
In many applications, the user points to an image, and wishes to retrieve similar images 
from the database. Computer vision researchers have tried to capture image information 
in feature vectors which describe shape, texture and color properties of the image. These 
vectors are indexed or compared to one another during query processing to find images from 
the database.
In this chapter, we first look through an image database system and explain different parts 
of it. This will clarify our role as researchers from the shape representation area in the 
interdisciplinary area of the image database systems. The contribution of this work is then 
explained in section 1.2. This is followed by the outline of this dissertation in section 1.3.
1.1 Image database system: major parts
In general, creation of an image database system consists of three major steps.
Image processing The first step is image processing and extraction of information from 
physical images. Conventional techniques in edge detection, thresholding, segment­
ation, texture measurement, etc. may be used in this step. Ideally, these operations
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should be carried out automatically, but the existing image processing techniques only 
allow us semiautomatic operations. For example, to extract the boundary of an object, 
the user usually ought to determine a number of points of the boundary and let the 
machine extract the other points in an interactive fashion. For texture and color, the 
same procedure is followed. The user indicates several points of the desired region, 
and the program finds the other points of the region.
Generally, the output of this step is a collection of recognised image objects or re­
gions, with their own shape, color and texture. In GIS applications, the objects may 
also include rivers, roads, mountains, cities, etc. These objects must then be de­
scribed, either by text and attributes (traditional approach), feature vectors (content 
based approach), or a combination of them.
Information about the spatial relationships among the objects may also be extracted 
if the system is expected to support the relevant queries. This can even be carried 
out automatically if the locations and sizes of objects have already been determined. 
This part has received considerable attention in the past and different methods have 
been suggested to implement this task. The 2D string indexing [28] which has re­
ceived much attention [27] [26] [66] [9], is based on symbolic projection. Objects in 
the images are projected on the two image coordinate axes, and a 2D symbolic string 
is derived as the output of a spatial analyser which preserves the spatial knowledge 
embedded in the image. This string will be used as an index for storage and retrieval 
of images.
Data storage The second step deals with the storage and management of both original 
images and the extracted information.
To store the extracted data, it must be represented properly in a data model. This 
representation will then allow different queries and rapid access to the data. In other 
words, the methods of representing data as attributes, records, files, and relationships 
between them are addressed in data models. If a data model is not designed properly, 
the system may fail in response to some queries, even if the relevant information exists
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and have been extracted from the image. This is due to the lack of a mechanism to 
extract the answer from the predesigned records or objects.
There are a variety of data models for image database applications [62][63]. Most of 
them are extensions of two basic models in alphanumeric databases, relational data 
model and object oriented data model [48][87].
Apart from data model, data structure which deals with the physical way of storing 
data is also important. Since the disk access is the most time consuming part of data 
processing, data must be efficiently arranged in the disk so that in response to a query, 
the number of disk accesses is minimised. Traditional physical storage structures 
such as B-Trees and Hashing [32][105] which have been successfully applied by 
database designers to alphanumeric databases (e.g. a library catalogue) can not be 
directly applied to image database systems. This is due to the different nature of 
image information which includes spatial relationships. New representations include 
pixel oriented data structures [30], quad-trees [99], R-trees [49], R+-trees [103], r*- 
trees [15], and pyramid models [112].
Data structure and data model are solely database issues and clearly show the inter­
disciplinary nature of image database systems.
User Interface The third step is based on the second one and related to user interface that 
enables the user to retrieve the desired information rapidly and easily. Traditionally, 
the user interface has been a query language, which is a very high level command 
driven language and apparently is supported by the data structure and data model of 
the database system. The most popular language for alphanumeric applications is 
SQL and its extension for image database is PSQL [97]. Both SQL and PSQL are for 
systems with relational data models. An example of a set of PSQL commands is:
SELECT city, state, population, location 
FROM cities 
ON us_map
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WHERE location within window(4 ±  4,11 it 9)
AND population > 450000
which selects all cities in the area (4 ±  4,11 ±  9) (eastern United States) having a 
population greater than 450000 and displays two outputs: the alphanumeric output 
consists of a table with the names and population of cities, the pictorial result con­
sists of a picture of the US map with relevant cities marked.
Other examples of query languages in image databases include PICQUERY, [57] 
which uses the gridded data model, query language of GRIM_DBMS with fuzzy 
measures [93], a visual query language for the HI_MAP system, which is for geo­
graphic information systems, is IPL which is an icon assisted language [24] and hun­
dreds of other languages [92].
If a content based query is allowed, the user may be able to sketch an outline of the 
desired object, select a texture from a menu of templates, create a mixture of colours 
to obtain his desired color, or point to an image and ask the system to find similar 
images. The output of the system in this case is a selection of images which are 
verified by the user. The user selected images can then be used as the new queries to 
find more similar images from the database. The outcome of this interactive process 
is hoped to be the user desired images.
All three stages must exist in a real image database system. However, as mentioned before, 
two different types of researchers are involved in this area. The first stage needs experts 
from the computer vision area, while the second stage is related to the database area. The 
third stage can be managed by both database as well as computer vision experts.
Unfortunately, there has been a small number of projects where the two types of researchers 
cooperated with each other [85] [48]. Instead, database researchers have emphasised on data 
structures and data models and also invented a large number of high level query languages. 
Their systems do not support like this queries and they usually do not use color, texture and 
shape properties. Spatial reasoning is the other issue of their interest. They have found ap-
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plications in GIS, tourism, satellite imaging, etc. On the other hand, content based systems 
are proposed by the computer vision researchers. They pay less attention to issues such as 
data models and data structures and spatial reasoning. Instead, they look for more efficient 
and more effective feature vectors to describe intrinsic properties of the image.
A comprehensive image database system must include all three stages and must be viewed 
as a product of interdisciplinary research. However, the importance of each stage may vary 
according to the application.
1.2 Our contribution
Our goal is not to devise a general purpose image database system. We intend to work on 
one aspect of such system, namely shape similarity retrieval. The output of this research 
is a technique for shape representation, suitable for image database applications. In order 
to describe the content of an image more comprehensively, similar techniques in color and 
texture, developed by other researchers, must also be employed.
We developed new versions of the Curvature Scale Space representation and carried out a 
series of experiments to test the performance of the method on different image databases 
such as leaf images [2], marine animals [3][77][78], and airplanes and helicopters [79]. 
Through our experiments, we discovered the properties and shortcomings of this represent­
ation. We then showed that it is possible to overcome the shortcomings of the method using 
its properties.
The outcome of this research is a shape representation which is robust with respect to noise, 
scale, reflection and change in orientation. It is also fast and accurate for use in image 
database applications.
1.3 The outline of the thesis
In chapter 2, we review the existing shape representation methods in shape similarity re­
trieval. Two well-known methods, namely Fourier Descriptors and Moment Invariants are
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also described in this chapter for further use in comparison with our method.
Chapter 3 is devoted to Curvature Scale Space representation. A review of differential 
geometry, the concept of multi-scale representation and scale space, and the relationships 
between curvature deformation and Gaussian smoothing are the topics of the first sections of 
this chapter. This is followed by explaining the Curvature Scale Space image in section 3.4. 
The CSS image is a multi-scale organisation of inflection points of a shape as it is smoothed. 
It consists of several arch shape contours. The maxima of these contours are used as shape 
representation. The matching algorithm to measure the similarity between two shapes based 
on their representations is also explained in this chapter. The algorithm is modified to make 
the method robust with respect to reflection. The advantages and shortcomings of using the 
maxima of the CSS image as the shape representation are comprehensively discussed in two 
different sections of this chapter.
Chapter 4 is concerned with the modifications made on the CSS representation. The basic 
idea is to enrich the CSS image with additional information about the curvature value of 
different segments of the shape at different levels of scale. This is earned out by using 
the CSS image to segment the shape and then extract the required information to enrich 
the representation. Consequently, the matching algorithm is also modified for taldng into 
account the new information. Different approaches are introduced in this chapter. The 
advantages of each approach are clearly explained through examples.
Chapter 5 is concerned with the results of our experiments in using different approaches 
introduced in chapters 3 and 4. Since shape similarity retrieval is involved with the notion 
of similarity which can not be measured, two different methods for evaluation of the results 
of our experiments are presented in this chapter. The subjective evaluation includes human 
judgement about the performance of the system and the objective evaluation employs a 
number of classified shapes to measure the performance of the system. The advantages and 
shortcomings of each version of the CSS representation are first explained through several 
examples, then the results of objective evaluation are presented and analysed. The final 
part of this chapter is devoted to a real world application of our system. In Britain, plant
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breeders who develop a new variety of plant are granted exclusive right to sell that variety 
for a period of time. Our system is used to help the users find out whether an unknown leaf 
belongs to one of the existing varieties or whether it represents a new variety.
Finally in chapter 6 concluding remarks are presented and prospective future work is dis­
cussed.
Chapter 2
Literature review
As mentioned in chapter 1, two different approaches exist in image database systems. The 
first one has been introduced and developed by database researchers based on previous ex­
periences in alphanumeric databases. Different terms have been chosen for this approach 
including text-based retrieval [89] [56], attribute-based retrieval [47] and keyword retrieval 
[117]. The second one is usually Icnown as content-based retrieval and has been proposed 
by computer vision researchers to overcome the limitations of the first approach. We con­
cluded in chapter 1 that synergy between the two approaches is needed to invent a general 
purpose image database system. In this chapter, however, we review the literature of the 
content-based approach, started in late eighties and widely developed in recent years. The 
limitations of text-based approach which led to the introduction of the new approach are as 
follows.
e Some intrinsic properties of an image such as textures and shapes can not be ex­
pressed by words.
• The query languages associated with text-based approach are not flexible and user 
friendly. They do not support the like this query which is very useful in many applic­
ations. Moreover, a query will fail if it uses different keywords from those which are 
associated with the image.
• Image attributes are extracted manually and therefore the process of building the sys­
tem is very tedious.
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For some applications like GIS and CAD/CAM the attribute-based approach is quite useful, 
but for others like fashion design, art galleries and museum management, photo-journalism, 
etc., when like this query is essential, or the queries are based on intrinsic properties of 
images, the content-based method is necessary. The main characteristics of this approach 
are as follows.
® More attention is paid to intrinsic properties of image like color, texture and shape. 
These properties are usually captured in a feature vector which is indexed during the 
query processing.
© The feature extraction and building the database system is meant to be automatic or 
at least semiautomatic.
• Queries include like this and are based on sketches, color and texture patterns, shape 
properties, etc., the user may sketch an outline of an object, select a texture or color 
template, and ask the system to return objects or images with similar patterns.
© Retrieval is carried out based on similarity, not exact match. The user may use the 
system several times to retrieve the desired images.
» Query processing can be interactive. In response to a query, the system returns a num­
ber of images. The user may accept some of them and reject the others, the system 
may then use this information to correct itself and returns another set of images. This 
interaction is hoped to converge to the desired images.
• There are no query languages associated with this approach.
A good application of the content-based approach is reported in [98]. From over 500,000 
images of the Earth’s aurora gathered by DE-1 satellite, those with interesting events must 
be selected for future studies. The decision for selection or rejection of an image is based on 
visual properties of the image like shape, size and intensity. In this application, a content- 
based database is needed to retrieve images of potential interest to the user who makes the 
final decision. The similarity retrieval is also useful in this application. Consider a scientist
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who forms a hypothesis based on a number of observations. He will then need to validate 
his hypothesis by looking through more images like the ones he has already observed.
The existing content based systems include Virage [55], JACOB [21], Photobook [89] and 
QBIC [85]. These systems employ a number of image features to retrieve similar images 
from image databases. There are also a number of researchers who work on low level 
features suitable for content-based systems. They usually develop a prototype system which 
uses one of the image features to retrieve similar objects from the database. Examples 
include shape [72][77][78], texture [90][91] and color similarity retrieval [43][110].
We start this chapter by reviewing several color and texture similarity retrieval methods in 
section 2.1. This is followed by reviewing a number of shape similarity retrieval methods 
in section 2.2. Two well-laiown shape representations, Fourier descriptors and moment 
invariants are discussed in section 2.3.
2.1 Color and texture similarity retrieval
As indicated in [85], there are a wide variety of texture features described in the machine 
vision literature, but many of them are inappropriate for database applications due to their 
computational complexity or their assumptions about the homogeneity of the images. Both 
problems exist in the method proposed in [90]. Considering an image as a vector, they 
compute the DFT (Disceret Fourier Transform) magnitude of each image and then by using 
ten percent of the images in the database, they form an estimate of the pooled covariance 
matrix and compute the eigenvectors of this matrix. The projection of the DFT magnitude 
vector of each image onto these eigenvectors will form a feature vector used for compaiing 
images or patterns.
In another approach [85], modified versions of coarseness, contrast, and directionality fea­
tures proposed in [111] have been used for texture features. The coarseness feature helps 
to measure the scale of texture, the contrast describes the vividness of the pattern and is a 
function of the variance of the gray level histogram and the directionality describes whether
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the image has a favoured direction (like grass), or whether it is isotropic (like a smooth 
object). More details about this method can be found in [38].
Color histograms have been used to compare images in some recent work. In the RGB 
system, the color of each pixel of an image is described by a point in three dimensional 
space. G, R and B represent the contributions of the colours green, red and blue to create 
the color of a pixel respectively. Their sum is equal to one.
To create a color histogram for an image, each axis is divided into k segments and therefore 
the space will be divided into k^ cubes. By counting the number of pixels in each cube, a 
three dimensional histogram which associates this number to each bin is computed. Just 
like ordinary gray image histograms, only a small number of bins capture the majority of 
pixel counts. It is possible to talce advantage of this observation by using the largest m bins 
(in terms of pixel counts) as the representative bins of histograms. Authors in [43] have 
chosen m — 20 and have developed a method to extract a feature vector and compare two 
different vectors to find the similarity between the relevant regions.
As indicated in [110], color histograms are invariant to translation and rotation about the 
viewing axis and change only slowly under change of angle of view, scale, and occlusion. 
Two methods of comparing histograms have been proposed in [109]. In another approach 
[44], a set of colours is represented to the user who indicates the color of desired object 
among them.
In the QBIC project [85], the Munsell color space is clustered to 256 cells related to the 
256 colours of the database images. To compute an image or object histogram, the {R, G,B) 
for each pixel is taken, and its related cell number is determined, then the corresponding 
histogram bucket is incremented. In Munsell system, each color is described by three at­
tributes, Hue, Value and Chroma (HVC) ( for definitions see [123] pp. 487). The advantage 
of Munsell system is that perceptual difference between two colours can be measured by the 
Euclidean distance between the relevant points in HVC space. They use the mathematical 
transformation of (R,G,B) color data to Munsell color data described in [74].
2,2. Shape similarity retrieval 13
2.2 Shape similarity retrieval
Shape representation is one of the most challenging aspects of computer vision. The prob­
lem turned out to be difficult [83][84], because shapes are often more complex than color 
and texture. The problem remains difficult in similarity retrieval applications in image data­
bases where the notion of similarity remains to be defined.
While some authors believe that the similarity between two shapes is strongly related to 
the relationships between their sub-parts [18], others argue that the perceptual similarity 
judgement is done without focusing attention on any part of the image [100]. On the other 
hand, almost all authors agree that the machine similarity measure should be consistent 
with the human visual interpretation, but only a few of them refer to the fact that the human 
judgements of shape similarity noticeably differ (see section 5.3.1 ). The same fact is applied 
to the image similarity judgement and is verified through a comprehensive test on human 
subjects [107]. The results of this test indicate that although there is some shared notion 
of image similarity among the human subjects, it is far from a complete agreement. As a 
result, evaluation of the shape or image similarity retrieval method turns to be a difficult 
task (see section 5.3).
In this section we review a number of methods in shape similarity retrieval. It includes 
elastic [18] and modal matching [102], data-driven methods [54][72], a method based 
on turning angles [85], smallest enclosing circle (SEC) [56], and several other methods 
[36][52] [86].
Most of the shape similarity retrieval techniques are model-driven, in that the query shape 
has to be compared individually to a subset of the models of the database. In a data-driven 
technique, indexing is possible and therefore a large number of candidates are rapidly re­
jected. In other words, the shape descriptors are organised in such a way that searching 
for a query shape can be conducted efficiently. For example in [54] and [72], a shape is 
represented by a point in the n dimensional space. As a result, any multidimensional point 
access method (PAM) can be used to store and retrieve the shape features. Most PAMs
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support range searches, where in response to a query the nearest neighbours are retrieved 
efficiently. The price they pay is the lack of robustness due to the simplicity of the technique.
In [54], the area of the shape is first optimally filled by k rectangles [25]. The shape is then 
represented by the normalised positions and sizes of these rectangles. Size and position of a 
rectangle are defined as 2D points by using the x,y coordinates of its lower-left and higher- 
right corners. Every shape is then represented by a point in 2k dimensional space and the 
Euclidean distance is used to measure the similarity between two shapes. The method is not 
robust with respect to the change in orientation and has problems with selecting the number 
of rectangles, k and optimal covering of the shape with a fixed number of rectangles.
In another data-driven approach, Mehrorta and his coworkers have proposed a shape similarity- 
based retrieval method for image databases on the basis of polygonal approximation of an 
object boundary [42] [72]. In theory, a shape can be represented by an order set of m corner 
points. A shape feature can be considered as a fixed size subset of these points [42] [72].
In fact, a shape is divided into a number of parts. Each has a fixed number of sides and is 
represented by a 2n dimensional feature vector, consisting of x and y values of the locations 
of its n corners. The authors define a coordinate system by choosing a pair of vertices as a 
unit vector along x-axis, and transform each vertex to the new system. % and y values of the 
transformed vertices are used to form a 2n dimensional vector. Having considered all ad­
jacent pairs of vertices as the unit vector, they form n — I different representations for each 
part of the shape. The representation is then invariant with respect to scale (size of the basis 
vector), rotation (orientation of the basis vector with respect to x-axis), and translation. It is 
to be mentioned that the main goal of their work is to introduce a representation that can be 
indexed by any multidimensional Point Access Method (PAM).
It appears that the nature of polygonal approximation is not sufficiently suitable for database 
applications. Firstly, the number of corners is sensitive to noise and distortions. Secondly, 
some corners may be missed just because their curvature are slightly below the threshold 
value. The method will fail to find similar shapes if some of the corners are missed. And 
finally, two shapes with different number of corners may be perceptually similar.
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In [18], the elastic matching for shape is represented. In this approach, it is assumed that 
each object of the database is the deformed version of the query. The similarity between 
the two is then measured without introducing an explicit representation for the shape. The 
objects of the database are the edge images of the certain rectangular regions of the original 
images of the database. Considering the normalised arc length of the query shape as k(5), it 
is superimposed to each edge image separately. In order to measure the similarity between 
the query and each edge image, it is then necessary to find the best match between the two 
by deforming the query shape. If the deformed shape is considered as (|)(j'), we will have:
(|)A-(^) =  Kx- ( f )  +  ( j )  and <^y{s)= Ky{s) +  0 y  ( f ) .
To find the best match, the optimal deformation 0(^) must be found. The best 0(f) should 
minimise the following energy function:
ds
where the first term is a measure of how the query shape k  has been locally stretched by 
the deformation 0, and the second term approximately measures the energy spent to locally 
bend the query shape. The optimal 0(f) must also maximise the following function.
IF2= f  /(0(f)+ ic(f)) Jf Jo
Where /  is the luminance function of the edge image. It is assumed that the points with high 
luminance represent the edge points in this image. Maximising Fj requires the deformed 
shape to follow as closely as possible the edges of the image. The two requirements are 
combined in a compound function which must be minimised in order to find the optimal 0:
In other words, the deformation on the query shape must be the minimum possible deform­
ation which allows the best match between the deformed shape and the edge points of the 
image. It is then possible to approximate 0(f) as a third order spline by minimising this 
equation, the process is computationally intensive [18]. After a query shape reached con­
vergence over an image shape, three functions of 0(f) are calculated and used together with
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the number of curvature zero crossings of both ^{s) and K(s) as the inputs of a trained neural 
network. The output of the neural classifier is a value between 0 and 1 which represents the 
similarity between the query and the model. The problem of change in orientation is not 
discussed in this approach and it seems that the authors assumed that the objects of the 
database have a predefined orientation.
Modal matching [102] uses the eigenmodes of the finite elements model of the shape. Also 
laiown as mode shape vectors, the eigenmodes describe how a shape deforms under stress. 
Consider the point locations of the shape as X =  [xi, . . . ,X m ], each eigenmodes (|); deforms 
the shape by displacing the original locations, i.e.,
^defoi'med — X T  CCj),
where c is a scalar. Remember that the intrinsic properties of the shape are reflected in 
eigenmodes. Interestingly enough, one can describe the location points in a new coordinate 
system built by its eigenmodes. Each point can be represented based on how it moves within 
each eigenmode. Since the corresponding points between the two shapes move similarly 
within each eigenmode, it is then possible to find them and align one shape to another. The 
similarity between the two shapes can also be measured in terms of the modal displacement 
or strain energy required to align two point sets. The process of finding the eigenmodes, 
the corresponding points, and measuring the similarity between the two shapes is complex 
and computationally expensive. In shape similarity retrieval [101], a few prototype shapes 
are selected as the representatives of different categories of the database. Every shape in 
the database is then represented by an n dimensional feature vector where n is the number 
of prototypes and the ith component of the vector is the required strain energy to align the 
shape with the ith prototype.
In [86], a shape is re-sampled by 64 equidistant points and is represented by a set of turning 
angles (i.e. local tangent angles) at these points. A computationally expensive method is 
proposed to measure the distance between the two sets of representations. The closest point 
to the centroid of the shape along the principal axis is chosen as the starting point. Shape 
moments are used to calculate the centroid and the principal axis. The shortcomings of
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the method include its computation time and the difficulty of indexing to avoid exhaustive 
comparison of the query shape with each model of the database.
A sketch-based method which uses an abstract of the image edges is presented in [52]. The 
user draws what he remembers from the outlines of the image and the system compares the 
input with all existing models of the database and returns the best matches. The advantage 
of this system is that the preprocessing and feature extraction are carried out automatically. 
On the other hand, the reliability and the usefulness of the method is poor. Moreover, the 
user must have already seen the image to be able to draw a rough sketch of the entire image.
The smallest enclosing circle (SEC) is used in [56] to propose a shape representation method. 
The vector from the centre of SEC through the centroid of the shape defines the reference 
orientation of the shape. Then the SEC is divided by n radial lines with equal angles, start­
ing from the reference orientation. The distance from the centre of the SEC to where the 
boundary of the shape crosses a radial line can be calculated. The shape is thus represented 
by n ratios starting from the orientation vector in a counterclockwise order. The authors do 
not refer to the ambiguity of the method in the case that a radial line crosses the boundary 
of the shape in more than one point. The method is also ambiguous in selection of n.
In another approach [36], a set of shape features like centroid, pixel count, percentage of 
bounding rectangle fill, number of holes, perimeter, elongation (major axis/ minor axis), 
etc.; are used to represent an object. The objects are classified before storage and during the 
process of retrieval. Constraint functions [35] which implement fuzzy logic to map feature 
values into class membership scores are used to find the class of input query. Since local 
information is vital for shape similarity retrieval, it seems that representing an object with a 
set of global parameters does not lead to very good results.
In QBIC project [85], shape features are based on a combination of heuristic shape features 
such as area, circularity, eccentricity, major axis orientation and a set of algebraic moment 
invariants. All shapes are assumed to be non-occluded planar shapes allowing for each 
shape to be represented as a binary image.
Indexing and hierarchical matching has attracted much attention in shape similarity re­
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trieval. In [17], a multi-scale method is represented which gathers structurally similar 
shapes in an index to filter out dissimilar shapes without considering the details. In [116], a 
two-stage polygon representation is introduced. The first stage is concerned with indexing 
and the second stage includes matching.
2.2.1 User interface
Different user interfaces are proposed in shape similarity retrieval systems. The user can 
sketch a query shape using a mouse [18] [52] [85], or can extract his desired region of the 
image interactively and ask the system to retrieve similar regions [85] [98], or present a 
polygon approximation of a pait of the query [72]. A comprehensive user interface is repor­
ted in [36], where queries can be performed by way of indicating the desired object from a 
menu, or sketching an example using binary image editor called Bitmap, or indicating some 
features of a representative object or selecting a class of images and then searching for a 
certain image using the above mentioned ways. In all cases, the user must be able to use 
some of the outputs as the new queries to find more desirable images. In recent approaches, 
the user can reject or accept each output of the system. The system then corrects itself based 
on the user feedback [120].
2.3 Shape representation methods
Among the large number of shape representation methods, only a few aie widely used. 
Polygon approximation, Fourier descriptors, moment invariants, and Hough transform are 
the most well loiown methods. B-splines, Chain Codes, and multi-scale representations 
may also be added to this list.
Hough transform and B-splines are more applicable in pattern recognition where the task 
is to find specific patterns in an image. For example. Hough transform can be employed to 
find analytical shapes such as lines, circles and ellipses in an image and also determine the 
relevant parameters of such shapes. The complexity of this method is strongly dependent 
on the number of parameters of the shape. For example, finding a circle is more complex
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than finding a line. The equation for a circle is given by:
{x -  a)^ +  (y -  bŸ =
where (a, h) is the centre and r is the radius of the circle. To find the best circle which fits 
the edges of an image, each edge pixel {x,y) is assumed to lie on a circle. The locus for 
the parameters of this circle, is a right circular cone in (a, b, r) space. This can be observed 
by considering x and y as constants and a, b, and r as variables in the above equation. The 
equation for the circular cone is as follows:
{ X - x f  + ( Y - y f  = Z^
where X = a, Y = b, and Z =  r. Now, if a number of edge points lie on a certain circle 
with parameters {ao,bo,ro), their corresponding cones will intersect at this point in (a,b^r) 
space. As a result, the point {aic,bic,rk) which is the intersection of the larger number of 
cones can be chosen to represent the parameters of the best circle. Now assume that we 
know that:
^min a  ^imix b  bmax r <C / /  max
we then can subdivide the resulting parameter space to a number of cells. A counter is 
assigned to each cell and initialised by zero. For each edge point, the counter of those cells 
which the relevant cone passes through is incremented. When this process is carried out for 
all edge points, the cell with larger number in its counter determines the parameters of the 
best circle which fits the edge points.
The method is also generalised to include arbitrary shapes by using the information about 
the directions as well as the locations of edge points of the image [13] [65]. For analytical 
shapes, the additional information reduces the number of parameters by 2. As a result, the 
computation time of the method is significantly decreased. However, the process is still 
very time consuming and does not appear to be applicable in shape similarity retrieval.
The same fact is applied to B-splines, where an arbitrary shape is divided to a number of 
parts, and each part is approximated by a polynomial function. The continuous form of
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shape representation may be used to measure parameters such as tangent or curvature at 
each point. It is also possible to use the representation to find the same shape from the edge 
points of an image. However, it is difficult to measure the similarity between two shapes 
based on their B-splines. The main problem with this approach is that the initial partitioning 
of the shape is arbitrary.
The basic idea in polygon approximation is to segment the curve by a number of straight 
lines. Numerous branches of this method are suggested which are different in breakpoints 
selection [88]. In general, the method is not robust with respect to noise and change in 
orientation.
In chain codes [40], only the starting point is represented by its location; other points are 
represented by 0, 1, 2 or 3 depending on their displacements from the previous point. A 
point is represented by 0, 1,2 or 3 if it is respectively in the east, north, west or south grid of 
the previous grid. This is 4-connected chain code, extension to 8-connected is simple. In the 
case of closed curves, normalisation of the starting point can be carried out by choosing the 
minimum magnitude code among all possible codes of a curve. The chain code is sensitive 
to noise, and the normalisation of the starting point is also subject to noise. However, it can 
be used for calculation of certain parameters of the curve such as area.
Multi-scale curvature-based representations [95] [10] [82] form an important category of 
shape representation methods. Here we describe two well-laiown approaches from this 
category.
The idea of curvature primal sketch proposed in [10] is basically segmenting the curve by 
describing the significant changes in curvature. The curve is studied at different levels of 
scale and at each level a number of primitives such as corners, ends, smooth joints, etc; are 
detected. The final representation of the curve is achieved by taking into account the results 
of all scales. As a result of partitioning, the suitable breakpoints for B-splines or poly­
gon approximation are also detected. Apart from ambiguities between different primitives 
at certain scales, a matching algorithm to measure the similarity between two representa­
tions has not been proposed in [10]. Shape recognition, however, is possible by using this
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representation.
The same facts apply to another part-based representation for shape recognition even in 
presence of occlusion [95]. The curve is broken at points of curvature minima. The segment 
between two successive minima is called a codon. Based on the number of curvature zero 
crossings on a codon which can be 0, 1 or 2, there exist six different types of codons. The 
representation appears as a sequence of digits, such as 6 — 5 — 4 — 6 — 5 which shows that 
the shape consists of five codons with a certain sequence. The problem of noise and scale 
selection is then addressed. It is noteworthy that even if we assume that these problems 
can be solved, the representation lacks global information about the shape. As a result, two 
shapes with the same representation may be quite dissimilar.
Another interesting method is a statistical approach which uses the Point Distribution Model 
[31] [50] to capture shape properties.
In section 5.6, we compare the performance of our method with two other widely used 
methods, Fourier descriptors and moment invariants. In the following subsections we study 
the properties of these shape representations.
2.3.1 Fourier descriptors
This is one of the most well-known methods in shape description, It has different versions 
such as conventional [118], Fourier-Mellin [11], elliptic [67], and affine invariant [8]. It 
has been used in many applications such as character recognition [37], occluded shape 
recognition [45], 3D object recognition [8][122] and medical applications [58].
We use a classical version of the method introduced in [118]. A closed curve F(f) =  
(A'(?),y(r)), can be considered as a complex periodic function of t, where —<» < t<  +<x>. 
This function can then be sampled by N  equidistant points. The Discrete Fourier Transform 
of r(f) is then defined as:
; j= 0
where F,, is the nth sample of F(f).
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There are a number of properties associated with F^s, some of which are as follows [118].
• Since F-k = /w -t, generally the frequencies of the Fourier Descriptors (FD) of a 
contour range from - N /2  +  1 to N/2. Zero frequency corresponds to Fq, positive 
frequencies correspond to values 1 < k < N /2  — 1, and negative frequencies corres­
pond toA/2-J-l </c<iV  — 1.
• Fo indicates the position of the shape. Any translation of the contour by %-T Jy causes 
a shift to Fo by x-\- jy, while other components remain unaffected.
• As a result of scaling a contour by the factor A, all Ffs are multiplied by this factor.
• As a result of rotating all points of a contour by 9, all components are multiplied by
» Shifting the starting point by no, causes the /cth component to be multiplied by 
where a  =  2nno/N.
« As stated in [118], Fi always has the highest magnitude among F^s (Fq is not con­
sidered), provided that the contour is traced in the counterclockwise manner and the 
contour does not cross itself. We will observe that this may not be true in some special 
cases.
® Provided that the starting point, position, orientation and scale have been chosen prop­
erly, the degree of similarity between two sets of FDs can be measured by the sum of 
Euclidean distances of corresponding components. This will be proportional to the 
sum of Euclidean distances of the contour points.
The main problem with the FD is the normalisation of descriptors so that the conditions 
in the last item, specially the ones related to orientation and starting point are satisfied. A 
method which is suggested in [118], normalises the FDs by following this procedure.
® Position is normalised by considering Fq =  0.
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® All components are divided by the highest magnitude component to make the FDs 
scale invariant.
* Each F/c is multiplied by where a  is a function of k, arg(Fi), and arg{F,„ax), 
to malœ the normalised phases of F\ and F„uix equal to zero. Note that F,nax has the 
highest magnitude among FDs other than Fq and F[. Interestingly though, the function 
a  is not unique and among the possible functions, one should be chosen based on a 
certain criterion which experimentally has shown better results (see [118] for more 
details).
Applying this normalisation to each set of FDs, we hope that all contours of the database 
are turned so that the orientation and the starting points of all similar shapes become similar 
and therefore the Euclidean distance is minimised.
Applying the inverse Fourier transform, we can recreate a contour from its FDs. F\ and 
F_i create an ellipse which is quite similar to the outline of the contour without any details. 
Each pair like F( and F-i will create a particular ellipse which is traced i times. In the top left 
of Figure 2.1, the first four ellipses of an example are shown. The largest ellipse is related 
to F_i and F\ and represents the global shape of the contour. The smallest one is related 
to F- 4  and F4  which is traced four times. The superposition of these four ellipses is shown 
at the bottom left of Figure 2.1. The small details of the shape appear when the number 
of components are increased. However, there is no direct relation between a component of 
FD and its contribution in the reconstmcted contour. The results of our experiments on this 
method is presented in section 5.6.1.
2.3.2 Moment invariants
Different functions of moments have been widely used in pattern recognition applications 
[33][59][114]. The geometric moment of order p + q of a continuous function f{x,y) is 
defined as:
=  f  [  x>'y^f{x,y)dxdy%J —00 J  “• 00
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Figure 2.1 : Top left: the first four ellipses corresponding to F,i, where n =  1,2,3,4. The 
remaining: gradual reconstruction of a shape based on different components.
where p,q ~  0,1,...,°°. If f{x,y) is the digital image intensity function, the definition can 
be modified as follows.
A- y
The definition of regular moments has the form of a projection of/(x,y) onto the monomial 
Since the basis set x^ y^  ^ is not orthogonal, the information content of moments has a 
certain degree of redundancy. The notion of orthogonal moments was introduced in [113] 
and led to the Zernike moments. Other functions of moments include Legendre moments 
which uses the orthogonal Legendre polynomials, rotational moments [20], and complex 
moments [7].
In shape representation, f{x,y) is one for the points inside the silhouette or its boundary 
and is zero elsewhere. The central moment invariants for the silhouette or its boundary are
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given by [33]:
i =l
where x and y are the mean values of image coordinates x and y respectively. The summation 
is over all points of the silhouette or its boundary.
The definitions of original moment invariants [33] [53] for digital images are as follows.
M1 =  (p2 0  +  P0 2 ) ^ 2  = {P2 0  — P0 2 Ÿ  +  4/Ji 1
M 3 =  (^30 — 3^ 12)^ +  (3^21 — PQz Ÿ  M 4 =  { p ? , o 3 - p i 2 Ÿ  +  { F 2 \
M 5 =  (a^30 — 3 /V 2 i)(A i3 0 + i!J l2 )  [ ( ^ ^ 3 0 + ^ 12)^  — 3 (^ 2 1  + A ^03)^ ]
3-{3p2l —P03){P2[ +A<03) [3(a^30 +i«12)^ “  (^21 +  Poz)^]
M e  =  { P 2 0 - P 0 2 )  [{P30 3- P [ 2)^ -  {P2 l + ^ 0 3 ) ^ ]  +  ^ P \ l { p 30 +  P 12) {P21 +  P03)
M 7 =  (3/./2I — A^ 03)(a^30 +  A^ 12) [{P30 +  — 5 { p 2\ +A^03)^]
~ { p 3 0  -  3 p i 2 ) { p 2 l  4- ^ 03) [ ^ { P 3 0 + P i 2 Ÿ  ~  {M2\ + P 03Ÿ ]  ■
These functions are invariant to rotation, reflection or a combination of them. Scale invari­
ance can be achieved by normalising the functions using radius o f gyration which is defined 
as the square root of Mi :
}'= (P20-hpo2)^-
This parameter is proportional to the size of object boundary. A set of normalised moment 
invariants is obtained as follows [33].
We used the latter to represent the boundary as well as solid silhouette and experimentally 
compared this method to our proposed method. The results are presented in section 5.6.2.
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2.4 Conclusion
111 this chapter, we reviewed the literature of content based image databases with emphasis 
on shape similarity retrieval methods. We observed that although the number of proposed 
methods is increasing rapidly, there are still a number of shortcomings associated with each 
method. While the robustness of some methods is doubtful, other methods which exhibit 
a reasonable degree of robustness are often computationally expensive. In most cases, the 
number of objects in the prototype databases used to evaluate the performance of the meth­
ods aie too small which inversely affects the credibility of the results. We also observed that 
there are quite different methods in shape similarity and shape representation, ranging from 
polygonal approximation to elastic and modal matching. It seems that instead of enhan­
cing the performance of the existing ones, authors tend to invent new shape representation 
methods.
As the concluding remarks of this chapter, we propose a few criteria for a shape represent­
ation technique suitable for the puipose of shape similaiity retrieval.
® It should be robust with respect to noise, scale and change in orientation.
• Both shape matching and feature extraction must be carried out rapidly.
® It is preferred to be a data-driven method, so that efficient indexing can be carried out.
® It is also preferred to deal with the problem of occlusion. This is a very difficult 
problem which is not addressed in most publications.
® It must be accompanied with an appropriate user interface.
In the following chapter, we comprehensively introduce the Curvature Scale Space rep­
resentation method which is modified and used in our experiments. The representation is 
robust and fast and can deal with small occlusions.
Chapter 3
The Curvature Scale Space image
3.1 Introduction
This chapter is devoted to the Curvature Scale Space (CSS) representation and the CSS 
image. Curvature measures how fast a curve is turning, and the Curvature Scale Space 
image is a multi-scale organisation of the curvature zero crossings of a closed planar curve 
as it is smoothed. It consists of several arch shape contours, each related to a concavity or 
a convexity of the curve. Two curvature zero crossing points appear on every concavity (or 
hole) of a curve and as the curve is smoothed, they approach each other and finally join. 
This creates a contour in the CSS image. The maximum of a contour reflects the location 
and the level of smoothing where the pair of zero crossings have joined.
The maxima of the CSS contours can be used to represent a shape. The representation en­
joys a number of properties including robustness with respect to noise, scale and change in 
orientation. However, since it only uses the information of inflection points, there may exist 
occasions where two different shapes have almost similar sets of maxima of CSS contours. 
This particularly may happen when one of the shapes includes shallow concavities. A num­
ber of global parameters like eccentricity and circularity may be used as indices to increase 
the speed of the system and overcome this problem. Other remedies include modifications 
of the CSS image which are presented in chapter 4.
The theoretical aspects of the CSS image representation have roots in differential geometry 
and the recent discipline of scale space. Both subjects are covered in this chapter which
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starts by reviewing the basic definitions and theorems of differential geometry in section
3.2. This section provides useful information for those who wish to refresh their previous 
knowledge of the subject. The concept of multi-scale representation is presented in section
3.3. where the relationship between curvature deformation and Gaussian smoothing is dis­
cussed. This is followed by explaining the Curvature Scale Space image in section 3.4. The 
matching algorithm which compares two sets of maxima and assigns a matching value as 
the measure of similarity to them is presented in section 3.5. Eccentricity, circularity and 
other global parameters are described in section 3.6 and finally the shortcomings of using 
maxima of the CSS as shape representation are explained in section 3.7.
3.2 Useful concepts from Differential Geometry
This section is devoted to some definitions and useful concepts from differential geometry. 
Parametric representation of a curve, arc length, tangent and normal vectors, and finally 
curvature and Frenet equations are discussed in this section.
Almost everywhere in this dissertation a curve is represented by its parametric vector equa­
tion:
f ( 0  =  ( x ( 0 , y ( 0 )  a < t < h
We can reach another representation of the curve, by changing the parameter t — t{Q), 
provided that: f(8 ) is differentiable and ^  7  ^0 for all 0. Each representation is called a 
path. Obviously, for all allowable representations, the curve is the same but the tracing 
direction may vary according to the representation. If r =  t{Q) is a monotonie increasing 
continuous function, then the two paths will be identical.
A parametric curve is called regular o f class C,„ on a specified interval if among its different 
paths, there is a path f  =  T{t) such that f  (t) has a continuous derivative of mth order and 
f'(f) 7  ^0 for every t. It is also assumed in this dissertation that f  belongs to where m > 2.
Singular points of the path f  =  F(^) are points where P f)  does not exist or F(t) =  0. 
Such singularity might be the property of the particular path. A point is called an essential
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Figure 3.1: An essential singularity.
singularity of the curve if it is a singular point in all its representations. For example, two 
parametric representations of a straight line:
f  (0 ) =  and f  (r) =  ta
are equivalent (? =  0^). There is a singular point (0 =  0) for the first representation, while 
there is no singular point in the second one. The semicubical parabola x = t^,y = t^ has an 
essential singularity at t=0 called a cusp (see Figure 3.1).
The length of a regular parametric representation f  =  f  (r) in a closed interval [a,b], equals:
/ -  f ' \ t { t ) \  dtJ a
which can also be expressed in terms of its coordinate functions:
I = [  dtJa
Arc length and natural representation
Arc length, .s is a useful parameter to represent a curve. Let f  =  f  (f) represent a regular 
curve of class Q  or higher, the new parameter s is defined as:
=  [  |?(ri)i dt\.Jti\
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It follows from the Fundamental Theorem of Calculus that:
which means that 5- =  s(t) is an increasing function, the inverse function t = t(s) is also 
monotonie increasing of class Q  and the following is an allowable representation:
r  = f(t(s))
This is called the natural representation of the curve and the parameter s is called the natural 
parameter. Note that the natural representation is not unique, for it depends upon the initial 
point tQ and the orientation of the representation f  = T{t). Therefore, if f  =  is
any other natural representation of a curve, then its orientation and starting point may be 
different which means:
s =  +  constant.
Tangent and normal vectors
The derivative ^  =  F (f) shows the direction of the tangent to the curve at the point r ( j) . 
This is also of unit length, as from equation 3.1 :
The orientation of f  (j') is in the increasing direction of s, and may be different for two dif­
ferent natural representations of the same curve. The vector f  (5) is called the unit tangent 
vector to the oriented curve and usually is denoted by T =  f{s).
The confusion over the orientation may be eliminated in the case of a planar curve, which 
lies in some plane. By choosing an orientation for the plane, the positive sense of rotation 
is determined. In x — y plane, this will be anti-clockwise. The orientation of the natural 
representation can also be chosen as anti-clockwise.
For planar curves, the perpendicular line to the tangent line is called normal line, and the 
normal vector N is the unit vector on this line.
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Figure 3.2: Tangent and Normal vectors.
The orientation of this vector is chosen in such a way that the pair f  and N  form a frame 
oriented as the same way as the plane. In the case of natural representation:
N = ( - y ,x : ) (3.3)
Note that f .N  = 0 and f  x  N = z. These vectors are shown in Figure 3.2. In the case of 
arbitrary parametrisation, the normal and tangent are expressed as:
Ta = y
Curvature of a planar curve
n  -  ( - - - y -J “ + 'f'^ ÿp- +y^
The curvature of a planar curve at point P is a scalar value which shows how fast the curve 
is turning at that point. It is defined as the derivative of the tangent angle a  to the curve with 
respect to the arc length, s:
k(5) — lim —-A.,-40
Note the orientation of Za(j) =  ^T{s) in Figure 3.3 which is from the unit vector of the 
x-axis to the tangent vector at point s. There is a simple way to determine the sign of 
curvature at every point of the curve. Assume that you are driving a car on a curve in 
counter-clockwise direction. Whenever the steering wheel is turned counter-clockwise, 
lT{s) increases and curvature is positive and you are on a convex part of the curve. If
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Figure 3.3: Curvature ic(y)
the steering wheel is turned clockwise, the curvature is negative and the relevant segment 
is called concave. To find a formula for curvature, we start from a natural representation. 
From Figure 3.3, equation (3.3) and the fact that = 1 :
Vtana =  —
X
cos a  = x and sin a  —y
whence:
-  (sin a )a  = x (cos a) a  =  y 
x y  —y x  = cosa(cosa)a' — sin a (—(sin a) a  ) =  a ' 
Which in turn means:
/  I n /  nK[s) = a{s) = x y  ~ y x
In an arbitrary representation:
/ dx dx dt . dt
ds dt ds ds
dt^II d , d t . dxd t dt^ d x d td t dt^ ,d t
ds ds ds ds ds dt ds ds dsr ds ds^
The same formulas for y and y can be derived easily:
dt
(3.4)
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Using the equation (3.4) and the fact that:
the formula for curvature on an arbitraiy representation can be achieved:
The Frenet equations for planar curves aie expressed as follows:
f ' =  \<iN or yV' =  ~KT (3.6)
The equations are the direct results of equations (3.3) and (3.4) and recalling the fact that:
i2 i2 I II I IIX + y = \  = >  XX = —y y
3.2.1 Methods of computing curvature
Curvature measurement along the object boundary is required in many applications of di­
gital image processing. Since maxima, minima and zero crossings of curvature carry im­
portant shape clues for object recognition, they are used in many shape representation 
[22][73][106] and contour segmentation [71] methods. Many medical imaging methods 
also require a knowledge of the local curvature in a small neighbourhood of the image 
[14][34][108].
Therefore, the problem of curvature estimation in digital images has attracted considerable 
attention in computer vision [121]. The estimation always comes with error, and attempts 
have been made to determine the lower achievable bound of this error.
A number of methods have been suggested for computing curvature from digital images. 
While most of these methods are for digital curves and therefore require prior object seg­
mentation and boundary tracking, several methods have been developed to measure curvature 
directly from a gray level image [108]. These methods are not robust with respect to noise 
and estimate curvature on iso-intensity contours in the image.
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Three equivalent formulations are used to estimate the curvature of a digital curve. They are 
based on angle orientation, second derivative of curve coordinates and the radius of local 
touching circle. Resampling the digital curve by equidistant points is usually applied prior 
to curvature estimation to obtain a natural representation of the curve.
Here we briefly review several of these methods. In Bennett-MacDonald method [16] the 
tangent angle to a curve was expressed as:
(b(j) =  tan~^ ^
where:
dy = y i - y i - i  
and the same definition is applied to dx. Therefore:
X i-X i-l
and curvature is estimated as:
Rattarangsi and Chin [94] used equation (3.4) for their estimation:
K,- =  A(x/)A^(y/) -  A(y/)A^(x/)
where A denotes the difference operator and they developed a definition for A^ . Rosenfeld 
and Johnson [96] estimated the cosine of (|) to estimate the curvature.
Tsai and Chen [115] proposed a method to fit a small segment of a digital curve by a 
continuous function and then calculated the curvature using equation (3.5).
The idea of curve smoothing prior to curvature measurement has been used by many authors 
[29][81][106], as it reduces the effects of noise. The computation starts from convolving 
each coordinate of the curve with a Gaussian function. In continuous form we have:
X{t,a) =x{t)~kg{t,G)
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r ( t , G )  = y ( t ) : i r g ( t , a ) .  ( 3 .7 )
Where * denotes convolution. According to the properties of convolution, the derivatives of 
eveiy component can be calculated easily :
X (t ,G )  = x ( t ) i c g ( t , G )
X ( t ,G )  = x ( t ) i c g ( t , G )  (3 .8 )
and we will have a similar formula for V(t, c) and Ÿ(t, g ) .  Since the exact forms of g(t, g )  
and g(t,G) are known, the curvature of the smoothed curve can be computed as:
'  (X2(f,a) +  f'2(f,0))3/2 •  ^ '
Note that even if the natural representation of the original curve F is used, in general
r„  =  (X((,a),r(r,(j))
is not a natural representation of the smoothed curve, and therefore, instead of equation
(3.4), equation (3.5) should be used to find the curvature on this curve.
The main feature of this method is that in digital form, the adaptation of a definition for 
first and second derivative is not needed and curvature along the smoothed digital curve can 
be calculated directly from (3.9). In order to do this, the derivatives of Gaussian are first 
sampled at M points, where M  is the nearest odd number to 10 x a. Then equation 3.8 is 
implemented as follows.
L L
X{n,G)=  ^ ( ; i - / c ) g ( / c , a )  X(n,G) = ^  x{n-k)g{k,G)
k=—L k=—L
Where L =  is an even number. Similar equations are used to compute Ÿ («, g) and 
Ÿ{n,G).
The shortcoming of smoothing is that it causes the shrinkage of the original curve. The 
measure of shrinkage depends on the local curvature as well as a, the width of the Gaus­
sian kernel. Equation (3.9) can be used for curvature measurement on the smoothed curve, 
however, if it is used for curvature estimation on the original curve, then a shrinkage com­
pensation should be considered [69].
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3.3 Curvature deformation and Gaussian 
smoothing
The theory of scale space has been rapidly growing during the last two decades [6 8 ]. The 
basic idea is to explore image properties while it deforms gradually. The original image 
will then represent the finest scale which includes all details of the image. An operation is 
applied to this image and removes some details of the image. Usually, we can assume that 
this operation is a function of a parameter t. As t increases, more details of image disappear 
and images of coarser levels of scale are created. The process of generating images with 
different levels of scale is called evolution. The family of derived images in such manner 
will represent scale-space.
It is obvious that the above mentioned operation and the parameter t should be chosen 
carefully, so that the study of evolved images is fruitful. The most important issue is the 
structure of the image which should be maintained during the evolution. It means that at 
coarser levels of scale, new details should not be created.
The operation is one of the different kinds of linear smoothing such as Gaussian, and also 
nonlinear smoothing [60].
In shape recognition, the issue is converted to curve evolution. A curve is represented by 
its parametric boundary vector of coordinates. The parameter is usually the arc length. The 
theoretical aspect of the problem starts with a search for evolution equation which basically 
describes how the curve changes during the evolution. In other words, it describes the 
relation between a certain point of the curve at t and t + ^t levels of scale. Naturally, the 
evolution equation is a geometric partial differential equation.
The second step is to analyse the equation and interpret the properties of the evolution and 
the third step is the numerical implementation of such equation.
The general form of evolution equation can be considered as:
'  f = P ( * . O w
(3.10)
f ( i ,o )  =  C o M ,
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where F is the boundary vector of coordinates, N is the normal vector, s is the path para­
meter, t is the time duration of the deformation and (3 is an arbitrary function. This equation 
indicates that the direction of movement of every point of a curve is the same as the direc­
tion of N. The measure of movement is a function of the location of the point on the curve 
as well as the level of scale.
There are different possibilities for the function (3(y, i) which lead to different types of evol­
ution. For example by |3 =  ±1 [19], the curve propagates with a constant velocity along its 
normal direction. A major group of deformations includes deformations which are a linear 
function of curvature ic:
gp =  ( k  +  P,K)N given f(j ,0 )  =  ro(i), (3.11)
paiticularly where po — 0  and pi =  1 which leads to curvature deformation',
~^ = kN  given f(y,0) =  f'o(.y). (3.12)
Here the movement of each point of the curve is indicated by the curvature at that point
and is in the same direction of normal vector N. Since K  is negative on concave segments 
and N is considered as inward normal vector, the movement of points on concave segments 
is outward. On the other hand, convex parts of the curve tend to move toward centre. 
As a result, the concavities are filled during the evolution and as t increases, the curve is 
gradually converted to a convex curve. From that time on, all points move inward and the 
curve gradually shrinks until it is converted to a circular point.
3.3.1 Basic properties of curvature deformation
Here we mention some of properties which have been shown [60] for curvature deforma­
tion, ie equation (3.12). It is followed by the important issue of the implementation of this
equation in the following paragraph.
® Shapes preserve their inclusion order. As a result, two shapes, one inside another, 
remain so during the process of smoothing.
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® All simple shapes are converted to a convex curve at one stage and to a circular point 
at the final stage, without self intersection [46]. This is a very important property, as 
the self intersection may convert the shape to separate parts with a new stmcture.
« The number of curvature extrema and curvature zero crossings strictly decrease dur­
ing the evolution.
• The process can be implemented in parallel [39].
• The total curvature of the curve is strictly decreasing during the process [104]. It is 
defined as:
k =  / IkI ds
where L is the length of the closed curve. When the curve converts to a convex curve 
k will be equal to 2tc and it remains so.
# Curves shrink under curvature deformation [41]. Shrinkage may cause problems in 
some applications. Several methods are proposed to deal with the problem of shrink­
age [41] [69].
3.3.2 Heat equation, curvature deformation and Gaussian smoothing
The classical heat equation in two dimensions is the partial differential equation:
where t) refers to the temperature at a point of coordinate x at the time f of a homo­
geneous insulated bar of constant cross section placed on tlie x-axis. The equation (3.13) 
states that if the temperature across the bar is observed at the times Iq and t^ + ^t, the most 
significant changes occurs where the slope of h{x,to) changes rapidly. Note that border and 
initial conditions should be specified in this equation.
Curvature deformation (3.12) can also be expressed as:
3.3, Curvature deformation and Gaussian
smoothing 39
where r{s,t) is the natural representation of the curve and we have used (3.6) to replace ic/V 
in(3.12)byr  =  f :
dt ds '
Now f  = ^  yields to equation (3.14). Therefore, curvature deformation is similar to clas­
sical heat equation and hence is called geometric heat equation. It is very important to 
notice that equation (3.14) is valid as long as f ( 5,ï) is the natural representation of the 
evolved curve.
3.3.3 Geometric heat equation and Gaussian smoothing
The importance of Gaussian function in probability theory, communication theory, physics 
and odier areas is well laiown. In image processing, Gaussian smoothing is proven to have 
unique properties. Early studies on 1-D signals showed that the Gaussian is the only kernel 
for which the number of zero crossings of the first derivative of the signal does not increase 
when the width of kernel increases [12]. In 2-D case, zero crossings of the Laplacian of the 
signal decrease as the filter width increases [124].
As mentioned before, in curve smoothing by equation (3.12) the number of curvature ex­
trema and zero crossings is a non-increasing function of time [61]. We will now show that 
the Gaussian smoothing of x and y coordinate functions of a closed curve yields to curvature 
deformation, equation (3.12). Considering the original curve as To(.$) =  (xo(j),yo(5)), the 
evolved curve has the following coordinate functions:
x{s,t) =xo{s)'kg{s,t)
y{s,t) =yo{s)'kg{s,t). (3.15)
Where -k denotes convolution and g{s,t) is the Gaussian function with a  =  \/2f width. Since 
g{s,t) satisfies the heat equation (3.13), then according to the properties of convolution (see 
section 3.2.1), x{s,t) and y{s,t) will also satisfy the same equation. As a result:
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This is similar to equation (3.14) and it seems that Gaussian smoothing yields to curvature 
deformation. However, since arc length is not preserved for a long time, this can be con­
sidered an approximation of curvature deformation which is valid for small values of t.
Though it is possible to preserve the arc length by renormalisation [82], we shall argue in 
section 3.4 that most of the useful properties of curvature deformation can be achieved by 
Gaussian smoothing without renormalisation.
3.4 The CSS image
This section describes some aspects of the CSS image. It commences by explaining the pro­
cess of the CSS image construction.Then some properties of the representation are reviewed 
and the relationship between the CSS representation and Gaussian smoothing is exposed. 
This is followed by a short study on the effects of different parameters involved in this im­
age. Since we use the maxima of the CSS image, the process of extracting maxima from 
the image is followed.
3.4.1 Construction of the CSS image
Following the preprocessing stage, every object is represented by the x and y coordinates of 
its boundary points. The number of these points varies from 400 to 1200 for images in our 
prototype databases.
To normalise the arc length, the boundary is resampled and represented by 200 equally 
distant points. This will be the natural representation of the boundary.
Considering the resampled curve as To (-s') =  we smooth the curve by Gaussian
function as described in section 3,3.3;
X{s,t) =xo{s)icg{s,t) Y{sj )  =yo{s)-kg{s,t).
The smoothed curve is called To, where a  denotes the width of the Gaussian kernel. It 
is then possible to find the locations of curvature zero crossings dn Fa by using equation
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Figure 3.4: Shrinkage and smoothing of the curve and decreasing of the number of curvature 
zero crossings during the evolution, from left: a  =  1,4,7,10,12,14.
(3.9). The process starts with a  =  1, and at each level, a  is increased by Act, chosen as 0.1 
in our experiments. As a  increases, shrinks and becomes smoother, and the number of 
curvature zero crossing points on it decreases. Finally, when a  is sufficiently high, F(j will 
be a convex curve with no curvature zero crossings (see Figure 3.4). The process of creating 
ordered sequences of curves is referred to as the evolution of F.
If we determine the locations of curvature zero crossings of every F^ during evolution, we 
can display the resulting points in (w,ct) plane, where u is the normalised arc length and 
a  is the width of the Gaussian kernel. The result of this process can be represented as 
a binary image called the CSS image of the curve (see Figure 3.5a ). The intersection of 
every horizontal line with the contours in this image indicates the locations of curvature zero 
crossings on the corresponding evolved curve Fg. For example, by drawing a horizontal line 
at a  =  10.0, it is observed that there are 6  zero crossing points on Fiq. These points can 
also be found on the boundary of object in Figure 3.4 for (3 = 10 . In subsection 3.4.3, we 
will explain that the actual CSS image is a binary image. The number of columns of this 
image is equal to the number of samples in the arc length representation of the curve and 
the number of rows is equal to the required number of iterations to convert the curve to a 
convex one.
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Figure 3.5: a) A boundai^ and its CSS image. b)Change in orientation causes a circular 
shift in CSS image, c) Noise creates small contours in CSS image.
3.4.2 Properties of the CSS image
A useful general purpose shape representation method should satisfy a number of criteria. 
First of all it must be robust with respect to noise, scale and change in orientation. It will 
be demonstrated later in this section that the CSS image representation is robust in these 
respects.
For the purpose of shape similarity retrieval, the representation and the matching algorithm 
should be as simple and fast as possible. Speed becomes a cmcial criterion when a large 
number of shapes should be compared to the input and a matching value should be assigned 
to each of them. Although indexing methods aie used to narrow down the search space, the 
number of candidates could still remain large.
Another property of the CSS image is that it retains the local properties of the shape. Every 
contour of the CSS image corresponds to a concavity or a convexity of the shape. A local 
deformation of the shape mainly causes a change in the corresponding contour of the CSS 
image. Using this property, one can include more local information about the shape in the 
CSS image. For example, it is possible to use the average curvature of a segment together 
with the maximum of its CSS contour. Alternatively, one can find the corresponding corners
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of each pair of curvature zero crossings (see sections 4.5 and 4.7).
Compactness is another aspect of the CSS representation. A shape is represented by about 
less than ten pairs of integer values which can be determined without any ambiguity. The 
matching algorithm which compares two sets of representations and assigns a match value 
as the measure of similarity between the shapes is also simple and fast.
In shape similarity retrieval, the task is not to accurately recognise the input among the 
existing models, but it is to find the most similar models to the input and rank them in terms 
of a similarity measure. The CSS representation is a useful tool to handle this task.
Other properties of the CSS image and Gaussian evolution
In general, the function defined implicitly by
k(m, a) =  0
is the curvature scale space image of T. This can be implemented by the procedure already 
explained in this section. We mentioned in section 3.3 that Gaussian smoothing with res­
ampling yields to curvature deformation. The properties of curvature deformation was 
explained in section 3.3.1, however since the resampling is not applied at every stage of 
smoothing, our approach slightly differs from curvature deformation. Here we review a 
number of properties of this approach which are proven in the form of theorems in [82].
® Evolution is invariant under rotation, uniform scaling and translation of the curve.
This is a straightforward result of the fact that evolution involves convolution. As 
a result, applying either of these operations prior to convolution will have the same 
impact on the final result as applying them after convolution.
• A closed planar curve remains closed during evolution.
• A connected planar curve remains connected during evolution.
As a result of these properties, a closed planar curve can always be viewed as the 
boundary of the corresponding object during the evolution.
3.4. The CSS image 44
« If r  and all its evolved curves are in C2, then all extrema of contours in the CSS image 
of r  are maxima.
This property ensures that for nearly all practical curves, new curvature zero crossings 
are not created during evolution. As a result, new stracture is not created during the 
evolution of ordinary curves. As mentioned in section 3.3.3, the process of smoothing 
with Gaussian function yields to curvature deformation if resampling is applied at 
each stage. However, we observed that even without resampling, for nearly all shapes, 
the number of curvature zero crossings does not increase as a  increases. In fact, 
we did not observe even a single evidence against this rule. In all cases of more 
than 1100 shapes of marine animals, more than 3000 leaf images, and our small 
database of helicopters and airplanes, the CSS images were continuous and without 
abnormalities. An example of irregular curve which develops cusps during evolution 
can be found in [70].
• If r  includes a self-intersection, a minimum will be created in the CSS image of T. 
An example is presented in section 5.7.1.
» A closed planar curve becomes simple and convex during evolution and remains 
simple and convex.
This is a very important property which ensures that a termination point always exists 
in CSS image constmction. At that point all curvature zero crossings disappear and 
the curve is converted to a convex curve. It remains so if the process of smoothing is 
continued with larger values of a.
• For every planar curve F in C2, the high-order derivatives at a single point on one 
curvature zero-crossing contour in the CSS image of F determine F uniquely up to 
uniform scaling, rotation and translation.
This property ensures the one to one correspondence between a curve and its CSS 
image. However, it does not suggest a practical way to reconstruct a curve from its 
CSS image which has appeared to be impractical so far.
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Robustness with respect to noise, scale and change in orientation
It should be clear why the CSS representation is robust with respect to scale, noise and 
change in orientation.
A rotation of the object usually causes a circular shift on its representation which is easily 
determined during the matching process (compare Figures 3.5a and 3.5b). Note that the 
effect of a change in the starting point is also the same. Due to arc length normalisation, 
scaling does not change the representation, and as Figure 3.5 shows, noise may create some 
small contours on the CSS image, but the main contours remain unaffected.
3.4.3 Effects of different parameters of the CSS image
The actual CSS image which is used in experiments is a digital binary image. The maxima 
of the contours of this image are extracted directly from it. w-coordinate of a maximum 
indicates the location where a pair of curvature zero crossings merge, a-coordinate of a 
maximum indicates the number of iterations needed until this merge actually happens.
The number of columns of the CSS image is equal to the number of equidistant samples 
on the related curve. In fact, each column relates to a point on the resampled curve. Since 
the number of these samples is usually less than the number of original points on the 8- 
connected representation of the curve, re-sampling removes some details of the curve.
If we represent the curve by a larger number of equidistant samples, the resulting curve will 
contain more details of the original shape. This makes the process of evolution take longer. 
As a result, the CSS image will have larger contours and therefore, the number of rows of 
the CSS image will increase (see Figure 3.6c). The CSS image will also contain more small 
contours reflecting the details of the resampled curve. Note that the number of columns of 
the CSS image also increases as it is equal to the number of curve samples.
The number of rows of the CSS image reflects the number of iterations needed to convert 
the curve to a convex curve. Two factors are involved in tins value, first the shape of the ori­
ginal curve and second, the difference between the filter width in two successive iterations.
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Figure 3.6: a) Aa=0.1 and No of samples=200. b) Aa=0.04 and No of samples=200. c) 
Ao=0.1 and No of samples=500.
namely Ac.
If a curve contains deep and wide concavities, a filter with larger value of a  is needed to 
convert it to a convex curve. Therefore, the process of evolution will not end rapidly as the 
value of a  increases.
Each row of the CSS image corresponds to a certain level of smoothing. This is related to 
a value of sigma which is higher by one Aa than the previous row and lower by one Aa 
than the next row. The value of Aa is chosen as 0.1 in our experiments. If for example, 
it is doubled to 0.2, half of the rows will disappear and the height of the CSS image will 
decrease by 50%. If on the other hand, it is chosen as 0.04, the number of rows will be 
increased by a factor of 2.5, as it is seen in Figure 3.6b.
Considering examples presented in Figure 3.6, it can be concluded that the overall shape of 
the CSS contours does not change when different number of samples or different values of 
Aa are chosen. However, the weight of u or a  coordinate of a maximum may vary. A low 
Aa creates large contours and increases the weight of a-coordinate in the maxima.
We normalise the u and Aî^ma-coordinates of the CSS image by considering the length of 
u-axis as one. To normalise the u and a-coordinates of a maximum, they are divided by the
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number of samples.
The values of 200 and 0.1 for the number of samples and Aa are chosen so that the aspect 
ratio of the CSS image stays roughly around unit. This causes almost the same weight for u 
and a  coordinates of the contour maxima of the CSS image.
Noise or real maximum Small contours of the CSS image are related to noise or small 
ripples of the curve. In order to avoid complicated and inefficient matching, small maxima 
are not included in the representation. In most cases, even if small contours are considered, 
they do not play a major role in the final matching value between an input shape and a model 
from the database. In our system, if a maximum is less than g of the number of rows of the 
CSS image, it is considered as noise. As a result, only major concavities and convexities of 
a shape will contribute to the representation.
Another idea is to consider a fixed level as a cut-off for all images. The shortcoming of this 
approach is that some curves may end up without an explicit representation. In fact, small 
concavities in a nearly convex shape play a major role in its representation and they may 
be omitted in this approach. Moreover, it makes sense to attribute the terms small or major 
to a segment of a shape by considering other segments of the same shape as the reference, 
rather than using a fixed reference for different shapes.
3.4.4 Extracting maxima of CSS Contours
We represent every image in the database with the locations of its CSS contour maxima. For 
example, in Figure 3.6 there are seven maxima, and therefore the image will be represented 
by seven pairs of integer numbers. The locations of maxima are not readily available and 
must be extracted from the image. The CSS contours are usually connected everywhere 
except sometimes in a neighbourhood of their maxima as seen in Figure 3.7. We find the 
peaks of both branches of a contour in the CSS image and consider the middle point of the 
line segment joining the pair as a maximum of the CSS image. Starting from the top, each 
row of the CSS image is scanned for a black pixel. When found, the search continues in the
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Figure 3.7: To find a CSS maximum, we start from the top and scan each row of the CSS 
image, looking for a pair of black points with a small gap.
same row to find another one in the neighbourhood.
An explanation of our algorithm follows.
1. Start with scanning the second row. If a zero-crossing (black) point is found exam­
ine its neighbouring points. If there is no zero-crossing neighbour at the row just 
above and there is just one zero-crossing neighbour at the following row, go to step 
3, otherwise go to step 2.
2. Scan the remaining points of the current row, and start scanning the next row if it is 
not the last one to be scanned. If a candidate is found go to step 3, and if this is the 
last row to be scanned , stop.
3. Scan the same row to find the same zero-crossing as described in step 1, in a reas­
onable distance. If it is found, consider the middle point of the line segment joining 
the pair as a maximum and mark (delete) all zero-crossings at both branches of the 
conesponding contour and then go to step 2. If the next candidate is not found, mark 
the first one and go to step 2 .
Note that usually the last few rows of CSS image represent some information about the 
existing noise on the actual image contour, so the last row to be scanned in step 2  has g the 
height of the CSS image. Also note that if a candidate in step 2 is in first few columns, its
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couple may exist in last few columns of the same row and vice versa. In this case the search 
for next candidate must include the relevant interval.
3.5 The new CSS matching algorithm
We assume that the user enters his query by sketching a boundary of his desired image or 
by pointing to an image. In each case, we do the same preprocessing to find the maxima 
of the CSS contours of the input image and compare them with the same descriptors of the 
database images. For convenience, from now on, we call the input as image and the images 
in the database as models. In this section we explain the algorithm of matching which is 
rather different from what is proposed in [75].
It should be noted that the nature of the CSS representation prevents us from using any 
indexing methods such as geometric hashing [64] or any versions of point access methods 
to find the similar shapes. Therefore, the input image must be exhaustively compared to 
each of the models of the database. In order to avoid this, we use several global parameters 
to discard dissimilar shapes, prior to the CSS matching. These parameters and the way we 
use them are described in section 3.6.
After extracting the maxima of every model, we normalise their coordinates by dividing 
them by the number of samples, eg 2 0 0 ; so that the horizontal coordinate u varies in the 
range [0,1]. This will ensure that the comparison is meaningful even if the number of 
samples in the image and the model are different. The maxima of every model are sorted 
according to their a-coordinates during the process of maxima extraction.
3.5.1 Basic ideas
In this subsection we first explain the basic concepts of our matching algorithm which com­
pares two sets of maxima and assigns a matching value to them. This value is used as a 
measure of similarity between the actual boundaries of objects. We then present a more 
complete description of the CSS matching algorithm in the following subsection.
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Figure 3.8: First example of two CSS images which must be matched. Note that we only 
use the maxima of CSS contours in the matching process. The whole CSS images are shown 
in this Figure for a better understanding.
We start with a very simple example to explain the basic concepts. Two CSS images are 
presented in Figure 3.8 and we wish to determine how similar they are. Both CSS images 
have three contours; however, the locations of the contours do not match. Does it mean that 
the CSS images are not similar?
Since applying a circular shift to the CSS image is equivalent to a change in orientation 
of the corresponding object, we can always apply a circular shift to a CSS image during the 
matching process to find the best match. In fact by doing this, we change the orientation of 
the corresponding shape to find the best match between the two shapes.
Unfortunately, the optimum shift which leads to the best match is unknown. Ideally, all 
possible shifts should be examined to find the best match; but this is going to be very time 
consuming and inefficient. However, it appears that a good candidate for the best shift is 
the one which makes the ^-coordinate of the largest maximum of the image equal to the 
^-Coordinate of the largest maximum of the model. We examine this hypothesis for our 
example in Figure 3.9 and observe that the result is promising. The two sets of maxima are 
very close to each other.
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Figure 3.9: In this example, the best match is achieved by matching the largest maximum of 
the image with the largest maximum of the model. The summation of Euclidean distances 
between the corresponding maxima is the matching cost.
After applying the shift, we are in the position to measure the similarity between the two 
CSS images. In order to do this, we have to find for each maximum of the image, the coixes- 
ponding maximum of the model. Since the two largest maxima have already been matched, 
we start the process with the second largest maximum of the image and calculate its Euc­
lidean distances with all remaining model maxima. It is then matched with the maximum 
of the model that is closest in Euclidean distance. Then we match the third maximum of 
the image with one of the remaining model maxima using the same criteria. This process 
continues until no image maxima are left. The final total cost o f the match is the summa­
tion of Euclidean distances between the matched maxima. Note that if the number of image 
maxima differs from the number of individual model maxima, some of the maxima remain 
unmatched. The height of these maxima (a_coordinates) is added to the cost of the total 
match.
As mentioned before, every CSS maximum relates to a concavity or a convexity of the cor­
responding shape and the «-coordinate of the maximum reflects the location of the relevant
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Figure 3.10; Second example.
segment on the shape. During our experiments, we discovered that the difference between 
the «.coordinates of a pair of matched maxima should not be too large, eg more than 0 .2  
of the maximum possible distance. Therefore, an image maximum is left unmatched if the 
difference between its «.coordinate and the «.coordinate of its nearest model maxima is 
more than a threshold. This ensures that the relevant matched segments are almost in the 
same position in the shapes. The height of the unmatched image maximum is added to the 
matching cost.
For the previous example, the best shift was the one which resulted in the match between the 
two largest maxima, one from the image and the other from the model. But is this always 
true? As shown in the second example (see Figure 3.10), this is not always the case.
As seen in Figure 3.10b, the largest maximum of the model is close to the second and even 
the third largest maximum. As a result, the above mentioned shift may not lead to the best 
match and we may need to consider several hypotheses as alternatives and find the best 
match amongst them. Each of these hypotheses includes a shift which matches the largest 
maximum of the image with the first, the second and possibly the third largest maximum 
of the model. These are shown in Figure 3.11. Note that several other hypotheses can 
also be considered. For example, they may include hypotheses which matches the second
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(a) Hypothesis one, matches the 
largest maximum of the image 
with the largest maximum of the 
model.
(b) Hypothesis two, matches the 
largest maximum of the image 
with the second largest maximum 
of the model.
(c) Hypothesis three, matches the 
largest maximum of the image 
with the third largest maximum of 
the model.
Figure 3.11: Different hypotheses for the second example. Note that only the maxima of 
CSS contours are matched. The whole CSS images are shown in this Figure for a better 
understanding.
largest maximum of the image with the first, the second and the third largest maximum of 
the model.
For each case, the corresponding maxima and the matching cost should be determined. The 
lowest matching cost will then represent the best match and will be chosen as a measure 
of similarity between the two sets of the CSS maxima. If the number of hypotheses is 
relatively large, it is worth using the best-first matching strategy [119]. In this method, 
instead of finding the matched maxima and matching cost for every single hypotheses, it is 
done gradually and in parallel for all of them until the lowest-cost complete match is found.
The process starts with a number of hypotheses, each includes one maximum from each CSS 
image and the relevant shift parameter. A matching cost is also associated to each hypothesis 
and is initialised as the difference between the ^-coordinates of the pair of maxima. The 
second pair of matched maxima is then found for the hypothesis with the lowest cost. The 
cost of this hypothesis is then updated and the process continues with tlie new lowest cost 
hypothesis until one of the hypothesis is completed. The matching cost of this hypothesis 
will be considered as a measure of similarity between the two CSS images. Note that the 
use of tire best-first algorithm is optional.
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3.5.2 The complete matching algorithm
In this subsection, we present the algorithm which compares the two sets of maxima, one 
from the image and the other from the model. This algorithm which uses the best-first 
strategy is as follows.
1. Create a hypothesis consisting of the largest scale maximum of the image and the 
largest scale maximum of the model. Initialise the cost of this hypothesis to the 
absolute difference of a-coordinates of the image maximum and the model maximum. 
Compute a CSS shift parameter a  for each hypothesis:
Ot =  U/ii Ui
where U is the horizontal coordinate of a maximum, and i and m refer to image and 
model respectively.
2. If tliere are more than one maximum in the model which have a a-coordinate close 
(within 80 percent) to the largest scale maximum of the image, create extra hypo­
theses consisting of the largest scale maximum of the image and that respective addi­
tional maximum of the model. Also create the same hypotheses for the second largest 
scale maximum of the image and the respective maxima of the model. Initialise the 
cost and compute the CSS shift parameter for each hypothesis accordingly.
3. Expand each hypothesis created in steps 1 and 2 using the procedure described in step
4.
4. To expand a hypothesis, select the largest scale image curve CSS maximum (which 
has not been matched yet) and apply that hypothesis shift parameter a  to map that 
maximum to the model CSS image. Locate the nearest model curve CSS maximum 
(which has not been matched yet). If the two maxima are in a reasonable horizontal 
distance (0 .2  of the maximum possible distance), define the cost of the match as the 
straight line distance between the two maxima. Otherwise, define the height of the 
image curve CSS maximum as the cost of the match.
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If there are no more image curve CSS maxima left, define the cost of match as the 
height of the highest model curve CSS maximum which is not matched yet. Likewise, 
if there are no more model curve CSS maxima left, define the cost of match as the 
height of the selected image curve maximum. Add the match cost to the hypothesis 
cost.
5. Select the lowest cost hypothesis. If there are no more model or image curve CSS 
maxima that remain unmatched within that hypothesis, then return that hypothesis 
as the lowest cost hypothesis. Otherwise, go to step 4 and expand the lowest cost 
hypothesis.
6 . Reverse the place of the image and the model and repeat steps 1 to 5 to find the lowest 
cost hypothesis in this case.
7. Consider the lowest hypothesis as the final matching cost between the image and the 
model.
Using this algorithm and considering its amendment which follows immediately in section 
3.5.3, the system associates a matching value to every candidate and then displays the n best 
matched as its output, where n has already been selected by the user.
3.5.3 The problem of mirror-images in CSS matching
To represent a curve in terms of the normalised arc length, we need to consider a point on 
the curve as the origin. We also need to consider a direction on the curve as the increasing 
direction of the arc length.
It is possible to consider the same direction, say clockwise, for all boundaries of the data­
base. In this case, if a model in the database is similar to the mirror-image of the input, 
the CSS image of the model will also be similar to the mirror-image of the CSS image of 
the input. Since by just a circular shift it is not possible to map the corresponding maxima 
in this case, the above mentioned algorithm will fail to discover the similarity between the
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input and the model. The same problem will arise if increasing direction of the arc length is 
different on the input and the model boundaries.
Therefore, the mirror-image of the input should also be compared to the existing models of 
the database. Using the input maxima, we can easily calculate a new set of maxima which 
belongs to the CSS image of the mirror-image of the input. We can then either repeat steps 
1 to 7 for the new set and consider the lowest matching cost between the two or construct 
new hypotheses in step 1 for the new set and expand all hypotheses simultaneously. We use 
the former in our experiments.
3.6 Global parameters
The matching algorithm is not applied to all models of the database. We use a number of 
global parameters to reject dissimilar shapes to the input prior to the matching process.
To reject the dissimilar images based on the global parameters, we first calculate a^, otc and 
cHa as follows:
_ I ei-e„j I __ I'  Ci-c,n I _ I a / - a m  IlAg — / \ — / \ —max[ei,e,n) max{ci,c,n) inax{ai a^„i)
where e and c represent the eccentricity and circularity of the boundary and a represents the 
aspect ratio of the CSS image, while i and m stand for image and model respectively.
According to their definition, a^, a^ - and are between zero and one. We need to choose a 
threshold for each of these parameters so that if one of them is above the relevant threshold, 
the corresponding model is rejected. For our system we chose these threshold values:
C/Let =0.30 OLct — 0.35 OLat =  0.30.
Lower values of CLct and may result in missing similai- shapes, while with higher 
values, the number of candidates increases and using global parameters will become sense­
less. However, it should be noted that the performance of the system is not sensitive to 
small changes of these values and this will be demonstrated later in chapter 5. Moreover,
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a verification stage is added to the system to deal with the effects of possible inappropriate 
selection of global parameters (see section 3.6.1).
Eccentricity Eccentricity has been widely used as a shape feature [85] [36]. It is a region 
based parameter and illustrates how the region points are scattered around the centre of the 
region, centroid.
The central moments of a region are defined as;
X y
where x and y are coordinates of the region points and (%,ÿ) is called the centre o f gravity 
or centroid.
The principal moments of a region are eigenvalues of the matrix:
^0,2
and the eccentricity of the region is:
,  . / ^ niaxeccentricity =  W  ----
y ^min
where X„,ax and X,nm are the eigenvalues of the matrix above.
Aspect ratio of the CSS image Every CSS contour corresponds to a concavity or a con­
vexity in the image boundary. If the width of the CSS image, ie. the number of samples 
used to represent the image contour is the same, the longer and deeper a concavity, the taller 
the corresponding CSS contour. As a result, if the image contour consists of long and/or 
deep concavities, the height of its CSS image is large.
The aspect ratio of the CSS image represents the height of the largest scale maximum of 
the CSS image which in turn reflects the size of the major concavity of the image boundary. 
This parameter also depends only on the shape, not on size and orientation.
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Figure 3.12: a) A shape with ripples and b)its CSS image, c) A shape without ripples and 
d)its CSS image. Note that the main contours are almost similar.
Circularity Circularity is the ratio of perimeter squared to the area. It can be used to 
distinguish between rippled boundaries and smoothed ones, when the overall shapes are 
rather the same.
Ripple factor This is a useful parameter which can be used to measure the small ripples 
of the shape. These ripples correspond to small contours of the CSS image and are not 
considered during the CSS matching. As a result, two shapes with the same sets of concav­
ities will have the same representations even if one of them contains small ripples. This is 
demonstrated in Figure 3.12.
The ripple factor is calculated as follows:
R F — ^  T (y/ — ym) •
/=0
(3.17)
Where is the ith point of the equidistant boundary points, {xahyçji) is the corres­
ponding point of the smooth curve, and N  is the number of points on the resampled curve. 
The standard deviation of the Gaussian, a  should be smaller than 2, so that the effects of 
shrinkage be as small as possible.
3.6. Global parameters 59
1100 30-250 n images
imagesimages
Verification based on 
global parameters
Indexing based on 
global parameters C SS M atching
Figure 3.13: The block diagram of the system.
This parameter may measure noise instead of ripples if it is used in the case of poor pre­
processing which has led to noisy contours. However, our experiments provide a supporting 
evidence for the usefulness of this global parameter. See chapter 5 for more details.
3.6.1 Verification based on global parameters
Global parameters can also be used for verification of the results of the CSS matching. 
The idea is to reject the most dissimilar outputs based on global parameters. This stage is 
particularly helpful when the threshold values for global parameters are not chosen properly 
and therefore there is still some information in the global parameters of the outputs of the 
CSS matching. As a result of verification, the number of outputs will be reduced and the 
most similar shapes will appear as the output.
Assume that the user has asked for the most n similar shapes to the input query. We first 
choose the first m outputs of the CSS matching, where m =  1.3 x n. For each of these 
outputs, we find the following.
SlU7lgi()ij — OCg -}- OC^  (X(i
We then rank the outputs based on this parameter and display the first n outputs.
It should be noted that the verification is applied on the most similar models chosen by the 
CSS matching. Therefore, the CSS matching is the most important part, in the heart of our 
system with the block diagram shown in Figure 3.13.
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3.7 Shortcomings of the CSS representations
It is observed occasionally that the output of the system is not quite desirable, and the 
ranking is not as the user expects. Apart from the basic problem of shape similarity which 
is a subjective matter (people may rank similar shapes in different manners), there aie also 
some minor and inevitable problems with the method which are behind these undesirable 
results. In this section, we discuss some of these shortcomings.
3.7.1 Lack of global information
As we discussed in section 2.3.1, in Fourier descriptors, usually the largest magnitude pair 
of components (Fi and F_i) represent an ellipse which is quite similar to the outline of 
the contour. Such information does not exist in the CSS representation which consists 
of the maxima of the CSS image contours. As a result, two shapes with the same local 
deformations will have the same representations, even if one of them looks like a circle and 
the other looks like a rectangle. This is another reason for using global parameters along 
with the maxima of the CSS image to represent a shape.
At the same time, the reader will note that one of these parameters is the aspect ratio of 
the CSS image. This, in turn, indicates that there is some implicit global information in the 
CSS image.
3.7.2 Thresholds
Thresholds are one of the main issues in engineering in general and in image processing and 
computer vision in particular. Different methods of edge and corner detection, boundary 
extraction, object recognition etc, deal with this problem. In our representation and its 
associated matching algorithm, several threshold values are involved. Selecting different 
values for each of these thresholds may change the ranking in the output of the system. 
Furthermore, there is no theoretical basis supporting the selection of the threshold values 
and they should be determined through experiences and perhaps by user. On the other hand.
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however, it should also be mentioned that the small changes in these values do not change 
the performance of the system. Moreover, the omission of some of the good candidates, 
or small changes in the output ranking, should not be serious problems, as the users of an 
image database system are expected to verify the output and also re-mn the system until 
they find their desired images.
As discussed in section 3.4.3, the problem starts with selecting the appropriate contours of 
the CSS image for the representation of the curve. A threshold should be set to reject those 
small contours which probably correspond to noise.
With regard to global parameters, threshold values may cause the omission of some good 
candidates. Therefore, we need to widen the range of acceptance to ensure the accommod­
ation of all prospective candidates. This, in turn, may lead to a large number of candidates 
passing to the matching program.
In matching program (section 3.5), several threshold values should be determined. The 
highest maximum of the model will not be matched to the second highest maximum of the 
image if the difference of the two is above a threshold (see item 1). In item 4, a maximum 
of the model will not be matched to its nearest maximum of the image if the horizontal 
distance between the two is above a threshold.
Even in our new methods, introduced in chapter 4, thresholds are involved.
3.7.3 Normalisation of rotation and starting point
The normalisation is applied by a circular shift to the maxima of the CSS image during the 
CSS matching. The measure of this shift is determined by the horizontal distance between 
the highest maximum of one CSS and the highest or the second highest maximum of the 
other one. This is symbolised by a  in item 1 of the matching algorithm. Applying a circular 
shift to the CSS maxima is equivalent to a change in orientation of the curve. In fact, we 
change the orientation of one curve, so that the major segments of the two curves cover each 
other.
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Due to difference in shape of major segments, it is likely that the best circular shift which 
matches the two objects is not achieved by this simple method. As a result, the matching 
value may be more than expectation and this affects the output ranking.
A remedy is to generate more hypotheses with slightly different shift parameters. However, 
it will reduce the simplicity and efficiency and slow down the speed of the system.
3.7.4 Shape of a concavity and height of the maximum
At first glance, it seems that the depth of a concavity is the major factor determining the 
height of the related contour of the CSS image. The deeper the concavity, the larger the 
contour. However, there is more than one factor involved in shaping a contour of the CSS 
image. Some of them are as follows.
® The size of the segment, which is defined as the distance between the relevant pair of 
curvature zero crossings is also a major factor in the height of the CSS contour. This 
means the wide and shallow concavities create large contours in the CSS image, just 
the same as small and deep concavities. See Chapter 4 for more details.
• The shape of the segment is also important. There may be some small ripples inside 
a major concavity which affect the size and shape of the relevant contour.
® The shape o f the neighbourhood and more importantly the whole shape o f the curve 
also contribute in the size of a contour.
Therefore, although the maximum of the relevant CSS contour carries important informa­
tion, in some occasions this information is not enough to represent the segment. Additional 
parameters should be introduced to resolve the ambiguities caused by lack of information.
3.7.5 Occlusion
Minor occlusions do not dramatically change the CSS image of a shape and can be detected 
by the matching algorithm. Particularly when major concavities of the shape remain intact.
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Figure 3.14: As a result of occlusion, some contours of the CSS image may disappear.
However, if several major segments of a shape are covered, the relevant contours in the CSS 
image will disappear. As a result, the remaining contours occupy a larger portion of the CSS 
image and their corresponding maxima will also be larger. An example is shown in Figure 
3.14. The first three maxima of the CSS image in Figure 3.14b are related to the upper 
part of the shape in Figure 3.14a. These maxima do not exist in the CSS image presented 
in Figure 3.14d, due to covering the upper part of the shape. This part is presented by a 
small contour in the extreme left of the CSS image in Figure 3.14d. It is observed that the 
configurations of the similar contours of the two CSS images are the same. The similar part 
consists of two larger contours, one inside the other, accompanied by one smaller contour at 
each side. However, the maxima in Figure 3.14d are significantly larger than the maxima in 
Figure 3.14b. This is due to the fact that a segment in Figure 3.14c is represented by larger 
number of samples in comparison with the same segment in Figure 3.14a.
If the normal matching algorithm is used, there is no chance to discover these types of 
occlusion. A computationally expensive method [76] is needed to deal with this problem. 
The method is too slow to be used in shape similarity retrieval.
3.7.6 The problem of noise, and ripples
As mentioned before, small contours in the CSS image which are not considered in repres­
entation, are related to ripples on the boundary of shape (see section 3.6 and Figure 3.12). 
As a result, two shapes with the same sets of concavities will have the same representations
3.7. Shortcomings o f the CSS representations 64
(b)(a) (d)(c)
Figure 3.15: An example of the problem of convexity inside a concavity. The two shapes 
are similai- but the CSS images are less similar.
even if one of them contains small ripples. In other words, ripples are considered as noise 
even if they carry some useful information.
3.7.7 The problem of convexities inside concavities
In Figure 3.15, two shapes with their corresponding CSS images are presented. The shapes 
are very similar but the CSS images do not seem much similar. In both CSS images there 
are some contours inside other ones. This phenomenon happens when a small convexity 
exists inside a large concavity on the relevant shape. However, it does not happen for all 
cases. For example, both sides of the shape in Figure 3.15a have almost the same shapes, but 
they create different configurations in the relevant CSS image in Figure 3.15b, two separate 
contours for the left side of the shape and a small contour inside a larger one for the right 
side. This is shown more clearly in Figure 3.16 where different segments of the shapes 
are related to their corresponding contours in the CSS images. If the height of a convexity 
in comparison with the depth of the concavity is large enough, then the large concavity 
is divided to two smaller ones, and there will be two separate contours in the CSS image 
(see segments number 3 and 4 in Figure 3.16a and their corresponding contours). On the 
other hand, if the concavity is deep enough, then there will be a large contour for the deep 
concavity and a small one inside it for the convexity (see segments number 1 and 2 in Figure 
3.16a and their corresponding contours).
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Figure 3.16: The problem of convexity inside a concavity.
Now consider the right sides of both shapes in Figure 3.16. While one of them creates sep­
arate contours in the CSS image, the other creates one inside another. However, considering 
the maxima of these contours, we realise that there is not much difference between the two. 
On the other hand, for the left sides of these shapes and their corresponding contours, we 
observe that there are some differences in the locations of the relevant maxima and this may 
cause some problems in retrieval and the output ranking.
3.8 Conclusion
In this chapter, we discussed all aspects of the Curvature Scale Space representation. The 
advantages as well as shortcomings of the method were also discussed comprehensively 
through examples. The matching algorithm which measures the similarity between two 
shapes based on the maxima of their CSS image were presented and explained. We hope 
that the reader of this chapter was given a clear idea about the method and of other references 
on the issue.
In comparison with other methods discussed in chapter 2, the CSS representation and its 
associated matching algorithm provides a simple, clear, straightforward and robust method 
which can be used in shape similarity retrieval. The shortcomings of the method can be dealt
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with by adding more information to the representation. The following chapter is devoted to 
a number of modifications which improve the performance of the method and particularly 
deal with lack of global information in the CSS representation and the problem of shapes 
with shallow concavities.
Chapter 4
The new approaches
4.1 Introduction
The ambiguities of CSS matching are mainly due to the problem of shallow concavities 
on the shape. Since the process of smoothing can be approximated by heat equation de­
formation, it can be shown that the shallow and deep concavities may create the same large 
contours on the CSS image. Therefore, a shallow concavity may be matched with a deep 
one during the CSS matching.
To solve this problem, in [77], [78] and [6 ] two global parameters, eccentricity and circu­
larity, were also used in conjunction with the maxima of the CSS image to represent the 
boundaries of objects (section 3.6). As a result, the speed of the system improved and CSS 
matching between shapes with shallow concavities and shapes with deep concavities was 
avoided in most cases.
In this chapter, different approaches based on the modifications of the CSS image are 
presented. The basic idea is to enrich the CSS image with additional information about 
the curvature value at different levels of scale, rather than just relying on the information 
about the curvature zero crossings. This will be carried out by partitioning the curve and 
determining the coiTesponding segment to each contour of the CSS image, extracting some 
information about each segment and using this information to enrich the representation. 
It will then be possible to distinguish between low curvature shallow segments and high 
curvature deep segments.
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The motivation behind these attempts is to introduce a new independent and more efficient 
shape representation for shape similarity retrieval. Although a significant improvement on 
the performance of the CSS representation is achieved, the global parameters are still useful 
to get even better results.
The organisation of this chapter is as follows. In section 4.2, the problem is explained 
through an example. In sections 4.3 and 4.4 two similar approaches are presented. In these 
methods, the height of the CSS contours are adjusted. In section 4.5, a simple solution 
which employs the average curvature of a segment at a certain level of scale, together with 
the maxima of the CSS image is explained.
4.2 The problem of shallow concavities
In sections 3.3.2 and 3.3.3, we stated that the Gaussian smoothing with renormalisation 
yields to the geometric heat equation which in turn is a kind of curvature deformation;
3 r- ^  =  ic/V given f  (j-,0) =  fo(i’). (4.1)
where k denotes curvature, r =  and a  is the standard deviation of the kernel. This 
equation clearly shows that the rate of movement of a point on a segment is proportional to 
the value of curvature at that point.
Now consider a shallow segment with two curvature zero crossings at end-points. As a  
increases, the zero crossing points approach each other very slowly due to low values of 
curvature. As a result, the relevant CSS contour turns out to be quite large.
For a curved deep segment, the rate of movement is large. However, it is obvious that a 
filter with a laige width is needed to convert a deep segment to a straight line. Therefore, 
deep and shallow concavities may create the same large contours in the CSS image.
An example of a shape with shallow concavities is shown in Figure 4.1a where the asso­
ciated CSS image is in Figure 4.1b. After removing the noise in the first stages, ie a  <  3, 
the major segments of the shape with two curvature zero crossings at the end-points will
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Figure 4.1; a) A boundary with shallow concavities and b) its CSS image, c) A boundary 
with curved concavities and d) its CSS image. The marked contours (with arrows) relate to 
the marked concavities.
appear. For a  — 8 , the whole shape is very close to a convex shape and one may believe that 
it is converted to a convex curve soon after this stage. However, due to shallow segments 
especially the maiked one, it does not happen as long as a  is less than 16.58.
An example of a shape with curved concavities and its CSS image aie shown in Figures 
4.1c and 4.Id. The marked segment is still curved at o =  8 , however the zero crossings join 
at a  =  15.54 which is even lower than the previous example.
Considering Figures 4.1b and 4.Id, we realise that the two sets of CSS maxima are almost 
similar, where one set relates to shallow and the other relates to curved segments. It is not 
surprising that the shape of Figure 4.1c comes out as the third most similar shape according 
to the CSS matching, when the shape of Figure 4.1a is used as a query.
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In the following sections, we propose several methods to solve this problem. In all cases, 
we benefit from the fact that the CSS representation enables us to segment the boundaries 
of objects. We find the corresponding segment of every contour of the CSS image in the 
boundary. Then we extract additional information from that segment, and finally we use 
this data along with the maxima of the CSS image to introduce a new representation.
4.3 Height adjusted CSS image
The basic idea of this method is to select a new maximum for each CSS contour. For every 
contour, the new maximum is lower than the actual one. The difference depends on the 
shape of the concavity. For shallow concavities the difference will be large, whereas for 
curved concavities it will be negligible [5][3][79][1].
The new maximum will be defined by the level of smoothing where the curve segment 
between the two zero crossings is converted to a straight line. We consider a segment as a 
straight line if the absolute value of curvature of all its points fall below a threshold.
To clarify the issue, we have plotted the curvature versus the arc length in Figure 4.2. These 
are for smoothed version (a =  10) of the objects of Figure 4.1. At this level, there are two 
concavities left on each smoothed contour. We have marked them with numbers 1 and 2 on 
the plots and the curves.
Considering the shape with shallow concavities, we observe that for concavity number 2 
the absolute value of curvature remains near zero between the two curvature zero crossings 
of each concavity. It can be assumed that at this level, there are no actual curvature zero 
crossings in this part of the shape and the segment has been converted to a straight line. 
Therefore, the maximum of the relevant CSS contour can be chosen around a  =  10 instead 
of a  =  16.58. To determine the exact value of the new maximum for every contour of 
the CSS image, we look for the level of smoothing where the absolute value of maximum 
curvature in the region between the two zero crossings falls below a certain threshold.
Figure 4.3 shows the new maxima of the CSS images of Figure 4.1. Note that the sets of
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Figure 4.2: The curvature between the two curvature zero crossings is near zero for shallow 
concavities at earlier levels of smoothing. Compare the concavities labelled by 2 and the 
related parts on the curvature plots. Plots are for a=10.
maxima are not very similar. More details about implementation of this idea are given in 
the following subsection.
4.3.1 Shape segmentation and extracting new maxima
As mentioned before, at every stage of smoothing, each concavity or convexity is represen­
ted by a pair of curvature zero crossings. However, during the process of smoothing, it is 
not possible to determine whether two successive zero crossings on a smoothed curve are 
related to each other or they belong to different concavities.
Therefore, the only way to segment the curve and track each segment during the evolution 
is using the CSS image itself. After extracting the maximum of a contour on the CSS image 
(section 3,4.4), we follow each of the two branches of this contour, and find the locations of 
curvature zero crossings related to this segment of the curve at each level of smoothing.
For example, by using this method and tracking the two branches of the largest contour on
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Figure 4.3: a) The new maxima are significantly different for shallow concavities, b) No 
considerable changes for curved concavities.
the CSS image of Figure 4.Id, it is determined that the relevant pair of zero crossings for 
0  =  6 occur at 160th and 184th samples of the curve.
We can summarise our algorithm for locating the new maximum of a contour of the CSS 
image as follows:
1. Determine the maximum of the largest contour and start the process from this level.
2. For the next lower scale, find the locations of zero crossings by following tlie two 
branches of the contour.
3. For the current level of smoothing, find the absolute value of the curvature at every 
point between the two zero crossings and determine the maximum curvature in this 
segment on the shape.
4. If the maximum curvature is above a certain threshold, set the new maximum as the 
middle point of the two branches of the CSS contour at this level of scale, otherwise 
go to Step 2.
5. Exit if there are no maxima left, otherwise determine the next largest maximum of 
the CSS image and repeat Steps 2 to 5.
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4.3.2 A new global parameter
We introduce a new global parameter for a closed planar curve as:
D =
i=  I
where J, is the difference between the old and new maximum of the /th contour of the CSS 
image of the curve. The parameter will be near zero for curved shapes and will be large for 
shapes with shallow concavities.
We have used this parameter for indexing. In response to a query, ocg is calculated for every 
model in the database as follows:
Oto I Imax{Di,D,n)
where D/ and D,„ represent the new paiameter for the image and the model respectively. If 
ajT) is above a threshold, the model is rejected without applying the CSS mcitching. This 
simple test narrows down the range of searching.
4.3.3 Normalisation
The absolute value of curvature is not robust with respect to scale. This can easily been 
realised by considering two circles with different radii. While the two shapes are similar, 
curvature on the smaller one is higher. Therefore, we have to normalise the perimeter of the 
boundaries so that all boundaries have identical perimeter.
To normalise the perimeter, we first calculate the average perimeter of the objects in our 
database. We then calculate the scale factor for each object of the database as follows:
r , Pgy
where Si is the scale factor for the ith object and Pi and Pav refer to the ith object and the 
average perimeter respectively.
To obtain a new perimeter for the itli object, we multiply the x and y coordinates of its 
boundary points by the relevant scale factor. Si.
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The matching algorithm The matching algorithm in this approach is exactly the same as 
explained in section 3,5. The only difference is that here we use the new set of maxima and 
do not use the global parameters, eccentricity and circularity.
4.4 Distributed height adjusted method
This approach is similar to the previous one. The difference is that for each CSS contour, 
we store the actual maximum along with its drop during the height adjustment procedure 
explained in the previous method.
For the ith CSS contour the drop factor is defined as:
d i  — ^ a d  j
where M denotes maximum of the CSS image and act and adj refer to actual and adjusted, 
respectively.
The matching algorithm We have to modify our matching algorithm presented in section
3.5 to accommodate the new parameter, di. After Steps 1 and 2 we add the following Step:
® For each hypothesis, determine the type of the matched maxima by examining their 
drop parameters as follows:
where da and dj„, are drop factors of the ith maximum of the image and the jth 
maximum of the model which are matched. If %  is large, the image and the model 
maxima are from different types eg. one represents a shallow and the other represents 
a deep concavity. Destroy the hypothesis if is above a threshold, adr, by assigning 
the highest possible value to the hypothesis cost. Add the value \du — dj,,,] to the 
hypothesis cost if a^ i is below the threshold.
Step 4 of that algorithm should also be modified as follows.
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• To expand a hypothesis, select the largest scale image curve CSS maximum (which 
has not been matched yet) and apply that hypothesis shift parameter a  to map that 
maximum to the model CSS image. Locate the nearest model curve CSS maximum 
(which has not been matched yet). If the two maxima are in a reasonable horizontal 
distance (0 .2  of the maximum possible distance), and the parameter defined in 
previous step for the two maxima is below the threshold, adr, define the cost of the 
match as the straight line distance between the two maxima plus \du — dj„t\. Other­
wise, define the height of the image curve CSS maximum as the cost of the match. If 
there are no more image curve CSS maxima left, define the cost of match as the height 
of the highest model curve CSS maximum which has not been matched yet. Likewise, 
if there are no more model curve CSS maxima left, define the cost of match as the 
height of the selected image curve maximum. Add the match cost to the hypothesis 
cost.
4.5 Average curvature method
In this approach, each segment of a shape is represented by the relevant maximum of the 
CSS image as well as the average curvature on the segment at certain level of scale [80]. 
This level is equivalent to  ^ of the height of the CSS image.
Therefore, an object boundary will be represented by a set of three dimensional points. Each 
point consists of ii and a  coordinates of a maximum of the CSS image, and the normalised 
average curvature on the relevant segment as the z coordinate.
An example is given in Figure 4.4. The number of rows of the CSS image is 120. The level 
of smoothing for curvature calculation is then considered as ^  =  20. Since the first row of 
the CSS image is related to or =  1 and each row reflects a 0.1 increase in a, the equivalent 
level of smoothing is calculated as ct =  1 +  0.1 * 20 =  3. In left side of Figure 4.4 the 
smooth curve is presented. After extracting the maxima of the CSS image and calculating 
the average curvature for each segment, we find the shape representation as follows.
{(0.44 0.6 0.034),(0.83 0.56 0.073),(0.83 0.58 0.073),(0.6 0.56 0.069),
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Figure 4.4: The appropriate level of smoothing to calculate the average curvature.
(0.85 0.4 0.019),(0.3 0.35 0.025),(0.3 0.35 0.025)}
The first two dimensions are u and a  coordinates of each maxima (which are divided by 
the number of columns, eg 200) and the third one is the average curvature at a  =  3 level. 
As we can see from this example, the average curvature is normally less than the other two 
dimensions. Moreover, it is not scale invariant, and therefore it must be normalised.
Normalisation of the average curvature Normalisation of curvature is applied in two 
stages. Since curvature is not scale invariant, at the first stage, we re-scale all shapes of the 
database so that the perimeter of all shapes be the same. At the second stage, we should 
re-scale the curvature so that the absolute value of the third dimension of each point falls 
in a suitable range in comparison with the other dimensions. Since we use the Euclidean 
distance later in the matching algorithm, if the absolute value of the average curvature is too 
low, then its contribution in the final matching value would be too small and vice versa.
The scaling factor for the average curvature reflects the importance of it in comparison 
with the location of the maximum. The ii coordinate of a maximum will be in the range 
of [0,1] with a resolution of 0.05. These figures are effectively [0.04,1.5] and 0.05 for the
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o-coordinate.
After performing a sequence of experiments, we concluded that by leaving the scale-factor 
of the average curvature as 1 and limiting the upper band of average curvature at 0 .1, the 
best results can be achieved. We also studied the distribution of average curvature over all 
segments of all objects of our database to achieve this result.
Matching algorithm The modification of the matching algorithm in this case is almost 
the same as the distributed height adjusted method. The average curvature on each segment 
is used instead of the drop factor,
If the difference between the average curvature of a maximum of the model and its nearest 
maximum of the image is higher than a threshold, they are considered as unmatched max­
ima. For all unmatched maxima, the length of the projection over the a  — z plane is added 
to the matching value. For matched maxima, the Euclidean distance between the points are 
used as the cost of the match.
4.6 Mean-distance method
This approach is almost the same as the previous one. The only difference is that instead of 
the average curvature, we use another parameter to describe the relevant segment between 
the two curvature zero crossings or corners. To calculate the parameter, a straight line is 
drawn between the two end-points. The average distance to this line over all points of the 
segment is then calculated. This value is then normalised by dividing it by the distance of 
the two end-points. From Figure 4.5 this parameter can be calculated as follows.
\X U d iMean — dist = d
Where di is the distance of ith point of the segment from the line, d is the length of straight 
line between the two curvature zero crossings and n is the number of points on the segment. 
It is obvious that for shallow concavities, this parameter will be near zero and for deep ones.
4.7. Corners as end-points 78
Figure 4.5; The Mean-dist parameter.
it is significantly lai'ge. The advantage of this parameter over the average curvature is that, 
unlike average curvature, it has always a reasonable upper limit.
4.7 Corners as end-points
In all previous approaches, the segment between the two curvature zero crossings is con­
sidered to calculate new parameters. In this approach, corners are considered as end-points. 
A point with a local maximum in absolute curvature is considered as a corner. In lower 
levels of smoothing, the shape contains a large number of corners. As a  increases, the num­
ber of corners decreases. At a certain level, only the most dominant corners survive and 
the best segmentation of the shape is achieved. This level could be different for different 
shapes and therefore it is an obstacle in front of this approach. It should be noted that the 
same problem exists in the zero crossings approach. In section 3.4.4, for each shape, we 
chose this level to equal the level determined by g of the number of rows of the CSS im­
age. We observed that this level could also be used in the new approach, where corners are 
considered as the end-points of the segments.
Considering Figure 4.6a, one can observe that each segment of the curve can be determ­
ined by a pair of corners as well as curvature zero crossings. The fact is that between two 
pairs of zero crossings there is at least one corner. This corner can be considered as the 
border between the two segments of the curve. It is then possible to re-examine previ­
ous approaches on these segments instead of the segments between the two curvature zero
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Figure 4.6: Each segment of the curve is determined by a pair of corners as well as curvature 
zero crossings.
crossings.
The main problem with this idea is that there may be more than one corner between the 
two pairs of curvature zero crossings and therefore, one of them should be chosen as the 
end-point of the segment. However, by considering the nearest corner as the end-point of 
the segment, a good segmentation of the curve can be achieved. It can be observed from 
Figure 4.6b that in this case, some parts of the curve are excluded from segments.
4.7.1 Algorithm to find corners
The four step algorithm for finding the corners corresponding to each segment of the shape 
is as follows.
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® Determine the appropriate level of smoothing by examining the CSS image of the
1 6shape. This will be the level corresponds to |  of the number of rows of the CSS
image and calculated as follows.
a = 1 + ^(Aa)A
where N is the number of rows of the CSS image, Ad is the scale of a coordinate of 
the CSS image and 1 indicates that the first row of the CSS image corresponds to the 
level of a  =  1 .
® On the smoothed curve, find all zero crossings and corners.
® For each maximum of the CSS image, follow both branches of the contour and find 
the relevant pair of curvature zero crossings at the appropriate level of scale.
• For each pair of zero crossings, find a pair of corners so that zero crossings fall inside 
corners. Choose the nearest corner if there are more than one corner between the two 
pairs of zero crossings.
Using this algorithm, two corners are assigned to each segment of the shape. Note that 
there is a contour and hence a maximum in the CSS image related to this segment. Now it 
is possible to calculate different parameters of each segment and use it in conjunction with 
the maximum of the CSS image to represent the shape.
4.8 Conclusion
Among different approaches in CSS modifications, the height adjusted method and dis­
tributed height adjusted described in sections 4.3 and 4.4 are more sophisticated. They 
are computationally more expensive than the others such as average curvature and mean- 
distance methods. However, as we will soon see in the next chapter, better results can be 
achieved by using the formers. We will also observe that using corners as the end-points 
does not significantly improve the performance of the methods.
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We showed in this chapter that the CSS modification can be carried out through different 
ways. In all methods we used the properties of the CSS image to segment the shape, then 
we extracted some information from each segment, and add it to the conventional repres­
entation. In the following chapter, the performance of each method is examined through a 
series of experiments where the advantages and shortcomings of each method is discussed 
through several examples.
Chapter 5
Experimental results
5.1 Introduction
This chapter is concerned with the results of our experiments in using different approaches 
introduced in chapters 3 and 4. The fundamental difference between the problem of pattern 
recognition and the problem of shape similarity retrieval is revealed at this stage. While 
in pattern recognition, the task is to determine the class of the input pattern and therefore 
one can easily measure the success rate of the system, shape similarity retrieval is involved 
with the notion of similarity which can not be measured. This issue is discussed in section
5.3, where two different approaches to evaluation are presented. The subjective evaluation 
includes human judgement about the performance of the system and the objective evaluation 
employs a number of classified shapes to measure the performance of the system.
The advantages and shortcomings of each version of the CSS representation are first ex­
plained through several examples, then the results of objective evaluation are presented and 
analysed. This process leads us to the conclusion that the shortcomings of the CSS image 
explained in section 3.7 can be dealt with either by modifying the CSS representation or by 
using global parameters in conjunction with the CSS image.
The final part of this chapter is devoted to a real-world application of our system [4] [2]. In 
Britain, plant breeders who develop a new variety of plant are granted exclusive right to sell 
that variety for a period of time. We used our system to help the users find out whether an 
unknown leaf belongs to one of the existing varieties or whether it represents a new variety.
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The following is the organisation of the remainder of this chapter. In section 5.2, our pro­
totype database of 1100 images of marine animals is introduced. In section 5.3, both sub­
jective and objective evaluations are explained. Section 5.4 is concerned with the results 
of different approaches and consists of two major parts, modifications of the CSS and use 
of global parameters. In section 5.6, our method is compared with Fourier descriptors and 
moment invariants which are widely used as shape descriptors. Section 5.7 is devoted to the 
real-world application of our system, where all aspects of the problem and the results are 
presented and finally, concluding remarks are given in section 5.8.
5.2 Prototype database
In order to test our proposed methods, we need a prototype database. Since we intend to 
use the methods in image database applications, the size of the prototype database must be 
as large as possible. On the other hand, image segmentation is not our area of interest and 
we can assume that the images of the database have already been segmented and the object 
contours have been extracted. Therefore, for our prototype database we consider images 
containing one object on a uniform background.
We have created a database of 1100 images of marine creatures. The images are scanned 
from a number of books and each image contains one animal. In order to extract the object 
boundary, we first use the gray level histogram to find the best threshold which separates 
the object from background. Then a simple contour tracing algorithm (see [51], page 261) 
is used to extract the boundary of objects from the thresholded image.
Our database has been used by many other people who work in the same area. It can be 
retrieved from the following web-page:
http://www.ee.surrey.ac.uk/Research/VSSP/imagedb/demo.html.
We also used a database of leaf images and a small database of aircrafts and helicopters 
which are not publicly available.
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5.3 Performance evaluation
The evaluation of the performance of a shape similarity retrieval system is a difficult task, 
because shape similarity is a subjective matter. At first glance, it seems that the end users 
have the right to judge the performance of such a system. The system is designed to help 
users find similar shapes or images and therefore it should act according to their desire.
A straight forward method to measure the performance of the system will be a test involving 
human subjects. We carried out such a test to evaluate the performance of the system and 
compare the human and machine judgements. In section 5.3.1 we explain this experiment 
and discuss the results as well as the credibility of such experiment.
Another idea which also involves human subjects is to construct a set of classified images. 
It will then be possible to measure the performance of the system by applying a method 
similar to the one we use in leaf classification approach in section 5.7.
5.3.1 Subjective evaluation
To perform a test with human subjects, we first selected 51 images from our prototype 
database randomly and created a small database (see Figure 5.1 ). We then randomly selected 
21 inputs from this database and asked a number of volunteers to find the shapes similar to 
every input from the database. Each subject was given a copy of 51 numbered shapes, 
accommodated on three separate sheets, and an empty list consisting of the number of those 
shapes which should be considered as the input. The subjects then were asked to find up to 5 
similar shapes to each input and enter the number of selected shapes in the list. The number 
of images in the database was chosen reasonably small to ease the task of subjects. On the 
other hand, the number of queries was selected as large as 21 to increase the credibility of 
the test.
This test was carried out on 20 postgraduate students at the university of Surrey, where al­
most none of them had previous knowledge about the problem of shape similarity retrieval. 
They were notified that their judgements must be scale, orientation and reflection invariant.
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We did our best to assure the subjects that there are no prior correct answers to each query 
and their choice would indicate the correct answers. Despite our efforts, it was very inter­
esting that a small group of subjects could not understand that their views were being used 
to evaluate the performance of the system. They argued that there must be a set of correct 
answers and they wanted to know if they were able to find these answers. Our method of 
scoring was straightforward. For each query, to find the best five outputs according to the 
subjects, we counted the number of appearances of each model as the output in different 
subject sheets. We then ranked the first five outputs for each query and compared the results 
with the outputs of the system.
The results of the subjective test indicated that human judgements of shape similarity no­
ticeably differ. Interestingly though, the ranking produced by our system always agreed 
quite closely with, at least, a subset of the human evaluators. The short lists of the top 
five shapes generated by the different judges almost always included the closest machine 
selected shape. These findings indicate that the proposed approach is promising.
Four examples which can be used to compare the human judgements and the performance 
of the system are shown in Figures 5.2 and 5.3 respectively. The fifth output of Figure 5.2d 
seems interesting since it is globally quite different from the input query.
5.3.2 Objective evaluation through classified database
The subjective test can not be used to compare the performance of different methods of 
shape similarity retrieval developed by different researchers working far from one another. 
As the number of proposed methods increases rapidly, more attention should be paid to this 
problem.
At first stage, a standard database consisting of a vast variety of, preferably classified, shapes 
should be created. Having this database, different methods can be tested and evaluated. 
The comparison between methods will then be meaningful. Currently, different types with 
different sizes of databases are used. In some cases the sizes of the databases are too small 
[36][102] , and sometimes particular types of shapes are used [42]. Only in [85] a large
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Figure 5.1: The small database used for subjective test.
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Figure 5.2: Results of evaluation, human judgements. The first image is the input and the 
others are the most similar shapes found by volunteers.
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Figure 5.3: Results of evaluation, system response to the same queries as above, 
database of images with different backgrounds is used.
Since shape similarity is a subjective matter, creating a standard classified database could 
be a difficult task. However, we believe that by cooperating with psychologists who work 
in the same area, this database can be organised. However, it is obvious that comprehensive 
and independent research is required to establish a reliably classified database.
We have created a small classified database which is a subset of our large database. There 
are 17 classes in this database, each consisting of about 8 objects. The whole database is 
presented in Figures 5.4 and 5.5. These objects are selected carefully so that the within-
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class similarity is reasonably high. There aie also particular characteristics in each group to 
distinguish it from other groups.
We have made every effort to perform a fair classification, and have paid more attention to 
the whole appearance of shapes rather than taking into account the shape features which 
are used by our method. We also believe that our classified database provides a good base 
to compare the performance of different methods we have tried. However, more efforts 
should be carried out for a more reliable database. It is also interesting to mention that the 
reviewers of our recent papers [3] [79] seemed to be satisfied with our method of evaluation.
Evaluation method
The procedure of evaluating and marking the performance of the system is as follows:
« Choose one of the objects in class one as the input query, and determine the first n 
outputs of the system. These are the most similar images of the database to the input 
according to the system, n =  15 is chosen for this test.
® Count the number of outputs which are in the same class as the input. Divide this 
number by the number of members of this class, multiply it by 100 and let the result 
be the performance measure of the system for that particular object.
® Repeat the previous steps for all members of class one. Determine the performance 
of the system for class one by averaging the performance measure of all members of 
this class.
* Determine the performance measures for all classes, repeating the above steps.
# Finally, find the performance measure of the system for the whole classified database 
by averaging the performance measures of all classes.
Using this method, we measure the performance of the system on different approaches and 
compare them in the following sections.
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Figure 5.4: Different groups used for objective evaluation.
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Figure 5.5: Continued from Figure 5.4, other groups used for objective evaluation.
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5.4 Results for different approaches
In this section the results of our experiments are presented and discussed. We start with the 
original CSS matching which uses the maxima of the CSS image to represent the shape. 
It will then be compared to a modified version which includes the mirror-image considera­
tions. These are in subsection 5.4.1. In the first step of the new matching algorithm, we also 
create more hypotheses. As a result, the chance for a better normalisation in the starting 
point and change in orientation increases.
The version with mirror-image considerations and additional hypotheses is then called ref­
erence method and is later compared to the more sophisticated versions in the following 
sections.
The remainder of this section includes two parts. Part one is related to the modifications ap­
plied to the CSS image and consequently the CSS matching to solve the problem of shallow 
concavities, described in section 4.2. In fact, we prove the capability of the CSS representa­
tion for further improvements by using its ideal properties. This includes subsections 5.4.2 
to 5.4.4. The second part is concerned with the results of our experiments on using the CSS 
representation and the global paiameters in shape similarity retrieval. It includes section
5.5.
For each approach, several examples are given. Through these examples, we explain the 
performance of the method. Then the results of objective evaluation on the classified data­
base are presented and discussed. If there are some parameters involved in the method, the 
sensitivity of the method to each parameter is also studied.
5.4.1 CSS without global parameters
This is the first version of our system and is called reference method. We modified the CSS 
matching [75] by considering additional hypotheses and solving the problem of minor- 
image. Though the results are acceptable in some cases, due to some problems explained in 
section 3.7, more modifications are needed to achieve the better results.
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G 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 T
RM 88 86 59 31 100 100 78 33 72 95 31 100 78 89 100 86 59 76
WM 78 53 44 30 98 100 44 35 69 95 25 61 78 69 86 72 52 64
dif -10 -33 -15 -1 -2 0 -34 2 -3 0 -6 -39 0 -20 -14 -14 -7 -12
Table 5.1: Effects of not using the mirror-image consideration. G, WM, RM and T stand 
for Groups, Reference Method, Without Mirror-image and Total, respectively. Note for 
example that the performance measure for group 00 is 78% and 88% for without and with 
mirror image consideration methods respectively. The difference will be 10%.
Two examples are presented in Figure 5.6. In 5.6a, the seventh output is not as similar 
to the query as the other outputs. However, in terms of the number and locations of the 
concavities, and consequently the CSS image, it is similar to the input query and therefore 
appears as one of the outputs.
The dissimilarity between the two shapes is mainly due to the global appearance of them. 
The seventh output seems to be more eccentric than the input. We can deal with this problem 
by using global parameters. This argument also applies for the seventh output of Figure 
5.6b.
The results of objective evaluation for this approach is presented in the second row of table 
5.1. Apart from groups 03, 07 and 10, the results for other groups are more or less accept­
able. Groups 03 and 07 include shapes with shallow concavities, and group 10 consists of 
strange shapes which are not quite similar to each other. However, considering objects of 
other groups, we believe that these objects can be considered as a group.
Note that for this test, we have not used any global parameters except the aspect ratio of the 
CSS images.
CSS without mirror-image
The problem of mirror-image in CSS matching is explained in section 3.5.3. Here we 
repeat the queries of Figures 5.6a and 5.6b by disabling the mirror-image consideration. 
The results are presented in Figures 5.6c and 5.6d respectively. It is observed that the 
orientation of outputs is the same as that of the input queries in these cases. Some good
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Figure 5.6: a) and b) reference method, c) and d) without mirror-image consideration.
models like the first three outputs of Figures 5.6b have not appeared in Figures 5.6d. The 
same comment applies to the fifth and the sixth output of Figure 5.6a. The problem with the 
eighth output of this example is related to its shallow concavities described in section 4.2.
The results of the objective evaluation is presented in the third row of table 5.1. A dra­
matic drop in performance measure is observed when we remove the modifications. This 
drop is more considerable for groups like 06 and 11 which include shapes with different 
orientations.
In the following subsections, we explain our efforts to deal with the problem of shallow 
concavities in the CSS representation.
5.4.2 Mean-distance method
This method is explained in section 4.6. For each segment of the shape, a straight line is 
drawn between the two end points. The average distance to this line over all points of the 
segment is then calculated. This value is then normalised by dividing it by the distance of the
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G 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 T
RM 88 86 59 31 100 100 78 33 72 95 31 100 78 89 100 86 59 76
M-d 78 88 63 41 100 100 86 69 72 95 31 100 78 81 100 81 63 78
dif -10 2 4 10 0 0 8 34 0 0 0 0 0 -6 0 -5 4 2
Table 5.2: Results of using Mean-distance method in comparison with the reference method. 
Curvature zero crossings are considered as the end points of each segment.
two end points. It is then considered as the third dimension of the point which represents the 
segment. The other two dimensions are u and a  coordinates of the corresponding maximum 
in the CSS image.
Using this method, we observe a 2% improvement in the total result of the objective evalu­
ation. The results are presented in table 5.2, where they are compared to the results of the 
reference CSS matching without global parameters. A substantial improvement is observed 
in groups 03 and 07 which include shapes with shallow concavities.
The drop in the performance measure of the system for group 00 is also considerable. This 
can be explained by noting the fact that for the shapes of this group, although the overall 
appearances are similar, different segments have different shapes. This is shown in Figure
5.7. Three shapes seem similar, but looking at the segments between the pairs of curvature 
zero crossings marked by we realize that these segments are quite different in terms of 
the new parameter.
Overall, the improvement achieved by this method is not considerable.
Corners as end-points
Slightly better results are achieved if we use corners as the end points. In table 5.3, these 
results are compared to the results of reference CSS matching without global parameters 
and show an overall improvement of 2.3%.
5.4.3 Average curvature method
In this approach the third dimension is the normalised average curvature between the two 
end points of a segment. The method is explained in section 4.5. Using this method, a very
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Figure 5.7: The segments between two curvature zero crossings, marked by +, are not 
similar in terms of mean-distance parameter.
G 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 T
RM 88 86 59 31 100 100 78 33 72 95 31 100 78 89 100 86 59 76.3
M-d 83 84 56 42 100 100 81 69 72 95 27 100 89 88 100 83 66 78.6
dif -5 -2 -3 11 0 0 3 34 0 0 -4 0 11 -1 0 -3 7 2.3
Table 5.3: Mean-distance method, corners as the end points.
good improvement is observed for shapes with shallow concavities as the average curvature 
is near zero on the shallow segments. However, since curvature can be quite high at sharp 
corners, the average curvature in these segments is unpredictable. For example, in Figure
5.7, two segments are associated with tails of animals. Both segments include sharp corners. 
In all of these cases, the average curvature on one of the segments is more than double the 
other one.
As mentioned in section 4.5, there are two parameters involved in this method. These are 
the upper limit for average curvature and the new threshold in the CSS matching (see section 
4.5). Unfortunately, the results are sensitive to these parameters and the system should be 
tuned to obtain the best possible results which are presented in table 5.4.
An incredible increase in performance measure of system is observed for groups containing 
shapes with shallow concavities, ie 02, 03 and 07. At the same time, the drops for groups 
00, 13 and 15 are also considerable. The drop in group 00 can be ignored by those who
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G 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 T
RM 88 86 59 31 100 100 78 33 72 95 31 100 78 89 100 86 59 76.3
A-C 67 88 72 52 100 100 72 71 72 95 50 100 83 78 98 80 59 78.8
dif -21 2 13 21 0 0 -6 38 0 0 19 0 5 -11 -2 -6 0 2.5
Table 5.4: Average curvature results
believe that this group can be considered similar to groups 11 and 14, as in most cases, in 
response to a query from group 00, the wrong answers belong to these groups.
Three examples are given in Figure 5.8, where a, b and c are the results of queries to our 
reference method. The results for the same queries to the average curvature method are 
presented in d, e and /  respectively. In Figure 5.8a, there are six shapes from the same 
group as the input. This figure is five for 5.8d. However, the last output of Figure 5.8a is an 
irrelevant selection, while all outputs of Figure 5.8d seem to be relevant. The same facts are 
observed in the remaining examples.
From this discussion, we can conclude that:
1. The overall performance of the system has improved. This can be seen in both ob­
jective evaluation ( a total of 2.5%) and looking at different examples.
2. The results of objective evaluation provide an idea about how the performance of 
the system has changed. In order to get a better idea, one should also look through 
individual examples.
5.4.4 Height adjusted CSS image
This method is explained in section 4.3. We introduce a new maximum for each contour 
of the CSS image which is lower than the actual one. The new maximum is equal to the 
level of smoothing where the maximum of curvature in the relevant segment falls below a 
certain threshold. For shallow segments the difference between the new and old maxima is 
significant while for deep segments it is negligible.
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Figure 5.8: Examples of using average curvature method in comparison with the reference 
method. The results of reference method is presented in a, b and c, the results of improved 
method are presented in d, e and/respectively.
A new global parameter (see equation 4.2), used as indexing, indicates whether the shape 
contains shallow segments or not. If we do not use this parameter, the improvement on 
the results of objective evaluation is about 5%, which is very good. The improvement 
is significant for shapes with shallow concavities, ie groups 03 and 07. Using the new 
global parameter increases the performance measure of the system for shapes with shallow 
concavities. This increase may be even higher if we set different thresholds for different 
types of shapes. More details and final results with another 3% increase in the performance 
measure are presented in this section.
Without global parameter If we use the new set of maxima as shape representation and 
do not change the matching algorithm, a significant improvement is achieved for shapes 
with shallow concavities. Two examples are shown in Figure 5.9. Figures 5.9a and 5.9b 
are related to the reference method and Figures 5.9c and 5.9d are related to the new method 
respectively. In all of these examples, the first output is the same as the input query. Figures 
5.9e and 5.9f are related to the new method with global parameter which is described later.
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(a) (b) (c) (d) (e) (1)
Figure 5.9: Two examples of different methods, a) and b) reference; c) and d) Height adjus­
ted e) and f) Enhanced height adjusted.
Due to significant changes in the maxima of shapes with shallow concavities, and small 
changes in the maxima of shapes with deep segments, it may happen that two new sets of 
maxima become similar", while the actual contours are not. This can be observed in the third 
to fifth outputs of Figure 5.9c and fifth to eighth outputs of Figure 5.9d. This problem can 
easily be solved by using a method to distinguish between the two types of shapes prior 
to the application of the matching algorithiu. However, we can observe the improvement 
in these two examples. This is also confirmed by the results of objective evaluation given 
in table 5.5. The results for groups 03 and 07 have been improved by 33% and 53.0% 
respectively.
We have used the aspect ratio of the new CSS image which is the height of the largest 
maxiiuum divided by the number of columns in the CSS image, ie 200. The sensitivity of 
the results to oc„/ (see section 3.6) is studied in Figure 5.10a. It is observed that for a wide 
range of a ^ , the performance measure of the system remains unchanged. It is obvious that 
when (Xat is small, most of the good candidates are rejected and therefore the performance 
of the system is poor. If a^t is too large, all of the models will lead to the CSS matching 
program. We chose this value as 0.48 for our experiments. The volume of the rejected 
candidates is different from one query to another and may vary from 10% to 95% of the 
models. For the example shown in Figure 5.9c this figure is 23%, while for Figure 5.9d, it 
is 89%.
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G 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 T
RM 88 86 59 31 100 100 78 33 72 95 31 100 78 89 100 86 59 76
HA 89 89 59 64 100 100 81 86 75 98 26 100 78 95 100 77 55 81
dif I 3 0 33 0 0 3 53 3 3 -5 0 0 6 0 -9 -4 5
Table 5.5: Height adjusted without new global parameter
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Figure 5.10: The sensitivity of Height Adjusted method with respect to the global paramet­
ers.
With global parameter We define a new global parameter as:
i=i
where di is the difference in height between the old and new maxima of the ith contour 
of the CSS image. The parameter is near zero for curved shapes and large for shapes with 
shallow concavities. In response to a query, is calculated for every model in the database 
as follows:
where D/ and D„, represent the new parameter for the image and the model respectively. If 
ap is above a threshold, the model is rejected without applying the CSS matching.
The appropriate threshold value, can be found by studying the results of objective
G 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 T
RM 88 86 59 31 100 100 78 33 72 95 31 100 78 89 100 86 59 76
NHA 88 89 68 100 100 97 81 96 75 100 29 100 78 95 100 78 55 84
dif 0 3 11 69 0 -3 3 63 3 5 -2 0 0 6 0 -8 -4 8
Table 5.6: Height adjusted with new global parameter
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Figure 5.11: a) and b) The performance measure versus aor for groups 13 and 03.
evaluation for different values of aoT- As Figure 5.10b shows, for small values of aoT^ 
the performance measure is low. This is due to the rejection of a large number of good 
candidates prior to the CSS matching. As aor increases, better results are achieved. For 
the best results, this parameter should be chosen around 0.80. This will lead to about 1% 
increase in the performance measure in comparison to the same method without the new 
global parameter.
Now consider Figures 5.11a and 5.11b. These plots show the performance measure of the 
system versus for two different groups. As Figure 5.11a shows, for group 13 which 
contains shapes with curved segments, the performance measure increases as aor increases. 
For groups like 03, the best results are achieved by considering lower values like 0,4 for 
aoT‘ It means that different values of aor should be chosen during the query processing. 
We observed that the most impressive results may be achieved by considering different 
values for aor  based on the type of the input query.
The type of input can be determined by this simple algorithm.
® Find the maximum drop, dimax, among the new maxima of the input.
® Calculate the percentage of the drop by dividing di„u,x by the value of the relevant 
maximum. If this is more than a threshold, consider the input as a shape with shallow 
segment and choose the relevant value for a^r- Otherwise, choose apT as determined
5.4. Results for different approaches 101
G 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 T
RM 88 86 59 31 100 100 78 33 72 95 31 100 78 89 100 86 59 76
DHA 91 86 63 75 100 100 84 90 72 100 30 100 78 89 100 84 61 83
dif 3 0 4 44 0 0 6 57 0 5 -1 0 0 0 0 -2 2 7
Table 5.7: Distributed height adjusted results
by the user.
The examples of Figures 5.9a and 5.9b are repeated in Figures 5.9e and 5.9f, using the new 
modification. The results are dramatically improved. It should also be pointed out that the 
volume of the rejected candidates based on global parameters has increased from 23% to 
88% for the query of Figure 5.9e. For the other example it remains unchanged at 89%.
The results of the objective evaluation is presented in table 5.6, where aor is chosen as 0.42 
and 0.92 for shapes with shallow and shapes with curved segments respectively. As a result 
of using the new method, the performance measure for almost all groups especially group 
03 are increased.
5.4.5 Distributed height adjusted method
In this method (see section 4.4), we use the actual maxima of the CSS image, together with 
the values of di for each maximum. During the matching algorithm, the type of input query 
and the model is determined by using the sets of di. If they are different, the matching 
program returns the maximum possible matching value.
The results are presented in table 5.7. The advantage of this method is that there is not 
a substantial change in the results of groups such as 15 and 16. This may prove that the 
method mostly affects shapes with shallow segments. As Figure 5.12b shows, the perform­
ance measure is not sensitive to the value of HdT which is introduced in section 4.4. The 
best results can be achieved by choosing this parameter between 0.13 to 0.25. Figure 5.12a 
shows that the method is not sensitive to a«7’.
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Figure 5.12: The sensitivity of Distributed Height Adjusted method with respect to the 
global parameters.
5.5 CSS with global parameters
As we discussed in section 3.7, a very important shortcoming of the CSS representation 
is its lack of information about the global properties of the shape. To solve this problem, 
which also covers the problem of shallow concavities, we use a small number of global 
parameters together with the maxima of the CSS image. As explained in section 3.6, we 
use these parameters for indexing. Using these parameters, we first find those models which 
are globally similar to the input image. We then apply the CSS matching to these models 
and find the best similar shapes to the input query. The number of global parameters should 
not be lar ge, as they usually convey similar information about the shape. We experimentally 
show the fact that using two or three global parameters may lead to the best results.
The shortcoming of using global parameters is that we have to find and use a threshold to 
reject those models which are not globally similar to the input query. The threshold values, 
however, can be determined using a prototype classified database which can be selected 
by the user of the database according to the application. It is also possible to tune these 
values and update them on line, using the user feedback. We also suggest a verification 
stage which improves the results in the case of non optimal selection of threshold values for 
global parameters.
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Since the nature of global parameters and the maxima of the CSS image are different, we 
can not immediately use the global parameters as shape descriptors together with the max­
ima of the CSS image. A proper normalisation should be applied to these parameters to 
make them suitable for this purpose. Again, we encounter the problem of weighting and 
making decisions about the importance of each parameter which may vary according to the 
database. We do not apply this approach as we believe that it is more complex, slower and 
less efficient.
In this section we first study the effects of the global parameters introduced in section 3.6. 
It includes ripple factor, eccentricity and circularity. We conclude that using a large number 
of global parameters is not useful.
5.5.1 CSS with ripple factor
We introduced several global parameters in section 3.6. The ripple factor measures the 
small ripples on the boundary of the object. These segments create small contours in the 
CSS image which are not considered in the CSS matching. We will observe that using this 
parameter could cause a 4% improvement in the objective evaluation.
As we mentioned in section 3.6, we use global parameters for indexing. To reject dissimilar 
images based on a global parameter like ripple factor, we first calculate a,- as follows;
a, =   ^ 0 < a,. < 1mwc{n, r„i)
where i and m refer to image and model respectively. If is greater than a threshold, a,t, 
then the model is rejected.
The results of table 5.8, are achieved by considering a,-/ as 0.3. This selection leads to a 
good improvement for all groups except groups 06 and 09. If we change this value to 0.34, 
improvement will also be observed for these two groups. However, the total performance 
measure will be 79.35% instead of 80.7%. Note that this figure is 76.3% when we do not 
use this parameter. In Figure 5.13, the performance measure is plotted against different 
values of a,-t, ranging from 0.1 to 1.0. For small values of a,-,, eg a,t < 0.2, most of good
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Figure 5.13; The performance measure versus a^.
G 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 T
RM 88 86 59 31 100 100 78 33 72 95 31 100 78 89 100 86 59 76.3
RP 88 86 61 38 100 100 72 86 86 94 50 100 78 89 100 88 61 80.7
dif 0 0 2 7 0 0 -6 53 14 -1 19 0 0 0 0 2 2 4.4
Table 5.8: Effects of ripple factor in objective results.
candidates are rejected and the results are not improved. For a,t > 0.4, all models pass this 
test and this parameter will have no effects on the results. When a,-/ is between 0.2 and 0.4, 
the best improvement is achieved.
In the following subsection, however, we conclude that circularity conveys more informa­
tion about the global shape of the object which includes the ripples, and therefore we use 
circularity instead of ripple factor. This example shows that using a large number of global 
parameters will not solve the problem of shape similarity retrieval, as these parameters may 
contain similar information.
5.5.2 Eccentricity and circularity
These two parameters contain considerable information about the global shape of an object. 
When this information is used in conjunction with the maxima of the CSS image, which 
basically contain local information of the shape, the best results are achieved.
We study the effects of these parameters in two stages. In stage one, we observe the im-
5.5. CSS with global parameters 105
•c
0.1 0.9'I'liruslKild viilui! Ilf circularity
I
i
70.0
0.1 0.3
(a )  (b )
Figure 5.14: a) =  a, t = 1  b) act — = 1- oc«f =  0.25 for both cases.
provement caused by each of these paiameters. Then we study the effects of using them 
together.
Using circularity alone may increase the performance measure of the method by up to 7% 
which is achieved by setting to any value in the wide range of 0.28 to 0.46. This is 
shown in Figure 5.14a. Note that we have not used eccentricity in this experiment. Since 
the aspect ratio of the CSS image was used with the reference method, it is also used in the 
experiments of this section. This makes the comparison easier and more meaningful. The 
total performance measure for the CSS matching plus aspect ratio as the global parameter 
was 76%, as it is shown in tables 5.5 and 5.6.
The better results are achieved when we use eccentricity alone. Any value for a^  in the 
range of 0.28 to 0.42 leads to 10% improvement in the performance measure which is quite 
considerable. The total performance measure is 86%. Figure 5.14b represents the results of 
this experiment.
Now we choose a^  as 0.33 and study the performance of the system by changing the value 
of act. This time the increase in the performance measure is 14% when we choose 
between 0.37 to 0.55. This is shown in the plot of Figure 5.15a. Note that for the values in 
the range of 34% to 67% this figure will be 13%.
If act is fixed as 0.4, and act is chosen between 0.28 to 0.4, then the same results, ie 14% 
increase is achieved. This is shown in Figure 5.15b.
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Figure 5.15: a) Œg, =  0.33 =  0.4. a^t = 0.25 and a,t = 1 for both cases.
We can conclude that by using these three global parameters, the performance measure of 
the system will be more than 90% in a wide range of threshold values.
In section 5.5.1, we observed that using only the ripple factor causes a 4% improvement 
in the performance measure. Now the question is that if we use this parameter alongside 
the others, does it improve the perfonuance of the system? The answer is no, because the 
circulai'ity also measures the ripples of the shape. If two shapes are similar but one of 
them includes ripples, then the area of both shapes will be in the same range whereas the 
perimeters will be different.
If we choose aet =  0.33 and = 0.4, and change the value of a,-, from 0 to 1, the best 
results are achieved by leaving a,t =  1. It means that using ripple factor in this situation 
just worsens the results.
The effects of verification stage
As described in section 3.6.1, this stage is added to verify the output of the system based on 
global parameters. It can be assumed that usually the threshold values for global parameters 
are not chosen correctly. Therefore, it may happen that some of the outputs of the CSS 
matching stage are not globally similar to the input query. In verification stage, we try to 
find and eliminate these outputs.
As a result of this stage, the final appearance of the output is always improved. This can be
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Figure 5.16: a) and c) Two examples without verification, b) and d) With verification, 
seen in the examples of Figure 5.16. In these examples and are chosen as 0.5.
The utility of the verification stage is also confirmed by the objective evaluation. For ex­
ample, if we choose the thresholds as 0.5, the total performance measure increases from 
87% to 89%.
5.6 Comparison with other methods
The main obstacles in comparison between two different methods include the following.
® Shape similarity is a subjective concept. A series of tests involving unbiased sub­
jects and supervised by psychologist experts should be carried out to determine the 
superiority of one method to another.
« Since different authors use different databases, the results can not be compared without 
implementing other methods.
» The same method can be implemented differently by different persons. Therefore, 
when we implement methods of others, we can never claim that the results are the
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same as what could have been achieved by the original inventors of the methods.
• Some methods may show good results just on certain types of shapes. This means 
that a large database of a wide range of shape types is needed for a fair and accurate 
comparison.
• Usually the methods are not explained clearly in publications and there are always 
ambiguities in the results when one implements other methods.
• Since the subjective test is time consuming, expensive and almost impossible, a sci­
entific and fair method is needed to measure the performance of different methods 
objectively.
® Even if the comparison is possible, the number of methods are very large. Moreover, 
each method includes a number of modifications and the problem of choosing a reas­
onable number of methods for comparison turns to be difficult.
We believe that some of the above mentioned items can be the subject of an independent 
research and are beyond the scope of this dissertation. However, it does not prevent us from 
cairying out some experiments to give an idea about the results that may be achieved by the 
two well-known methods, namely Fourier descriptors (section 2.3.1) and moment invariants 
(section 2.3.2). Each of these methods have been widely used as shape representation and 
there exist a large number of modifications on each of them. In our experiments we use one 
of the main approaches of each method.
5.6.1 Fourier descriptors
Using 20 pairs of FDs of every contour of our database, we employed the method explained 
in section 2.3.2 to normalise them. We then used the Euclidean distance between the FDs 
of the input query and those of the models to find the most similar shapes.
A number of examples are given in Figure 5.17. We can learn the following points from 
these examples.
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G 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 T
CSS 89 86 81 95 100 100 91 98 75 92 81 100 94 89 100 95 69 91
FD 100 84 100 75 78 42 80 100 36 98 13 70 78 98 73 97 48 75
dif -11 2 -19 20 22 68 9 -2 39 -6 68 30 16 -9 27 -2 21 16
Table 5.9: FD results in comparison with the CSS + global parameters.
* In the first three examples, the input query can be covered by an ellipse which is 
presented by Fi and F_i, and therefore the results are globally similar to the input 
query.
® The main reason of the good results of the second example is that the input query is 
symmetrical. This is not true for Figures 5,17d and 5.17e, and therefore, the results 
of these examples are not good enough.
• The problem of mirror-image is not considered in the method. Looking at group 06, 
we realise that there are several other shapes similar to the mirror-image of the input 
query of the third example which have not appeared as outputs.
9 For the input of Figure 5.17e, Fi does not have the largest magnitude as claimed in
[118], and therefore the method fails to apply a proper normalisation.
The same conclusions can be made by considering the results of the objective evaluation 
presented in table 5.9, where they are compared to the CSS with global parameters.
We have very good results for groups 00, 02 and 07. On the other hand, very poor results 
are observed for groups 05, 06, 08, 10, and 11. In group 00, the orientations and the 
starting points are the same for all contours. This is a result of using the same algorithm 
for extracting these contours from the original color images. Shapes in group 02 are also 
symmetric and shapes in group 07 are unique in terms of the largest ellipse. For more 
complex shapes like groups 08 and shapes with different orientations like groups 06 and 11, 
we observe a poor performance. For some of the contours of group 05, Fi does not have the 
largest magnitude component and therefore we come across very poor results.
In conclusion, the FD method introduced by Wallace and Wintz [118] is simple, quite fast.
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Figure 5.17; Examples of query results based on Fourier descriptors method
easy to implement and contains good global information of the shape. On the other hand, 
lack of local support and ambiguities in starting point and orientation are the most important 
shortcomings of the method. Moreover, we observed that the authors of [118] have not 
considered the problem of mirror-image and their assumption over F\ as the component 
with the largest magnitude among FDs is not always correct.
Different individual examples as well as the objective results show the superiority of our 
method over what is suggested in [118].
5.6.2 Moment invariants
We use a set of six moment functions, namely moment invariants derived by Hu [53] (see 
section 2.3.2), and proved to be invariant under rotation, scale and translation.
Each object is then represented by a 12 dimensional feature vector, including two sets of 
moment invariants, one from object boundary and the other from solid silhouette. The
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G 00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 T
CSS 89 86 81 95 100 100 91 98 75 92 81 100 94 89 100 95 69 91
MI 34 78 91 100 88 41 72 86 47 53 23 91 53 45 72 73 58 65
dif 55 8 -10 -5 12 59 19 12 28 39 58 9 41 43 28 22 11 26
Table 5.10: Moment invariants results in comparison with the CSS + global parameters.
Euclidean distance is used to measure the similarity between different shapes.
The results of objective evaluation is presented in table 5.10. The best results are for groups 
02, 03, 07. These are globally different from the other groups.
It seems that moment invariants may be used to represent some global properties of the 
shape, but they can not be used as the shape representation.
5.7 Leaf classification, a real-world application
We used one of the methods, CSS maxima in conjunction with global parameters, in a real- 
world application where the task was to find out whether an unknown leaf belonged to one 
of the existing varieties or whether it represented a new vaiiety. The system was used to 
find the most similar varieties to the input and allow the user to make the final decision.
We tested our method on a prototype database of 400 leaf images from 40 different varieties. 
The results indicated a promising performance of the system.
In this section, we first explain the problem of leaf classification and its difficulties. This is 
followed by a short paragraph about the method of preprocessing and extracting the outlines 
of leaf images. The method of classification together with experimental results are presented 
in subsection 5.7.3.
5.7.1 The problem
In Britain, plant breeders who develop a new variety of plant are granted exclusive right 
to sell that variety for a period of time. One of the requirements imposed by current Plant 
Breeders Rights legislation is the distinctness of the new varieties. They should be different
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in at least one character from all existing varieties. The distinctness tests and leaf classi­
fication are currently carried out by The National Institute of Agricultural Botany (NIAB) 
experts based on a number of heuristic features. These features have not been well defined 
yet.
There are 3000 registered varieties, each represented by ten leaf images, and NIAB receives 
about 300 new applications to be tested each year.
The main aim of our work was to ease the process of test and classification by finding
the most similar varieties to the input leaf image. We randomly selected a subset of the 
classified NIAB leaf images to create our prototype database. It consists of 400 leaf images 
from 40 different varieties of chrysanthemum. Every image contains one object on a simple 
background. The 8-bit grey-scale images have been scanned at 400dpi.
The nature of images Four classes of leaf images are shown in Figure 5.18. Considering 
these images, one can easily appreciate that the problem of automatic classification of leaf 
images is a difficult task.
e Overlaps between some adjacent parts of leaves are sometimes unavoidable. They 
create major differences between the boundaiy contours of similar leaves (see Figure 
5.18a). We will discuss this problem in more detail later in this section.
« The between-class similarity is considerable, while the within-class similarity is not 
adequate. Therefore, misclassification can happen frequently.
« The texture of leaves is rather similar, and texture features e.g the parameters derived 
from the co-occurance matrix are not useful to classify the leaf images. A complex 
and more sophisticated texture analysis may help, but it will be much more time 
consuming in comparison with the present system.
® As the sizes of within-class leaves may be quite different, only scale invariant shape 
features can be used. In fact, even the sizes of leaves of a particular plant are different.
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• Even in our prototype database the number of classes is notably large, while the 
number of samples in each class is quite small. We have 40 classes and just 10 
samples per class.
It is almost impossible to classify these images automatically. However, as the results of 
our experiments show, it is possible to find the most similar classes to an input image and 
help the user make the final decision.
Loops and self crossing boundaries
Due to overlaps and touching of two adjacent parts of a leaf, loops can be created on the 
actual hidden boundary. After preprocessing, there will be minima as well as maxima of 
curvature zero crossing contours on the CSS image. The detailed analysis of the CSS image 
and the process of matching in such cases is beyond the scope of our work. However, here 
we discuss the problem through an example briefly.
If a boundary is self crossing, a loop is created in the relevant location. At the first stages 
of evolution, this loop is filled and a concavity or a convexity with a pair of curvature zero 
crossings then appears in its location. As a result, there will be a contour in the CSS image 
which does not start from a = 1. This contour will have a minimum as well as a maximum. 
An example is shown in Figure 5.19.
If we do not consider the loop and choose the outer boundary of the object, the overall 
shapes of the other contours of the CSS image remain more or less unchanged, provided 
that the size of the loop is small in comparison with the size of the boundary. This can be 
clearly observed in Figure 5.19.
We do not include the overlaps in our system, because the size, shape and location of over­
laps vary in different leaves belonging to the same variety.
5.7.2 Image segmentation
We extract the boundaries of objects in images in two steps:
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Figure 5.18: Four classes of images. Due to intraclass similarity and interclass dissimilarity, 
misclassification is likely to happen.
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Figure 5.19: Effects of a closed loop on the CSS image. Note that only a small part of the 
relevant contour in the CSS image has been affected.
# Using a gray level histogram, we find the best threshold and then separate the object 
from the background automatically.
® We then use a simple contour tracing method to extract the boundary of object.
If there were no overlaps, this method would extract the actual boundary of the object. A 
much more complicated method is needed to recover those parts of the boundary which are 
hidden due to overlaps or the touching parts of a leaf. Each overlap then creates one or two 
closed loops on the boundary which in turn create a minimum in the CSS image.
To avoid the complexity of preprocessing, we ignore the closed loops and consider the outer 
boundary of the object only. As a result, there will be no minima in the CSS image and each 
object will be represented by the locations of the maxima of its CSS image.
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Figure 5.20; Query result
5.7.3 The classification method and experimental results
The classification of leaf images are mainly based on the CSS matching value between the 
input shape and a number of models of the database. We first choose those models whose 
global parameters are sufficiently close to the global parameters of the input shape and then 
apply the CSS matching to the surviving models.
We then use a k-NNR method to find the best five classes where k = 15. This method 
proceeds as follows: at the first stage the system selects the best k similar images from 
the database based on the CSS matching value. These images are from different varieties. 
The best five varieties are then selected based on the number of their samples in the best 
k similar samples. The output of the system is the name of these classes together with the 
most similar shapes according to the CSS matching value.
To reject the dissimilar images based on the global parameters, we first calculate a^, and 
a„ as explained in section 3.6 We need to choose a threshold for each of these parameters 
so that if one of them is above the relevant threshold, the coiTesponding model is rejected. 
For our system we chose these threshold values:
OLet — 0.125 diet =  0.25 OicK = 0.30.
We will soon see that the performance of the system is not sensitive to small changes of 
these values.
We tested the proposed method on a database of 400 leaf images from 40 different chrysan­
themum varieties. Each image consisted of just one object on a uniform background. The 
system software was developed using the C language under Unix operating system. The 
response rate of the system was less than two seconds for each user query.
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Figure 5.21: Query result
Rank 1 2 3 4 5 > 5 Total
Number 242 75 35 17 12 19 400
Table 5.11: Results of evaluation based on 15-NNR
Two examples are shown in Figures 5.20 and 5.21, where the input and the first output of 
the system are identical. In Figure 5.20, the first four outputs are from the same variety as 
the input, but the fifth output is not so. However, the system can easily identify the variety 
of the input image. In Figure 5.21, output numbers 2 and 4 are from different varieties, but 
1, 3 and 5 are in the same variety as the input. The system can identify the variety of input 
image.
As these examples show, two similar objects may belong to two different varieties. Fur­
thermore, the objects in the same variety do not have exactly the same shapes. However, 
the results of our experiments show that it is possible to use the method to find the best 
candidate vaiieties from the database and let the user make the final decision.
To evaluate the method, we considered every image in the database as an input and in each
K Total 1 < =  2 < =  3 < = 4 < = 5 > 5
6 400 273 338 345 345 345 55
7 400 268 337 355 355 355 45
8 400 260 330 359 363 363 37
11 400 247 328 359 378 378 22
12 400 245 325 357 374 379 21
17 400 240 305 348 364 380 20
18 400 237 304 347 365 378 22
20 400 230 294 342 361 375 25
21 400 231 295 339 359 370 30
24 400 215 299 332 352 369 31
Table 5.12: Results of evaluation for different values of k.
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case, asked the system to identify the variety of the input, based on the first 15 similar 
images. Obviously, the first output of the system is identical to the input, but the system 
does not consider it in classification. In fact, for each sample we first pull it out of the 
database and classify it based on the remaining classified samples.
The results for k=15 are presented in table 5.11. The total number of samples is 400. In 
242 cases, the system has correctly identified the class of the input. In 75 cases the correct 
class has been the second choice of the system. For 95.25% of inputs, the correct answer 
has been among the 5 best varieties determined by the system. The existence of overlaps in 
some images and the differences between images of the same variety are two main reasons 
that this figure is less than 100 percent.
5.7.4 Sensitivity to k and threshold values
The performance of the system is not sensitive to k and threshold values. The results for 
different values of k are presented in table 5.12. As this table shows, if the decision is made 
based on small values of k, it is likely that none of the samples from the same variety of 
the input image appear among the outputs. For example, for k=6 in 16.25% of cases the 
correct answer has been missed, while this figure is 4.75% for k=15. For larger values of k, 
more and more samples will inevitably come from incorrect varieties and as a result more 
misclassification happens.
As mentioned before, the output of the system is the best five varieties according to our 
method. If the correct answer is among these varieties, we label it as “correct”. By this 
definition, the classification rate versus various values of k is represented in Figure 5.22a. If 
k is chosen between 12 and 18, the best results will be achieved. However, for a wide range 
of k, eg between 10 and 30, the results are acceptable.
The same can be observed for threshold values of global parameters in Figures 5.22b, 5.22c 
and 5.22d. For otg, the acceptable range is between 0.10 to 0.20. This figure is 0.20 to 0.40 
for «g and 0.30 to 1.00 for a«. In each case, choosing the lower bound is recommended as 
it causes the rejection of a larger number of models before the matching process begins.
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Figure 5.22: The classification rate is not sensitive to k and threshold values
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5.8 Conclusion
In this chapter, we presented the results of our experiments on different approaches proposed 
in previous chapters. We showed that the shortcomings of the CSS image with respect 
to global information of the shape can be successfully dealt with. Two main approaches 
included modification of the CSS representation and the use of global parameters. In both 
approaches, we achieved very promising results. In the first approach, we used the CSS 
image to segment the shape, and then extracted some useful information from the segmented 
shape to employ them together with the maxima of the CSS image. In the second approach, 
a limited number of global parameters were used to reject the globally dissimilar candidates 
prior to the CSS matching. We showed that the system is not too sensitive to the threshold 
values selected for these global parameters. We then proposed and tested the verification 
stage which can be used to compensate the effects of any deviation of these thresholds from 
their optimal values.
With regard to evaluation of the method, we examined a subjective as well as an objective 
test and concluded that the results of our objective evaluation can provide a good basis in 
comparing the results of different methods.
We also mentioned that the comparison of the method with other methods is a difficult task, 
however, we tried to compare our method with a couple of the most well-known methods 
in shape representation, namely Fourier descriptors and moment invariants.
A very interesting real-world application of our method was also presented. We explained 
the problem of leaf classification at the National Institute of Agricultural Botany (NIAB). 
We then showed that our system can help NIAB experts by finding the best possible classes 
for an unknown input leaf image.
Chapter 6
Conclusion
Considerable amount of information exists in two dimensional boundaries of objects which 
enables us to recognise objects without using further information. However, despite a large 
number of efforts, the problem of shape representation in computer vision is still a very 
difficult one. Due to the ambiguity in the definition of similarity, and other issues such as 
the large size of databases, the problem remains difficult in shape similarity retrieval.
We modified the Curvature Scale Space (CSS) representation and introduced a new repres­
entation with promising performance, confirmed by a number of experiments.
The main contributions of this work include:
® Creating an image database, consisting of 1100 boundary images of marine animals. 
A number of researchers in our area have retrieved this database from our web-site 
and used it as their prototype.
® Testing the conventional CSS method on this database and addressing the advantages 
and shortcomings of the method, particularly the problem of shallow concavities.
• Curve segmenting to extract additional information for further use in the new repres­
entation.
e Addressing the problem of evaluation and introducing two methods in this regard.
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® Preparing a web demo, in order to publicise the efforts and communicate with other 
researchers, working in the same area. As a result of this effort, researchers can obtain 
our database through Internet.
• And finally, introducing a shape representation method which can be used in shape 
similarity retrieval applications.
The main properties of the new representation are as follows.
® Taking into account the lack of global information in conventional CSS representa­
tion, global parameters such as eccentricity and circulaiity are included into the new 
representation.
« To deal with the problem of shallow concavities, new information about each segment 
of the shape is added to the representation.
» The representation is robust with respect to noise, scale and change in orientation. It 
is also robust with respect to reflection.
• It retains the local properties of the shape. Every contour of the CSS image corres­
ponds to a concavity or a convexity of the shape. A local deformation of the shape 
mainly causes a change in the corresponding part of the representation.
® Compactness is anotlier aspect of the representation. A shape is represented by less 
than ten points in three dimensional space.
® The matching algorithm which compares two sets of representations and assigns a 
match value as the measure of similarity between the shapes is also simple and fast. 
Speed becomes a crucial criterion when a large number of shapes should be compared 
to the input and a matching value should be assigned to each of them. Although 
indexing methods are used to narrow down the search space, the number of candidates 
could still remain large.
® A number of global parameters, extracted from the shape using the CSS representa­
tion are also used as indexing.
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The main shortcoming of the present metliod is that it is not a data-driven representation. 
For large image databases, linear and exhaustive comparison between the input query and 
the models of the database must be avoided. In case of our method, a number of global 
parameters are used as indexing and our CSS matching is used in the second level to find the 
best matches. However, it is an important advantage for a representation to be data-driven so 
that a large number of candidates can be rejected through an independent indexing method.
6.1 Future work
In order to find a better indexing method, the matching algorithm may be revised. Off-line 
normalisation of starting point may be considered. All representations can be shifted so that 
the u — coordinate of the largest maximum becomes zero. It is also possible to store several 
representations for each shape. One may be related to the mirror-image of the shape. In 
another one, the second largest maximum may be considered to have a zero ii — coordinate. 
It may be possible to find a much faster method by taking into account these considerations.
To improve the performance of the method, it may become more interactive. The user may 
be asked to accept or reject each output of the system in response to a query. The problem 
is then converted to a multi-input query, where the inputs are the accepted outputs of the 
previous query. A method must be adopted to find the better matches from the database 
using all available information.
The representation may also be used under affine transformation. A number of experiments 
must be carried out in this regard. The conventional representation may be more appropriate 
to start with. Since tlie major concavities of the shape is retained under affine transforma­
tion, it is expected that the configuration of the CSS image is also preserved. In contrast, 
global appearance of the object boundary as well as the shape of concavities are subject to 
severe changes.
Another important issue is the use of the representation in conjunction with other features 
of image such as texture and color in more general puipose applications. An exciting area
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of research deals with the problem of handling queries which intend to use more than one 
feature of the image. Spatial information and text may also be used in such applications.
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