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In this paper we develop tools for the analysis of net subdivision schemes, schemes which
recursively refine nets of bivariate continuous functions defined on grids of lines, and
generate denser and denser nets. Sufficient conditions for the convergence of such a
sequence of refined nets, and for the smoothness of the limit function, are derived in terms
of proximity to a bivariate linear subdivision scheme refining points, under conditions
controlling some aspects of the univariate functions of the generated nets. Approximation
orders of net subdivision schemes, which are in proximity with positive schemes refining
points are also derived. The paper concludes with the construction of a family of blending
spline-type net subdivision schemes, and with their analysis by the tools presented in the
paper. This family is a new example of net subdivision schemes generating C1 limits with
approximation order 2.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Convergent net subdivision schemes refine recursively nets of functions (continuous bivariate functions defined on grids
of intersecting lines in the plane) generating sequences of denser and denser nets which converge uniformly to continuous
bivariate functions. Such schemes can serve as a tool for the design of surfaces fromnets of parametric 3D-curves by repeated
refinements.
We do not consider here schemes, as in [1], which generate limit surfaces interpolating initial nets of curves, by refining
other objects than nets.
Specific net subdivision schemes are studied in [2–4]. In [2,3] two net analogues of the Chaikin algorithm for points, and
in [4] an interpolatory scheme analogous to the 4-point scheme, are constructed and analyzed. While the scheme in [2]
generates C0 limits those in [3,4] generate C1 limits. All three schemes are analyzed via ‘‘proximity’’ to a linear subdivision
scheme refining points.
In this paper we develop tools for analyzing convergence, smoothness and approximation order of net subdivision
schemes. The two main ingredients of our analysis are (i) control on the size of the Lipschitz constants in grid intervals
of the univariate net function and/or their derivatives, (ii) proximity to a point subdivision scheme. The latter is inspired by
the notion of proximity introduced in [5].
An example of a family of blending spline-type net subdivision schemes is first introduced and then analyzed with the
tools developed in this paper. Although it is expected that the limit functions generated by the schemes analogous to higher
order spline schemes are smoother, we could show only that the limit functions are C1. All the schemes in this family have
approximation order 2.
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Here is the outline of the paper. In Section 2 we present basic notions and introduce some notation. Section 3 defines net
subdivision schemes and the more general notion of sequences of refined nets. The convergence and smoothness of such
sequences are also defined. The relation between the convergence of a sequence of refined nets and the convergence of the
corresponding sequence of refined values, defined by thenets at their grid points, is studied in Section 4. For that the notion of
a controlled sequence of nets of order 0 is introduced. For the analysis of smoothness this notion is later extended to positive
orders. In Section 5we recall some aspects from the theory of linear bivariate subdivision schemes refining points which are
relevant to our analysis. The notion of proximity is introduced in Section 6. Section 7 is devoted to the derivation of sufficient
conditions for the convergence of net subdivision schemes based on proximity and controllability, while in Section 8 these
two properties of appropriate orders are used in the proof of sufficient conditions for a net subdivision schemes to generate
Cn limit functions. The smoothness result is stated for any degree of smoothness and is proved inductively. In Section 9
we obtain approximation orders of convergent net subdivision schemes which are in proximity with point subdivision
schemes with positive masks. The new family of blending spline-type net subdivision schemes is discussed in the closing
Section 10.
2. Preliminaries
In this section we give definitions and introduce some notation.
Definition 1. A net N is a continuous bivariate function defined on a grid of lines T
T = T (d, n,m, (x0, y0))
= {si × [t0, tn], i = 0, . . . ,m} ∪ {[s0, sm] × tj, j = 0, . . . , n}, (1)
where si = x0 + id, i = 0, . . . ,m and tj = y0 + jd, j = 0, . . . , n. We denote the net defined on T by N = N(T ), namely
N(T ) consists of the continuous univariate functions (u-functions)
N(s, tj), j = 0, . . . , n, N(si, t), i = 0, . . . ,m,
defined on [s0, sm] and [t0, tn], respectively.
If all u-functions of a net N are Cn then the net N is called Cn. The point O = (x0, y0) is termed the origin of T and the
intervals [si, si+1], i = 0, . . . ,m− 1, [tj, tj+1], j = 0, . . . , n− 1 are termed grid intervals.
We use the following notation
• Ω(T ) is the convex hull of T ;
• E(T ) is the collection of intersection points of the grid lines of T
E(T ) := {(si, tj), i = 0, . . . ,m, j = 0, . . . , n}.
The points of E(T ) are termed grid points;
• E(N) := N|E(T );
• ‖N(T )‖ := max(s,t)∈T |N(s, t)|;
• δ[T ]1 and δ[T ]2 are the twodivided difference operators defined onE(N(T )) along the directions e1 := (1, 0) and e2 := (0, 1)
respectively
δ
[T ]
i E(N)(q) :=
E(N)(q+ eid)− E(N)(q)
d
, q ∈ E(T [i]), i = 1, 2,
with T [1] = T (d, n,m− 1, (x0, y0)) and T [2] = T (d, n− 1,m, (x0, y0));
• for a bivariate function F , the divided difference operators D[T ]1 and D[T ]2 are defined as
D[T ]i F :=
F(· + eid)− F(·)
d
, i = 1, 2.
In particular D[T ]1 (N(T )) is a net consisting of the u-functions
D[T ]1 (N(T ))(s, tj) :=
N(s+ d, tj)− N(s, tj)
d
, j = 0, . . . , n,
D[T ]1 (N(T ))(si, t) :=
N(si+1, t)− N(si, t)
d
, i = 0, . . . ,m− 1,
and it is defined on T [1](d, n,m− 1, (x0, y0)). A similar observation holds for D[T ]2 (N(T )).
It is easy to see that
E(D[T ]i (N)) = δ[T ]i E(N), i = 1, 2; (2)
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• for a bivariate functionΦ defined onΩ(T ) and for a sequence of real values defined on E(T ), λ = {λα}α∈E(T ), we use the
notation
λ ⋆T Φ :=
−
α∈E(T )
λαΦ(· − α);
• the symbol ‖ · ‖ stands for ‖ · ‖∞ for vectors and for functions on their domain of definition;• N0 := {0, 1, 2, . . .};• R+0 := {p ∈ R, p ≥ 0}.
3. Net subdivision schemes and related notions
We start by considering the refinement of the grid T = T (d, n,m,O) and denote the refined grid by
r(T ) := T

d
2
, n˜, m˜, O˜

. (3)
We consider in this paper two types of refinement: the primal refinement and the dual refinement, refinements with the
same names as in the case of subdivision schemes refining points (see e.g. [6]). The refinement of T is termed primal if
between any two grid lines a new grid line is inserted in the middle, that is the grid lines of r(T ) are s = si, i = 0, . . . ,m
and s = 12 si + 12 si+1, i = 0, . . . ,m− 1, and similarly in the other direction. Thus
O˜ = O, and n˜ = 2n, m˜ = 2m. (4)
The refinement is called dual if all the grid lines s = si, i = 0, . . . ,m are replaced by s = 34 si + 14 si+1 and s = 14 si + 34 si+1
for i = 0, . . . ,m− 1, and similarly in the other direction. In this case,
O˜ = O+ 1
4
(d, d) and n˜ = 2n− 1, m˜ = 2m− 1. (5)
Definition 2. A sequence of grids {Tk}k∈N0 is called a sequence of refined grids if Tk+1 is obtained from Tk either by a primal
refinement or by a dual refinement, with the same type of refinement for each k.
We consider in this paper net refining operators which are local, uniform and symmetric. Therefore, such an operator when
applied to N(T ) generates a net defined on a refined grid which is a subset of r(T ), obtained by deleting a layer of boundary
grid lines from r(T ).
Definition 3. The grid obtained from T = T (d, n,m, (x0, y0)) after T is cropped from the outside by deleting the outmost ν
grid lines from its four sides, is denoted cropν(T ), namely
cropν(T ) := T (d, n− 2ν,m− 2ν, (x0 + dν, y0 + dν)).
Definition 4. Given N(T )with d the grid size of T , let r(T ) be a refinement of T which is either primal or dual. The operator
R is termed net refinement operator, if it is a local, uniform, symmetric rule for producing from a net N(T ) a net
N¯ = N¯(cropν(r(T ))) := R(N), ν ∈ N0.
R is termed primal or dual according to the type of refinement of T .
The cropping operation is necessary because the information in N(T ) is sufficient to define the refined net only on grid
lines of r(T ) which are surrounded by enough grid lines of T . The integer ν in Definition 4 depends on the locality of the
operatorR.
Definition 5. For T0 and an integer ν > 0, we define the sequence of ν-refined grids {Tk}k∈N0 inductively by
Tk+1 = cropν(r(Tk)), k ∈ N0,
with the refinement r is either primal or dual independently of k.
We can now introduce the notion of a net subdivision scheme.
Definition 6. LetR and ν be as in Definition 4, and let {Tk}k∈N0 be a sequence of ν-refined grids. The iterative process
Input : N0(T0)
For k = 0, 1, . . . ,
Nk+1(Tk+1) := R(Nk(Tk)) = Rk(N0(T0))
is called a net subdivision scheme and is denoted also byR.
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In the rest of the paper we assume without loss of generality that
T0 = T (d0, n0,m0, (0, 0)),
and denote
Tk := T (dk, nk,mk,Ok),
where dk = d02−k is the grid size of Tk. We use the term ‘‘a sequence of refined grids’’ also for ‘‘a sequence of ν-refined
grids’’, whenever ν is not relevant to the discussion. For a sequence of refine grids {Tk}k∈N0 we denote byΩ∞({Tk}k∈N0) the
limit of the domains {Ω(Tk)}k∈N0 whereΩ(Tk) is the convex hull of Tk. We simply use the notationΩ∞ whenever it is clear
from the context what is the sequence {Tk}k∈N0 . We assume that n0 andm0 are large enough, so thatΩ∞ is non-empty.
Our analysis requires sequences of nets similar to those in Definition 6, which are not necessarily generated by a net
subdivision scheme.
Definition 7. {Nk(Tk)}k∈N0 is called a sequence of refined nets if {Tk}k∈N0 is a sequence of refined grids.
Definition 8. A sequence of refined nets {Nk(Tk)}k∈N0 is called convergent if there exists a bivariate function F ∈ C(Ω∞),
such that
lim
k→∞ supβ∈Tk∩Ω∞
|F(β)− Nk(β)| = 0. (6)
The function F is called the limit of the sequence {Nk}k∈N0 .
Note that since all nets are continuous functions defined on compact domains, the supremum in (6) can be replaced by a
maximum.
Definition 9. A sequence of refined nets {Nk}k∈N0 is termed Cn-convergent if it is convergent and its limit function F ∈
Cn(Ω∞).
To introduce the notion of a convergent net subdivision scheme, we first introduce sets of initial nets, from which
convergence can be expected (see [3,4]).
Definition 10. A smoothness set of nets is the collection of all nets with u-functions satisfying on grid intervals certain
smoothness conditions.
Definition 11. A net subdivision schemeR is called convergent if there exists a smoothness set of nets such that for any net
in this set the sequence of refined nets {Rk(N)}k∈N0 is convergent.
We now recall the notion of convergence for a sequence of functions defined on the grid points of a sequence of refined grids.
This type of convergence is defined for subdivision schemes refining points, and is inherently connected to the convergence
of sequences of refined nets, as is shown in the next section.
Definition 12. The sequence {λk}k∈N0 is called a sequence of refined values if λk = {λkα ∈ R}α∈E(Tk) and {Tk}k∈N0 is a sequence
of refined grids.
Definition 13. A sequence of refined values {λk}k∈N0 is called convergent if there exists a continuous bivariate function
F ∈ C(Ω∞), such that
lim
k→∞ supα∈E(Tk)∩Ω∞
|F(α)− λkα| = 0.
The function F is called the limit of the sequence {λk}k∈N0 .
Remark 14. It is easy to see that if a sequence of refined nets {Nk}k∈N0 is convergent so is the sequence {E(Nk)}k∈N0 . The
converse is also true under certain assumptions on the nets.
4. Convergence of refined nets
In this section we study the convergence of a sequence of refined nets {Nk}k∈N0 by first investigating the convergence of
the sequence {E(Nk)}k∈N0 . For that we introduce an important class of bivariate functions.
Definition 15. Let T = T (d, n,m,O) or T = Z2 and letΦ be a bivariate continuous functionwith support [−ν, ν]2 for some
positive integer ν, satisfying
(i) −
α∈E(T )
Φ(x− α) = 1, x ∈ (Ω(cropν(T ))); (partition of unity).
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(ii) ∃Ki,Φ ∈ R+0 , i = 1, 2 such that for any λ defined on E(T ),λ ∈ ℓ∞(Z2) for T = Z2, the function λ ⋆T Φ :=∑
α∈E(T ) λαΦ(· − α) satisfies on (Ω(cropν(T )))
K1,Φ‖λ‖ ≤ ‖λ ⋆T Φ‖ ≤ K2,Φ‖λ‖, 0 < K1,Φ ≤ K2,Φ . (stability).
The collection of all such functions is denoted byBT . In particularBZ2 is denoted byB.
Note that if Φ ∈ BT and T¯ = cropν(r(T )), then Φ(2·) ∈ BT¯ . This is so, since up to translation the refinement in r(T ) is the
classical refinement by the scale 2, and since property (i) and (ii) depend on evaluation ofΦ at differences of the argument,
which cancels the effect of the translation.
For a sequence of refined grids {Tk}k∈N0 we denote by {ΦTk}k∈N0 the sequence of functions obtained fromΦ ∈ BT0
ΦT0 = Φ, ΦTk = Φ(2k·), k ∈ N0.
With this sequence of functions we state without a proof a straightforward extension of the univariate result [7, Lemma 2.3]
to the bivariate case and to sequences of refined values.
Proposition 16. Let {Tk}k∈N0 , and {λk}k∈N0 be as in Definition 12. Then the sequence {λk}k∈N0 is uniformly convergent to a limit
function F ∈ C(Ω∞) if and only if for anyΦ ∈ BT0 the sequence of functions {λk ⋆Tk ΦTk}k∈N0 is uniformly convergent inΩ∞ to
the function F .
A similar result can be proved for refined nets which are controlled of order zero.
Definition 17. A sequence of refined nets {Nk}k∈N0 is called controlled of order 0, if for any k ∈ N0 either
(i) the u-functions of Nk on grid intervals are Lipschitz continuous with a bound Lk on their Lipschitz constants satisfying
limk→∞ 2−kLk = 0,
or
(ii) the u-functions of Nk on grid intervals have Lipschitz continuous first derivative with a bound Lk on their Lipschitz
constants satisfying limk→∞ 2−2kLk = 0.
The two cases in the last definition are due to different error bounds for linear interpolation, as presented in the next lemma.
Lemma 18. Let f or f ′ be Lipschitz continuous in [a, b]with Lipschitz constant L, and let p1(x) := x−ab−a f (b)+ b−xb−a f (a). Then if f
is Lipschitz continuous in [a, b]
|f (x)− p1(x)| ≤ (b− a)L2 , x ∈ [a, b],
while if f ′ is Lipschitz continuous in [a, b]
|f (x)− p1(x)| ≤ (b− a)
2L
4
, x ∈ [a, b].
Proof. It is well known that f (x) − p1(x) = (x − a)(x − b)[a, b, x]f with [a, b, x]f the divided difference of order 2 of f at
the points a, b, x. By definition of divided differences we get
(x− a)(x− b)[a, b, x]f = (x− a)(x− b)
b− a

f (b)− f (x)
b− x −
f (x)− f (a)
x− a

. (7)
If f is Lipschitz continuous then by (7)
|f (x)− p1(x)| ≤ (b− a)4

L(b− x)
b− x +
L(x− a)
x− a

= (b− a)L
2
,
while for f ′ Lipschitz continuous we get from (7) that
|f (x)− p1(x)| ≤ 1b− a |(x− a)(x− b)(f
′(ξ)− f ′(η))| ≤ (b− a)
2L
4
,
since ξ ∈ (x, b), η ∈ (a, x). 
With this lemma we can show
Proposition 19. Let {Nk(Tk)}k∈N0 be a controlled sequence of order 0. The sequence {Nk}k∈N0 is uniformly convergent to a limit
function F ∈ C(Ω∞) if and only if for anyΦ ∈ BT0 the sequence of functions {E(Nk) ⋆Tk ΦTk}k∈N0 is uniformly convergent inΩ∞
to the function F .
Proof. Assume {Nk}k∈N0 is convergent to F ∈ C(Ω∞). Then {E(Nk)}k∈N0 is convergent to F . By Proposition 16, for any
Φ ∈ BT0 the sequence of functions {E(Nk) ⋆Tk ΦTk}k∈N0 is uniformly convergent in Ω∞ to the function F . This proves one
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direction of the claim. To prove the other direction, assume that for some Φ ∈ BT0 the sequence {E(Nk) ⋆Tk ΦTk}k∈N0 is
uniformly convergent to a function F ∈ C(Ω∞). Then by Proposition 16 {E(Nk)}k∈N0 is convergent to F . Now, let
BL(E(Nk)) :=
−
α∈E(Tk)
Nk(α)Φ∗(2k(· − α)) |Ω(Tk), (8)
withΦ∗ the piecewise bilinear function on d0Z2 satisfyingΦ∗(α) = 0, α ∈ d0Z2 \{0},Φ∗(0) = 1, be the piecewise bilinear
function onΩ(Tk) interpolating E(Nk). SinceΦ∗ ∈ BT0 , Proposition 16 guarantees that the sequence
{BL(E(Nk))}k∈N0
converges uniformly to F . Consider the u-functions BL(E(Nk))(s, tj) | Tk . Each such u-function, defined on a grid line of Tk,
is the piecewise linear interpolant to the u-function of Nk defined on the same grid line of Tk. Since {Nk}k∈N0 is controlled of
order 0, it follows from Lemma 18 that in case (i) of Definition 17
‖Nk(s, t)−BL(E(Nk))(s, t) |Tk ‖ ≤
Lkdk
2
,
while in case (ii) of Definition 17
‖Nk(s, t)−BL(E(Nk))(s, t) |Tk ‖ ≤
Lkd2k
4
,
where Lk is the bound on the Lipschitz constants of the u-functions of Nk as in Definition 17. Therefore, by the controllability
of {Nk}k∈N0
lim
k→∞ ‖Nk(s, t)−BL(E(Nk))(s, t)|Tk‖ = 0,
and the uniform convergence of {BL(E(Nk))}k∈N0 to F implies the uniform convergence of {Nk(Tk)}k∈N0 to F . 
The convergence and smoothness analysis of subdivision schemes for nets is done by their proximity to linear subdivision
schemes refining points. First we bring known results about the latter schemes that are relevant to our analysis and then
introduce the notion of proximity.
5. Relevant properties of linear point subdivision schemes
In this section we recall notions and results from the theory of linear subdivision schemes refining points relevant to our
analysis. We refer to such schemes as point subdivision schemes and we are concerned with bivariate ones. We also define
classes of bivariate point subdivision schemes.
A bivariate point subdivision scheme is defined by a finite set of real numbers, called the subdivision mask a := {aα ∈
R}α∈Z2 . The refinement operator associated with the mask a acts on λ := {λα ∈ R}α∈Z2 , and generates Saλ defined on Z2 by
the refinement rule
(Sa λ)α :=
−
β∈Z2
aα−2βλβ , α ∈ Z2. (9)
The corresponding bivariate point subdivision scheme, also denoted by Sa, consists of the repeated application of Sa, starting
from λ0 generating the sequence {λk}k∈N0 with
λk+1 := Sa λk = Sk+1a λ0 for k ∈ N0. (10)
The convergence of Sa is defined as
Definition 20. Sa is called convergent if for any λ0 ∈ ℓ∞(Z2), there exists a continuous bivariate function F defined on R2
satisfying
lim
k→∞ sup
α∈Z2
|F(2−kα)− λkα| = 0,
and if at least for one λ0 ∈ ℓ∞(Z2) this function is not identically zero. The limit function F is denoted by S∞a λ0.
Remark 21. The following observations are worth noting:
(i) It follows from the definition of convergence that Skaλ
0, k ∈ N0 is associated with 2−kZ2 and this assignment is termed
‘‘primal’’.
(ii) Alternatively, we can consider the ‘‘dual’’ assignment, namely when Skaλ
0, k ∈ N0 is associated with 2−kZ2 +
(1−2−k)
2 (1, 1). For some converging point subdivision schemes the dual assignment yields better approximation order
as explained, for the univariate case, in [6].
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(iii) For point subdivision schemes the names ‘‘primal schemes’’ and ‘‘dual schemes’’ indicate the way the generated values
are assigned to points in their domain of definition.
The subdivision scheme Sa is called Cn-convergent if it is convergent with S∞a λ
0 ∈ Cn(R2) for any λ0 ∈ ℓ∞(Z2).
For a convergent Sa the basic limit function is defined as Φa := S∞a δ where δ := {δα,0}α∈Z2 . The basic limit function
satisfies (see e.g. [7])−
α∈Z2
Φa(x− α) = 1, x ∈ R2, (11)
and −
α∈Z2
λαΦa(x− α) =
−
α∈Z2
(Saλ)αΦa(2x− α), x ∈ R2. (12)
An important tool in the analysis of point subdivision schemes is the subdivision symbol
a(z) =
−
α∈Z2
aαzα, z ∈ C2 \ {0},
associated with the mask a. Since the mask is assumed to be finitely supported, the symbol is a Laurent polynomial.
We recall (see [8]) that a bivariate subdivision scheme with a symbol a(z) is called factorizable if
a(z) = 1+ zi
2
bi(z), i = 1, 2.
Moreover, for i = 1, 2, the scheme Sbi is the divided difference scheme in the direction ei, namely for any λ
Sbiδ
[T ]
i λ = δ[T¯ ]i Saλ, (13)
where T = Z2 and T¯ = 2−1Z2.
We adapt point subdivision schemes to our setting, in which refinement operators are defined on sequences of refined
grids. Given a sequence of ν-refined grids {Tk = T (2−kd0, nk,mk,Ok)}k∈N0 , the refinement rule (9) becomes,
λk+1α = (Sa λk)α :=
−
β∈E(Tk)
aγ (Tk;α,β)λ
k
β , α ∈ E(Tk+1), (14)
with γ (Tk;α, β) = 2dk ((α − Ok+1)− (β − Ok)) ∈ Z2, α ∈ E(Tk+1), β ∈ E(Tk).
Also, we term primal all subdivision schemes associated with a sequence of primal refined grids, and dual all subdivision
schemes associated with a sequence of dual refined grids. For a discussion about univariate primal and dual subdivision
schemes and their properties we refer the reader to [6].
We continue by observing that cropν(r(Tk)) is the biggest rectangular domain where the refined data λk+1 of (14) is well
defined, because all values of λk needed for its definition are in {λkα, α ∈ Tk}. In other words, ν is the minimal integer
satisfying
α ∈ E(cropν(r(Tk)))⇔ supp(a) ⊂ {γ (Tk;α, β), β ∈ E(Tk)}.
It follows from this observation that the limit of the sequence {λk}k∈N0 defined by (14), is−
α∈E(T0)
λ0αΦa

x− α
d0

, for x ∈ Ω∞. (15)
In light of (15) we adaptΦa to T0 such that for x, y ∈ Ω(T0)
ΦT0a (x− y) = Φa

x− y
d0

.
Since for a convergent point subdivision scheme Sa, the limit of {Skaλ0}k∈N0 with λ0 := {λ0α = 1}α∈T0 is identically 1 inΩ∞,
we get −
α∈E(T0)
ΦT0a (x− α) =
−
α∈E(T0)
Φa

x− α
d0

= 1, x ∈ Ω∞.
Remark 22. It follows directly from Definition 15 that ifΦa ∈ B thenΦT0a ∈ BT0 .
We now define a class of point subdivision schemes relevant to our convergence analysis.
Definition 23. We denote by S0 the class of all bivariate tensor product schemes which are convergent withΦa ∈ B.
We conclude this section by recalling the definition of the approximation order of a subdivision scheme Sa (see e.g. [6]).
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Definition 24. Let T0 = T (d0, n0,m0, (0, 0)). Let F be a smooth function on Ω(T0) and let λ0 := F |E(T0). Then Sa has
approximation order q if
max
x∈Ω∞
|S∞a λ0(x)− F(x)| ≤ C · dq0,
where C is a constant depending on the derivatives of F .
In the rest of the paper C stands for a generic constant unless specified otherwise.
6. Proximity to point subdivision schemes
We start this section by introducing the notion of proximity of a sequence of refined nets to a point refinement operator.
Then we introduce the notion of proximity of a net subdivision scheme to a point refinement operator. The latter notion is
inspired by the notion of proximity introduced in [5]. We conclude by a lemma relating the proximity of {Nk(Tk)}k∈N0 and
the proximity of {D[Tk]i (N)}k∈N0 for i = 1, 2, which is central for the smoothness analysis.
Definition 25. A sequence of refined nets {Nk(Tk)}k∈N0 is in proximity of order p (p ∈ R+0 ) with a bivariate point refinement
operator Sa, if
(i) SaE(Nk) is defined on E(Tk+1);
(ii) ‖E(Nk+1)− SaE(Nk)‖ ≤ Cdpk ,
with C independent of k, and dk the grid size of Tk.
Definition 25 leads to the notion of proximity of a net subdivision schemeR and a point refinement operator Sa.
Definition 26. A net subdivision schemeR is in proximity of order p (p ∈ R+0 ) with a bivariate point refinement operator
Sa, if the sequence of refined nets {Rk(N)}k∈N0 is in proximity of order pwith Sa for any N in a smoothness set of nets. This
smoothness set is called admissible for R, and the nets in this set are called admissible nets for R (or for short, when there is
no ambiguity, admissible).
The proximity of a sequence of refined nets and Sa implies the following.
Lemma 27. Let Sa be a bivariate point subdivision schemewith divided difference schemes Sbi , i = 1, 2 as in (13). If the sequence
of refined nets {Nk(Tk)}k∈N0 is in proximity of order p > 1 with Sa, then {D[Tk]i (Nk)}k∈N0 is in proximity of order p − 1 with
Sbi , i = 1, 2.
Proof. First we observe that by (13) SbiE(D
[Tk]
i (Nk)) is defined on E(T
[i]
k+1). Next, we prove that
‖E(D[Tk+1]i (Nk+1))− SbiE(D[Tk]i (Nk))‖ ≤ Cdp−1k , i = 1, 2. (16)
From the proximity assumption we have
‖E(Nk+1)− SaE(Nk)‖ ≤ Cdpk. (17)
Now, by (2) δ[Tk+1]i E(Nk+1) = E(D[Tk+1]i (Nk+1)), and since δ[Tk+1]i SaE(Nk) = Sbiδ[Tk]i E(Nk) we obtain from (17) by the
application of δ[Tk+1]i
‖δ[Tk+1]i E(Nk+1)− δ[Tk+1]i SaE(Nk)‖ = ‖E(D[Tk+1]i (Nk+1))− SbiE(D[Tk]i (Nk))‖ ≤ Cdp−1k . 
7. Convergence analysis
This section is devoted to the convergence analysis of net subdivision schemes. Our analysis is based on the following
key result.
Theorem 28. Let Sa ∈ S0 with a basic limit functionΦa. If {Nk(Tk)}k∈N0 is in proximity of order p > 0with Sa, then the sequence
of continuous functions {Fk}k∈N0 with Fk := E(Nk) ⋆Tk ΦTka , is uniformly convergent inΩ∞ to a continuous function F such that
‖Fk − F‖ := max
x∈Ω∞
|Fk(x)− F(x)| ≤ Cdpk. (18)
Proof. Consider ‖Fk+1 − Fk‖ := maxx∈Ω∞ |Fk+1(x)− Fk(x)|. It follows from (12) that
‖Fk+1 − Fk‖ = ‖E(Nk+1) ⋆Tk+1 ΦTk+1a − E(Nk) ⋆Tk ΦTka ‖
= ‖(E(Nk+1)− SaE(Nk)) ⋆Tk+1 ΦTk+1a ‖.
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SinceΦa ∈ B and by the proximity of {Nk(Tk)}k∈N0 to Sa, we get that the last term above is bounded by
K2,Φa‖E(Nk+1)− SaE(Nk)‖ ≤ Cdpk,
implying that the sequence {Fk}k∈N0 is a Cauchy sequence, and therefore, uniformly convergent in Ω∞ to a continuous
function F . Moreover, for any positivem
‖Fk+m − Fk‖ ≤
∞−
ℓ=k
‖Fℓ+1 − Fℓ‖ ≤ Cdpk,
which leads to (18). 
In view of Proposition 19 we have an immediate corollary.
Corollary 29. Let {Nk}k∈N0 be controlled of order 0. If {Nk}k∈N0 is in proximity of order p > 0 with Sa ∈ S0, then {Nk}k∈N0 is
convergent.
Applying the last corollary to refined nets generated by a net subdivision operator we get, in view of Definition 11.
Corollary 30. Let R be a net subdivision scheme and let Sa ∈ S0. If R and Sa are in proximity of order p > 0 and if {Rk(N)}k∈N0
is controlled of order 0 for any admissible net N, thenR is convergent.
8. Smoothness analysis
For the analysis of smoothness we extend several notions previously defined. First we extend Definitions 5 and 15.
Definition 31. For T0 and a quadruple of non-negative integers ν = (νs1, νs2, νt1, νt2), we define the sequence of ν-refined grids{Tk}k∈N0 inductively by
Tk+1 = cropν(r(Tk)), k ∈ N0,
where
cropν(T (d, n,m,O)) := T (d, n− νt1 − νt2,m− νs1 − νs2,O+ d(νs1, νt1)),
and the refinement r is either primal or dual independently of k.
If not relevant to the discussionwe omit the ν and refer to a ‘‘sequence of ν-refined grids’’ as to ‘‘a sequence of refined grids’’.
Definition 32. Let T = T (d, n,m,O) or T = Z2 and let Φ be a bivariate continuous function with support [−νs1, νs2] ×[−νt1, νt2] for some non-negative integers νsi , νti , i = 1, 2, satisfying
(i) −
α∈E(T )
Φ(x− α) = 1, x ∈ (Ω(cropν(T ))); (partition of unity).
(ii) ∃Ki,Φ ∈ R+0 , i = 1, 2 such that for any λ defined on E(T ), λ ∈ ℓ∞(Z2) for T = Z2, the following holds inΩ(cropν(T ))
K1,Φ‖λ‖ ≤ ‖λ ⋆T Φ‖ ≤ K2,Φ‖λ‖, 0 < K1,Φ ≤ K2,Φ (stability).
The collection of all such functions is denoted byBT . In particularBZ2 is denoted byB.
Now we introduce inductively some subclass of S0. The latter is as in Definition 23 but withB as in Definition 32.
Definition 33. For ℓ ≥ 1, the class Sℓ is defined inductively as the subclasses of Sℓ−1 of schemes with factorizable symbols
such that their divided difference schemes are in Sℓ−1.
Note that by definition Sℓ ⊂ Sℓ−1 ⊂ · · · ⊂ S1 ⊂ S0.
We continue by extending the notion of a controlled sequence of refined nets of order 0, introduced in Definition 17, to
arbitrary orders.
Definition 34. A sequence of refined nets {Nk}k∈N0 is called controlled of order m ≥ 1, if for any k ∈ N0 the u-functions of Nk
restricted to grid intervals have Lipschitz continuous derivatives of order ℓ such that either
(i) ℓ = 1, . . . ,mwith a bound Lk on their Lipschitz constants satisfying limk→∞ 2−kLk = 0,
or
(ii) ℓ = 1, . . . ,m+ 1 with a bound Lk on their Lipschitz constants satisfying limk→∞ 2−2kLk = 0.
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Remark 35. A sequence which is controlled of order m ≥ 1 is also controlled of any order less than m, in particular it is
controlled of order 0.
We continue with a crucial lemma relating the order of controllability of {Nk}k∈N0 and {D[Tk]i (Nk)}k∈N0 , i = 1, 2.
Lemma 36. Let {Nk(Tk)}k∈N0 be a sequence of nets which is controlled of order m, m ≥ 1. Then the sequences {D[Tk]i (Nk)}k∈N0 for
i = 1, 2, are controlled of order m− 1.
Proof. Let us denote by {(ski , tkj ), i = 0, . . . ,mk, j = 0, . . . , nk} the grid points E(Tk), then the u-functions in the variable s
of D[Tk]1 (Nk) are
gj(s) = 1dk (Nk(s+ dk, t
k
j )− Nk(s, tkj )), j = 0, . . . , nk, (19)
and its u-functions in the variable t are
hi(t) = 1dk (Nk(s
k
i+1, t)− Nk(ski , t)), i = 0, . . . ,mk − 1. (20)
Let Im := {1, . . . ,m} in case (i) and Im := {1, . . . ,m + 1} in case (ii) of Definition 34. For any ℓ ∈ Im and for s ∈ [skr , skr+1]
with r ∈ {0, . . . ,mk − 1}we have
g(ℓ)j (s) =
1
dk

∂ℓ
∂sℓ
Nk(s+ dk, tkj )−
∂ℓ
∂sℓ
Nk(skr+1, t
k
j )

+ 1
dk

∂ℓ
∂sℓ
Nk(skr+1, t
k
j )−
∂ℓ
∂sℓ
Nk(s, tkj )

.
Since {Nk}k∈N0 is controlled of orderm, we get that
|g(ℓ)j (s)| ≤
Lk
dk
(s+ dk − skr+1)+
Lk
dk
(skr+1 − s) ≤ Lk, ℓ ∈ Im.
Therefore, g(ℓ−1)j is Lipschitz continuous on grid intervals with a bound Lk on its Lipschitz constants for ℓ ∈ Im. Consider now
the u-functions (20). We have for t ∈ [tkr , tkr+1]with r ∈ {0, . . . , nk − 1} and ℓ ∈ Im
h(ℓ)i (t) =
1
dk

∂ℓ
∂tℓ
Nk(ski+1, t)−
∂ℓ
∂tℓ
Nk(ski+1, t
k
r )

+ 1
dk

∂ℓ
∂tℓ
Nk(ski+1, t
k
r )−
∂ℓ
∂tℓ
Nk(ski , t
k
r )

+ 1
dk

∂ℓ
∂tℓ
Nk(ski , t
k
r )−
∂ℓ
∂tℓ
Nk(ski , t)

.
Since {Nk}k∈N0 is controlled of orderm, we get for ℓ ∈ Im that
|h(ℓ)i (t)| ≤ 3Lk, i = 0, . . . ,mk − 1.
Therefore, h(ℓ−1)i is Lipschitz continuous on grid intervals with a bound 3Lk on its Lipschitz constants for ℓ ∈ Im. In conclusion
{D[Tk]1 (Nk)}k∈N0 is controlled of order m − 1, and by a similar argumentation also {D[Tk]2 (Nk)}k∈N0 is controlled of order
m− 1. 
The next theorem deals with C1 smoothness and it is the key ingredient in the inductive proof of higher order smoothness.
Theorem 37. Let a sequence of refined nets {Nk}k∈N0 be controlled of order m ≥ 1. If {Nk}k∈N0 is in proximity of order p > 1
with Sa ∈ S1, then the sequences {Nk}k∈N0 and {D[Tk]i (Nk)}k∈N0 , i = 1, 2 are convergent with continuous limits F(s, t), ∂∂sF(s, t)
and ∂
∂t F(s, t), respectively.
Proof. Using the notation of Lemma 27, we conclude from this lemma that the sequences {D[Tk]i (Nk)}k∈N0 , i = 1, 2, are in
proximity of order p − 1 > 0 with Sbi , i = 1, 2, respectively, while by Lemma 36 these sequences are controlled of order
m− 1 ≥ 0. Thus the convergence of the sequences {Nk}k∈N0 and {D[Tk]i (Nk)}k∈N0 , i = 1, 2, follows from Corollary 29. Next,
let Fk := E(Nk) ⋆Tk ΦTka withΦa the basic limit function of Sa. By Theorem 28, {Fk}k∈N0 converges to a continuous function F
and ‖Fk − F‖ ≤ Cdpk . Next, we observe that
D[Tk]i Fk = E(D[Tk]i (Nk)) ⋆T [i]k Φ
Tk
a , i = 1, 2, (21)
and conclude from Proposition 16 and the convergence of {E(D[Tk]i (Nk))}k∈N0 that {D[Tk]i Fk}k∈N0 converges uniformly.
Moreover, by Proposition 19 the limit is the same as that of {D[Tk]i (Nk)}k∈N0 which we denote by G[i], i = 1, 2. Applying
D[Tk]i to the relation Fk = F + (Fk − F)we get
D[Tk]i Fk = D[Tk]i F + D[Tk]i (Fk − F). (22)
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But since ‖D[Tk]i (Fk − F)‖ ≤ 2dk ‖Fk − F‖we conclude from (18) that for p > 1
lim
k→∞ ‖D
[Tk]
i (Fk − F)‖ = 0, i = 1, 2.
Thus by taking the limit k →∞ in (22) we get
G[i] = lim
k→∞D
[Tk]
i F , i = 1, 2,
implying that limk→∞ D
[Tk]
i F exists and is continuous for i = 1, 2.
The proof of the theorem is completed by noting that by definition of D[Tk]i , i = 1, 2,
lim
k→∞D
[Tk]
1 F =
∂
∂s
F(s, t) and lim
k→∞D
[Tk]
2 F =
∂
∂t
F(s, t). 
Finally we can state and prove the smoothness result for a sequence of refined nets.
Theorem 38. Let Sa ∈ Sn with divided difference schemes Sbi , i = 1, 2, and let the sequence {Nk(Tk)}k∈N0 be controlled of order
m ≥ n. If the sequence {Nk(Tk)}k∈N0 is in proximity of order p > n with Sa, then it converges to a limit function in Cn(Ω∞).
Proof. We prove the claim by induction on n. The claim for n = 0 follows from Corollary 29 and Remark 35. For general
n, the same reasoning together with Sa ∈ Sn ⊂ S0, implies the convergence of {Nk}k∈N0 to a limit function F ∈ C(Ω∞).
By Lemma 27 and since {Nk}k∈N0 is in proximity of order p > n with Sa ∈ Sn, we get for i = 1, 2, that {D[Tk]i (Nk)}k∈N0 is in
proximity of order p− 1 with Sbi ∈ Sn−1. Moreover by Lemma 36 {D[Tk]i (Nk)}k∈N0 is controlled of orderm− 1 ≥ n− 1. Thus
by the induction hypothesis for n− 1, the sequences {D[Tk]i (Nk)}k∈N0 , i = 1, 2, converge to limit functions in Cn−1(Ω∞). By
Theorem 37 these limits equal ∂
∂sF and
∂
∂t F , implying that F ∈ Cn(Ω∞). 
A direct corollary of this theorem is
Corollary 39. Let R be a net subdivision scheme, and let Sa ∈ Sn andR be in proximity of order p > n. If for any admissible net
N, {Rk(N)}k∈N0 is controlled of order m ≥ n, then {Rk(N)}k∈N0 converges to a Cn limit function, for any admissible N.
9. Approximation order
In this section we study approximation properties of a net subdivision scheme when the initial net is sampled from a
smooth function F . First we prove a preliminary result.
Proposition 40. Let {Nk(Tk)}k∈N0 be in proximity of order p > 0 with Sa ∈ S0 satisfying ‖Sa‖ = 1. Then
‖SkaE(N0)− E(Nk)‖ ≤ C(dp0 + · · · + dpk−1) ≤ C˜dp0, (23)
where C is the constant in the proximity relation and dk is the grid size of Tk.
Proof. The proof is by induction. For k = 1, it is the proximity assumption
‖SaE(N0)− E(N1)‖ ≤ Cdp0.
Next, assuming (23) is valid at level k let us prove it for level k+ 1. Now,
‖Sk+1a E(N0)− E(Nk+1)‖ ≤ ‖Sa( SkaE(N0)− E(Nk))‖ + ‖SaE(Nk)− E(Nk+1)‖,
and since ‖Sa‖ = 1, we get by the induction hypothesis and by the proximity of order p that
‖Sk+1a E(N0)− E(Nk+1)‖ ≤ C(dp0 + · · · + dpk−1)+ Cdpk,
which proves the claim. 
In the following C is a generic constant.
Theorem 41. Let R be a convergent net subdivision scheme, which is in proximity of order p > 0 with Sa ∈ S0. Let F be a
smooth enough function such that N0 := F |T0 is admissible for R. If ‖Sa‖ = 1 then
‖R∞(N0)− F‖ ≤ Cdmin{p,q}0 , (24)
where q ≥ 1 is the approximation order of Sa and d0 the grid size of T0.
Proof. By the approximation order of Sa (see Definition 24)
‖S∞a E(N0)− F‖ ≤ C dq0.
Also, since (23) holds for any k, it holds also for the limit functions
‖S∞a E(N0)−R∞(N0)‖ ≤ Cdp0,
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and therefore
‖R∞(N0)− F‖ ≤ ‖R∞(N0)− S∞a E(N0)‖ + ‖S∞a E(N0)− F‖
≤ C dp0 + C dq0 ≤ Cdmin{p,q}0 . 
Remark 42. Any convergent point subdivision scheme satisfies ‖Sa‖ = 1, if and only if the coefficients of its mask are
non-negative (see e.g. [7]).
10. Example: a family of blending spline-type net subdivision schemes
Several examples of net subdivision schemes are already available. The first is a dual scheme, presented in [2] providing
C0 limits. A correction of this scheme, still dual (the BCC-scheme), is proven in [3] to be C1 with approximation order 2.
More recently, a C1 primal interpolatory net subdivision scheme based on the well known univariate four point subdivision
scheme is proposed in [4]. All three schemes can be analyzed by our theory.
Here, we introduce a family of blending spline-type net schemes obtained by a Lane–Riesenfeld-type algorithm,
generalizing the BCC-scheme. We show their proximity of order 2 to tensor product B-spline schemes and obtain by the
analysis in Sections 7–9 that these schemes generate C1 limits from C2 initial nets, and have approximation order 2. These
blending spline-type net schemes are either primal or dual, as the corresponding B-spline schemes.
10.1. The BSℓ schemes
Topresent the family {BSℓ}ℓ∈N0 of blending spline-type schemes,weneedmore notation anddefinitions. Somedefinitions
as well as some results without proofs, are cited from [3].
For a net N(T )with T = T (d, n,m, (x0, y0)), C(N) denotes the piecewise Coons patch interpolating it. It is a Coons patch
on each sub-domain, namely for (s, t) ∈ [si, si+1] × [tj, tj+1]with i ∈ {0, . . . ,m− 1} and j ∈ {0, . . . , n− 1} it is
C(N)(s, t) = C(i, j; d)(s− si, t − tj),
where for (s, t) ∈ [0, d]2
C(i, j; d)(s, t) :=

1− s
d

N(si, t)+ sdN(si+1, t)+

1− t
d

N(s, tj)
+ t
d
N(s, tj+1)−BL({Pl,r}1l,r=0; d)(s, t). (25)
Here {Pl,r}1l,r=0 := {N(si+l, tj+r)}1l,r=0, and
BL({Pl,r}1l,r=0; d)(s, t) :=

1− s
d

1− t
d

P00 + tdP01

+ s
d

1− t
d

P10 + tdP11

.
Note that the Coons patch (25) is a blending of univariate linear interpolation.
The following ‘‘averaging’’ operation on a net N is central to the construction of the family {BSℓ}ℓ∈N0 .
Definition 43. For a net N(T ) with T (d, n,m, (x0, y0)),M(C(N)) is the net obtained by sampling each patch of C(N) at 12
of the local parameter values, i.e.
M(C(N)) :=

∪n−1j=0 C(N)

s, tj + d2

∪m−1i=0 C(N)

si + d2 , t

,
for s ∈ [s0, sm] and t ∈ [t0, tn].
For N = N(T ), we denote by TM the grid on which the netM(C(N)) is defined. SimilarlyM is defined on any bivariate
function defined onΩ(T ).
Since a Coons patch interpolates only function values, the u-functions ofM(C(N)) have discontinuities in the first derivative
at all points in the intersection of two patches of C(N) (depicted in Fig. 1 with the symbol ‘‘♦’’). It means that the generated
net is made of first derivative discontinuous u-functions at the mid point of every grid interval.
To overcome this problem, we introduce a correction step valid for nets of C2-like u-functions.
Definition 44. A net is called C2-like if its u-functions are C2 in each grid interval, with equal limits of the second derivative
from both sides at any grid point.
Note that a C2 net is C2-like.
For a net N(T ) which is C2-like we perform a correction ofM(C(N)) by moving the jumps in the first derivative to the
end points of the grid intervals of TM (corresponding to the points depicted by the symbol ‘‘o’’ in Fig. 1). This operation, as
explained in [3, Section 4.1], has two important properties: (i) it leaves unchanged the values of E(M(C(N))); (ii) it leaves
unchanged the second derivatives in grid intervals of the u-functions ofM(C(N)).
We denote byMcor(C(N)) the net obtained fromM(C(N)) by the correction step.
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Fig. 1. The grids T (−) and TM (−−).
A crucial property of the correction step, which can be easily deduced from (25) and from (ii), is
Theorem 45 ([3, Theorem 9]). Let N be a C2-like net. Then the net Mcor(C(N)) is C2-like.
In view of Theorem 45, the BSℓ algorithm given below is well defined.
BSℓ Algorithm
Input: a C2-like net N0, a non-negative integer ℓ
For k = 0, 1, 2, . . .
N0k+1 := Nk ∪M(C(Nk)) (‘‘elementary refinement’’)
For j = 1, . . . , ℓ (‘‘repeated corrected averaging’’)
N jk+1 :=Mcor(C(N j−1k+1))
Nk+1 := Nℓk+1.
We denote by BSℓ one step of the above algorithm, namely Nk+1 = BSℓ(Nk).
Remark 46. Note that
1. The BSℓ scheme is primal for ℓ even and dual for ℓ odd.
2. In case ℓ = 0, Nk+1 ⊂ C(Nk) for all k ∈ N0, implying that C(Nk+1) = C(Nk), and that C(N0) is the limit function.
Therefore it is interpolating and C0.
3. In case ℓ = 1 the algorithm is the BCC-scheme presented in [3] in full details.
4. In case ℓ = 1, without the correction step, the algorithm is the scheme presented in [2] in full details.
5. In case ℓ = 2, the algorithm is a first example of a primal non-interpolatory net subdivision scheme.
We continue by observing that the BSℓ algorithm is a generalization of the Lane–Riesenfeld algorithm [9] for tensor product
B-spline schemes. This algorithm is presented below in a form emphasizing the similarity with the BSℓ algorithm and the
fact that tensor product B-spline schemes are primal for ℓ even and dual for ℓ odd.
Bivariate Lane–Riesenfeld algorithm for (ℓ+ 1)th-degree tensor product B-spline scheme
Input: a set of values P0 defined on E(T0), a non-negative integer ℓ
For k = 0, 1, 2, . . .
P0k+1 := S0Pk = Pk ∪ E(M(BL(Pk))) (‘‘elementary refinement’’)
For j = 1, . . . , ℓ (‘‘repeated averaging’’)
Pjk+1 := E(M(BL(Pj−1k+1)))
Pk+1 := Pℓk+1.
Here S0 stands for the tensor product of the degree 1 B-spline scheme, and BL(Pk) is the piecewise bilinear function on
Ω(Tk) interpolatingPk. Note thatPk+1 is defined over Tk+1which is a primal refinement of Tk if ℓ is even and adual refinement
of Tk if ℓ is odd.We denote by Sℓ one step of the above algorithm, namely Pk+1 = SℓPk. Thus, for ℓ = 0we obtain the bilinear
scheme, for ℓ = 1 the tensor product Chaikin scheme, for ℓ = 2 the tensor product cubic B-spline scheme, etc.
In order to show the proximity of BSℓ with Sℓ we prove two lemmas.
Lemma 47. Let N(T ) be a C2-like net, d the grid size of T and N¯ := N ∪M(C(N)). Then
‖E(N¯)− S0E(N)‖ ≤ K4 d
2,
with K a bound on the second derivative in grid intervals of the u-functions of N(T ).
Proof. N¯ is defined on a grid T¯ = T ∪ TM which is a primal refinement of T . Also S0E(N) is defined on T¯ . Since S0 is
interpolatory, we have,
E(N¯)(q) = (S0E(N))(q), q ∈ E(T ), (26)
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while
(S0E(N))(q) =M(BL(E(N)))(q), q ∈ E(T¯ ) \ E(T ). (27)
Recalling that for a C2-like net N (see [3, Lemma 13])
‖BL(E(N))− C(N)‖ ≤ K
4
d2, (28)
we conclude the claim of the lemma from (26)–(28). 
It is easy to observe that if the second derivatives on grid intervals of the u-functions of a C2-like net N0 are bounded by K ,
then all nets generated by the BSℓ algorithm have u-functions with second derivatives on grid intervals bounded by K . We
call this property of the nets ‘‘K -property’’ (see Theorem 16 in [3]).
Remark 48. In view of the above observation the sequences of nets generated by the BSℓ algorithm are controlled of
order 1. In fact since the correction is done by a piecewise linear polynomial in each grid interval, it follows from (25)
that these sequences are controlled of ordermwhenever N0 ∈ Cm+1(T0).
To show the proximity of BSℓ to Sℓ we need a second lemma.
Lemma 49. Let N1(T ) and N2(T ) satisfy
‖E(N1)− E(N2)‖ ≤ Cd2, (29)
with d the grid size of T . If N1 is a C2-like net with the K-property, then
‖M(C(N1))−M(BL(E(N2)))‖ ≤ Cd2 + K4 d
2.
Proof. We have by (28) and (29)
‖C(N1)−BL(E(N2))‖ ≤ ‖C(N1)−BL(E(N1))‖ + ‖BL(E(N1))−BL(E(N2))‖ ≤ K4 d
2 + Cd2. (30)
Since
M(C(N1))−M(BL(E(N2))) =M(C(N1)−BL(E(N2))),
andM samples values from C(N1)−BL(E(N2)) the claim of the lemma follows from (30). 
Recalling that E(Mcor(C(N))) = E(M(C(N))), we get from the last two lemmas and the above two algorithms the proximity
result.
Corollary 50. Let N be a C2-like net with the K-property. Then
‖E(BSℓ(N))− Sℓ(E(N))‖ ≤ (ℓ+ 1)K4 d
2.
Since all nets generated by the BSℓ algorithm are C2-like with the K -property whenever N0 is, we conclude from the last
corollary that BSℓ is in proximity of order 2 with Sℓ, and that the set of admissible nets is the set of C2-like nets.
In order to prove that all BSℓ schemes are C1, we use Corollary 29 with n = 1. We present this special case below.
Proposition 51. Let R be a net subdivision scheme which is in proximity of order p > 1 with a point subdivision scheme in S1.
If the sequence {Rk(N)}k∈Zk is controlled of order 1 for any admissible net N, then it converges uniformly to a C1 limit.
We finally arrive at the following result.
Theorem 52. The BSℓ schemes are C1 and have approximation order 2.
Proof. By the K -property of the nets generated by the BSℓ algorithm, the sequence {(BSℓ)k(N0)}k∈N0 with N0 a C2-like net, is
controlled of order 1. Also, it is well known that Sℓ ∈ S1 for ℓ ≥ 1. Thus we conclude from Corollary 50 and Proposition 51
that BSℓ is a C1 scheme for ℓ ≥ 1. Moreover by Corollary 50, together with the approximation order 2 of Sℓ and the property
‖Sℓ‖ = 1, we conclude from Theorem 41 that the BSℓ scheme has approximation order 2. 
It would be desirable to show that any BSℓ scheme is Cℓ as the corresponding Sℓ scheme. Yet we are unable to show
proximity of higher order than 2 for these schemes. However in [10] higher proximity orders are shown for other families
of schemes. These are interpolatory blending net subdivision schemes of Dubuc–Deslauriers type.
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