We present a new description of one-dimensional integrable systems called "Lagrangian 1-form" in both discrete and continuous levels. A key feature of integrability called a closure relation together with a generalised Euler-Lagrange equation and constraint equation will be derived from the local variational principle. This set of Lagrangian equations gives rise to a crucial property of integrable systems known as the multidimensional consistency. Alternatively, the closure relation can be obtained from generalised Stokes' theorem exhibiting a path independent property of the systems on the space of independent variables. The homotopy structure of paths suggests that, in three-dimensions case, the topology of the space of independent variables is equivalent to 3-sphere : S 3 . Furthermore, the Nöether charges, invariants in the context of Liouville integrability, can be obtained directly from the non-local variational principle.
Introduction
It is well-known that integrable systems are exceptionally rare since most (nonlinear) differential equations exhibit chaotic behaviour and no explicit solutions can be obtained. Informally, integrability is the property of a system that allows the solution to be solved in finite steps of operations (or integrations). In more simply speaking, integrability enables us to solve the set of equations in a closed form or in terms of quadratures (ordinary integrals). In classical mechanics, especially Hamiltonian systems with N degrees of freedom, integrability has a direct connection to action-angle variables. It is well-understood that the choice of coordinates on phase space is not unique since one can transform an old set of coordinates to a new set of coordinates through the canonical transformation preserving the Hamilton's equations. Of course, action-angle coordinates are special since the Hamiltonian depends solely on action variables which are constants of motion and, consequently, the angle variables are cyclic, evolving linearly in time. With this feature, the complexity of the problem will be reduced and explicit solutions can be determined by quadratures. In this sense, the existence of the action-angle variables guarantees the integrability of the system. However, finding action-angle coordinates is not trivial in practice. Then, the notion of integrability is rather defined in terms of existence of the invariants known as Liouville integrability [1] . In this notion, the Hamiltonian system with N degrees of freedom, whose evolution is on 2N -dimensional manifold embedded in phase space, is integrable if there exists N invariants, which are normally treated as Hamiltonians, that are independent and in involution as the Poisson brackets for every pair of invariants vanish. With involution of invariants, all evolutions belong to the same level set and are mutually commute, known as commuting Hamiltonian flows which are considered to be the main feature for integrable Hamiltonian systems. Furthermore, there exists a canonical transformation such that a set of invariants is nothing but a set of action variables. This means that 2N -dimensional manifold can be foliated into a N -dimensional invariant torus in which the angle variables are naturally the periodic coordinates on this torus.
In discrete world, the differential equations are generalised to their discrete counterparts known as the difference equations. Under the continuum limit, it happens that many distinct difference equations could be reduced to the same differential equation. In other words, the discrete analogue for a single differential equation is not unique. This would make a difficulty to sort out what is a preferable difference equation for a particular physical system. At this point, the notion of integrability may help to choose the right equation, which is a solvable equation, from many non-solvable ones. For the Hamiltonian systems, the discrete analogue of the Liouville integrability can be naturally constructed [2] . However, there are several notions on what integrability would mean in the discrete level, e.g. existence of a Lax pair [3] , singularity confinement [4] and algebraic entropy [5] . One of the remarkable aspects of integrable many-dimensional discrete systems is a multidimensional consistency [6] . This feature allows us to embed the difference equation in a multidimensional lattice consistently, i.e., there exists a set of (infinite) compatible equations defined in each subspace corresponding to the number of independent variables [7] [8] [9] [10] [11] . Two-dimensional lattice system embedded in a three-dimensional space is said to be consistent in such way if the quadrilateral equations describing three side-toside connected surfaces of a cube can be solved and yield the coincide result with given initial values, as discussed in [12] . This consistency is called the consistency-around-the-cube (CAC) or 3D-consistency, which has led Adler, Bobenko and Suris to classify the quadrilateral equations of the two-dimensional lattice systems into the remarkable ABS list, see [13] .
In Liouville integrability, the Hamiltonian is a main object. However, alternative object called the Lagrangian can be chosen to work with resulting the same physics. According to the least action principle, the system evolves along the trajectory on the configuration space that the action functional is extremum. It is known that most integrable discrete systems admit Lagrangian description. Therefore, it is quite natural to consider the evolution of the system through the discrete path on the space of dependent variables as well as that on the space of independent variables. Since the integrable discrete equations, exhibiting such consistency, are obtained from Lagrangian, it is essential for multidimensional consistency to be encoded on the level of Lagrangians resulting in a new notion of integrability known as the Lagrangian multiform. The pioneer works on Lagrangian 2-form and 3-form were initiated by Lobb and Nijhoff [12] . In this context, the action functional is invariant under the local deformation of the discrete path on the space of independent variables leading to a intriguing feature called the closure relation. This means that there are many discrete paths on the space of independent variables corresponding to a single discrete path, whose the action is critical, on the space of dependent variables. The case of Lagrangian 1-form was later developed by Yoo-Kong, Lobb and Nijhoff [14] and Yoo-Kong and Nijhoff [15] . Afterwards, the variational formulation of commuting Hamiltonian flows was studied by Suris [16] . The Lagrangian 1-form structure of the Toda-type systems, along with their relativistic versions, were developed by Boll, Petrera and Suris [17, 18] . Further investigation has been made by Jairuk, Yoo-Kong and Tanasittikosol on the Lagrangian 1-form structure of the Calogero's Goldfish and hyperbolic Calogero-Moser models [19] [20] [21] . Recently, the variational symmetries of the pluri-Lagrangian systems has been developed by Suris and Petrera [22, 23] .
In this paper, we provide further developments and a complete picture on Lagrangian 1-form structure in both discrete and continuous levels. In section 2, we give a short review on actionangle variables as well as the Liouville integrability. A key feature called the commuting Hamiltonian flows is also discussed. An explicit example, namely rational Calogero-Moser system, of Liouville integrability is provided. In section 3, we first introduce the notion of discrete Lagrangian 1-form and the key feature called a discrete closure relation is derived from the variational principle. The multidimensional consistency on the level of discrete Lagrangians is also discussed. A sequence of continuum limits is performed resulting in the semi-discrete and full continuous Lagrangian 1-form. In the continuous level, the variational principle is considered for the path on the space of both dependent and independent variables leading to a generalised Euler-Lagrange equation, a constraint equation and a continuous closure relation. All these three equations can be considered as a set of compatible of Lagrangian equations possessing the multidimensional consistency. Furthermore, we also give a remark on the derivation of the closure relation from a point of view of the generalised Stokes' theorem as well as the homotopy of the paths on the space of independent variables. In section 4, the Legendre transformation is introduced to obtain the Hamiltonian hierarchy. The variational principle on the phase space will be considered resulting in generalised Hamilton's equations and commuting Poisson bracket which consequently gives us the commuting Hamiltonian flows. In section 5, Nöether charges are directly derived from the variation of action functional of the Lagrangian 1-form. We find that all Nöether charges are nothing but all Hamiltonians (invariants) in the system. In the last section, the conclusion together with some potential further studies are delivered.
Liouville integrability and commuting flows 2.1 Action-angle variables
In classical mechanics, we have freedom to solve the problem with any set of coordinates and if we choose a right (good) set of coordinates, the problem can be easily solved. On the other hand, if we choose a wrong (poor) set of coordinates we possibly have to go through a tremendous work for obtaining the answer. In Hamiltonian mechanics, for a system with N degrees of freedom, one can transform an old set of coordinates (p, q) on the phase space to a new one (P (p, q), Q(p, q)), while the Hamilton's equations are still preserved, through the canonical transformation. However, such transformation may not guarantee analytical exact solutions. In many cases, there is a natural choice of coordinates such that
where I is a set of action variables, θ is a set of angle variables and K is a new Hamiltonian which is a function of the action variables only since the angle variables are cyclic. With a new set of coordinates, Hamilton's equations becomė
where ω is a function of action variables. It can be seen that the action variables I are automatically constants of motion. Then we have to solve only N first-order differential equations for θ(t) and, hence, the system is integrable. Action-angle variables define an invariant tori as the action variables define the surface, while the angle variables provide coordinates on the tori.
Figure 1: The cross section of invariant torus: T 2 in which the smaller and bigger radii are the action variables I 1 and I 2 , defining the surface. Each point on the torus is defined by the angle variables which are the linear function of time.
In order to make things more transparent, we provide a simple example as follows. In the case of 2 degrees of freedom, a set of action-angle variables is (I 1 , I 2 , θ 1 , θ 2 ) and the invariant torus T 2 = S 1 × S 1 can be visualised as a doughnut shape, see figure 1. The coordinates on the surface of the torus are defined by the angles θ 1 and θ 2 which linearly increase with time θ i = ω i t + θ i(0) . The coordinates θ 1 and θ 2 will be called bases of principal vectors corresponding to the translations θ 1 → θ 1 + 2π and θ 2 → θ 2 + 2π. Then, in the case of N degrees of freedom, a set of action-angle variables (I 1 , I 2 , ...,
. There are N similar closed loops along the basis of principal directions where the coordinates θ i can be chosen to vary from 0 to 2π.
Liouville integrability: The continuous time case
From the previous section, an existence of action-angle variables is a main characteristic for integrability. However, searching for these special sets of coordinates may not be an easy task.
. Almost all common level compact surfaces of the first integrals figure 2 . In the vicinity of every such torus the so-called action-angle coordinates (I, θ) = (I 1 , I 2 , ..., I N , θ 1 , θ 2 , ..., θ N ) can be introduced such that
• In these coordinates, the Poisson bracket has the canonical form
• On the tori T N , the coordinates (θ 1 , θ 2 , ..., θ N ) take the values [0, 2π], while the coordinates (I 1 , I 2 , ..., I N ) are constants. The canonical equations of motion becomė
and so the systems are solvable by quadratures.
• The Hamiltonian function H has a constant value on the tori T N and depends on the values of (I 1 , I 2 , ..., I N ) only: H = H (I 1 , I 2 , ..., I N ).
From above theorem, the Hamiltonian system is completely integrable in the sense of Liouville if there exists a maximum possible number of functions {I 1 , I 2 , ..., I N } with N degrees of freedom on the 2N -dimensional phase space satisfying the following conditions
• The functions are invariants (constants of motion): {H , I i } = 0 , i = 1, 2, ..., N and the Hamiltonian is one of these functions.
• The functions are in involution with respect to the Poisson bracket
• The functions are functionally independent throughout the phase space.
The set of invariants is normally treated as a set of Hamiltonians called the Hamiltonian hierarchy: (I 1 , I 2 , .., I N ) ≡ (H 1 , H 2 , ..., H N ). Therefore, the evolution on phase space is associated with N time variables (t 1 , t 2 , ..., t N ). For any function F (p, q) defined on the phase space, we find that
where t j is the time variable associated with the Hamiltonian H j . Equation (2.1) describes the time evolution (flow) of function F along the surface that H j is constant. We also have another Hamiltonian
where t k is the time variable associated with the Hamiltonian H k . We find that
3) represents an interesting feature, known as commuting Hamiltonian flows, which is a main feature for integrable Hamiltonian system telling us that the flows extend to all possible of time variables t i and fill the whole manifold M 2N .
Liouville integrability: The discrete-time case
For the discrete case, the notion of Liouville integrability can be naturally constructed.
Theorem 2 (Liouville-Arnold-Veselov [2, 24] ). If a canonical map is integrable, then any compact non-singular level set
., N } is a disconnected union of tori on which the dynamic takes place according to regular shifts.
A discrete system is completely integrable if there exists a set of functions {I 1 , I 2 , ..., I N } satisfying the following requirements:
• The functions are invariant,
where T is the discrete-time shift. The Hamiltonian is one of them.
In order to show that I i (p, q) is invariant under discrete-time shift, suppose there exists a discrete symplectic map: (p, q) → (Tp, Tq) such that
where g j and f j are some functions of coordinates (q, p). Equation (2.4), equipped with the Poisson bracket structure
can be considered as a canonical transformation from an old set of coordinates (p, q) to a new set of coordinates (Tp, Tq). If the Jacobian |∂f j /∂p i | is nonzero, we introduce a generating function H(q, Tp) [25] in which (2.4) becomes
6a) 
Next, we would like to consider a canonical transformation between old variables (q, p) and new variables (Q, P ) such that
with the Poisson bracket structure
Therefore, the discrete symplectic map for new variables reads
where G j and F j are some functions of the coordinates (Q, P ). Again, (2.9), equipped with the Poisson bracket structure
can be considered as a canonical transformation from an old set of variables (P, Q) to a new set of variables (TP, TQ). If it happens to be that TP j = P j , one can obtain F j (Q, P ) = Q j + ν j (P ) which immediately leads to Q j (n) = nν j (P ) + Q j (0). The original discrete evolution can be recovered by means of (2.9). Here, ν j are the frequencies and can be obtained as follows.
Suppose there is a generating function W (q, P ) such that
Integrating the first equation of (2.11a), we have
and then the second equation of (2.11a) gives
Since Q j (n) is a function of the invariants P , the corresponding frequencies ν j are given by
An above structure gives us a symplectic map, i.e., (Q, P ) → (TQ, TP = P ) such that
where S is nothing but the action of the system given by
Then, a set of coordinates (Q, P ) is of course the action-angle variables in the discrete case and the existence of these variables, together with interpolation discrete map (2.13a), implies the integrability of the system.
Lax pair: The continuous case
The main object in Liouville integrability is a set of invariants. As we have mentioned earlier, searching for these invariants may turn out to be a difficult task. However, with the help of Lax matrices, all invariants are possible to be computed. Let (L, M ) be a Lax pair where L is the spatial part and M is the temporal part. These two matrices are functions on the phase space of the system which satisfy
where λ is a fixed parameter, t is a time variable and Ψ is an auxiliary function. Differentiating (2.15) with respect to time variable, we get
Using (2.16) and rearranging (2.17), we get 18) which is called the "Lax equation" and it produces the Hamiltonian evolution equations.
Furthermore, the solution of (2.18) is in the form 19) where U is an invertible matrix. The time derivative of (2.19) yields
Comparing (2.20) with (2.18), we find that the matrix M (t) takes the form of
From structure of (2.19), we find that T r(L(t)) = T r(L(0)) and, of course, T r(L l (t)) = T r(L l (0)). This suggests that I l ≡ T rL l , where l = 1, 2, ..., N , are nothing but the invariants of the system. Then, the existence of Lax pair allows us to construct all invariants.
Lax pair: The discrete case
The same procedure on the construction of conserved quantities in continuous case can be applied in the discrete case. Suppose L and M are Lax matrices for the discrete system which satisfy
where Λ is a fixed parameter and Ψ is an auxiliary function. The operator T is the discrete-time shift such that TΨ(n) = Ψ(n + 1), where n is a discrete-time variable. Performing the shift operator on (2.22), we obtain
Substituting (2.23) into (2.24), the equation turns into 25) which is a discrete-time analogue of (2.18) and it gives us the discrete-time equation of motion of the system. Suppose that Lax matrix L can be factorised into the form of 26) where U is an invertible matrix. Applying shift operator T on (2.26) and inserting into (2.25), we find that the matrix M (n) can be expressed in the form of
, where l = 1, 2, ..., N , are the invariants in the discrete case. The same conclusion, with those in the continuous case, can be drawn that the existence of discrete Lax pair allows us to construct all invariants for the discrete system.
Example: The rational Calogero-Moser system
In this section, we provide an explicit example of the integrable system. We choose a onedimensional N-body system with pairwise interaction called the rational Calogero-Moser system [26, 27] which is a well-known example of the finite-dimensional integrable Hamiltonian system. In the continuous-time case, Lax matrices are given by [28] 
where a is a constant related to a coupling constant g defined by g ≡ a 2 − a, X i is the position of the i th particle and E ij are entries defined by (E ij ) kl = δ ij δ kl . The first three constants of motion are
30)
31)
where (2.31) is the Hamiltonian of the continuous-time rational Calogero-Moser system.
In the discrete case, the invariants can be computed using the Lax pair given by [29] 
where x i is the position of i th particle and the variables p i is given by
We see that (2.33) is exactly the same as the continuous case. Therefore, all invariants can be immediately obtained from I l ≡ T rL l , where l = 1, 2, ..., N .
Lagrangian 1-form and closure relation
In the previous section, the integrability criterion is constructed on the Hamiltonian structure of the system. The Poisson commuting of invariants plays an important role to exhibit the commuting Hamiltonian flows. In this section, we set out to construct a mathematical relation to indicate the integrability from the Lagrangian point of view. The variational principle is a main mathematical process that will be used throughout the whole section.
Discrete-time Lagrangian 1-form structure
In this section, we would like to introduce the notion of the discrete-time Lagrangian 1-form. First, let us define a set of discrete-time generalised coordinates (dependent variables) x(n), where x ≡ (x 1 , x 2 , x 3 , ..., x N ), N is the number of degrees of freedom and n ≡ (n 1 , n 2 , n 3 , ..., n M ) is the set of the discrete-time variables (independent variables). Next, let us define the time shift operators as follow:
Discrete curve Γ on the space of discrete independent variables.
where T j is a time shift operator in j-direction.
Suppose that the system evolves along an arbitrary discrete curve Γ embedded on M -dimensional space of discrete independent variables, see figure 3 . Therefore, 1-form Lagrangian is a two-point function between two end points of the discrete line element given by
The Lagrangian (3.36) possesses an antisymmetric property under an interchange of arguments, i.e., L (x, y) = −L (y, x). The action of discrete curve Γ can then be expressed in the form
Equation (3.37) is nothing but the sum of all discrete elements σ(n) = {σ i (n) = (n, T i n) , i = 1, 2, ..., M }.
Discrete variation on the dependent variables
Now, we consider the discrete curve E Γ along the i-direction, see figure 4 , and the action functional is given by
such that x → x + δx, the action functional of a new discrete curve E ′ Γ is given by
where
The variation of action between these two actions is
The local deformation at point x on discrete curve E Γ .
Using Taylor expansion with respect to δx and keeping only the first-order contribution, we obtain
According to the least action principle: δS E Γ = 0, with the conditions δT
since δx = 0. This is the discrete-time Euler-Lagrange equation. In fact, we could have M (i = 1, 2, 3, ..., M ) copies of (3.42) for each discrete direction.
Next, we consider a bit more complicate discrete curve E Γ 1 that lives on (N + M )-dimensional space of dependent variables, see figure 5 .
The action functional is given by
Then we consider the local deformation such that
with the action functional
We do the Taylor expansion with respect to δT j x in (3.44) and the variation of the action Figure 5 : The local deformation of corner curves on the space of dependent variables.
Again, the least action principle requires δS E Γ 1 = 0 with the end point conditions δx = δT i T j x = 0, resulting in
which are the corner Euler-Lagrange equations. In fact, these Euler-Lagrange equations produce the equations of motion, called the constraint equations, which tell us how the system evolves from discrete i-direction to the discrete j-direction. Similarly, the variation of action functional of E Γ 2 expressed as
produces constraint equations in the form of
describing the evolution from discrete j-direction to discrete i-direction. These corner equations first appeared in [14, 30] .
Discrete variation on the independent variables
In the previous section, we consider the variational principle of the discrete curve E Γ with respect to dependent variables and we obtain two types of discrete-time Lagrangian equations. The first one, Euler-Lagrange equation, tells us how the system interpolates on a certain discrete direction and the second one, constraint equation, tells us how the system changes the discrete direction from one to another.
Here, in this section, we will consider the discrete curve Γ which lives on the space of independent variables, see figure 4 . Actually, we can see that the discrete curve Γ is the projection of the discrete curve E Γ . In figure 5 , the action functional of the curve Γ 1 and Γ 2 are given by
and
We find that the discrete curve Γ 2 can be obtained by locally deforming the curve Γ 1 such that (n i + 1, n j ) → (n i , n j + 1), and vice versa. The least action principle,
. Equations (3.51) are called the 1-form discrete closure relations. This equation ensures the invariance of action between two arbitrary discrete curves sharing the same end points.
Example: The discrete-time rational Calogero-Moser system
In this section, we give a concrete example of the Lagrangian 1-form structure of the discretetime Calogero-Moser system [14] . The Lagrangian is given by
where x m (n 1 , n 2 ) is the position of the m th particle, N is the number of the particles in the system and p j is the lattice parameter.
Equation of motion:
Suppose that the action of two discrete elements along the j-direction is given by
Substituting (3.53) into (3.55), we obtain
which are the discrete-time equations of motion for Calogero-Moser system along the j-direction [29] .
Constraint equation: There are four different types of discrete trajectories around the corners, see figure 6 . Figure 6 : Discrete-time evolutions around the corners.
The actions of each configurations around point x are given by
The local variation at point x of each action gives us
respectively. Equation (3.61) gives us a set of equations
Equation (3.62) is a set of constraint equations corresponding to discrete evolutions in figure 6 , respectively.
Legendre transformation: With the Lagrangian defined in (3.53), we find that their associated momentum variable is given by
We now introduce two extra variables P ml and ρ ml such that 
Obviously, the relation (3.65) is not the same with those in [29] since the extra term appears in the Lagrangian (3.53). Furthermore, Nijhoff and Pang pointed out that H (j) is not the Hamiltonian in the usual sense, see [29] , but rather be the Hamiltonian generator, see section 2.3. However, we insist to use (3.65) as the Legendre transformation. Substituting (3.53) into (3.65), we obtain
The action can be rewritten in terms of Hamiltonian as
We consider the variation of action with respect to dependent variables, i.e., T j P ml → T j P ml + δT j P ml , T j ρ ml → T j ρ ml + δT j ρ ml and x m → x m + δx m , resulting in
Imposing the least action condition: δS = 0, we obtain Using (3.55) and (3.63), all momentum variables are given by
Alternatively, the constraint equation (3.62a) can also be acquired by equating (3.72a) with (3.72b). Similarly, equating (3.72c) with (3.72d) results in another constraint equation (3.62b). The last two constraint equations (3.62c) and (3.62d) can be obtained by the equating (3.72c) with (3.72b), and (3.72d) with (3.72a), respectively.
Closure relation: In [14] , it has been shown that the discrete-time rational Calogero-Moser system possesses the discrete closure relation
A crucial ingredient to show the existence of closure relation is the connection between discrete Lagrangian (3.53) and temporal part of the Lax matrices (2.33)
The compatibility between the matrices M 1 and M 2 results in
From this equation, we fine that
We observe that (3.76) is precisely the discrete closure relation with
which is an extra relation of center of mass of the system.
Remark. Discrete multidimensional consistency: We knew that the compatibility between different temporal Lax matrices (3.75) gives the constraint equations (3.62a) and (3.62b). This relation tells us that it does not matter whether the system will go from point x to point T 1 T 2 x, see figure 5 , through point T 1 x in curve E Γ 1 , or point T 2 x in curve E Γ 2 . Then, (3.75) exhibits the multidimensional consistency on the level of dependent variables. Furthermore, the projection of E Γ 1 and E Γ 2 gives Γ 1 and Γ 2 , respectively, on the space of independent variables. Therefore, these two curves Γ 1 and Γ 2 relate to each other by the closure relation which exhibits the multidimensional consistency on the level of independent variables. Then, this seems to suggest that the existence of (3.75) implies the existence of (3.51), and vice versa through (3.76)
Semi-discrete time Lagrangian 1-form structure
Suppose a set of generalised coordinates is a function of discrete and continuous variables x ≡ x(n, τ ) = (x 1 , x 2 , ..., x N ), where (n, τ ) = (n 1 , n 2 , ..., τ 1 , τ 2 , ....). The definition of discrete shift operators in the previous section is still applicable. Now, we consider curve E Γ that consists of one discrete element and one continuous element shown in figure 7 . Then, the action functional associated with this curve is given by
where L (i) is the discrete-time Lagrangian defined in the previous section and L (τ i ) is the Lagrangian associated with the continuous time τ i containing both discrete shifts and derivatives.
Variation on dependent variables
The situation now is that we have a curve constituted from discrete and continuous elements. Then, it is possible to consider the variation on discrete and continuous elements separately.
Of course, if we consider only the discrete elements, we can obtain the result in the previous section and we won't repeat it here. We now start with this action functional
The variations of the variables x → x + δx, T k x → T k x + δT k x and
, result in a curve, see figure 7 , with the action functional
We then do the Taylor expansion of (3.80) and keep only the first two terms in the expansion. The variation of action between (3.79) and (3.80) is
Integrating by parts the second term and imposing the end-point conditions δx(τ ′ ) = δx(τ ′′ ) = 0, we obtain
The least action principle, δS = 0, gives us are nonzero, respectively. These equations are in fact the constraints in this situation. The first one tells us how the system evolves from discrete k-direction to the continuous i-direction while the second one tells us how the system evolves from the continuous i-direction to the continuous j-direction.
The deformation of the semi-discrete curve. Note that here we use x(n k , τ i ) ≡ x(..., n k , ...τ i , ...).
Variation on independent variables
The curve Γ 1 is the projection of the curve E Γ 1 onto the space of independent variables and the action functional is
where the first term represents the evolution along the vertical line and second term represents the evolution along the horizontal line of the curve Γ 1 . We now introduce another curve Γ 2 which shares the end points with the previous curve Γ 1 . The action functional is given by
where the first term represents the evolution along the horizontal line, while, the second term represents the evolution along the vertical line of the curve Γ 2 . The variation between two actions is given by
Using the Taylor expansion with respect to δτ i and keeping only for the first two terms in the expansion, we have now
By imposing the least action principle δS = 0, (3.88) holds if
or in short
which is the semi-discrete-time closure relation. Again, this relation tells us that the action is invariant under the local deformation of the curve on the space of independent variables.
Example: The semi-discrete time rational Calogero-Moser system
We present the semi-discrete time rational Calogero-Moser system [14] , which possesses the semidiscrete time closure relation (3.89). The Lagrangian associated with the continuous variable τ is given by
∂T k x l ∂τ
which has both discrete-and continuous-time variables.
Equation of motion:
Substituting the Lagrangian (3.90) into (3.83), we obtain 
which gives
Equations (3.92) and (3.93) are the constraints on semi-discrete time level. Combining (3.92) and (3.93) together, we obtain the semi-discrete equations of motion (3.91).
Legendre transformation: In the semi-discrete situation, we have both discrete and semidiscrete Lagrangian. The Legendre transformation for discrete Lagrangian has already been given in (3.65) and Legendre transformation for semi-discrete Lagrangian is given by
95a)
95b)
95c)
(3.95d)
Using (3.94) with (3.90), we obtain
which is the semi-discrete time Hamiltonian associated with the continuous time variable τ .
The action associated with the continuous curve is given by
The variation of action (3.97) with
According to the condition δS = 0, we obtain
which are the Hamilton's equations for τ -direction in semi-discrete time level and (3.99e) produces the equations of motion in semi-discrete time level (3.91).
Continuous-time Lagrangian 1-form structure
In this section, we will investigate the variational principle for the continuous-time Lagrangian 1-form structure. Suppose now we have a set of generalised coordinates X(t) ≡ (X 1 (t), X 2 (t), ..., X N (t)) and a set of time variables t(s) ≡ (t 1 (s), t 2 (s), t 3 (s), ..., t N (s)) which are parametised by the parameter s with the boundary: s 0 ≤ s ≤ s 1 . The action functional for this case is written in the form
is the multi-time Lagrangian and X (j) (t) ≡ dX/dt j , where j = 1, 2, ..., N . The curve Γ is on the space of independent variables starting from point t(s 0 ) to point t(s 1 ), see figure 8 .
Figure 8: The curve Γ and E Γ in the X − t configuration.
Variation of independent variables
We consider the variation of the curve Γ → Γ ′ on the space of independent variables while the end points are fixed as shown in figure 8 . By doing so, it is convenient to write the Lagrangian as a function of times, i.e., L (t i ) ≡ L (t i ) (t). We then perform the variation t(s) → t(s) + δt(s) resulting in a new curve Γ ′ . A new action functional is
Performing the Taylor expansion and keeping only the first two contributions in the series, we find that the variation of action is
Using integration by parts on the second term of (3.102), with conditions δt(s 0 ) = δt(s 1 ) = 0, we have
Next, using the chain rule relation 
From the least action principle: δS Γ = 0, we obtain the relation Remark : We have seen that the variation of the action gives the closure relation. Here, we are approaching the problem from different perspective, namely from geometric point of view.
Suppose that α is a differential (k-1)-form. The generalised Stokes' theorem states that the integral of its exterior derivative over the surface of smooth oriented k-dimensional manifold Ω is equal to its integral of along the boundary ∂Ω of the manifold Ω [31] :
We now introduce an object dS given by
as a 1-form on the N -dimensional space of independent variables and, therefore, the action (3.100) becomes S = Γ dS. Applying an exterior derivative to the smooth function coefficients which, in this case, is the Lagrangian, (3.107) becomes
The left-hand side of (3.109) is equivalent to Γ dS − Γ ′ dS, see figure 8 . It is suggested in [6] that, since the multidimensional consistency exists on the level of equations of motion provided by the Lagrangian with the use of Euler-Lagrange equations, it is essential for such consistency to be encoded in the Lagrangian. As a result, the Lagrangian 1-form is required to be a closed form on the solutions of the system. Thus, the right-hand side of (3.109) vanishes, since the exterior derivative operating on the closed form gives vanishing result. Therefore, we obtain 2, 3 , ..., N and i = j , (3.110) which are the closure relations of the system that evolves in the N -dimensional space of independent variables.
From (3.106), it implies that the action functional does not depend on path sharing the endpoints in the space of independent variables. Actually, we can think that the continuous path constitutes from tiny discrete elements. Then, path independent property in the continuous-time case, also known as multidimensional consistency, is a direct consequence of path independent in the discrete-time case. Furthermore, with this property, there is a family of paths(homotopy), sharing the end points, that can be continuously transformed to each other in N -dimensional space M of independent variables.
Theorem 3(Cauchy's Theorem [32] ). If M is simply connected, Γ L(s)ds = 0 for every piecewisely smooth closed curve Γ and every analytic L.
With the definition of simply connected space, every closed curve ΓΓ ′ in such space, say M , is homotopic to zero : figure 8 . This means that, according to the Poincaré conjecture proved by Perelman [33] [34] [35] , three-dimensional space M is topologically equivalent to 3-sphere : M → S 3 .
Variation on dependent variables
Now, we introduce a new curve called E Γ shown in figure 8 . The action functional for this curve is given by
The variation of the dependent variables X → X + δX, gives us another curve E ′ Γ with the action functional
Next, performing Taylor expansion with respect to (δX, δX (j) ), and keeping only the first two contributions in a series, we obtain the variation of the action
Using the chain rule relation 
Using (3.116), the variation of action (3.113) becomes
Integrating by parts the second term in (3.117) with conditions: δX(s 0 ) = δX(s 1 ) = 0, then we have
Now, we have two sets of variables {δX} and {δY ij } in (3.118). We can interpret that {δX i } is a set of variables in tangential direction with the curve E Γ while {δY ij } is a set of variables in transversal direction with the curve E Γ . Then, imposing the least action principle: δS E Γ = 0, we obtain 
since δY ij = 0. Equations (3.120) are called the constraint equations.
A set of compatible Lagrangian equations
In the previous subsection, we have a set of Lagrangian equations including the Euler-Lagrange equation, constraint equation and closure relation. For simplification in further analysis, we will consider only for the case of two time variables. Thus, we have a set of equations as follows
for the Euler-Lagrange equation,
for constraint equation, and
for the closure relation. An interesting fact is that this set of equations (3.121) can be used to determine the explicit form of the Lagrangian 1-form, e.g. Calogero-Moser systems and Ruijsenaars-Schneider systems, see [6] . Now, we consider the curve E Γ starting from point X(t 1 (s 0 ), t 2 (s 0 )) to point X(t 1 (s 1 ), t 2 (s 1 )), see figure 9 . The projection of the curve E Γ gives the curve Γ on the t 1 − t 2 plane. With the closure relation, we may deform the curve Γ such that Γ → Γ 1 + Γ 2 and the system evolves in the following
• Case (a): On the curve Γ 2 , where the time variable t 1 is fixed with the value t 1 (s 0 ), the Euler-Lagrange equation and the constraint equation are simply reduced to
Euler-Lagrange equation:
Constraint equation:
We observe that Eq. (3.122a) is nothing that the usual Euler-Lagrange equation resulting from varying the image of the curve E Γ on the plane σ 2 , see figure 9 (a), associated with the action functional
(a) The projection of the curve E Γ on the plane σ 2 with constant t 1 (s 0 ). s 0 ), t 2 (s 1 )) (b) The projection of the curve E Γ on the plane σ 1 with constant t 2 (s 1 ).
(c) The projection of the curve E Γ on the plane σ ′ 1 with constant t 2 (s 0 ).
The projection of the curve E Γ on the plane σ 
(3.122d)
• Case (b): On the curve Γ 1 , where the time variable t 2 is fixed with the value t 2 (s 1 ), the Euler-Lagrange equation and the constraint equation are simply reduced to
We observe that Eq. (3.122e) is nothing that the usual Euler-Lagrange equation resulting from varying the image of the curve E Γ on the plane σ 1 , see figure 9 (b), associated with the action functional where the Lagrangian
Furthermore, the closure relation also allows us to deform the curve Γ such that Γ → Γ ′ 1 + Γ ′ 2 . In this case, the system evolves in the following
• Case (c): On the curve Γ ′ 1 , where the time variable t 2 is fixed with the value t 2 (s 0 ), the Euler-Lagrange equations and the constraint equation are simply reduced to Euler-Lagrange equation:
We observe that Eq. (3.122i) is nothing that the usual Euler-Lagrange equation resulting from varying the image of the curve E Γ on the plane σ ′ 1 , see figure 9 (c), associated with the action functional
where the Lagrangian
• Case (d): On the curve Γ ′ 2 , where the time variable t 1 is fixed with the value t 1 (s 1 ), the Euler-Lagrange equation and the constraint equation are simply reduced to Euler-Lagrange equation:
We observe that Eq. (3.122m) is nothing that the usual Euler-Lagrange equation resulting from varying the image of the curve E Γ on the plane σ ′ 2 , see figure 9(d), associated with the action functional
From above results, we see that, instead of going directly along the curve Γ, the system can either start to evolve in time with t 1 while t 2 is fixed along the curve Γ 1 and then evolve in time with t 2 , while t 1 is fixed along the curve Γ 2 or vice versa with the curve Γ ′ 1 first and later with Γ ′ 2 , see figure 9 . Intriguingly, from this point of view, the closure relation exhibits the commuting evolutions between the t 1 and t 2 on the space of independent variables and a whole set of (3.122) exhibits the multidimensional consistency of the system.
Example: The continuous-time rational Calogero-Moser system
In this section, we choose rational Calogero-Moser system [14] as an explicit example for continuous-time Lagrangian 1-form structure. The first two Lagrangians in the hierarchy are given by
The first Lagrangian (3.123a) is that of the Calogero-Moser system and the second Lagrangian (3.123b) is the higher order in the hierarchy.
Equation of motion:
The Euler-Lagrange equations are given by
Substituting (3.123) into (3.124), we obtain
where (3.125a ) are the equations of motion for Calogero-Moser system and of course (3.125b) are the next order in the hierarchy.
Constraint equation:
Since the Lagrangian (3.123b) contains ∂X i /∂t 2 , we have (3.127) which are the constraint equations.
Closure relation: In the case of two time variables, t 2 and t 3 , the closure relation is given by
The proof of (3.128) has already been given in [14] so we will not repeat it here.
Hamiltonian hierarchies and commuting flows
In the previous section, a new feature of integrability, called the closure relation, is derived for the system with Lagrangian hierarchy from the point of view of the variational principle. We know that basically we can obtain the Hamiltonian from Lagrangian through the Legendre transformation. The action functional is then written in terms of the Hamiltonian and the variation can be performed with respect to variables on phase space resulting in the Hamilton's equations. In this section, we set out to construct the Legendre transformation to obtain the Hamiltonian hierarchy and of course consider the variational principle on the phase space.
Legendre transformation
To establish the Legendre transformation, we multiply dX/ds to the Euler-Lagrange equation (3.119) dX ds
and introduce the relation 
Substituting (4.133) into (4.131), we obtain
We observe that the term inside the square bracket must be a constant with respect to the parameter s. We then define the momentum variable as
and introduce the 1-form energy function
which is conserved under parametrised time translation, i.e.,
Therefore, what we have now are (4.138) which are the Legendre transformations. This means that, with explicit form of the Lagrangian hierarchy, one can obtain the Hamiltonian hierarchy.
Variational principle on phase space
With the Legendre transformation (4.138), the action functional becomes
where the curve E Γ is defined on the phase space, see figure 10 .
Figure 10: The trajectory of the system defined by a curve E Γ on 2N-dimensional manifold M
2N
embedded in the phase space.
Variation on dependent variables
In this situation, we have 2N variables to work with. We then consider the variations X → X + δX and P → P + δP with the fixed end-point conditions resulting in a new curve E ′ Γ with the action functional
Performing the Taylor expansion and keeping the first two contributions in the series, the variation of action is given by
Integrating by parts the first and fourth terms in the bracket and using the end-point conditions, δX(t(s 0 )) = δX(t(s 1 )) = 0, we obtain
Imposing the least action principle: δS E Γ = 0, we obtain
since δX = 0 and δP = 0 and they are all independent to each other. Equations (4.143) are nothing but the generalised Hamilton's equations.
Variation on independent variables
In this case, the time variables are embedded on the 2N -dimensional manifold M 2N and, then, they cannot be visualised explicitly. However, we still can consider the variation of the time variables such that t(s) → t(s) + δt(s) with conditions t(s 0 ) = t(s 1 ) = 0. The variation of the action is given by
Integrating by parts the first and the fourth terms, we obtain
From the relation
and, imposing the least action principle: δS = 0, we obtain
Equations (4.147) give the characteristic feature of the evolution on the phase space called the commuting Hamiltonian flows. Here we show that we can obtain the involution directly from the variational principle instead of using Poisson structure and Lax matrices [36] .
Example: The continuous-time rational Calogero-Moser system for Hamiltonian structure
In this section, we work out explicitly on the Legendre transformation and variation of the action on phase space for the rational Calogero-Moser system.
Legendre transformation: With the first two Lagrangians (3.123) in the hierarchy, the Legendre transformations are
148a)
where P i = ∂X i /∂t 2 is the momentum. From the structure of (4.148), we note that the Lagrangians (3.123) share the momentum variable. Substituting (3.124a) and (3.124b) into Legendre transformations, we obtain 
and, for the second Hamiltonian (4.149b), we have
Substituting the Hamiltonians (4.149a) and (4.149b) into (4.150), we obtain (3.125a) and (3.125b), respectively.
Commuting flows:
We now would like to show explicit proof of the relation
With Hamiltonians (4.149a) and (4.149b), we find that
We use (3.125a), (3.125b) and (3.127) to simplify (4.152) and (3.125a) to simplify (4.153). The last term of (4.153) vanishes because of the antisymmetric property. We find that (4.151) is reduced to
(4.155)
The first term and the second term vanish according to the antisymmetric property, see also [14] .
Here we show an alternative derivation of the involution of the system through (4.151) instead of using the Poisson bracket {H (t i ) , H (t j ) } = 0.
Nöether Charge
In section 3.3, the local variation, where the end points of the curve are fixed, of action was performed resulting in the generalised Euler-Lagrange equation, the constraint equation and the closure relation. In this section, we again consider the variation of the action but without fixed boundary conditions. We start by considering the curve E Γ which is the classical trajectory of the system and the action associated with it is given by
Suppose that there is a neighbouring curve called E ′ Γ , which is a deformation of the curve
, where s ′ 0 ≡ s 0 + ds 0 and s ′ 1 ≡ s 1 + ds 1 , see figure 11 . A new action is given by
The variation of the action between two curves is
Using Taylor expansion and substituting (3.116) in (5.158), we have
Integrating by parts the second term in (5.159), we obtain The coefficients of δX are generalised Euler-Lagrange equations for Lagrangian 1-form structure (3.119) and the coefficients of δY ij are the constraint equations (3.120). Thus, (5.160) becomes
where P is the momentum as given in (4.135). In figure 11 , we find that The least action principle δS E Γ = 0 implies that the right-hand side of (5.164) is a constant quantity defined as 165) which is called the generalized Nöether charge.
In the case that the system goes under parametised time invariant: s → s + ds, the Nöether charge (5.165) becomes
Since any arbitrary curve Γ on the space of independent variables can be deformed such that Γ = N j=1 Γ j , where Γ j is the curve that only t j is active and dt k /ds = 0 with k = j. Then the Nöether charge (5.166) is just the linear combination of the Nöether charge Q t i = H (t i ) in all possible time directions. What we have here is a set of the Nöether charges: {Q t 1 , Q t 2 , ..., Q t N } which is nothing but a set of Hamiltonians:{H (t 1 ) , H (t 2 ) , ..., H (t N ) }. Alternative method on deriving Nöether charges, based on the notion of generalized vector and of variational symmetries [37] , of the pluri-Lagrangian structure for one-dimensional systems (a.k.a Lagrangian 1-form) can be found in [23] .
Conclusion
We present a recent development for a notion of integrability from the Lagrangian perspective, called Lagrangian 1-form structure which is the simplest case of the Lagrangian multiforms, in both discrete-and continuous-time cases. The variation of the action with respect to dependent variables gives the generalised Euler-Lagrange equations as well as the constraints. While, the variation with respect to independent variables gives the closure relations which guarantees the invariant of the action under the local deformation of curve in the space of independent variables. An important feature for integrability in this context is of course the closure relation which can be considered to be a Lagrangian analogue of the commuting Hamiltonian flows (involution). Furthermore, a set of Lagrangian equations, e.g. Euler-Lagrange equations, constraints and closure relations, forms a compatible system of equations delivering the multidimensional consistency on the level of Lagrangians. One also find that this set of Lagrangian equations can be used to determine the explicit form of the Lagrangians for the integrable one-dimensional manybody systems, e.g. Calogero-Moser and Ruijsenaars-Schneider systems, in discrete-time case [6] . Moreover, we demonstrate that, actually, instead of using the variational principle, one can use the generalised Stokes' theorem as an alternative way to establish the closure relation for both continuous-and, consequently, discrete-time cases as the Lagrangian multiform is required to be a closed form on the solutions of equations of motion. The Lagrangian 1-form must be closed resulting in path independent property of the action with the fixed endpoints on the space of independent variables. This means that there exists a bunch of homotopic paths which can be continuously transformed to each other. This implies that the space of independent variables must be smooth and simply connected or cannot contain hole-like objects. This also means that, as a result from the Poincaré conjecture, in the case of three dimensions, the space of independent variables is topologically equivalent to 3-sphere : S 3 . We also present the Legendre transformation for Lagrangian hierarchy. With this Legendre transformation, the Hamiltonians (invariances) can be obtained directly from the Lagrangians. The action can be rewritten in terms of phase space variables and the variational principle can be considered. The variation of the action with respect to dependent variables gives the generalised Hamilton's equations and the variation with respect to independent variables gives the involution condition leading to the commuting Hamiltonian flows. This means that one can obtain Liouville integrability in the language of variational principle instead of Poisson bracket and Lax pair. We go further on relaxing the local deformation of the curve and the variation of the action results in what we called the generalised Nöether charge. Of course all invariants (action variables) can be obtained from the Nöether charge under the translation in their associated angle variables.
The question of how to capture a new notion of integrability, namely multidimensional consistency in quantum level, is natural to be asked. From the Hamiltonian point of view, Liouville integrability, we find that naive transformation from Poisson bracket to quantum bracket is not applicable since the encounter example was purposed by Weigert [38] . From the Lagrangian point of view, a recent work has been done by King and Nijhoff [39] for the discrete harmonic oscillator (quadratic Lagrangian) which is obtained from the periodic reduction of the lattice KdV equation. They found that the propagator for loop time path makes no contribution and, with fixed end points, the propagator is path independent. This, of course, can be considered as a direct consequence of the closure relation. However, the question of how can we extend the idea to the case beyond the quadratic Lagrangian, e.g. Calogero-Moser systems [14] , is not trivial. Further investigation is needed.
