Given a set of alternatives and some pairwise comparison values, ranking is a least squares computation on a graph. The graph vertices are the alternatives, with a weighted oriented edge between each pair for which there is a pairwise score. The orientations are arbitrary. The set of edges may be sparse or dense. The basic idea of the computation is very simple and oldcome up with a vertex potential such that the potential difference matches the given edge data. Since an exact match will usually be impossible, one settles for matching the edge data in a least squares sense. This formulation was first described by Leake in 1976 for ranking football teams [21] . The residual can be further analyzed for discovering inconsistencies in the given pairwise comparison data, and this leads to a second least squares problem. This whole process was formulated recently by Jiang et al. as a Hodge decomposition of the edge values [19] . The second problem, besides being an important refinement of the basic least squares ranking, has other potential applications, such as in economics [19] .
Introduction
In recent groundbreaking work, Koutis et al. approach optimality in solving symmetric diagonally dominant (SDD) linear systems [20] . We'll refer to their algorithm as the KMP solver. Their work is connected to the weighted graph Laplacian because an SDD system is linear-time reducible to one coming from the graph Laplacian of a certain graph. Their work furthers the equally seminal work of Spielman and Teng [28] [29] [30] [31] and important work by others in this field. See the above papers for references to the literature. The above algorithms have become and will continue to become a key ingredient for many graph theoretic and other problems of interest as mentioned in the above references.
The graph Laplacian however, is just one of a family of Laplacians which have algorithmic importance. And here, by "family" we do not mean the distinction between combinatorial and normalized Laplacians [8] or similar distinctions. Instead, we refer to the family of Laplacians that are commonly called the Hodge Laplacians or Laplace-deRham operators in differential geometry [1, page 538] . Their current algorithmic importance comes from their growing role in the field of numerical finite element (or discrete) exterior calculus [2, 3, 9, 17] . Although the graph Laplacian (which is a special case of the Hodge 0-Laplacian) is well studied, no other Hodge Laplacian is perhaps as familiar in theoretical computer science.
Our contributions
We first recall that the ranking problem on graphs, starting with some pairwise comparisons, can be viewed as two different least squares problems. We show that equivalently it can be viewed as two linear systems, one involving a 0-Laplacian and the other involving a 2-Laplacian 1 . Even for a modest number of vertices, the matrices of the least squares problems can be very large since they depend on number of edges and number of 3-cliques or longer loops.
We show that the first problem involves an SDD matrix and hence can be solved in time approaching optimality in the sense of Koutis et al. using KMP solver. However due to the potentially large size and sparsity of the least squares matrices, one may not always want to even form the 0-Laplacian due to loss of sparsity and resulting storage problems. It is also not clear to us how well, the key ultrasparsification step of KMP solver would work for scale-free networks such as those generated by the Barabási-Albert model [4] . For this reason we also give bounds for conjugate gradient (CG) [16] iterations. We choose CG for our analysis because it is a representative iterative Krylov method [34] from which many others are derived and because its convergence theory is well-understood. For several Krylov iterative methods, such as those included in our experiments summarized in the Appendix in Tables 1-3 , the Laplacian matrix need not be formed, and scale-free networks do not pose a challenge.
We next show that for graphs that are embedded in a compact boundaryless surface as the 1-skeleton of a cell-complex, the 2-Laplacian problem can be interpreted as a 0-Laplacian problem using a dual graph. Thus KMP solver will also apply in this case. If the surface has holes, the KMP solver applies via inclusion of the graph in a larger graph formed by filling in the holes. One has to show that the submatrix remains SDD, which it does. Again, for the reasons stated above, we also give CG iteration bounds in both of the above cases. The bounds for the second are derived from the bounds for the first using Cauchy's Interlacing theorem for eigenvalues of submatrices of Hermitian matrices. These restricted class of graphs are actually very important cases, because we show that the least squares problems of ranking on graphs are the 2-norm optimal homologous chain problem of computational topology [10] .
For a general graph, the matrix in the 2-Laplacian problem is of course symmetric but not diagonally dominant. In fact it will typically also have a very high dimensional kernel. For example, for the complete graph K 5 the matrix is 10×10 and the kernel dimension is 4. The kernel dimension is the dimension of the second cohomology of the graph with its 3-cliques (or longer loops) filled in with disks. Moreover these matrices are typically far from being diagonally dominant. Thus this problem is well out of reach of KMP for two reasons. First, is that the prescription for modding out the kernel in KMP does not extend to 2-Laplacians. Second, is that KMP is only for SDD matrices.
Although we do not have bounds on the iteration numbers in this case, all standard Krylov methods can be used in spite of the non-trivial kernel. Finally, we point out the obstructions to using the idea of surface embedding in handling the 2-Laplacian problem for general graphs.
The ranking problem on graphs
Given is a set of alternatives to be ranked, and some real-valued pairwise comparisons. Not all pairs need to have been compared. Each given pairwise comparison represents how much one alternative in a pair is preferred over the other. The data can be represented as a weighted directed simple graph, with the alternatives as vertices and an edge for each given pairwise comparison. The edge directions are only used as orientations and are arbitrary. The pairwise score just changes sign if the opposite edge orientation is used. It is enough to consider connected graphs. One version of the ranking problem is to find real-valued scores for the vertices which implies their global rank order, such that the values represent the strength of the rank. The task translates to finding vertex values whose differences are the edge values. Every loop in the graph has the potential to make existence of such vertex values impossible if the edge values, taken with signs, don't add up to zero as the loop is traversed. It can be shown that the closest possible global ranking is the vertex value assignment whose differences reproduce the pairwise data in the least squares sense. This is an old idea that was used for ranking football teams by Leake [21] . The residual represents inconsistencies in the pairwise data. A recent extension of Leake's idea was given in a remarkable paper by Jiang et al. [19] who examine the residual, decomposing it into local and global inconsistencies. They posed the whole ranking problem as a discrete Hodge decomposition of the pairwise data and showed that this is equivalent to solving 2 least squares problems.
Preliminaries
For the first least squares problem we need only the graph described in the introduction. For the second least squares problem of ranking we need to use triangles and basic ideas about cell complexes and functions on them. We have tried to rely on vector space terminology to minimize dependence on algebraic topology and Hodge theory. This is possible because we work with realvalued functions on vertices, edges and triangles or other cells which can be just viewed as vectors of numbers. We review the irreducible minimum of the basic terminology and concepts from algebraic topology and Hodge theory that we need. For a longer introduction to the former see [10] and for a deeper look see [27] . For Hodge theory see [1, Section 7.5].
From graphs to cell complexes
Let G be an oriented weighted simple graph, i.e., the edges have been oriented arbitrarily. One can consider these to be weighted directed simple graphs, with the caveat that the edge direction is arbitrary. An edge weight changes sign if the direction is reversed. So it may be better to regard G as a 1-dimensional simplicial complex. This is what is required in the ranking example, where it makes sense that if a is preferred over b by say 3.5 points then b is preferred over a by −3.5 points.
It is enough to consider connected graphs without loss of generality because the ranking problems on each component can be solved independently. We'll call the 3-cliques of G, the set of triangles of this graph and we will orient them arbitrarily. Orienting a triangle just means picking an ordering for the 3 vertices in each triangle. A simple oriented graph G is also an oriented 1-dimensional simplicial complex. With the triangles included it now becomes a 2-dimensional simplicial complex which we will still refer to as G. Let C 0 (G), C 1 (G), and C 2 (G) be the vector spaces of real-valued functions on vertices, edges, and triangles of G. These are the chain groups as defined in algebraic topology [10, 27] . It is more appropriate to consider these to be cochains, but we will simplify things by considering chains since it makes no difference in our application.
Remark 2.1. The 3-cliques are loops of length 3. All the results of this paper are valid if we include loops of length ≥ 3 up to some finite length. The boundary matrices and duality concepts needed later are all well-defined. This yields, not a 2-dimensional simplicial complex but a 2-dimensional cell complex [27] . In the rest of this paper, the reader may substitute the word "cell" for "simplex" or "simplicial" without changing the results.
The vertex-edge adjacency matrix has one column for each edge, with a −1 for the starting node and 1 for the ending node of that edge. This is a boundary operator of algebraic topology and we will use ∂ 1 and [∂ 1 ] to denote the operator and its matrix representation respectively. 
where the first and last arrows are the zero operator.
Hodge decomposition
Hodge decomposition is an important tool in computer graphics [32] , engineering [6] and mathematics [1, 26] . It generalizes, to differential forms on manifolds, the well-known Helmholtz decomposition of vector fields in Euclidean space [6] . The Helmholtz decomposition states that every vector field can be decomposed into a gradient of a scalar potential and a curl of a vector potential. The decomposition is orthogonal and hence unique, although the potentials are not. The first part is curl-free and the second part is divergence-free. If the domain has nontrivial 1-dimensional homology (e.g., if it is an annulus, or a torus etc.) then a third term called the harmonic vector fields arises. For finite dimensional spaces, Hodge decomposition follows from very elementary linear algebra. Let U , V and W be finite-dimensional inner product vector spaces. Let A : U → V and B : V → W be linear maps such that B • A = 0. Define ∆ := AA T + B T B. The vectors in ker ∆ are called harmonic. Pictorially, we have
Technically the transpose like A T maps the vector space duals, i.e., A T : V * → U * but since our inner products will be the standard dot product so we can get away with the slightly informal notation.
Lemma 2.2. There exists a unique orthogonal decomposition of V (called the Hodge decomposition) as:
Moreover, ker ∆ = ker B ∩ ker A T .
Proof. We have first the obvious decomposition V = im A ⊕ (im A) ⊥ , where (im A) ⊥ means the orthogonal complement of im A. Thus V = im A ⊕ ker A T , from which follows that
. This is due to the fact that A T • B T = 0 because of which im B T ⊂ ker A T . This finally yields V = im A ⊕ im B T ⊕ (ker B ∩ ker A T ). To prove that ker ∆ = ker B ∩ ker A T , it is trivial to verify that ker B ∩ ker A T ⊂ ker ∆. For the other direction, let h ∈ ker ∆. Then 0 = ∆h, h = A T h, A T h + Bh, Bh from which the result follows. Here the 3 inner products above are on V , U and W , respectively.
To be precise, one should write
However, we will continue to use equality by identifying the dual spaces V * with the corresponding original vector spaces V etc.
The connection with numerical PDEs should be obvious when one considers the following set of spaces analogous to (2) functions grad / / vector fields
since divergence is the negative adjoint of gradients and scalar and vector curls are adjoints of each other in two dimensions. In fact the solution of Poison's equation constitutes a Hodge decomposition and hence is connected with the problem of ranking on graphs. The above diagram is a version of the de Rham complex [3, 5] .
Hodge Laplacians
In any chain complex a Laplacian can be defined at any dimension. In differential geometry and Hodge theory these are known as the Laplace-deRham operators [1] . But the term Hodge Laplacians is gaining prominence in numerical analysis [2, 3] and we will use this latter term. These are defined in geometry as d δ + δ d where d is the exterior derivative on differential forms and δ is its adjoint, the codifferential. The adjoint definition in that case depends on the metric on the manifold. For us the metric on the graph is the standard inner product. Three different Hodge Laplacians can be defined for the chain complex (1) and all are of interest. These are
The 0-Laplacian is the discrete analog of the usual scalar function Laplacian and is also the combinatorial graph Laplacian. For the de Rham complex (3) ∆ 0 = − div • grad. The 1-Laplacian in the chain complex is the discrete analog of the vector Laplacian 
Least squares ranking and Hodge decomposition
We first consider the case when a given pairwise data, i.e., chain ω ∈ C 1 (G) has components along both im[∂ 1 ] T and im[∂ 2 ]. In this case, the Hodge decomposition, least squares, normal equations, and the Karush-Kuhn-Tucker equations are equivalent. This is the content of Theorem 3.2. The restrictions can be dropped to prove analogous theorems involving fewer equations. In a least squares problem Ax ∼ = b, to minimize b − Ax 2 2 as a function of x, a necessary condition is obtained by setting the gradient to zero which yields the normal equations. Thus, residual minimization implies the normal equations. For the converse, often a sufficient condition that is described in text books is that the Hessian matrix (which is 2A T A, in this case) be positive definite (see for example, [15, page 110] ). This is often useful in the classical least square case in which m ≥ n. For then, if A is full rank A T A is positive definite. In our case, the matrices A T A will be [
. In most complexes with interesting topology we can't rely on these to be nonsingular since [∂ 1 ] T and [∂ 2 ] will have non trivial kernels. The constant functions on the vertices constitute ker[∂ 1 ] T and all the spheres are in the ker[∂ 2 ]. As an alternative, we will use the following lemma.
Lemma 3.1. Given a matrix A ∈ R m×n and a vector x * ∈ R n , if A T Ax * = A T b and x * / ∈ ker(A) then x * minimizes the residual norm b − Ax 2 over all x ∈ R n .
Proof. The dot product b − Ax * , Ax * = A T (b − Ax * ), x * = 0. This means either b − Ax * = 0, in which case we are done, or the vectors b − Ax * and Ax * are orthogonal. The latter means that the shortest distance from b to im(A) is achieved by Ax * .
, the following are equivalent.
(i) Hodge Decomposition (HD)
h ∈ ker ∆ 1 .
(ii) Least Squares (LS) a = α, b = β, and s = h are optimal values of the two least squares problems
where r * is the solution for (6). In least squares short hand notation one would write the two problems as
(iii) Normal Equations (NE) a = α and b = β are a solution of the two systems
where r * is the residual ω
(iv) Karush-Kuhn-Tucker Equations (KKT) a = α, b = β, and s = h are a solution of the two saddle-type systems
where r * is part of the solution for the first system.
Proof. Follows from Lemma 3.1 and elementary calculus and linear algebra. This would involve skipping the equations corresponding to the term that is in the kernel. If both are, then the given data is purely harmonic.
Remark 3.4. The existence of the Hodge decomposition comes from 2.2. In the theorem above we are proving the the equivalence of Hodge decomposition with least squares and normal and KKT equations.
Implications of orthogonality
The three terms in the Hodge decomposition (5) are mutually orthogonal. This is easy to see. It follows simply from the fact that [∂ 1 ][∂ 2 ] = 0 and from the definition of the harmonic part ker ∆ 1 . For example, given an ω ∈ C 1 (G), if it has a nonzero harmonic part h, then h,
Due to these orthogonality conditions, it is easy to see that the second least squares problem, which is [∂ 2 ] b ∼ = r * , can also be written as [∂ 2 ] b ∼ = ω. Similar changes can be made from r * to ω in the second systems in all the formulations above. For ease of reference, below we write the least squares and normal equations using ω instead of r * all in one place. The least squares systems are
and the corresponding normal equations
[
Note from the definition of the Hodge Laplacians in (4) that the above normal equations can be written as
Connection with optimal homologous chains problem
Notice that the least squares formulations in (6) and (7) are exactly the optimal homologous chain problem from [10] . For the first one, the given chain is ω and one is looking for the smallest chain r which is homologous to it. The only difference from [10] is the that norm being minimized is the 2-norm. Of course this makes the difference between linear system solving as we do in this paper, and linear programming of [10] . But it should be clear from this that the problem of least squares ranking on graph and the fundamental problem of computational topology of computing optimal homologous chains are related.
Interpretation in terms of ranking
Given any pairwise comparison data ω ∈ C 1 (G) we see from the theorem above that there exist α ∈ C 0 (G) (the vertex potential or ranking), β ∈ C 2 (G), and harmonic field h ∈ ker ∆ 1 , such that
The α term is the scalar potential that gives the ranking. The β term is defined on cells and captures the amount of local inconsistency in the data. The harmonic part contains the inconsistency that is present due to loops longer than the maximum number of sides in the cells. If only 3-cliques are considered the cells (triangles) then any inconsistency in loops of length 4 or more will be captured in the harmonic part. The following example should make some of this more apparent. Figure 1 shows the example of solving the first least squares problem (6) . It is just as easy to work with disconnected graphs, so we show a graph with 2 components. The values on the edges is the given data ω in C 1 (G). The vertex potential values α ∈ C 0 (G) are written in italics. Note that in the straight line part of the graph which does not involve a cycle, it is clear what the vertex potential should be. There will be no residual in this case. The first triangle after the straight line part is consistent because the value on the hypotenuse is the sum of the values on the other two sides which are oriented appropriately. The other triangles and the square loop are all inconsistent. Here only triangles are chosen as the 2-dimensional cells, so the β part will be the inconsistency associated with the triangles if the second problem were also to be solved. The harmonic part h would be the inconsistency in the square loop. Note that because of 2 connected components the dimension of ∆ 0 = [∂ 1 ] [∂ 1 ] T will be 2. Fixing 1 vertex value in each of the two components and deleting the appropriate row and column will make the normal equations system (8) nonsingular.
First Least Squares Problem for General Graphs
We first show that the first least squares problem (12) for ranking on general graphs can be done in time approaching optimality in the sense of Koutis et al. [20] . However we still show how to estimate the number of iterations required by conjugate gradient method to achieve a given error bound. We do this for the reasons mentioned in Section 1.
Recall that if A is a symmetric positive definite matrix, the number of conjugate gradient iterations are related to the norm of the error by the inequality
See for example [13, page 51] . Here x A is the A-norm of x, i.e., x 2 A := x, Ax and κ = λ max /λ min is the condition number of A. The same result holds even if A is singular, as long as it is semidefinite, and x A is considered a seminorm and λ min is defined to be the smallest nonzero eigenvalue of A. Given a desired error (in the A-norm), one can find the number of iterations of conjugate gradient method required to achieve that error, by substituting for e k A and solving for the smallest k which satisfies inequality (16) . We'll refer to this number as conjugate gradient iterations required to achieve error . Theorem 4.1. For an arbitrary graph G, the first least squares problem of ranking (12) can be solved by the KMP solver in time achieving optimality in the sense of Koutis et al. [20] .
Proof. By Theorem 3.2 (or its special cases mentioned in Remark 3.3) the least squares problem (12) is equivalent to the the normal equation (14) . But the matrix involved is then [∂ 1 ] [∂ 1 ] T which is the combinatorial graph Laplacian ∆ 0 and hence it is SDD. Thus KMP applies. Theorem 4.2. For an arbitrary graph G, the conjugate gradient iterations required for the first least squares problem of ranking is given by inequality (16) using λ min (smallest nonzero eigenvalue) and λ max (largest eigenvalue) for the graph Laplacian ∆ 0 restricted to the orthogonal complement of its kernel.
Proof. This follows for the same reasons as previous theorem and because CG is oblivious to non trivial kernel.
Much is known about spectrum of the graph Laplacian for various types of graphs [11, [22] [23] [24] , including random graphs and scale-free networks [7] . These results usually involve some graph property. For example, for various types of special graphs, λ min is often bounded in terms of edge connectivity -the minimum number of edges to be removed to make a graph disconnected. From the above Theorem 4.2, one can make predictions like 1 iteration convergence of CG for complete graphs, which is borne out by our numerical experiments. See for instance Figure 3 in the Appendix. For some special graphs, some well known lower bounds or formulas for λ min are given below and can be found in various sources referred above. Readers familiar with eigenvalues for the second order finite difference matrix for second derivative in one dimension will recognize for example, the expression for the λ min for path (straight line) graphs. An easy upper bound for λ max of ∆ 0 is twice the maximum degree. This easily follows from Gershgorin theorem [33] .
Second Least Squares Problem for Surface Graphs
The situation with the second least squares problem is very different from the first one. In the first one the graph Laplacian appears and it is well studied and KMP applies for an arbitrary graph. But in the normal equation form of the second least square problem (15) , the system matrix that appears is the 2-Laplacian ∆ 2 . We point out in Section 6 that for a general graph, the system matrix ∆ 2 is not diagonally dominant in general. However, for a special class of graphs embedded on surfaces, the matrix is SDD.
Let G be the 1-skeleton of a polygonal cell complex embedded in a compact surface with or without boundary [14, 25] . The 1-skeleton of a triangulation of a torus embedded in R 3 is an example. We first show the diagonal dominance of the 2-Laplacian matrix for such a graph.
Theorem 5.1. The matrix of the 2-Laplacian
for a surface graph of the type described above is SDD. Thus KMP solver can be used.
Proof. The matrix is of order of the number of 2-dimensional cells. Each diagonal entry is the number of sides of that 2-cell. Every edge appears as an edge in at most two 2-cells, the boundary edges if any, appear in only one 2-cell. Any two 2-cells share at most 1 edge because this is a cell complex on a surface. Thus the off diagonal entries can only be ±1 or 0. The edges of a 2-cell σ are shared with at most as many 2-cells as the number of edges in the boundary of σ. This completes the proof of SDD.
Remark 5.2. These surface graphs are an important special class. We have mentioned in Section 3.2 that the 2 least squares problem of ranking on graphs are the 2-norm version of the optimal homologous chain problem [10] for real-valued chains. The above theorem shows that this important problem from computational topology can be solved with the KMP solver.
Motivated by the reasons given earlier, we would again like to estimate the spectrum of ∆ 2 in order to estimate the conditioning and hence the CG iterations. The spectrum of ∆ 2 on graphs with 2-dimensional cells (such as 3-cliques considered as triangles) has not been studied. However, for a special class of surface graphs, we can translate the question about the spectrum of ∆ 2 to a question about the spectrum of ∆ D 0 for an associated dual graph. For this we will need the notion of dual graphs [25] .
First we consider graphs on boundaryless orientable surfaces. Let G be the 1-skeleton of a polygonal cell complex of a compact surface without boundary. Its dual graph consists of a dual vertex for each primal (original) facet, a dual edge for each primal edge, and a dual facet for each primal vertex. Theorem 5.3. For an embedded graph on a boundaryless orientable surface as described above,
That is, for such graphs, the 2-Laplacian of the primal is the same as the 0-Laplacian of the dual.
Proof. Consider the primal and dual chain complexes as shown below.
The vertical arrows are isomorphisms as described in [27] . Using these isomorphisms to identify the primal k-chains with dual (n − k)-chains, it follows that
From the above theorem and Theorem 4.2 for such surface graphs we have the following.
Corollary 5.4. The number of CG iterations for the second least squares problem of ranking can be determined using Theorem 4.2 applied to the dual graph.
Now we consider graphs on a compact orientable surface with boundary. That is, let G be the 1-skeleton of a cell complex of a compact orientable surface with boundary. We will now show how the spectrum of such a graph can be bounded by the spectrum of a larger graph containing it. Patch the hole of the surface by introducing one vertex for each hole and joining it to the vertices on the boundary of that hole and including the 2-cells into the cell complex. Let G be the 1-skeleton of the resulting larger cell complex. Then G will be a subgraph of G . We will need the following theorem to give bounds on the spectrum of ∆ G 2 in terms of the spectrum of ∆ G 2 .
Theorem 5.5 (Cauchy's interlacing theorem [18] ). Suppose A is a Hermitian matrix. Let λ 1 ≤ λ 2 ≤ · · · ≤ λ n be the eigenvalues of A and µ 1 ≤ µ 2 ≤ · · · ≤ µ n−1 be the eigenvalues of the n − 1 matrix formed by deleting row i and column i of A. Then,
Theorem 5.6. The spectrum of ∆ G 2 is bounded above and below, by the spectrum of ∆ G 2 hence by the spectrum of the graph Laplacian of the dual D of G .
Proof. Since G is the 1-skeleton of a cell complex of a compact boundaryless surface, Theorem 5.3 applies and we have the
Thus by the interlacing theorem, the spectrum of ∆ G 2 is bounded by the spectrum of ∆ G 2 .
Corollary 5.7. Bounds for CG iterations for G can be determined using the spectrum of ∆ G 0 which is a graph Laplacian.
Second Least Squares Problem for General Graphs
We first point out that system matrix ∆ 2 for a general graph need not be diagonally dominant. Consider for example the complete graph K 5 in which every 3-clique is being considered a triangle. The boundary matrix [∂ 2 ] and the 2-Laplacian ∆ 2 for K 5 are given in the Appendix in Figure 4 . Thus, for a general graph, the KMP solver cannot be used for solving the second least squares problem of ranking due to lack of diagonal dominance. Another aspect of ∆ 2 matrices for general graphs is that the kernel dimension can be very high. For example, for the matrix for K 5 , the matrix is 10 × 10 and the kernel is dimension 4. The kernel dimension is related to the dimension of the cohomology. Moreover, unlike the KMP prescription of modding by the kernel by fixing the value on a vertex, the kernel of ∆ 2 cannot be handled in this way. For iterative Krylov methods the non trivial kernel is not a problem.
Although a general graph can be embedded in a surface of sufficiently high genus, one cannot use the ideas of previous section to bound the spectrum. This is because 3-cliques need not become triangles in the embedding due to a homological obstruction.
Numerical Experiments
We show results of numerical experiments using a variety of iterative Krylov methods applied to the two least squares problem of ranking. We did our experiments using special graphs like path, cycle, star, wheel, and complete graph, as well as Erdős-Rényi type graphs, Watts-Strogatz random graphs, and graphs generated by the Barabási-Albert scale-free network model. The numerical verification of bounds proved above is in Figures 2 and 3 in the Appendix. The Appendix also shows the iterations, timing, and error in computing Hodge decomposition. These results are in Tables 1-3 . [ Table 1 : Results of numerical experiments on simplicial complexes generated using the random triangle method. Edge and triangle densities are with respect to the complete graph and to all possible triples of nodes, respectively. Algorithm designators ending with "-N" were used on the normal equations formulation; those with "-K" on the KKT equations; and those with "-LS" on the least squares equations directly. Error is measured relative to the exact solutions, known a priori in these experiments. Computations were done on a laptop with 2 Gb RAM and a 1.66 GHz CPU. Table 2 : Results of numerical experiments on simplicial complexes generated from Watts-Strogatz random graphs and treating every 3-clique as a triangle. Edge and triangle densities are with respect to the complete graph and to all possible triples of nodes, respectively. Algorithm designators ending with "-N" were used on the normal equations formulation; those with "-K" on the KKT equations; and those with "-LS" on the least squares equations directly. Error is measured relative to the exact solutions, known a priori in these experiments. Computations were done on a laptop with 2 Gb RAM and a 1.66 GHz CPU.
