ABSTRACT
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, Deutsche Boerse and the London Stock Exchange stocks fare according to this measure. By investigating this issue across different market centers with different market structures, we establish the universality of the positive link between volatility and trading costs. We are also able to draw conclusions on whether or not there is any significant variation across different market structures on this issue.
The study enhances and extends the existing literature in several ways: It investigates short-term stock price volatility as a way of capturing the trading friction during the trading day. To that extent, it is an attempt to expand the studies on trading friction that use daily data (e.g. Stoll (2000) ). We are also contrasting short-term volatility with long-term volatility (such as from daily and weekly return series) to measure the extent of volatility accentuation during shorter periods. An important contribution is the comparison of volatility accentuation at different times of the trading day. Even though, several studies find a U-shaped intra-day volatility pattern, the level of concavity of the Ushape across different market centers has not been analyzed before. We use data from five different equity markets, in the US and in Europe, with a wide spectrum of different market structures and opening procedures employed. As a result, we are able to investigate whether or not patterns of volatility differ across various market centers and market opening procedures. Instead of using data on stock indices, we use tick-by-tick data on individual stocks in each market. Since price discovery and trading friction occur on an individual stock basis, we use individual stock price data in all markets in order to capture trading friction more accurately.
PART 2: LITERATURE REVIEW
Trading friction in financial markets measures the difficulty with which an asset is traded. Stoll (2000) uses daily data to investigate trading friction for the NYSE stocks, and finds that trading frictions are particularly pronounced at the opening of a market and can be captured by measuring the opening volatility. However, Stoll's definition of opening volatility takes into consideration only the first price of the day, and not the price changes immediately following the opening. Stoll's definition of opening volatility is in the spirit of Amihud and Mendelson (1987) and Stoll and Whaley (1990) . Before Amihud and Mendelson (1987) , daily volatility was traditionally calculated from close to close returns. Theirs was the first academic study that compared the variance of the open-toopen returns to the close-to-close returns of the stocks of the DJ Industrial Index. They found that open-to-open returns had a higher variance compared to the close-to-close returns
The importance of the differencing interval when measuring variance has been established in the literature. Hasbrouck and Schwartz (1988) , and Campbell, Lo and MacKinlay (1997) are two studies that show that the variance 13 estimated for the same data sample, however at different sampling frequencies, give different results. 2 This is in contrast to a random walk model of stock returns that would give the same number for variance no matter how the sampling frequency is set as long as the same calendar period is investigated. Furthermore, if stock prices follow a random walk then we expect to find evidence of neither positive nor negative autocorrelation.
Intra-day patterns in volatility were first documented by Wood, McInish and Ord (1985) , Jain and Joh (1988) and Harris (1986) . Subsequently, this area has been investigated by other academic studies including Madhavan, Richardson and Roomans (1997) , and Gerety and Mulheren (1994) . Generally, these studies find a U-shape in volume and volatility across the markets studied. One of the more important differences between these studies and the current one is that, in these studies, patterns of stock indices are investigated as opposed to the patterns of individual stocks that are investigated in the current study. Price discovery takes place on an individual stock basis, and one of the primary reasons for the accentuated intra-day volatility is the errors in price discovery for the individual stocks that occur during the trading day. By investigating individual stocks, we would like to capture the extent of this phenomenon. Furthermore, another important difference between our study and some of the studies mentioned above is that these studies calculate and contrast the volatility of 24-hour returns, albeit beginning the 24 hour period at different times of the day. In other words, they measure 9:30 to 9:30 volatility, 10:00 to 10:00 volatility etc. Also, in addition to measuring open to open and close to close (ie. 24 hour) and weekly and bi-weekly volatilities, in this study we concentrate on shorter term volatility by investigating the pattern of intra-day half hour and open to close volatilities.
Admati and Pfleiderer (1988) provide a theoretical explanation for the intra-day U-shaped patterns in volume and volatility in which concentrated-trading patterns arise endogenously as a result of the strategic behavior of liquidity traders and informed traders. Several other researchers argue that the trading costs should increase towards the end of the trading day, creating more volume and volatility near the closing of trading. Examples include Bessembinder (1994) , and Brock and Kleidon (1992).
PART 3: A DISCUSSION OF VARIANCE RATIOS
In this study, we use variance ratios to measure the extent of accentuated short-term volatility. An important implication of random walk hypothesis is that variance of the random walk increments (measured by the natural logarithm of price relatives) is a linear function of the time period. In other words, if returns of stock prices follow a random walk, it should not matter whether we use hourly, daily or weekly time increments to measure the return variance. They should all give approximately the same variance once they are adjusted for the differencing interval. Under the random walk hypothesis, Var ( ) 2 ( t r ) should be twice Var ( t r (1) ) and the following variance ratio VR(2)
should be one. However, existence of serial autocorrelation in stock returns causes the variance ratios to differ from one. Again we can demonstrate this for the two-period variance ratio as follows:  is the first order autocorrelation of the return series. Since the denominator of the above variance ratio is the variance of two-period returns series, we are only concerned with the first order autocorrelation. However, when the long-period return series are more than double the short-period return series, then we need to investigate higher order autocorrelation terms than the first order. 3 The VR(2) formula derived above shows that while a positive autocorrelation causes the VR(2) to be less than one, negative serial autocorrelation will cause the VR(2) to be greater than one. In other words, under positive autocorrelation, variance of longer periods will be larger than sum of the variances of shorter periods. Under negative autocorrelation, variance of longer periods will be smaller than sum of the variances of shorter periods.
PART 4: DATA
Two domestic markets are studied: The New York Stock Exchange and the Nasdaq Stock Market. Intraday trades and quotes data for both markets were obtained from the TAQ (Trades and Quotes) database. The study period is the calendar year 2000. We include in our study the stocks that make up a major index for both market centers. For Nasdaq, we choose the stocks that were a part of the Nasdaq 100 index on December 31, 2000 and for NYSE, we choose the stocks that were a part of the S&P 100 index on December 31, 2000. Of course, the S&P 100 index contains a few Nasdaq stocks and we eliminate these stocks from our NYSE sample. We divide the calendar year into two six-month periods and run our tests separately for these two periods in order to check for robustness. In addition, we perform extensive error-filtering of the data.
The three foreign markets that are studied include the Euronext Paris (Paris Bourse), Deutsche Boerse and the London Stock Exchange. For each market we study the transaction records, during the year 2000, of stocks that make up a major index. We use the BDM database of the Paris Bourse for the transactions of the stocks that make up the CAC 40 index, and the Transaction Data Service database of the London Stock Exchange for the transactions of the stocks that make up the FTSE 100 index. The transactions database of the stocks that make up the DAX 30 index was obtained from the Deutsche Boerse. Trading hours at the Paris Bourse at the beginning of 2000 were 9:00 am to 5:00 pm. The hours were extended on April 1 st to 9:00 am to 5:30 pm. The market opens with a call auction within the first minutes after 9:00 am, and there is another call auction that takes place about 5 minutes after the close. We divide the study period into two intervals: the first interval is from January 1 st to March 31 st and the second period is from April 2 nd to December 31 st . The first interval corresponds to the shorter trading hours and the second interval corresponds to the longer trading hours. Trading hours for Deutsche Boerse at the beginning of the year were 9:00 am to 5:30 pm, but they were extended to 9:00 am to 8:00 pm on June 2 nd , 2000. Similar to the Paris Bourse, trading opens with an opening call auction that takes place within the first few minutes after 9:00 am. There is an intraday call auction a few minutes after 1:00 pm. Also, again similar to the Paris Bourse, there is a call auction that takes place about 5-10 minutes after the close. Before the extension of trading hours, the closing call was around 5:40 pm. After the extended trading hours, this call is kept as the second intraday call auction and the closing call auction takes place few minutes after 8:00 pm. Again, we divide the study period into two intervals. The first interval is from January 1 Starting with this date, trading has been ending with a call auction that takes place several minutes after 4:30 pm. We again divide the study period 3 Hasbrouck and Schwartz (1988) and Campbell, Lo and MacKinlay (1997) show that an m-period variance ratio will be a function of the m-1 autocorrelation coefficients as follows:
This equation shows that the m-period variance ratio is a function of the first m-1 autocorrelation coefficients, with linearly declining weights. If higher-order intertemporal correlations are predominantly positive (negative), then long term return variance will be greater (smaller) than the sum of short term return variances. If higher order autocorrelation coefficients are pre-dominantly negative then we should observe accentuated short-term volatility in the equity prices. 15 into two intervals. The first interval is from January 1 st to May 29 th , corresponding to the period without the closing call auction, and the second interval is from June 1 st to December 31 st , corresponding to the period with the closing call auction.
In this paper, in tables 2 through 6, we only present the intra-day results for the second half of 2000, as described above, for all market centers in order to save space. The findings are consistent between the first and second study periods, and the first study period results are available upon request.
PART 5: EMPIRICAL METHODOLOGY AND RESULTS
We define the following differencing intervals: Intra-day (half-hour) variances, open-to-close variances, open-to-open variances, close-to-close variances, one-week variances and two-week variances. We then calculate the ratios of shorter period variances to longer period variances in order to measure the extent of variance accentuation or diminution at shorter differencing intervals.
We capture the intra-day patterns of volatility by dividing the trading day into several half-hour periods. For example, in a market with a trading day that is six and a half hours long (eg. New York Stock Exchange and Nasdaq) we have thirteen half-hour periods: such as 9:30 to10:00, 10:00 to 10:30 … 3:30 to 4:00.
The reason for dividing the trading day into several sub-periods is twofold. First, focusing on a certain halfhour interval across days helps to break the effect of the factors that create the inter-temporal autocorrelation. Since factors such as momentum trading and market impact build over time, investigating consecutive periods would have led us into underestimating their effect on trading costs. Second, we are able to investigate how the trading friction changes across the trading day, and whether certain periods of the day could be characterized by having higher levels of execution costs. We calculate the volatility of stock returns for each of the half-hour intervals separately in an attempt to capture the relative volatility of different periods of the trading day, such as the opening half-hour or the closing half-hour.
In all the markets, findings confirm a U-shaped intra-day volatility pattern, with a more pronounced spike at the beginning of the trading day. These findings confirm that the period following the opening and just before the end of trading are periods of particular stress, and require particular attention. Intra-day volatility patterns show that volatility is accentuated in all markets studied during the beginning of trading in the morning and towards the close of trading. This result clearly suggests that these are periods characterized by less efficient price discovery (high trading friction). However, the underlying reasons for the greater uncertainty (and the more difficult price discovery) are different for the opening and closing periods. Price discovery in the morning is more difficult compared to the rest of the trading day mainly because there is information cumulated during the non-trading hours that needs to be translated into prices during this period. Furthermore, following a period of non-trading there could be greater heterogeneity in interpretation of the new information and, thus, more variation in opinions about the direction of stock prices. On the other hand, towards the end of the day trading becomes more stressful due to the impending close of trading. Namely, as the market close approaches traders feel a need to close their positions and/or rebalance their portfolios before the non-trading period ends in order to minimize the risk of carrying their positions overnight. This increased trading pressure translates into increased volume and accentuated volatility in stock prices.
We also calculate the variance of each stock in our sample for longer differencing intervals than the intra-day periods where n is the number of half hour periods per one trading day, j is the subscript for the intra-day half-hour period, and i is the subscript for the particular stock.
In Table 1 , we report the following longer period variance ratios for all the markets: OC / TW, OO / TW, CC / TW, OW / TW. In all of these variance ratios, the denominator (the longer differencing interval) is the scaled twoweek variance. Since we expect that trading friction would get washed out over the longer term, two-week variance should be capturing the true volatility (that stems from permanent, information related price shifts) of the securities investigated instead of accentuated volatility due to trading friction. As a result, through using this set of variance ratios, we are able to investigate whether or not open-to-close, open-to-open, close-to-close, and one-week variances are accentuated.
Findings show that one-week variance is statistically indistinguishable from two-week variance for all markets. This finding confirms that trading friction is washed out when variance is calculated in sufficiently long differencing intervals. Clearly, a one-week differencing interval is long enough for the volatility accentuation due to friction to dampen appreciably. On the other hand, open-to-open variance is significantly accentuated in the London Stock Exchange and Euronext Paris for both of the study periods, and in Nasdaq and Deutsche Boerse for at least one of the study periods. The results for the close-to-close variance are less consistent than open-to-open variance results. We find that close-to-close variance is accentuated in comparison with the two-week variance in the London Stock Exchange, Euronext Paris and the Deutsche Boerse for only one study period in each market. This result is consistent with the academic literature that find opening variances to be higher than closing variances.
Open-to-close variance, on the other hand, is not statistically greater than two-week variance for all the markets except for the London Stock Exchange. Since the open-to-close period does not include the overnight period, this result implies that there is significant price volatility overnight (that might be due to information arrival overnight). The second period (July-December 2000) for the NYSE is an outlier in the sense that the variance ratios are pre-dominantly less than 1, albeit not statistically significantly except for the OC/TW, during this period. This was a period of important change in the NYSE since decimalization has been introduced during this period. Certainly, this might be the factor explaining the findings. However, the impact of decimalization needs to be investigated more formally before reaching any firm conclusions. Also in Table 1 , the percentages of stocks (for each market and study period) that have variance ratios more than unity are also reported. As expected, these percentages are consistent with the variance ratios we calculated, and show that, for most of the markets, shorter period volatilities are accentuated.
In Tables 2 through 6 , each intra-day half-hour period volatility accentuation is reported as compared to open to close, close to close, open to open, one week and two week volatilities. 4 Results show that the accentuated intraday volatility widely reported by academic studies and mainstream media is a phenomenon that belongs to the opening (and in some market centers to the closing) of the trading only, and not to other intra-day periods during the middle of the trading day. As discussed in the previous paragraphs long-term volatility as measured by using daily or weekly price changes captures permanent and information-driven shifts in prices as opposed to intra-day price changes that are largely attributable to trading friction. As a result, through calculating the relative accentuation of intra-day periods compared to longer differencing intervals, we can infer the efficiency of price discovery in these markets during the more stressful periods such as the opening or closing of trading.
In all markets we study, market opening is a period of particular stress and the volatility accentuation is observed for about two half-hour periods into the start of trading. One notable exception is the London Stock Exchange. In this market, we observe an even higher volatility accentuation that lasts about four half-hour periods into the start of trading. We are unable to explain this result fully, but note that trading volume at the open is low for London. 5 The lower volume indicates that institutional investors in London tend to avoid trading at the open. 6 While institutional traders in the US may also tend to avoid the open, retail trading interest in the US (and continental Europe) provides ample volume at the open and, in so doing, may lead to better price discovery.
We also find some evidence of accentuated short term volatility just before market closes, however not at as great en extent as we found for the opening period. More specifically, volatility is accentuated compared to longer differencing intervals during the market closings for NASDAQ, Euronext Paris and London Stock Exchange, with once again the most pronounced accentuation being observed at LSE. It was discussed in part 3 that Deutsche Bourse extended its trading hours from 9:30 am -5:30 pm to 9:30 am -8:00 pm. However, these extended hours were largely unsuccessful during our sample period with very little trading volume observed after 5:30 pm 7 . Table 6 shows that despite the extended trading hours, 5:30 pm is still the effective close with minimum price movement from 5:30 pm to 8:00 pm. On the other hand, the call auction that follows the 8:00 pm close seems to be a meaningful price discovery vehicle.
PART 6: DISCUSSION
An essential function of a marketplace is to bring buyers and sellers together to discover the prices of securities traded in it. However, the process of price discovery in any equity market is not without trading friction. Trading friction can be defined as all of the factors that collectively create pricing errors (that lead to less than efficient price discovery). Examples of factors that create pricing errors include the bid-ask spread that causes prices to alternate between the bid price and the ask price, the price impact of large trades that push the prices up for a buyerinitiated transaction or down for a seller-initiated transaction, herding behavior (momentum trading) that leads to price runs up or down, and under or overreaction to news announcements. There are two important commonalities between the factors that create the trading friction. First, they create turbulence around the prevailing level of the security price. Second, their impact is only temporary in nature. That is, prices get corrected and revert back to their previous levels over the longer period.
Consequently, trading friction is expected to lead into accentuated volatility only over the short term. In other words, short-term accentuated volatility can be viewed as symptomatic of a market with increased inefficiencies in the price discovery process. Despite the fact that some temporary pricing errors may be unavoidable in an equity market, it is certainly desirable to minimize the level of trading friction that is the outcome of avoidable inefficiencies in the price discovery process. A market with less trading friction is certainly more efficient in discovering prices and will be a preferable trading venue for most market participants. It is from this perspective that we view short-term accentuated volatility as an inverse measure of market quality.
In this study, we investigate the level of short-term volatility accentuation and contrast it to longer-term volatility in five different equity markets: The New York Stock Exchange and NASDAQ in the US, and The London Stock Exchange, Deutsche Boerse, and Euronext Paris in Europe. For each market, we repeat our investigation for two separate study periods to check for the consistency of our results. Also, in all the markets in this study, we choose the most liquid stocks during each study period. The reason to investigate five markets and two study periods for each of 18 them is to find the common features across these markets, and to establish that accentuated short-term volatility is a phenomenon shared by a wide array of equity market structures.
We are able to reach several conclusions from this study. First of all, our results show that the complexity of finding the price that best reflects the broad market is particularly magnified during the opening period. In all of the markets that we studied, opening volatility is accentuated, not only compared to the remaining intra-day periods of the trading day; it is also significantly accentuated compared to longer-term, daily or weekly volatility. Secondly, the pattern of intra-day volatility is a reverse J-shape with the highest spike at the beginning of the day with another, albeit less pronounced, spike towards the close. This finding is strikingly similar across markets despite the fact that the level of volatility varies considerably depending on the stocks included in the study. On the other hand, when we evaluate the level of closing volatility accentuation compared to longer differencing intervals, we find more mixed results. Despite the fact that volatility picks up as the market close approaches for all the markets, when we compare the level of volatility at the close with longer period volatilities we find that it is highly accentuated only for the London Stock Exchange, more mildly accentuated for Nasdaq and Euronext Paris, and not accentuated for either NYSE or Deutsche Boerse.
One area that would be a natural extension of this study is to find whether there are any variations in the volatility patterns of cross-listed stocks. The pattern of volume in the European markets suggests that the opening of trading in the US markets (and the consequent transfer of information) is important in the price formation process for European stocks. Conversely, one would expect the American Depository Receipts to have a unique volatility/volume pattern, as opposed to the domestic stocks, due to the price discovery that carries over from their home market to the US market.
The intra-day pattern of stock price volatility (and volume) indicates a very intricate process of price discovery in equity markets. We are able to make statements about the quality and efficiency of markets through investigating these patterns. All told, an intra-day analysis of volatility (and volume) raises many exciting questions that should lead the way to new and fruitful research. 
Table3. Intra-Day Variance Ratio Tests, NASDAQ Stock Market
Intra-day variance ratios are presented for each half hour period during the trading day. INT is the scaled intra-day half hour variance, OC is the scaled open-to-close variance, OO is the scaled open-to-open variance, CC is the scaled close-to-close variance, OW is the scaled one-week variance, and TW is the scaled two-week variance. The percentages of stocks with variance ratios greater then unity are also presented below the market variance ratios. The study period is July-December 2000 for Nasdaq Stock Market. Intra-day variance ratios are presented for each half hour period during the trading day. INT is the scaled intra-day half hour variance, OC is the scaled open-to-close variance, OO is the scaled open-to-open variance, CC is the scaled close-to-close variance, OW is the scaled one-week variance, and TW is the scaled two-week variance. The percentages of stocks with variance ratios greater then unity are also presented below the market variance ratios. The study period is April-December 2000 for Euronext Paris. Bold entries indicate significantly different than unity at the 5% confidence level. Bold and italic entries indicate significantly different than unity at the 1% confidence level.
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