I would give great praise to the physician whose mistakes are small, for perfect accuracy is seldom to be seen.-
I would give great praise to the physician whose mistakes are small, for perfect accuracy is seldom to be seen.-Hippocrates [1] For over a decade, there has been widespread and increasing uptake of peer review in radiology as a mechanism of quality improvement in the United States and Europe. Radiologists across British Columbia will soon be participating in a single province-wide system of peer review. Important lessons are emerging in the literature about the intention, design, and execution of peer-review systems, which we would do well to consider as we embark on creating a system of our own.
Peer Review in Radiology
As originally conceived, the objective of peer review in radiology was to improve overall performance by recognizing unperceived findings on diagnostic studies and identifying opportunities for improvement for all radiologists [2] . In practice, however, peer review has often been used as a component of individual practitioner performance-based evaluation, in which participation is required for accreditation and credentialing and in which discrepancy rates of an individual radiologist could be used as a determinant of competence [2] . In recent years, the traditional emphasis on peer reviewegenerated individual scores has come under increasing scrutiny. Recent literature demonstrates that such data is subject to bias and may contribute to punitive culture in which there are tangible disincentives to honest participation. At the same time, the literature suggests that the value of peer review lies not simply in identifying error but in the educationally oriented follow-up activities that emphasize a nonpunitive culture of group learning and feedback [3, 4] .
Most peer-review systems involve retrospective review of a previous study of the same modality at the time of interpretation of the current study. The prototype and most widely used system is the American College of Radiology's RADPEER system, which uses a 3-point (although until recently a 4-point) scale to assess the interpretive accuracy of the previous report and a subjective assessment of the likelihood of clinical significance for discrepant cases [5, 6] . The generally accepted definition of interpretive error for the purposes of peer review is a substantial discrepancy compared to a consensus of peers [7] .
Limitations of Peer Review
Several limitations of peer review have been identified, particularly in those that emphasize the scoring aspects of the system. Poor interobserver agreement between radiologists with respect to the presence of and severity of discrepancies has been demonstrated in 3 studies [8e10]. At best, interobserver agreement is fair, with a kappa statistic of up to 0.23 [9] ; at worst, however, interobserver agreement is poor, with a kappa statistic as low as 0.11 [8] . A 2012 study of 25 discrepant cases rescored blindly by 21 subspecialty radiologists found no unanimous agreement by all reviewers in any case; in fact, there was at least 1 reviewer who did not find any discrepancy in 80% of the cases [8] . These observations highlight the difficulty of relying on peer reviewederived data as a measure of individual performance.
There are several biases are inherent in a system that involves evaluating a colleague, whose identity is often known to the reviewing radiologist. Submission bias leads to underreporting of errors, a well-described phenomenon suggested by the low discrepancy rates of peer-review programs. For example, available RADPEER data report a 2.9% overall discrepancy rate with <0.5% of major discrepancies. These figures are lower than expected based on the literature, including a recent meta-analysis that found a 7.7% pooled discrepancy rate with 2.4% of major discrepancies [6, 11] . Similarly, there is a selection bias in peer-review systems that allow the radiologist to choose the cases for review. Indeed, there is a clear preference for studies with a higher pretest probability for agreement, which are quicker and easier to review. Conversely, more complex and time-consuming studies are rarely selected [3, 12] . These biases are likely to distort peer reviewegenerated data and render it of questionable reliability.
Ultimately, radiologists have concerns about the consequences of their work being reviewed in a scoring-based system that to many feels punitive, and may feel reluctant to critique the work of their colleagues [12e14]. This undoubtedly affects participation in and attitudes towards the process and likely accounts for low compliance rates observed by many programs [5] . In this context, lack of anonymity and unease about medicolegal and professional implications of being labeled a poor performer seem reasonable. Perhaps most disheartening is, despite the considerable time and effort invested into this process, the impact of peer review on improving error and performance is unclear [4] .
Peer Feedback to Peer Learning
Many current peer-review systems, with the primary focus on retrospective detection of errors, rarely incorporate effective constructive feedback, or learning components [3] . As a result, there has been a recent shift towards identifying opportunities for group education and performance improvement in a nonpunitive environment. Although this approach is more likely to appeal to participating radiologists, research is needed to determine whether this translates into a reduction in error.
Errors in diagnostic radiology tend to occur in patterns [2] . Characterization of errors and trend analysis may help to identify more common errors, suggest potential root causes and propose mitigation strategies [3, 15] . A 2016 article in Abdominal Radiology provides a useful taxonomy of the 4 major types of diagnostic errors (perceptual, interpretive, information transfer, and process), with suggested countermeasures to address each of them [3] . For example, data on interpretive error are periodically aggregated to determine whether there are consistent patterns that could be addressed at a topic review talk on identified trends.
Establishing a forum for discussion of errors and sharing lessons learned, often called morbidity and mortality or quality assurance (QA) meetings, is an essential component of group learning. In 2008, the Royal College of Radiologists published recommendations for how these meetings should be conducted, including targets for meeting frequency and attendance as well as a formal process to record learning and action points of the cases reviewed [16] . This forum also provides an opportunity to showcase good pick-ups and discuss interesting cases.
Errors identified outside the formal peer-review system are a rich source of potential learning opportunities, including those reported informally by referring clinicians or upon re-review at multidisciplinary meetings [17] . In addition, many departments maintain a QA database of voluntarily reported errors: a 2014 study in Radiology found the QA database yielded more errors, including less frequent but more clinically significant ones, than the peer-review database did. Inclusion of additional modalities and procedural complications, generally not incorporated into traditional peer review, suggest that these systems are complementary in the information they provide [18] .
Performance improvement in radiology can be achieved in many ways. Peer review represents one tool and, as such, is best situated within a QA program that includes additional mechanisms of identifying and addressing issues of importance to our referring clinicians and patients. Furthermore, as a relatively recent endeavor, there are many important outstanding questions about how the process is best carried forward, including the definition of peer and management of outliers.
Conclusion
There has been incredible uptake of peer review in radiology since its introduction over a decade ago, a trend that is very likely to continue in the future. Recently published literature on the experience of our American and European colleagues is instructive and identifies important opportunities to create a nonpunitive peer-review system truly focused on learning from the errors we all make.
