Abstract. We consider standard finite-dimensional variational models used in signal/image processing that consist of minimizing an energy involving a data fidelity term and a regularization term. We propose new contributions from a theoretical perspective which give a precise description on how the solutions of these optimization problems depend on the amount of smoothing effects and the data itself. The dependence of the minimal values of the energy is shown to be ruled by Hamilton-Jacobi equations, while the minimizers u(x,t) for the observed images x and smoothing parameters t are given by u(x,t) = x − t∇H (∇xE(x,t) 1. Introduction. Many low-level signal and image processing and computer vision problems can be formulated as an optimization problem. A quite standard approach for performing signal and image denoising consists of optimizing an energy that is a weighted combination between a data fidelity term (that embeds the knowledge we have on the nature of the noise that corrupts the image) and a prior (that contains the knowledge we have on the image to be reconstructed). Among such models, the Rudin-Osher-Fatemi (ROF) model which consists of minimizing the Total Variation with a separable quadratic term has received a lot of interest in the image processing and computer vision communities since the seminal works of [9, 39] . Many other priors other than Total Variation have been introduced in image processing and computer vision to get better quality for image reconstruction (see [1, 9, 42] , for instance). In this paper, we shall consider variational imaging problems that consist of minimizing a convex data fidelity term with a given convex prior. In a Bayesian framework, this corresponds to consider maximum a posteriori estimators. The goal of this paper is to establish new theoretical relationships between the solutions of the energy minimization problems in image processing and Hamilton-Jacobi (H-J) partial differential equations.
Introduction.
Many low-level signal and image processing and computer vision problems can be formulated as an optimization problem. A quite standard approach for performing signal and image denoising consists of optimizing an energy that is a weighted combination between a data fidelity term (that embeds the knowledge we have on the nature of the noise that corrupts the image) and a prior (that contains the knowledge we have on the image to be reconstructed). Among such models, the Rudin-Osher-Fatemi (ROF) model which consists of minimizing the Total Variation with a separable quadratic term has received a lot of interest in the image processing and computer vision communities since the seminal works of [9, 39] . Many other priors other than Total Variation have been introduced in image processing and computer vision to get better quality for image reconstruction (see [1, 9, 42] , for instance). In this paper, we shall consider variational imaging problems that consist of minimizing a convex data fidelity term with a given convex prior. In a Bayesian framework, this corresponds to consider maximum a posteriori estimators. The goal of this paper is to establish new theoretical relationships between the solutions of the energy minimization problems in image processing and Hamilton-Jacobi (H-J) partial differential equations.
A finite-dimensional framework is considered in this paper. Scalars and vectors will be denoted by letter and bold letters, respectively. It is assumed that images are defined on a lattice V with cardinality |V| = n. The value of an image x at a site i ∈ V is denoted by x i ∈ R. It is more convenient for mathematical purposes to see an image x as an element of R n and to access its ith entry by x i ∈ R for i = 1,...,n. We shall abuse notation by always writing x i even though i could live in the sets V or {1,...,n}. This abuse of notation should never be confusing in this paper.
A standard model for image formation is formally given by x = Aū + η , (1.1) where x ∈ R n is the observed signal or image and we aim at estimatingū. In other words, the observed image x has been generated from an unknown ideal (noiseless) imageū ∈ R n that is seen through a linear operator (represented by the matrix A with real entries) that generally corresponds to a blur in image processing. In addition, it has also been corrupted by some additive noise η. It is also assumed that the model "Aū + η" spans R n , i.e., for any observed image x there exists at least one ideal imageū and a realization of the noise η that yields the observation x. In this paper, we shall assume that the matrix A is an invertible matrix. Two scenarios are considered: (a) ideal images live in a subset of R n and thus we assume that the noise perturbation spans the whole space or (b) we assume that the noise is bounded and that the set of possible original images is R n . Note that the latter assumption on the boundedness of the noise represents no limitation for signal/image processing. Indeed sensor readouts are bounded for obvious physical reasons.
Priors contain some knowledge we have on the signal to reconstruct [42] . Several priors used in image processing are convex functions but they are not necessarily differentiable. We briefly present below some of the most common priors encountered in the literature. Priors based on 1 -norm have been remarkably popular since they promote sparsity. Among them, Total Variation-based prior is a popular choice in image processing since it allows the reconstructed image to exhibit sharp edges. There are several ways to define Total Variation (TV) on lattices. Perhaps the simplest one consists of considering the sum of the weighted absolute value of the pairwise differences of some pixels. This yields the following finite dimension anisotropic version of TV [9, 12, 19, 33] :
where the weights w ij are finite and nonnegative. Another used formulation of TV considers a more isotropic version [39] than the pairwise interactions formulation given by (1.2). It is contained in the following general form:
where any weight w ijk is still nonnegative and finite. Higher order interaction priors can also be considered. Note that both of these formulations can be seen as a particular case of Nonlocal Total Variation [27] that takes the following form:
where any weight w ij is finite and nonnegative. Another useful prior on images consists of weighted l 1 -norms for encouraging sparsity of the image. It takes the following form:
where, again, the weights w i are nonnegative and finite. This prior has received a lot of interest due to its close connection with compressive sensing reconstruction [11, 22] .
One can also use priors on images that do not come from l p -norms. A general form of priors with pairwise interactions takes the following form:
where any φ ij is a convex function. For example, a popular choice for φ ij is the Huber prior [42] that corresponds to the following definition:
where the real valued parameter α is nonnegative. Note that this prior is differentiable. We refer the reader to [1, 9, 16, 42] for other possible priors.
The data fidelity term corresponds to the knowledge we have on the process that alters the ideal imageū. A standard assumption in image processing is that the noise that corrupts ideal images is Gaussian and additive. For the sake of simplicity, we should only consider this case in this section. We shall present it formally while rigorous justification will be given later. This corresponds to considering a separable quadratic data fidelity term. More general data fidelity terms, i.e., non-Gaussian noise, will be covered later in this paper. Given an observed image x ∈ R n , a standard imaging problem consists of minimizing in the y ∈ R n variable the following energy:
for any fixed t > 0 and where J corresponds to a convex prior. The Euclidean norm in R n is denoted by · 2 . The real t > 0 gives the amount of filtering we wish to consider. It corresponds to a trade-off between the smoothing effect of the prior and the fidelity to the observed image x.
A lot of effort has been devoted to proposing efficient algorithms for minimizing (1.3) when J is given by one of the priors recalled above and for a given fixed observed image x and a given fixed smoothing parameter t > 0. This is still an active field of research (see, e.g., [3, 13, 14, 23, 35, 41] ). In this paper, we study the behavior of the minimal values of the energy (1.3) with respect to both the observed data x ∈ R and the smoothing parameter t > 0. In other words, we study the function F : R n × (0,+∞) → R formally defined by (1.4) F (x,t) = min
For a fixed t > 0, the mapping x → F (x,t) is called the For imaging purposes, one is generally more interested in the minimizer of the energy F itself (i.e., the vector y that realizes the minimum of F ) rather than its minimal value F (x,t). This minimizer is called the proximal point of x relatively to J [36] . In that context, the object of interest is the function v : R n × (0,+∞) that maps the observed data x ∈ R n and the smoothing parameter t > 0 to the proximal point (i.e., the minimizer of (1.4))
For any fixed t > 0, the mapping x → v(x,t) is called the proximal mapping of J [36] , [38, Def. 1.22, p. 20] . In [15] , the connection with imaging problems of the form of (1.3) and proximal methods is highlighted. The authors give some properties of the proximal mapping x → v(x,t) for any fixed t > 0. Nevertheless, their study is not sufficient for our goal since we shall consider nonquadratic data fidelity terms and also consider nonfixed smoothing parameters t.
In [28, Chap. 3] and [29] , the author studies the proximal mapping for Total Variation in an infinite-dimensional framework.
In this paper, we shall consider imaging problems where the data fidelity term is not restricted to being quadratic. We study both the mappings that take the observed data x ∈ R n and the smoothing parameter t ≥ 0 to the minimal values of the energy F (x,t) (1.4) and the minimizers v(x,t) (1.5).
Let us illustrate the behavior of the minimal values and of the minimizers on a simple example. We consider an energy of the form of (1.3). We recall that the data fidelity term is a separable quadratic term. We set the prior J to an anisotropic Total Variation with pairwise interactions of the form of (1.2), i.e., J(y) = (i,j) ∈ V 2 w ij |y j − y i |. We set the lattice V to be a regular two-dimensional (2D) grid and we endow it with the 4-nearest neighbors [42] . For any i ∈ V we denote by N (i) the set of the 4-nearest neighbors of i. The weights w ij are defined as follows: for any i ∈ V and any j ∈ N (i) we set w ij = 1 2 . Thus, the energy we consider in this example corresponds to the anisotropic ROF problem [39] that takes the form
The minimizer and the minimal value of this energy can be computed up to the machine precision using maximum-flow based algorithms [12, 19, 33] . Figure 2 (e) also depicts the minimal values of (1.6) as a function of the smoothing parameter t with the observed data x = x M or x = x B being fixed. Let us note that this function is convex. We pursue this example by illustrating the behavior of minimizing (1.6) when it is seen as a function of both the observed data x and the smoothing parameter t. The following toy example aims at illustrating this behavior. We consider the convex combinations between the two observed images x B and x M , and the two smoothing parameters t 0 = 15 and t 1 = 50. More precisely, we consider Figure 3 (a,c) depicts the convex combination images (1 − α)t 0 x B + αt 1 x M . The minimizer of (1.7) for α = 0.4 and α = 0.6 are depicted in Figure 3 (b,d) . The plot of the function (1.7) is depicted in Figure 3 (e). We also observe that this function is convex.
The goal of this paper is to show that for a broad class of variational problems (including the ones presented above) the function E which maps the observed signals/images x ∈ R n and the smoothing parameters t ≥ 0 to the minimal values is ruled by the solution of a H-J partial differential equation. The initial datum of this H-J equation is the convex prior J. Solutions of these H-J equations are given by the celebrated Hopf-Lax formulas and are stated in Theorem 2.6. We provide a closed formula in Proposition 3.1 that gives an explicit representation of the minimizers u in function of x, t > 0, E, and some Hamiltonians related to the data fidelity term. In addition, the behavior of both mappings for the limiting case t → 0 is also described. Indeed, Theorem 2.6, which recalls the Hopf-Lax formulas, also gives the value of E when t → 0. In addition, Proposition 3.2 provides the convergence of the minimizer u when t → 0. The behavior of the semiderivative of E at (x,0) and the evolution rule of the minimizer when t → 0 are also characterized; see Propositions 3.3 and 3.4. These results when the smoothing parameter t → 0 are important for imaging purposes.
In other words, the study gives the dependency of the minimal value of the energy and of the minimizer of the variational problem with respect to the observed data x and the value of the smoothing parameter t.
The remainder of this paper is organized as follows: section 2 studies the minimal value of the imaging problems in function of the observed image x ∈ R n and the smoothing parameter t > 0. Not only Lemma 2.1 shows that the image processing problem is well-posed: for any x ∈ R n and t > 0 it has a unique solution; but it also proves properties on the Hamiltonian that are essential for H-J equations. Indeed, the Hopf-Lax formulas given in Theorem 2.6 imply that the minimal value function is convex and obeys a H-J equation with initial datum. Section 3 gives the formulas for the minimizer of imaging problems. Proposition 3.1 gives formulas that connect directly the minimizers to the minimal values of the imaging problem: Proposition 3.2, 3.3, and 3.4 give a precise description of the behavior of the minimizers when the smoothing parameter t ends to 0. An appendix gives the proof of Lemma 2.1. We draw some conclusions in section 4.
Convex problems and
Hamilton-Jacobi equations. The goal of this section is to describe theoretical connections between the minimal value of convex image processing problems with H-J equations with convex initial datum. In this paper we shall make use of the book on convex analysis in finite dimension of Hiriart-Urruty and Lemaréchal [31] and [32] . We also refer the reader to the monographs [7, 21, 24, 37] . We first introduce some useful definitions of convex analysis.
Preliminaries.
We first recall some standard definitions of convex analysis. The domain of a function f : R n → R ∪ {+∞} is the set dom f = {x ∈ R n , f(x) < +∞}. Definition 2.1 (convex functions and the set Γ 0 (R n )). A function f : R n → R ∪ {+∞}, not identically +∞, is said to be convex when, for all (x,y) ∈ R n × R n and for all α ∈ (0,1), there holds
]). The class of convex functions that are lower semicontinuous is denoted by
A function f is said to be strictly convex if the inequality is strict in (2.1) for x = y with x,y ∈ dom f .
The class of convex functions Γ 0 (R n ) is the one of interest in this paper. The standard Euclidean scalar product of R n is denoted by ·,· and its associated norm by
The infimal-convolution of f 1 and f 2 is the function from R n to R ∪ {+∞} defined by 
The infimal convolution is said to be exact if the infimum is attained at
This linear form l is denoted by Df (x) and is called the differential of f at x. It can be represented by a unique vector of R n that is denoted by ∇f (x) ∈ R n . It is defined for all
We call this element the gradient of f at x.
2.2.
Hamilton-Jacobi equations with convex initial datum and convex Hamiltonians. We now describe the connection between a large class of convex imaging problems and H-J equations.
We consider imaging problems that take formally the following form: for any observed data x ∈ R n and any t > 0 solve
Here J corresponds to the prior we have on the image to be reconstructed. The other term, namely tH * x−· t , corresponds to the data fidelity. For example, the canonical imaging problem (1.4) is obtained by setting
We shall make some assumptions on J and H. Throughout this paper, the following assumptions are made:
We will add one of the following two assumptions:
= +∞, or either (H5') H * is differentiable at point whenever it has a subgradient at this point, i.e., ∀x ∈ dom H * , ∂H * (x) = ∅ ⇒ ∂H * (x) = {∇H * (x)}, (H6') H is bounded from below by a constant, (H7') dom J = R n . Let us briefly review the impact of these assumptions on the general image processing problem (2.2). The set of assumptions (H1), (H2), (H3), and (H5) on H corresponds to considering that dom H * = R n and that H * is strictly convex, continuously differentiable, and 1-coercive. These properties come from [32, Corollary 4.1.4, p. 82]. The set of assumptions (H1)-(H5) are widely used in image processing since the only requirement on the prior J is (H4), i.e., J ∈ Γ 0 (R n ) (see Definition 2.1). This allows one to consider priors J that have bounded domains. The set of assumptions (H1)-(H4) and (H5')-(H7') allows for the data fidelity term H * to have a bounded domain. This means that the perturbation due to the noise is bounded. Assumption (H5') is a technical assumption on H * (an example will be given later in this section). This assumption will be used for making the connection between the general problem (2.2) and H-J equations. Assumption (H7') ensures that for any observed data x ∈ R n and any smoothing parameter t > 0 the imaging problem always has a solution. The assumption (H6') implies that H * (0) is finite.
The two sets of assumptions (H1)-(H4) with either (H5) or (H5')-(H7') yield to data fidelity terms H * and priors J where, for each case, the domain of definition of J or H * is R n . This ensures that there is a solution to the imaging problem (2.2) for any observed data x ∈ R n and any smoothing parameter t > 0. Indeed, the next lemma shows that under the above assumptions, the problem (2.2) admits a unique minimizer for any observed data x and positive smoothing parameter t. Note that if one assumption is removed, then it may happen that the existence of a minimizer might be lost, or that the uniqueness does not hold, or that the connection of the imaging problem (2.2) with H-J equations does not hold (at least in the classical sense).
Lemma 2.1. Suppose the assumptions (H1)-(H4) along with either (H5) or (H5')-(H7') hold. Then, the following properties hold for any x ∈ R n and for any positive smoothing parameter t > 0:
2) exists and is attained at a unique pointȳ ∈ dom J.
The proof is given in Appendix 4. Part (i) of this lemma means that the image restoration problem (2.2) is well-posed: it has a unique minimizer. There is exactly one minimizer and it corresponds to the estimated restored image. Note that this only states that the minimization problem (2.2) is well-behaved. In practice, one needs to find the minimizer of (2.2) by some theoretical or numerical/algorithmical means. Parts (ii) and (iii) of this lemma will be useful for establishing the connection with H-J equations and to derive the explicit formulas for the minimizers. The next section provides a constructive proof for finding this minimizer in the function of the observed data x ∈ R n and the smoothing parameter t ≥ 0.
We are now ready to relate the minimal values of the problem (2.2) to H-J equations. To this purpose, we consider the initial-value problem for the H-J equation that takes the following form:
where the unknown is the function E that maps R n × [0,+∞) into R. Here, ∂E/∂t and ∇ x E, respectively, denote the partial derivatives with respect to t and the gradient vector with respect to x ∈ R n of the function E.
The function H is called the Hamiltonian. In general, H-J equations do not have global classical solutions in the sense that one cannot find a differentiable function that satisfies (H-J) everywhere in R n × (0,+∞). The theory of viscosity solutions has been developed in [17, 18] to provide an appropriate notion of weak solutions of (H-J) and has been widely studied since. The formalism proposed in this paper does not require the theory of viscosity solutions; the goal of this paper is to exhibit the connections between (H-J) and convex variational problems in imaging sciences. When either the Hamiltonian H or the initial datum J is convex along with some continuity assumptions, then the solutions can be obtained through the Hopf and Lax formulas [5] , [25, Chap. 10] . In this paper, we shall use these formulas and make strong assumptions on both the Hamiltonian and the initial datum such that the solutions are classical.
The solution of the H-J equation is given by the following theorem.
Theorem 2.6 (Hopf and Lax formula). Suppose the assumptions (H1)-(H4) along with either (H5) or (H5')-(H7') hold. Then, the unique differentiable and convex function E : R n × [0,+∞) → R that satisfies the H-J (H-J) equation with initial datum
Furthermore, for any x ∈ dom J the pointwise limit of lim t→0,t>0 E(x,t) exists and is given by 
E(x,t) = J(x).

In addition, the infimum in (2.5) is attained and is unique.
The proof relies on convex analysis and is done in [30, exercise 7.28, p. 358]. Note that with our assumptions, both the Hopf and Lax formulas yield the same solution. This comes from the fact that both the Hamiltonian H and the initial datum J live in Γ 0 (R n ) as defined in Definition 2.1.
The set of assumptions (H1)-(H4) along with either (H5) or (H5')-(H7') are rather minimal. Indeed, if one assumption is relaxed, then a solution to the (H-J) equation with initial datum may not be defined on R n × [0,+∞) but only on a subset of it. Also, the solution may not be classical as one cannot expect to find a solution that is differentiable everywhere on the interior of its domain of definition.
Note that for any fixed t > 0 the Hopf and Lax formulas correspond exactly to the imaging problem of interest (2.2) which consists of estimating the ideal imageū while observing the data x = Aū + η given by the image formation model (1.1). The convex behavior of the minimal energies that are observed in Figures 2 (e) and 3 (e) follows directly from the fact that the Hopf-Lax solution is the Fenchel-Legendre transform of a convex function. Compared to many H-J equations used in physics and optimal control [4] , the dimension of the problem is very high since it involves (n + 1) variables where n is the number of pixels of the image. In addition, the initial datum of the (H-J) equation is the prior we set on the image to reconstruct. The use of an imaging prior J as the convex initial datum of the (H-J) equation is not common in the partial differentiable equation literature compared to standard (H-J) based problems [4] . Some examples. Let us consider the particular case of the separable quadratic Hamiltonian, i.e., H = 1/2 · 2 2 in (H-J). Its Fenchel-Legendre transform is itself, i.e., H * = 1/2 · 2 2 = H. We thus consider the following H-J equation:
The solution is given by the Lax formula, which gives for any t > 0 and any x ∈ R n E(x,t) = min
This corresponds exactly to the minimal value of the variational image restoration problem when the regularization term is J and the perturbation is zero-mean, additive, and Gaussian. If J is a Total Variation, then we obtain the ROF model [39] (see section 1 for the link with the proximity operator of J). This approach can also deal with more elaborate observation models as (1.1). For example, more general quadratic Hamiltonians of the form H = 2 . This corresponds to a variational formulation for a deconvolution problem with additive Gaussian noise. In other words, the approach can deal with observations x that could be obtained from blurry versions of the ideal imageū and then corrupted by some realization of the noise.
The assumption on the perturbation η is fairly weak. For instance, non-Gaussian noise can also be considered. Take f ∈ Γ 0 (R) as defined in Definition 2. So far, all the Hamiltonians considered satisfy assumption (H5). Under the (H5) assumption, we can consider convex regularization terms J that include some constraints, i.e., that dom J can be different from R n . For instance, suppose it is a priori known that the signal to reconstruct is piecewise constant and is nonnegative. A standard regularization term under these assumptions consists of considering anisotropic Total Variation defined by (1.2). It takes the following form:
where each coefficient w ij ≥ 0. Now, let us exhibit a data fidelity that satisfies (H5'). Assume that H(x) = 1+ x 2 2 . Its Fenchel-Legendre transform is
and satisfies (H6'). Indeed H * is differentiable in the open ball {x ∈ R n | x 2 < 1} and has empty subdifferentials for any x ∈ R n such that x 2 ≥ 1. More generally, the Hopf-Lax formula given by (2.5) states that the regularization term in the image processing problem always become the initial datum of the H-J equation. The function H * aims at taking into account some noise effects and implicitly defines the Hamiltonian through its Fenchel-Legendre transform. The amount of regularization is obtained by adjusting the smoothing parameter t > 0 through the perspective scaling tH * · t . 3. Behavior of the minimizer. So far we have only considered the behavior of the minimal value of the optimization problem. Recall that we are more interested in the minimizer of the optimization problem since it corresponds to estimate the ideal image. We shall now address the issue of the behavior of the minimizers.
Since the the minimizer in the Hopf-Lax formula is unique for any observed data x ∈ R n and any smoothing parameter t > 0, we can introduce the function that maps the observed data and the regularization parameter to the minimizer; that is, the function u :
We set u(x,0) = x for continuity purposes and this is justified in Proposition 3.2. We first study a simple example to highlight the behavior of (3.1) before considering the general case.
3.1.
A specific example with l 1 prior. Let us first consider a specific example in order to understand the kind of formula we wish to establish. This specific example allows us to compute explicitly the solution u(x,t) for any observed data x ∈ R n and any smoothing parameter t > 0. We set an 1 prior on images (as given by (1.3)) J = · 1 and consider the quadratic Hamiltonian
The Hopf-Lax formula yields for any t > 0 and any
It is well known that the optimal solution corresponds to a soft thresholding/shrink applied component by component [35, 26, 20] . This operation is widely used in image processing, computer vision, machine learning, and compressive sensing as it promotes sparsity and can be computed efficiently. The soft thresholding operator is defined for any real value a and any positive real number α as
The minimizer of (3.2) is then given componentwise by
for any i = 1,...,n. Another formulation of the solution consists of noting that the soft thresholding can be expressed as an Euclidean projection onto a closed convex set. More precisely, let π C 1 be the Euclidean projection onto the closed convex set C 1 = [−1,1] n . The soft thresholding reads as follows:
Let us note here that this problem is a specific Riemann problem and that the solutions and inequalities involving generalizations of this problem have originally been obtained by Bardi and Osher in [6] . This approach is not specific to the 1 -norm and can be generalized. Indeed, instead of choosing J = · 1 , we can consider J ∈ Γ 0 (R n ) that is positively 1-homogeneous, i.e., J(λy) = λJ(y) for any y ∈ R n and λ ≥ 0. The convex closed set C 1 is then replaced by the closed convex set C defined by C = ∂J(0), and the minimizer then satisfies
Note that the behavior of the minimizer could be studied through the stability of the Euclidean projector onto a closed convex set [8, 40] . However, in this paper we do not wish to restrict the study to 1-homogeneous prior J as many priors used in signal/image processing do not enjoy this property.
Main results.
We now describe the general case that will include the above examples. Our goal is to establish Proposition 3.1 that gives an explicit formula of the minimizers in function of x ∈ R n , t > 0, E, and H. The behavior of the minimizers when the smoothing parameter t → 0 is given by Proposition 3.2. The behaviors of the minimal values E and ∇ x E at (x,0) are also characterized by Propositions 3.3 and 3.4.
Lemma 2.1 states that the infimal-convolution (2.5) of J with tH * ( · t ), which corresponds to the Hopf-Lax formula, is exact for any t > 0. Thus, we can invoke [32, Prop. 3.4.1, p. 119] and deduce that the subdifferential of this infimal-convolution with respect to the variable x is given for any t > 0 and any x ∈ R n by
By Lemma 2.1 (ii) we have that ∂H * x−u(x,t) t = ∇H * x−u(x,t) t , and by Lemma 2.1 (iii), we obtain for any t > 0 and any x ∈ R n that ∇H * x−u(x,t) t ∈ ∂J (u(x,t) ). This implies that the subdifferential (3.4) is a singleton. In other words, it is differentiable and its partial derivative with respect to x is given by ,t) ).
In addition, under the assumptions (H1)-(H4) with (H5) (the proofs can be adapted to cope with the other set of assumptions, i.e., (H1)- (H4) 
Using (3.6) and Definition 2.5 into (3.5), we get
Thus, we have proved the following result. Proposition 3.1. Suppose assumptions (H1)-(H4) along with either (H5) or (H5')-(H7') hold. Then, for any x ∈ R n and any t > 0 we have
The above formula states that the behavior of the minimizers are completely dictated by the spatial derivative ∇ x E of the solution of (H-J) and the gradient of the Hamiltonian. To the best of our knowledge, this relationship that links the restored image u(x,t) with the minimal value of the imaging problem (2.2) was unknown.
However, Proposition 3.1 is valid only for smoothing parameters t > 0. The following propositions study the behavior of the minimizers when t → 0 with t > 0. For this purpose we shall consider any sequence of positive smoothing parameter t k > 0 converging to 0. We also consider the sequence of observed data (x + t k d k ) k∈N , where x ∈ R n and d k ∈ R n for any k ∈ N such that lim k→+∞ d k = d with d ∈ R n . In other words, we consider sequences of the form (x + t k d k ,t k ) k∈N that are converging from the direction (d,1) to (x,0) [38, p. 197] .
Our goal is to prove that the sequences (u(
) k∈N are convergent and to provide explicit formulas of these limits.
The next proposition describes the behavior of the minimizer when the smoothing parameter vanishes. It shows that the minimizer of the imaging problem converges to the final observed data x. This means that vanishing smoothing parameters corresponds to vanishing noise. (i) For any x ∈ dom J we have for u given by (3.7)
(ii) For any x ∈ dom J such that ∂J(x) = ∅, then the sequence
Part (ii) of the above proposition is a technical result that is useful to prove the next proposition. It shows that the sequence (∇E x (x + t k d k ,t k )) k∈N is bounded. It also provides the set where any accumulation point of (∇E 
bounded and any accumulation point q satisfies q ∈ ∂J(x).
We can refine the above proposition by looking at the semiderivates (see [38, Def. 7.20, p. 
The above proposition shows that ∇ x E and the variations of E correspond to the maximum deviation between the linear form d,· and H over the closed convex set ∂J(x) as the smoothing parameter t vanishes. It, thus, gives explicit formulas for the role played by the image prior J on the minimal value E and its variations as t → 0. The constraint ∂J(x) shows how that image processing prior J acts on the minimal value and its variation of the image processing problem (2.2).
Let us make some remarks for the particular case of the quadratic Hamiltonian H = in (H-J). In this case, for any fixed x ∈ R n the mapping (0,+∞) t → ∇ x E(x,t) is called the 
Proof of Proposition 3.2.
We set
Case with (H5).
Proof of (i). Since for all k ∈ N, u(x k ,t k ) is the minimizer of (2.5), we have
In particular, for y = x we get for any
By (H5), H is 1-coercive and by invoking [32, Prop. 1.3.8, p. 46] we get that dom H * = R n . Since H * is also convex it is continuous on R n . In addition, since x k = x + t k d k we deduce that
We then obtain by the continuity of H * that lim k→+∞ H * (
Since dom J = ∅ and J is convex, there exists y 0 ∈ dom J such that ∂J(y 0 ) = ∅. Let s y 0 ∈ ∂J(y 0 ). Using the convex inequality and the Cauchy-Schwarz inequality we get
which yields when combined with (3.10) to
By the triangle inequality, we have that for any k ∈ N, u(
Since the sequence (x k ) k∈N converges to x, it is bounded and so is ( y 0 − x k 2 ) k∈N . Also, the sequence (t k c 0 ) k∈N is bounded since it converges to 0. Thus, there exists a constant c 1 ∈ R such that for any k ∈ N it holds that J(x)+ t k c 0 − J(y 0 )+ s y 0 2 y 0 − x k 2 ≤ c 1 . Thus, we obtain that for any k ∈ N
Since H * is 1-coercive, there exists a constant c 4 ∈ R such that for any z ∈ R n with z 2 ≥ c 4 it holds that H * (z) ≥ (1 + s 0 2 ) z 2 . Choosing ε ≥ max{c 4 , c 3 } and letting z = x l −u(x l ,t l ) t l , we get ( s 0 2 + 1)
Together with (3.15) this gives
which is a contradiction. Thus
is bounded. Case with (H5')-(H7'). Since for all k ∈ N, u(x k ,t k ) is the minimizer of (2.5), we have for any y ∈ R n
In particular, for y = x k we get that for any k ∈ N
The quantity H * (0) is finite since by (H6') H is assumed to be bounded from below by a constant. Since J is a real-valued convex function on R n we have that ∂J(y) = ∅ for any y ∈ R n . Let s k ∈ ∂J(x k ). Using the convex inequality and the Cauchy-Schwarz inequality we get that (3.17) which yields when combined with (3.16),
By assumption, x k → x when k → +∞, which implies that the sequence (x k ) kN is bounded. Thus, there exists a convex compact set C of R n such that x k ∈ C for any k ∈ N. By (H7'), we have that dom J = R n . Then [31, Thm. 3.1.2, p. 174] implies that the function J restricted on the convex compact set C, i.e., J| C : C → R, is Lipschitz with some constant L. This yields that s k 2 ≤ L for any k ∈ N. We get
From there we proceed as in the previous case. We assume that the results do not hold and we obtain again a contradiction by using the 1-coercivity of H * .
Proof of Proposition 3.3.
We note x k = x + t k d k .
Case with (H5). By Proposition 3.2, we have that the sequence
Step 1. By the Hopf formula we have that for any k ∈ N and any x ∈ dom J such that ∂J(x) = ∅,
Thus, for any y ∈ R n and any k ∈ N we have
Since E(·,0) = J(·), for any y ∈ R n and any k ∈ N we deduce that Combining this equality with inequality (3.20) we get for any y ∈ ∂J(x) and any k ∈ N
y − H(y).
We take the limit inferior as k → +∞. The right-hand side actually has a limit since we have that d k → d and by continuity of the Euclidean scalar product we obtain that d k ,y → d,y as k → +∞. Thus, we get for any y ∈ ∂J(x)
y − H(y)) = d,y − H(y).
We thus obtain
Since H : R n → R is assumed to be strictly convex, coercive, i.e., lim x 2 →+∞ H(x) → +∞, we have that the supremum in the right-hand side is attained at someŷ ∈ ∂J(x) and is unique, i.e.,ŷ = arg max Step 2. Set any e ∈ R n , any x ∈ dom J such that ∂J(x) = ∅. Let us introduce the function φ : [0,+∞) → R defined by φ : t → E(x + te, t).
