Abstract. Practical, structure-preserving methods for integrating classical Heisenberg spin systems are discussed. Two new integrators are derived and compared, including (1) a symmetric energy and spin-length preserving integrator based on a Red-Black splitting of the spin sites combined with a staggered timestepping scheme and (2) a (Lie-Poisson) symplectic integrator based on Hamiltonian splitting. The methods are applied to both 1D and 2D lattice models and are compared with the commonly used explicit Runge-Kutta, projected Runge-Kutta, and implicit midpoint schemes on the bases of accuracy, conservation of invariants and computational expense. It is shown that while any of the symmetry-preserving schemes improves the integration of the dynamics of solitons or vortex pairs compared to Runge-Kutta or projected Runge Kutta methods, the staggered Red-Black scheme is far more e cient than the other alternatives.
1. Introduction. Recent studies of algorithms for conservative nonlinear systems arising in simulations of celestial mechanics 1], rigid body motion 2], and partial di erential equations (PDEs) 11, 17] have proposed methods that preserve geometric features, such as time-reversal symmetry or symplectic structure, present in the equations of motion. Improved energy conservation in long term simulations and improved resolution of global or very long term solution behavior are some of the hoped for bene ts from the use of geometric integrators. Despite the obvious aesthetic appeal of using a geometric integrator as opposed to an integrator that preserves none of the available structure, the question of the practical importance of geometric integrators in numerical simulations has so far remained largely open. For the very large systems arising from the discretization of partial di erential equations in two or three dimensions, e ciency issues become extremely important, and the standard geometric integration schemes|which are typically implicit|can be prohibitively expensive to apply to complex nonlinear models. This article addresses issues of practicality and e ciency in the numerical solution of a conservative nonlinear partial di erential equation, the Landau-Lifshitz (LL) equation. This system possesses integral invariants, a symplectic structure and a time symmetry; we compare implicit and semi-explicit methods that preserve each of these layers of structure.
The LL equation, originally proposed as a model of a continuous anisotropic Heisenberg ferromagnet, is given by @S @t = S r 2 S + S DS;
where S = S(x; y; t) 2 R 3 , kSk 2 = 1. The matrix D 2 R 3 3 represents the anisotropy and may be assumed to be diagonal, D = diag(d 1 ; d 2 ; d 3 ), and jd 1 j jd 2 j jd 3 j: This equation has been described in 6] as a \universal integrable system" since various known integrable PDEs such as the nonlinear Schr odinger equation and sine-Gordon equation can be derived from its one space dimensional version as limiting cases.
Variants of the LL equation|and discrete analogues|are important to understanding the properties of magnetic materials and have been the subject of recent numerical studies appearing in the physical literature 14, 22, 23] .
In x2, we describe integrals and symmetries of the lattice version of the Landau-Lifshitz equation obtained as spatial nite di erence approximations of the LL equation. Integral conservation will be one basis for our comparison of various numerical methods. The presence of integral invariants such as the spin lengths raises the question of whether integration would not better be performed on the reduced system obtained by parameterizing the constraints. Although such an approach is possible in canonical coordinate charts, it is not very practical for reasons outlined in 9, 10]. In particular, substantial additional complexity is introduced in the computation of the vector eld, an operation that must be carried out one or more times at each timestep. Also in x2, standard timestepping schemes for the semi-discrete system are described. Two geometric integrators are developed in x3 by splitting either the Hamiltonian or the vector eld to decouple the system into small integrable systems. The conservative properties of these methods are also discussed in the section. In x4 we compare the various schemes, rst for the integration of a known periodic solution of the 1D system, and second for the time evolution of 2D anisotropic vortex systems. Finally x5 is devoted to conclusions.
2. Lattice Landau-Lifshitz and related systems. In this section we consider a spatial discretization of equation (1) . For simplicity, we assume that equation (1) With periodic boundary conditions, this system has an exact solution 16, 20] S i (t) = (a cos i + b sin i ) cos + c sin ; (3) where i = ip ? !t; ! = 2(1 ? cos p) sin and a; b; c 2 R 3 form a right-handed set of orthogonal unit vectors, ; p 2 R are scalar constants.
The 2D equation (1) can be discretized using second order central di erences, d dt S ij = S ij 1 h 2 (S i;j?1 + S i;j+1 + S i?1;j + S i+1;j ) + S ij DS ij ; (4) where S ij (t) S(ih; jh; t). The boundary conditions are incorporated by either (periodic case): S i;N+1 S i;1 ; S i;0 S i;N ; S N+1;j S 1;j ; S 0;j S N;j (5) for 0 i; j N, or (homogeneous Dirichlet case) S i;N+1 0; S i;0 0; S N+1;j 0; S 0;j 0: (6) Equation (4) with h = 1 will be referred to as the lattice Landau-Lifshitz equation.
For the numerical experiments of this paper we have used an alternative form of the semi-discrete system for equation (1) . Replacing S ij in the term DS ij in equation (4) by an average, viz., S ij = 1 4 (S i;j?1 + S i;j+1 + S i?1;j + S i+1;j ) ; results in d dt S i;j = S i;j M ? S i;j?1 + S i;j+1 + S i?1;j + S i+1;j ;
where M I=h 2 + D=4 is again a diagonal matrix. It is easy to see that (7) is also a second order approximation to equation (1) . After 16], we will refer to this as the Roberts discretization. The system (4) or (7) can always be rewritten in the form of the lattice Landau-Lifshitz equation (i.e. the system with h = 1) by rescaling S i;j and the the anisotropic matrix D without altering the dynamical properties. Thus, we will always assume h = 1 in the following discussion. We refer to the discrete S ij as spin vectors. Equation (7) is fairly general and allows for simulations of many physical phenomena 14, 24] . For example, the easy-plane anisotropy spin system considered in 24] can be described by equation (7) (8) where is a parameter in (0; 1). This system admits stable vortex solutions.
2.1. Properties of the equations. We next enumerate some of the important features of the spin system (7) that make it an excellent test case for studying the relevance of geometric aspects for the design of numerical integrators. These properties include a Hamiltonian structure, various conserved quantities, and a scaling symmetry.
We will use the following notation: for a vector u 2 R 3 , associate a 3 3 skew-symmetric matrix skew(u) such that, for any other v 2 R 3 , v u skew(u)v. It is easy to verify that equation (7) This bracket obeys the Jacobi identity:
fff; gg; hg + ffg; hg; fg + ffh; fg; gg = 0 for C 2 functions f, g, and h. The fact that (7) is Hamiltonian implies that the ow map t (which evolves points of phase space through t units of time) is symplectic; in other words, 0T t J 0 t = J: This is a strong invariant property of the ow map and one which has recently been studied in the context of numerical integration schemes 8, 18] .
The systems (7), though not fully integrable, do possess certain obvious integral invariants:
(i) The individual spin lengths are conserved, jjS i;j jj 2 =constant.
(ii) The total spin, P i S i , provides three additional invariants in the isotropic case of periodic boundary conditions. (iii) The Hamiltonian is of course always an integral. In certain circumstances, there may be additional integrals of the motion, such as the discrete gyrovector mentioned in 24].
Next we consider scale invariance of the discrete systems. Suppose S = S(t) is a solution of the system (7), and consider a scaling of time given by t = t= . We try to nd a such that S (t ) S(t) = S( t ) is also a solution of (7) (in the new coordinate t ). For such a we must have,
= S ij (t) M(S i;j?1 (t) + S i;j+1 (t) + S i?1;j (t) + S i+1;j (t)) (11) = S ij (t ) M(S i;j?1 (t) + S i;j+1 (t) + S i?1;j (t) + S i+1;j (t)) (12) Thus, S (t ) is a solution when = , and we have just shown Theorem 1 (Scale invariance). If S(t) is a solution of (7), so is S( t).
As before, let t be the ow map. Taking = ?1, the scaling relation implies, by uniqueness, that t (S) = ? ?t (?S) for an arbitrary vector S, or, since ?t is the inverse of the ow map, that t (S) = ? ?1 t (?S); 8S 2 R 3 :
We do not know of any time integration methods that preserve the general form of the scaling law, but the time-symmetry (13) is maintained by a number of di erent methods.
2.2. Commonly used timestepping schemes. We restrict our attention to one-step numerical integration schemes, i.e. schemes that can be viewed as approximations^ t of the ow map.
The commonly used methods for integrating the Landau-Lifshitz equation and its variants are explicit Runge-Kutta methods, which are relatively fast but have poor conservation properties. Recent studies of various nonlinear systems (see, e.g., 5]) have suggested using the implicit midpoint rule, which has much better conservation properties but is computationally expensive.
The integrators to be introduced later are both second order (though they may be extended to higher order), so in some cases we consider the comparison with the second order explicit Runge-Kutta method, also known as Heun's method. For the general equation _ S = f(S), it takes the form S n+1 = S n + t 2 (f(S n ) + f(S n + tf(S n )); (14) where t is the time stepsize, S n is an approximation to S(t n ), t n = t 0 + n t.
All standard schemes conserve linear rst integrals such as the total spin. Like the common fourth order explicit Runge-Kutta method, Heun's method conserves none of the other (quadratic) invariant quantities mentioned previously, though conservation of the individual spin lengths can be forced as in 14] if we augment the scheme by scaling each spin vector to length one (i.e. projecting to the unit sphere) at each integration step. Since the violation of the invariant in a single step will be of order no worse than that of the local truncation error, this operation does not change the order of the method. Other integral invariants could also be preserved by a more complicated projection. Such projected Runge-Kutta methods have been studied in 19] based on linearized stability analysis. However, as our experiments will indicate, projection does little to improve the nonlinear stability of the method.
The implicit midpoint rule, applied to the one-dimensional spin system (2), gives 0 =Ŝ i ? S n i ? t The resulting system can be solved by the block Thomas algorithm. In two dimensions the Jacobian is more complicated, with a block sparse structure analogous to that of the two-dimensional discrete Laplacian.
The implicit midpoint method preserves the symmetry (13) and conserves quadratic rst integrals 4] such as the energy and spin lengths, but it is very slow in practice, particularly in two or more space dimensions. This method is also symplectic for canonical Hamiltonian systems, but not for the Landau-Lifshitz equation considered here because of its nonconstant symplectic structure matrix.
3. Geometric Integration Schemes. The two integrators to be introduced in this section are most easily described for the one-dimensional system (2). In both cases the extension to two-dimensions is straightforward, and exceptions for the added coupling in (7) will be noted.
Recall that a splitting H = H 1 + H 2 of the Hamiltonian de nes a consistent approximation to the ow map via the consecutive solution of the systems _ S = JrH 1 (16) _ S = JrH 2 (17) over an interval of length t. If each of the vector elds resulting from the splitting happens to be exactly integrable, then a numerical integration scheme is obtained as the concatenation of the ows of the two systems. For Hamiltonian H, let V H represent the corresponding vector eld, and let exp tV H represent the resulting ow map. As pointed out in 25], for a splitting H = H 1 + H 2 , it is a consequence of the Baker-Campbell-Hausdor theorem that the local error is of second order:
exp tV H = exp tV H2 exp tV H1 + O(t 2 ); implying that the method is rst order accurate. Given such a splitting, and assuming that each of the Hamiltonians H 1 and H 2 respects the time-symmetry, then the method de ned bŷ t := exp 1 2 tV H1 exp tV H2 exp 1 2 tV H1 is a second order, symmetric approximationto the ow map of H. Because it is formed from the concatenation of symplectic (or Lie-Poisson, in our case) maps, it will also be a symplectic (Lie-Poisson) map.
A generalization of this approach is obtained by considering arbitrary splittings of the vector eld V H , i.e. not necessarily derivable as a splitting of the Hamiltonian. If
then the method obtained by the symmetric concatenation of the ows of symmetric vector elds: These equations can be easily solved in pair. In fact, for odd index i we have
We can then solve the resulting di erential equations exactly for a timestep t: S i = e tskewBi S n i ; (18)Ŝ i+1 = e tskewBi S n i+1 : Thus the subsystem corresponding to Hamiltonian H 1 is exactly integrable. Similarly, the subsystem on H 2 is exactly integrable. We use these two ows successively to develop an approximate integrator. The complete timestepping procedure can be summarized as follows: we rst sweep through the odd indices, sum each spin vector with its neighbor to the right to get B i , and compute the rotation matrix exp( t skewB i ), applying this rotation to both of the spin vectors. We then repeat the sweep, this time coupling each of the odd spins with its neighbor to the left. Note that this procedure involves many independent tasks which could be e ectively computed in parallel.
To extend this method to the two-dimensional anisotropic system (4) with h = 1, we utilize Red-Black ordering of the domain, de ning the sets reds = f(i; j) j i + j eveng; blacks = f(i; j) j i + j oddg : (19) For integrating the discretization (4), we make use of the symmetric splitting Each of these terms yields an integrable system involving only rotations. (Note that for easy plane anisotropy (8), the terms H 5a and H 5b vanish.) Speci cally, this method requires 13 rotations in general per spin vector per time step, with the result that it is slow when implemented sequentially. However, the scheme involves many tasks that can be executed in parallel. Despite the large number of parts of this splitting, the scheme appears to retain a reasonable degree of numerical stability.
For the Roberts discretization (7) 
It is easy to see that each of these vector elds is exactly integrable; all that is required is the computation of a rotation (as a matrix exponential) for each spin vector at each timestep. We implement the symmetric approximation method~ t using the pair of vector elds V 1 and V 2 .
The resulting method will not be symplectic, however, since the vector eld splitting does not correspond to a splitting of the Hamiltonian. Since the method is only symmetric, it seems reasonable to replace the rotations with second order Pad e(1,1) approximations to the corresponding matrix exponential (preserving the symmetry). Recall that the Pad e(1,1) approximation of e hA is just the Cayley transform: e hA (I ? 1 2 hA) ?1 (I + 1 2 hA): This proves to reduce the cost of the step update considerably, and may be particularly important in two or three space dimensions.
By simplifying the resulting equations|eliminating the P approximations at half steps in time and those of Q at whole steps| the described method can be seen to be equivalent to the following staggered timestepping scheme: Extension of this scheme to the 2D isotropic case is straightforward. After Red-Black splitting, we again obtain two vectors P and Q of spins. For any spin vector P i;j , we will have to compute an update such as (25) , but with B consisting of the sum of all neighboring spin sites.
When extending the staggered Red-Black scheme to treat an anisotropy such as (8) This requires the solution of a three-dimensional nonlinear system at each spin site, at each step.
Using the Roberts discretization in the anisotropic case, on the other hand, merely modi es the form of the linear systems that must be solved: no implicit solve is required.
Conserved quantities of the Lie-Poisson and staggered Red-Black schemes. Both the Lie-
Poisson and staggered Red-Black schemes conserve the lengths of spin vectors. Both schemes also conserve the total spin (for the isotropic problem with periodic boundary conditions), and|somewhat surprisingly, given its simplicity and its semi-explicit form|the staggered scheme conserves the energy (for both isotropic and anisotropic cases and with either type of boundary conditions). 28) and, likewise, fT (l) ; H 2 g = 0. The total spin is thus a conserved quantity of each step of the scheme. This argument is easily generalized to the isotropic problem on a 2D lattice. (The total spin is not an integral of the anisotropic system.) Next, we turn to the staggered discretization. Recall that R is an integral of a vector eld V provided rR T V 0. For example, for the energy H, we automatically have rH T JrH = 0; since J is skew-symmetric. Considering now the one-dimensional isotropic case, observe that
with a similar relation for V 2 , so the Hamiltonian is conserved under the vector eld splitting. Conservation of the total spin, and |in the isotropic case| of the energy, can be viewed as a consequence of more general integral{preservation properties of the Lobatto IIIA-B PRK scheme. Both of these integrals can be written in the form P T AQ, for A a constant matrix. A theorem of Reich 15] states that such integral invariants are conserved by partitioned Runge-Kutta methods whose coe cients satisfy a certain algebraic condition which is equivalent to the condition for such a method to be symplectic when applied to a canonical Hamiltonian system|and which is satis ed by the Lobatto IIIA-B PRK pair.
In this context, we observe another superior feature of the Roberts discretization as compared to the Lattice Landau-Lifshitz formulation. For the former discretization, the energy retains the form of a bilinear invariant in P and Q, even in the anisotropic case, and thus remains a conserved quantity under discretization. The discretization (4), in addition to requiring more computational work, does not lead to an energy conserving method when treated with Red-Black splitting. 4 . Numerical experiments and discussion. In this section we present numerical experiments used to validate the integrators described in the previous sections: the explicit Runge-Kutta methods (the fourth order method (RK4) and Heun's method (H) given by (14)), the projected explicit Runge-Kutta methods (the projected fourth order (RK4p) and projected Heun's (Hp) methods), the implicit midpoint (IM) given by (15) , the Lie-Poisson method (LP) of x3.1, and the staggered Red-Black scheme (RB) of x3.2. Two examples are considered: the rst one is the one-dimensional isotropic system with the exact solution given by (3) and the other is the problem of anisotropic vortices on a two-dimensional lattice.
4.1. Isotropic spin chain on a one-dimensional lattice. For comparing the accuracy and stability of the integrators it is handy to integrate the one-dimensional Heisenberg chain (2) with the exact solution.
We choose the parameters in equation (3) Figure 1 illustrates the error evolution of the various methods. Here the error is de ned as the Euclidean norm of the di erence between the computed and exact spin vectors at an arbitrarily selected site (i = 14) in the spin chain. It can be seen that all of the methods have similar error growths. The IM and Hp methods produce more accurate results than the other methods for the short time period. However, we shall see that in the long term, both the H and Hp methods blow up, while the IM method is very expensive from the computational point of view. In fact, in order to generate the results shown in the gure the IM method took more than 20 times as long as that the RB scheme did, making it feasible to use the RB method with an order of magnitude smaller stepsize in place of the IM method. The operations counts for all of the schemes are summarized in Table 1 . (In the table, N is the number of spins in the system, and m is the number of Newton iterations required.)
Now we look at the conservative properties of these schemes. The error in the z-component of the total spin is shown in Figure 2 . Apparently the total spin is conserved to rounding error accuracy by all methods. More interesting is the conservation of individual spin length at an arbitrarily selected site (i = 14) shown in Figure 3 . The individual spin length is conserved by all of the methods but the (unprojected) Heun method. Figure 4 shows the energy conservation properties for the schemes. Using the IM and RB methods, the Hamiltonian is conserved to the level of roundo error. The deviation of the energy obtained with the Lie-Poisson method oscillates but appears to stay bounded in the short term. (The oscillation is reduced somewhat in frequency in the gure by sampling every ve steps in order to show the error of the Hp method in the same gure.) To show the stability of the schemes, we next integrate the system of the same number of spins with t = 0:02 for a much longer term. Figure 5 shows the results obtained with the H, Hp, LP, and RB methods. It can readily seen that both the H and Hp methods blow up at around t = 10 5 while the LP and RB schemes retain good stability and accuracy. We consider two vortex systems in this section: a vortex-vortex pair with alike out-of-plane orientation and opposite rotational orientation, as well as a vortex-antivortex pair with opposite out-of-plane and rotational orientations. For the numerical experiments of this section, we used the homogeneous Dirichlet boundary conditions and easy plane anisotropy (8) with = 0:1 for the vortex-antivortex pair and = 0:2 for the vortex-vortex pair. These values of the anisotropy parameter admit stable out-of-plane vortices 23]. Due to the signi cantly increased workload for the IM method in two dimensions, we felt that the method would not be competitive and did not implement it. We instead compare results with the classical fourth-order Runge-Kutta method and a projected version of the same.
To obtain initial vortex (antivortex) solutions, we started with elementary planar rotational elds with no out-of-plane component (these were obtained by projecting vortex solutions of the Skyrmian system of 14] into the plane). Then, following 24], a small out-of-plane component was given to the four spin sites surrounding the vortex (antivortex) core. Next the equations of motion were integrated with an additional Gilbert damping term using the RK4 scheme. The reader is referred to 3] for the details and properties of Gilbert damping. For our vortex-antivortex simulation, a value = 0:3 of the damping parameter was used and the integration was performed for 500 steps of size t = 0:1. For the the vortex-vortex simulation we damped with = 0:5 for 30000 steps of size t = 0:001. We used the following heuristic method of determining the core location during the evolution of the system. Since the vortex and antivortex had opposite out-of-plane components, we searched for the maximum and minimum out-of-plane components, then determined the adjacent cell with maximum sum of out-of-plane component magnitudes. Finally the location of the core was taken as a mass average over the 9 adjacent cells (16 spins Figure  9 shows the evolution of the vortex-antivortex pair during approximately one half period of motion. In the gure, the surface plot represents the z-components of spins and the vector eld shows the x-and ycomponents. For this case, we found that the system is very stable and all of the projected Runge-Kutta, the Lie-Poisson, and the staggered Red-Black methods produce fairly stable and accurate results even for a very long time interval.
The situation is quite di erent for the vortex-vortex system. For comparison of stability, a vortex-vortex pair with alike out-of-plane component and opposite rotational direction were integrated on a 64 64 grid. Figure 10 illustrates the conservation of Hamiltonian for the various methods. In the short term (about 0.46 period of revolution of the vortices), with a stepsize of t = 0:025, the bottom pane of the gure shows that the Hp method blows up at time 2500. We also see that the integrations using RB and LP schemes were stable over the integration interval. On the long time interval, the top pane shows over about 5.5 periods of the revolution of the vortices that for stepsizes of 0.1, 0.05 and 0.025, the RK4p scheme eventually blows up, whereas the Hamiltonian computed by the RB scheme remains on the order of roundo error for all three stepsizes. (Note that we have not run the LP integrator for this long time interval because it is too expensive.) As a nal illustration of the long term behavior of the RB scheme, Figure 11 shows the core trajectory of a vortex in a vortex-antivortex pair, through approximately 10 periods of revolution of the system.
To conclude this section, we list in Table 2 CPU times of some vortex-vortex simulations using our methods. In the table, K is the number of time steps taken. In general we see that the RB scheme requires about one-fourth the time of the fourth-order RK scheme, and that the LP method requires about eight times as long as the RB method. It is important to point out that these times are dependent on the particular implementation that we have used, and that a great deal of e ciency improvements would be possible in the computation of the matrix exponentials of the LP method. 
