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L'imagerie médicale est désormais un support indispensable pour le dépistage, le
diagnostic, la mise en place de protocoles de traitement, le suivi des patients, la pré-
paration opératoire et le contrôle post-opératoire. Les avancées scientiﬁques et tech-
nologiques permettent de mettre en place de nouvelles modalités d'imagerie, souvent
complémentaires aux existantes, mais aussi de progressivement améliorer leur précision.
Il en résulte une progression, non seulement du nombre d'acquisitions pratiquées pour
un même patient, mais également de la quantité d'information produite pour chaque
examen. Ces images devant être conservées pour une certaine durée, l'espace de stockage
requis pour l'archivage de toutes ces données est en constante évolution. Les images sont
souvent consultées localement, mais peuvent également l'être à distance par le biais de
réseaux ayant un bande passante limitée. L'utilisation de la compression se révèle donc
rapidement être indispensable, que ce soit pour faciliter le stockage ou la navigation à
distance dans ces masses de données.
Les résultats des travaux réalisés dans cette thèse sont principalement focalisés sur
la compression des images médicales tomodensitométriques (TDM) et par résonance
magnétique (IRM), mais également sur la compression d'une modalité émergente en
imagerie biologique : les lames virtuelles (LV). Les deux premières sont actuellement
les modalités d'acquisition les plus problématiques en terme de stockage, tandis que
la dernière pourrait rapidement le devenir. En eﬀet, les LV sont très volumineuses et,
même si elles sont encore assez peu archivées, un besoin assez croissant se fait ressentir.
Pour les TDM et les IRM, la pratique courante est d'utiliser une compression
réversible (sans perte), de sorte à garantir que l'image obtenue après la décompression
soit identique à l'originale. Cependant, avec une telle contrainte, les taux de compres-
sion dépassent rarement 3:1, ce qui est assez peu, et pourront diﬃcilement aller au-delà
à cause des limites théoriques. L'emploi de la compression irréversible (avec pertes)
permet d'obtenir des taux de compression supérieurs (20:1 par exemple), mais au détri-
ment de la qualité de l'image restituée, et une telle pratique a encore beaucoup de mal
à être acceptée par les radiologues qui veulent être certains de conserver l'intégrité de
l'information diagnostique. Une solution intermédiaire peut alors être envisagée. Celle-ci
consiste à n'introduire que des pertes contrôlées de sorte à garantir une certaine qualité
de restitution des images aux médecins qui les exploitent pour leur diagnostic médical,
tout en améliorant la compression en fonction de la marge d'erreur tolérée. Ce modèle
de compression est souvent qualiﬁé de presque sans perte.
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Concernant les LV, certaines d'entre elles peuvent être conservées après une compres-
sion avec pertes, généralement dans des buts pédagogiques, ou après une compression
sans perte, pour la recherche en cancérologie par exemple. Les images utilisées pour le
diagnostic sont généralement détruites, le support physique pouvant être conservé et
renumérisé si nécessaire.
Des fonctionnalités peuvent être introduites dans le modèle de compression dans le
but d'accélérer la consultation à distance, notamment avec des schémas dits scalables
ou progressifs. Ceux-ci permettent d'avoir accès à une ou plusieurs résolutions inter-
médiaires et/ou à un contenu de qualité variable en fonction de la portion du ﬁchier
compressé transmise, et ne nécessitent donc pas une étape supplémentaire de recom-
pression de l'information pour envoyer un aperçu. Les images de qualités inférieures
ainsi obtenues peuvent être suﬃsantes, si la pleine qualité n'est pas requise par l'obser-
vateur. Elles peuvent aussi être temporaires, dans le cas ou le débit serait trop limité par
exemple, et permettre de faire patienter l'utilisateur le temps que l'information complé-
mentaire soit transférée. La scalabilité peut également servir à récupérer un ensemble
d'images de qualité sous-optimale pour choisir uniquement celles pour lesquelles une
qualité supérieure est nécessaire.
Les contributions de ce manuscrit cherchent à répondre eﬃcacement à ces problèmes
de scalabilité.
Organisation du manuscrit Ce manuscrit s'organise en deux parties. La première
est relative au contexte de l'étude et la seconde présente principalement les contributions
de cette thèse pour la compression des images médicales.
Contexte de l'étude Dans cette première partie, est approfondi, au chapitre 1,
le contexte médical cadrant cette étude : ce chapitre détaille les trois modalités d'im-
ages traitées (TDM, IRM et LV), les contraintes liées au contexte médico-légal dans
lequel s'intègre ce travail, leurs relations avec les diﬀérentes options d'archivage, et
les diﬀérentes fonctionnalités pouvant être utiles en compression pour l'archivage et la
consultation des images à distance. Au chapitre 2 sont rappelés les principaux outils
utiles à la compression de données, puis ceux plus spéciﬁques à la compression de sig-
naux numériques et d'images qui sont employés dans les contributions de cette thèse
et/ou dans les principaux algorithmes du chapitre 3. Ce dernier fait un état de l'art des
principaux algorithmes de compression sans perte, presque sans perte, et/ou scalables
pour les images ﬁxes, puis présente l'essentiel des travaux plus spéciﬁques à l'imagerie
médicale qui en sont dérivés.
Contributions Cette thèse propose principalement trois techniques de compres-
sion scalables pour les images médicales.
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La première, décrite dans le chapitre 4, met en place une nouvelle méthode de
prédiction hiérarchique, multi-orientée et adaptative. Celle-ci fusionne l'approche pré-
dictive hiérarchique classique, qui s'appuie sur une prédiction par interpolation, avec
le modèle de prédiction adaptatif de type DPCM qui oﬀre généralement les meilleurs
taux de compression sans perte et presque sans perte. Ce modèle prédictif est exploité
de sorte à pouvoir non seulement eﬀectuer une compression sans perte ou presque sans
perte eﬃcace, mais également proposer un modèle scalable en résolution. Cette nou-
velle méthode de compression 2D est principalement développée pour la compression
d'images bruitées telles que la grande majorité des coupes TDM et IRM natives.
Les principales contributions de cet algorithme sont un nouveau modèle de prédiction
hiérarchique adaptatif, une nouvelle méthode pour la correction des biais de prédiction
et un schéma de codage entropique adapté.
Le seconde algorithme de compression, présenté dans le chapitre 5, s'appuie sur
un modèle de décomposition en paquets d'ondelettes. Pour chaque image, celui-ci est
spéciﬁquement adapté aﬁn d'améliorer leur compression sans perte. L'approche permet
d'optimiser non seulement la décomposition en paquets, qui est plutôt caractéristique
du contenu structurel de l'image, mais également le choix des atomes d'ondelettes à
utiliser pour chacune des étapes de décomposition intermédiaires. Ce choix ce fait au
sein d'une famille d'ondelettes paramétrées par la taille de leur support de décorrélation.
Il est ainsi possible de s'adapter à la nature plus ou moins douce/régulière du contenu
sans devoir transmettre les coeﬃcients des ﬁltres utilisés : seul leur indice dans la famille
(i.e. la taille de leur support) est requis. Deux familles d'ondelettes bi-orthogonales sont
comparées. Elles sont issues d'un schéma de lifting en deux étapes qui s'appuie sur
des ﬁltres interpolatifs dont la taille du support est facilement paramétrable : soit les
ﬁltres de Lanczos, soit ceux de Deslauriers et Dubuc. L'utilisation des ondelettes est
motivée par la possibilité de proposer une compression réversible scalable en qualité ou
en résolution eﬃcace, et pour être facilement utilisable sur des images 2D ou volumiques
telles que les TDM ou les IRM. Le schéma de lifting est ensuite simpliﬁé en supprimant
le ﬁltrage passe-bas aﬁn d'obtenir une approche hiérarchique prédictive généralisée pour
la décomposition en paquets et permet alors la mise en place d'un nouvel algorithme
pour son exploitation dans un schéma de compression presque sans perte.
Les principales contributions de cette approche sont le modèle paramétrable de la
décomposition en paquets d'ondelettes adaptatives, son optimisation et son extension
presque sans perte.
Enﬁn, le contenu du chapitre 6 permet d'eﬀectuer une modélisation des spéciﬁcités
d'une classe d'images dans le but d'optimiser leur représentation dans un schéma de
compression scalable en qualité. Dans ce chapitre, cette optimisation est réalisée pour
les LV qui ont des caractéristiques structurelles assez particulières.
La modélisation des spéciﬁcités du contenu s'eﬀectue à l'aide de plusieurs bases
orthonormées. Ce choix n'est pas anodin, il peut permettre, entre autres, d'approximer
facilement la transformée par des étapes de lifting et rendre ainsi l'approche réversible.
Aﬁn d'adapter le modèle aux données, une optimisation est réalisée (hors ligne) pour
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maximiser la compacité de l'énergie des vecteurs d'apprentissage après leur projection
sur la base qui elle même maximise cette compacité. La base optimale pour l'ensemble
des vecteurs qui lui sont associés n'est autre que leur KLT. L'optimisation de cesK-KLT
peut alors être rendue itérative, avec un algorithme dont le principe est assez proche de
celui des K-Means, pour faire converger l'apprentissage de manière certaine.
Ce modèle est appliqué classiquement dans le domaine image, pour des vecteurs
formés par des blocs de pixels, ou après une transformée en ondelettes aﬁn d'éviter les
artefacts de type blocs et bénéﬁcier de leur support spatial étendu. Pour les ondelettes,
sont étudiées deux stratégies distinctes, ayant chacune leurs avantages et leurs incon-
vénients : la première s'appuie sur un apprentissage global, où les vecteurs à modéliser
sont formés par des coeﬃcients de l'ensemble des sous-bandes ; et la seconde considère
les sous-bandes indépendamment et génère un modèle pour les blocs de coeﬃcients de
chacune d'entre elles. L'algorithme SPIHT est étendu pour chacune des approches aﬁn
de permettre une comparaison assez ﬁable de leurs performances pour la scalabilité en
qualité. Les extensions de SPIHT sont optimisées par la suite en exploitant le codage
arithmétique.
Les principales contributions de ce chapitre sont : l'optimisation du modèle par
K-KLT, l'application d'un tel modèle dans le domaine ondelettes et les extensions de
SPIHT pour le codage des diﬀérentes approches étudiées.
Même si les algorithmes ont initialement été développés pour des images médicales,
ils ne leur sont pas spéciﬁques et pourraient très bien être appliqués à des images
satellitaires ou naturelles par exemple.
Conclusion et perspectives Le manuscrit s'achève sur une conclusion générale







L'imagerie médicale : quelques
éléments de contexte
Introduction
Ces dernières décennies, l'imagerie médicale connaît une évolution spectaculaire
aussi bien au niveau du développement des techniques de production qu'au niveau de
leur utilisation. Aujourd'hui, ces nouvelles technologies s'avèrent indispensables pour
les diagnostics et leur usage intensif pose des problèmes de stockage et de transmission.
Ce chapitre présente d'abord (sec. 1.1) les trois modalités et techniques d'acqui-
sitions des images médicales ciblées pour cette thèse, ainsi qu'un descriptif des bases
d'images utilisées pour les expérimentations. Le contexte dans lequel s'insère ce travail
est ensuite décrit (sec. 1.2) aﬁn de mettre en évidence les contraintes et la nécessité
d'une compression eﬃcace et adaptée à l'utilisation de ces images volumineuses. Suit
(sec. 1.3) une introduction à diﬀérentes fonctionnalités pouvant être mis en place aﬁn
de faciliter la manipulation des clichés compressés.
Pour toute information complémentaire à cette introduction à l'imagerie médicale,
le lecteur pourra également se référer à [NACM07, NACM08] et en particulier aux
chapitres [TJLBF08] et [CMNAT+08], respectivement consacrés à l'intérêt de la com-
pression pour les images médicales et à la présentation de diverses modalités d'acquisi-
tion.
1.1 Modalités d'images ciblées
Trois modalités d'images médicales, pour lesquelles la compression semble être d'un
intérêt économique important à court ou moyen terme, seront abordées dans ce doc-
ument. Les deux premières sont des modalités volumiques : l'imagerie tomodensito-
métrique et l'imagerie par résonance magnétique. La troisième est une modalité bidi-
mensionnelle de très grande taille : l'imagerie anatomo-pathologique.
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Figure 1.1  Représentations : transverse (1), sagittale (2), coronale (3)
1.1.1 Images médicales volumiques
Hormis la radiographie, les technologies les plus fréquemment utilisées en milieu
hospitalier permettent d'acquérir des images volumiques. Ces volumes sont organisés
comme une succession d'images bidimensionnelles (coupes) prises à distance régulière
le long d'un axe transversal. Le pixel d'une image appartenant à une telle séquence cor-
respond à la quantiﬁcation d'une énergie présente dans un petit volume, c'est pourquoi
il est couramment appelé voxel.
La visualisation coupe à coupe du volume peut se faire le long de chacun des 3 axes
d'acquisition. Le plus souvent, les coupes sont successivement obtenues transversale-
ment à l'axe tête/pieds du patient qui est allongé sur une table d'examen. Une telle
organisation des images est alors dite  représentation transverse  ou  transaxiale .
Une  représentation sagittale  correspond à une organisation des voxels pour former
des coupes perpendiculaires à l'axe épaule/épaule. Enﬁn une  représentation coronale 
est triée le long de l'axe dos/ventre (cf. Fig. 1.1).
En se plaçant dans le repère d'acquisition original, la résolution spatiale inter-coupe
(axe z) n'est pas nécessairement la même que la résolution spatiale interne à la coupe
(axes x,y). Ainsi, le volume d'un voxel n'est pas toujours cubique. Il peut également y
avoir un recouvrement entre coupes successives, lorsque leur épaisseur est plus impor-
tante que le pas d'acquisition.
Pour le milieu médical, les deux modalités d'images volumiques les plus couteuses en
terme d'espace de stockage sont la tomodensitométrie (TDM), dite aussi tomographie
axiale calculée par ordinateur, CT-scan (Computed Tomography) ou plus simplement
scanner ; et l'Imagerie par Résonance Magnétique (IRM).
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(a) (b)
Figure 1.2  Acquisition tomodensitométrique (a) et sinogramme (b).
1.1.1.1 TDM
Un tube à rayons X et un capteur (barrette) sont situés de part et d'autre de l'objet
à observer (patient allongé sur la table d'examen). Le tube, qui émet de minces faisceaux
de rayons X, et la barrette, qui permet de quantiﬁer la quantité de rayons X absorbés
selon une orientation précise, subissent une rotation autour du plan à capturer (plan de
coupe) (Fig. 1.2-a). L'acquisition des faisceaux ainsi eﬀectuée selon diverses orientations
permet d'obtenir le sinogramme des projections (Fig. 1.2-b), qui sert ensuite à calculer
numériquement une image de la coupe (Fig. 1.3).
Plusieurs générations de matériels d'acquisition ont vu le jour : les plus anciens
prenaient les coupes une à une, la table avançant par pas et s'arrêtant pour chaque
prise. Dans les années 90 un tel examen pouvait prendre un peu moins d'une heure,
et des artefacts importants dus aux mouvements (respiration par exemple) du patient
pouvaient apparaître. Cette technique a été quasiment abandonnée. Le scanner hélicoï-
dale, quant à lui, fait avancer la table de manière constante, les faisceaux de rayons X
décrivent alors une hélice autour du patient et l'acquisition se fait de façon continue.
Les coupes acquises ainsi sont souvent assez épaisses et les représentations coronales et
sagittales souﬀrent d'un manque de précision. Enﬁn, les techniques actuelles permettent
de prendre jusqu'à 128 (et plus) coupes simultanément à l'aide de plusieurs rangées de
détecteurs (scanners multibarrettes). Le tube à rayons X eﬀectue une rotation complète
autour du patient en un temps inférieur à la demi-seconde pour le matériel le plus ré-
cent. L'épaisseur des coupes peut varier entre 0.5mm et 5mm et atteindre 10mm sur
un matériel plus ancien. Certains scanners permettent également de choisir parmi une
gamme d'épaisseurs, ainsi qu'entre une acquisition axiale ou hélicoïdale.
A titre d'exemple, citons un matériel relativement récent, inauguré ﬁn 2008, au cen-
tre hospitalier Duchenne à Boulogne, le Somatom Déﬁnition AS+ de la société Siemens
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Figure 1.3  Exemple de coupe TDM
qui comporte 128 barrettes permet d'obtenir l'acquisition d'un corps entier en 4 sec-
ondes. Il eﬀectue une rotation complète en 0.3 seconde, a une résolution spatiale de
0.33mm, une épaisseur de coupe de 5mm et une distance inter-coupe de 3mm.
Le sinogramme des projections est organisé de sorte à fournir une représentation




f(t sin θ + u cos θ,−t cos θ + u sin θ) dt,




p(x cos θ + y sin θ, θ)dθ.
La discrétisation de u et θ, pouvant varier selon le matériel, compromet la reconstruction
parfaite de l'image. Un certain nombre de traitements doivent alors être eﬀectués aﬁn
d'améliorer le rendu.
La méthode d'inversion la plus répandue dans les dispositifs d'acquisition est la
rétroprojection ﬁltrée FBP (Filtered BackProjection) : les coeﬃcients de chacune des
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orientations θ sont tout d'abord ﬁltrés avant d'être rétroprojetés à l'aide d'un algorithme
itératif. Cette technique de reconstruction repose sur le théorème de la coupe centrale
CST (Central Slice Theorem) qui met en évidence la relation entre la transformée de
Fourier de p(u, θ) selon u, et la transformée de Fourier de l'image dans un espace polaire.
Ainsi, l'espace de Fourier de l'image acquise à l'aide d'un sinogramme est discrétisée
selon une grille polaire et l'énergie se trouve concentrée autour des basses fréquences.
De façon théorique (lorsque le pas d'échantillonnage tend vers 0), pour que la rétropro-
jection soit une inversion exacte de la transformée, la représentation dans l'espace de
Radon doit d'abord être ﬁltrée par un ﬁltre rampe (qui permet de normaliser l'énergie).
Dans la pratique, la représentation discrétisée ﬁltrée permet seulement de reconstru-
ire une approximation de l'image originale et génère des artefacts. Ces artefacts, bien
que réduits par le ﬁltrage, sont tout de même visibles : des halos de formes étoilées ou
des droites diﬀusant l'énergie des zones où celle-ci est concentrée de manière importante
peuvent apparaître. Il est à noter que l'acquisition des sinogrammes souﬀre (comme en
radiographie) d'un bruit poissonnien qui perturbe également la reconstruction. Aﬁn de
réduire les artefacts, il est possible d'utiliser d'autres ﬁltres que le ﬁltre rampe. Cepen-
dant, l'image générée aura tendance à subir d'autres distorsions (être plus ﬂoue par
exemple). Bertram et al. [BRS+04] proposent également un algorithme d'interpolation
du sinogramme avant la reconstruction aﬁn d'augmenter la précision dans l'espace de
Radon. Des techniques similaires peuvent également permettre de générer des images
volumiques avec une résolution plus importante que celle d'acquisition.
Il existe diverses autres techniques d'inversion du sinogramme qui ne provoquent
pas forcément les mêmes artefacts. Elle peuvent être catégorisées en deux familles : les
méthodes algébriques qui résolvent un système d'équations linéaires (ART, SIRT, ILST,
méthode du gradient conjugué, etc.) [GBH70, Gil72, HR73, HLL75] et qui ignorent la
présence du bruit dans les données contrairement aux méthodes statistiques (MLEM,
OSEM, RAMLA, DRAMA, etc.) [SV82, LBL87, HL94, BdP96, TK03].
Des techniques de reconstruction ont été étendues pour utiliser l'information tridi-
mensionnelle (sinogrammes de plusieurs coupes) et prendre en considération le position-
nement (géométrie) des capteurs. Ceci permet de réduire le bruit ainsi que les artefacts
de reconstruction. Parmi les approches volumiques, on peut citer la généralisation de la
rétroprojection ﬁltrée (3D FBP).
1.1.1.2 IRM
L'IRM utilise les propriétés magnétiques quantiques (spin) de certains atomes comme
l'hydrogène, qui est très présent dans les tissus biologiques au travers des molécules telles
que l'eau. Des ondes magnétiques oscillantes sont appliquées à ces atomes, qui, déjà
soumis à un fort champ magnétique constant ~B, vont entrer en résonance magnétique
(écho de spin). Ce phénomène survient à une fréquence particulière ω : la fréquence de
Larmor ou fréquence de résonance, proportionnelle à B (et diﬀérente selon les atomes),
et se traduit par une modiﬁcation de l'aimantation du noyau des atomes (protons).
Celle-ci va eﬀectuer un mouvement de rotation perpendiculaire au champ ~B avec une
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Figure 1.4  Exemple de coupe IRM
fréquence ω : la précession. Après l'arrêt de la fréquence excitatrice, l'aimantation con-
tinue d'osciller et va progressivement se restabiliser pour suivre le champ B. La réso-
nance magnétique émise durant cette phase de stabilisation est captée à l'aide d'antennes
et génère un signal électrique d'intensité proportionnelle à la quantité de protons en ré-
sonance et oscille donc également à la fréquence ω. Pour pouvoir mesurer localement
la concentration d'atomes, le champ magnétique ~B est appliqué de manière variable
dans l'espace (gradient), aﬁn de générer une fréquence de résonance diﬀérente en cha-
cun des points à étudier. Pour obtenir des images avec un meilleur contraste, on mesure
généralement le temps nécessaire aux atomes pour revenir à l'équilibre longitudinale-
ment (relaxation T1) et transversalement (relaxation T2). Les fréquences ainsi captées
permettent de former une image dans un espace couramment appelé espace K. Cette
représentation oﬀre un codage de la phase et de l'amplitude pour diverses fréquences et
orientations et est organisée de telle sorte qu'elle forme un espace de Fourier discrétisé.
Elle est ainsi facilement inversible à l'aide d'algorithmes de transformée de Fourier rapi-
des et permet de générer l'image de la localisation des sources de résonance (Fig. 1.4).
Sur un principe similaire à l'écho de spin, on trouve également l'écho de gradient,
qui consiste aussi à donner un mouvement de rotation à l'aimantation du noyau, mais
avec un angle plus faible (< 90◦, 90◦ correspondant à l'écho de spin), qui permet un
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temps d'excitation également plus faible et une stabilisation plus rapide après arrêt de
l'excitation. Ainsi, l'écho de gradient oﬀre un gain de temps qui permet de remplir plus
rapidement un espace K tridimensionnel, oﬀrant ainsi la possibilité de construire des
IRM de façon volumique directement (IRM3D). Les coupes d'un tel volume peuvent
être plus ﬁnes car leur rapport signal à bruit est meilleur, et sont reconstruites à l'aide
d'une transformée de Fourier 3D inverse.
Plus le champ magnétique constant est élevé, plus le rapport signal sur bruit tend
à être meilleur. Pour l'imagerie médicale, il est souvent compris entre 0.1 et 3 Tesla et
peut parfois dépasser 11 Tesla. On distingue trois types d'aimants : permanents, résis-
tifs et supraconducteurs. Les premiers produisent un champ magnétique permanent sans
consommer d'énergie. Il sont donc très ﬁables et tendent à se développer. Ils sont cepen-
dant très lourds (plusieurs tonnes) et dépassent rarement 0.4 Tesla. L'aimant résistif se
compose d'une simple bobine de cuivre qui génère un champ magnétique lorsqu'elle est
traversée par un courant électrique. Bien que peu coûteux à la fabrication, il consomme
beaucoup d'énergie, souﬀre de l'eﬀet Joule et génère un champ magnétique peu stable
qui atteint diﬃcilement 0.5 Tesla. C'est pourquoi il est peu utilisé depuis l'apparition des
aimants supraconducteurs. Ces derniers se composent d'une bobine en Niobium-Titane
(Nb-Ti) baignée constamment dans de l'hélium liquide aﬁn de réduire sa résistivité.
Ils permettent ainsi de générer de forts champs magnétiques. Ces appareils sont très
coûteux à l'achat comme à l'utilisation à cause de leur consommation importante en
électricité et en hélium liquide.
Il existe également deux catégories de systèmes d'acquisition : l'une dite fermée et
l'autre dite ouverte. Les systèmes fermés sont les plus répandus. Ils se présentent sous la
forme d'un tunnel autour duquel on trouve l'aimant, les bobines de gradient de champ
magnétique et les antennes émettrices/réceptrices générant ou captant les fréquences de
résonance. Les systèmes ouverts ont des conﬁgurations variables en fonction de la forme
de l'aimant utilisé ( fer à cheval  par exemple). Ces derniers génèrent des champs
magnétiques moins importants, mais permettent plus facilement de faire passer des
IRM à des personnes claustrophobes, enceintes ou encore obèses. Les derniers modèles
arrivent tout de même à dépasser les 1.0 Tesla.
Les techniques d'acquisition les plus rapides permettent de remplir l'espace K en
moins d'une seconde mais sont moins précises (plus ﬂoues et plus bruitées). Ainsi la
durée d'acquisition pour un examen est en général d'une dizaine de minutes. On peut
actuellement obtenir des résolutions proches du demi-millimètre pour des épaisseurs
de coupes pouvant varier entre 2 et 5 mm. Ces coupes épaisses sont nécessaires pour
obtenir un rapport signal à bruit intéressant.
La majorité des artefacts visibles sont liés aux propriétés physiques de la tech-
nique d'acquisition, et non à la méthode de reconstruction. La présence d'autres atomes
entrant en résonance ou l'orientation des tissus selon un certain angle ( magic an-
gle ) génèrent une énergie qui peut perturber l'interprétation des images. De faibles
mouvements du patient durant l'acquisition génèrent également des artefacts. Par con-
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Figure 1.5  Exemple de lame virtuelle
tre, des oscillations peuvent apparaître aux abords des contours très marqués ; c'est le
phénomène de Gibbs, qui est lié à la reconstruction.
Pour obtenir des informations plus détaillées, un cours interactif très bien conçu, et
récompensé par plusieurs organismes de radiologie, est disponible en anglais [HMa] et
en français [HMb]. On peut également citer [BBM+04] qui passe en revue des techniques
récentes pour accélérer l'acquisition (IRM parallèle).
1.1.2 Lames virtuelles (LV)
En médecine, l'étude des tissus biologiques (histologie) s'eﬀectue généralement au
microscope après biopsie (prélèvement d'un petit échantillon de tissu). Elle est pratiquée
en anatomo-pathologie qui étudie les lésions macro et microscopique (histopathologie)
pour le diagnostic.
Traditionnellement, le tissu est préparé et ﬁxé sur lame de verre, avant d'être observé
 manuellement  au microscope, puis conservé physiquement. L'inconvénient majeure
étant que l'échantillon risque de s'abimer avec le temps : les marqueurs (ﬂuorescent,
coloré, ...) choisis en fonction du problème diagnostique peuvent parfois s'altérer, ou les
tissus mal se conserver. En revanche, s'il est numérisé son archivage sous forme physique
n'est plus spécialement nécessaire, et sur un point de vu légal, l'image conservée reste
la même que celle utilisée lors du diagnostic.
Ainsi, une lame virtuelle [CBC+03, RGI07, TJLBF08] (Fig. 1.5) est une image de
très grande taille qui essaie de fournir la même qualité des détails que lors d'une observa-
tion traditionnelle au microscope. Elle est obtenue à l'aide d'un objectif de grossissement
(généralement ×20 ou ×40), qui, couplé à un capteur CCD, permet d'obtenir une très
Modalités d'images ciblées 25
haute déﬁnition (inférieure au micron par pixel). L'acquisition d'une image (en 752×560
par exemple) du  champs de vision  (FOV : ﬁelds of view ou tile), qui correspond à
ce que verrait un histologiste derrière son microscope, peut être faite sur trois canaux
(Rouge, Vert, Bleu) ou plus en imagerie multi-spectrale, avec une précision de 8 ou 12
bits par canal. Aﬁn de numériser l'échantillon, la totalité de la zone d'acquisition est
balayée séquentiellement aﬁn de quadriller l'espace par des prises locales de FOV qui
sont ensuite assemblées pour former la lame virtuelle. Avant chaque prise de FOV le dé-
placement de l'échantillon devrait s'eﬀectuer avec une précision extrême aﬁn que toutes
soient correctement alignées. Pour contourner ce problème et rendre les systèmes moins
coûteux, les FOV peuvent être acquises de manière à se recouvrir légèrement et des al-
gorithmes de recalage peuvent être appliqués pour permettre de réaligner correctement
chaque FOV par rapport à ses voisines. D'autres contraintes, comme des légers change-
ments d'illumination, peuvent également intervenir et doivent être prises en compte lors
de l'assemblage.
Les images ainsi obtenues deviennent rapidement volumineuses : un grossissement
×20 de 1cm2 peut produire environ 20000 × 20000 pixels, soit, pour 3 canaux RGB
échantillonnés à 8 bits par canal, un volume numérique de 1.2 GB par cm2 de lame
virtuelle.
1.1.3 Bases d'images utilisées pour les expérimentations
1.1.3.1 Images volumiques
Aﬁn de permettre de comparer diﬀérents algorithmes, une sélection de bases d'im-
ages volumiques (CT et IRM) natives et prétraitées a été retenue à partir de plusieurs
sources :
PMR  Ces images proviennent d'un dossier médical patient relativement récent
contenant notamment des TDM et des IRM moins bruitées que dans les autres
bases (TDM construites de manières volumiques, IRM et IRM-3D en haute réso-
lution (512× 512) ).
MeDEISA  Cette base est destinée à évaluer diﬀérents algorithmes de traitements
d'images médicales : MeDEISA 1 (Medical Database for the Evaluation of Image
and Signal Processing Algorithms). Elle se compose d'images tomographiques car-
diaques post-traitées (une partie du bruit a été supprimée par ﬁltrage convolutif),
d'IRM et d'IRM-3D natives et post-traitées. Celles post-traitées ont des portions
du bruit d'arrière plan (sans intérêt diagnostique) supprimées (valeurs mises à
zéro).
VHP-Male/Female/Harvard  Ces trois ensembles contiennent des images en prove-
nance directe du matériel d'acquisition : ils sont issus de la base NLM-VHP 2
(The National Library of Medicine's Visible Human Project), et comprennent
deux corps complets (un Homme, une Femme) et une tête (Harvard), disponibles
sous forme d'IRM, de scanners, et de photographies couleurs de cryosections (ces
1. http://www.medeisa.net
2. http://www.nlm.nih.gov/research/visible/visible_human.html
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dernières n'ont pas été utilisées). VHP-Harvard contient une IRM-3D haute résolu-
tion probablement générée (par le matériel) par compressive sensing. Les résultats
pour cette IRM sont très diﬀérents de ceux pour les autres volumes. Elle sera donc
considérée indépendamment (VHP-Harvard-3D).
CIPR  Les TDM et IRM contenues dans cette base sont requantiﬁées sur 8 bits.
Elles proviennent du Mallinckrodt Institute of Radiology, Image Proc. Lab. et
sont disponibles sur le site du CIPR 3 (Center for Image Processing Research).
Bien que la requantiﬁcation sur 8 bits ait un impact important sur la compression
(suppression d'une grosse partie du bruit), cette base d'images est souvent utilisée
comme référence en compression d'images volumiques.
Exceptée la base CIPR, toutes les images sont sur 12 bits. Sur l'ensemble des bases,
toutes les valeurs négatives ont été mises à zéro. Celles-ci apparaissent parfois sur cer-
taines tomographies (cas de MeDEISA) pour signaler les zones de l'image ne contenant
aucune information reconstruite (extérieur de la zone de reconstruction des TDM) et
n'ont donc aucune incidence diagnostique.
Le lecteur intéressé pourra également trouver une base d'images 4 principalement
destinée à l'évaluation des performances du logiciel OSIRIX 5, comportant environ 20
giga octets de données. Ces images ont pour la plupart subi des post-traitements (images
non natives).
Cette sélection permet d'utiliser une bonne variété d'images volumiques pour éval-
uer l'eﬃcacité de diverses techniques de compression sur les TDM et les IRM. : des
images avec une résolution axiale ﬁne (majorité des TDM et IRM-3D de VHP-Harvard)
qui peuvent contenir des artefacts de reconstruction/bruits inter-coupe corrélés ou non
(ﬁltrage et/ou techniques de reconstruction diﬀérentes), d'autres avec une résolution
axiale plus faible, possédant également un bruit corrélé ou non : IRM et IRM-3D na-
tives. Les propriétés intra-coupes sont également diversiﬁées avec des images peu et très
bruitées, et des IRM basse (256 × 256) et haute (512 × 512) résolutions. La Tab. 1.1
donne quelques détails sur les bases utilisées, et des images d'exemple sont données en
annexe : A.1 pour les TDM et A.2 pour les IRM.
Les images post-ﬁltrées et celles reconstruites à l'aide d'algorithmes volumiques sont
donc moins bruitées que les autres images, et leur contenu est plus corrélé dans l'espace
et donc visuelement plus doux, avec plus de régularité. Dans la suite du manuscrit, elles
seront donc qualiﬁées d'images  douces  ou  régulières .
1.1.3.2 Lames virtuelles
Pour les images anatomopathologiques, les expérimentations ont porté sur une base




6. Nous tenons à remercier Christine Cavaro-Ménard du Laboratoire d'Ingénierie des Systèmes
Automatisés d'Angers pour nous avoir fourni ces données.
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Bases
TDM IRM
volumes coupes X,Y res. volumes coupes X,Y res.
CIPR (8 bits) 4 557 256,256 4 251 256,256
MeDEISA 5 1050 512,512 8 777 256,256
2 58 512,512
PMR 2 426 512,512 5 188 512,512
VHP-Female 1 1734 512,512 18 923 256,256
VHP-Male 2 2395 512,512 18 973 256,256
VHP-Harvard 1 463 512,512 3 228 256,256
VHP-Harvard-3D - - - 1 229 512,512
Table 1.1  Composition des bases d'images retenues
classes (fond, tissu sain, stéatose et ﬁbrose) réalisée automatiquement 6. Seule la dif-
férentiation fond/forme (ROI) est utilisée dans ces travaux. La Tab. 1.2 précise quelques
informations quantitatives sur les données utilisées, et quelques exemples sont proposés
en annexe : A.3.
Images Dimensions moyennes Taille moyenne image Taille moyenne ROI
30 ≈ 19000× 17000 324 Mpixels 61 Mpixels
Table 1.2  Informations quantitatives relatives à la base de lames virtuelles utilisée.
Pour des raisons pratiques (coût mémoire et rapidité d'exécution des algorithmes),
quatre patchs représentatifs de dimensions 1024 × 1024 ont également été extraits de
la région d'intérêt de chacune des 30 lames et convertis en images monochromatiques
de luminance (8 bpp). Ces patchs seront référencés par XX-YY, ou XX correspond à
l'indice de la lame et YY à celui du patch. Quelques patchs sont mis en annexe : A.4.
1.2 Contexte médico-légal et options d'archivage
1.2.1 Contraintes quantitatives
Pour des raisons médicales (suivi des patients), juridiques (expertises en cas de litige)
et aﬁn d'éviter des examens redondants, les clichés médicaux doivent être archivés à plus
ou moins long terme. La loi française prévoit une conservation des données relatives à
un patient durant au minimum 20 ans, même après son dernier contact hospitalier. Pour
les problèmes de nature héréditaire, la conservation est illimitée dans le temps. En cas
de procès, les informations doivent rester disponibles jusqu'au règlement déﬁnitif du
dossier. De plus,  la jurisprudence à tendance à considérer que l'impossibilité pour le
médecin de fournir les documents est un argument à charge  (SFR : Société Française
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de Radiologie) 7. Il est donc plutôt conseillé de conserver les informations sur 30 ans au
lieu de 20. Bien que les durées d'archivage puisse varier d'un pays à l'autre, la trentaine
d'années est assez courante en Europe. Ces longues périodes de conservation ajoutées
à une constante évolution de l'imagerie médicale induisent des coûts de stockage et de
transfert qui peuvent être réduits grâce à la compression.
La tomographie est devenue très populaire durant les dernières décennies et son
usage s'est beaucoup intensiﬁé. La quantité d'images ainsi produites chaque année a
explosé de manière quasi exponentielle. L'IRM, quant à elle, oﬀre souvent une réso-
lution transversale (z) plus faible que la tomographie et son coût et sa durée d'ac-
quisition rendent sa fréquence d'utilisation moins élevée. Bien qu'elle soit ainsi moins
gourmande en espace de stockage, elle reste la troisième modalité la plus encombrante
après les radiographies et les scanners d'après des études localement menées au sein
de centres d'archivage, communément appelés PACS (Picture Archiving and Commu-
nication System) [LLK+05, OBO05, OBBO06]. Pour ces deux modalités, les évolutions
technologiques ont également conduit à l'augmentation de la résolution (x,y,z) et de la
précision d'acquisition (bits par pixels) des appareils. De ce fait, les images deviennent
de plus en plus volumineuses.
Une étude menée dans le PACS du département de radiologie du centre médical uni-
versitaire de Groningen aux Pays-Bas [OBO05] montre que leur production de scanners
a évolué de 19875 coupes par mois en moyenne pour l'année 2000 à 552773 pour l'année
2004, tandis que celle des IRM s'est plus faiblement accrue de 66315 à 104457. Ainsi
en 2004 plus de 3 TB ont été produits par les scanners et 657 GB par les IRM, pour
un total de plus de 5 TB produits, toutes modalités d'images confondues. En Janvier
2006, leurs prévisions de production étaient de quasiment 16 TB pour l'année 2010 alors
qu'elles n'étaient que de 13 TB 7 mois plus tôt [OBBO06].
En ce qui concerne les lames virtuelles, les images non compressées atteignent des
tailles allant 0.5 GB et pouvant dépasser les 10 GB, et comme mentionné dans plusieurs
publications ([CBC+03, LLK+05] par exemple), des établissements spécialisés tels que
l'hôpital John Hopkins (Maryland) peuvent traiter plusieurs centaines de milliers de
lames histologiques par an. Il serait donc très coûteux de conserver numériquement de
telles images pendant 20 années (par exemple, la quantité de données à stocker représen-
terait environ 107 TB = 10 EB pour les USA, soit approximativement 3.5 milliards
d'euros à l'heure actuelle, et environ 5 · 104 TB = 50 PB pour John Hopkins seulement,
soit un peu moins de 2 millions d'euros). C'est pourquoi ce sont majoritairement les sup-
ports physiques qui sont conservés. Si le stockage à long terme de la totalité des images
s'avèrerait onéreux, seules des portions contenant les informations relatives au diagnos-
tic pourraient être archivées. Dans ce cas, un modèles attractif serait une représentation
multi-résolution dont seules les zones géographiques intéressantes seraient conservées en
bonne qualité, et ceci en fonction de la résolution nécessaire. Ce modèle pourrait être
7. http://www.sfrnet.org/sfr/grandpublic/2-dossier-informatise/problematique/index.
phtml
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généré de manière interactive pour permettre de recréer le parcours eﬀectué par le spé-
cialiste lors de son diagnostic, et éventuellement couplé à une sytème d'eye tracking
pour permettre d'analyser les comportements lors de l'observation de ces images, et d'y
adapter la compression.
Actuellement, des lames virtuelles sont parfois conservées dans des buts pédagogiques,
généralement après une compression avec pertes, ou dans des buts de recherches scien-
tiﬁques, de préférence après une compression sans perte.
Bien qu'il existe une augmentation  perpétuelle  des capacités de stockage et des
débits grâce aux avancées scientiﬁques, les coûts matériels pour le transfert et l'archivage
deviennent faramineux. Les réseaux internes des hôpitaux peuvent s'encombrer si il y
a trop de consultations simultanées d'images volumineuses. Les accès intra-hospitalier,
mais encore plus les accès extra-hospitaliers (télémedecine) qui s'eﬀectuent le plus sou-
vent sur des réseaux à capacités réduites, peuvent bénéﬁcier d'approches visant à faciliter
la navigation en réduisant la quantité d'information à transmettre à un instant donné,
et en se focalisant sur celle qui est vraiment nécessaire pour pouvoir la faire parvenir en
priorité. L'enjeu de l'utilisation d'algorithmes de compression eﬃcaces pour les images
médicales en vue de leur stockage et/ou de leur transmission est donc important.
1.2.2 Archivage sans perte
Le plus souvent, pour satisfaire des raisons éthiques liées au diagnostic, les données
des images médicales sont archivées soit de manière brute (sans compression) soit après
une compression sans perte. Ceci permet de conserver une copie de l'image identique à
l'originale.
Le stockage brut consiste simplement à enregistrer les valeurs des voxels selon un
ordre prédéﬁni (généralement coupe par coupe, ligne par ligne et colonne par colonne).
Ce mode de stockage utilise un nombre de bits par voxel multiple de 8 (un octet) de
manière à faciliter les manipulations. Ainsi des scanners en niveaux de gris sur 12 bits
seront stockés sur 16 bits (2 octets) par voxel, ce qui rend les données encore plus
volumineuses.
La compression sans perte, quant à elle, peut être eﬀectuée à l'aide d'algorithmes
généralistes de compression de données. Les formats tels que ZIP, RAR, GZ, BZ2, 7Z
ou encore PAQ8 sont assez communs et aisés à mettre en place puisqu'ils permettent
de s'astreindre facilement des diverses organisations numériques (données sur plus de 8
bits : little endian, big endian ; formats de ﬁchiers ; ...). Cependant, même s'ils permet-
tent facilement (en terme d'ingénierie à mettre en place) d'obtenir un gain d'espace de
stockage, les algorithmes les plus performants, tels que PAQ8 ou LZMA (format 7Z) sont
également les plus complexes et restent bien moins eﬃcaces que des algorithmes spéci-
ﬁques aux images : les taux de compression sont souvent moins bons pour des temps de
calcul pouvant être beaucoup plus importants. Les algorithmes de compression d'images
sans perte sont donc bien souvent préférés. Cependant, bien que plus performants, ces
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systèmes oﬀrent encore des taux de compression peu satisfaisants. Ceux-ci peuvent être
inférieurs à 2:1 et dépassant rarement 6:1, aussi bien avec des algorithmes bidimension-
nels qu'avec des algorithmes volumiques qui sont encore plus eﬃcaces.
1.2.3 Contraintes qualitatives
Les performances de la compression sans perte sont très faibles en comparaison à
des systèmes supprimant une partie de l'information et dits avec pertes. Cependant
un second aspect juridique contraignant porte sur la qualité des images archivées. En
eﬀet, aﬁn d'éviter tout litige au cours d'une expertise en cas de poursuite judiciaire,
les images conservées doivent être strictement les mêmes que celles utilisées lors du
diagnostic. Ainsi, si des pertes doivent être introduites lors de la compression, celles-ci
doivent apparaître en amont de la présentation des clichés au radiologue (aﬁn d'éviter
l'altération des preuves).
1.2.4 Archivage avec pertes
Même si l'archivage avec pertes est encore controversé, la plupart des contributions
récentes, dans le domaine de la compression d'images médicales, tentent d'investir le
cadre de la compression irréversible [NCOC11, GM09, Gau06, MC04, LLF03, WT01],
et les travaux les plus poussées essaient de quantiﬁer la perte acceptable pour ne pas
perturber le diagnostic. Quelques radiologues avant-gardistes préconisent même l'utili-
sation de la compression avec pertes, notamment avec des études récentes, comme celle
de Koﬀ et al. [KBB+09], où ils s'attachent à déﬁnir des taux de compression pour
lesquels les distorsions sont suﬃsamment faibles pour être tolérées lors de tests sub-
jectifs. A l'aide de ce type d'investigations, l'Association Canadienne des Radiologistes
(CAR) a également publié une norme visant à orienter les radiologues sur les taux de
compression maximaux pouvant être utilisés avec les standards JPEG et JPEG-2000
pour diﬀérentes modalités d'images et régions anatomiques étudiées [CAR11, CAR10].
Ces résultats sont focalisés sur des algorithmes particuliers et sont alors peu exploitables
pour d'autres techniques de compression.
La plupart de ces études sont réalisées à l'aide de protocoles d'évaluation stricts,
diﬃciles à mettre en place et coûteux 8. Ces expertises portent souvent sur la qualité du
diagnostic après compression. Ainsi, pour évaluer correctement un algorithme, il faut
pouvoir réunir des images (de patients malades et sains) pour toutes les techniques d'ac-
quisition (et de reconstruction) concernées et pour les pathologies associées. Ces images
doivent ensuite être évaluées par un panel de médecins spécialistes, pour diﬀérents taux
de compression (et donc niveaux de dégradation).
Pour s'astreindre des problèmes de l'évaluation subjective, la piste d'une métrique
objective d'évaluation de la qualité par apprentissage sur des résultats d'experts a été
envisagée [DRPV06]. Une telle approche, visant à  imiter  un expert, n'a, à notre
8. Se référer à [CMLCBT08, CMZLC10] pour plus de détails sur ces méthodes d'évaluation.
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connaissance, pas été utilisée aﬁn d'optimiser les pertes en compression. Ceci pour-
rait pourtant permettre d'éviter l'introduction d'artefacts, d'interdire la suppression de
signes pathologiques et de moins perturber l'habitude des médecins. On trouve tout
de même quelques références à des travaux utilisant des modèles psychovisuels hu-
mains [KJML05], plus classiques en compression d'images naturelles. Un article récent
de Cavaro-Menard et al. [CMZLC10] fait également un état des lieux des méthodes
subjectives et objectives relatives à l'évaluation de la qualité des images médicales et
présente les enjeux liés à l'utilisation de l'eye-tracking pour l'évaluation ou pour l'opti-
misation de la compression.
1.2.5 Archivage avec pertes contrôlées
Les médecins sont très réticents au passage à un archivage avec pertes. Ceci impli-
querait la possibilité qu'une information importante pour le diagnostic en cours (ou un
autre ultérieur) soit altérée et introduise des faux-négatifs ou des faux-positifs. En eﬀet,
l'information utile est parfois de l'ordre de quelques pixels [CMLCBT08]. C'est pourquoi
la majorité des travaux en compression d'images médicales s'attachent à conserver la
totalité de l'information (compression sans perte). Une option de stockage intermédiaire
consiste à contrôler de manière stricte les pertes engendrées par la compression, de façon
à conserver l'information nécessaire pour ne pas perturber le diagnostic.
1.2.5.1 Notion de région d'intérêt
L'approche qui semble la plus satisfaisante, en terme de qualité, consiste à com-
presser sans perte la ou les régions d'intérêt diagnostique (ROI : Region Of Interest)
et à compresser avec pertes (ou même supprimer) les zones pouvant être considérées
comme d'un intérêt diagnostique nul (RONI : Region Of No Interest). Le plus souvent
la ROI se compose de la totalité des pixels composant l'objet médical observé (patient),
et la RONI des pixels extérieurs (les autres). Les contraintes de cette approche sont la
nécessité de devoir déﬁnir la zone d'intérêt (eﬀectué manuellement par le radiologue ou
algorithmiquement par segmentation) pour un gain de compression, certes moins spec-
taculaire qu'avec une compression avec pertes, mais non négligeable : de 20% à 40% sur
les IRM et scanners [TL10b] et 60% sur les lames virtuelles utilisées [TL11].
1.2.5.2 Compression presque sans perte
Une autre option consiste à utiliser un critère de qualité pour guider l'algorithme
de compression et lui imposer des limites sur les altérations que peut subir l'image. Un
indicateur sous optimal mais garantissant une certaine qualité ou une métrique robuste
d'évaluation des distorsions (suivant une approche telle que celle mentionnée dans 1.2.4
par exemple) peuvent également être mis en place.
Les techniques presque sans perte actuelles cherchent majoritairement à garantir
l'erreur absolue maximale autorisée sur chaque pixel (cf. 3.1.4). Cette contrainte, même
si elle est sous optimale, permet d'obtenir des taux de compression plus intéressants
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qu'en compression sans perte pour des seuils d'erreurs très faibles (En bornant sim-
plement l'erreur sur chaque pixel par ±1 un gain supérieur à 1 bpp peut être obtenu)
qui n'ont pas ou très peu d'impact sur le résultat visuel. Il est tout de même envis-
ageable d'avoir recours à des campagnes d'évaluations aﬁn de déterminer un seuil de
tolérance optimale (pour chaque type de contenu, ou de modalité d'image, par exemple)
ne perturbant pas le diagnostic.
La compression presque sans perte avec prise en compte de la région d'intérêt est
également envisageable.
1.2.6 Remarques
Sur les résultats de nombreuses publications en compression sans perte
d'images médicales : Beaucoup de publications ne prennent pas en compte la pré-
cision d'acquisition des technologies récentes et proposent des résultats sur des images
8 bits. Ces images sont rarement natives et résultent le plus souvent d'une quantiﬁcation
d'images de plus haute précision (12 bits généralement). Cette quantiﬁcation ne rend
plus vraiment les résultats exploitables, une grosse partie du bruit présent dans l'image
originale étant ainsi supprimée. Or le bruit et les artefacts de reconstruction doivent être
conservés pour que la compression soit sans perte, et ont souvent un impact non nég-
ligeable sur les performances de compression. Les résultats ne sont donc pas réellement
comparables à ceux obtenus dans des articles prenant en compte la précision complète,
et tenant ainsi compte du bruit d'acquisition.
Sur les artefacts de reconstruction : Les erreurs de reconstruction liées aux
contraintes physiques du matériel étant inévitables, les médecins se sont habitués à
travailler avec elles, et les artefacts leurs sont devenus familiers. Ainsi, si un processus
de compression avec pertes devait être instauré, il serait prudent de na pas les altérer.
Sur la compression avec pertes : Si des systèmes de compression avec pertes
sont mis en place pour l'archivage, la standardisation du protocole de décompression
devra être totalement standardisée. En eﬀet, dans le standard JPEG-2000 [TM01]-10.5,
par exemple, un certain degré de liberté est laissé pour la reconstruction des images
compressées avec pertes (précision des calculs, déquantiﬁcation), qui implique que deux
programmes de décompression diﬀérents, deux versions d'un même programme voire
deux exécutions du même programme dans certains cas (notamment si des nombres en
virgule ﬂottante sont utilisés sans la rigueur nécessaire à la reproductibilité des calculs),
n'obtiendront pas nécessairement la même image après décompression. Or ceci va à
l'encontre d'une authenticité de l'image en tant qu'élément de preuve.
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1.3 Fonctionnalités intéressantes pour la télé-consultation
et l'archivage
Bien que le taux de compression soit un critère d'évaluation important pour l'archivage,
les cadres applicatifs peuvent requérir une certaine ﬂexibilité de la part des outils de
compression. Ces contraintes jouent un rôle important sur le choix des techniques à
mettre en place et sur l'organisation du ﬂux de données compressées. Les principales
fonctionnalités que peuvent chercher à oﬀrir les formats de ﬁchiers sont : la scalabilité,
l'accès aléatoire, et la représentation sous forme d'objets. Fortement utiles, dans un con-
texte où la connectivité médicale numérique se met rapidement en place depuis quelques
années déjà [Cor01], ces propriétés peuvent faciliter la manipulation du contenu et ren-
dre plus eﬃcace la transmission des données. Leur mise en place peut se faire dans le but
de permettre une réduction des temps d'accès, des coûts de transferts et/ou de calculs
au décodage, tout en essayant de rester eﬃcace pour le stockage. Elles sont notamment
utiles pour éviter i) une décompression totale du ﬁchier si ce n'est pas nécessaire (lorsque
manipulées localement, par exemple), ii) un transcodage si seulement certaines portions
des données sont souhaitées ou qu'une image de plus faible qualité est requise (dans
un schéma client/serveur fonctionnant à l'aide de requêtes sur un réseau à faible bande
passante, par exemple), ou encore iii) l'engorgement des réseaux et implicitement les
temps d'attentes lorsqu'une qualité optimale n'est pas nécessaire.
1.3.1 Scalabilité en qualité
Même si la compression avec pertes pour l'archivage pose encore des problèmes
d'éthique, celle-ci peut tout de même être utilisée aﬁn d'accèlérer la transmission sur
des réseaux à faible débit. Par exemple, si l'image doit simplement être consultée à titre
pédagogique ou pour illustrer un compte-rendu post-diagnostique, l'accès à la qualité
sans perte n'est pas nécessairement requis.
Certains algorithmes, dits scalables en qualité ou progressifs, permettent une com-
pression eﬃcace tout en proposant diﬀérents niveaux de qualité, pouvant éventuelle-
ment aller jusqu'au sans perte (lossy to lossless), d'une même image dans un même
ﬁchier. L'image est d'abord transmise avec une faible qualité/précision (beaucoup de
pertes/distorsions), puis est progressivement raﬃnée (réduction des distorsions) à l'aide
de nouvelles informations. Ces algorithmes autorisent ainsi la transmission d'une por-
tion restreinte du ﬁchier compressé, permettant un accès avec pertes pouvant s'adapter
à des contraintes de qualité de reconstruction ou de temps d'accès à l'image. L'avantage
principal de cette technique est de ne pas nécessiter de transcodage (décompression du
ﬁchier archivé, puis compression avec pertes de l'image) avant la transmission, ce qui
permet un gain de temps et des économies en ressources énergétiques.
Cette propriété peut également être utilisée pour de l'archivage à très long terme.
Dans le cas de pathologies héréditaires, où les images sont conservées indéﬁniment, on
peut supposer que la qualité sans perte (requise principalement pour le diagnostic et
la jurisprudence) n'est plus nécessaire au delà d'un certain nombre d'années, et que le
ﬁchier peut donc être conservé avec pertes. Là encore, le transcodage n'est pas nécessaire,
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il suﬃt simplement de supprimer une portion de ﬁchier devenue inutile.
Equitz et Cover [EC91] démontrent qu'une telle représentation sous forme d'arbre
de raﬃnages successifs ne peut être optimale qu'à la condition que les diﬀérentes étapes
de raﬃnage puissent s'écrire sous la forme d'une chaîne de Markov. Ainsi, avec l'utili-
sation de la compression scalable il ne faut pas espérer atteindre des performances de
compression supérieures à des approches non progressives.
1.3.2 Scalabilité en résolution
La scalabilité en résolution peut être une alternative à celle en qualité. Cette ap-
proche permet une représentation multi-échelle de l'image (généralement 1/2k). Elle
peut être utile pour réduire la quantité d'informations à transférer lorsque l'image en
pleine résolution n'est pas nécessaire, ou lorsqu'une navigation rapide, utilisant des im-
ages de tailles réduites (miniatures), est suﬃsante pour pouvoir sélectionner la ou les
images qui intéressent avant de les obtenir en pleine résolution (quick view for fast
navigation). Elle peut être couplée à des approches avec ou sans perte.
Avec certaines techniques, la scalabilité en résolution peut également être couplée
à une scalabilité en qualité de manière à réduire progressivement les distorsions pour
diﬀérentes résolutions et ainsi optimiser l'information à transmettre. Elle peut égale-
ment être considérée, seule, comme une représentation progressive en qualité puisqu'il
est possible d'interpoler l'image de sous-résolution aﬁn de produire une estimation de
l'originale, et que les erreurs d'interpolation diminuent généralement avec la diﬀérence
de résolution.
1.3.3 Accès aléatoire
La compression de l'information rend impossible l'accès aléatoire immédiat à une
information ou une plage d'informations dont on connaît la localisation dans l'espace
de représentation pré-compression. Pour les images, un procédé usuel pour permettre
d'y accéder rapidement est le découpage en zones uniformes (rectangulaires par exemple
dans le cas bidimensionnel) et l'ajout d'informations supplémentaires qui permettent
la localisation de ces diﬀérentes zones dans le ﬂux compressé. Ainsi un accès aléatoire
grossier peut être réalisé de façon à obtenir assez rapidement les données souhaitées.
Les formats de ﬁchiers qui cherchent à oﬀrir un accès aléatoire sont donc conçus
à l'aide d'une en-tête et/ou de marqueurs dans le ﬂux qui apportent des repères de
localisation. Lorsque des modèles adaptatifs sont utilisés pour la compression, ceux-ci
doivent être réinitialisés à chaque repère de localisation aﬁn de permettre un décodage de
chaque zone indépendamment des autres. Cette réinitialisation ainsi que l'information de
localisation entrainent des pertes de compression. La mise en place de l'accès aléatoire a
donc un coût, et plus la précision d'accès sera ﬁne, plus il faudra s'attendre à voir le débit
augmenter. Cependant il permet d'éviter le transfert et la décompression d'informations
inutiles lorsque seule une faible portion géographique de l'image est requise/souhaitée.
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1.3.4 Découpage en objets
Le découpage de l'image en diverses zones d'informations (régions pas spécialement
uniformes) peut permettre de compresser chacune d'entre elles de manière indépendante,
de sorte à pouvoir gérer plus facilement les données. L'accès aléatoire, la progressivité
par zone, la progressivité globale avec favorisation de certaines régions, ou encore l'attri-
bution de qualités diﬀérentes par région lors d'une compression avec pertes peuvent être
envisagées grâce à un tel découpage. Ces diﬀérentes zones sont ainsi considérées comme
des objets qui ont leurs propres propriétés de compression (si plusieurs algorithmes ou
bases de transformation ont été mis en concurrence par exemple) et/ou peuvent posséder
des informations supplémentaires de natures diverses (méta-données). Il s'agit alors de
modéliser le découpage en objets, et d'organiser les divers ﬂux de données pour répondre
aux besoins. Il faut donc prévoir un coût supplémentaire pour les spéciﬁcations de la
segmentation, pour la localisation des données dans le ﬂux ﬁnal, et éventuellement pour
contenir les méta-données individuelles.
Conclusion
Le contexte médical dans lequel s'insère ce travail a été introduit dans ce chapitre.
La tomodensitométrie, l'IRM et la microscopie virtuelle sont en plein essor et posent des
problèmes pour le stockage et la consultation à distance. L'archivage de ces images de
très grandes tailles est soumis à des contraintes législative lourdes. Bien qu'une compres-
sion avec pertes puisse permettre de réduire les coûts d'archivage, les médecins restent
réticents à une telle mesure. Des approches sans perte ou avec pertes contrôlées semblent
donc à privilégier. Cependant, la compression avec pertes reste envisageable et intéres-
sante pour les télé-consultations post-diagnostiques. Des fonctionnalités favorisant les
manipulations de ces images à distance ont donc également été introduites.
La suite de ce manuscrit s'intéressera essentiellement à la compression, sans perte,
presque sans perte, ainsi qu'aux algorithmes scalables en résolution ou en qualité.
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Chapitre 2
Outils génériques pour la
compression d'images
Introduction
Aﬁn de mieux appréhender le prochain chapitre qui dressera un état de l'art en com-
pression d'images, ce chapitre fait un balayage rapide des principaux outils théoriques
et pratiques sur lesquels s'appuient la majorité des algorithmes de compression.
Pour rester général, les éléments nécessaires à la compression de données quelcon-
ques sont tout d'abord indroduits dans une première section (sec. 2.1). Les fondements
de la théorie de l'information y sont rappelés, puis les principales méthodes pour le
codage entropique y sont décrites. Comme les signaux et les images numériques ont
des propriétés assez particulières : ils contiennent généralement une information redon-
dante et/ou superﬂue, des outils qui leurs sont plus spéciﬁques sont ensuite présentés
(sec. 2.2). Ces outils concernent la décorrélation des données, qui sert à réduire la
quantité d'information nécessaire à leur représentation, ainsi que les procédés d'approx-
imation, qui permettent de supprimer une partie de l'information lorsque celle-ci est
considérée comme superﬂue.
2.1 Compression de données
2.1.1 Théorie de l'information
La théorie de l'information déﬁnit les fondements mathématiques de la compression
moderne. Elle fut introduite en 1948 par Claude Shannon [Sha48] en démontrant la
limite de la compression de données numériques. Cette limite, appelée entropie, s'ex-
prime comme le nombre moyen de symboles équiprobables nécessaires pour représenter
un message provenant d'une source aléatoire d'information dont on connait le modèle
statistique. Ne sont rappelées ici que les principales déﬁnitions qui seront utiles pour la
suite.
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Déﬁnitions 2.1.1 : alphabet, longueur et symboles
Un alphabet A est un ensemble dont la longueur, ou cardinalité, est
|A| = Card(A) 6= 0. Les éléments de cet alphabet {a1, . . . , am=|A|} sont ordonnés
et appelés symboles.
Déﬁnition 2.1.2 : modèle
Soit un alphabet A, un modèle probabiliste M est une fonction
M : A 7→ [0, 1]
ai → PM(ai),
∑
i PM(ai) = 1,
(2.1)
qui associe une probabilité PM(ai) à chaque symbole ai de A. Cette probabilité peut
être une estimation et n'est donc pas nécessairement la probabilité réelle P(ai).
Déﬁnition 2.1.3 : Information
Soit un symbole ai ∈ A en provenance d'une variable aléatoire X supposée suivre
une loi de probabilité correspondant à un modèle M. D'après le théorème de Shannon,
la quantité d'information nécessaire à exprimer ai à l'aide d'un alphabet Ω de
longueur W est
IM(X = ai) = − logW PM(X = ai). (2.2)
Cette mesure correspond à la longueur de la séquence de symboles de Ω nécessaire
à exprimer de manière optimale le symbole ai, en concordance avec le modèle M.
En informatique on utilise le plus souvent Ω = {0, 1} pour un codage binaire de
l'information, et on exprime alors la quantité d'information en bits/symbole.
Déﬁnitions 2.1.4 : entropie et entropie de Shannon
En utilisant le modèle de probabilité a priori M, l'entropie HM(X) de la variable




P(X = ai)IM(X = ai), (2.3)
et correspond à la quantité moyenne d'information nécessaire pour coder un symbole
de A dont les statistiques d'apparition sont décrites par le modèle M.
Dans le cas d'un modèle parfait (PM(ai) = P(ai),∀ai ∈ A), on obtient l'entropie
de Shannon H(X) qui correspond à la quantité moyenne d'information nécessaire




P(X = ai) logW P(X = ai). (2.4)
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Déﬁnition 2.1.5 : entropie conditionnelle
L'entropie conditionnelle de X sachant Y se déﬁnit par :
H(X|Y ) = −
∑
x,y∈A
P(X = x, Y = y) logW P(X = x|Y = y). (2.5)
Déﬁnition 2.1.6 : entropie jointe
L'entropie jointe de la variable aléatoire discrète formée par le couple (X,Y) se
déduit de (2.4) :
H(X,Y ) = −
∑
x,y∈A
P(X = x, Y = y) logW P(X = x, Y = y). (2.6)
vériﬁant
H(X,Y ) = H(X) +H(Y |X) = H(Y ) +H(X|Y ). (2.7)
Ainsi
H(X,Y ) ≤ H(X) +H(Y ), H(X,Y ) ≥ H(X) et H(X,Y ) ≥ H(Y ), (2.8)
et H(X,Y ) = H(X) +H(Y ) quand X et Y sont indépendantes.
Déﬁnition 2.1.7 : message
Un message M = (Xt)t∈{1,...,T} de taille T est la réalisation d'un ensemble de
variables aléatoires ordonnées (processus) Xt à valeurs dans un alphabet At =
{a0,t, . . . , amt,t}, suivant une loi de probabilité PXt qui peut dépendre de la réali-
sation des autres variables.





P(X1 = ai1 , X2 = ai2 , . . . , XT = aiT )
· logW P (Xt = ait |(Xk = aik)k 6=t) .
(2.9)
Clairement, pour la compression, cette expression ne convient pas à cause de la
dépendance qui existe entre les variables et qui rend le modèle non causal. Pour qu'elle




P(X1 = ai1 , X2 = ai2 , . . . , Xt = ait)
· logW P (Xt = ait |(Xk = aik)k<t) .
(2.10)
Classiquement, on modélise un message d'une façon beaucoup plus simple par un
modèle de Markov d'ordre k. Ainsi la loi de probabilité de toutes variable aléatoire
Xt ne dépend plus que de k variables qui la précèdent. On exprime alors l'entropie





P(Xt = ai0 , Xt−1 = ai1 , . . . , Xt−k = aik)
· logW P
(




De même, en compression, pour que le traitement puisse être rendu causal, les mod-
élisations des lois de probabilités PXt ne dépendent que d'informations connues : des
données ﬁxées au codeur et au décodeur et/ou des informations précédemment en-
codées/transmises. Elles peuvent éventuellement contenir des spéciﬁcations sur le(s)
modèle(s) à utiliser.
Déﬁnition 2.1.8 : entropie de la source
Dans la littérature, on voit parfois apparaitre le débit entropique de la source
(aussi appelé entropie de la source). Il peut se déﬁnir à l'aide de l'entropie jointe
(2.6) pour une source X ,




H(X0, . . . , XN−1). (2.12)
En pratique, on considère des messagesM ﬁnis de longueur N . L'entropie est alors
H(M) = 1
N
H(X0, . . . , XN−1). (2.13)
La source est, par exemple, l'image à compresser et les lois de probabilités sont calculées
à partir du nombre d'occurrence de chaque symbole. Il arrive souvent que l'entropie de la
source exprimée soit en faitH(X) (ou entropie d'ordre 0), en considérant que l'image est
une succession de réalisations indépendantes d'une variable X dont la loi de probabilité





où nai est le nombre d'occurrences du symbole ai dans le message.
2.1.2 Codage entropique
Un codeur entropique permet de compresser une séquence de symboles en se basant
sur leur probabilité (a priori) d'apparition. Chaque symbole se voit assigner une nouvelle
représentation (dépendant de sa probabilité d'apparition) de manière à ce que le codage
de la source s'approche au plus de son entropie. Les codeurs entropiques qui vont être
présentés permettent de compresser l'information en générant un code sans ambiguïté.
Ils autorisent donc de faire une restitution sans perte. Il existe également des techniques
dérivées qui peuvent dépasser la limite entropique en induisant des ambiguïtés et donc
un codage avec pertes, mais elles ne seront pas abordées.
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2.1.2.1 Codes à longueur variable
Huﬀman et Golomb ont proposé des techniques de construction de codes à longueur
variable (VLC : Variable Length Code) pour la compression. Les VLC sont très utilisés
car ils sont simples à mettre en place, rapides et souvent eﬃcaces.
Un codeur VLC fonctionne de la façon suivante : pour tout symbole aAI ,i de l'al-
phabet d'entrée AI de longueur NI , le codeur VLC KM, conditionné par un modèle
M, associera une unique séquence de NM,i symboles de l'alphabet de sortie AO, appelée
mot. On déﬁnit ainsi un alphabet ASO pour lequel chaque symbole est une séquence
de symboles de l'alphabet AO :
ASO = {aASO,i}i∈{1..NI}/aASO,i ∈ AONM,i . (2.15)
Ainsi, un tel codeur KM peut être représenté comme une fonction qui, à un symbole
dans un contexte donné (modèle M), associera un unique mot (codage  1→ 1 ), cette
association est bijective aﬁn de permettre le décodage :
KM : AI 7→ ASO
aAI ,i → aASO,i.
(2.16)
L'avantage majeur de tels codeurs est leur rapidité. Leur principal inconvénient est
qu'ils sont souvent sous optimaux puisqu'ils ne proposent que des séquences de symboles
aASO,i de longueurs entières.
2.1.2.1.1 Codes de Huﬀman Les codes de Huﬀman, mis au point en 1952 [Huf52],
sont parmi les premiers à avoir émergés et sont donc également parmi les plus répandus.
Le principe est d'attribuer un code court à un symbole fréquent et un code plus long à un
symbole plus rare. En se plaçant dans le cas d'un alphabet de sortie binaire, l'attribution
du nombre de bits pour chaque symbole se fait par le biais d'un arbre binaire, construit
en fonction de la fréquence d'apparition des symboles.
A chaque n÷ud de l'arbre est associé la fréquence d'apparition de l'ensemble des
symboles présents dans son sous arbre. L'arbre est construit de manière ascendante,
à partir de ses feuilles. Chaque feuille correspond à un symbole, et à sa fréquence
d'apparition. Itérativement, jusqu'à l'obtention de la racine, un n÷ud père est généré
pour le couple des deux n÷uds ayant la fréquence d'apparition la plus faible.
Le code de chacun des symboles est alors le chemin partant de la racine jusqu'à la
feuille lui correspondant (bit 0 pour aller au ﬁls gauche, et bit 1 pour aller au ﬁls droit
par exemple). Ce code est donc déﬁni de telle sorte qu'aucun des symboles de l'alphabet
ASO ne soit le préﬁxe d'un autre : chaque symbole étant associé à une feuille de l'arbre
le chemin qui permet d'y accéder ne peut en aucun cas être le sous-chemin d'un autre.
Ainsi, le codage est non ambigu.
La création de cet arbre peut être eﬀectuée à l'aide d'un algorithme de complexité
O(NI log2NI), avec NI la taille de l'alphabet.
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Le code Huﬀman peut être statique, transmis ou adaptatif. Lorsqu'il est statique,
le code est ﬁxé pour le codeur et le décodeur et n'a donc pas besoin d'être transmis.
Cependant, il n'est pas toujours adapté aux données.
Lorsqu'il est transmis, l'arbre doit être construit par le codeur à partir des fréquences
d'apparition des symboles : un parcours supplémentaire des données est donc nécessaire
(sur la totalité, ou un échantillon représentatif). Il a également un coût pour la com-
pression puisqu'il doit être transmis.
Enﬁn lorsqu'il est adaptatif, en partant d'un arbre particulier les fréquences des
symboles sont mises à jour au fur et à mesure de leur apparition. L'arbre doit donc
être mis à jour régulièrement, ce qui demande un temps de calcul important. L'arbre
de départ peut également être statique ou transmis.
Avantages :
 la rapidité (le plus rapide, une fois l'arbre binaire généré) : avec une table indexée
par les symboles d'entrée, le temps de codage dépend uniquement de la recopie
(dans le message de sortie) de la séquence associée au symbole d'entrée.
 ce codage est optimal pour les modèles où ∀aAI ,i ∈ AI ,− logW PM(aAI ,i) est une
valeur entière (i.e. PM(aAI ,i) = W
−k, k ∈ N), avec W = 2 puisque l'alphabet
AO = {0, 1}.
Inconvénients :
 un modèle où PM(aAI ,i) = 2
−k∈N est peu courant. Dans toute autre situation,
l'entropie liée au codage de Huﬀman HHuff s'éloigne de l'entropie du modèle HM
en associant à chaque symbole une séquence de longueur entière, sous optimale, et
vériﬁe HM ≤ HHuff < HM + 1. Dans le pire des cas, presque 1 bit sera donc perdu
en moyenne par symbole ce qui peut être assez pénalisant lorsque HM est faible.
Ce codage reste tout de même eﬃcace lorsque PM(aAI ,i) ' 2−k∈N
 le modèle M est diﬃcilement adaptatif. Ceci nécessite un recalcul complet de l'al-
phabet de sortie ASO à chaque phase d'adaptation, ce qui est coûteux en temps de
calcul. Pour pallier à ce problème, on peut utiliser des informations contextuelles
aﬁn de sélectionner un modèle prédéﬁni et le codage Huﬀman associé, par exemple.
2.1.2.1.2 Codes de Golomb Dans le principe, un code Golomb est assez similaire
à un code Huﬀman. La principale diﬀérence vient du fait qu'on suppose que les variables
d'entrée suivent une certaine loi de probabilité qui va implicitement induire le codage.
Cette propriété permet de ne pas avoir besoin de calculer la table de correspondances
des symboles, et le rend ainsi facilement adaptatif [WSS96, TM01, Mal06].
Un codeur Golomb [Gol66] de paramètre m noté Gm encode une valeur entière posi-
tive n en deux parties : une représentation binaire de (n mod m) et une représentation
unaire de bn/mc. Les codeurs Golomb sont optimaux pour coder des valeurs entières
positives, suivant une loi de probabilité géométrique de la forme Q(n) = (1− ρ)ρn avec
0 < ρ < 1 pour une valeur m = dlog(1 + ρ)/log(ρ−1)e.
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Les symboles de l'alphabet ASO sont construits par la concaténation de la représen-
tation binaire de taille ﬁxe de (n mod m) et de la représentation unaire de taille variable
de bn/mc. Pour que le codage soit non ambigu, la représentation unaire est une suite
de bits à 1 suivie d'un bit d'arrêt à 0.
Les codeurs Golomb-Rice [RP71, GvV75] sont un cas particulier du codeur Golomb
avec m = 2k, particulièrement adaptés pour le codage/décodage informatique. Ainsi les
divisions se font par simple décalage de bits et les modulo par une opération logique
utilisant un masque.
Avantages :
 la rapidité (légèrement plus lent que le codage Huﬀman) : il nécessite uniquement
un modulo pour obtenir les symboles représentant la partie de poids faible des
symboles d'entrée, et d'une division suivie du codage unaire (une table comme
pour Huﬀman pourrait être utilisée, mais la propriété suivante serait perdue),
 il est facilement rendu adaptatif : seul le paramètre m (ou k) nécessite d'être
estimé,
 ce codage est optimal pour des modèles ou les valeurs suivent une loi géométrique,
ce qui est une bonne approximation de la répartition des valeurs à compresser dans
les schémas destinés aux signaux ou aux images.
Inconvénients :
 comme pour les codes de Huﬀman, il y a une perte entropique due à l'encodage
VLC ( 1→ 1 ). Cette perte peut cependant être diminuée à l'aide de systèmes
adaptatifs [WSS96].
Ce codeur et ses dérivés sont très présents dans la littérature pour le codage d'erreurs
de prédiction en compression sans perte d'images et de signaux audio, domaines pour
lesquels il a tendance à être plus utilisé qu'Huﬀman puisqu'il nécessite beaucoup moins
de calculs pour être rendus adaptatif. En eﬀet l'adaptation du code Huﬀman nécessite
le recalcul de l'arbre complet (O(NI log2NI)), tandis que pour le code Golomb seul le
paramètre m doit être mis à jour (O(1)). Les valeurs à encoder ont également tendance
à suivre une loi géométrique en valeur absolue, ce qui permet au code Golomb d'être
eﬃcace.
2.1.2.2 Codage arithmétique
Très prisé pour ses performances, le codeur arithmétique permet de compresser une
séquence de symboles AIN en une séquence de symboles AOM de telle sorte que chaque
symbole d'entrée ne soit pas nécessairement associé à un nombre entier de symboles
de l'alphabet de sortie. Il évite ainsi le problème des codeurs VLC et est quasiment
optimal au sens de HM(X). Autrement dit, ce sera principalement la qualité du modèle
statistique M qui inﬂuera sur l'eﬃcacité de la compression, et permettra de s'approcher
de la limite théorique.
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Un tel codeur permet de générer un message de sortieMO en un temps proportionnel
à la taille du message d'entrée MI (complexité linéaire). Cependant il nécessite des
traitements plus complexes que ceux d'un codeur VLC qui le rendent plus lent.
Le principe consiste à coder toute une séquence de symboles en un unique nombre
décimal dont la précision permet de regénérer la séquence originale. Ce nombre cor-
respond à la borne inférieure d'un intervalle dans lequel la séquence est plongée. On
part d'un intervalle I0 = [x0 = 0, y0 = 1). Soit une séquence de symboles (Xt)t∈1..T ,
appartenant à l'alphabet AI = {a1 . . . aNAI }, dont la distribution statistique est mod-
élisée par le modèle M. Si Ik est l'intervalle obtenu après le codage du k-ième symbole,
Ik est subdivisé en NAI sous-intervalles de longueurs M(ai)‖Ik‖, proportionnelles aux
probabilités d'apparition de chaque symbole. L'intervalle Ik+1 correspondra alors au
Xk+1-ième sous-intervalle associé au symbole à coder.
Ainsi l'intervalle I0 est subdivisé et réduit symbole après symbole, en fonction du
modèle, de manière non ambiguë en un intervalle IN = [xN , yN ). xN est progressivement
codé (aﬃné) après chaque subdivision k avec une précision permettant de distinguer xk
de yk, et rend donc également le codage non ambiguë.
Avantages :
 ce codage permet d'atteindre des taux très proches de l'entropie théorique,
 il est facilement adaptatif, sans avoir à modiﬁer l'algorithme de compression lui
même, mais le modèle qu'il utilise.
Inconvénients :
 le codage arithmétique demande un peu plus de temps de calcul que les codeurs
VLC : ces derniers sont quasiment instantanés puisqu'ils ne nécessitent que d'une
lecture en mémoire du code et d'une recopie, tandis que le codeur arithmétique
doit eﬀectuer quelques opérations (au minimum 2 multiplications, 1 division, 3 ad-
ditions et 2 soustractions pour chaque symbole dans l'implémentation de [BCK07])
aﬁn de mettre à jour les bornes de l'intervalle,
 le codage est très dépendant des symboles précédemment encodés, ce qui le rend
peu robuste aux erreurs de transmission, et empêche le décodage à partir d'une
position aléatoire dans le ﬂux de données.
On peut trouver de bons supports pour comprendre et programmer un tel codeur
comme celui d'Amir Said [Sai04] ou celui d'Eric Bodden, Malte Clasen et Joachim Kneis
[BCK07] (code source inclus). Dans les travaux de cette thèse, c'est sur l'implémentation
de ce dernier que s'appuie le codage arithmétique lorsqu'il est employé.
Il existe de nombreux codeurs arithmétiques, tous basés sur le même principe, mais
visant à oﬀrir des réponses à ces inconvénients. Certains cherchent à réduire le temps
de calcul en proposant une légère perte de l'optimalité du codage. D'autres essaient
d'inclure des informations redondantes aﬁn de permettre une correction d'erreur plus
aisée en cas de pertes d'informations durant la transmission.
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Comme ils permettent la représentation des symboles sur un nombre fractionnaire
de bits, ils sont bien adaptés à la compression de messages ayant un petit alphabet. Un
bon nombre de codeurs arithmétiques binaires ont donc été développés, parmi lesquels
on peut citer le Q-Coder d'IBM [PMLA88] qui utilise son propre modèle adaptatif et qui
réduit le temps de calcul en supprimant les multiplications par des approximations, au
détriment d'une légère perte de compression. Il est l'ancêtre du QM-Coder utilisé dans
JBIG et JPEG (JPEG peut aussi utiliser un autre codeur dérivé appelé Q15 [ITU05]) et
du MQ-Coder utilisé par JBIG2 et JPEG2000 [MYRP07]. On peut également citer celui
d'Amir Said FastAC 1 (Fast Arithmetic Coding), CABAC (Context-Adaptive Binary
Arithmetic Coding utilisé par H.264/MPEG-4 AVC, ou encore le codeur arithmétique
rapide utilisé par le codec video DIRAC 2 de la BBC Research qui est réalisé pour être
entièrement disponible dans le domaine publique et exempt de tout brevet.
2.1.2.3 Autres outils de codage
Les codes VLC et arithmétiques sont issus d'un modèle statistique explicite : les
probabilités "a priori" des occurrences des symboles sont fournies au codeur. Une autre
classe de codeurs entropiques se distingue également, pour laquelle le modèle statistique
est implicite : les probabilités sont indirectement exploitées. Deux exemples répandus
seront présentés ici.
L'un des codages les plus simples, et très utilisé, est le RLE (Run Length Encoding).
Il est très eﬃcace dans les situations où l'on sait que de longues séquences d'un même
symbole doivent survenir. Il consiste simplement à spéciﬁer le symbole et la longueur
de la séquence. Cette technique est utilisée en compression d'image en complément des
codes VLC aﬁn de pallier à leur manque d'eﬃcacité à compresser ces longues séquences
de symboles identiques. Le plus souvent, un symbole spécial est utilisé pour préciser le
changement de mode (VLC vers RLE), mais celui-ci peut également se faire de manière
automatique en fonction du contexte local comme dans LOCO-I (cf. 3.1.1.1.2).
Le codage par substitution est une autre approche utilisée en compression de don-
nées. Il est souvent très eﬃcace sur du texte ou certains types d'images dont le contenu
n'est pas très riche : répétitif ou aplats de couleurs, palette de couleurs limitée, etc.
. Cette technique consiste à générer un dictionnaire de portions du message qui sont
redondantes, et remplacer leurs occurrences par leur index dans le dictionnaire. Elle
est apparue avec l'algorithme LZ77 [ZL77] et a été combinée avec un codage Huﬀman
pour produire l'algorithme de compression DEFLATE (RFC 1951) qui n'est soumis à
aucun brevet. Il est désormais utilisé dans des formats de compression très répandus
comme ZIP (RFC 1950) et GZIP (RFC 1952), et en compression sans perte d'images
par le format PNG (RFC 2083). Ce dernier fut créé aﬁn de contrecarrer sa variante
1. http://www.cipr.rpi.edu/~said/FastAC.html
2. http://www.bbc.co.uk/rd/projects/dirac/index.shtml et http://diracvideo.org/
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propriétaire LZW (Lempel Ziv Welch) utilisée dans les ﬁchiers GIF (PNG's Not Gif ) à
une époque ou le brevet sur LZW n'avait pas encore expiré.
Avantages du codage par substitution :
 il est particulièrement bien adapté à des séquences de données répétitives,
 il peut permettre de s'abstenir d'une étape de décorrélation des données (c.f. 2.2),
 contrairement aux codes VLC, la substitution d'une séquence peut permettre un
coût de codage inférieur au bit par symbole.
Inconvénients :
 ce type d'algorithme peut requérir un espace mémoire assez conséquent pour le
stockage du dictionnaire,
 il est rarement optimal.
2.1.2.4 Quel codeur entropique utiliser ?
Le cadre d'application guide généralement le choix du codeur entropique. Si la com-
pression doit favoriser la rapidité et qu'il est possible de modéliser une ou plusieurs
distributions de probabilités représentatives (et pertinentes) des symboles de l'alpha-
bet, les codes de Huﬀman sont souvent préférés.
L'adaptation automatique des distributions statistiques permet de rendre le modèle
plus pertinent et d'améliorer la compression, au détriment d'une baisse de rapidité. Les
codes Golomb-Rice adaptifs sont réputés pour fournir un bon compromis entre rapid-
ité et taux de compression lorsqu'il s'agit de signaux ou d'images naturelles, après une
étape de décorrélation (c.f. section suivante). Si l'application est moins focalisée sur la
vitesse d'exécution que sur les performances de compression, les codeurs arithmétiques
adaptatifs sont privilégiés (c'est l'orientation qui a été prise pour cette thèse). En parti-
culier, lorsque la quantité d'information pour le symbole le plus fréquent est trop faible
(bien en dessous de 1 bit), même si la combinaison VLC et RLE peut être eﬃcace,
un codeur arithmétique adaptatif sera plus optimal. Celui-ci a également l'avantage
de pouvoir coder eﬃcacement l'information par plans de bits (alphabet de 2 symboles :
l'entropie est alors inférieure ou égale à 1 bit par symbole). Cette technique, permet aux
algorithmes de compression d'images par transformée, tel que JPEG-2000 par exemple
(c.f. chapitre 3), de proposer des fonctionnalités intéressantes comme la scalabilité en
qualité (c.f. 1.3.1).
2.2 Réduction de l'information
2.2.1 Signaux numériques
Beaucoup de signaux sont issus de phénomènes physiques, et plus généralement d'on-
des (compression/décompression de matériaux pour les ondes sonores, ondes électro-
magnétiques pour les photographies, ...). Ces ondes peuvent être modélisées à l'aide
de fonctions (ou variables aléatoires) continues à valeurs réelles. Prenons pour exemple
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une fonction f(t) telle que f : R+ 7→ R, et considérons t comme le temps. Sur un
intervalle de temps [t0; t1] (t0 6= t1), aussi petit qu'il soit, f possède une inﬁnité de
réalisations. De même pour un instant t donné f(t) a une précision numérique inﬁnie,
puisqu'à valeur réelle. Les supports numériques ayant une capacité limitée (nombre de
bits), ces fonctions à précision inﬁnie ne peuvent pas être stockées directement. Ainsi
la numérisation n'est pas immédiate, il faut discrétiser et limiter le nombre d'instants
auxquels on souhaite conserver f mais également le nombre de valeurs pouvant être
prises par f(t).
La discrétisation (ou échantillonnage) de [t0, t1] se fait le plus souvent à pas ﬁxe T .
On conservera alors les valeurs {F (t0), F (t0 + T ), F (t0 + 2T ), . . .}, où F : R+ 7→ R est
issue de f (par exemple F (t) = f(t), ou encore F (t) = 1T
∫ t+T
t f(u) du). Cette échan-
tillonnage est eﬀectué habituellement de manière à respecter le théorème de Nyquist-
Shannon : le signal F ne doit posséder aucune composante fréquentielle au delà de la
plage [−12SF ; 12SF ] où SF = 1T est appelé fréquence d'échantillonnage. Cette contrainte
est suﬃsante pour pouvoir restituer toutes valeurs prises par F (t) dans l'intervalle de
temps initial [t0, t1].
La discrétisation des valeurs prises par F (t) s'eﬀectue ensuite à l'aide d'une fonction
Q : R 7→ AQ, où AQ est l'alphabet ﬁni des valeurs autorisées pour leur représentation
numérique. Cette opération n'est autre qu'une quantiﬁcation (cf. 2.2.3) eﬀectuée sur un
alphabet initial de taille inﬁnie.
La représentation numérique d'un signal réel est imparfaite : des pertes d'infor-
mations sont introduites par ces discrétisations. Un compromis doit être fait entre la
précision du signal et le nombre de bits nécessaires pour sa représentation. Intervien-
nent dans ce choix des facteurs de coût de production du matériel d'acquisition et de
qualité nécessaire ou  ressentie  par l'utilisateur des signaux numérisés. Dans le cas
des TDM et des IRM, les discrétisations de l'espace d'acquisition agissent sur la qualités
des images reconstruites et implicitement sur leur résolution et sur le nombre de bits
par pixel réellement informatifs. Tandis que pour les LV, elles concernent directement
la résolution et la précision d'acquisition.
2.2.2 Décorrélation
Les échantillons composant les signaux sont en général corrélés et possèdent donc
une information redondante. Une étape de décorrélation visant à supprimer cette re-
dondance s'avère alors très bénéﬁque pour l'amélioration des taux de compression. Les
deux approches principales qui servent à eﬀectuer cette décorrélation sont la prédiction
et la transformation des données.
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2.2.2.1 Prédiction
La valeur probable xˆi de l'échantillon xi est estimée à l'aide de l'information causale.
Pour eﬀectuer la décorrélation, seule l'erreur i de la prédiction de xi par xˆi est alors
conservée :
i = xi − xˆi. (2.17)
L'information causale est généralement composée de l'ensemble des échantillons précédem-
ment décorrélés xj∈{0..i−1} (ainsi que de toutes valeurs pouvant être calculées à partir
de ceux-ci), mais peut également inclure d'autres paramètres précédemment transmis
ou ﬁxés.
Le processus de prédiction peut alors être inversé, en utilisant la même information
causale, pour reconstruire l'échantillon original :
xi = i + xˆi. (2.18)
Les techniques de prédiction les plus eﬃcaces tentent d'adapter progressivement des
modèles statistiques contextuelles sur les données causale de sorte à minimiser la vari-
ance, voire l'entropie, de l'information résiduelle .
2.2.2.2 Transformation
La transformée T : s→ ŝT permet de changer l'espace de représentation d'un signal
s en coeﬃcients ŝT. Lorsqu'elle est inversible, il existe une transformée inverse T−1 telle
que T−1(T (s)) = s. Pour la compression, on utilise des transformées inversibles avec
de bonnes propriétés de décorrélation, aﬁn que l'information contenue dans l'espace
transformé soit plus compacte que dans l'espace d'origine. Deux classes de transformées
discrètes inversibles sont distinguées : les transformées redondantes et non redondantes.
Si T est redondante, alors Card(T (s)) > Card(s). En compression sans perte on préfère
souvent le cas non redondant : Card(T (s)) = Card(s).
La majorité des transformées théoriquement inversibles ne le sont pas totalement
numériquement à cause des erreurs d'arrondis qui peuvent survenir lors de calculs sur des
valeurs en virgule ﬂottante. Un schéma de compression les utilisant sera donc implicite-
ment irréversible (avec pertes). Pour pouvoir être appliquée dans un schéma réversible,
les transformées réelles sont alors généralement factorisées en étapes de lifting (voir
ﬁn de section suivante) et approximées pour pouvoir être appliquées sur des valeurs
entières aﬁn d'être réversibles [BvdE92]. Dans le cas des ondelettes, la démarche est
très bien décrite dans [DS98] et étendue dans [ST02]. Pour les transformées pouvant
être modélisées par une matrice de projection carrée de déterminant 1, une méthode de
factorisation a été proposée dans [HS01, Hao04], et reprise dans [LHX06, LXSH06] aﬁn
d'être appliquée dans le cas d'ondelettes orthonormales multibandes. Les approches de
[DS98] et [Hao04] seront exploitées dans le chapitre 6.
Suit une présentation pratique de la transformée en cosinus discrète (DCT Discret
Cosine Transform) et de la transformée en ondelettes discrète (DWT Discrete Wavelet
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Transform), qui sont les plus utilisées en compression, suit ensuite un aperçu de quelques
autres représentations, moins présentes dans la littérature, mais également employées
en compression. La DCT et la DWT sont détaillées de façon théorique dans le livre de
référence de Stéphane Mallat [Mal08].
2.2.2.2.1 Transformée en cosinus Issue des travaux de Joseph Fourier, la trans-
formée en cosinus continue CCT permet de représenter une fonction continue f , déﬁnie
sur un intervalle borné [a, b]), à l'aide d'une combinaison linéaire de cosinusoïdes. Elle
est très connue en traitement du signal depuis que sa version discrète DCT a été pro-
posée [ANR74]. Plusieurs bases de cosinus peuvent être construites à partir des séries de
Fourier (appelées bases de cosinus I, II, III, IV, ...). Elles diﬀèrent par la représentation
du signal f˜ qui est généré lorsque les cosinusoïdes sont étendues en dehors de l'intervalle
[a, b].





























































En compression d'images c'est la DCT-II qui est généralament utilisée (après une
application bidimensionnelle de la transformée). Elle suppose que le signal généré par
extension est 2N -périodique et est pair en −12 et en N − 12 et donc s(k) = s(−k − 1)
ou encore s(k) = s(2N − k − 1).
En compression audio (codecs MP3 ou AC-3 par exemple) c'est une version modiﬁée
de la DCT-IV, la MDCT [PJB87], qui est plus souvent utilisée. Son utilisation pour la
compression d'images a également été étudiée récemment [Mul09]. Elle est conçue pour
être appliquée sur des portions du signal ayant un recouvrement. Ainsi, pour un signal
s, les portions pi de longueur 2N seront telles que pi aura ses N premiers échantillons en
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pour n ∈ [0..2N−1]. Elle a la propriété de fournir un nombre de coeﬃcients transformés
qui est deux fois moins important que le nombre d'échantillons. Ce nombre de coeﬃcients
réduits implique une erreur de reconstruction. Cependant cette erreur est supprimée par
l'ajout de l'information obtenue par recouvrement des portions. Ce phénomène est connu
sous le nom de TDAC (time-domain aliasing cancellation).
Contrairement à la DCT-II, la DCT-IV suppose une représentation impaire enN− 12 .
Ainsi lorsque le bloc transformé n'est pas nul en ce point, une discontinuité est créée,
et des coeﬃcients de forte amplitude apparaissent. C'est pourquoi en compression on
préfère appliquer une fenêtre avant d'utiliser la MDCT. Dans ce cas, pour que la MDCT
puisse être inversible quelques opérations supplémentaires sont nécessaires.
2.2.2.2.2 Transformée en ondelettes La DCT et plus généralement les transfor-
mées de Fourier permettent de représenter un signal ﬁni comme une somme de fonctions
sinusoïdales (et donc de longueurs inﬁnies) en supposant que celui-ci est périodique en
dehors de ses bornes de représentation. Contrairement à ces approches, les ondelettes
permettent une représentation localisée, temps/fréquence, du signal en le projetant sur
des fonctions oscillantes à support borné, appelées ondelettes. Ces ondelettes sont issues
d'une ondelette mère Ψ (ici normalisée ‖Ψ‖ = 1 et centrée au voisinage de t = 0) par
décalage temporel (translatée de u ∈ Z pour travailler sur des signaux discrets) et par















permettant de normaliser ‖Ψu,s‖ = 1. Pour t ∈ R, Ψ doit vériﬁer :∫ +∞
−∞
Ψ(t) dt = 0, (2.26)
et les ondelettes discrétisées formant la famille WZ :∑
t∈Z
Ψu,s(t) = 0. (2.27)
La transformée en ondelettes à un instant u et à une échelle s d'un signal discret f





et peut être vue comme un produit de convolution :
f̂DWT(u, s) = f ? Ψ¯s(u), (2.29)










La transformée en ondelettes permet ainsi de modéliser un ﬁltrage multi-échelle.
Pour un signal discret f ﬁni de longueur N , la f̂DWT(u, s) sera appliquée pour
u ∈ [0..N −1]. La DWT peut alors avoir quelques variantes en fonction de comment est
modélisée l'extension du signal lorsque le ﬁltrage nécessite des valeurs de f au delà de
l'intervalle [0..N − 1]. Par exemple, une symétrisation, une périodicité, ou des valeurs
nulles peuvent être envisagées.
Aﬁn de pouvoir reconstituer le signal original à partir d'une décomposition eﬀectuée
jusqu'à une échelle s = j, il est nécessaire de rajouter l'information contenue dans les
échelles supérieures à j. La fonction d'échelle Φ (aussi appelée ondelette père) est alors

















La représentation du signal f pour l'ensemble des échelles supérieures à j (généralement
la représentation basses fréquences de f) peut alors s'écrire :










Aﬁn d'être appliquée de façon réversible, la famille d'ondelettes discrètesW doit être















On parle d'ondelettes bi-orthogonales. Les Φ et Ψ sont appelés ﬁltres d'analyse, tandis
que les Φ∗ et Ψ∗ sont appelés ﬁltres de synthèse. Si W∗ =W, la famille d'ondelettes W
est orthogonale.
Jusqu'ici, la décomposition est redondante : les f̂Φ(u, 0) ainsi que chacun des j
niveaux de décomposition f̂DWT(u, j) nécessitent tous N coeﬃcients. La décomposition
peut cependant être modélisée comme une analyse en sous-bandes par cascade de bancs
de ﬁltres, et au même titre que celle-ci un sous échantillonnage peut être appliqué. La
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bande f̂DWT(u, 0), associée aux hautes fréquences du signal selon Ψ, et la bande f̂Φ(u, 0),
associée aux basses fréquences, sont sous échantillonnées et la décomposition peut être
ré-appliquée sur les basses fréquences :
f
f̂DWT(u, 0) ↓ 2 H0
f̂Φ(u, 0) ↓ 2
f̂DWT(u, 0) ↓ 2 H1
f̂Φ(u, 0) ↓ 2 L1
(2.36)
où ↓ 2 est un sous-échantillonnage uniforme d'un facteur 2. Les Hi∈{0..j} et Lj sont
équivalent aux f̂DWT(u, i) et f̂Φ(u, j) sous échantillonnés.
Il n'est pas toujours évident de calculer analytiquement les ﬁltres de synthèse perme-
ttant de reconstruire le signal d'origine. Cependant, le lifting scheme, dont les concepts
fondamentaux et des références à d'autres articles sont disponibles dans [Swe96a], per-
met de concevoir très facilement des ﬁltres d'analyse et leur ﬁltre dual. Le principe repose
sur un partitionnement S (comme split) des échantillons du signal f en plusieurs sous-
ensembles entre lesquels sont successivement appliquées des étapes de lifting. Chaque
étape de lifting consiste à prendre l'un des sous ensembles et à modiﬁer chacun de ses
échantillons par addition ou soustraction du résultat d'une opération n'impliquant que
des échantillons des autres sous-ensembles.
Exemple | 2.2.1 : schéma de lifting simple
Pour illustrer, deux sous ensembles f0 et f1 sont pris. f0 contient les échantillons pairs
et f1 les échantillons impairs. f0 est utilisé pour eﬀectuer la prédiction P (comme
predict) des échantillons de f1 et leur soustraire cette valeur. f1 contient alors les
erreurs de prédiction qui peuvent être considérés comme les hautes fréquencesH sous-
échantillonnées de f . Cette erreur de prédiction est ensuite utilisée pour eﬀectuer
une mise à jour U (comme update) des valeurs de f0 aﬁn de leurs supprimer ces
hautes fréquences identiﬁées dans H. f0 peut être alors considéré comme les basses












Le schéma peut ensuite être réitéré sur les basses fréquences pour obtenir une dé-
composition dyadique, et sur les hautes fréquences pour obtenir une décomposition
en paquets d'ondelettes.
La transformée inverse, et donc les ﬁltres de synthèse, peuvent être obtenus à l'aide
d'un schéma de lifting dual pour lequel les étapes de lifting sont appliquées dans l'or-
dre inverse, les additions annulées par des soustractions et les soustractions par des
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additions. f peut être récupéré en fusionnant la partition des sous-ensembles obtenus.
Des schémas de lifting d'ondelettes, qui sont souvent très simples, sont couramment
employés par les algorithmes de compression pour leur vitesse d'exécution et pour leur
faible coût mémoire. En eﬀet la transformée peut ainsi être eﬀectuée dans le même es-
pace mémoire que celui du signal initial. Le schéma très simple de l'exemple 2.2.1 sera
utilisé dans le chapitre 5 aﬁn de construire des bases de paquets d'ondelettes optimisées.
Les ondelettes ont une propriété intéressante pour la compression : si Ψ a ses P
premiers moments nuls (régularité d'ordre p), alors, la projection de tout polynôme
d'ordre inférieur à P sur Ψ sera nulle :∫ +∞
−∞
xpΨ(x) dx = 0 ∀p ∈ Z/P (2.38)
Ainsi plus Ψ sera régulière, plus la transformée génèrera des coeﬃcients nuls (et réduira
ainsi l'entropie).
Malheureusement, le nombre de moments nuls est limité par le support de l'on-
delette. Plus la régularité sera élevée et plus le nombre d'oscillations, nécessaires à
l'annulation des moments, le sera également. Daubechies a montré que pour obtenir
une ondelette orthogonale à P moments nuls, le ﬁltre associé à l'ondelette nécessite au
moins 2P coeﬃcients. Or, plus la taille du support est élevée, plus l'ondelette risque
de capter des discontinuités éloignées (polynômes d'ordre important). Dans ce cas, la
projection aura des valeurs non nulles. Les ondelettes de Daubechies [Dau88] ont ainsi
été créées pour posséder ces P moments nuls et avoir un support le plus compact pos-
sible (et donc 2P ), et ensuite étendues aﬁn d'apporter des propriétés complémentaires
intéressantes [Dau93, CD93]. Parmis ces extensions, les symlettes, qui sont déﬁnies pour
s'approcher le plus possible de ﬁltres à phase linéaire, seront utilisées dans le chapitre 6.
Un compromis entre le nombre de moment nuls et la taille du support doit donc être
fait. En compression sans perte d'images, on utilise souvent les  ondelettes spline 5/3 
de Le Gall [LGT88] (ce qui signiﬁe que le ﬁltre passe bas possède 5 coeﬃcients et que le
passe haut en possède 3) qui peut être implémenté par un schéma de lifting par spline
(partitionnement pair/impair, prédiction des échantillons impairs comme appartenant
aux droites passant par leurs deux voisins pairs (i.e. leur moyenne), mise à jour par
ajout aux échantillons pairs de la moitié de la moyenne des erreurs commises sur leurs
deux voisins impairs). Tandis qu'en compression avec pertes on préfère souvent les
 ondelettes CDF 9/7  de Cohen, Daubechies et Feauveau [CDF90].
Les ouvrages de référence d'Ingrid Daubechies [Dau92] et de Stéphane Mallat [Mal08]
permettront au lecteur intéressé d'approfondir la théorie et les applications de cette
transformée.
2.2.2.2.3 Autres transformées Bien que la DCT et la DWT soient les plus util-
isées en compression, il en existe beaucoup d'autres, dont des techniques dérivées : la
DPWT (Discret Packet Wavelet Transform), par exemple, consiste à réappliquer des
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décompositions sur les bandes hautes fréquences de la DWT de façon à mieux décorréler
les coeﬃcients d'ondelettes.
La bien connue transformée en "S" ou "ondelette de Haar" a également eu une util-
isation accrue en compression sans perte, et se voit encore utilisée aujourd'hui pour son
support compact et donc la faible dépendance entre ses coeﬃcients [WQ05]. Elle fut
améliorée en compression sans perte d'images par une étape de prédiction permettant
de mieux décorréler ses coeﬃcients : la transformée "S+P" [SP93, SP96a]. Sa cousine, la
WHT (Walsh-Hadamard Transform) a récemment été remise au goût du jours en com-
pression sans perte comme avec le codeur LAR [DBM06] ou dans le standard JPEG-XR
de Microsoft [TSS+08].
Partant de la constatation que les ondelettes avaient du mal à décorréler l'informa-
tion au niveau des contours, une panoplie de décompositions orientées a été développée
et vise à mieux s'adapter aux orientations locales pour mieux décorréler l'information.
Même si elles sont peu (ou pas) utilisées en compression sans perte, elle fournissent des
résultats intéressants en débruitage ou en compression avec pertes par exemple. Parmi
ces décompositions on peut citer les contourlettes [DV05], les bandelettes [LPM05], ... et,
bien sûr, l'une des plus théoriquement fondée et validée : la transformée en curvelettes
[CD04, CDDY06].
Une autre transformation assez connue et qui a pu être utilisée en compression
sans perte et presque sans perte d'images est la pyramide laplacienne [BA83, AABL97,
ABA01]. Celle-ci est construite récursivement par la création d'une image basses fréquences
sous-échantillonnée, et une image hautes fréquences pleine résolution, correspondant à
l'erreur entre l'image basses fréquences interpolée pour fournir une image pleine résolu-
tion, et l'image originale. Ainsi, elle est redondante d'un facteur 4/3, et n'est donc plus
vraiment utilisée en compression.
On peut également citer la transformée de Radon discrète, connue sous le nom de
transformée "Mojette" [Gué09, GN05] pour laquelle il y a eu quelques essais en com-
pression sans perte d'images [KA08, DBN+04]. Cette transformée peut être appliquée
de manière non redondante et réversible, même pour un nombre très limité de projec-
tions. Dans [KA08], l'image est projetée selon trois orientations d'angles très proches.
Les résultats de projection ainsi obtenus pour chacune des orientations sont alors très
corrélés entre eux et peuvent bénéﬁcier d'une étape de réduction de l'information. Les
auteurs utilisent une réorganisation des  bacs  d'accumulation des projections en sous-
bandes, et exploitent un schéma prédiction intra-bande et inter-bande pour eﬀectuer la
décorrélation des données. En terme de taux de compression, ces premiers résultats
n'apportent rien de plus que l'utilisation d'autres transformées, cependant elle peut
permettre de faciliter l'encryption des données. Dans [DBN+04], la mojette est utilisée
de manière redondante de sorte à mieux protéger les données pour la transmission.
Enﬁn, la KLT (Karhunen-Loève Transform), équivalente à la PCA (Principal Com-
ponent Analysis) ou la POD (Proper Orthogonal Decomposition), est réputée pour son
optimalité théorique en terme de débit-distorsions pour la compression de sources suiv-
ant une loi gaussienne. Pour les sources suivant une loi quelconque, cette transformée
orthonormale permet d'obtenir la meilleure décorrélation possible, et minimise l'er-
reur quadratique moyenne (MSE) qu'il est possible d'obtenir avec un nombre de coeﬃ-
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cients restreints. Cependant, pour que ces optimalités soient vériﬁées, il faut connaître
les vecteurs propres engendrés par la décomposition (et donc les transmettre). Aﬁn
d'éviter de transmettre la base des vecteurs propres, une autre option est de ﬁxer une
base optimale pour une classe d'images par exemple (mais celle-ci sera généralement
sous optimale pour une image particulière). La DCT est, dans le cas de processus de
Markov gaussiens, réputée pour en être une bonne approximation des vecteurs propres
de sa KLT, et c'est pourquoi elle est couramment employée en compression d'image. Le
lecteur pourra se référer au chapitre 4 de [TM01] ainsi qu'aux articles [PTMO07, BSS09].
La KLT sera utilisée dans le chapitre 6 dans un schéma de compression basé sur un ap-
prentissage multi-bases (pour une classe d'images spéciﬁques) aﬁn de mieux décorréler
l'information dans le domaine image (sur des blocs de pixels) ou dans le domaine trans-
formé en ondelettes (sur des blocs de coeﬃcients).
Il existe encore une panoplie de transformées, certaines eﬃcaces pour la compres-
sion, d'autres moins, d'autres encore inconnues du domaine... Leur utilisation dépend
principalement de leurs propriétés, de celles du signal et de celles souhaitées dans le
schéma de compression (avec ou sans perte, représentation progressive, bien adaptée au
système visuel humain, types d'artefacts générés en compression avec pertes, ...).
2.2.3 Quantiﬁcation
Aﬁn d'augmenter les performances de compression des signaux numériques, une so-
lution consiste à imposer une réduction sur le nombre de symboles de l'alphabet en
entrée du processus de codage entropique. Cette réduction peut s'eﬀectuer par quan-
tiﬁcation scalaire : tout symbole de l'alphabet initial (ensemble des valeurs numériques
possibles pour la représentation dans le domaine image ou transformé, ou encore pour
les résidus de prédiction) est associé à un nouveau symbole dans un alphabet plus petit.
Il est également possible d'utiliser une quantiﬁcation vectorielle : une séquence de sym-
boles en entrée du système est associée à l'index de la séquence la plus similaire dans
un dictionnaire de séquences représentatives.
Dans ces deux situations, une opération surjective est eﬀectuée et les symboles ou
séquences originaux ne pourront pas être récupérés. Il faut alors chercher à optimiser
les pertes d'informations.
2.2.3.1 Quantiﬁcation scalaire
Soient AI l'alphabet initialement utilisé pour représenter le signal et AQ l'alphabet
après quantiﬁcation, tels que Card(AQ) < Card(AI), l'opérateur de quantiﬁcation peut
s'écrire :
Q : AI 7→ AQ
x → xˇ , (2.39)
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et l'opération de déquantiﬁcation pseudo inverse :
Q+ : AQ 7→ AI
xˇ → x˜ . (2.40)
Par la suite, la valeur approximée x˜ = Q+ (Q(x)) sera notée Q˜(x).
Exemple | 2.2.2 : Un quantificateur scalaire simple
Si l'alphabet initial AI est l'ensemble des valeurs entières pouvant être représen-
tées sur N bits, Card(AI) = 2N . Un exemple simple de quantiﬁcation scalaire est
la réduction de la précision des échantillons du signal. On peut ainsi décider de
supprimer un certain nombre de bits (k) aﬁn de réduire la taille de l'alphabet. L'al-
phabet des valeurs quantiﬁées AQ sera alors l'ensemble des valeurs entières pouvant
être représentée sur N − k bits soit Card(AQ) = 2N−k. La manière la plus sim-
ple d'eﬀectuer cette réduction est un décalage de bits supprimant ceux de poids
faible. L'opération pseudo-inverse peut consister, par exemple, à remplacer les bits
supprimés par des bits nuls.
L'optimisation des erreurs de quantiﬁcation peut s'eﬀectuer à l'aide d'algorithmes
comme Lloyd-Max [Max60, Llo82], par exemple, qui cherche la solution optimale au







Cependant, utiliser ce type d'approche nécessite que le décodeur connaisse la loi de
probabilité de X. Les paramètres de sa distribution (ou un dictionnaire de symboles)
doivent donc être transmis, ﬁxés, ou estimés de manière équivalente au codeur et au
décodeur. Similairement, l'opération de déquantiﬁcation Q¯ peut aussi être optimisée.
Pour la compression d'images, il est souvent préférable d'appliquer la quantiﬁcation
après la décorrélation. Celle-ci est souvent propice à l'utilisation d'un simple quantiﬁca-





réparties dans AI . Un second quantiﬁcateur très utilisé en compression est le quantiﬁca-
teur uniforme avec zone morte qui possède une zone de quantiﬁcation plus importante
autour de l'origine (aﬁn de supprimer une partie du bruit) et reste uniforme partout
ailleurs.
Notez que la représentation ﬁnie des valeurs réelles en virgule ﬂottante, correspond
également à une quantiﬁcation scalaire. Cette discrétisation de l'ensemble des valeurs
est souvent la cause d'accumulations d'erreurs de calculs, et de pertes d'informations
lorsque des transformations numériques à valeurs réelles sont employées. La transformée
de Fourier discrète ou celle en cosinus sont de bons exemples.
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2.2.3.2 Quantiﬁcation vectorielle
Bien qu'intéressante pour des problèmes tels que la compression, la quantiﬁcation
scalaire n'est pas optimale et peut être améliorée en considérant un alphabet initialeAVI
dont chaque symbole est une combinaison (ou vecteur) de symboles de l'alphabet AI .
La quantiﬁcation vectorielle (QV) permet de réduire les distorsions (en terme d'erreur
quadratique) introduites par une simple quantiﬁcation scalaire uniforme.
Les systèmes de compression utilisant ce type de quantiﬁcation sont souvent asymétriques :
le codeur doit estimer les paramètres optimaux de quantiﬁcation et les transmettre. Un
dictionnaire optimal est ainsi construit. Chacun de ses éléments est un représentant de
l'alphabet AVI qui sera utilisé par la suite pour reconstruire le signal. Les valeurs quan-
tiﬁées correspondent alors à l'index du représentant du dictionnaire le plus similaire
selon une métrique de distorsion donnée (cf. section suivante).
Il existe de nombreuses méthodes pour construire le dictionnaire. L'un des algo-
rithmes les plus utilisés est celui de Linde, Buzo et Gray (LBG) [LBG80, GG91], qui
est similaire à la méthode des k-means pour le clustering de données. LBG est une
généralisation en dimension ﬁnie de l'algorithme Lloyd-Max. Il part d'un dictionnaire
sous-optimal et cherche à l'améliorer. En partant d'une partition initiale en k clusters,
le centroid de chacun des clusters est calculé et correspond à un élément du diction-
naire. Les individus d'apprentissage sont associés au centroid le plus proche (au sens
de la norme L2) pour former k nouveaux clusters et le processus est réitéré jusqu'à la
convergence (qui est assurée). La complexité pour trouver un dictionnaire optimal est
exponentielle avec la dimension des vecteurs, et sa convergence dépend du dictionnaire
initial. Il existe donc des techniques sous optimales, visant à oﬀrir de bonnes perfor-
mances pour un temps de calcul plus faible. En particulier, la quantiﬁcation vectorielle
algébrique (QVA) évite de devoir stocker un dictionnaire et son utilisation requière très
peu de calculs, la technique la plus rapide étant de ﬁxer une partition uniforme. Pour
plus de détails sur la QVA, le lecteur est invité à consulter les traveaux du Prof. J. M.
Moureaux [Mou07].
Dans le chapitre 6, un algorithme similaire au LBG sera utilisé pour l'optimisation de
plusieurs bases orthonormées dans le but de rendre l'énergie des coeﬃcients transformés
plus compacte et favoriser la scalabilité en qualité d'un type d'images particulier. La
diﬀérence avec LBG étant que le représentant d'un cluster n'est plus un un vecteur
mais une base (KLT du cluster) et que l'association au cluster ne s'eﬀectue non plus
par minimisation de la norme L2, mais par maximisation de la compacité de l'énergie
des coeﬃcients obtenus après la transformée par KLT.
2.2.4 Optimisation débit-distorsion
Comme mentionné précédemment la numérisation des signaux pose le problème de
trouver le débit binaire nécessaire à obtenir une distorsion donnée et inversement. De
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même, lorsqu'une compression avec pertes est eﬀectuée, les principaux objectifs peuvent
être de compresser au maximum tout en respectant une certaine qualité, ou encore
d'introduire le minimum de distorsions pour un taux de compression ﬁxé.
2.2.4.1 Théorie débit-distorsion
La théorie débit-distorsion (voir chapitre 3 de [TM01] par exemple) cherche à ap-
porter des solutions aux deux problèmes précédents. Pour un signal f donné, soit R(Q)
le débit pour une conﬁguration des paramètres de compression Q (généralement le quan-
tiﬁcateur) et D(Q) la distorsion, alors la fonction débit-distorsion D(Rm) est déﬁnie de
manière théorique comme la solution au problème de minimisation de la distorsion pour
un débit maximal Rm, et la fonction distorsion-débit R(Dm) est déﬁnie comme celle du
plus petit débit pour une distorsion maximale Dm. Ces problèmes d'optimisation sous







avec Q l'ensemble des conﬁgurations possibles des paramètres de compression.
Si R et D sont des fonctions convexes, ces problèmes sont souvent résolus par une
minimisation lagrangienne sans contrainte :
JD(Q,λ) = D(Q) + λR(Q), (2.44)
JR(Q,λ) = R(Q) + λD(Q), (2.45)
avec λ > 0.
Ainsi, une métrique de qualité et/ou de distorsion D(Q) adaptée au contexte ap-
plicatif ou aux contraintes de calculs est utilisée aﬁn d'optimiser le débit versus les
distorsions.
2.2.4.2 Mesures de distorsion
De nombreuses métriques peuvent être utilisées pour mesurer les distorsions. La




∣∣∣f(k)− f˜(k)∣∣∣β)1/β . (2.46)
La plus utilisée pour l'optimisation débit-distorsion est l'erreur quadratique moyenne






∣∣∣f(k)− f˜(k)∣∣∣2 . (2.47)
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Les valeurs de la MSE étant souvent très élevées à bas débit, le PSNR (Peak-to-peak
Signal-to-Noise Ratio) qui s'exprime en décibel (dB) est souvent préféré pour comparer
des courbes de distorsions :




où p est le nombre de bits de précision des échantillons. Dans le cas de la compression
sans perte, le PSNR est inﬁni, et il décroît selon l'erreur. De plus le fait d'utiliser
une valeur logarithmique permet d'observer le rapport de proportionnalité sur l'erreur






La minimisation de l'erreur quadratique moyenne revient à minimiser les variations
d'énergies entre le signal original et celui reconstruit. Cependant, cette variation énergé-
tique n'est pas toujours adaptée, principalement lorsque le résultat de la compression
est destiné à être apprécié par des humains (images, sons, ...) qui n'ont pas une sen-
sibilité globale (moyenne des erreurs sur la totalité de l'image, du signal), mais plus
localisée (variations spatiales, fréquentielles, temporelles...). Ainsi des métriques visant
à simuler le comportement du cerveau humain face aux distorsions peuvent être utilisées
pour optimiser la compression. Des modèles psycho-acoustiques sont employés pour la
compression sonore, tels que celui utilisé par la norme internationale MP3 (MPEG-
1/2 Audio Layer 3 : ISO/CEI 13818-3), et des modèles psycho-visuels (HVS Human
Vision System) peuvent servir pour l'image et la vidéo. Pour la vision, les métriques
d'évaluation de la qualité les plus connues sont la métrique JND (Just Noticeable Diﬀer-
ence) de Lubin (Sarnoﬀ Corporation) [Lub93, Lub95, Lub97, LF97], et la VDP (Visible
Diﬀerence Predictor) de Daly [Dal93, Dal94].
Ces modèles psycho-visuels utilisent souvent les trois principales variations auxquelles
l'÷il humain est sensible : la sensibilité à l'intensité lumineuse, à la fréquence spatiale
(contrastes), et au contenu (eﬀets de masquage fréquentiel). Le masquage, également
utilisé dans les modèles psycho-acoustiques, est un phénomène survenant en présence
de plusieurs fréquences d'intensité diﬀérentes : localement, plus des oscillations de forte
amplitude sont présentes moins l'humain perçoit celles de faible amplitude. Ceci peut
survenir dans des zones texturées, ou proches de contours contrastés par exemple.
Il existe également d'autres modèles moins basés sur des études de la perception
mais tout de même eﬃcaces (en particulier sur des images naturelles) telles que celles
proposées par Wang : SSIM (Structural SIMilarity) [WBSS04] et MS-SSIM (MultiScale
SSIM ) [WSB03] une extension multi-échelle plus robuste.
Ces métriques demandent souvent une complexité calculatoire assez importante, qui
les rend diﬃcilement utilisables avec des systèmes de compression rapides. Wang utilise
tout de même SSIM dans [WLS07] pour eﬀectuer l'optimisation d'un codage progressif
et obtient des résultats intéressants.
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2.2.4.3 Quantiﬁcation scalaire par plans de bits
Les techniques d'optimisation qui viennent d'être mentionnées sont le plus souvent
utilisées aﬁn de maximiser les performances d'une compression avec pertes pour un débit
ou une qualité ciblée. Cependant, lors d'une compression scalable en qualité pouvant
éventuellement aller jusqu'au sans perte, ces approches sont diﬃcilement envisageables
à cause de leur coût calculatoire.
Comme indiqué dans 2.2.3.1, la quantiﬁcation scalaire uniforme est souvent très
eﬃcace dans le domaine transformé. Le quantiﬁcateur de l'exemple 2.2.2 est uniforme
sur Z. Il peut être rendu symétrique autour de 0 en eﬀectuant la quantiﬁcation de x
par décalage des bits de sa valeur absolue, et en réservant un bit supplémentaire pour
transmettre son signe lorsque xˇ est non nul. Il est ainsi mieux adapté à la distribution des
coeﬃcients transformés, généralement centrée en 0. Cette solution sous-optimale, mais
très simple, est largement utilisée en compression par transformée. Elle permet d'obtenir
facilement des quantiﬁcateurs uniformes imbriqués en eﬀectuant un codage entropique
plan de bit par plan de bit (en commençant par les bits de poids les plus forts) qui est
souvent très eﬃcace. Ainsi une scalabilité en qualité peut être aisément mise en place.
Aﬁn d'optimiser le rapport débit-distorsions, des techniques avancées telles que celles
utilisées par les codeurs SPITH [SP96b] et EBCOT [Tau00] (voir 3.1.2.2) ou [ALM11]
peuvent permettre d'organiser le ﬂux compressé aﬁn de transmettre en priorité les bits
associés à un ensemble de coeﬃcients importants. Enﬁn, pour minimiser les distorsions,
l'opération de déquantiﬁcation peut également tenter de s'adapter aux distributions
statistiques locales des coeﬃcients transformés [ALMSS09, ALM09].
Conclusion
Les principaux outils nécessaires à la compression irréversible (avec pertes) ou réversible
(sans perte) de signaux ou d'images viennent d'être présentés. Les algorithmes qui seront
les plus détaillés dans le prochain chapitre, ainsi que ceux développés dans cette thèse
s'appuieront essentiellement soit sur un schéma prédictif soit sur l'utilisation de la trans-
formée en ondelettes (également couplée à une transformée par KLT pour la dernière
contribution). Même si certains des algorithmes de compression, qui seront présentés,
utilisent un modèle de codage implicite, notamment EZW et SPIHT qui s'appuient sur
des propriétés de la transformée en ondelettes des images naturelles (c.f. 3.1.2.2), ceux-
ci sont souvent sous-optimaux et se retrouvent couplés à un codage arithmétique aﬁn
d'obtenir de meilleures performances. Désormais, ce dernier est le codage entropique
majoritairement utilisé, aﬁn de maximiser les performances de compression. Même si il
a l'inconvénient d'être plus lent que les VLC, avec la puissance de calcul des ordina-
teurs d'aujourd'hui et les optimisations existantes, il n'est plus très coûteux en temps
de calcul. Le codage Golomb-Rice reste tout de même privilégié pour des applications
de compression sans perte se voulant être très rapides ou pour une plus faible consom-
mation sur du matériel embarqué. Concernant la quantiﬁcation, celle-ci sera surtout
impliquée dans des schémas scalables en qualité et donc par l'intermédiaire de quantiﬁ-
cateurs scalaires imbriqués relatifs à un codage par plan de bit.
Chapitre 3
Algorithmes de référence en
compression d'images
Introduction
Les algorithmes les plus reconnus en compression d'images sont résumés dans ce
chapitre. Cette vue d'ensemble s'oriente principalement autour des techniques pour la
compression sans perte, presque sans perte et/ou scalable.
En compression on parle souvent de CODEC pour faire référence à un CODeur
qui eﬀectue la compression et un DECodeur qui suit un schéma dual au codeur de
sorte à restituer l'information. Classiquement en compression d'image (c.f. illustration
Fig. 3.1), le codeur et le décodeur peuvent être modélisés en trois blocs symbolisant
les principales étapes successivement appliquées sur le signal : la décorélation, la quan-
tiﬁcation (optionnelle, et absente dans le cas d'un compression sans perte) et enﬁn le
codage, qui ont toutes trois été introduites au chapitre précédent.
Dans une première section (sec. 3.1) sont présentées les références usuelles et les
standards pour les images ﬁxes (2D) qui ont principalement été déﬁnis pour la compres-
sion d'images naturelles. La seconde section (sec. 3.2) s'intéresse plus particulièrement
à la compression des images produites en milieu hospitalier. Il y est constaté que les





Figure 3.1  Schéma classique d'un CODEC en compression d'image
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agerie médicale, sont généralement employés pour leur compression 2D. Plus typiques
du milieu médical, des extensions de ces techniques pour les images volumiques sont
ensuite présentées. Cette section s'achève sur un aperçu des algorithmes retenus pour
la standardisation des échanges de résultats d'examens médicaux.
En complément, le lecteur est invité à consulter [NACM07, NACM08] et en par-
ticulier les chapitres [Bas08, CMNADB08, OZONA08, CMLCBT08] qui font respec-
tivement un état de l'art sur la compression, la compression d'images médicales 2D,
d'images médicales volumiques, l'évaluation subective et objective des images médi-
cales dégradées par la compression, et enﬁn le chapitre [GC08] qui traite de la place des
standards dans ce contexte.
3.1 Références usuelles et standards de compression pour
les images ﬁxes
Cette section permet d'appréhender diﬀérentes méthodes de compression parmi les
plus eﬃcaces et la façon dont elles mettent en application les concepts présentés dans
le chapitre précédent. Les techniques de compression sont souvent classées en fonction
du type d'approche de décorrélation employé. Les algorithmes usuels de compression
prédictifs et par transformées, ainsi qu'une solution combinant les deux processus de
décorrélation seront donc présentés séparément. Pour ﬁnir, les méthodes permettant
d'eﬀectuer une compression presque sans perte seront décrites.
L'étude étant principalement orientée vers la compression sans perte et presque sans
perte, les transformées redondantes telles que la décomposition pyramidale laplacienne,
la transformée en curvelettes ou encore les décompositions parcimonieuses dans des
dictionnaires redondants ne seront pas abordées ici. Cette redondance est souvent dé-
favorable en compression sans ou presque sans perte à cause du bruit présent dans les
données. Ces techniques deviennent plus eﬃcaces en compression avec pertes, une fois
que la quantiﬁcation a supprimé une bonne partie du bruit.
3.1.1 Compression prédictive
L'approche prédictive se prête particulièrement bien à la compression sans perte
et presque sans perte d'images. Dans ces deux situations, elle est souvent plus eﬃcace
qu'avec des approches par transformées, mais les ﬁchiers compressés produits oﬀrent
souvent moins de propriétés intéressantes pour une transmission interactive. Certains
modèles prédictifs sont très simples et peuvent donc être exécutés de manière très rapide.
D'autres sont beaucoup plus complexes, mais permettent d'obtenir des taux de com-
pression meilleurs, plus utiles pour de l'archivage.
3.1.1.1 Modèle DPCM
Les trois algorithmes prédictifs les plus connus en compression d'images sont celui
utilisé pour la compression sans perte dans le standard JPEG, son successeur LOCO-I
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Figure 3.2  Modèle prédictif DPCM
qui fut choisi pour normaliser JPEG-LS, et enﬁn CALIC qui est souvent employé comme
algorithme de référence. Ces codeurs sont appliqués en une seule passe sur l'image, ligne
après ligne et pixel par pixel. Cette approche est souvent généralisée sous le nom de
codage DPCM (Diﬀerential Pulse Code Modulation). Le schéma de fonctionnement peut
se décrire à un niveau pixellique et être appliqué séquentiellement (Fig. 3.2).
3.1.1.1.1 JPEG sans perte  JPEG sans perte  est le nom généralement attribué
au mode sans perte déﬁni dans le standard JPEG (ISO/IEC International Standard
10918-1  ITU-T Recommendation T.81). Il n'est pas basé sur la DCT, contrairement
au mode de compression avec pertes, et utilise un modèle DPCM dans lequel, pour
rester causal, chaque pixel est prédit à l'aide de ses voisins précédemment encodés.
Si xi est le pixel à prédire, JPEG utilise le motif suivant :
c b
a xi
Le standard propose 7 schémas pour eﬀectuer la prédiction. Le schéma retenu étant
utilisé sur la totalité de l'image et spéciﬁé dans l'en-tête du ﬁchier.
n° prédiction
0 pas de prédiction
1 xˆi , a
2 xˆi , b
3 xˆi , c
4 xˆi , a+ b− c
5 xˆi , a+ ((b− c)/2)
6 xˆi , b+ ((a− c)/2)
7 xˆi , (a+ b)/2
Après cette prédiction, un codage entropique de type Huﬀman ou arithmétique est
utilisé pour eﬀectuer la compression (pour plus de détails, se référer à l'annexe H du
standard).
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Ce modèle de compression très simple n'oﬀre pas des taux de compression fantas-
tiques. La demande croissante pour un standard de compression sans perte eﬃcace à
conduit à la normalisation de JPEG-LS.
3.1.1.1.2 JPEG-LS (LOCO-I) Le standard JPEG-LS (ISO/IEC International Stan-
dard 14495-1  ITU-T Recommendation T.87), principalement normalisé pour pallier
aux faibles performances du JPEG sans perte, s'appuie sur l'algorithme LOCO-I (LOw
COmplexity LOssless COmpression for Images) [WSS96, WSS00]. Cet algorithme fut
retenu pour avoir l'un des meilleurs compromis entre rapidité et performances de com-
pression. Il utilise une modélisation contextuelle simple pour eﬀectuer une prédiction et
un codage entropique adaptatif basé sur des VLC. Il reste ainsi rapide et eﬃcace tout
en s'adaptant aux variations statistiques de l'image, et peut permettre d'eﬀectuer une
compression presque sans perte (cf. 3.1.4).
Comme JPEG sans perte, l'approche DPCM s'eﬀectue en une seule passe. Pour
chaque pixel, ses voisins précédemment encodés sont tout d'abord utilisés pour eﬀectuer
une détection rudimentaire de contours. Une prédiction non linéaire s'appuyant sur cette
détection est ensuite appliquée.
Si xi est le symbole à encoder, JPEG-LS utilise le motif suivant :
c b d
a xi
La valeur de prédiction est : xˆi ,

min(a, b) si c ≥ max(a, b),
max(a, b) si c ≤ min(a, b),
a+ b− c sinon.
Un modèle contextuel est ensuite sélectionné à l'aide des valeurs quantiﬁées des
gradients entre les pixels voisins :
g1 = d− b
g2 = b− c
g3 = c− a
Dans l'article où LOCO-I fut présenté [WSS96], l'implémentation utilisait 4 valeurs de
gradients quantiﬁés qui formaient 1094 contextes pour des images en niveaux de gris sur
8 bits. Dans JPEG-LS, ces 3 valeurs permettent d'obtenir au maximum 365 contextes.
Ces modèles contextuels sont utilisés aﬁn d'estimer de manière adaptative la distri-
bution de probabilités des résidus i, conditionnellement à la conﬁguration du voisinage
de prédiction. Le contexte sélectionné pour xi est utilisé pour corriger le biais de pré-
diction (erreur moyenne ayant tendance à se produire dans une même conﬁguration),
et pour estimer eﬃcacement les paramètres du codage entropique.
Les résidus de prédiction  = xi − xˆi mod α, avec α la dimension de la plage de
niveaux de gris de l'image, appartiennent à l'intervalle [−bα/2c..dα/2e]. Le codage s'ef-
fectue en supposant que pour chaque contexte les valeurs de  suivent une distribution
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Laplacienne centrée en 0. Aﬁn de se rapprocher d'une entrée suivant une distribution




2  ≥ 0,
2|| − 1  < 0.
Il est ainsi possible de les encoder à l'aide d'un codeur Golomb-Rice adapté. Le paramètre
k du codeur (cf. section 2.1.2.1.2) est estimé et mis à jour régulièrement pour chacun
des contextes aﬁn d'améliorer l'adaptation aux variations locales des images. Aﬁn de
corriger un biais introduit parM() qui a tendance à générer un codage plus court pour
les valeurs négatives que pour les valeurs positives, M(−1 − ) est encodé lorsque le
centre de la distribution des bits est plus proche de -1 que de 0.
Enﬁn, pour contourner le problème de redondance du codage VLC, qui nécessite
au minimum un bit par symbole, un codage RLE est utilisé dans les zones uniformes.
Plus précisément, lorsqu'une zone uniforme est détectée (a = b = c), la longueur L (qui
peut être égale à 0) de la séquence de pixels égaux à a est codée en s'appuyant sur une
compression Golomb-Rice également.
3.1.1.1.3 CALIC CALIC (Context Based, Adaptive, Lossless Image Coding) [WM97]
sélectionne tout d'abord un prédicteur à l'aide de quelques pixels déjà connus. Il ef-
fectue ensuite sa prédiction et la rend adaptative en utilisant une modélisation des er-
reurs précédemment commises (correction contextuelle des biais de prédiction). Enﬁn,
il eﬀectue la compression à l'aide d'un codeur arithmétique adaptatif. CALIC propose
également un mode de codage arithmétique ternaire pour les zones de l'image où il ne
détecte au plus que deux niveaux de gris distincts : 1 symbole est utilisé pour chacun
des deux niveaux de gris, et 1 symbole permet de signaler la présence d'un niveau de
gris diﬀérent et donc la nécessité de repasser en mode prédictif.




avec n (north), w (west), ne (northeast), nw (northwest), nn (north-north), ww (west-
west) et nne (north-northeast).
Le gradient local en xi est estimé horizontalement par dh = |w − ww|+ |n− nw|+
|n− ne|, et verticalement par dv = |w− nw|+ |n− nn|+ |ne− nne|, et est utilisé pour
détecter l'orientation et l'amplitude des contours aﬁn d'eﬀectuer une prédiction de xi
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adéquat (GAP : Gradient-Adjusted Prediction) :
xˆi ,

w si dh − dv > α, % contour horizontal très marqué
(X + w)/2 si α ≥ dh − dv > β, % contour horizontal
(3X + w)/4 si β ≥ dh − dv > γ, % contour horizontal peu marqué
n si dh − dv < −α, % contour vertical très marqué
(X + n)/2 si − α ≤ dh − dv < −β, % contour vertical
(3X + n)/4 si − β ≤ dh − dv < −γ, % contour vertical peu marqué
X sinon.
(3.1)
avec X = (w+n)/2 + (ne−nw)/4, et α > β > γ trois constantes ﬁxées respectivement
à 80, 32 et 8 dans la publication [WM97] pour des images 8 bits. Pour les images avec
une précision plus importante, les valeurs de dh et dv sont réajustées pour pouvoir être
utilisées dans cette équation.
Cette prédiction xˆi est ensuite corrigée grâce à une modélisation contextuelle adap-
tative du biais de prédiction. Le contexte de correction est sélectionné en combinant la
classiﬁcation du motif texturel, formé par les pixels voisins (n, w, nw, ne, nn et ww), à
l'erreur i−1, commise sur le pixel précédent, et à l'activité locale dh et dv. La correction
correspond alors à : xˆi ← xˆi + f(n,w, nw, ne, nn,ww, i−1, dh, dv).
L'erreur i = xi − xˆi est ensuite compressée par un codage arithmétique dont les
paramètres sont estimés de manière adaptative, conditionnellement au contexte de cor-
rection.
Ce schéma est relativement similaire à JPEG-LS, cependant le prédicteur et sa sélec-
tion sont plus complexes, la correction des biais également, et enﬁn le codage arithmé-
tique est beaucoup plus gourmand que le codage Golomb-Rice mis en place par LOCO-I.
De par cette conception, CALIC demande plus de calculs que LOCO-I qui fut préféré
pour la normalisation de JPEG-LS pour son rapport taux de compression/rapidité.
CALIC reste cependant une référence, oﬀrant des taux de compression meilleurs.
3.1.1.1.4 Autres algorithmes DPCM De nombreuses études ont été eﬀectuées
autour de ce modèle de prédiction DPCM. Les algorithmes les plus performants utilisent
une modélisation statistique contextuelle, comme LOCO-I et CALIC. Bien que ce
dernier soit toujours une référence, quelques algorithmes sont apparus depuis et permet-
tent une compression plus eﬃcace. La plupart de ces algorithmes utilisent la méthode des
moindres carrés pour construire des prédicteurs adaptatifs [LO01, MT01, YDD03, KL05]
mais nécessitent plus de calculs.
D'autres algorithmes DPCM s'eﬀectuent en plusieurs passes et sont donc beaucoup
plus gourmands en temps de calcul. L'algorithme TMW [MT97, MT98], par exemple,
eﬀectue une première passe pour analyser l'image et générer les paramètres d'un modèle
statistique. Ce modèle est ensuite utilisé pour eﬀectuer un codage prédictif plus opti-
mal lors d'une seconde passe. Les paramètres du modèle sont d'abord transmis, suivis
par l'encodage de l'erreur de prédiction. Cette technique permet d'obtenir des résul-
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tats meilleurs que CALIC (entre -0.1 bpp et -0.2 bpp sur les résultats présentés). FMP
[AAB02] obtient des taux de compression similaires à l'aide d'une méthode complexe
basée sur la logique ﬂoue. Celle-ci nécessite une première étape d'apprentissage qui per-
met d'optimiser un nombre ﬁxe de prédicteurs ~φm. Pour chaque pixel devant être estimé,
un nouveau prédicteur ~φ(n) est conçu à l'aide d'une combinaison linéaire des ~φm dont
les coeﬃcients sont estimés par la méthode des moindres carrés sur le voisinage causal.
Pour cette algorithme, c'est une matrice d'apprentissage (prédicteurs retenus) qui est
transmise, suivie par les données prédites. Enﬁn, MRP 1 [MMI00, MOUI05] cherche
à optimiser des prédicteurs pour minimiser l'entropie, au lieu de minimiser l'erreur
quadratique moyenne. Cet algorithme est vraiment très coûteux, mais obtient quasi-
ment les meilleurs taux de compression : sur l'image de Lena 512 × 512, il 2 nécessite
plus de 2′30 minutes 3 avec les paramètres par défaut pour obtenir une compression à
4.300 bpp et 14′30 minutes avec l'option `-o' (qui permet d'aller plus loin dans l'optimi-
sation) pour une compression à 4.280 bpp, contre 0.02 secondes avec JPEG-LS 4 pour
une compression à 4.607 bpp.
Enﬁn, il existe aussi des approches DPCM qui cherchent à fournir une représenta-
tion scalable en qualité. Elles s'appuient sur une compression DPCM avec pertes de
l'image (couche de base), suivie par le codage successif de une ou plusieurs couches de
raﬁnement de l'information, permettant d'améliorer la qualité de restitution de l'image.
Ces algorithmes s'eﬀectuent nécessairement en plusieurs passes (au moins une passe
par couche de qualité). La restitution peut tenter de minimiser l'erreur quadratique
moyenne pour chaque couche [RR01], ou proposer plusieurs couches de qualités presque
sans perte jusqu'au sans perte [AMSS02, AMSS05].
3.1.1.2 Modèle prédictif hiérarchique
La plupart des variantes des codeurs prédictifs DPCM en une passe ont pour gros
avantage d'être eﬃcaces et de nécessiter peu de mémoire pour eﬀectuer les calculs de
prédiction. Seules les quelques lignes précédentes de l'image et les modèles des contextes
nécessaires à la prédiction et au codage ont besoin d'être stockés. Les algorithmes peu
complexes (comme LOCO-I) seront ainsi préférés pour des systèmes embarqués, ou pour
une transmission sans perte rapide. Les algorithmes DPCM peu coûteux en une passe ne
sont pas scalables et ceux plus coûteux en plusieurs passes peuvent être rendus scalables
en qualité, mais aucun d'entre eux n'est scalable en résolution (à cause de l'approche
DPCM).
Aﬁn d'obtenir cette fonctionnalité, l'approche prédictive hiérarchique par interpo-
lation (HIP : hierarchical interpolated prédiction) peut être utilisée. Les HIP utilisent
une grille pour sous échantillonner l'image et ainsi obtenir une représentation basse ré-
1. http://itohws03.ee.noda.sut.ac.jp/~matsuda/mrp/
2. version 0.5 du logiciel MRP 1
3. résultats obtenus sur un Intel(R) Core(TM)2 Duo CPU E6750 @ 2.66GHz
4. http://www.hpl.hp.com/loco/








Figure 3.3  Schéma de lifting pour la prédiction hiérarchique
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Figure 3.4  Exemple de modèle de prédiction hiérarchique
solution. Celle-ci sert à prédire, généralement par interpolation, les pixels manquants.
Le procédé est ensuite réappliqué sur la basse résolution. L'image est ainsi décomposée
sous une forme pyramidale qui permet une compression progressive de sa résolution.
Cette décomposition est assez proche d'une transformée en ondelettes par lifting mais
ne comporte qu'une étape prédictive comme illsutré dans la Fig. 3.3. Les algorithmes
l'utilisant restent donc des codeurs prédictifs.
HINT (Hierarchical INTerpolation) [RVvDP88] est l'un des premiers algorithmes à
fonctionner ainsi. Il est conçu sur une grille quinconce, avec une prédiction utilisant des
ﬁltres d'interpolation linéaires non séparables. L'une de ses extensions, IHINT [AAB97],
conserve une grille rectangulaire aﬁn d'eﬀectuer une prédiction entrelacée horizontale
puis verticale pour chaque niveau de résolution. Cette approche est similaire à une
décomposition en ondelettes dyadique (voir Fig. 3.5) mais reste prédictive. L'étape
horizontale est illustrée dans la Fig. 3.4. L'étape suivante consiste à transposer la pré-
diction sur la bande basse résolution L et sur la bande des résidus aﬁn d'obtenir
quatre sous-bandes : trois contenant des résidus de prédiction horizontaux, verticaux et
diagonaux, et une contenant l'image sous échantillonnée, sur laquelle on peut ensuite
réappliquer les deux étapes précédentes.
3.1.2 Compression par transformée
La compression par transformée se prête mieux à la compression d'image scalable
ou avec pertes. Les transformées en cosinus et en ondelettes, précédemment introduites
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(2.2.2.2), sont les deux transformées les plus utilisées. Comme la majorité des transfor-
mées basées sur le domaine spectrale, leur usage résulte de l'observation que les images
naturelles tendent à avoir la majorité de leur énergie concentrée autour des basses
fréquences. Ainsi, les approches spectrales réduisent l'entropie de la source en compac-
tant une majorité de l'information sur les coeﬃcients associés à ces basses fréquences.
Elles sont principalement appliquées aux images de manière séparable : transformation
des lignes de l'image, puis transformation verticale des coeﬃcients obtenus par l'appli-
cation horizontale précédente. Des détails complémentaires sur ces transformées et leur
application en compression peuvent être trouvés dans [RY01].
3.1.2.1 DCT
La Transformée en Cosinus Discret (DCT-II) est l'une des transformées les plus
répandues en compression d'images car elle est exploitée dans ce domaine depuis les
années 80. Elle est surtout employée en compression avec pertes, et notamment par
le standard JPEG adopté en 1992 (ISO/IEC International Standard 10918-1  ITU-T
Recommendation T.81). Cette transformée a su montrer ses faiblesses au ﬁl du temps.
Le principal reproche va aux artefacts générés lors d'une compression avec pertes. De
plus, les fonctions sinusoïdales étant à valeurs réelles, le calcul de la DCT génère des
pertes d'informations numériques. Il est tout de même possible d'utiliser la factorisation
en étapes de lifting [HS01, Hao04, WDJ06, Abh07] pour l'approximer et pouvoir ainsi
l'utiliser un schéma de compression sans perte. Wang et al. [WWJ+08] s'en sert de façon
eﬃcace aﬁn d'eﬀectuer un compression scalable lossy to lossless d'images naturelles, et
obtient des résultats équivalents à JPEG-2000 (c.f. 3.1.2.2).
Puisque l'énergie des images est le plus souvent concentrée sur les basses fréquences,
les algorithmes de compression avec pertes ont tendance à quantiﬁer plus fortement les
hautes fréquences, de manière à obtenir un nombre de coeﬃcients nuls plus importants
et ainsi à réduire l'entropie. L'utilisation d'un modèle psycho-visuel peut également
servir à supprimer les composantes fréquentielles non ou peu perceptibles (masquage).
Dans le standard JPEG, comme dans beaucoup de codec se basant sur la DCT,
l'image est découpée en blocs et la DCT est appliquée sur chacun d'entre eux. Les
coeﬃcients sont ensuite quantiﬁés, avant d'être compressés. Un parcours en zig-zag
des coeﬃcients d'un bloc permet de les ordonner des plus basses fréquences aux plus
hautes. Un codage RLE sert ensuite à réduire les longues séquences de coeﬃcients
identiques, et un marqueur de ﬁn de bloc à indiquer que tous les coeﬃcients suivants
sont nuls. Enﬁn les données sont compressées à l'aide d'un codage Huﬀman. Le standard
permet également l'utilisation d'un codage arithmétique.
3.1.2.2 Ondelettes
Ces dernières années, la transformée phare en compression d'images est la trans-
formée en ondelettes discrète (DWT Discrete Wavelet Transform). Elle est notamment
utilisée par le standard JPEG-2000 (ISO/IEC International Standard 15444-1  ITU-T
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Figure 3.5  Décomposition dyadique
Recommendation T.800). Elle est réputée pour sa simplicité d'utilisation (en partic-
ulier grâce au lifting scheme), ses bonnes propriétés de décorrélation, sa représentation
multi-résolution, etc. Elle a connu un nombre considérable d'applications en compres-
sion avec et sans perte d'images. Les ondelettes aidant, les algorithmes s'appuyant sur
cette transformée proposent généralement un codage scalable en résolution et/ou en
qualité.
La DWT a également inspiré un bon nombre d'autres transformées utilisées en
compression ou en débruitage d'images (les paquets d'ondelettes, les curvelettes, les
bandelettes, les contourlettes, ...) visant à apporter des propriétés complémentaires
(meilleure décorrélation des coeﬃcients hautes fréquences, réduction de l'amplitude des
coeﬃcients aux abords des discontinuités/contours, ...).
La DWT bidimensionnelle est souvent eﬀectuée à l'aide de ﬁltres 2D séparables qui
permettent une implémentation rapide. Ainsi, pour chaque niveau de décomposition, elle
est appliquée sur les lignes de l'image, générant une représentation basses fréquences
et des coeﬃcients hautes fréquences horizontaux. Elle est ensuite de nouveau appliquée
sur les colonnes des deux sous-ensembles (sous-bandes) ainsi obtenus. Cette approche
est appelée décomposition dyadique ou décomposition en bandes par octave. Elle peut
être modélisée par le schéma de la Fig. 3.5 où HDWT et VDWT sont respectivement la
décomposition en ondelettes horizontale et verticale, LLk la représentation basse réso-
lution de l'image lors de l'étape précédente (ou l'image complète pour LL0), Lk+1 celle
de basse résolution et Hk+1 les coeﬃcients hautes fréquences après ﬁltrage horizontal.
LLk+1 correspond alors à la version basse résolution de LLk, LHk+1 aux coeﬃcients
hautes fréquences verticaux, HLk+1 à ceux horizontaux et HHk+1 aux diagonaux.
Cette décomposition est la plus courante mais il en existe d'autres utilisant des ﬁltres
pouvant être basés sur des grilles d'échantillonnage diﬀérentes (quinconces, hexagonales,
...) et/ou non séparables. Elles sont la plupart du temps implémentées par schémas de
lifting.
Introduit par Shapiro, EZW [Sha93] (Embedded Zerotree Wavelet) est l'un des pre-
miers codeurs basés ondelettes à se démarquer. Il fait parti des références incontourn-
ables de la compression moderne et marque le début de toute une génération d'algo-
rithmes qui se sont inspirés de son concept comme, en particulier, SPIHT [SP96b] (Set
Partitioning in Hierarchical Trees) de Said et Pearlman. Ce dernier, plus performant que
Références usuelles et standards de compression pour les images ﬁxes 71
Figure 3.6  Codage inter-bande des coeﬃcients d'ondelettes : relations hiérarchiques
exploitées
EZW, est encore très utilisé comme algorithme de référence pour l'évaluation d'autres
méthodes et son approche sert souvent de base à d'autres algorithmes. Ces deux tech-
niques eﬀectuent un codage progressif de manière à optimiser le rapport débit/distorsion
de l'image reconstruite quel que soit le point d'arrêt dans le ﬂux de données. EZW
et SPIHT sous leur forme originelle tendent ainsi à minimiser l'erreur quadratique
moyenne.
Suit une description de ces deux algorithmes et des principaux qui ont suivi. Ils
peuvent être classés en deux grandes familles d'approches (inter- et intra-bande) et
une troisième plus petite (approches mixtes). Elles se distinguent par les dépendances
exploitées pour eﬀectuer la compression des coeﬃcients de la DWT. Ces algorithmes
sont principalement conçus pour la décomposition dyadique, mais peuvent être utilisés
(ou étendus) avec d'autres décompositions en sous-bandes (DWT quinconce, DCT par
blocs, ...).
3.1.2.2.1 Codage inter-bande Cette première génération d'algorithmes tente d'u-
tiliser la redondance d'information entre les coeﬃcients d'ondelettes au travers des dif-
férentes échelles aﬁn d'améliorer la compression (ces relations hiérarchiques sont illus-
trées dans la Fig. 3.6). Elle exploite également la propriété croisée des images à contenir
plus d'informations dans les basses fréquences, et celle des ondelettes à compacter cette
énergie des basses fréquences. Ainsi l'énergie des coeﬃcients hautes fréquences d'une
certaine région spatiale a tendance à décroître avec l'échelle à laquelle est associée la
sous-bande.
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EZW EZW [Sha93] eﬀectue une succession d'approximations par quantiﬁcations
imbriquées aﬁn de permettre un codage progressif (cette quantiﬁcation est simpliﬁable
en ne considérant que les diﬀérents plans de bits). L'information est organisée dans
une Zerotree spéciﬁant la carte de signiﬁance des coeﬃcients. Le Zerotree représente
l'arbre hiérarchique entre un coeﬃcient d'ondelette et les coeﬃcients correspondant
à la même zone de l'image dans la sous-bande de même orientation fréquentielle du
niveau de résolution supérieur. Un n÷ud du Zerotree permet d'indiquer si tous les
coeﬃcients qui appartiennent au sous-arbre sont inférieurs au seuil de quantiﬁcation,
et le cas échéant, évite de les coder. Aﬁn d'eﬀectuer un codage progressif, ce Zerotree
est d'abord généré pour un certain seuil de quantiﬁcation (plan de bits de poids fort),
puis est progressivement raﬃné pour chaque seuil de quantiﬁcation plus ﬁn (plans de
bits suivants). Le codage se fait alors plan de bit par plan de bit, à l'aide d'un parcours
en largeur de l'arbre (i.e. résolution par résolution). Cette représentation eﬀectue une
compression implicite de l'information transformée.
SPIHT Tout comme EZW, SPIHT [SP96b, SP96a] exploite les similarités spa-
tiales de répartition énergétique des coeﬃcients d'ondelettes entre les diﬀérentes échelles.
Cependant l'organisation en arbre hiérarchique est utilisée pour eﬀectuer un tri partiel
des coeﬃcients de manière à coder en priorité ceux de plus forte énergie. Le ﬂux de
sortie contient alors l'information générée par l'algorithme de tri du codeur, nécessaire
au décodeur pour pouvoir réorganiser (dé-trier) les coeﬃcients, ainsi que les valeurs des
coeﬃcients (bits et signe).
Comme EZW, l'algorithme suppose une décroissance énergétique au travers des
résolutions de l'arbre hiérarchique. Ainsi des coeﬃcients non signiﬁcatifs dans les basses
fréquences ont de fortes chances d'avoir des enfants non signiﬁcatifs dans les hautes
fréquences, et ceux possédant une énergie importante ont généralement des enfants
possédant moins d'énergie. Ces hypothèses sont utilisées par SPIHT aﬁn de réduire le
débit binaire du tri partiel. Celui-ci réorganise les coeﬃcients d'une branche en fonction
de leur bit de poids le plus fort (réduction de l'erreur quadratique) à l'aide d'un parcours
en profondeur des n÷uds possédant un descendant signiﬁcatif dans l'arbre hiérarchique
(contrairement à EZW qui eﬀectue un parcours en largeur), plan de bit par plan de bit.
L'algorithme sera détaillé davantage dans le chapitre 6.
Successeurs de SPIHT SPIHT a connu un grand succès dans le domaine de la
recherche, notamment en imagerie médicale. Il a été étendu :
 pour la compression d'images médicales volumiques [XWYP98], et amélioré aﬁn
de faciliter l'accès aléatoire [CKP04] ;
 pour le codage de région d'intérêt [AHS02, AHS04] ;
 pour la télémédecine aﬁn de pouvoir transmettre des images à diﬀérentes résolu-
tions (ce que ne permet pas SPIHT) et qualités [HCL03] ;
 pour la compression d'images médicales à l'aide d'un modèle psychovisuel humain
[PR07] ;
 et pour la compression presque sans perte [YCP05, YP06].
Références usuelles et standards de compression pour les images ﬁxes 73
Figure 3.7  Codage intra-bande des coeﬃcients d'ondelettes : le codage par Code
Blocks exploite les relations spatiales uniquement
PROGRESS PROGRESS [CPS05] est un algorithme de Cho, Pearlman et Said
qui vise à être eﬃcace et très rapide. Pour cela, les propriétés inter-bandes sont encore
exploitées mais dans un contexte de scalabilité en résolution uniquement. Le codage par
plan de bits, qui devient rapidement couteux en temps de calcul, est alors éliminé. Aﬁn
de ne pas utiliser de codeur entropique, l'arbre hiérarchique est exploité pour spéciﬁer le
nombre de bits nécessaires à la représentation des coeﬃcients enfants (par blocs de 4) en
fonction de l'amplitude de leur coeﬃcient parent. Un fois ce nombre de bits connu, les
4 coeﬃcients enfants sont transmis. Ce processus est itéré sous-bande par sous-bande,
résolution par résolution. Les résultats en terme de compression sont assez similaires à
SPIHT pour une rapidité de décompression très supérieure.
3.1.2.2.2 Codage intra-bande Cette seconde génération ne prend pas en compte
la redondance inter-bande et tente d'optimiser la compression des diﬀérentes sous-
bandes indépendamment.
EBCOT (JPEG-2000) Le standard JPEG-2000 [TM01] (ISO/IEC International
Standard 15444-1  ITU-T Recommendations T.800) et son extension (Part 2 : ISO/IEC
International Standard 15444-2  ITU-T Recommendations T.801) sont conçus pour
répondre à plusieurs demandes : permettre l'accès aléatoire, la scalabilité (spatiale et/ou
en qualité) et la possibilité de privilégier une région d'intérêt, en compression avec et sans
perte. Il repose sur l'algorithme EBCOT de Taubman [Tau00]. Il n'est pas nécessaire-
ment optimal si on se focalise uniquement sur les taux de compression, en particulier à
cause de toutes les fonctionnalités qu'il permet de proposer. Il oﬀre des taux légèrement
inférieurs à JPEG-LS en compression sans perte, et un rapport débit/distorsion bien
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plus intéressant que JPEG. Cependant sa complexité calculatoire est assez importante.
La scalabilité en qualité est assez diﬀérente de celle de SPIHT et EZW. Elle s'eﬀectue
en couches de qualité. Pour chacune des couches une optimisation est faite aﬁn de
sélectionner l'information la plus importante. Si le ﬂux de données est tronqué entre
deux couches de qualité, l'image décodée sera certes améliorée en comparaison à l'image
obtenue pour la couche de qualité inférieure, mais le rapport débit/distorsion sera moins
optimal qu'au niveau de chacune des couches. Et donc, le codage en moins scalable que
SPIHT et EZW qui cherchent à être optimaux quel que soit le point de troncature
dans le ﬂux. L'ajout de chaque couche de qualité demande plus de calculs au codeur
pour l'optimisation et requiert l'insertion d'informations supplémentaires dans le ﬂux
de données.
EBCOT repose sur la compression indépendante d'un découpage en petits blocs
(Code Block) de chacune des bandes de coeﬃcients obtenues lors de la transformée.
Typiquement la taille d'un code bloc est de 64× 64 coeﬃcients, mais elle peut prendre
toutes valeurs de 4 · 2E1 × 4 · 2E2 tant que E1 +E2 ≤ 8, soit au minimum 16 coeﬃcients
et au maximum 4096 (illustration dans la Fig. 3.7).
La compression d'un bloc se fait plan de bits par plan de bits en 3 passes. La passe de
signiﬁance, celle de raﬃnement et celle de nettoyage. La passe de signiﬁance consiste à
prédire les coeﬃcients qui devraient devenir signiﬁcatifs, à transmettre si oui ou non ils
le sont et le cas échéant transmettre également leur signe. Un coeﬃcient étant considéré
comme signiﬁcatif si son bit de poids fort est dans le plan de bits courant. La seconde
passe sert à transmettre les bits du plan courant appartenant à des coeﬃcients déjà
signiﬁcatifs lors du traitement du plan précédent. Enﬁn l'étape de nettoyage permet
de transmettre l'information de localisation des coeﬃcients prédits comme restant non
signiﬁcatifs, mais le devenant, ainsi que leur signe. Les deux premières étapes sont
facultativement compressées à l'aide d'un codeur arithmétique adaptatif contextuel,
tandis que la troisième l'est toujours.
Durant la compression de chacun des blocs, des informations concernant la qualité
de reconstruction sont retenues et des points de troncature sont insérés dans le ﬂux
binaire. Ainsi lorsqu'un codage progressif est eﬀectué, pour chaque couche de qualité
souhaitée, une optimisation débit/distorsion permet de sélectionner dans chaque bloc
compressé les portions de son ﬂux à transmettre.
Lorsqu'une région d'intérêt doit être prise en considération, les bits des coeﬃcients
d'ondelettes lui appartenant sont tout simplement décalés vers les bits de poids fort
avant le codage, de manière à être compressés en priorité.
Pour le lecteur intéressé, l'article de magazine [SCE01] eﬀectue un survol de l'archi-
tecture et des fonctionnalités de JPEG-2000. Le tutoriel de Adams [Ada05], disponible
avec l'implémentation libre Jasper 5, décrit plus les techniques d'implémentation des
algorithmes. Enﬁn, le livre de référence de Taubman et Marcellin [TM01] approfondit
la théorie, le fonctionnement et le standard. Ce livre fournit également le code source
5. http://www.ece.uvic.ca/~mdadams/jasper/
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de la version 2 de Kakadu 6 ; les versions plus récentes du code source sont payantes,
mais une version exécutable reste à disposition pour eﬀectuer des tests.
SWEET SWEET [And97] est un algorithme de codage intra sous-bande rapide.
Il eﬀectue un découpage en quadtree plan de bit par plan de bit aﬁn de localiser les
coeﬃcients devenant signiﬁcatifs : lorsqu'un bit signiﬁcatif est détecté sur un certain
niveau, l'arbre est subdivisé, et l'algorithme est appliqué récursivement sur chacun des
sous-blocs. Ainsi, SWEET eﬀectue la construction du quadtree à l'aide d'un parcours
en profondeur. Lorsqu'un pixel signiﬁcatif est identiﬁé, tous les bits nécessaires à sa
représentation sont transmis. L'algorithme est appliqué sur l'ensemble des plans de bits
de chaque sous-bande, de sorte à avoir une représentation scalable en résolution. Ce
fonctionnement est très proche de celui de PROGRESS, mais n'exploite pas l'informa-
tion inter-bande.
SPECK SPECK [PINS04] de Pearlman, Islam, Nagaraj et Said, reprend l'idée de
partition d'ensemble de valeurs utilisée par SPIHT aﬁn de transmettre les coeﬃcients
importants en priorité. Cependant SPECK l'applique uniquement à des blocs de coef-
ﬁcients internes à chaque sous-bande, sans utiliser d'information hiérarchique. Comme
SWEET, il partitionne chacune d'entre elle à l'aide d'un quadtree pour d'identiﬁer les
pixels signiﬁcatifs. Cependant, il eﬀectue une transmission par plan de bits de l'ensem-
ble des sous-bandes et reste ainsi progressif en précision tout comme EZW ou SPIHT.
Pour chaque plan de bit, un ordonnancement des blocs non signiﬁcatifs de l'ensemble
des quadtrees est eﬀectué selon leur taille (les plus petits blocs d'abord). Ce traitement
favorise ainsi le codage des coeﬃcients proches de ceux précédemment identiﬁés comme
signiﬁcatif (et ayant donc une probabilité plus importante de le devenir à leur tour). Ceci
permet de favoriser les coeﬃcients de forte amplitude et ainsi de réduire les distorsions
pour un débit donné.
3.1.2.2.3 Codage mixte Cette troisième génération tente d'exploiter les propriétés
des deux précédentes, à savoir la localisation spatiale et hiérarchique des coeﬃcients de
forte amplitude, mais n'a apporté qu'un faible gain de compression. On peut citer les
algorithmes EZBC (Embedded ZeroBlocks Coding) [Hsi01, HW02] et WBTC (Wavelet
zero-Block-zero-Tree Coding) [MK06].
3.1.3 Compression mixte
Les techniques prédictives sont souvent celles qui permettent d'obtenir les meilleurs
taux de compression, mais elles proposent rarement des solutions au codage progressif
qui permet de fournir rapidement un résumé de l'information. Sur ce point les codeurs
les plus eﬃcaces utilisent presque tous les transformées en ondelettes ainsi qu'un codage
par plan de bits, aﬁn de fournir une progressivité sur la qualité de l'image reconstruite.
6. http://www.kakadusoftware.com/
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Les approches intra-bande sont actuellement les plus réputées, mais des codeurs inter-
bandes très eﬃcaces tels que SPIHT sont toujours d'actualité.
En utilisant une quantiﬁcation uniforme, les approches prédictives présentées peu-
vent permettent de manière assez simple d'utiliser une compression presque sans perte
(c.f. 3.1.4) eﬃcace à haut débit (pour un faible pas de quantiﬁcation). Cependant, pour
une compression avec pertes à bas débit, cette approche est peu eﬃcace. La combinai-
son de l'approche prédictive, avec celle par transformée peut permettre d'obtenir de
bons résultats en compression avec pertes non scalable en qualité. Bien que ce sujet
soit légèrement hors de propos pour cette étude, il semble tout de même intéressant de
mentionner cette technique.
Les approches DPCM traitent les pixels l'un après l'autre, et utilisent les pixels
voisins précédemment traités pour pouvoir prédire le suivant. Ainsi, en se plaçant dans
une situation avec pertes, pour pouvoir avoir un schéma reproductible au décodeur,
le traitement provocant la perte ne peut être eﬀectué que sur le pixel en cours de
prédiction aﬁn que le traitement pseudo-inverse puisse être réalisé et permette d'obtenir
une estimation du pixel qui pourra ensuite être utilisée pour prédire le suivant.
Une extension de l'approche DPCM consiste à appliquer la prédiction sur une plage
de données (un bloc par exemple) : toutes les valeurs d'un ensemble sont alors prédites
simultanément. Cette décorrélation est certainement moins eﬃcace qu'une décorrélation
DPCM, cependant le bloc étant prédit comme un tout, il est encore possible d'eﬀectuer
une transformation pour décorréler les données résiduelles du bloc avant d'eﬀectuer une
quantiﬁcation. Le lecteur intéressé pourra aller voir du côté de la compression intra
du codeur H.264/MPEG-4 AVC [Ric03] réutilisée pour proposer un codec image dans
[ZVR08] par exemple.
En se plaçant dans le domaine spectral, la prédiction par bloc permet en partie de
diminuer l'amplitude des coeﬃcients basses fréquences. La prédiction pourrait égale-
ment être considérée et appliquée directement dans un espace transformé, telle qu'une
décomposition en ondelettes, par exemple, aﬁn d'éviter des eﬀets de blocs.
3.1.4 Compression presque sans perte
Le terme  presque sans perte , concerne majoritairement les approches de compres-
sion dont les pertes sont contrôlées par le PAE (peak of absolute error) correspondant
à une contrainte sur l'erreur absolue maximale autorisée quel que soit le pixel :
PAE = max
k∈[1..N ]×[1..M ]
∥∥∥I(k)− I˜(k)∥∥∥ = ∥∥∥I − I˜∥∥∥
∞
, (3.2)
avec I(N ×M) l'image originale et I˜(N ×M) celle obtenue après décompression.
Pour que la compression presque sans perte ait du sens, les valeurs du PAE sont
choisies de manière à conserver la qualité visuelle de l'image originale, tout en améliorant
la compression. Contrairement aux approches utilisant l'erreur quadratique moyenne
(MSE) comme critère de compression (comme la majorité des algorithmes de compres-
sion avec pertes), le PAE permet de garantir la qualité pour tous pixel, et ce, quel
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que soit son voisinage (proche d'un contour, dans une zone texturée ou homogène). Ce
critère peut ainsi permettre de mieux répondre aux exigences médicales.
La façon la plus naïve d'eﬀectuer l'estimation presque sans perte est d'appliquer une
quantiﬁcation directement dans le domaine image, puis d'appliquer une compression
sans perte de l'image quantiﬁée. Cependant, elle se révèle être moins eﬃcace que les
approches qui vont être présentées, et peut introduire une gêne, lors de l'aﬃchage, due
à la réduction du nombre de niveaux de gris présents.
Pour les techniques strictement prédictives, la méthode majoritairement suivie est
l'emploi d'une quantiﬁcation scalaire uniforme, sur le résidu de prédiction, d'un pas δ
égal au PAE :





La prédiction doit alors s'eﬀectuer à l'aide des valeurs causales reconstruites presque
sans perte après déquantiﬁcation de leur résidu :
˜ = Q+δ (ˇ) = ˇ(2δ + 1). (3.4)
Les extensions presque sans perte de CALIC [WMS95], de TMW [MT98], et bien
d'autres comme [CR94, KM95, KM98], utilisent cette approche qui peut également être
étendue en prédiction hiérarchique en eﬀectuant une compression presque sans perte
de la résolution la plus ﬁne et en quantiﬁant les résidus de prédiction de chacune des
bandes nécessaires à la prédiction des suivantes.
Des méthodes beaucoup plus complexes basées sur une quantiﬁcation par treillis
[KM95, KM98, WB00] peuvent également permettre d'optimiser le débit et/ou les
distorsions, au sens de la MSE, tout en respectant la contrainte presque sans perte.
Cependant les résultats sont décevants si on tient compte du temps d'exécution supplé-
mentaire introduit [WB00]. Ainsi, toujours aﬁn de réduire la MSE, Wu et Bao [WB00]
proposent d'utiliser une modélisation contextuelle des biais de prédiction induits par la
quantiﬁcation et de transmettre régulièrement dans le ﬂux de données une information
supplémentaire permettant de modéliser ce biais. La prédiction étant ainsi meilleure,
cette méthode permet à la fois de réduire le coût de codage, mais également la MSE.
JPEG-LS a également suivi une approche légèrement diﬀérente qui promeut autant
que possible l'utilisation du codage RLE, tant que celui-ci satisfait le PAE. Dans le cas
contraire, (3.3) est utilisé pour quantiﬁer l'erreur résiduelle. Cela permet une compres-
sion eﬃcace sans nécessiter l'utilisation d'un codage arithmétique, mais peut générer
des artefacts dérangeant (trainées du au RLE) lorsque le PAE devient important.
Il est beaucoup plus diﬃcile de s'adapter eﬃcacement au PAE dans le domaine
transformé. Ainsi la manière la plus simple est d'eﬀectuer une compression avec pertes
de la transformée, puis de compresser presque sans perte l'erreur entre l'image originale
et l'image reconstruite. Ce modèle est utilisé dans [WB97, Kri03a, Kri03b, YCP05,
YP06]. Cependant pour améliorer l'eﬃcacité il faut optimiser le pas de quantiﬁcation
à appliquer sur les ondelettes, de façon à minimiser le débit nécessaire pour les deux
78 Algorithmes de référence en compression d'images
représentations. [Kri03b] utilise JPEG-2000 pour les coeﬃcients d'ondelettes et fait cette
optimisation manuellement oine, tandis que Yea [YP06], qui utilise SPIHT, eﬀectue
une estimation du cout pour trouver le point de coupure optimal dans le ﬂux compressé.
[Abh03] propose une approche diﬀérente eﬀectuant la quantiﬁcation dans un schéma
de lifting lors du premier niveau de décomposition en ondelettes. Celle-ci est peu eﬃcace,
et les artefacts sont très proches de ceux obtenus lorsque la quantiﬁcation est eﬀectuée
directement sur l'image.
L'utilisation de la compression irréversible par transformée couplée au codage du
peut permettre d'avoir une représentation progressive en qualité, jusqu'au presque sans
perte. [Kri03b] va un peu plus loin en permettant d'imbriquer plusieurs niveaux de
qualité presque sans perte par raﬃnements successifs : PAE=0 (qualité sans perte),
PAE=1, PAE=4 et PAE=13, dans un même ﬂux de données. Enﬁn l'étude [AMCS06]
cherche à proposer une représentation progressive en qualité optimisée pour minimiser
le PAE lors du codage des coeﬃcients d'ondelettes.
3.2 Études et standardisation pour la communication des
images médicales
Cette section s'intéresse aux études plus spéciﬁques à la communication d'images
médicales ainsi qu'aux solutions mises en place dans le standard DICOM.
3.2.1 Images bidimensionnelles
Parmi les modalités bidimensionnelles d'imagerie médicale, la radiographie est la
plus utilisée. Les premières images étaient acquises directement sur ﬁlm et furent par la
suite informatisées par numérisation de la copie physique. Elle peuvent désormais être
acquises à l'aide de capteurs électroniques permettant une quantiﬁcation numérique im-
médiate (CR : Computed Radiography). Leurs quantités importantes et leurs dimensions
(pouvant par exemple dépasser 2000 × 3000 sur 16 bits pour une radio des poumons)
les rendent également de bonnes candidates à la compression.
Les CR ainsi que les coupes de scanner, d'IRM et de PET (tomographie par émis-
sion de positrons : contrairement à la tomographie classique, les radiations captées et
utilisées pour reconstruire une image sont envoyées par un produit radioactif injecté
au patient) sont principalement considérées dans les études qui ont été menées sur
la compression des images médicales bidimensionnelles [DvAPL97, KOK+98, Clu00].
Ces travaux comparent les résultats d'algorithmes existants en compression généraliste
tels que les commandes unix pack(Huﬀman adaptatif), compress (basé sur LZW), gzip
(basé sur LZ77) ou encore le codeur arithmétique adaptatif STAT 7 (de F. Bellard) ;
et en compression d'images tels que le JPEG sans perte 8, JPEG-LS 8, JPEG-2000 8,
CALIC 8, SPIHT 8, TMW 8, S+P [SP93, SP96a], etc. Parmi ces codeurs, on trouve une
7. http://bellard.org/
8. cf. 3.1
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variété d'algorithmes prédictifs et par transformées, avec codage entropique adaptatif
(arithmétique, Golomb-Rice) ou non adaptatif (tables Huﬀman ﬁxes).
Les résultats de ces études mettent en évidence que les techniques de compression
d'images restent plus appropriées que les méthodes généralistes. CALIC ressort comme
le codeur le plus performant sur l'ensemble des images. Certains algorithmes peuvent
cependant être plus intéressants selon les modalités : TMW est légèrement plus eﬃcace
que CALIC sur les images tomographiques (mais reste plus lent), SPIHT est mieux
adapté pour les IRM, et JPEG-LS pour les scintigraphies. Leurs taux de compressions
sont compris en moyenne entre 2:1 et 5:1.
Comme l'eﬃcacité des algorithmes sur les images médicales semble cohérente avec
celle sur les images naturelles, les standards présentés dans la section précédente sont
majoritairement utilisés pour la compression sans perte de ces images 2D, de même
que pour la compression coupe par coupe des images volumiques. On trouve peu de
propositions d'algorithmes sans perte cherchant à s'adapter aux types de contenus de
ces images aﬁn d'améliorer les résultats.
Pour les images médicales bidimensionnelles, les recherches se sont donc plutôt
penchées sur la compression avec pertes. Au début des années 90, il avait été envis-
agé d'utiliser la compression des coeﬃcients de la transformée en cosinus discret de la
totalité de l'image (Full-Frame DCT) après une quantiﬁcation adaptée, de sorte à sup-
primer les eﬀets de blocs indésirables d'une compression de type JPEG. Des références et
d'autre approches assez anciennes sont plus détaillées dans [CMNADB08]. Des travaux
plus récents, tels que [KBB+09] ont cherché à quantiﬁer les taux de compressions ac-
ceptables pour les standards actuels et ont contribué à l'élaboration de la norme de la
CAR (Association Canadienne de Radiologie) [CAR10, CAR11]. Celle-ci essaie d'ori-
enter les radiologues, lorsqu'un archivage irréversible est envisagé, en fonction de la
technique d'acquisition utilisée, et de la zone corporelle étudiée. Certaines techniques
plus spéciﬁques aux modalités à traiter ont également été proposées en mammographie
[PPT+03] et en échographie [GSP05]. La première utilise une modélisation de la région
d'intérêt des mammographies et une compression adaptée, la seconde tient compte du
type de bruit présent dans les échographies et tente de réduire son inﬂuence à l'aide
d'une quantiﬁcation adaptée. Ces eﬀorts concernant la compression irréversible des im-
ages médicales sont également présents pour l'imagerie volumique. L'utilisation de la
quantiﬁcation vectorielle algébrique sur les coeﬃcients d'une transformée en ondelettes
volumique [Gau06, GM09] a par exemple été proposée dans le but de réduire les distor-
sions de manière à moins pénaliser le diagnostic.
3.2.1.1 Accès aléatoire
Pour de très grandes images, comme les lames virtuelles par exemple, il peut être
intéressant de pouvoir accéder rapidement à une portion spatiale particulière de l'image,
sans nécessiter une transmission ou un décodage de l'image complète. Avec des approches
prédictives adaptatives, l'unique solution et de découper l'image avant compression en
imagettes de tailles raisonnables : suﬃsamment grandes pour ne pas trop diminuer
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les performances de compression, suﬃsamment petites pour éviter de transmettre trop
d'informations.
Avec des codeurs ondelettes comme EBCOT, puisque le découpage est déjà eﬀectué
dans l'ensemble des sous-bandes de coeﬃcients d'ondelettes, il est possible de récupérer
l'ensemble des paquets d'informations correspondant à la localisation spatiale souhaitée.
3.2.1.2 Régions d'intérêt
La région d'intérêt, qu'il est plus facile de déﬁnir sur des images médicales que sur
des images naturelles, permet en particulier de diﬀérencier le fond (inutile au diagnostic)
de la forme (données intéressantes). Ainsi le fond peut être compressé avec beaucoup
de pertes (voir supprimé) tandis que la forme est compressée sans perte ou avec de
faibles dégradations. Dans [PPT+03] le tissu, le contour et le fond des mammographies
sont ainsi compressés de manière indépendante. Dans un cadre général, il est possible
de spéciﬁer les régions d'intérêt manuellement ou de façon automatique par segmenta-
tion/classiﬁcation.
La transformée en ondelettes a été adaptée pour être appliquée sur des régions de
l'image de formes arbitraires comme dans les travaux de Li et Li [LL00] (SA-DWT :
Shape-Adaptive DWT ) et étendue aux ondelettes entières (ISA-DWT : Integer SA-
DWT ) dans [AHS02] par Abu-Hajar et Sankar qui l'utilisent avec un codeur dérivé de
SPIHT pour obtenir de bonnes performances sur des images naturelles [AHS04]. Cette
approche peut facilement être utilisée en imagerie médicale.
3.2.1.3 Progressivité
La majorité des algorithmes scalables employés sur des images médicales s'appuient
sur la transformée en ondelettes (SPIHT, EBCOT, ...). Dans [GEVK00] Grüter et al.
proposent également l'utilisation de la ROPD (Rank-Order Polynomial Decomposition)
pour la compression progressive de ces images. Elle s'appuie sur une décomposition en
sous-bandes morphologiques [ELK95], à l'aide de prédicteurs polynomiaux non linéaires.
Le codeur LAR (Locallly Adaptive Resolution) [DBBR07] initialement conçu pour
eﬀectuer une compression avec pertes scalable a également été étendu pour eﬀectuer
une compression lossy-to-lossless de manière eﬃcace [BDR05, DBM06, PBDB08]. Il
repose sur une représentation de l'image sous la forme d'une partition en quadtree de
zones relativement homogènes auxquelles est associé un niveau de gris représentatif. Une
image grossière est construite par interpolation dans les zones homogènes, et est utilisée
pour prédire l'originale. L'erreur d'approximation est considérée comme la texture et
est codée de manière multi-résolution en s'appuyant sur la décomposition en quadtree
précédente. Ce modèle de représentation simple peut être utilisé et étendu pour satisfaire
divers critères, tels que la progressivité ou le codage de ROI, et diverses techniques
de décorrélation de l'information texturelle peuvent être adoptées selon le contexte
d'utilisation.
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3.2.2 Images volumiques
Si pour les images bidimensionnelles on trouve peu d'algorithmes spécialisés, en
imagerie volumique la littérature est un peu plus riche. Certaines études s'appuient
tout de même sur des techniques initialement destinées aux vidéos, qui peuvent être
également considérées comme des images volumiques. L'approche la plus triviale pour
leur compression est l'encodage de chacune des coupes indépendamment des autres à
l'aide d'algorithmes bidimensionnels. Cette technique est très clairement sous-optimale,
en terme de taux de compression, puisqu'elle ne prend pas en considération les cor-
rélations pouvant exister entre des coupes successives. Cependant, elle est couramment
employée en compression de vidéos lors de l'acquisition, aﬁn de réduire la complexité
des algorithmes, de conserver une bonne qualité ou de faciliter l'accès aléatoire et le
montage en studios par exemple. En imagerie médicale c'est une approche qui peut être
employée lorsque le contexte d'utilisation nécessite de favoriser l'accès aléatoire à des
coupes éparses.
Les approches bidimensionnelles ont également connu de nombreuses extensions vo-
lumiques et quelques travaux se sont déjà penchés sur la problématique d'une compres-
sion eﬃcace permettant un accès aléatoire rapide (localement ou via un réseau). Les
résultats fournis par ces travaux sont prometteurs. La notion de régions d'intérêt et
de codage d'objets peut également être importante et se révéler bénéﬁque : ﬁxer des
qualités adaptées aux besoins, éviter de transférer/stocker des régions inutiles. Il existe
déjà quelques techniques intéressantes pour leur compression, ainsi que pour modéliser
leur localisation.
Aﬁn de supprimer la redondance d'information entre les images successives la pré-
diction et la transformation sont encore applicables. Les principales techniques de dé-
corrélation volumique sont présentées en commençant par les approches prédictives,
très utilisées en vidéo, puis en enchaînant sur celles par transformées, plus utilisées
en imagerie médicale et satellitaire et commençant également à émerger en compres-
sion vidéo très scalable. Les applications de ces outils en milieu médical, pour faciliter
l'accès aléatoire, la représentation de la région d'intérêt ou utiliser une modélisation
objet seront également discutés. Le lecteur pourra également se référer aux états de
l'art [PvAdRD01] et [SMB+03] qui sont assez complémentaires, le premier étant plus
orienté sur le codage prédictif, et le second sur le codage par transformées. Le chapitre
[OZONA08] fait égalemet un état de l'art des deux approches et traite également les
séquences vidéos médicales (2D+t). Les termes  coupe  et  image  seront indiﬀérem-
ment employés par la suite.
3.2.2.1 Codage prédictif
Le domaine de la compression vidéo, qui peut être considérée comme une modalité
volumique, possède une vaste littérature dans laquelle le codage prédictif est très appré-
cié. Certaines techniques ont été améliorées durant de nombreuses années et sont ainsi
devenues très eﬃcaces. Elles sont parfois utilisées en compression avec pertes d'images
médicales volumiques.
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Les codecs vidéos "grand public" sont conçus de façon à oﬀrir un décodage qui
puisse être eﬀectué en temps réel. Ils essaient de fournir un accès aléatoire assez ﬁn
pour faciliter la navigation et permettre un positionnement temporel dans la vidéo qui
soit rapide. Les plus récents cherchent également à être très progressifs aﬁn d'oﬀrir la
possibilité d'eﬀectuer du streaming pour diﬀérents débits et/ou résolutions spatiales
et/ou résolutions temporelles. Pour l'accès aléatoire, la technique du GOP (Group Of
Pictures) est très employée. Elle consiste à compresser les séquences par paquets d'im-
ages de longueurs ﬁxes (ex : 8 ou 16 images). Pour de tels codecs, le codage prend
souvent beaucoup plus de temps de façon à mieux décorréler l'information et à réduire
les calculs lors du décodage pour permettre une reconstruction et un aﬃchage temps
réel.
Trois approches classiques de prédiction volumique peuvent être dissociées. La pre-
mière consiste à prédire la coupe à compresser à partir d'autres coupes déjà connues
(les précédentes par exemple). L'image de l'erreur de prédiction volumique est ensuite
décorrélée à l'aide de techniques 2D. Ceci s'eﬀectue souvent à l'aide de transformées
(DCT-2D ou DWT-2D). Les deux approches suivantes sont des extensions des tech-
niques bidimensionnelles. Elles utilisent l'information volumique disponible en chacun
des pixels à compresser. L'extension volumique séquentielle (DPCM), qui se résume
en un parcours coupe par coupe, ligne par ligne, et une prédiction pixel par pixel est
dissocié de l'extension volumique hiérarchique (HINT) qui utilise une représentation
volumique basse résolution (par simple sous-échantillonnage) pour prédire les pixels à
une résolution supérieure.
3.2.2.1.1 Prédiction de coupe Le standard de compression vidéo le plus récent,
H.264/MPEG-4 AVC (Advanced Video Coding : ITU-T Recommendation H.264, ISO/IEC
MPEG-4 AVC 14496-10) qui est une évolution des standards H.261, H.262 et H.263
précédents, relève des travaux en commun du groupe H de l'ITU, spécialisé dans l'au-
diovisuel et les systèmes multimédias, et du groupe de travail MPEG (Moving Picture
Experts Group) d'ISO/IEC. Sans rentrer dans les détails (le lecteur pourra se référer
à [Ric03]), il oﬀre de nombreuses fonctionnalités, dont la scalabilité temporelle, l'accès
aléatoire et la décomposition en objets.
L'accès aléatoire est mis en place avec l'aide des GOPs, et la scalabilité temporelle
(permettant d'encoder la vidéo à diverses fréquences d'acquisition temporelle dans le
même ﬂux de données) est permise grâce à une mise en place astucieuse de divers
prédicteurs d'image. On distingue en particulier les images de type I (pour Intra), P
(pour Predicted) et B (pour Between ou Bi-predicted). Comme l'indique leur nom, les
images I sont compressées en intra : une approche bidimensionnelle ne nécessitant pas
d'informations sur les autres images est utilisée. Les images P sont compressées après
une prédiction à l'aide d'image(s) de références précédentes, et les images B après une
prédiction à l'aide d'image(s) de références précédentes et/ou suivantes déjà encodées.
L'image devant être prédite est découpée en blocs de taille ﬁxe. Pour chacun d'en-
tre eux, les images de référence sont utilisées pour rechercher un bloc le plus similaire
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possible, qui sera employé pour la prédiction. Cette technique permet d'eﬀectuer une
compensation du mouvement dans les vidéos, et la localisation du bloc le plus ressem-
blant est codée à l'aide d'un vecteur souvent appelé vecteur (de compensation) de mou-
vement. Cette localisation peut être sub-pixelique, au quel cas les blocs prédicteurs sont
générés à l'aide d'une interpolation par ﬁltrage. L'image des résidus de prédiction est
ensuite compressée avec pertes à l'aide d'une TCD-2D.
La succession de coupes des images volumiques médicales ne respectent pas l'hy-
pothèse d'objet en mouvement par translation. Les contours/surfaces des diﬀérents ob-
jets volumiques (organes...) représentés coupe-à-coupe ont certes tendance à se déplacer
mais également à se déformer/dilater/contracter. Cependant, ces déformations seront
localement faibles si la résolution en (z) est assez ﬁne (comme les TDM coupes ﬁnes
par exemple). Des prédicteurs utilisant une estimation de mouvement permettent donc
de décorréler l'information mais seront moins eﬃcaces à plus faible résolution (IRM par
exemple).
C'est pourquoi Nosratina et al. [NMOL96], et Srikanth et Ramakrishnan [SR05]
eﬀectuent la compression d'IRM à l'aide de modèles de prédiction par compensation
de déformations. Ces modèles utilisent les déformations d'un maillage pour prédire des
images successives. Bien que ces articles ne proposent pas de résultats pouvant être
aisément comparés, on peut supposer que, pour les images ayant une résolution en
(z) assez faible, une telle approche puisse obtenir de meilleurs résultats qu'avec une
compensation de mouvement classique, par blocs.
3.2.2.1.2 Prédiction séquentielle Proche de la prédiction de coupe, dos Santos
et Scharcanski proposent dans [dSS08] une compensation de mouvement en deux étapes
pour la compression sans perte et presque sans perte d'angiographies (représentation
temporelle). Un bloc matching est eﬀectué pour trouver le bloc le plus ressemblant dans
une image de référence (image précédente), et est utilisé pour générer un prédicteur
linéaire adaptatif du pixel courant. Les résultats expérimentaux de cette technique, de
complexité calculatoire importante, n'améliorent que faiblement la compression eﬀec-
tuée frame par frame par JPEG-LS (de l'ordre de 0.08 bits/pixel pour des images 8
bpp, et 0.13 bpp pour des images 12 bpp).
Comme l'estimation du mouvement est très coûteuse en temps de calcul, De Rycke
et Philips [dRP99, PvAdRD01] utilisent un codeur intra (JPEG-LS) pour la majorité
de l'image et une compensation de mouvement uniquement sur les pixels pouvant être
potentiellement mal prédits par le prédicteur 2D. Ce changement de mode est eﬀec-
tué automatiquement, avec l'aide de l'image précédente, et ne nécessite donc d'aucune
information supplémentaire. En pratique, moins de 1% des pixels sont prédits par la
compensation de mouvement, ce qui permet une réduction importante de la complexité.
Diez-Garcia et al. [DGSWAL05] utilisent un prédicteur volumique adaptatif en une
passe utilisant un schéma similaire à la prédiction DPCM de LOCO ou CALIC étendu
sur une troisième dimension. Ainsi, les voxels utilisés pour la prédiction appartiennent
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à la coupe précédente et à la portion DPCM déjà prédite de l'image. Le prédicteur
est optimisé au sens des moindres carrés, sur des données sélectionnées à l'aide d'une
fenêtre  d'entrainement . Cette approche n'oﬀre pas vraiment de meilleures perfor-
mances de compression que des codeurs utilisant une transformée volumique et ne per-
met pas d'oﬀrir la progressivité. Cependant, la méthode adaptative proposée bénéﬁcie
de paramètres pouvant être ajustés (taille de la fenêtre d'apprentissage, et un seuil per-
mettant d'éviter de recalculer le prédicteur) aﬁn d'accélérer les traitements au détriment
des performances de compression. Similairement à JPEG-LS, cette technique est alors
plus adaptée pour une compression rapide facilitant les transferts.
3.2.2.1.3 Prédiction hiérarchique Roos et Viergever [RV93] utilisent une ap-
proche DPCM volumique simple et une extension 3D de HINT et les comparent aux
approches 2D. Leur conclusion est qu'une extension volumique n'apporte qu'un faible
gain de codage. Ces résultats restent en concordance avec l'article de Aiazzi et al.
[AABA96] qui présente GRINT (Generalized Recursive Interpolation) une généralisa-
tion de HINT, dont ils comparent l'entropie d'ordre zéro après décorrélation 2D et 3D.
Sur les résultats présentés, seule une faible amélioration (-0.05 bpp) est notée avec le
passage du 2D au 3D. Cependant HINT-3D et GRINT peuvent permettre d'eﬀectuer un
codage progressif du volume. Ces résultats peuvent être remis en cause sur des images
plus récentes pour lesquelles la corrélation inter-coupe peut se retrouver accentuée par
une distance d'acquisition plus ﬁne et/ou par des données moins bruitées.
3.2.2.2 Codage par transformée
Comme pour les transformées bidimensionnelles, une simple extension mathéma-
tique des transformées monodimensionnelles suﬃt à obtenir des transformées volu-
miques [BPBCG93]. Les diﬀérences de performances viennent le plus souvent des tech-
niques utilisées pour compresser et organiser les coeﬃcients de la transformée. L'ar-
chitecture des codeurs est donc sujette à discussions. Ils sont souvent des extensions
volumiques des codeurs ayant fait leurs preuves sur les images 2D. Ils reprennent les
principes algorithmiques et les étendent sur des volumes de pixels. Ainsi une décompo-
sition en quadtree devient une décomposition en octree ou un codage par "petits" blocs
(EBCOT) devient un codage par "petits" cubes. L'un des états de l'art incontournable
est celui de Schelkens et al. [SMB+03], qui détaille et compare les résultats de quelques
algorithmes volumiques.
Pour l'archivage médical, un gain de compression en comparaison aux mêmes al-
gorithmes 2D est généralement notable mais il n'est pas fantastique. La plupart de
ces codeurs permettent une représentation progressive de la totalité du volume. Cette
fonctionnalité est intéressante lorsque plusieurs qualités diﬀérentes sont nécessaires, ou
lorsqu'une représentation basse qualité du volume est suﬃsante pour pouvoir localiser les
coupes et/ou objets réellement utiles et devant être transférés sans perte. Malheureuse-
ment ces codeurs n'oﬀrent pas souvent la possibilité de récupérer une information lo-
calisée.
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JPEG-2000 permet de s'adapter à de nombreux besoins mais était initialement
conçu pour les images 2D uniquement, et la transformée en ondelettes était assez peu
paramètrable. La seconde partie (ISO/IEC International Standard 15444-2  ITU-T
Recommendations T.801 : JPEG-2000 Part 2 : Extensions) a rapidement été ajoutée
au standard (approuvée : 08/2002). Elle permet, parmi beaucoup d'autres améliorations,
de considérer des images multi-composantes (images volumiques ou multi-spectrales).
Cette version autorise la décorrélation inter-composantes 2D à l'aide de transformées
linéaires matricielles (KLT par exemple), ou d'ondelettes (préférées pour les images vo-
lumiques). Le codeur EBCOT initial est conservé, les images n'étant pas réellement
considérées comme volumiques. Ainsi une autre partie du standard (ISO/IEC Inter-
national Standard 15444-10  ITU-T Recommendations T.809 JPEG-2000 Part 10 :
Extensions for three-dimensional data), également appelée JP3D, a également été ap-
prouvée (08/2007). Cette extension est plus spéciﬁque aux images volumiques, et étend
le codeur EBCOT pour exploiter l'information volumique, de manière a être encore plus
eﬃcace sur ce type d'images.
Des techniques plus complexe d'extension de la transformée volumique ont égale-
ment fait leur apparition. Il existe notamment une demande croissante pour des codecs
très scalables en vidéo, permettant de représenter, dans un même ﬂux binaire, dif-
férentes résolutions d'image, diﬀérentes résolutions temporelles et ce pour diﬀérents
débits. Une solution pouvant être adoptée consiste en une compensation du mouvement
par blocs, temporellement décorrélés à l'aide d'ondelettes. WAVIX [VGP02, BFG05],
et MC-EZBC 9 [HW01, WC02](Motion-Compensated EZBC ) sont deux exemples suiv-
ant cette approche. WAVIX utilise JPEG-2000 pour compresser chacune des images de
chacune des sous-bandes décorrélées temporellement (≈ 3D-EBCOT). MC-EZBC a un
fonctionnement relativement similaire mais eﬀectue le codage à l'aide de 3D-EZBC.
3.2.2.3 Accès aléatoire
Certaines techniques de codage prédictif peuvent être très compétitives pour leurs
taux de compression, rapidité et coût mémoire pour le codage/décodage. Cependant
l'approche prédictive adaptative devient beaucoup plus critique pour l'accès à une
coupe particulière. En eﬀet, pour obtenir toute l'information nécessaire à sa décom-
pression (contexte/prédicteur), il faut préalablement transférer et décoder la totalité
des informations dont elle dépend. De même des algorithmes comme 3D SPIHT obli-
gent un décodage complet du volume pour pouvoir accéder à une coupe particulière
sans aucune perte.
Une solution pour réduire ce problème est de travailler par groupes de coupes (GOS :
Group Of Slices), comme en vidéo avec les groupes d'images (GOP : Group Of Pictures)
de longueurs réduites (par la suite on ne diﬀérenciera pas GOS et GOP, de même
l'axe transaxial (z) des volumes sera confondu avec l'axe temporel des vidéos). Ainsi on
obtient une coupe particulière en ne décodant que l'information nécessaire contenue dans
9. codes source disponibles : http://www.cipr.rpi.edu/research/mcezbc/
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le GOS, au détriment d'une baisse d'eﬃcacité. Les GOPs d'un codage prédictif oﬀrent
souvent des images codées en intra uniquement (la première image par exemple), tandis
que des GOPs résultant d'une transformée en ondelettes oﬀrent des représentations
progressives : en résolution temporelle et spatiale, et en qualité. Un résumé du contenu
du volume est ainsi disponible pour un faible coût et permet un accès aléatoire plus
rapide à une sélection des coupes (ou plages de coupes) à consulter dans une qualité
supérieure. Cette approche peut donc permettre de réduire les transferts réseaux et
accélérer la visualisation lors d'une interrogation à distance, en comparaison à une
compression totalement volumique.
Dans l'optique d'améliorer l'eﬃcacité de SPIHT-3D, Cho, Kim et Pearlman [CKP04]
proposent l'utilisation d'une décomposition en arbre asymétrique pour le tri partiel des
coeﬃcients (AT-SPIHT : Asymetric Tree SPIHT ). Ils montrent qu'il reste eﬃcace même
sur des GOPs de petite taille. L'accès aléatoire est ainsi favorisé.
Menegaz et Thiran [MT03] eﬀectuent une compression volumique à l'aide d'on-
delettes, et organisent le codage de façon à pouvoir favoriser un accès aléatoire par
coupe. Cependant la technique proposée n'est pas toujours rentable lorsqu'une seule
coupe doit être récupérée. En eﬀet, le nombre de coeﬃcients nécessaire pour reconstru-
ire d'une coupe particulière dépend du nombre de niveaux de décompositions et de la
taille du support des ondelettes utilisées pour la décorrélation. Ainsi la compression
intra de la coupe en question peu devenir rapidement plus rentable.
Une solution intéressante à ce problème est proposée par Wu et Qiu [WQ05] qui
ont également cherché un algorithme rapide permettant un accès aléatoire eﬃcace.
Leur proposition, M3DW (Modiﬁed 3D dyadic Wavelet), utilise une décomposition
dyadique volumique non conventionnelle. Ils estiment que les coeﬃcients d'ondelettes
hautes fréquences ne sont pas suﬃsamment corrélés entre des coupes successives. La dé-
composition utilisée est alors une décomposition dyadique 2D classique sur un niveau,
suivie d'une décomposition inter-coupe en ondelettes de Haar uniquement sur les basses
fréquences. Ce processus peut ensuite être réitéré sur le volume basse résolution. La
compression des coeﬃcients est ensuite eﬀectuée avec un codeur Golomb-Rice adaptatif
pour rester rapide.
Le choix de l'ondelette de Haar pour la décorrélation inter-coupe n'est pas anodin.
Celle-ci, ayant le support le plus compact, permet de réduire au maximum le nombre de
coeﬃcients nécessaires au décodage d'une seule coupe. Avec cette technique, le nombre
de valeurs non compressées qu'il est nécessaire de transmettre pour la reconstitution
d'une coupe est de l'ordre de 4/3 supérieur à un codage intra. Cependant les résultats
sur la base 8 bits du CIPR (cf. 1.1.3) montrent que le gain de codage apporté par cette
technique dépasse généralement les 33% en comparaison à JPEG-LS. Ainsi le débit
binaire compressé nécessaire au décodage d'une seule coupe est légèrement inférieur à
celui de JPEG-LS en intra. Les taux de compression sont également meilleurs que 3D
SPIHT (-0.12 bpp) lui même plus performant que CALIC (-0.36 bpp) et permettent un
gain moyen supérieur à 0.8 bpp en comparaison à JPEG-2000. Enﬁn le décodage d'un
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volume complet est plus rapide qu'avec JPEG-LS (réputé pour sa rapidité). Il en résulte
que cette technique rapide est à la fois eﬃcace pour le stockage et pour la transmission
de coupes aléatoires.
3.2.2.4 Région d'intérêt et objets
Menegaz soumet un algorithme volumique de compression d'une décomposition de
l'image en objets d'intérêts permettant un décodage progressif de chacun d'entre eux,
indépendamment [Men00, MT02]. Son approche repose sur une décomposition en on-
delettes classique sur la totalité du volume. Pour chaque région d'intérêt, tous les co-
eﬃcients nécessaires à sa reconstruction sont conservés et encodés (dans l'article deux
codeurs 3D sont considérés EZW-3D et MLZC). Ainsi, les coeﬃcients d'ondelettes con-
tribuant à plusieurs objets (proches des contours) sont codés de façon redondante. Une
alternative à cette redondance serait l'utilisation de la transformée en ondelettes adaptée
à une forme arbitraire (cf. section 3.2.1.2).
Menegaz suppose que les délimitations des objets sont déjà connues du codeur et du
décodeur, et ne considèrent pas le codage de celles-ci. Elle suggère tout de même l'utili-
sation du modèle  Hybrid-Ellipsoid  de Vaerman [Vae99, VMT99] aﬁn de modéliser la
surface des objets. Durant sa thèse sur les images médicales 2D [Che07], Chen propose
également d'utiliser un découpage polygonal pour la modélisation de région d'intérêt
aﬁn de réduire son coût en comparaison à la compression d'un masque binaire [CTC06].
Le modèle précédent doit connaitre la région d'intérêt avant compression. Dans
[SAN10] Sanchez et al. proposent une approche progressive originale pour favoriser la
transmission d'une ROI volumique. Ils s'appuient sur un codeur EBCOT-3D modiﬁé et
une optimisation de l'organisation des paquets de données compressées s'adaptant à la
ROI désirée, et qui fournit également un aperçu à faible qualité du voisinage de la ROI.
L'approche est plutôt destinée pour la télémédecine interactive, dans un contexte où le
client peut choisir sa région d'intérêt.
3.2.3 Standard DICOM
DICOM (Digital Imaging and COmmunication in Medicine) est un standard in-
ternational pour l'échange d'images et de données médicales. Il inclut notamment la
spéciﬁcation de formats de données pour la communication d'images par le biais d'un
réseau ou d'un support physique, ainsi que des informations relatives au contexte d'ac-
quisition (matériel, paramètres d'acquisition, résolution physique, informations sur le
patient concerné, ...). Le standard couvre également les protocoles d'impression des
images, de visualisation ou de sécurisation des échanges.
Aﬁn d'éviter la normalisation d'algorithmes pour la compression des images et pour
garantir la pérennité des données, DICOM s'appuie essentiellement sur des normes
internationales existantes, non spéciﬁques au contenu médical. Ainsi, le contenu des
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images peut être intégré sans compression (RAW), compressé à l'aide d'un simple codage
RLE, de l'algorithme DEFLATE (même compression que gzip sur unix), de JPEG,
JPEG sans perte, JPEG-LS, JPEG-2000, MPEG-2, ou encore MPEG-4.
Avec les algorithmes RAW, RLE, DEFLATE, JPEG, JPEG sans perte, JPEG-LS et
JPEG-2000, seules des images 2D sont gérées par le standard. Ainsi, pour les séquences
d'images (images volumiques), si l'un de ces formats est utilisé, chaque coupe doit
être transmise séparément. Un message/ﬁchier est donc généré pour chacune d'entre
elles, et chaque message inclut un ensemble de données nécessaires à son utilisation :
informations patient, paramètres d'acquisition, ... , soit une certaine redondance.
Pour pouvoir transmettre directement des séquences d'images, et uniquement des
séquences d'images couleurs 3 × 8-bits compressées avec pertes, seule l'utilisation de
MPEG-2 était autorisée par le standard avant l'ajout de l'extension de JPEG-2000 (Part
2) à DICOM en 2005. Celui-ci permet d'appliquer une décorrélation multi-composantes
qui peut être employée pour décorréler les coupes successives. Désormais, des séquences
sur plus de 8-bits, peuvent être transmises avec ou sans pertes, puisque cette extension
le permet, et ce, dans un seul message. La compression des images volumiques telles
que les TDM ou les IRM peut ainsi être améliorée.
Depuis, MPEG-4 oﬀrant de meilleures performances pour la compression vidéo que
MPEG-2, a également été ajouté (le texte ﬁnal date d'avril 2011).
Le lecteur intéressé par plus de détails est invité à lire le chapitre [GC08] qui donne
un aperçu général du standard, le livre [Pia08] qui approfondi le contenu du standard,
et enﬁn le standard lui-même. Celui-ci est disponible sur le site oﬃciel 10, et référencé
(ainsi que les derniers ajouts et corrections) de manière plus explicite sur le site de
David Clunie 11.
Conclusion
Dans ce chapitre ont été présentés et détaillés les principaux algorithmes de com-
pression sans perte, presque sans perte et/ou scalables. Ces propriétés sont celles qui
sont principalement visées par les contributions qui seront exposées dans la prochaine
partie. Comme le conﬁrme le standard de communication pour les images médicales de
par les techniques de compression qu'il intègre, il existe peu d'algorithmes spéciﬁques
à la compression d'images médicales 2D. Cependant les images volumiques étant assez
spéciﬁques à ce milieu, quelques solutions pour leur compression visent davantage à
répondre aux besoins pratiques de leur utilisation.
Parmi les algorithmes qui viennent d'être vus, les incontournables CALIC, et SPIHT
ainsi que les standards JPEG-LS et JPEG-2000 seront pris comme références. Le modèle
prédictif hiérarchique sera également étendu dans le prochain chapitre et IHINT servira
de comparaison. L'approche prédictive pour la compression sans perte, ainsi que son
10. http://medical.nema.org/
11. http://www.dclunie.com/dicom-status/status.html
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extension en compression presque sans perte, seront utiles pour le chapitre 4 et égale-
ment en ﬁn du chapitre (5). Le modèle de compression par transformée concernera les
deux derniers chapitres.
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Prédiction hiérarchique, orientée et
adaptative
Introduction
Comme il a pu être mentionné précédemment, les meilleurs résultats en compres-
sion sans perte et presque sans perte sont généralement obtenus à l'aide d'approches
DPCM avancées. Elles utilisent des méthodes adaptives qui s'appuient sur des modèles
contextuels de l'information causale. Les algorithmes LOCO-I [WSS00], utilisé par le
standard JPEG-LS, et CALIC [WM97] sont souvent pris comme références, y compris
en imagerie médical [Clu00]. Cependant, de tels codeurs ne proposent pas une représen-
tation scalable alors que celle-ci peut permettre de faciliter la consultation d'images à
distance.
Dans le contexte de la compression sans perte, le codage scalable en résolution ou
en débit est permis par les approches par transformées réversibles telles que la RDCT
[WWJ+08] ou plus souvent les transformées en ondelettes entières (IWT), utilisées par
exemple dans le mode sans perte du standard JPEG-2000 [TM01], ainsi que par les
approches prédictives hiérarchiques par interpolation (HIP) telles que HINT [RVvDP88]
ou IHINT [AAB97]. Aﬁn de proposer une scalabilité en résolution ou en qualité, les
coeﬃcients transformés ou les données résiduelles peuvent être compressés à l'aide de
codeurs par plan de bits tels que EBCOT [Tau00] ou SPIHT [SP96b], ou par des codeurs
entropiques spécialisés utilisant un dictionnaire n-aire aﬁn d'être plus optimaux pour
une scalabilité en résolution uniquement.
Les schémas de lifting employés pour les IWT sont assez similaires à la prédiction
par interpolation, mais permettent également de concentrer l'énergie dans les bandes
basses résolutions. Ces bases d'ondelettes entières permettent d'obtenir une représen-
tation multi-résolution anti-aliasée et ont un meilleur compromis débit/PSNR que les
HIP lorsqu'utilisées avec un codeur scalable en qualité. Cependant il est plus diﬃcile de
les exploiter dans un contexte presque sans perte.
Dans ce chapitre est proposé un nouvel algorithme pour la compression sans perte
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ou presque sans perte eﬃcace d'images médicales 2D. Il utilise une prédiction hiérar-
chique orientée (HOP) qui combine l'approche DPCM avec l'approche HIP. Ainsi, cette
approche originale ne permet d'eﬀectuer qu'un scalabilité en résolution, mais exploite
l'information des pixels déjà connus dans une sous-bande aﬁn d'améliorer la décorréla-
tion en comparaison aux IWT ou aux HIP.
Comme beaucoup d'approches DPCM, HOP s'appuie sur le contexte de prédiction
aﬁn de sélectionner un prédicteur linéaire orienté dont les coeﬃcients sont ﬁxés (pré-
dicteurs statiques) puis eﬀectue une correction des biais de prédiction pour s'adapter
aux données. Il sera vu que ces prédicteurs statiques ne sont pas toujours eﬃcaces sur
les images les plus douces : images généralement moins bruitées, pour lesquelles les dé-
marcations entre les divers éléments sont plus diﬀuses. C'est pourquoi une extension
originale utilisant un support plus étendu pour la prédiction adaptative sera également
étudiée. Aﬁn de mieux tirer parti de ce support, la prédiction est optimisée au sens des
moindres carrés.
Dans la première section de ce chapitre (sec. 4.1) est décrite l'approche de décor-
rélation hiérarchique. Après une brève description générale de l'algorithme, les modèles
pour la prédiction statique et pour la prédiction optimisée sont détaillés, puis le modèle
de correction des biais de prédiction analysé. Enﬁn, le processus utilisé pour permettre
une extension presque sans perte est expliqué. La seconde section (sec. 4.2) détaille
la méthode de compression utilisée pour les données décorrélées après avoir décrit un
outil utilisé pour réduire le nombre de symboles nécessaires à représenter ces valeurs
résiduelles. L'approche de compression hiérarchique est expliquée, puis le codeur en-
tropique mis en place pour cette représentation est détaillé. La dernière section (sec. 4.3)
commente les résultats obtenus pour la compression sans perte et presque sans perte
d'images tomographiques et d'IRM.
Les contributions principales sont : i) l'approche prédictive hiérarchique orientée et
adaptative et son extension pour les images douces (4.1.1 et 4.1.2), ii) une correction
contextuelle des biais de prédiction à l'aide d'une nouvelle approche séquentielle (4.1.3),
iii) la méthode de codage entropique utilisée (sec. 4.2).
4.1 Prédiction hiérarchique
Dans cette section est rappelé le fonctionnement de l'algorithme IHINT qui sera
pris comme référence pour les schémas de prédiction hiérarchique classiques, et permet
d'introduire l'approche hiérarchique de HOP. Les prédicteurs hiérarchiques de HOP sont
ensuite détaillés.
4.1.1 Décomposition hiérarchique
Un niveau de prédiction de IHINT [AAB97] peut se résumer en deux étapes de
prédiction, illustrées dans la Fig. 4.1. Si L est l'ensemble des pixels horizontalement
pairs et H l'ensemble des pixels horizontalement impairs, la première étape (HStep)
Prédiction hiérarchique 95
. . . .
. . . .
. . . .
. . . .
. . . .
. . . .
. . . .
. . . .






valeur causale . valeur non causale prédite
Figure 4.1  Un niveau de la prédiction hiérarchique de l'algorithme IHINT
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Figure 4.2  Un niveau de la prédiction hiérarchique de l'algorithme HOP
consiste à prédire les valeurs des pixels de H grâce à une interpolation horizontale des
valeurs de L à l'aide d'un ﬁltre à réponse impulsionnelle ﬁnie. H contient ensuite les
résidus de cette prédiction. La seconde étape (VStep) consiste à transposer HStep pour
l'appliquer verticalement, indépendamment sur L aﬁn d'obtenir LL et LH, et sur H
pour obtenir HL et HH.
L'ensemble LL contient alors une version sous échantillonnée, et donc de plus basse
résolution, de l'image. Aﬁn de décomposer une image hiérarchiquement, ce schéma peut
être appliqué récursivement sur LL. Les valeurs ou résidus des pixels de chacun des sous-
ensembles sont généralement réorganisés pour obtenir une représentation dyadique, aﬁn
de faciliter leur manipulation.
Pour les comparaisons qui suivront dans ce chapitre, la prédiction IHINT des pixels
impairs est faite par la moyenne de ses deux voisins (pairs). Elle correspond au ﬁl-
tre passe haut des ondelettes 5/3 de LeGall [LGT88] également connues sous le nom
d'ondelettes CDF 5/3 [CDF90], très fréquemment utilisées en compression sans perte
à l'aide d'ondelettes, et en particulier par le mode sans perte de JPEG-2000. Ce ﬁltre
a été retenu pour sa similarité avec les prédicteurs statiques de HOP (voir l'équation
(4.3) dans 4.1.2.1). De plus il est bien connu que cette interpolation linéaire permet
d'eﬀectuer une prédiction eﬃcace.
Comme IHINT, un niveau de prédiction de HOP s'eﬀectue en deux étapes (Fig. 4.2).
La première (HStep) consiste à prédire les pixels horizontalement impairs à l'aide de
l'ensemble des pixels déjà  connus  : l'approche proposée n'utilise pas seulement
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Figure 4.3  Motif de prédiction contextuel (à gauche) et liens entre les pixels utilisés
pour l'estimation du gradient (à droite)
les pixels pairs, elle peut également tirer avantage de tous ceux précédemment prédits
dans le sous ensemble H (qui sont désormais des valeurs causales) comme pour une
prédiction DPCM. Contrairement à IHINT, la seconde étape (VStep) ne s'applique que
sur le sous-ensemble L, les valeurs de H étant suﬃsamment décorrélées, et permet aussi
d'obtenir une représentation sous échantillonnée LL de l'image, pouvant également être
décomposée récursivement.
4.1.2 Prédicteurs hiérarchiques orientés
4.1.2.1 Prédicteurs statiques
HOP est principalement conçu pour des images bruitées, contenant des objets struc-
turés avec des contours bien marqués (images natives contrastées). Inspiré par le pré-
dicteur eﬃcace de CALIC, GAP (gradient adjusted predictor), une estimation de l'ori-
entation est eﬀectuée à l'aide du motif de la Fig. 4.3. Tout d'abord, la moyenne des














‖xi − xj‖ , (4.1)
avec I l'image, ω ∈ Ω et Dω déﬁni par l'ensemble des couples de pixels reliés dans la
Fig. 4.3. Ensuite, en utilisant un seuil de bruit TNoise (déﬁni plus tard dans 4.1.2.3),
l'orientation du prédicteur o ∈ O = {N,H, V, pi4 , 3pi4 } est sélectionnée (illustration dans
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Figure 4.4  Estimation de l'orientation : à gauche l'image basse résolution, à droite
les orientations sélectionnées pour la prédiction de chacun des pixels de la sous-bande

























Elle permet de choisir parmi cinq prédicteurs : (N)on-orienté, (V )ertical, (H)orizontal,
(pi4 ) diagonal, et (
3pi
4 ) diagonal. La valeur prédite est alors,
xˆ =

n si o = V,
(w + e)/2 si o = H,
(sw + ne)/2 si o = pi/4,
(nw + se)/2 si o = 3pi/4,
(4.3)
aﬁn d'eﬀectuer une prédiction orientée le long des contours, et
xˆ =
n + w + e + 1√
2
(nw + ne + sw + se)
3 + 4√
2
, si o = N, (4.4)
pour qu'elle soit estimée à l'aide d'un ﬁltre plus robuste dans les régions homogènes qui
contiennent majoritairement du bruit.
L'activité locale pour l'orientation du prédicteur,
A =
{




)/4 si o = N,
do sinon,
(4.5)
sera utilisée par la suite pour le choix de prédicteurs adaptatifs (4.1.2.2) et pour la
correction des biais de prédiction (4.1.3).
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Figure 4.5  Ensembles de pixels causaux σo utilisés pour HOP-LSE (à gauche), et
pour HOP-LSE+ (à gauche et à droite).
4.1.2.2 Prédicteurs adaptatifs optimisés au sens des moindres carrés
La prédiction de HOP n'est pas vraiment eﬃcaces sur les images douces parce que les
petits supports de prédiction utilisés dans (4.3) ne sont pas très adaptés pour la décor-
rélation d'une information trop diﬀuse (en particulier le prédicteur vertical). Puisqu'un
prédicteur d'ordre supérieur devrait permettre d'obtenir une meilleur estimation sur
ces images (à l'aide d'un support de prédiction plus étendu), deux nouvelles approches
de prédiction sont introduites : HOP-LSE et HOP-LSE+. Aﬁn de construire xˆ, elles
utilisent une combinaison linéaire sur un ensemble, légèrement étendu en comparaison
aux prédicteurs statiques qui viennent d'être présentés, de pixels causaux pour eﬀectuer
la prédiction (voir Fig. 4.5). Dans le but d'exploiter eﬃcacement ces nouveaux sup-
ports, les prédicteurs sont construits de manière dynamique à l'aide d'une estimation
au sens des moindres carrés qui permet de mieux les adapter aux spéciﬁcités de chaque
image.
Pour HOP-LSE+, l'optimisation est toujours eﬀectuée, tandis que pour HOP-LSE
elle n'est utilisée que si o 6= N . Dans le cas contraire, le prédicteur statique non-orienté
de l'équation (4.4) est utilisé. Cela permet de réduire la complexité en eﬀectuant le calcul
des coeﬃcients de prédiction uniquement dans les zones non homogènes. Sur l'ensemble
des bases d'images CT et IRM utilisées, cela ne représente que 30% des pixels et permet
alors, avec des implémentations non optimisées, de diviser le temps d'exécution par un
facteur 3 environ en comparaison à HOP-LSE+.
Aﬁn de calculer diﬀérents prédicteurs en fonction de l'activité locale, A (4.5) est
quantiﬁé logarithmiquement
a = Qlog2 (A) , (4.6)
où Qlog2 (A) donne l'index du bit de poids fort de A. Un contexte de prédiction, qui
dépend à la fois de l'activité et de l'orientation locale Π = (a, o) peut alors être sélec-
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tionné.
Soit xΠ,t+1 la valeur du pixel à prédire, où Π est le contexte sélectionné pour la
prédiction et t est le nombre de fois que Π a été précédemment sélectionné comme
contexte de prédiction. Soit ψΠ,t+1 le vecteur colonne qui contient les valeurs des pixels
causaux appartenant à l'ensemble σo. La prédiction sera :
xˆ = 〈λΠ,t, ψΠ,t+1〉 , (4.7)
où λΠ,t est le vecteur contenant les coeﬃcients de la combinaison linéaire de prédic-
tion. Ce vecteur est obtenu par la solution du problème de minimisation de l'erreur









où ΨΠ,t = [ψΠ,1, . . . , ψΠ,t]
>, χΠ,t = [xΠ,1, . . . , xΠ,t]>.
Parce que cette solution nécessite que Ψ>Ψ soit non singulière et parce qu'il est
nécessaire d'avoir un nombre suﬃsant de ψ et x pour être eﬃcace, tant que t ≤ T (T a
été ﬁxé à 64 pour les expérimentations), et tant que Ψ>Ψ est proche de la singularité,
les prédicteurs statiques associés à o, décrits précédemment, sont utilisés.
Aﬁn de ne pas conserver une grande matrice ΨΠ,t et un vecteur χΠ,t de tailles
incrémentielles, pour chacun des contextes, l'implémentation est eﬀectuée en mettant
à jour itérativement la matrice déﬁnie positive ACΠ,t = (ΨΠ,t)
>ΨΠ,t (auto-corrélation
des pixels de prédiction non centrés) :
ACΠ,t+1 = ACΠ,t + ψΠ,t+1 (ψΠ,t+1)
> (4.9)
ainsi que le vecteur CCΠ,t = (ΨΠ,t)
> χΠ,t (cross-corrélation entre les pixels de prédiction
et les valeurs prédites non centrés) :
CCΠ,t+1 = CCΠ,t + x˜Π,t+1ψΠ,t+1, (4.10)
avec x˜Π,t+1 = xΠ,t+1 en mode sans perte et x˜Π,t+1 la valeur reconstruite de xΠ,t+1 si
une quantiﬁcation est utilisée (voir 4.1.4).
4.1.2.3 Seuil TNoise
Plutôt que d'eﬀectuer une optimisation du seuil TNoise, qui pourrait s'avérer cou-
teuse en temps, celui-ci est initialisé à partir d'une estimation du bruit prise comme
étant le seuil de quantiﬁcation dans la formule de Donoho [Don95]. Ce seuil est cal-
culé sur les hautes fréquences de la transformée orthonormale de Haar de l'image à
compresser. Pour HOP et HOP-LSE+, même si cette estimation n'est pas toujours op-
timale pour l'eﬃcacité de compression, elle permet d'améliorer légèrement les résultats,
jusqu'à environ 1% pour HOP sur les images bruitées et pour HOP-LSE+sur les images
douces. Pour les CT bruitées, aucune amélioration n'est apportée avec HOP-LSE+à
cause des artefacts de reconstruction (pouvant être assimilés à du bruit) qui varient
avec la localisation spatiale et dont les propriétés sont donc diﬃciles à capturer avec le
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Table 4.1  Impact du seuil TNoise sur la compression (bpp)
HOP HOP-LSE+
utilisation de TNoise non oui non oui
MeDEISA CT 5.232 5.201 4.591 4.543
VHP-Male CT 4.889 4.861 4.894 4.897
VHP-Male MRI 4.908 4.855 4.749 4.741
processus d'optimisation retenu. La Tab. 4.1 donne les résultats obtenus avec et sans le
seuil. Les résultats pour HOP-LSE ne sont pas présentés, car HOP-LSE n'a pas de sens
sans le seuil TNoise : il serait alors équivalent à HOP-LSE+, le processus d'optimisation
des prédicteurs serait appliqué pour tous les pixels et le prédicteur statique non-orienté
caractérisant HOP-LSE+ ne serait jamais utilisé.
Pour éviter son calcul sur chaque image, le seuil TNoise pourrait être optimisé hors-
ligne en fonction du matériel et des paramètres d'acquisition par exemple.
4.1.3 Correction des biais de prédiction
4.1.3.1 Bref rappel
Aﬁn d'éviter les erreurs systématiques, aussi appelées biais, de prédiction qui ar-
rivent généralement dans une conﬁguration particulière, la technique usuelle consiste
à sélectionner un contexte permettant de corriger la prédiction à l'aide de la moyenne
µ (C(xˆ)) des erreurs précédemment commises dans le même contexte :
xˆ← xˆ+ µ(C(xˆ)). (4.11)
C(xˆ) peut être choisi à partir de n'importe quel calcul causal. Par exemple, LOCO-I
quantiﬁe le gradient entre les voisins causaux du pixel à prédire, et CALIC utilise
également la valeur de prédiction xˆ aﬁn de déﬁnir un modèle texturel. Dans [US08],
Ulacha et Stasinski étendent cette approche en cumulant plusieurs corrections à l'aide
d'une moyenne pondérée αkµk (Ck(xˆ)) des erreurs survenues pour diﬀérents modèles de







et montrent des améliorations de la compression.
4.1.3.2 Correction séquentielle de l'erreur contextuelle (SCEC)
Il est proposé d'étendre (4.12) en utilisant une correction séquentielle de l'erreur
contextuelle (SCEC). Pour k = 1 jusqu'à K, elle applique séquentiellement le schéma
de correction :
xˆk ← xˆk−1 + αkµk(Ck(xˆk−1)), (4.13)
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avec xˆ0 = xˆ. La valeur de correction ﬁnale est alors xˆ ← bxˆKe, où b.e est l'arrondi à
l'entier le plus proche. L'erreur de prédiction  = x− xˆ est ensuite utilisée pour mettre à
jour chaque µk(Ck(xˆk−1)). Lorsque la sélection de contexte ne dépend pas de la valeur de
prédiction intermédiaire xˆk−1, (4.13) est équivalent à (4.12), mais lorsqu'elle en dépend,
la prédiction est successivement aﬃnée, et permet de sélectionner des contextes de plus
en plus ﬁables. Pour les expérimentations, les coeﬃcients αk sont simplement ﬁxés à
1/K.
La sélection de contexte mise en place pour HOP est maintenant décrite. Puisque
les approches orientées ne sont pas toujours eﬃcaces dans les régions texturées, les Ck,
dépendant de xˆk−1, sont déﬁnis en retenant le procédé de capture de la texture utilisé
par CALIC. L'information texturelle locale {t0, . . . , t4} = {n,w, e, 2n− nn, 2w− ww} est
binarisée aﬁn de déﬁnir un nombre sur 5 bits B = b4b3 . . . b0, avec bi = 1 si ti ≥ xˆk−1, et
bi = 0 sinon. B est combiné avec l'activité locale quantiﬁée a (4.6), et avec le numéro de
l'orientation utilisée : 0 pour les zones homogènes, 1 pour horizontale, 2 pour verticale,
3 pour pi4 diagonale, et 4 pour
3pi
4 diagonale.
4.1.3.3 Validation de la SCEC
Quelques résultats, obtenus avec la SCEC quand K varie, sont reportés dans la
Tab. 4.2. L'analyse est faite pour HOP, HOP-LSE et HOP-LSE+ en mode sans perte
(PAE=0) et presque sans perte (PAE=4, c.f. 4.1.4). La discussion sur les performances
des prédicteurs est laissée pour la section 4.3.
Avec les prédicteurs statiques (HOP), la SCEC permet toujours d'améliorer la com-
pression de façon asymptotique, avec un mieux pour les images douces. Pour exemple,
sur les coupes CT ﬁltrées de MeDEISA le débit de la compression sans perte est réduit
(en comparaison à l'absence de correction : K=0) de 3.1% en utilisant seulement un
contexte de correction (K=1) et de 3.55% pour une séquence de cinq corrections (K=5),
alors que sur les IRM natives bruitées de VHP-Male l'amélioration est de 0.64% quand
K=1 et 0.91% lorsque K=5. Sur les images CT natives de VHP-Male, pour lesquelles
le bruit est davantage dépendant de la localisation spatiale, le débit n'est réduit que de
0.51% (K=1) à 0.76% (K=5). En mode presque sans perte, les bénéﬁces sur la com-
pression sont meilleurs encore, avec un débit réduit jusqu'à (K=4) 6.25% sur les coupes
tomographiques de MeDEISA, et 1.35% sur les CT et 1.87% sur les IRM de VHP-Male.
Pour ce qui est des distorsions en mode NLS, seul le premier contexte de correction
semble améliorer le PSNR. Pour K > 1, le débit mais également le PSNR sont réduits,
conservant un compromis débit/distorsion à peu près similaire.
Avec les prédicteurs dynamiques (HOP-LSE et HOP-LSE+), les mêmes observations
peuvent être faites sur les tomographies. Cependant sur les IRM, lorsque K = 1, la cor-
rection des biais semble échouer. Ceci peut s'expliquer par le fait que les dimensions des
coupes sont plus petites (256×256) et par la nature très contrastée des IRM. Lors de la
décomposition, les plus petites résolutions sont aliasées à cause du sous-échantillonnage :
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PAE=0 (BPP)
K 0 1 2 3 4 5
H
O
P MeDEISA CT 5.201 5.040 5.021 5.019 5.017 5.017
VHP-Male CT 4.861 4.836 4.828 4.826 4.825 4.824







MeDEISA CT 4.767 4.695 4.681 4.677 4.676 4.675
VHP-Male CT 4.854 4.835 4.824 4.821 4.819 4.818








MeDEISA CT 4.543 4.525 4.511 4.508 4.507 4.506
VHP-Male CT 4.897 4.864 4.844 4.837 4.833 4.830
VHP-Male MRI 4.741 4.744 4.734 4.731 4.730 4.729
PAE=4 (BPP/PSNR)
K 0 1 2 3 4
H
O
P MeDEISA CT 2.654 / 64.756 2.503 /64.856 2.492 / 64.854 2.489 / 64.850 2.488 / 64.847
VHP-Male CT 2.437 / 64.953 2.413 /65.033 2.407 / 65.023 2.405 / 65.016 2.404 / 65.011







MeDEISA CT 2.288 / 64.836 2.228 /64.873 2.218 / 64.868 2.215 / 64.866 2.214 / 64.862
VHP-Male CT 2.413 / 65.004 2.399 /65.044 2.392 / 65.035 2.390 / 65.029 2.389 / 65.025








MeDEISA CT 2.149 / 64.850 2.128 /64.879 2.119 / 64.875 2.116 / 64.873 2.115 / 64.869
VHP-Male CT 2.398 / 65.033 2.384 /65.054 2.376 / 64.045 2.374 / 64.038 2.373 / 65.035
VHP-Male MRI 1.838 /64.480 1.841 / 64.477 1.831 / 64.476 1.828 / 64.476 1.827 / 64.477
Les meilleurs résultats sont en gras, et les moins bons sont soulignés.
Table 4.2  Résultats de compression pour diﬀérentes longueurs (K) de la SCEC.
Prédiction hiérarchique 103
les pixels sont alors moins corrélés et l'optimisation au sens des moindres carrés est alors
plus diﬃcile. La prédiction devient donc moins bonne et l'annulation des biais qui s'ef-
fectue sur des résultats très aléatoires n'est pas correcte à cause du manque de données
pour estimer correctement les statistiques. Ceci pourrait être amélioré en désactivant la
correction pour chaque contexte tant que celui-ci n'a pas été suﬃsamment sélectionné et
mis à jour pour être stable. Cependant, vu que K > 1 permet de contourner cet incon-
vénient (en moyennant les erreurs de diﬀérents contextes) et d'améliorer les résultats,
aucun seuil de ce type n'a été utilisé.
Les résultats montrent que la SCEC permet de réduire la taille des images com-
pressées, aussi bien en sans perte qu'en presque sans perte. En mode NLS, la SCEC a
peu d'impact sur le compromis débit distorsion avec les prédicteurs statiques, mais avec
ceux optimisés dynamiquement, il est préférable que K soit nul ou strictement supérieur
à 1. Pour toutes les autres expérimentations, K est alors toujours ﬁxé à 3.
4.1.4 Extensions presque sans perte
Les extensions presque sans perte (PSP) de IHINT et de HOP sont détaillées ici.
(c.f. 3.1.4 pour les notions élémentaires)
4.1.4.1 IHINT presque sans perte
Soit P (Se, So) permettant d'obtenir les résidus de l'ensemble So lorsque celui-ci est
prédit à l'aide de Se.
Pour étendre IHINT en presque sans perte (c.f. 4.1.1 et Fig. 4.1), après avoir organisé
les pixels de l'image pour former la pyramide dyadique, l'approche commence par Q˜δ
approximer la bande LL en L˜L du plus petit niveau de décomposition. Ensuite, une
descente pyramidale est eﬀectuée, en commençant par cette plus petite résolution : L˜L
est utilisée pour prédire LH et HL aﬁn d'obtenir leurs résidus Q˜δ approximés ˜LH









. En inversant les étapes de prédiction, H˜H et H˜L
sont récupérés. Enﬁn, les données de L˜L, L˜H, H˜L et H˜H sont réorganisées pour former
l'image NLS de la résolution supérieure qui peut ensuite servir de sous-bande L˜L pour
le niveau de résolution suivant. Ce schéma est itéré jusqu'à l'obtention de l'image NLS
pleine résolution.
Lorsque l'image NLS pleine résolution est ainsi obtenue, la prédiction hiérarchique
(qui reste exactement la même que pendant la phase de descente de la pyramide) est
appliquée dans l'ordre inverse (de la plus haute à la plus basse résolution, comme pour
la compression sans perte). Les valeurs résiduelles et l'image de plus basse résolution
sont à nouveau Qδ quantiﬁées, permettant ainsi d'obtenir exactement les mêmes δ que
lors de la descente pyramidale.
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Figure 4.6  Extension presque sans perte (PSP) de HOP
4.1.4.2 HOP presque sans perte
L'extension NLS de HOP fusionne les lignes directrices des approches hiérarchiques
et DPCM : l'approximation Q˜δ de l'image de plus basse résolution est utilisée pour
prédire celles des résolutions suivantes, la prédiction étant toujours eﬀectuée à par-
tir de valeurs reconstruites. Pour chacun des niveaux croissants de résolution, l'étape
VStep (voir Fig. 4.6) sert à construire la bande totalement NLS L˜, qui permet ensuite
d'eﬀectuer la prédiction NLS de la bande H.
Comme pour IHINT, lorsque l'image pleine résolution est obtenue, la décomposition
est ré-appliquée, dans le même ordre que pour la compression sans perte, et les valeurs
résiduelles ainsi que la plus basse résolution sont à nouveau Qδ quantiﬁées.
Pour IHINT comme pour HOP, la décomposition presque sans perte, requise avant la
compression, nécessite l'approximation NLS (descente pyramidale) suivie par la décom-
position (reconstruction de la pyramide). La complexité temporelle est donc à peu près
deux fois celle de la décomposition sans perte qui ne nécessite que la construction pyra-
midale. Une autre approche pour l'implémentation utilisant un stockage temporaire des
résidus quantiﬁés obtenus pendant la descente pyramidale permettrait une complexité
temporelle similaire au mode presque sans perte, mais avec un coût mémoire supplé-
mentaire égal à la taille de l'image.
4.2 Compression
4.2.1 Réorganisation des valeurs résiduelles
Connaissant Imin = min(I) et Imax = max(I) (avec I l'image), la valeur de prédiction
xˆ peut être forcée à rester dans l'intervalle [Imin, Imax] : si xˆ < Imin respectivement
xˆ > Imax, elle est forcée à valoir xˆ← Imin resp. xˆ← Imax.
Le résidu de la prédiction (éventuellement quantiﬁé) ˇδ = Qδ(x− xˆ) est alors borné
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Figure 4.7  Réorganisation des valeurs résiduelles
par Rˇmin = Qδ(Imin − xˆ) et Rˇmax = Qδ(Imax − xˆ). Il peut donc se voir ré-attribuer une
valeur à l'aide d'une fonction bijective :
Remapxˆ(ˇδ) : [Rˇmin : Rˇmax] 7→ [0 : Rˇmax − Rˇmin]
ˇδ → ˇδ (4.14)
Cette technique est souvent utilisée par les codeurs prédictifs aﬁn de réduire la
taille de l'alphabet d'un facteur 2, en comparaison aux valeurs résiduelles possibles sur
l'ensemble de l'image [Qδ(Imin − Imax) : Qδ(Imax − Imin)]. L'entrelacement les valeurs
résiduelles initialement positives et négatives permet d'obtenir une PDF qui tend à être
strictement décroissante sur l'ensemble des résidus (et peu permettre de légèrement
réduire l'entropie) lorsque Remapxˆ(ˇδ) est déﬁni comme (voir également Fig. 4.7) :
Remapxˆ(ˇδ) =

ˇδ − Rˇmin si s ≥ 0 et ˇδ + Rˇmin > 0
Rˇmax − ˇδ si s < 0 et ˇδ + Rˇmax < 0
2 |ˇδ| sinon si s · ˇδ ≥ 0
2 |ˇδ| − 1 sinon si s · ˇδ < 0
(4.15)






Dans les résultats présentés, la méthode de réorganisation des résidus Remapxˆ(ˇδ)
est utilisée à la fois pour IHINT et pour HOP.
4.2.2 Codage progressif en résolution
Avant la compression, la décomposition est faite complètement. La valeur de la plus
basse résolution de l'image, qui est alors un unique pixel, est tout d'abord transmise.
Pour permettre une transmission scalable en résolution, la décomposition est compressée
en partant de la plus basse résolution. Pour IHINT, les bandes ˇδ(LH), ˇδ(HL) puis
ˇδ(HH), pour HOP les bandes ˇδ(LH) puis ˇδ(H), contenant toutes des valeurs résidu-
elles quantiﬁées et réorganisées, sont séquentiellement codées, ligne par ligne, colonne
par colonne. Un contexte de codage CC(σ) est sélectionné par quantiﬁcation logarith-
mique de la moyenne de l'amplitude résiduelle locale, calculée sur le voisinage causal
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Figure 4.8  Codeur en deux phases
intra et inter-bande du symbole σ à compresser. CC permet d'eﬀectuer le codage en-
tropique de σ à l'aide d'une PDF itérativement calculée chaque fois qu'un symbole a
précédemment été codé dans le même contexte.
A partir d'une résolution minimale de 32 × 32 (largeur ≥ 32 et hauteur ≥ 32), ces
statistiques et les codeurs associés sont réinitialisés à leur état initial avant la compres-
sion de chaque nouveau niveau de résolution. Ceci permet de décompresser indépen-
damment une petite image, et chacune de ses extensions successives.
Cette méthode de codage multi-résolution peut être utilisée pour accélérer la navi-
gation dans une grosse banque d'images, par exemple, en ne transmettant et n'aﬃchant
que des imagettes (résumant l'information contenue dans les images en pleine résolu-
tion) aﬁn de permettre une sélection rapide et facile de celles souhaitées. Il n'est alors
nécessaire de transmettre et décoder que l'information requise pour reconstruire les plus
hautes résolutions.
Aﬁn d'être eﬃcace avec la contrainte de scalabilité en résolution, le codeur entropique
se doit d'estimer rapidement et eﬃcacement la PDF des données à compresser. Dans
la littérature il existe des codeurs entropiques avec une adaptation rapide, reposant sur
des modèles de PDF usuels (Gaussienne généralisée, Laplacienne, Géométrique, ...) et
ne nécessitant ainsi que de l'ajustement de quelques paramètres pour estimer la PDF
des données. Mais évidemment, ces codeurs sont moins eﬃcaces que si une modélisation
plus ﬁne de la PDF était utilisée. Le problème d'utiliser un modèle plus ﬁn est qu'il
nécessite plus de paramètres et requiert donc plus de données d' apprentissage  pour
pouvoir être correctement ajusté.
L'approche proposée pour HOP est une combinaison des deux techniques qui vi-
ennent d'être mentionnées. Elle utilise un ensemble restreint de paramètres pour rapi-
dement estimer la PDF et avoir une bonne eﬃcacité de codage, et un ensemble de
paramètres plus large pour une adaptation plus lente mais plus adaptée à la vérita-
ble distribution des données. En fait, ceci est fait avec l'aide de deux codeurs distincts
qui sont employés dans une compression en deux phases, illustrées dans la Fig. 4.8.
Un codeur entropique à paramètres restreints (codeur de la phase 0 : CP0) permet
l'approximation rapide de la distribution des données et compresse les premiers coef-
ﬁcients, tandis qu'un autre codeur entropique (codeur de la phase 1 : CP1) apprend
des statistiques plus ﬁnes de la distribution. Lorsque CP1 estime que ses statistiques
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sont suﬃsamment correctes, il est utilisé à la place de CP0 pour la compression des
coeﬃcients suivants, tout en continuant de mettre à jour son modèle de distribution.
Lorsqu'une valeur de coeﬃcient est inconnue de CP1, un symbole d'échappement est
envoyé et CP0 est utilisé pour coder cette valeur. Cet algorithme est davantage détaillé
dans la sous-section 4.2.4.
4.2.3 Validation de l'approche pour la scalabilité en résolution
La Tab. 4.3 illustre quelques résultats de compression obtenus pour l'ensemble des
résolutions disponibles au décodage de trois images de l'annexe A. L'eﬃcacité de HOP,
HOP-LSE et HOP-LSE+ est confrontée à IHINT et JPEG-2000 (J2K). La comparai-
son de l'ensemble des résultats, obtenus en compression sans perte, avec ceux de J2K
qui utilise une technique de référence pour la compression multi-échelle, montre que
l'approche présentée est plutôt bien adaptée pour la scalabilité.
Pour le mode sans perte, même si il est diﬃcile de comparer J2K avec IHINT à cause
de la compaction d'énergie des ondelettes, le codage entropique proposé semble perme-
ttre d'obtenir des performances similaires voir meilleures en terme de scalabilité. Pour
les petites résolutions, aussi bien en sans perte qu'en presque sans perte, les approches
prédictives orientées (HOP, HOP-LSE et HOP-LSE+) sont plus eﬃcaces que celle non-
orientée de IHINT. HOP obtient également de meilleurs résultats que HOP-LSE et
HOP-LSE+ qui peuvent s'expliquer par le manque de données pour une optimisation
eﬃcace des prédicteurs au sens des moindres carrés sur les données aliasées (par le sous
échantillonnage) des images basses résolutions. Cette remarque pourrait être prise en
compte aﬁn d'améliorer légèrement la compression en désactivant l'optimisation sur les
plus basses résolutions.
4.2.4 Détails du codeur entropique
Pour le codeur de la phase 0 (CP0), qui eﬀectue la compression avec un nombre
limité de paramètres pour un alphabet de taille potentiellement inﬁnie, chaque symbole
s est décomposé en






avec k le nombre de bits nécessaires à représenter Qδ (TNoise). Cette décomposition, qui
est similaire à celle pouvant être utilisée pour un codage Golomb-Rice, est compressée à
l'aide de k+ 1 codeurs arithmétiques adaptatifs : un codeur pour chaque bit de m (qui
contiennent principalement du bruit), et un codeur pour la représentation unaire de d.
Avec IHINT, TNoise est ﬁxé à 0 : sa prédiction n'étant pas adaptative, ce seuil n'est
pas utilisé lors de la décorrélation, et de meilleurs taux de compression ont été obtenus
ainsi.
Les k codeurs arithmétiques binaires, utilisés pour m, maintiennent indépendam-
ment le nombre d'occurrences des symboles 0 (F0) et 1 (F1). Lorsque F0 +F1 dépasse
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Sans perte Presque sans perte PAE=4
Image douce (CT) : A.1-(e)
dim 32 64 128 256 512
(bpp) (bppa) (bppa) (bppa) (bppa) (bpp)
J2K 11.68 8.35 7.34 6.38 4.26 4.88
IHINT 9.94 8.16 7.13 6.08 4.34 4.86
HOP 9.52 7.83 6.81 6.00 4.66 5.07
HOP-LSE 9.52 7.85 6.84 5.96 4.20 4.72
HOP-LSE+ 9.52 7.85 6.84 5.96 3.96 4.54
CT native bruitée : A.1-(k)
dim 32 64 128 256 512
(bpp) (bppa) (bppa) (bppa) (bppa) (bpp)
J2K 10.71 7.05 6.04 5.50 4.74 4.99
IHINT 9.34 7.16 6.18 5.45 4.70 4.96
HOP 8.89 6.74 5.87 5.21 4.59 4.81
HOP-LSE 8.90 6.78 5.90 5.22 4.54 4.78
HOP-LSE+ 8.90 6.79 5.91 5.22 4.52 4.76
IRM native bruitée : A.2-(l)
dim 32 64 128 256
(bpp) (bppa) (bppa) (bppa) (bpp)
J2K 9.84 6.72 6.28 5.41 5.70
IHINT 8.69 6.83 6.19 5.20 5.52
HOP 8.27 6.57 5.87 5.12 5.37
HOP-LSE 8.28 6.59 5.89 5.04 5.32
HOP-LSE+ 8.27 6.60 5.88 5.03 5.31
Image douce (CT) : A.1-(e)
32 64 128 256 512
(bpp) (bppa) (bppa) (bppa) (bppa) (bpp)
- - - - - -
6.73 5.20 4.36 3.43 1.92 2.37
6.39 4.93 4.10 3.38 2.16 2.53
6.40 4.95 4.12 3.35 1.79 2.24
6.40 4.95 4.13 3.34 1.64 2.13
CT native bruitée : A.1-(k)
32 64 128 256 512
(bpp) (bppa) (bppa) (bppa) (bppa) (bpp)
- - - - - -
6.32 4.51 3.72 3.12 2.46 2.68
5.89 4.15 3.46 2.92 2.37 2.56
5.90 4.18 3.50 2.93 2.32 2.53
5.90 4.19 3.50 2.93 2.30 2.51
IRM native bruitée : A.2-(l)
32 64 128 256
(bpp) (bppa) (bppa) (bppa) (bpp)
- - - - -
5.67 3.78 3.18 2.31 2.59
5.22 3.48 2.87 2.18 2.42
5.23 3.52 2.89 2.10 2.36
5.23 3.54 2.87 2.10 2.36
Les images décompressées ont une taille dim × dim avec 12 bits par pixel. La notation bppa signiﬁe
bits par pixel ajouté, et correspond au débit utilisé pour coder les dim × dim − dim/2 × dim/2 pixels
nécessaires à obtenir cette résolution à partir de la précédente. Les meilleurs résultats sont en gras et
les moins bons soulignés.
Table 4.3  Résultats pour la scalabilité en résolution
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un seuil TB, F0 et F1 sont divisés par 2, ce qui permet une meilleure adaptation aux
statistiques locales. Le codeur binaire utilisé avec la représentation unaire de d com-
presse une séquence de d symboles 1, suivie par un symbole 0, tout en maintenant
constamment leurs fréquences d'apparitions. Suite à des expérimentations, le codage
de d est moins dépendant des statistiques locales, et un seuil TU a seulement été mis
en place de sorte à assurer que la capacité de représentation entière du nombre d'oc-
currences ne soit pas dépassée. Quelques détails sur ce codage arithmétique  unaire 
peuvent être trouvés dans un rapport technique de Krivoulets [Kri02], dans lequel il a
été conçu pour des sources suivant une distribution Laplacienne.
Les statistiques d'un alphabet de taille réduite adaptative, incluant un symbole
d'échappement, sont apprises durant la phase 0 de codage, précédemment décrite. En
commençant avec l'alphabet A qui contient uniquement le symbole d'échappement
(ESC) avec une fréquence FA(ESC) = 1, il est conçu comme suit :
 Lorsqu'un symbole s /∈ A est rencontré, FA(ESC) est incrémenté de un, A devient
A ∪ {s} et FA(s) = 1.
 Lorsqu'un symbole s ∈ A est rencontré, FA(s) est incrémenté de un.
 Lorsque SFA =
∑
s∈A\{ESC} FA(s) est supérieur à un seuil TSFA, les fréquences
sont réinitialisées : la fréquence de chaque symbole s ∈ A \ {ESC} est mise à
FA(s)/2, et celle de FA(ESC) est mise à max (1, FA(ESC)/2). Tous les symboles
avec une fréquence nulle sont supprimés de A.
Le passage à la seconde phase de codage se produit lorsque les symboles les plus
fréquents ont été pris en compte (en s'appuyant sur la probabilité du symbole d'échappe-
ment). Ceci est estimé simplement en comparant FA(ESC) à un seuil SFA/TS. Si
FA(ESC) est plus petit, il est déduit que la plupart du temps les symboles rencontrés
sont présents dans A. Alors, puisque les symboles fréquents sont dans A, ESC devrait
être moins utilisé et FA(ESC) très probablement décroitre après chaque nouvelle ré-
initialisation des fréquences. Plutôt que d'attendre que cela se produise, et parce que
FA(ESC) introduirait pendant ce temps un cout de codage plus important des autres
symboles de A, FA(ESC) est empiriquement réduit à max(1, FA(ESC)/TS).
Une fois que le codage de la seconde phase (CP1) est démarré, les symboles suivants
sont compressés à l'aide d'un codage arithmétique guidé par l'alphabet A, et les mêmes
règles que celles utilisées durant sa conception sont utilisées aﬁn de continuer à adapter
les statistiques. Lorsqu'un symbole d'échappement est rencontré, CP0 est conservé pour
coder le symbole échappé e par la valeur e−Card ({s ∈ A/s < e}). Parce que cette petite
astuce de réorganisation des valeurs échappées (qui réduit leur cout de codage) implique
principalement des modiﬁcations dans les statistiques du codeur binaire utilisé pour la
représentation unaire de m, lorsque le changement de phase de codage intervient, les
fréquences d'apparition des symboles 0 et 1 sont réinitialisées à 1.
La Tab. 4.4 donne quelques résultats obtenus avec la méthode de codage proposée,
et permet de les comparer avec ceux obtenus lorsque seul le codeur de la phase 0 ou
seul le codeur de la phase 1 sont utilisés pour la compression. Ils montrent que CP0 seul
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codeur CP0 codeur CP1 combinaison
MeDEISA CT 5.033 5.051 5.019
VHP-Male CT 4.843 4.864 4.826
VHP-Male MRI 4.832 4.892 4.804
CIPR (8bits) CT 2.097 2.076 2.071
CIPR (8bits) MRI 2.736 2.748 2.715
Table 4.4  Résultats pour la compression des résidus de HOP (bpp) en utilisant
uniquement le codeur CP0, uniquement le codeur CP1, et la combinaison proposée
peut atteindre des résultats intéressants. Puisque CP1 seul est moins eﬃcace mais que
la combinaison introduite permet d'obtenir les meilleurs résultats, il peut en être déduit
que l'alphabet dynamique permet une bonne approximation de la PDF une fois que
la table des fréquences est suﬃsamment alimentée, et que l'approche en deux phases
est pertinente, notamment pour la scalabilité en résolution précédemment présentée :
CP0 est plus eﬃcace pour les images de petites dimensions/résolutions, tandis que CP1
renforce la compression des bandes de résidus plus grandes.
Pour toutes les expérimentations de ce chapitre, les seuils/constantes ont été ﬁxés
empiriquement à TSFA = 32 (Qδ(Imax)−Qδ(Imin)), TS = 16, et TB = 1024.
4.3 Résultats
4.3.1 Compression sans perte
HOP, HOP-LSE et HOP-LSE+ sont comparés avec l'implémentation de IHINT
décrite dans ce chapitre, avec les standards JPEG-LS 1 (JLS) et JPEG2000 2 (J2K) et
avec les logiciels de référence de SPIHT 3 (scalable en qualité) et CALIC 4. La Tab. 4.5
rapporte les débits moyens obtenus lors de la compression sans perte de bases d'images
introduites dans 1.1.3.1.
Sur les CT, CALIC donne toujours les meilleures performances de compression, à
l'exception des images douces (MeDEISA et PMR) pour lesquelles l'optimisation dy-
namique des prédicteurs est plus eﬃcace. Sur les IRM, à l'exception du sous-ensemble
d'images douces (VHP-Harvard-3D et PMR), ses résultats de compression sont équiva-
lents à HOP.
Pour les codeurs scalables uniquement, mises à part les CT de MeDEISA pour
lesquelles HOP n'est pas eﬃcace, J2K oﬀre majoritairement les moins bons résultats de
1. http ://www.hpl.hp.com/loco/
2. http ://www.kakadusoftware.com/
3. http ://www.cipr.rpi.edu/research/SPIHT/spiht3.html (version linux)
4. ftp ://ftp.csd.uwo.ca/pub/from_wu/v.arith (version sun)
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Compression sans perte : débits moyens (bpp)
non scalable scalable
Bases CALIC JLS SPIHT J2K IHINT HOP HOP-LSE HOP-LSE+
C
T
CIPR (8bits) 1.92 1.96 2.19 2.17 2.14 2.07 1.96 1.94
MeDEISA 4.72 4.87 4.74 4.84 4.83 5.02 4.68 4.51
PMR 3.69 3.99 3.71 3.88 3.91 3.76 3.39 3.27
VHP-Female 4.65 4.73 4.87 4.91 4.89 4.73 4.71 4.71
VHP-Male 4.75 4.82 4.97 5.01 5.00 4.83 4.82 4.84
VHP-Harvard 5.03 5.05 5.28 5.35 5.37 5.18 5.22 5.18




CIPR (8bits) 2.69 2.79 2.82 2.96 2.79 2.71 2.63 2.59
MeDEISA 3.15 3.29 3.24 3.33 3.18 3.11 3.06 3.05
PMR 3.00 3.23 3.15 3.15 3.03 3.09 2.88 2.78
VHP-Female 4.41 4.62 4.50 4.61 4.49 4.43 4.36 4.33
VHP-Male 4.90 5.08 4.91 5.01 4.87 4.81 4.77 4.73
VHP-Harvard 4.68 4.85 4.96 5.05 4.86 4.68 4.68 4.68
VHP-Harvard-3D 3.70 4.13 3.58 3.82 3.64 3.81 3.38 3.14
totalité 3.84 4.07 3.90 4.01 3.86 3.86 3.71 3.63
totalité 4.47 4.59 4.63 4.70 4.67 4.58 4.48 4.44
Les meilleurs résultats sont en gras et les moins bons soulignés. Les cellules des meilleurs résultats par
catégorie (scalable/non-scalable) sont grisées.
Table 4.5  Débits moyens pour la compression sans perte
Compression presque sans perte, PAE=4 Lossy
Débits / PSNR (bpp / dB) PSNR
Bases JLS IHINT HOP HOP-LSE HOP-LSE+ J2K-9/7
C
T
CIPR (8bits) 0.72 / 42.70 0.65 / 43.23 0.59 / 42.70 0.57 / 42.82 0.57 / 42.80 44.94
MeDEISA 2.46 / 64.73 2.35 / 64.92 2.49 / 64.85 2.22 / 64.87 2.12 / 64.87 64.91
PMR 1.61 / 64.42 1.32 / 64.88 1.21 / 64.92 1.01 / 65.04 1.00 / 65.08 65.92
VHP-Female 2.33 / 64.76 2.42 / 64.97 2.26 / 64.87 2.24 / 64.89 2.22 / 64.90 63.92
VHP-Male 2.46 / 64.90 2.58 / 65.11 2.41 / 65.02 2.39 / 65.03 2.37 / 65.03 63.86
VHP-Harvard 2.63 / 64.59 2.76 / 64.90 2.60 / 64.83 2.69 / 64.85 2.66 / 64.85 63.27




CIPR (8bits) 0.91 / 41.35 0.76 / 42.07 0.70 / 41.81 0.67 / 41.89 0.68 / 41.90 43.72
MeDEISA 1.02 / 65.69 1.03 / 65.96 0.92 / 65.66 0.88 / 65.71 0.88 / 65.60 66.83
PMR 1.30 / 65.16 1.10 / 65.73 1.12 / 65.19 1.00 / 65.27 0.97 / 65.43 67.00
VHP-Female 1.75 / 64.58 1.70 / 64.61 1.56 / 64.79 1.51 / 64.79 1.50 / 64.77 65.03
VHP-Male 2.14 / 64.37 2.00 / 64.39 1.89 / 64.48 1.85 / 64.48 1.83 / 64.48 64.09
VHP-Harvard 2.44 / 64.68 2.43 / 64.92 2.27 / 64.61 2.27 / 64.61 2.26 / 64.65 63.65
VHP-Harvard-3D 1.53 / 64.40 1.21 / 65.01 1.24 / 64.81 0.99 / 64.90 0.98 / 64.94 65.58
totalité 1.56 / 63.67 1.43 / 63.97 1.36 / 63.82 1.27 / 63.86 1.26 / 63.87 64.48
totalité 2.21 / 64.17 2.22 / 64.42 2.12 / 64.32 2.05 / 64.35 2.02 / 64.36 63.85
Pour chacune des base d'images, le débit moyen du meilleur des codeurs (MdC) presque sans perte et
le PSNR moyen associé sont en gras. Le PSNR moyen obtenu par le MdC est comparé avec celui de
JPEG-2000 en mode de compression lossy (J2K-9/7) contraint pour chacune des images par le débit
obtenu par le MdC. Le meilleur PSNR moyent entre le MdC et J2K est souligné.
Table 4.6  Débits et PSNR moyens pour la compression presque sans perte avec un
PAE de 4
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compression. Cependant, en dehors des images douces, HOP est toujours meilleur que
SPIHT, J2K et IHINT. Les résultats de IHINT sont similaires à J2K sur les CT mais
compétitifs avec CALIC et HOP sur les IRM.
L'optimisation proposée pour les prédicteurs permet de contourner l'ineﬃcacité de
HOP sur les images douces, et HOP-LSE et HOP-LSE+ fournissent les meilleurs ré-
sultats de compression sur celles-ci. Ils permettent la plupart du temps d'être plus
performants que HOP avec ses prédicteurs statiques.
Bien que sur les CT de MeDEISA HOP soit moins eﬃcace que J2K ou IHINT de
3%, avec HOP-LSE et HOP-LSE+ il permet d'économiser 3.3% et 6.8% de l'espace
de stockage requis par ceux-ci. De plus, HOP, HOP-LSE et HOP-LSE+ améliorent la
compression de plus de 3% sur les autres CT. Et, sur les CT 8 bits, HOP-LSE+ réduit
le débit par plus de 10% en comparaison à J2K.
Sur les IRM sans particularité, l'optimisation dynamique des prédicteurs peut améliorer
la compression de HOP jusqu'à environ 2%, ce qui produit un gain de codage allant
de 5% à plus de 7% comparativement à J2K, et environ 3% par rapport à IHINT. Sur
les IRM 8 bits, HOP, HOP-LSE et HOP-LSE+ améliorent encore la compression de
8.4%, 11.1% et 12.5% par rapport à J2K, et 2.9%, 5.7% et 7.2% par rapport à IHINT.
Enﬁn, sur les IRM les plus douces (VHP-Harvard-3D) HOP-LSE+ économise 17.8% de
l'espace requis par J2K et 13.7% de celui nécessité par IHINT.
Synthèse des résultats En moyennant sur l'ensemble des images de toutes des bases,
HOP, HOP-LSE et HOP-LSE+ sont 2.48%, 4.34% et 4.96% plus eﬃcaces que J2K sur
les CT ; et 3.74%, 7.48% et 9.48% sur les IRM.
4.3.2 Compression presque sans perte
Pour les comparaisons presque sans perte, seuls IHINT et JPEG-LS sont conservés
car les autres logiciels précédemment utilisés ne proposent pas une compression con-
trainte par le PAE. Cependant, les performances en terme de PSNR des algorithmes
contraints par le PAE sont comparées avec le mode avec pertes de JPEG-2000 (contraint
en débit), utilisant des ondelettes bi-orthogonales à valeurs réelles (noyau 9/7). Les
débits et PSNR moyens obtenus par JPEG-LS, IHINT, HOP, HOP-LSE et HOP-LSE+
pour un faible PAE de 4 (aﬁn de ne pas perturber le diagnostic) sont donnés dans la
Tab. 4.6. Les résultats en PSNR de JPEG-2000 sont obtenus à l'aide du logiciel Kakadu
v6.0,utilisant un pas de quantiﬁcation (Qstep) de 1/2d, avec d étant la profondeur en
bits de l'image originale (8 ou 12).
Les mêmes images que celles utilisées pour 4.2.3 sont utilisées dans la Fig. 4.9 aﬁn
de montrer le type de courbes débit/distorsion pouvant être obtenues avec JPEG-LS,
IHINT et la meilleure des prédictions hiérarchiques orientées : HOP-LSE+(pour une
meilleure lisibilité, les résultats de HOP et HOP-LSE ne sont pas tracés). Sur les CT
de MeDEISA, qui illustre les résultats sur les images douces, et qui est l'une des images
les moins bien compressée par HOP (en comparaison aux autres algorithmes), HOP
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serait aux alentours de 0.21 bpp moins eﬃcace que IHINT quand le PAE vaut 1 (le
PSNR est inférieur d'environ 1.92 dB) et 0.06 bpp moins eﬃcace lorsque le PAE vaut
16 (le PSNR est inférieur d'environ 0.96 dB). Les résultats de HOP-LSE seraient entre
IHINT et HOP-LSE+. Sur les deux autres images, qui fournissent des exemples pour
des CT et IRM natives bruitées, les résultats de HOP et HOP-LSE seraient similaires
à HOP-LSE+.
Synthèse des résultats Un PAE de 4 permet une amélioration de la compression
par un facteur supérieur à 2 en comparaison à une compression en mode sans perte et
n'a pas d'impact visuel. Les résultats de HOP, HOP-LSE et HOP-LSE+ montrent qu'en
terme de PSNR ils peuvent atteindre des performances équivalentes voire meilleures que
JPEG-2000 sur les images natives bruitées. Leurs PSNR sont légèrement moins bons
sur les images 8 bits et sur les images douces. Cependant l'approche presque sans perte
bénéﬁcie du contrôle de qualité en PAE, contrairement à JPEG-2000.
Comme en mode sans perte, les trois approches HOP obtiennent des résultats rel-
ativement équivalents sur les images les plus bruitées. L'approche orientée de HOP
est, encore une fois, meilleure que celle non-orientée de IHINT, excepté sur les sous-
ensembles d'images les plus douces pour lesquelles HOP-LSE et HOP-LSE+ font la
diﬀérence avec l'optimisation de leurs prédicteurs qui permet d'améliorer HOP par plus
de 10% et jusqu'à 20% sur le sous-ensemble VHP-Harvard-3D. En comparaison au stan-
dard JPEG-LS, HOP améliore à la fois le débit et le PSNR et propose la scalabilité en
résolution.
Conclusion et perspectives
Une nouvelle approche hiérarchique prédictive (HOP) et deux variantes s'appuyant
sur l'optimisation au sens des moindres carrés de prédicteurs (HOP-LSE et HOP-LSE+)
ont été présentés dans ce chapitre, dans le cadre de la compression sans perte et presque
sans perte, scalable en résolution, pour les images médicales. Une nouvelle méthode con-
textuelle d'annulation des biais, basée sur une correction séquentielle, a été proposée
aﬁn d'améliorer l'eﬃcacité de la prédiction. Et une approche originale pour la compres-
sion, s'appuyant sur un codeur entropique en deux phases, a été conçue aﬁn d'améliorer
la compression dans le contexte de la scalabilité en résolution.
Bien qu'une représentation scalable en résolution ait été utilisée, les résultats de ce
chapitre montrent qu'il est possible d'obtenir quelques améliorations en comparaison
aux algorithmes de référence pour la compression d'images médicales bruitées, que ce
soit en sans perte ou en presque sans perte. Pour un support de prédiction plus étendu,
l'optimisation au sens des moindres carrés a également permis de pousser plus loin la
compression d'images douces, pour lesquelles HOP n'était pas des plus eﬃcaces.
Pour de faibles distorsions, l'algorithme obtient un PSNR équivalent voire meilleur
que JPEG-2000 sur les images bruités et bénéﬁcie en plus du contrôle de la qualité induit
par l'utilisation du PAE, ce qui n'est pas le cas de JPEG-2000. La compression presque
sans perte utilisant un PAE de 4, qui n'a visuellement pas d'impact, permet de diviser
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Figure 4.9  Résultats débit/distorsion pour la compression presque sans perte.
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par 2 la taille requise pour le stockage et la transmission des images en comparaison à
une compression sans perte.
Les diﬀérentes étapes de l'algorithme peuvent certainement être améliorées davan-
tage, dans le but d'accélérer la vitesse d'exécution, par exemple en eﬀectuant l'op-
timisation des prédicteurs moins régulièrement qu'à chaque pixel pour HOP-LSE et
HOP-LSE+, et/ou d'augmenter l'eﬃcacité de la compression. L'utilisation de prédicteurs
statiques un peu plus robustes ou d'une grille quinconce pour le sous-échantillonnage
pourrait être intéressante en particulier pour modiﬁer la prédiction verticale (o = V ) qui
est la principale source de pénalisation de HOP (en comparaison à IHINT par exemple)
sur les images douces, et pourrait permettre une légère amélioration des résultats sans
nécessiter l'optimisation.





Ce chapitre s'intéresse davantage à la compression sans perte permettant une trans-
mission scalable en qualité. Dans les travaux récents, les ondelettes sont principalement
employées pour répondre à ce besoin. Aﬁn de produire un ﬂux de données intégrant la
scalabilité, les coeﬃcients d'ondelettes sont successivement raﬃnés à l'aide de quantiﬁ-
cateurs imbriqués. Pour être simple et pratique, les raﬃnements successifs sont eﬀectués
à l'aide d'un codage par plan de bits. Ce schéma de compression permet de proposer un
bon compromis débit/distorsion lorsque le ﬂux est convenablement organisé. Les algo-
rithmes populaires EZW [Sha93], LZC [TZ94], SPIHT [SP96b] et EBCOT [Tau00], qui
constitue la ligne directrice du standard JPEG-2000 [TM01], s'appuient sur ce modèle
de compression.
Même si de tels codeurs sont généralement moins eﬃcaces pour la compression sans
perte que les approches prédictives, la scalabilité en qualité (diﬃcilement oﬀerte par les
modèles prédictifs) est mieux adaptée pour la télé-transmission interactive. Les codeurs
intra-bandes (comme LZC et EBCOT) oﬀrent plus de ﬂexibilité que les approche inter-
bandes (comme EZW et SPIHT) et sont donc souvent préférés. Ils peuvent, par exemple,
facilement faire bénéﬁcier de la scalabilité en résolution (oﬀerte par la transformée en
ondelettes) en changeant simplement l'organisation de l'information dans le ﬂux de
données. EBCOT, qui découpe le codage de chaque sous-bande en macro-blocs (code-
blocks) permet également, lorsqu'utilisé avec un protocole de communication tel que
JPIP (JPEG-2000 part 9 : ISO/IEC International Standard 15444-9  ITU-T Rec-
ommendation T.808), de ne transmettre que l'information nécessaire à la construction
d'une certaine localisation spatiale, à une certaine résolution. Cette fonctionnalité est
très utile pour de la consultation interactive à distance de très grandes images. Dans le
principe d'utilisation on peut, par exemple, penser à google-maps.
Pour la compression sans perte, une décomposition dyadique en ondelettes entières
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5/3 est traditionnellement utilisée. Cependant, selon les données à compresser, cette
transformée n'est pas toujours très eﬃcace. Dans ce chapitre, un modèle de représenta-
tion plus générique, en partie inspirée par [OP09], sous forme d'arbre de décomposition
en paquets d'ondelettes [CMW92, Mal08] est exploité pour améliorer les taux de com-
pression sur les images les plus corrélées. Il permet une optimisation pratique de la
décomposition pour des données N-dimensionnelles (ici des images 2D et volumiques)
aﬁn de mieux l'adapter à la régularité (qui peut changer en fonction des modalités
d'images, du matériel d'acquisition et d'éventuels post-traitements) et au contenu de
l'image.
La modélisation de la base de décomposition est présentée dans la section 5.1, ainsi
que les ﬁltres utilisés pour générer les ondelettes à support paramétrable, et une ap-
proche pour l'optimisation de ce modèle est donnée dans la section suivante (sec. 5.2).
Suit une description de la méthode utilisée pour le codage du modèle optimisé et pour
la compression scalable des coeﬃcients d'ondelettes (sec. 5.3). Puis les résultats obtenus
sont commentés dans la section 5.4. Enﬁn, la dernière section (sec. 5.5) détaille une
extension pour la compression presque sans perte, explique comment la décomposition
est étendue pour la compression d'une région d'intérêt, et commente un modèle qui
avait été initialement étudié, s'appuyant sur des ondelettes orientées, mais qui s'étant
révélé moins eﬃcace en compression sans perte n'a pas été approfondi.
Les principales contributions de ce chapitre concernent le modèle utilisé pour la dé-
composition, son optimisation pour la compression sans perte, et son extension presque
sans perte.
5.1 Base de décomposition
5.1.1 Modèle de représentation de la structure de décomposition
5.1.1.1 Représentation par arbre binaire
En se plaçant dans un espace à N dimensions (3 pour les images volumiques), une
base de décomposition adaptative en paquets d'ondelettes séparables est modélisée par
un arbre binaire Θ (c.f. Fig. 5.1).
Chaque n÷ud Θn est indexé par une chaîne n de symboles {L,H}, qui décrit le
chemin d'accès à Θn dans l'arbre (à partir de la racine). Chaque n÷ud est associé à une
sous-bande βn qui résulte de la décomposition de la bande associée à son n÷ud parent.
L symbolise alors les basses fréquences et est associé au ﬁls gauche dans l'arbre tandis
que H symbolise les hautes fréquences et est associé au ﬁls droit. Avec ∅ la chaîne vide, le
n÷ud racine Θ∅ est couplé à l'ensemble de données initial (l'image multidimensionnelle)
β∅.
Chaque n÷ud se voit assigner une valeur ∆n ∈ {0, 1, . . . , N} qui correspond à l'indice
de la dimension selon laquelle la sous-bande associée est décomposée. Si ∆n = 0, elle
n'est pas décomposée et le n÷ud est une feuille de l'arbre. Les deux enfants d'un n÷ud
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Figure 5.1  Modélisation de la décomposition sous la forme d'un arbre binaire
interne (décomposé) Θn sont Θn:L pour la sous-bande basses fréquences, et Θn:H pour
celle hautes fréquences, avec · : · l'opérateur de concaténation de chaînes.
5.1.1.2 Paramètres d'adaptation supplémentaires
Pour permettre d'aller au delà d'une décomposition en paquets d'ondelettes avec des
atomes ﬁxés, et aﬁn de rendre la décomposition plus adaptative, un modèle plus souple
peut être utilisé. Des données supplémentaires Ωn, spéciﬁant les informations/paramètres
supplémentaires requis par la décomposition adaptative, sont alors assignés à chaque
n÷ud interne.
Pour cette étude, Ωn contient simplement un paramètre a qui sert à générer un ﬁltre
interpolatif. Ce dernier est utilisé dans un schéma de lifting (5.1.2) aﬁn de décomposer
toute la sous-bande. Pour une approche plus complexe, comme par exemple l'ADL
(Adaptive Directional Lifting) [DWW+07, WSJN07, LN08], Ωn pourrait être la carte
d'orientation des ﬁltres ainsi que leurs paramètres.
5.1.2 Familles d'ondelettes utilisées
Aﬁn d'étendre l'approche proposée dans [TL10a] concernant l'utilisation des ﬁltres
de Lanczos pour la construction des étapes de lifting, les ﬁltres interpolatifs de Deslau-
riers et Dubuc [DD89], qui eux sont optimaux en terme de nombre de moments nuls,
vont également être considérés dans ce chapitre.
5.1.2.1 Filtres interpolatifs de Lanczos normalisés
Les ﬁltres de Lanczos sont bien connus en traitement d'images pour la qualité de
leur interpolation et leur facilité de paramétrage. Ils n'ont pas vraiment de propriétés
mathématiques remarquables mais possèdent une bonne réponse fréquentielle. Avec la
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si − a < t < a et t 6= 0,
1 si t = 0,
0 sinon,
(5.1)
où a ∈ N∗ est un paramètre permettant de ﬁxer la taille du support, des ﬁltres interpo-
latifs de Lanczos, discrets et normalisés, sont déﬁnis sous une forme intéressante pour










) , k ∈ Z, (5.2)
où F ∈ N∗ est un facteur d'expansion entier, et P ∈ Z/F est la position à laquelle
l'interpolation est eﬀectuée. Un signal discret s peut alors être raﬃné d'un facteur F :




(k), k ∈ Z, (5.3)
et vériﬁe la propriété :
sF (k · F ) = s(k), ∀k ∈ Z, (5.4)
L˜a,F,0 étant la fonction discrète δ de Dirac.
5.1.2.2 Filtres interpolatifs de Deslauriers et Dubuc
Les fonctions d'échelles Deslauriers-Dubuc [DD89] permettent un raﬃnement par
interpolation d'un facteur 2. Leur principale propriété est d'être des ﬁltres interpolatifs
optimaux (au sens polynomial) pour une taille de support donné, en ayant 2a moments
nuls pour un support de taille 4a−1. Elles peuvent être déﬁnies par [Ber99]-Annexe B :
D2a(k) =

1 si k = 0,
0 sinon si k ∈ 2Z, ou si |k| ≥ 2a,
2(−1)i+1 (2a)!2
24a a!2 (a− i)!(a+ i− 1)!(2i− 1) sinon avec k = ±(2i− 1).
(5.5)
Ainsi, pour un facteur d'expansion F = 2, les ﬁltres interpolatifs Deslauriers-Dubuc
peuvent être reformulés de la même façon que pour les ﬁltres Lanczos par :
D˜2a,2,P (k) = D
2
a(2k + P ). (5.6)
La Fig. 5.2 donne les réponses fréquentielles des ﬁltres de Lanczos et de Deslaurier-
Dubuc. On peut constater que les ﬁltres de Lanczos tendent à avoir une meilleur sélection
fréquentielle que les ﬁltres de Deslaurier-Dubuc, mais génèrent des rebonds fréquentiels.
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Figure 5.2  Réponse fréquentielle des ﬁltres de Lanczos (L) et de Deslauriers-Dubuc
(DD) pour a ∈ {1, 2, 4, 8, 16, 32}
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5.1.2.3 Ondelettes construites par lifting
Pour la suite seul F = 2 et P = 1 sont nécessaires. L˜a,2,1 et D˜2a,2,1 seront alors notés
L˜a et D˜2a. Enﬁn, seule une famille de ﬁltres sera utilisée pour la décomposition d'une
image. On généralise donc l'approche avec F˜a qui fournit des ﬁltres prédictifs dont la
longueur du support est 2a. Ceux-ci vont être utilisés dans un schéma de lifting [Swe96b]
composé de seulement deux étapes : prédiction Pa et mise à jour Ua. Après le découpage
d'un signal s (en dimension 1) en deux versions sous-échantillonnées e[s](k) = s(2k)
(échantillons pairs) et o[s](k) = s(2k+1) (échantillons impairs), les deux étapes peuvent



















En N-dimension, pour une décomposition de la dimension d, les échantillons pairs sont
notés ed, les impairs od, la prédiction Pa,d et la mise à jour Ua,d.
Il peut être noté que pour a = 1, (5.7) est équivalent, aussi bien pour L˜a que pour
D˜2a, au schéma de lifting 5/3 traditionnellement utilisé en compression sans perte, et
pour a = 2, L˜a est également équivalent à D˜2a qui correspond au schéma de lifting
introduit dans [Swe96b] (N = 4 et N˜ = 4) pour les ﬁltres Deslauriers-Dubuc.
5.2 Optimisation de la base pour la compression sans perte
Pour adapter la base de décomposition à la nature de l'image, aussi bien l'arbre de
décomposition que le paramètre a des ﬁltres utilisés pour chaque n÷ud de décomposition
sont optimisés. Aﬁn d'éviter de devoir résoudre un problème NP complet, l'optimisation
s'eﬀectue par une construction incrémentale de l'arbre à l'aide d'heuristiques locales
sous-optimales (sans remise en cause des paramètres précédemment optimisés).
Pour optimiser les paramètres d'un n÷ud Θn, la fonction suivante est minimisée :
LΘ(n, ωn, δn) = ρΘ(n, ωn, δn) +WΘ(n, ωn, δn), (5.8)
avec δn la dimension de la décomposition, ωn les paramètres de décomposition, ρΘ une
fonction de pénalisation et WΘ une fonction de coût.
Pour la compression sans perte, en considérant un modèle de distribution géométrique
symétrique centré en 0 [MSW00] (TSGD) pour la distribution des coeﬃcients d'on-
delettes, la norme L1 de la sous-bande prédite est utilisée comme critère de minimisa-
tion (normalisée par le nombre de coeﬃcients de la sous-bande : i.e moyenne des valeurs
absolues). Même si ce critère ne permet de minimiser que l'entropie d'ordre zéro d'une
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LΘ(∅, a, d)
a
Figure 5.3  Exemple de minimisation de LΘ pour l'optimisation de la longueur du
ﬁltre (a ∈ [1..48]) et la sélection de la dimension de décomposition (d ∈ {1, 2, 3}). Il
correspond au premier niveau de décomposition de l'IRM VHP-Harvard-3D, avec les
ﬁltres La ou D2a.
telle distribution, il permet tout de même de bien réduire l'entropie pour un codage
contextuel. Ainsi la fonction de coût suivante est utilisée :




H = Pωn,δn [βn] étant la bande hautes fréquences résultante de la décomposition (résidus
de la prédiction par interpolation).
5.2.1 Sélection du ﬁltre pour une étape de décomposition
Le paramètre a du ﬁltre à utiliser pour la décomposition d'un n÷ud Θn pour la
dimension d est optimisé en minimisant LΘ(n, a, d), pour n et d ﬁxés.
Pour cette étude, ρΘ = 0, et l'optimisation est eﬀectuée itérativement, en com-
mençant par a = 1 et en l'incrémentant tant que LΘ(n, a + 1, d) < LΘ(n, a, d). Cette
méthode est assez rapide et souvent optimale avec les familles de ﬁltres choisies. Le
paramètre optimal ainsi trouvé est noté aˆn,d. Dans 5.2.2, il est calculé pour chaque
dimension potentiellement décomposable, aﬁn d'optimiser l'arbre. Un exemple de fonc-
tions LΘ à minimiser est donné dans la Fig. 5.3.
5.2.2 Construction de l'arbre de décomposition
L'arbre de décomposition Θ est construit itérativement. Ce processus peut être
exprimé récursivement, en commençant par la racine Θ∅.
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5.2.2.1 Décomposition d'une composante image
Si la chaîne d'index n du n÷ud courant Θn ne contient aucun H, βn est une com-
posante image. Dans ce cas, si une certaine condition CI(Θ, n) est vériﬁée (ex. une
résolution d'image minimum), le n÷ud n'est pas décomposé, ∆n est mis à 0 et l'arbre
de décomposition est terminé.
Si la condition d'arrêt CI(Θ, n) n'est pas vériﬁée, d est optimisé pour minimiser
LΘ(n, aˆn,d, d) (le d optimal est noté dˆn). ∆n est mis à dˆn, Ωn à aˆn,d, le n÷ud Θn est
décomposé et ses deux enfants sont ajoutés en utilisant :
βn:H = PΩn,∆n [βn] ,
βn:L = UΩn,∆n [βn] ,
(5.10)
et la récursivité continue sur Θn:H, puis sur Θn:L.
5.2.2.2 Décomposition d'une bande fréquentielle
Si βn n'est pas une composante image (i.e. c'est une bande fréquentielle) et si une
certaine condition CF (Θ, n) (ex. une taille minimale), Θn n'est pas décomposé, ∆n est
mis à 0 et la récursion continue sur les autres n÷uds.
Si CF (Θ, n) n'est pas vériﬁée, d est optimisé pour minimiser LΘ(n, aˆn,d, d), comme
pour une composante image. Ensuite, si l'inéquation suivante est vériﬁée :





∆n est mis à dˆn, Ωn à aˆn,d, le n÷ud Θn est décomposé, ses deux enfants ajoutés en
utilisant (5.10) et la récursion continue sur Θn:H, puis sur Θn:L.
Si (5.11) n'est pas vériﬁée, la décomposition n'apporte rien. Donc Θn n'est pas
décomposé, ∆n est mis à 0 et la récursivité continue sur les autres n÷uds.
Un exemple d'arbre optimisé est illustré dans la Fig. 5.4, et comparé à celui d'une
décomposition dyadique 5/3.
5.3 Méthode de codage
Le codeur pour la décomposition optimisée (ODC : optimized decomposition coder),
développé pour cette étude, utilise un principe très similaire à LZC (layered zero coding)
[TZ94], qui peut se résumer par l'utilisation d'un codeur arithmétique binaire adaptatif
pour la compression de chaque plan de bits des coeﬃcients de chaque sous-bande, avec
l'aide d'une sélection de contextes de codage 2D (ODC) ou 3D (ODC-3D).
La structure de la décomposition est d'abord transmise en début du ﬂux de données.
Θ est codé à l'aide d'un parcours en profondeur préﬁxe de l'arbre, en transmettant un
bit à 1 lorsque le n÷ud traversé possède des ﬁls ou un bit à 0 sinon. Pour chaque
n÷ud n possédant des ﬁls (i.e. décomposé), Θn et Ωn sont également transmis. Aucune
compression n'est faite (équiprobabilité des symboles potentiels), le coût de transmission
















Figure 5.4  Comparaison de l'arbre binaire obtenu pour l'optimisation de la décompo-
sition utilisant les ﬁltres de Lanczos (a) sur l'image A.1-(f) à la décomposition dyadique
5/3 (b), dans chaque n÷ud décomposé est indiqué le couple ∆n,Ωn optimisé
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de la structure de décomposition avec les paramètres des ﬁltres (indices) représentant
généralement moins de 10−3 bit par pixel pour une coupe 512× 512.
L'en-tête des informations relatives à l'image (largeur, hauteurs, ...) contient égale-
ment le nombre de bits maximal bmax requis pour la valeur absolue d'un coeﬃcient.
Le codage se fait par plan de bits sur les valeurs absolues des coeﬃcients. Lorsqu'un
coeﬃcient devient signiﬁcatif, son signe est également codé. Pour que la représentation
progressive soit assez eﬃcace, l'ordonnancement du codage par plan de bits s'eﬀectue
en fonction de la décomposition. Aﬁn de favoriser les bandes basses fréquences qui
contiennent généralement le plus d'informations, les sous-bandes (feuilles) sont d'abord
triées à l'aide d'un parcours main gauche de l'arbre de décomposition (en considérant
que Θn:L et Θn:H sont respectivement les ﬁls gauche et droit de Θn). Ensuite, chaque
sous-bande Θk se voit attribuer un indice de décalage sΘk = blog2
√
E(f∗k )c pour le
codage de ses plans de bits, avec E(f∗k ) l'énergie du ﬁltre de synthèse f
∗
k pour Θk. sΘk
permet de s'approcher d'une normalisation des coeﬃcients aﬁn de mieux prendre en
considération la non orthonormalité de la décomposition.
Le codage s'eﬀectue alors du plan de bits bmax + max
k
sΘk au plan de bits min
k
sΘk .
Pour un plan de bits b, si la sous-bande Θk (en suivant l'ordre de parcours) vériﬁe
bmax + sΘk ≤ b ≤ sΘk , alors le plan de bits b− sΘk de Θk est codé.
Pour un codage scalable en résolution, il suﬃt de conserver le même ordonnancement
des feuilles, et de transmettre la totalité des plans de bits de la sous-bande associée à
chacune d'entre elle.
5.4 Résultats pour les images médicales volumiques
L'approche présentée a été appliquée à la compression de tomographies et d'IRM 1,
pour un modèle bidimensionnel (compression coupe par coupe) et volumique (com-
pression de la totalité du volume). La Tab. 5.1 reporte le nombre de bits par pixel
(bpp) moyen après compression de chacun des ensembles de test (les résultats ne sont
pas exactement les mêmes que dans [TL10a], le codeur entropique ayant été légèrement
amélioré entre temps). La taille minimale pour la composante image a été ﬁxée à 16×16
en 2D et ﬁxée à 16×16×max(1, bZ/32c) en 3D pour chacun des volumes ayant une taille
initiale X × Y × Z. Le paramètre a pour les ﬁltres de Lanczos (L-) et de Deslauriers-
Dubuc (D-) a été optimisé dans l'intervalle [1..16] pour une décomposition optimisée
sans contrainte (-OD : optimized decomposition) et pour une décomposition forcée de
suivre le schéma dyadique traditionnelle de Mallat (-dy) et pour laquelle le ﬁltre est
optimisé par orientation (horizontale, verticale, transversale) pour obtenir l'ensemble
des sous-bandes d'un même niveau de décomposition dyadique.
1. Quelques résultats obtenus sur les lames virtuelles sont présentés et commentés dans le prochain
chapitre : 6.5.3.2
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Le fait d'utiliser la contrainte suivante lors de l'optimisation :⌊
Λδ(βLkN ) + 1
2
⌋
= Λδ(βL(k+1)N ), ∀δ ∈ {1 . . . N}, (5.12)
avec L0 la chaîne vide, Lk la chaîne contenant k symboles L successifs, et Λδ(βn) la
longueur de la bande βn le long de la dimension δ, peut permettre de générer une dé-
composition scalable en résolution (à condition de changer l'ordonnancement des plans
de bits compressés). Parce que cette contrainte n'altère que très peu les résultats de la
compression sans perte (seule une légère augmentation du débit, inférieure à 0.01 bpp,
a pu être constatée), les résultats ne sont pas reportés.
Les résultats de l'optimisation de la taille des supports des ﬁltres (L-OD, L-dyadic)
sont comparés à ceux obtenus avec les ondelettes 5/3 (5/3-OD et 5/3-dyadic) tradi-
tionnellement employées en compression sans perte, et sont confrontés à ceux obtenus
par quatre logiciels de référence 2D : les codeurs prédictifs (DPCM) CALIC et JPEG-
LS (JLS), et les codeurs ondelettes SPIHT et JPEG-2000 (J2K) ; et pour le standard
de compression d'images volumique JPEG-2000-P10 (extension volumique de JPEG-
2000 : J2K-3D) utilisant une décomposition dyadique sur 5 niveaux à l'aide du logiciel
openjpeg 2. Les meilleurs résultats sur l'ensemble des algorithmes sont soulignés, tandis
que les meilleurs résultats par catégories (DPCM 2D non scalable, 2D scalable et 3D
scalable) sont en gras.
Comme mentionné dans la description des bases d'images 1.1.3.1, les valeurs néga-
tives ont été forcées à 0 par simplicité. Ceci n'aﬀecte que les CT de MeDEISA qui
possèdent des valeurs égales à -3000 en dehors de la zone (disque) de reconstruction.
Ces pixels n'ont aucune signiﬁcation diagnostique, et la discontinuité induite entre l'in-
térieur (valeurs positives) et l'extérieur du disque a un impact non négligeable sur la
compression, en particulier pour les ondelettes à large support. Pour exemple, le débit
moyen de la compression 3D des CTs de MeDEISA serait augmenté d'environ 6% avec
les "L-dy", et de 3% avec les "L-OD" et seulement de 1% pour les "5/3-dy" si cette
simpliﬁcation n'avait pas été faite.
5.4.1 Analyse en compression 2D
Comme au chapitre précédent, l'algorithme DPCM CALIC se montre eﬃcace sur
les images les plus bruités, mais ODC est plus performant sur les images moins bruitées
et sur la majorité des IRM, même si le codage entropique est eﬀectué par plan de bits
(et donc théoriquement moins optimal).
En comparant les résultats (Tab. 5.1) de ODC obtenus pour la décomposition
dyadique 5/3 avec les autres codeurs ondelettes, SPIHT (qui utilise une transformée
légèrement diﬀérente) semble lui être à peu près équivalent. Cependant SPIHT n'oﬀre
pas la ﬂexibilité de JPEG-2000 quant à l'organisation du ﬂux de données compressées.
Bien que ODC fonctionne sur un schéma de codage par plan de bits simpliﬁé en com-
paraison à JPEG-2000, il peut permettre de proposer une représentation progressive
2. http://www.openjpeg.org/
































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 5.1  Débits moyens pour la compression sans perte
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en qualité ou en résolution. Il montre de meilleures performances de compression sans
perte que JPEG-2000 : sur l'ensemble de la base d'images, le débit moyen est réduit de
2.13% en 2D et de 3.79% en 3D. Cette amélioration peut en partie être expliquée par
la syntaxe plus complexe dans le ﬂux de données de JPEG-2000 (marqueurs, etc...) et
par l'usage de code blocks qui lui oﬀrent plus de ﬂexibilité (surtout en régime progressif
ou avec pertes). Le codeur de JPEG-2000 est également optimisé pour être assez rapide
en exécution (certains algorithmes de codage sont simpliﬁés pour accélérer l'exécution
au détriment de légères pertes de performances), ce qui n'est pas le cas de ODC.
Considérant l'approche présentée dans sa totalité (L-OD, D-OD) utilisant le codeur
ODC, il peut déjà être constaté que les résultats obtenus à l'aide de la famille des ﬁltres
de Lanczos (L) sont très similaires à ceux obtenus avec la famille des ﬁltres de Deslauriers
et Dubuc (D), bien que ces derniers soient théoriquement plus optimaux (nombre de
moments nuls). Sur VHP-Harvard-3D, les "L" permettent même une amélioration de
plus de 3% par rapport aux "D" qui s'explique par la limitation de l'optimisation de a
dans l'intervalle [1..16]. D'après la Fig. 5.3, la famille "D" pourrait donner des résultats
équivalents avec des ﬁltres plus longs (et donc un temps d'optimisation et un temps de
transformation plus élevés).
Cette constatation permet de faire remarquer que l'optimisation des ﬁltres "L" a
généralement une convergence plus rapide que celle des ﬁltres "D" sur les images les
plus douces. Et, même si ils ne sont pas optimaux, ils permettent d'obtenir des résultats,
certe un peu moindres, mais similaires aux ﬁltres "D" pour des supports de tailles plus
petites.
Par rapport à la décomposition de référence (5/3-dy), les plus fortes améliorations
en compression de L-OD sont obtenues sur les données les plus corrélées (images douces
contenant le moins d'information/bruit aléatoire) : pour les CT sont rapportées des
réductions moyennes du débit de 14.55% pour PMR et de 12.45% pour MeDEISA ;
pour les coupes IRM, l'amélioration la plus signiﬁcative est obtenue sur VHP-Harvard-
3D, avec une réduction de près de 29.5%. Pour PMR, qui contient également un bruit
d'acquisition (ou plutôt de construction) corrélé, la taille est réduite de 12.25%. Même
si elle est moins signiﬁcative, la réduction du débit entre 1.4% et 2.9% sur les IRM avec
une certaine corrélation dans le bruit de construction (MeDEISA, VHP-Male/Female)
rend déjà ODC compétitif avec CALIC. Sur les ensembles d'images les plus bruitées
(CT de VHP-Male/Female/Harvard, IRM de VHP-Harvard), l'amélioration apportée
par l'optimisation est inférieure à 1%.
La comparaison du passage de L-dy à L-OD avec le passage de 5/3-dy à 5/3-OD,
montre que la structure de l'arbre décomposition a plus d'impact lorsqu'elle est opti-
misée conjointement avec la taille du support que lorsqu'elle est optimisée uniquement
pour les ﬁltres 5/3. Les meilleurs gains liés à l'optimisation de la structure sont obtenus
sur les IRM de VHP-Harvard-3D (3.59%) et de CIPR (1.86%) pour les "L", contre
0.8% pour les "5/3" sur les IRM de VHP-Harvard. Pour les autres bases d'images la
structure n'apporte qu'une amélioration inférieure à 1%. Lorsque comparé à l'apport
de l'optimisation du support des ﬁltres (amélioration de 5/3-dy à L-dy et de 5/3-OD à
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L-OD) l'impact de l'optimisation de la structure de l'arbre de décomposition est assez
faible pour les images tomographiques, et celle-ci semble être mieux adaptée pour les
IRM.
Même si la simplicité du critère d'optimisationWΘ rend très certainement les résul-
tats sous-optimaux, et provoque parfois une légère baisse des performances sur certaines
bases d'images (principalement sur les images tomographiques), en comparaison à une
compression basée sur une décomposition dyadique en ondelettes 5/3, le schéma d'opti-
misation présenté permet de bien s'adapter aux variétés des contenus : les performances
de compression sont améliorées sur les images les plus douces et restent similaires sur
les images les plus bruitées. Des exemples de décompositions obtenues en suivant cette
approche sont donnés dans Fig. 5.5 et Fig. 5.6.
Pour ce qui est du rapport débit/PSNR obtenu avec le codage progressif présenté
précédemment, les mêmes constatations que pour la compression sans perte peuvent
être faites : le PSNR est amélioré, en comparaison à l'utilisation des ondelettes 5/3,
sur les images les plus corrélées, et il reste à peu près équivalent sur les images les
plus bruitées. La Fig. 5.7 illustre ce comportement. Pour une meilleure lisibilité, les
résultats pour la décomposition dyadique ne sont pas présentés, étant très proches de
ceux obtenus avec la décomposition adaptative.
5.4.2 Analyse en compression 3D
Pour la compression volumique, les remarques sont encore similaires au cas 2D. Les
volumes les plus corrélés sont mieux compressés avec l'optimisation des ﬁltres et de la
décomposition L-OD qu'avec une approche 5/3 dyadique. Le gain de compression sur
l'IRM VHP-Harvard-3D est de 29.9%, et pour les CT peu bruitées de MeDEISA et
de PMR il est d'environ 12%. Sur les ensembles d'images bruitées, l'amélioration est
plus faible. On ne note aucune amélioration pour les images tomographiques de VHP-
Male/Female : pour ces images volumiques, qui contiennent les acquisitions de corps
entiers, le type de bruit et de contenu n'est pas réparti de façon homogène tout au long de
l'axe z, l'arbre de décomposition ainsi que l'optimisation des ﬁltres sont alors beaucoup
moins adaptés. Une compression indépendante d'une succession de volumes plus petits
(comme les GOP en vidéo) permettrait très certainement d'obtenir de meilleurs résultats
sur ce type d'images en adaptant mieux la décomposition localement.
Comme en 2D, l'arbre de décomposition prend plus d'importance sur les volumes
IRM avec plus de 7% de réduction du débit pour CIPR et VHP-Harvard-3D (en com-
parant L-dy à L-OD), alors que pour les CT la plus grosse amélioration porte sur les
données de CIPR avec seulement une réduction de 0.03 bpp (soit environ 2%).
Sur la totalité des bases de test, en comparaison à l'approche 2D, l'approche volu-
mique permet d'économiser un peu moins de 6% de l'espace de stockage. Les gains les
plus importants portent sur les images les moins bruitées : pour les images 8 bits, qui
sont très corrélées en inter-coupe et ont probablement subi un ﬁltrage sur cette dimen-
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(a)
(b) (c)
Figure 5.5  Une coupe tomographique (a) de MeDEISA (CT_data_1(105)), les
valeurs de l'image entre 0 et 2272 sont mises à l'échelle pour l'aﬃchage en 255 niveaux
de gris ; et le résultat de ses décompositions (b) avec la base optimisée L-OD et (c) avec
la transformée dyadique en ondelettes 5/3. Les valeurs des coeﬃcients sont tronquées
entre −128 et 127 et mises à l'échelle pour l'aﬃchage en 255 niveaux de gris.
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(a)
(b) (c)
Figure 5.6  Une coupe IRM-3D (a) de VHP-Harvard-3D (T2_512(115)), les valeurs
de l'image entre 0 et 1032 sont mises à l'échelle pour l'aﬃchage en 255 niveaux de
gris ; et le résultat de ses décompositions (b) avec la base optimisée L-OD et (c) avec
la transformée dyadique en ondelettes 5/3. Les valeurs des coeﬃcients sont tronquées
entre −64 et 63 et mises à l'échelle pour l'aﬃchage en 255 niveaux de gris.
















Figure 5.7: Courbes débit/distorsion obtenues pour la représentation progres-
sive en qualité  lossy to lossless  de coupes IRM et tomographiques, douces
et natives, après l'optimisation de la décomposition pour la compression sans
perte. (a) MeDEISA (CT_data_1(105)), (b) VHP-Harvard-3D (T2_512(115)),
(c) NLM-VHP Male (normalCT(248)), (d) NLM-VHP Male (PD-1(21)).
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sion, on note plus de 35% d'économie ; pour les approches de construction volumique,
les CT de PMR et l'IRM de VHP-Harvard-3D, les gains sont respectivement de 15%
et 12.9%. En dehors de ces images : pour les IRM, c'est la résolution assez faible de
l'axe transversal qui est la plus pénalisante, avec moins de 2% de gain pour les volumes
de VHP-Male et VHP Female ; pour les tomographies dont la résolution transversale
est généralement plus ﬁne, le bruit d'amplitude élevée et sans corrélation inter-coupe
aurait tendance à expliquer l'amélioration d'à peine plus de 4% pour VHP-Male et
VHP-Female. Un autre facteur est, comme il a été précédemment mentionné, le fait que
ces volumes contiennent des coupes pour un corps entiers, et que l'adaptation de la dé-
composition soit globale. Ainsi cette dernière ne peut pas prendre en considération des
particularités plus locales, alors que la reconstruction tomographique diﬀère en fonction
de localisation. Par exemple, au niveau de la tête, les images sont un peu plus douces
car un facteur de zoom est appliqué lors de la construction des images, tandis que pour
l'abdomen la pleine résolution est utilisée.
5.5 Extensions
5.5.1 Modèle prédictif pour la compression presque sans perte
Une simpliﬁcation de l'approche présentée consiste à n'utiliser que l'étape de pré-
diction dans le schéma de lifting. L'algorithme devient alors un algorithme prédictif par
interpolation et peut donc être étendu en presque sans perte (dans le chapitre précé-
dent, cet aspect est plus détaillé et en particulier pour IHINT qui utilise un algorithme
prédictif par interpolation).
L'extension en presque sans perte reste un peu plus complexe que celle de IHINT
(c.f. 4.1.4), chaque sous-bande pouvant subir des re-décompositions par prédiction. Pour
simpliﬁer l'implémentation, l'optimisation de la décomposition est complètement eﬀec-
tuée pour la prédiction sans perte. Une fois l'arbre de décomposition et les longueurs
des ﬁltres obtenus, on applique l'algorithme suivant en partant de l'image originale pour
eﬀectuer son approximation presque sans perte :
L'arbre de décomposition est parcouru à l'aide d'un parcours main gauche. Lorsqu'un
n÷ud est rencontré de manière :
- préﬁxe, si il est un n÷ud interne (décomposition), les valeurs des pixels de la
sous-bande correspondante sont réorganisées en deux sous-bandes (pairs/impairs)
comme si elle avait été décomposée, mais sans appliquer la prédiction. Dans le cas
ou le n÷ud est une feuille (sous-bande ﬁnale), son contenu est Q˜δ approximé.
- inﬁxe, si il est un n÷ud interne, la prédiction de la sous-bande droite (pixels
précédemment impairs) à l'aide de la sous-bande gauche (pixels pairs) est ap-
pliquée.
- postﬁxe, si il est un n÷ud interne, la prédiction est annulée et les pixels des deux
sous-bandes sont réorganisés aﬁn de reformer la sous-bande correspondante à l'ap-
proximation (respectant le PAE δ) de la sous-bande initiale.
Un fois l'arbre totalement parcouru, l'image ﬁnale (respectant le PAE δ) est obtenue.
Il suﬃt alors d'appliquer la décomposition complète, et de Qδ quantiﬁer chacune des
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Débits moyens (bpp)
2D scalable 3D scalable
predictive ODC predictive ODC-3D
Base 3-dy 3-OD L-dy L-OD D-OD 3-dy L-dy L-OD D-OD
C
T
CIPR (8bits) 2.08 2.14 2.02 2.08 2.07 1.40 1.39 1.34 1.34
MeDEISA 4.63 4.62 4.14 4.11 4.11 4.35 3.88 3.88 3.88
PMR 3.72 3.78 3.31 3.34 3.31 3.06 2.85 2.84 2.82
VHP-Female 4.87 4.88 4.86 4.86 4.86 4.71 4.73 4.73 4.73
VHP-Male 4.98 4.98 4.98 4.98 4.97 4.84 4.86 4.85 4.85
VHP-Harvard 5.26 5.21 5.26 5.22 5.22 4.97 4.98 4.98 4.98




CIPR (8bits) 2.87 2.85 2.72 2.65 2.65 1.89 1.89 1.67 1.69
MeDEISA 3.31 3.28 3.28 3.25 3.24 3.18 3.15 3.06 3.06
PMR 3.08 3.08 2.78 2.75 2.76 2.98 2.71 2.57 2.58
VHP-Female 4.57 4.53 4.51 4.47 4.46 4.89 4.55 4.42 4.41
VHP-Male 4.94 4.91 4.92 4.88 4.88 4.96 4.96 4.82 4.82
VHP-Harvard 5.04 4.98 5.05 4.99 4.99 4.98 4.99 4.87 4.87
VHP-Harvard-3D 3.67 3.67 2.80 2.66 2.75 3.24 2.61 2.36 2.40
totalité 3.94 3.92 3.71 3.65 3.67 3.78 3.61 3.46 3.47
totalité 4.62 4.62 4.49 4.47 4.47 4.41 4.31 4.28 4.28
Table 5.2  Débits moyens pour la compression sans perte avec la version uniquement
prédictive
sous-bandes.
Les résultats pour la compression sans perte avec cette approche (PAE=0) sont
présentés dans la Tab. 5.2. Globalement les mêmes commentaires que précédemment
peuvent être faits sur l'optimisation. On peut également noter que le fait de supprimer le
ﬁltrage passe-bas (seconde étape de lifting) tend à réduire les performances de codage :
sur l'ensemble de toute la base, le débit est augmenté d'environ 1.4% pour la décomposi-
tion prédictive adaptative, en comparaison à la décomposition en ondelettes adaptative
originale.
Les résultats de la compression presque sans perte pour un faible PAE de 4 sont
présentés dans la Tab. 5.3. En ce qui concerne le débit, en comparaison à la compression
sans perte, quelques changements de comportement commencent à apparaître. Dans le
cas 2D, les écarts sont moins importants : sur la totalité de la base d'images, l'optimisa-
tion complète "L-OD" n'apporte plus que 2.26% de gain de compression (relativement à
"3-dy") soit environ 1% de moins qu'en sans perte. Ceci est notamment ﬂagrant sur les
tomographies, et en particulier celles de PMR pour lesquelles le gain était supérieur à
10% en sans perte alors qu'il ne l'est plus que d'à peine à 1%. L'optimisation reste tout
de même avantageuse sur les IRM, avec une amélioration moyenne de la compression de
5.4%. Avec le passage en volumique (ODC-3D) le gain est réduit encore davantage en
tomographie. Sur PMR, il était de 7.19% en sans perte, alors qu'en presque sans perte
il devient négatif avec un taux de compression de 10.71:1 pour "L-OD" contre 13.19:1
pour "3-dy", soit -23% ! Le gain obtenu sur les IRM reste proche de celui en sans perte
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Débits moyens/PSNR moyens (bpp/dB)
2D scalable 3D scalable
predictive ODC predictive ODC-3D
Base 3-dy L-dy L-OD 3-dy L-dy L-OD
C
T
CIPR (8bits) 0.64/42.34 0.67/42.13 0.71/42.08 0.31/42.52 0.38/42.17 0.38/42.17
MeDEISA 2.25/64.65 1.99/64.61 1.99/64.60 2.06/64.17 1.86/64.12 1.89/64.11
PMR 1.28/64.84 1.21/64.50 1.27/64.48 0.91/64.95 1.06/64.47 1.12/64.38
VHP-Female 2.43/64.67 2.43/64.65 2.43/64.63 2.31/64.81 2.33/64.78 2.32/64.76
VHP-Male 2.58/64.81 2.59/64.79 2.58/64.78 2.49/63.34 2.50/63.32 2.49/63.27
VHP-Harvard 2.75/64.59 2.75/64.58 2.71/64.58 2.50/63.37 2.51/63.36 2.51/63.32




CIPR (8bits) 0.79/41.85 0.81/41.69 0.78/41.72 0.37/42.34 0.47/41.86 0.41/41.91
MeDEISA 1.07/65.59 1.09/65.54 1.05/65.54 1.01/64.68 1.03/64.61 0.95/64.69
PMR 1.13/65.04 1.08/65.06 1.05/65.07 1.13/64.73 1.10/64.72 0.97/64.78
VHP-Female 1.75/64.58 1.75/64.53 1.70/64.54 1.81/64.37 1.82/64.30 1.69/64.35
VHP-Male 2.05/64.37 2.06/64.35 2.02/64.35 2.11/64.20 2.12/64.17 1.99/64.18
VHP-Harvard 2.52/64.66 2.53/64.66 2.48/64.65 2.51/64.57 2.51/64.57 2.40/64.57
VHP-Harvard-3D 1.25/64.94 1.07/64.87 0.98/64.94 1.03/65.03 1.01/64.67 0.85/64.82
totalité 1.48/63.75 1.44/63.71 1.40/63.73 1.43/63.49 1.43/63.36 1.31/63.43
totalité 2.21/64.15 2.17/64.10 2.16/64.09 2.08/63.53 2.07/63.45 2.05/63.43
Table 5.3  Débits et PSNR moyens pour la compression presque sans perte avec la
version uniquement prédictive (PAE=4)
(8.39% contre 8.47%). Enﬁn, les gains de 8.25% sur les CT ﬁltrées de MeDEISA et de
17.5% sur VHP-Harvard-3D sont toujours non négligeables.
Les mauvais résultats obtenus sur les CT de PMR (et les résultats peu concluants
en général sur les CT) peuvent s'expliquer par le procédé utilisé pour simpliﬁer l'im-
plémentation qui consiste à utiliser l'optimisation pour la prédiction sans perte. Ainsi,
les erreurs d'approximations qui auront lieu après quantiﬁcation ne sont pas prises en
compte. Ceci peut avoir deux eﬀets néfastes : i) une baisse du PSNR : les erreurs dues
à la quantiﬁcation, qui ne sont pas uniformément réparties après reconstruction, vont
avoir tendance à perturber l'interpolation pour l'approximation des plus hautes résolu-
tions et donc à générer du bruit sur la prédiction. ii) une augmentation du débit : le
bruit de prédiction se répercute sur les sous-bandes suivantes et, si il est trop important
en comparaison au PAE, reste présent après quantiﬁcation.
Une décomposition assez riche (en terme de nombre de n÷uds dans l'arbre) et la
longueur du support des ﬁltres peuvent ampliﬁer ce phénomène (ce qui est en particulier
le cas de PMR), et la compression est alors moins eﬃcace. Ce problème est illustré dans
la Fig. 5.8. Une solution consisterait à prendre en compte la quantiﬁcation lors de
l'optimisation de la décomposition. Cependant elle serait beaucoup plus complexe en
temps de calcul, notamment à cause de la quantiﬁcation qui doit avoir lieu sur les
feuilles de l'arbre de décomposition : la décomposition jusqu'à cette feuille doit donc
être préalablement ﬁxée et, à moins d'utiliser de nouvelles heuristiques, une approche




Figure 5.8  Problème de bruit induit par l'utilisation de la décomposition optimisée
pour la compression sans perte, et appliquée en compression presque sans perte. Illustra-
tion sur une coupe de la décomposition volumique d'une CT de PMR pour un PAE de
4. Pour l'impression et l'aﬃchage, les valeurs des résidus quantiﬁés sont saturées entre
-1 et 1 (valeurs très majoritaires de l'amplitude du bruit résiduel) et ajustées entre 0 et
255. (a) 3-dy : 0.90 bpp, (b) L-dy : 1.04 bpp, (c) 3-OD : 1.03 bpp, (d) L-OD : 1.11 bpp
(débits de la compression presque sans perte du volume complet).






































Figure 5.9  Illustration du problème pouvant survenir après une quantiﬁcation inap-
propriée de la bande basse résolution pour la compression presque sans perte. Exemple
de résultat obtenus sur l'image A.2-(l) pour des PAE allant de 1 à 16.
Contrairement à HOP et IHINT tels qu'implémentés au chapitre précédent, la dé-
composition n'est pas complète (jusqu'à ce que la basse résolution ne soit plus qu'un
unique pixel) aﬁn que le codeur par plan de bits ne soit pas trop pénalisé (ce qui serait
le cas si les sous-bandes étaient trop petites). Ainsi, pour le modèle prédictif de cette
section, lorsque le pas de quantiﬁcation est important, la quantiﬁcation de l'image basse
résolution peut fortement inﬂuer sur la répartition des résidus de prédiction, et explique
des résultats étranges lorsque le PAE est élevé.
Pour illustrer ce phénomène, on prend pour exemple une interpolation linéaire (ﬁltre
"3", i.e. a = 1) : l'image basse résolution originale contient deux pixels valant p = 238
pour prédire par interpolation (xˆ = 238) une valeur de x = 235 dans la sous-bande
suivante. En sans perte, le résidu est alors r = −3. Pour un PAE δ = 10, Q˜δ(p) =
11∗ (2∗10 + 1) = 231 et le résidu quantiﬁé vaut rδ = Q10(235−231) = 0. Pour un PAE
δ = 12 Q˜δ(p) = 10 ∗ (2 ∗ 12 + 1) = 250, et rδ = Q12(235− 250) = −1.
Ainsi, même si le PAE est plus important, un faible bruit peut persister si l'approxi-
mation de la basse résolution n'est vraiment pas bonne. Lorsque ce phénomène est trop
fréquent pour un PAE donné, le PSNR risque de chuter et le débit d'augmenter. C'est
ce qui se produit pour l'image IRM (VHP-Male pd-1 21) dans la Fig. 5.9.
Aﬁn de corriger ce problème, une solution consisterait à transmettre une valeur sup-
plémentaire indiquant un recentrage optimal à appliquer sur l'ensemble des pixels avant
l'approximation presque sans perte (et à annuler après reconstruction). Ce paramètre
serait relativement peu couteux puisque 2δ + 1 valeurs seulement sont envisageables.
Dans l'état actuel du codec, l'image est d'abord centrée autour de sa valeur moyenne
m (principalement pour réduire l'énergie et donc le débit lors du codage de l'image
basse résolution dans le schéma ondelettes) et cette moyenne doit être transmise. Pour
prendre en considération le problème susmentionné, et aﬁn de trouver une bonne solu-
tion (même si elle n'est pas toujours optimale car elle ne considère pas la totalité de la
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décomposition) l'implémentation mise en place cherche la valeur de centrage m+ s qui
minimise l'erreur quadratique moyenne de l'approximation Q˜δ de l'image, et transmet
m+ s à la place de la moyenne m. Les résultats obtenus en utilisant cette méthode sont
présentés dans la Fig. 5.10.
5.5.2 Compression d'une région d'intérêt uniquement
L'algorithme de compression présenté dans ce chapitre a également été étendu pour
ne compresser que les informations contenues dans une région d'intérêt (ROI). La ré-
gion est spéciﬁée par un masque binaire (sans aucune contrainte) de même dimension
que l'image, qui est compressé à l'aide d'un codeur arithmétique binaire, contextuel et
adaptatif et placé en début du ﬂux de données.
La méthode SA-DWT [LL00] qui permet d'eﬀectuer la transformée en ondelettes
sur des données contraintes par un tel masque arbitraire est légèrement modiﬁée, de
sorte à ce que les segments commençant à une position impaire ne soient pas translatés
(seuls les pixels solitaires sont translatés aﬁn d'être déplacés dans la composante basse
résolution), car cette translation implique un déphasage sur les coeﬃcients qui tend
à perturber les décompositions transverses. Le lifting contraint par la ROI s'eﬀectue
segment par segment, et les valeurs extérieures à chacun d'entre eux sont estimées
par une symétrisation conservant la parité de la position. Comme pour la SA-DWT,
le résultat de la transformée permet toujours d'obtenir un nombre de coeﬃcient non
redondant (i.e. identique au nombre de pixels dans la ROI). Un masque, correspondant
à la ROI après transformation, est généré et permet de diriger par la suite le codage
arithmétique par plan de bits, pour que celui-ci ne code que l'information utile.
L'optimisation de la décomposition s'eﬀectue sur la ROI uniquement, en utilisant le
lifting contraint par la région d'intérêt.
Quelques résultats de compression en utilisant cette approche sur les lames virtuelles
sont présentés dans [TL11].
5.5.3 Utilisation d'ondelettes orientées
A l'origine, la technique d'optimisation présentée a été développée pour être util-
isée avec un modèle de lifting 2D en ondelettes orientées, dérivé de l'ADL (adaptive
directionnal lifting) [DWW+07, LN08], pour lequel les ﬁltres de Lanczos permettaient
de construire des ﬁltres d'interpolation orientés. En eﬀet, avec l'ADL, des ondelettes
sont construites pour diﬀérentes orientations par le biais de deux ﬁltres d'interpolation
utilisés dans l'étape de lifting de prédiction. L'orientation était optimisée par blocs,
et l'indice du ﬁltre sélectionné était codé entropiquement en fonction des orientations
voisines.
Les paramètres à optimiser (Ωn) étaient alors deux longueurs de ﬁltre Lanczos : une
pour l'interpolation transversale permettant d'obtenir une précision sous-pixelique, et
une pour le ﬁltre de l'interpolation orientée (qui s'appuie sur les sous-pixels) ; la préci-
sion sous-pixelique à utiliser (i.e. le nombre d'orientations possibles) ; et enﬁn la carte
















































































































Figure 5.10  Résultats de la compression presque sans perte pour des PAE allant de
1 à 16 i) d'une IRM bruitée A.2-(l), ii) d'une image TDM douce A.1-(e), et iii) d'une
IRM douce A.2-(p). La méthode d'optimisation de recentrage pour la quantiﬁcation de
l'image basse résolution a été appliquée.
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des orientations à utiliser pour la sous-bande concernée (optimisée et compressée eﬃ-
cacement par blocs comme dans [WSJN07]). L'algorithme d'optimisation était similaire
à celui présenté dans ce chapitre et cherchait à minimiser conjointement une estimation
de l'entropie d'ordre zéro des coeﬃcients et de la carte des orientations. Un tel schéma
de compression permettait d'obtenir une meilleure entropie d'ordre zéro qu'avec la ver-
sion non orientée de ce chapitre, mais les coeﬃcients résultants des diverses orientations
étaient alors moins bien compressés par le codeur entropique par plan de bits à cause
d'une moins bonne entropie conditionnelle pour la modélisation contextuelle utilisée.
Ce travail mériterait d'être approfondi. Par exemple, l'optimisation pourrait prendre
en considération un critère plus spéciﬁque au codeur, et celui-ci pourrait certainement
être amélioré aﬁn d'être plus adapté. Enﬁn, dans un modèle de compression avec pertes,
il pourrait permettre d'améliorer la qualité visuelle.
Conclusion et perspectives
Un nouvel ensemble de bases de décomposition optimisées pour la compression sans
perte a été présenté dans ce chapitre. Il s'appuie sur les paquets d'ondelettes non sta-
tionnaires et l'utilisation, dans un schéma de lifting, de familles de ﬁltres particuliers
tels que les ﬁltres de Lanczos ou ceux de Deslauriers et Dubuc. Un processus d'opti-
misation, relativement rapide et simple, a été proposé aﬁn de trouver une bonne base
de décomposition pour la compression sans perte, et les résultats ont été analysés sur
un ensemble d'images volumiques conséquent permettant de prendre en considération
les variabilités de contenus existants en tomographie et en IRM. L'adaptation de la
longueur du support des ﬁltres considérée est particulièrement bien adaptée pour l'op-
timisation, et permet d'améliorer la compression jusqu'à 29% en 2D et en 3D sur les
images les plus douces/corrélées. Même si moins signiﬁcative, l'optimisation de l'arbre
de décomposition peut également permettre d'améliorer la compression, surtout sur les
IRM et encore plus sur les IRM-3D. L'approche conserve des résultats équivalents à la
décomposition traditionnelle en ondelettes 5/3 sur les images les plus bruitées.
Même si mathématiquement non optimaux en terme de moment nuls, les ﬁltres de
Lanczos se montrent aussi performants dans ce schéma de compression que les ﬁltres
optimaux de Deslauriers et Dubuc. Il a même pu être noté que l'optimisation sur les
ﬁltres de Lanczos tend à converger vers des longueurs (a) plus faibles (et donc plus
rapidement).
Des extensions de l'algorithme ont également été proposées pour la compression
presque sans perte et la compression des données uniquement contenues dans une région
d'intérêt. L'extension presque sans perte peut poser quelques problèmes de bruit résiduel
perturbant la compression : elle nécessiterait un schéma d'optimisation plus complexe,
dont les principes ont été présentés, prenant en considération le bruit sur la prédiction
engendré par la quantiﬁcation. Un problème similaire est engendré par la quantiﬁcation
de la représentation basse résolution. Une solution simple a été proposée, mais un modèle
plus optimal pourrait être utilisé.
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Comme autres perspectives, l'implémentation pourrait être étendue aux images
couleurs ou multispectrales. L'algorithme d'optimisation devrait être revu avec un critère
de compacité d'énergie ou de variation totale pour la compression avec pertes ou le
débruitage. Pour une compression avec pertes il serait également opportun d'utiliser
un codeur mieux adapté tel que EBCOT (JPEG-2000) par exemple. Pour de grosses
images, la décomposition adaptative pourrait être optimisée par macro-blocs (comme
les groups of pictures en vidéo, ou les tiles de JPEG-2000 par exemple), éventuelle-
ment de tailles variables dans l'espace, aﬁn de mieux s'adapter aux particularités plus
locales : dans les longues séquences tomographiques (corps complets de VHP-Male et
VHP-Female par exemple), ou encore sur les lames virtuelles ou les images satellitaires.
Il pourrait être intéressant de voir l'apport permis par l'utilisation d'autres familles de
ﬁltres plus spéciﬁques, ou une optimisation préalable de familles d'ondelettes en fonction
de la modalité ciblée.
Chapitre 6
Compression scalable exploitant un
apprentissage multi-bases,
application aux lames virtuelles
Introduction
Dans ce chapitre, on cherche à pousser plus loin la progressivité en qualité aﬁn de
fournir une représentation eﬃcace pour la consultation d'images à distance et/ou pour
leur compression avec pertes. Pour cela on s'intéresse notamment à l'optimisation de la
représentation pour une classe d'images particulière. Les systèmes d'archivages ne stock-
ent généralement que quelques modalités d'images pour lesquelles on peut chercher à
être le plus optimal possible en exploitant l'apprentissage. Ce modèle de compression est
ici principalement développé pour les lames virtuelles qui ont un type de contenu texturé
bien particulier (principalement des tissus cellulaires). Cependant, il pourrait très bien
s'appliquer à d'autres classes d'images. En partant du principe que le client consulte
un nombre restreint de modalités d'images, les informations relatives à l'apprentissage
sont supposées être préalablement stockées dans son ordinateur.
Dans ce cadre applicatif, une modélisation est fournie pour une progressivité en qual-
ité eﬃcace en régime irréversible, dans un premier temps, puis ce modèle est adapté pour
permettre d'eﬀectuer un compression réversible et donc une progressivité jusqu'au sans
perte dans un second temps. Le chapitre s'organise en quatre sections. La première
(6.1) rappelle comment construire une base optimale pour la décorrélation, à savoir la
KLT, et les principales propriétés de cette base. La seconde section (6.2) motive tout
d'abord l'utilisation d'un apprentissage multi KLT (K-KLT). L'algorithme d'appren-
tissage mis en place est ensuite décrit ainsi qu'une approche pour son implémentation
supportant un très grand nombre de vecteurs d'apprentissage. La troisième section (6.3)
s'intéresse à l'application de cet apprentissage dans un schéma de compression d'images.
L'approche de compression, dérivée de SPIHT, est mise en place pour divers cadres d'u-
tilisation des K-KLT : dans le domaine image directement, ou lorsqu'employées comme
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post-transformées. Cette section se clôt sur une comparaison de divers résultats. L'a-
vant dernière section (6.4) présente une solution pour le passage à une compression
sans perte, les problèmes engendrés par cette solution, et les résultats obtenus. Enﬁn,
la dernière section (6.5) propose des améliorations des codecs aﬁn qu'ils puissent être
comparés aux références usuelles, et s'achève sur leurs résultats.
Les principales contributions de ce chapitre sont i) la méthode d'optimisation des
K-KLT et en particulier le critère utilisé pour prendre en considération l'ensemble des
coeﬃcient transformés, ii) les schémas d'utilisation des K-KLT pour permettre de dé-
corréler les coeﬃcients d'une transformée en ondelettes, iii) les extensions de SPIHT
mises en place pour la compression progressive d'images et leur optimisation exploitant
le codage arithmétique.
6.1 Base optimale pour la décorrélation
6.1.1 KLT, PCA, POD, SVD
Ce chapitre s'appuie sur la KLT (Karhunen-Loeve transform) également connue
sous le sigle de PCA (principal component analysis ou encore POD (proper orthogonal
décomposition) selon le domaine d'application. Il existe de nombreuses publications et
tutoriels autour de cette transformée tels que [Cha00] ou [Don00] par exemple.
Soit A une matrice d'apprentissage de taille D×N dont les N vecteurs colonnes sont
des réalisations d'une variable aléatoire X de dimension D. Dans ce chapitre on suppose
que X est centrée autour du vecteur nul. Cette hypothèse évite de devoir conserver un
vecteur moyen µX et est intéressante lorsque les données de A, servant à la modélisation,
ne sont pas spécialement représentatives des variations d'intensité moyennes pouvant
survenir sur d'autres ensembles de données. En compression d'images elle a relativement
peu d'incidence sur les résultats, mais dans le cas où ce vecteur moyen est vraiment
représentatif, celui-ci peut permettre de réduire en partie l'énergie des coeﬃcients à
coder, et donc diminuer légèrement l'entropie.
L'estimation de la KLT peut se faire à l'aide de la SVD (Singular Value Decompo-
sition) de A. La base κ formée par les vecteurs κi associés aux D valeurs singulières
triées dans l'ordre décroissant est la même que celle obtenue pour la SVD de la matrice
de covariance AA>, et qui correspond à sa décomposition en valeurs propres (variance
des coeﬃcients transformés) et vecteurs propres.
6.1.2 Propriétés de la KLT
Propriété 6.1.1 : Optimalité pour la décorrélation
Cette base orthonormale est statistiquement optimale pour décorréler l'information
contenue dans les vecteurs de A : la matrice de covariance des données transformées
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A>κ est une matrice diagonale (valeurs propres triées de la matrice de covariance
de A) et donc aucune covariance ne subsiste dans les données transformées. Si la
matrice A est suﬃsamment représentative pour permettre une modélisation correcte
des statistiques de X, et donc celles des données sur lesquelles on souhaite appliquer
la KLT, κ sera optimale. Dans la suite de ce chapitre, on considère qu'elle l'est.
Soit Φ l'ensemble des bases orthonormales de dimension D.
Propriété 6.1.2 : Minimisation de la MSE pour d ≤ D coefficients
La KLT est la transformée orthonormale qui minimise l'espérance de l'erreur quadra-
tique moyenne sur X lorsqu'on ne conserve que les d ≤ D premiers coeﬃcients












< X,φi > φi
∥∥∥∥∥
2
 ∀φ ∈ Φ. (6.1)
Propriété 6.1.3 : Maximisation de l'énergie pour d ≤ D coefficients
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∀φ ∈ Φ,∀d ≤ D, (6.4)
Propriété 6.1.4 : Minimisation d'un critère de compacité d'énergie
On peut montrer, en sommant (6.4) pour d = 1..(D − 1) que la KLT minimise
aussi le centre de gravité de l'espérance énergétique" des projections sur une base
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(D − 1)E [||X||2] ∀φ ∈ Φ. (6.5)
Ce critère de compacité de l'énergie (compris entre 0 et 1) prend en compte l'ensemble
des coeﬃcients et sera exploité par la suite dans l'algorithme d'apprentissage.
Propriété 6.1.5 : Optimalité du gain de codage
Enﬁn, la KLT est également optimale en terme de gain [TM01]-sec. 4.3.2 pour
un codage indépendant des coeﬃcients lorsqu'ils sont quantiﬁés uniformément. Bien
que l'hypothèse d'indépendance pour le codage des coeﬃcients soit rarement vériﬁée,




Les propriétés de la KLT la rendent forcément très attrayante pour la compression.
Cependant pour que la décorrélation soit vraiment optimale pour une image donnée, la
base κ doit être construite sur les données de cette image particulière, et donc transmise
avec elle. Le coût de cette transmission dépend alors du D utilisé. Le plus souvent, X
est modélisée par des blocs de pixels de l'image de tailles
√
D × √D, et D est choisi
pour qu'il subsiste peu de corrélation entre les blocs contigus (une taille 8× 8 est assez
courante). L'apport de l'utilisation d'une KLT optimale ne compense alors généralement
pas l'information supplémentaire requise par κ, surtout lorsque le codage se fait avec
pertes.
La KLT sera donc plutôt  apprise  pour une classe d'images particulières, et dans
ce cas κ sera ﬁxée au codeur et au décodeur. La construction de κ se fera alors sur une
matrice A représentative, construite à l'aide de vecteurs extraits d'images d'apprentis-
sage.
Si les images ont des propriétés bien spéciﬁques, la KLT améliorera alors très cer-
tainement le rapport débit/distorsion en comparaison à une DCT classique. Cependant,
pour des images possédant diverses particularités locales (contours orientés, textures,
...), le fait d'utiliser une base unique pour la totalité de l'image n'est probablement pas
la meilleure solution.
Les décompositions parcimonieuses permettent de répondre à ce besoin d'adapta-
tion aux caractéristiques locales. Elles utilisent un ensemble redondant de vecteurs de
projection dont seuls les plus pertinents sont retenus aﬁn de représenter eﬃcacement un
vecteur (bloc) de pixels particulier. Des algorithmes d'apprentissage performants tels que
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K-SVD [AEB06] ou ITD (Iteration-Tuned Dictionaries) [JZK10a, JZK10b, JZK10c] et
leur application à la compression d'image ont récemment été proposés. Le problème de
la décomposition parcimonieuse est qu'elle rend nécessaire la transmission pour chaque
bloc des index des vecteurs retenus pour la décomposition. De plus ces représentations
n'utilisent pas une base orthonormée (le nombre de vecteurs de projection retenus est
préférablement bien inférieur àD et ils ne sont pas spécialement orthogonaux entre eux),
ce qui rend la les possibilités pour eﬀectuer une compression (éventuellement progressive
jusqu'au) sans perte, moins pratiques et eﬃcaces.
Les images anatomopathologiques qui ont des structures très répétitives semblent
être des bonnes candidates pour une approche par apprentissage. Cependant, ces images
étant employées en milieu hospitalier, il est souhaitable de conserver l'opportunité d'ef-
fectuer une compression pouvant aller jusqu'au sans perte. Il a donc été choisi d'eﬀectuer
un apprentissage multi-bases orthonormées, en sachant les bases orthonormées peuvent
être approximées par lifting pour permettre une compression réversible (c.f. 6.4).
6.2.2 Algorithme d'apprentissage : construction itérative des KLT
D'après la Propriété 6.1.4, minimiser E
[∑D
i=1(i− 1) < X,φi >2
]
, qui peut servir
d'indicateur de compacité de l'énergie, permet d'obtenir la KLT. Lorsqu'on ne consid-
ère qu'une seule classe de réalisations de X, la KLT est la décomposition optimale,
en terme de MSE, pour un nombre restreint de coeﬃcients (Propriété 6.1.2) ou pour
une quantiﬁcation uniforme (Propriété 6.1.5), et peut être utilisée dans un modèle de
compression lossy-to-lossless, lorsqu'elle est approximée à l'aide d'une décomposition en
étapes de lifting telle que la factorisation matricielle PLUS [HS01, HS03, Hao04].
Aﬁn de combiner l'apprentissage, faisant l'intérêt des représentations parcimonieuses,
à un modèle de bases orthonormées, il est envisagé de découper l'espace des réalisations
de X en K classes de réalisations X [k] qui auront chacune leur spéciﬁcités. L'apprentis-
sage est optimisé à l'aide d'un algorithme dont le système de convergence est de type










(i− 1) < X, (κi)C(X) >2
]
(D − 1)E [||X||2] . (6.6)
Le paramètre C est une fonction qui permet la classiﬁcation des réalisations de X, et
(κ)k∈[1..K] est la famille des K bases associées à chacune des classes.
Très classiquement, à chaque itération j,
(Étape 1) Q est minimisé pour C ﬁxé à C [[j−1]] (c.f. étape 2) aﬁn d'obtenir une
famille de bases (κ)[[j]]k∈[1..K] optimale. Cette étape consiste simplement à calculer
la KLT pour chacune des classes.
(Étape 2) Pour (κ)[[j]]k∈[1..K] ﬁxé, la classiﬁcation optimale C
[[j]] est cherchée à son
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tour. Aﬁn de minimiser Q, celle-ci correspond à




(i− 1) < X, (κi)[[j]]k >2 .






















Ainsi, cette approche est assurée de converger, et le critère Q obtenu pour chaque étape
de chaque itération sera décroissant.
Initialisation : Même si ce n'est pas nécessairement optimal, l'algorithme s'initialise
en utilisant C [[0]] comme associant aléatoirement une classe à chacun des vecteurs d'ap-
prentissage. Ainsi, les bases calculées à l'étape 1 de la première itération seront assez
similaires, mais cela n'empêche pas la convergence.
L'algorithme obtenu n'atteindra généralement pas un optimum global, mais cette
approche assez simple est suﬃsante pour pouvoir évaluer l'impact sur la compression de
l'apprentissage multi-bases. L'apprentissage n'étant pas le point principal de ce chapitre
nous n'entrerons pas plus dans les détails. Nous avons pu trouver que des approches sim-
ilaires avaient déjà été proposées dans la littérature : dans [YSM10] un algorithme MAP-
EM est utilisé pour l'apprentissage dans le cadre de traitements d'images (débruitage,
super-résolution, ...) ; et dans [LZ05b, LZ05a, LLZ07] l'algorithme e-LBG (extended
LBG) pour construire des k-PCA, bien que peu détaillé, semble suivre la même tech-
nique que celle présentée mais utilise un critère de ﬁdélité (erreur de reconstruction)
basé sur un nombre restreint de vecteurs pour une compression avec pertes. D'après les
propriétés 6.1.2 et 6.1.4, l'optimisation devrait alors donner des résultats équivalents
(du moins sur les vecteurs principaux retenus dans la k-PCA).
6.2.3 Note concernant l'implémentation
Même s'il existe d'autres méthodes pour calculer la KLT (qui peuvent permettre de
réduire la complexité calculatoire), l'approche retenue s'appuie sur le calcul des vecteurs
propres de la matrice de covariance. Celle-ci a l'avantage de pouvoir être calculée, itéra-
tivement sur les vecteurs d'apprentissage, dans un espace mémoire en O(D2). Le fait que
le calcul soit itératif permet d'éviter de stocker en mémoire de grosses matrices (tous
les vecteurs d'apprentissage), et facilite le traitement multi-classes. En eﬀet, au lieu
de devoir attribuer une classe à l'ensemble des vecteurs aﬁn de construire une matrice
d'apprentissage pour chaque classe (et ce, à chaque itération de l'algorithme de min-
imisation), les vecteurs peuvent être traités séquentiellement (à partir d'un disque dur
et d'une petite mémoire tampon pour réduire les accès disque) : le vecteur à traiter est
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classé, et permet une itération supplémentaire pour le calcul de la matrice de covariance
de la classe concernée.
Le calcul itératif d'une matrice de covariance est eﬀectué à l'aide de l'accumulation
χi = χi−1 + xixi> (des calculs et de la mémoire sont économisés en sachant que χi
est symétrique) et si les xi ne sont pas considérés comme centrés, on peut également
eﬀectuer l'accumulation ςi = ςi−1 + xi. La matrice de covariance est alors estimée par
cov(X) = 1NχN (la division par N n'est pas nécessaire pour le calcul des vecteurs
propres), et siX n'est pas considérée comme centrée, elle peut être estimée par cov(X) =
1
N (χN−ςN ςN>/N) (simple application de la formule cov(A,B) = E(AB)−E(A)E(B))
Le problème principal de cette approche concerne la précision des calculs. En eﬀet,
pour une représentation en virgule ﬂottante (mantisse/exposant), l'accumulation sur un
grand nombre d'itérations peut peu à peu faire croitre l'exposant (lorsque les valeurs
sont strictement positives, par exemple, comme c'est souvent le cas pour les valeurs
des pixels en image). Dans ce cas, il se produit une perte de précision lorsqu'une nou-
velle valeur doit être ajoutée dans l'accumulateur, son exposant étant plus faible. Dans
un cas extrême, si la diﬀérence d'exposant est trop importante, il se peut même que
l'accumulateur ne subisse plus aucune modiﬁcation, même si N continue de croître.
Aﬁn de permettre de limiter ce problème, l'implémentation réalisée utilise une chaîne
d'accumulateurs (créés quand nécessaires) dont le nombre d'accumulations possibles est
limité à ∆. Si un accumulateur vient à atteindre un nombre d'accumulation égale à
∆, son contenu est accumulé dans le suivant et il est réinitialisé. Ainsi après l'utilisa-
tion de N vecteurs blog∆(N)c+ 1 accumulateurs seront utilisés. L'accumulation ﬁnale
est calculée en sommant le contenu de tous les accumulateurs intermédiaires, en com-
mençant par le premier. Même si cette approche peut être sous optimale en terme de
précision, elle est certainement plus rapide qu'un système optimal qui simulerait une
représentation en précision inﬁnie, et ne nécessite pas trop de mémoire.
6.3 Application en compression d'image dans un schéma
scalable en qualité
Plusieurs approches vont être proposées pour l'utilisation des K-KLT qui viennent
d'être présentées. Aﬁn d'évaluer les diﬀérentes représentations en compression progres-
sive d'image, le codage des vecteurs transformés s'appuie sur un algorithme de codage
par plan de bits, dérivé de SPIHT [SP96b], sans aucun codage arithmétique (qui pourrait
biaiser la comparaison des résultats). Ainsi, les courbes débit/distorsion obtenues pour
chacune des techniques seront relativement comparables entre elles, et également avec la
compression d'un décomposition ondelettes uniquement. Cependant, rien n'empêchera
par la suite d'optimiser le codage aﬁn d'améliorer les résultats pour une représentation
particulière.
Dans cette section, le fonctionnement général de l'algorithme SPIHT va être rappelé
et il sera proposé un modèle pour l'intégration du codage d'un vecteur transformé
par KLT. Après quoi, plusieurs schémas d'application des K-KLT seront décrits : une
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méthode pour leur utilisation dans le domaine image directement, et des approches pour
leur utilisation dans le domaine transformé, après une décomposition en ondelettes.
6.3.1 Algorithme SPIHT
L'algorithme SPIHT [SP96b] s'appuie sur la compression de trois listes : i) une liste
de pixels/coeﬃcients non signiﬁcatifs (LIP), ii) une liste d'ensembles (typés) englobants
des pixels non signiﬁcatifs (LIS), et iii) une liste des pixels déjà signiﬁcatifs. Par signiﬁ-
catif est entendu que la valeur absolue du coeﬃcient (ou d'un des coeﬃcients dans le cas
d'ensembles) est supérieure à zéro, lorsqu'elle est quantiﬁée par un pas correspondant
au plan de bit actuel.
Pour le codage itératif des plan de bits, les listes sont parcourues à tour de rôle :
1. Pour chacun des pixels de la LIP, un bit est transmis à 1 ou 0 pour indiquer si
le coeﬃcient devient signiﬁcatif ou non (les coeﬃcients placés dans la LIP ont
généralement de fortes chances de le devenir). S'il le devient, un autre bit est
utilisé pour transmettre le signe du coeﬃcient, et le coeﬃcient est déplacé à la ﬁn
de la LSP.
2. Ensuite, pour chacun des ensembles contenus dans la LIS (y compris ceux qui y
seront ajoutés durant cette étape), un bit est transmis à 1 ou 0 pour indiquer s'il
devient signiﬁcatif ou non. S'il le devient, des traitements spéciﬁques au type de
l'ensemble sont eﬀectués. Ces ensembles seront modélisés diﬀéremment selon la
décomposition pour laquelle doit être adapté SPIHT et seront détaillés dans la
description de chacune des représentations proposées.
Dans l'algorithme SPIHT original, deux types d'ensembles peuvent être distin-
gués : i) les macro-ensembles MaSET qui peuvent être schématisés comme des
ensembles d'ensembles, et ii) les ensembles mixtes MiSET qui peuvent contenir
des coeﬃcients et des ensembles. Dans [SP96b] les ensembles de type A sont des
MiSET, et les ensembles de type B sont des MaSET.
Si un MaSET devient signiﬁcatif, il est retiré de la LIS et les sous-ensembles
qu'il contient sont ajoutés à la ﬁn de celle-ci. Si un MiSET devient signiﬁcatif,
la signiﬁance des coeﬃcients qu'il contient est transmise. Pour toutes les valeurs
signiﬁcatives, le signe est également transmis et le coeﬃcient est placé dans la
LSP. Les autres sont placés dans la LIP. Le MiSET est alors retiré de la LIS et
les sous-ensembles qu'il contient sont ajoutés à la ﬁn de celle-ci et immédiatement
traités.
Pour le codage d'un vecteur x transformé par KLT, on ajoute un nouveau type
d'ensemble : le KiSET. Celui-ci regroupe les coeﬃcients yj =< x, κj > pour j =
i..D. Lorsqu'un KiSET devient signiﬁcatif, la signiﬁance des coeﬃcients i+s < D
est transmise, pour s = 0 jusqu'à s = S l'indice du premier coeﬃcient signiﬁcatif,
ainsi que le signe de yi+S . Les coeﬃcients non signiﬁcatifs y{i+s<i+S}, qui ont une
forte probabilité de devenir signiﬁcatifs aux plans de bits suivants, sont ajoutés
à la LIP, et yi+S est ajouté à la LSP. Le KiSET est alors retiré de la LIS, et, si
i + S + 1 ≤ D, un nouveau Ki+S+1SET, contenant les derniers coeﬃcients, est
ajouté à la ﬁn de celle-ci.
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3. Enﬁn, pour tous les coeﬃcients de la LSP qui n'ont pas été ajoutés durant cette
itération, le bit de raﬃnement de leur valeur est transmis.
6.3.2 Application dans le domaine direct (ADD)
L'application des K-KLT dans le domaine direct s'eﬀectue selon le schéma classique
de décorrélation par blocs de pixels. Comme pour la DCT par blocs de JPEG ou pour
les représentations parcimonieuses, qui, généralement, s'appliquent également dans le
domaine direct, des artefacts de type bloc apparaissent et viennent perturber l'appré-
ciation du contenu à bas débits (un exemple est disponible en Fig. 6.15). Ce problème
est souvent reproché à ce type d'approche.
L'algorithme pour la compression avec les K-KLT dans le domaine direct n'est pas
décrit ici : il correspond à celui utilisé pour l'approche intra-bande dans le domaine
ondelette (c.f. 6.3.3.2), dans le cas où la transformée en ondelettes est eﬀectuée sur 0
niveau de décomposition (i.e. elle n'est pas appliquée). L'algorithme est donc équivalent
à celui pour la compression d'une unique bande basse résolution.
Des exemples de résultats d'apprentissage sont donnés dans la Fig. 6.1 et la Fig. 6.2.
6.3.3 Application après une transformée en ondelettes
Aﬁn de contourner le problème d'artefacts de blocs, il a été envisagé d'utiliser les
K-KLT dans le domaine ondelettes, qui devrait également permettre de mieux prendre
en compte le voisinage lors de la décorrélation (grâce au support des ondelettes). Les
corrélations des coeﬃcients et donc l'apprentissage sont spéciﬁques à la décomposition
en ondelettes utilisée. Celle-ci doit donc être préalablement ﬁgée pour la classe d'images
à laquelle on souhaite l'appliquer, contrairement au chapitre précédent ou la décomposi-
tion est optimisée pour chaque image. Pour simpliﬁer les expérimentations, et aﬁn que le
codage par plan de bits soit optimal, les bases d'ondelettes choisies sont orthonormées
[Dau88, Dau92, Dau93, CD93]. Les symlet de Daubechies [Dau93] cherchent à max-
imiser la symétrie des ondelettes orthonormales à support compact en prenant celles
qui sont les plus proches d'un ﬁltre à phase linéaire, pour une taille de support donné.
Elles ont été préférées aﬁn d'éviter de générer des artefacts désagréables en régime avec
pertes, liés au déphasage.
6.3.3.1 Approche globale (AG)
L'idée derrière l'approche globale (AG) est de combiner les K-KLT aux ondelettes
aﬁn de produire des transformées orthonormées optimisées se chevauchant et qui pour-
raient être vues comme des LOT : lapped orthogonal transforms (c.f. [TM01]-sec. 4.2.4
ou [dQ00] par exemple). Pour ce faire, on choisit d'appliquer une transformée en on-
delettes, et de décorréler un ensemble de coeﬃcients mis en relation par leur position
spatiale (arbre hiérarchique Fig. 6.3) et extrait sous forme de bloc hiérarchique.
Pour le codage de cette représentation, comme la majorité de l'information se situe
dans le premier coeﬃcient des KLT, la LIP est initialisée avec le premier coeﬃcient
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Figure 6.1  Domaine direct : vecteurs (ordonnés ligne par ligne, colonne par colonne)
de la base obtenue pour un apprentissage mono KLT (sur la lame virtuelle 01 A.3) sur
des blocs 16× 16.
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Figure 6.2  Domaine direct : 16 premiers vecteurs (ordonnés de gauche à droite) de
chaque base obtenue pour un apprentissage 16-KLT (sur la lame virtuelle 01 A.3) sur
des blocs 16× 16 obtenus sur une décomposition dyadique sur 3 niveaux.
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Figure 6.3  Arbre hiérarchique des coeﬃcients d'ondelettes mis en relation par leur
position spatiale pour une décomposition dyadique, pouvant permettre de construire un
bloc de coeﬃcients hiérarchiques (ici 8× 8).
(< x, (κ1)C(x) >) de l'ensemble des blocs, et la LIS avec leur K2SET respectif. L'algo-
rithme SPIHT et ensuite lancé. Aﬁn d'améliorer légèrement la scalabilité en qualité, on
considère (à bas débit) que le premier vecteur propre des KLT correspond à la com-
posante continue de la bande basse résolution (ce qui est très proche de la réalité sur les
résultats obtenus par apprentissage), et l'indice de la classe de chaque bloc n'est alors
transmis que lorsque l'un des coeﬃcients suivants (i.e. le K2SET) devient signiﬁcatif.
Ceci évite de devoir transmettre trop d'information avant le codage des premiers coeﬃ-
cients. A titre indicatif, avec 64 classes pour des blocs 8× 8 cette information nécessite
un tout petit peu moins de 0.1 bit par pixel, et l'approche utilisée permet alors de
gagner plusieurs dB sur le PSNR obtenu pour des débits proches.
Pour être un peu plus eﬃcace à bas débit, les K2SET sont regroupés par blocs de
2× 2 en MaSET, ce qui est assez similaire aux regroupements que fait SPIHT à l'aide
de ses ensembles de type A.
Des exemples de résultats d'apprentissage sont donnés dans la Fig. 6.4 et la Fig. 6.5.
6.3.3.2 Approche intra sous-bande (AISB)
Cette seconde approche s'appuie sur un apprentissage K-KLT spéciﬁque à chacune
des sous-bandes de la décomposition en ondelettes. Pour une décomposition dyadique
sur L niveaux cela représente donc 3L + 1 apprentissages. Un découpage en blocs de
chaque bande est utilisé aﬁn de constituer les vecteurs à transformer par KLT. Cette
approche est plus souple que la précédente, car la taille des blocs utilisée n'est pas
dépendante du nombre de niveaux de la décomposition en ondelettes. Dans le cas où
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Figure 6.4  Approche globale : vecteurs (ordonnés ligne par ligne, colonne par colonne)
de la base obtenue pour un apprentissage mono KLT (sur la lame virtuelle 01 A.3) sur
des blocs 16× 16 obtenus sur une décomposition dyadique sur 3 niveaux.
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Figure 6.5  Approche globale : 24 premiers vecteurs (ordonnés ligne par ligne, colonne
par colonne) de chaque base obtenue pour un apprentissage 8-KLT (sur la lame virtuelle
01 A.3) sur des blocs 16× 16 obtenus sur une décomposition dyadique sur 3 niveaux.
Application en compression d'image dans un schéma scalable en qualité 157
le nombre de classe et la taille des blocs sont les mêmes que pour l'approche globale,
le coût de codage de l'indice de la classe ainsi que la complexité calculatoire lors de la
compression/décompression sont identiques, alors que le fait de dissocier les sous-bandes
devrait permettre de mieux adapter les KLT aux spéciﬁcités de chacune d'entre elle, et
pourrait également permettre un codage multi-résolution.
Aﬁn de tirer parti des spéciﬁcités spatio-fréquentielles exploitées par SPIHT con-
cernant la distribution énergétique des coeﬃcients de la transformée en ondelettes, la
méthode de codage mise en place implique une taille de blocs identique dans chacune des
sous-bandes pour pouvoir conserver les relations hiérarchiques de la Fig. 6.3. L'ensem-
ble de type A de SPIHT (qui correspond à un MiSET contenant 2 × 2 coeﬃcients
d'ondelettes et un ensemble de type B pour leurs descendants hiérarchiques) est alors
étendu en un MaSET de type A qui contient 2× 2 K1SET et un MaSET de type B. Ce
dernier est l'extension de l'ensemble de type B de SPIHT : il contient 2× 2 MaSET de
type A faisant référence à la descendance hiérarchique (voir Fig. 6.6).
Puisque la majorité de l'énergie se situe dans le premier coeﬃcient des KLT de
la bande basse résolution/fréquence, la LIP est d'abord initialisée à l'aide du premier
coeﬃcient des blocs de cette même bande et la LIS avec leurs K2SET respectifs regroupés
par blocs de 2×2 en MaSET (comme le fait l'approche globale). Les MaSET de type A
du plus haut niveau de décomposition sont également ajoutés à la LIS, pour chacune des
orientations horizontale, verticale et diagonale. L'algorithme SPIHT est ensuite lancé,
et lorsqu'un K1SET devient signiﬁcatif, la classe du bloc associé est transmise.
Comme avec l'approche globale, aﬁn d'améliorer la scalabilité en qualité à bas débit,
l'algorithme considère que le premier vecteur propre des KLT de la bande basse réso-
lution n'est autre que la composante continue. L'indice de la classe d'un bloc de cette
sous-bande n'est alors transmis que lorsque le K2SET correspondant devient signiﬁcatif.
Durant la rédaction de cette thèse nous avons pu constater qu'une approche similaire
pour la décorrélation avait récemment été proposée [DCMT07, Del08] et qualiﬁée de
 post-transformée dans le domaine ondelettes . La diﬀérence majeure avec l'approche
proposée réside dans l'apprentissage des bases. Dans [Del08], elle est eﬀectuée pour une
classiﬁcation des blocs d'apprentissage suite à une analyse en bandelettes, qui va donc
privilégier les orientations. Ici la classiﬁcation est  apprise  conjointement avec les
bases de manière à maximiser la compacité de l'énergie, et peut donc mieux s'adapter
à des structures ne suivant pas des orientations strictes (courbes, textures, ...).
Dans le but de rendre le calcul des KLT plus eﬃcace en ayant un nombre de vecteurs
d'apprentissage plus important, les blocs utilisés pour construire la matrice A ont été
extrait à l'aide d'une fenêtre glissante. Aﬁn d'améliorer encore la décorrélation, il pour-
rait être envisagé d'optimiser la taille des blocs et le nombre de classes pour chacune des
sous-bandes. Cependant si la taille des blocs devait varier d'une sous-bande à l'autre,
la méthode de compression devrait être changée.
Des exemples de résultats d'apprentissage sont donnés dans la Fig. 6.7 et la Fig. 6.8.
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Figure 6.6  Ensembles de type A et B utilisés par SPIHT et pour le codage de
l'approche intra-bande : le type A contient 2× 2 coeﬃcients et 1 ensemble de type B ;
le type B contient 2× 2 ensembles de type A.





Figure 6.7  Approche intra sous-bande : premiers vecteurs de chaque base obtenue
pour un apprentissage 16-KLT (sur la lame virtuelle 01 A.3) sur des blocs 8 × 8 pour
une décomposition dyadique sur 3 niveaux (1).







Figure 6.8  Approche intra sous-bande : premiers vecteurs de chaque base obtenue
pour un apprentissage 16-KLT (sur la lame virtuelle 01 A.3) sur des blocs 8 × 8 pour
une décomposition dyadique sur 3 niveaux (2).
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6.3.3.3 Autres approches envisageables
Pour décorréler les coeﬃcients d'ondelettes, deux méthodes intermédiaires pour-
raient être envisagées : une approche intra-orientation et une approche intra-résolution.
Ces approches sont simplement mentionnées à titre d'exemples et ne seront pas ex-
ploitées.
La première suivrait le modèle de l'approche globale, mais avec quatre apprentissages
diﬀérents : trois pour chacune des orientations, et un pour la bande basse résolution. Elle
aurait pour objectif de mieux discerner les diﬀérentes orientations locales présentes dans
les coeﬃcients d'ondelettes et de traiter séparément la composante basse résolution.
La seconde suivrait plus le modèle de l'approche intra-bande, mais l'apprentissage
prendrait en compte les coeﬃcients des trois sous-bandes d'un même niveau de ré-
solution. Même si intuitivement cette approche peut sembler moins adéquate que la
précédente (puisque habituellement on entend plus parler des relations hiérarchiques
entre les coeﬃcients d'ondelettes que de leur relations spatiales), les bases obtenues
pour l'approche globale (cf. Fig. 6.4 et Fig. 6.5) montrent qu'il existe une certaine
corrélation entre ces sous-bandes dont les KLT peuvent tirer parti.
Les diverses approches présentées pourraient également s'appréhender sur plusieurs
niveaux hiérarchiques : par exemple pour une décomposition en ondelettes sur 6 niveaux,
plutôt que d'utiliser un apprentissage sur ces 6 niveaux (ce qui n'est pas vraiment
envisageable), rien n'empêche d'eﬀectuer un apprentissage sur les 3 premiers et un
autre sur les 3 suivants par exemple, voir même d'essayer de décorréler les 3 niveaux
suivants avec les coeﬃcients les plus représentatifs des KLT des niveaux précédents
(KLT imbriquée).
6.3.4 Résultats pour compression irréversible d'images anatomopathologiques
Les résultats qui vont suivre ont été obtenus à l'aide d'une implémentation visant à
évaluer les performances des diﬀérentes approches (ADD, AG et AISB) dans un schéma
de compression irréversible, car tous les calculs ont été eﬀectués en virgule ﬂottante
(ici double précision), et scalable en qualité grâce aux algorithmes qui viennent d'être
présentés. Leur utilisation dans un schéma réversible sera discutée dans la section 6.4.
Pour ces expérimentations, les apprentissages des K-KLT se sont appuyés sur les
vecteurs formés à l'aide de l'ensemble des blocs extraits uniquement sur l'image 01
montrée en annexe A.3 (dimensions 22000 × 12267), et dont la localisation spatiale
chevauchait la ROI (11% des pixels), dans le domaine image ou transformé selon l'ap-
proche concernée. Pour les apprentissages dans le domaine transformé, aﬁn de faciliter
les comparaisons des diﬀérentes approches pour des blocs de taille 8 × 8, une décom-
position en ondelettes sur 3 niveaux a été choisie (permet de produire des blocs hiérar-
chiques de la taille requise). Aﬁn de remédier au manque de vecteurs d'apprentissage
dans les sous-bande de faible résolution de l'AISB, les blocs ont été extraits de manière
redondante, à l'aide d'une fenêtre glissante. Même si nous aurions pu nous intéresser























Figure 6.9  Courbes débit/PSNR obtenues avec le codeur SPIHT pour une décom-
position dyadique sur 3 niveaux utilisant les symlettes. Ces résultats sont calculés sur
l'ensemble des patchs de test pour les lames virtuelles.
à l'optimisation de la décomposition en ondelettes comme au chapitre précédent, ce
n'était pas vraiment le but de ce chapitre. Une décomposition dyadique a donc été
arbitrairement ﬁxée. Pour cette décomposition sur trois niveaux, les Sym(7,7) (sym-
lettes à 7 moments nuls dont le support des ﬁltres est de longueur 14) ont été retenues.
Sur la famille des symlettes, elles permettent d'obtenir quasiment le meilleur rapport
débit/PSNR, comme illustré dans la Fig. 6.9.
Aﬁn de maximiser la qualité pour un débit quelconque, la base choisie pour trans-
former un bloc de données lors de la compression est celle qui minimise (6.5) sur le bloc
en question.
6.3.4.1 Approche directe
Avec l'approche directe (c.f. Fig. 6.10), pour une taille de blocs de 8× 8, le coût de
codage de l'indice de la classe, implique une chute des performances, croissante avec K,
aux alentours de 0.1-0.2 bpp. Une fois l'indice de la classe codé, plus K est élevé, plus
le gain sur la qualité de reconstruction (PSNR) est important entre 0.6 et 1.5 bpp, avec
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Figure 6.10  Approche directe (dans le domaine image) : diﬀérence de PSNR (sur
l'ensemble des 120 échantillons de test) entre un apprentissage multi et un apprentissage
mono KLT.
une asymptote aux alentours de K = 32 pour ces images. Au contraire, au delà de 1.5
bpp, plus K est important, plus le gain à tendance à décroitre. Avec les apprentissages
réalisés, K = 8 semblent être l'un des meilleurs compromis pour conserver une bonne
qualité à bas et moyen débit.
En passant à une taille de blocs 16×16, le coût de codage de la classe (divisé par 4)
altère moins les performances à bas débit. L'approximation de l'image originale est alors
meilleure à bas débit lorsque K augmente, jusqu'à K = 32. Il peut ainsi être réalisé
un gain de quasiment 0.5 dB à 0.2, 0.4 bpp en comparaison à un apprentissage mono
KLT. Au delà de 0.4 bpp, plus le nombre de classe est élevé, plus l'amélioration tend à
décroitre. Ici K = 16 semble être l'un des meilleurs compromis parmi les valeurs testées.
Si on prend deux apprentissages K-KLT A1 et A2, le fait d'avoir un nombre de bases
de décomposition K1 > K2 rend théoriquement l'apprentissage de A1 plus spéciﬁque
et donc mieux adapté que A2 pour rendre l'énergie compacte. En s'appuyant sur les
propriétés de la KLT (c.f. 6.1.2), une fois que l'indice de la classe est codé, si à un
débit d0 donné l'erreur quadratique moyenne (MSE) pour A1 est inférieure à la MSE
pour A2, alors pour tout débit d ≥ d0 (avec l'approche de codage utilisée, en régime
strictement lossy), le PSNR pour A1 devrait intuitivement toujours rester supérieur
ou égal à celui obtenu avec A2.. Hors ceci ne correspond clairement pas aux résul-
tats obtenus. On peut supposer que la diﬀérence entre le comportement théorique et
le comportement pratique provient principalement d'un apprentissage rendu de moins
en moins eﬃcace par l'augmentation de K et de D. En eﬀet, quels que soient K et D,
le nombre de vecteurs d'apprentissage utilisés est resté similaire. Ainsi l'estimation des
KLT a été rendue de moins en moins robuste en augmentant la dimension du problème,
avec D, et/ou en réduisant le nombre d'individus représentatifs d'une classe, avec l'en-
richissement du nombre de classes K. On peut donc espérer rehausser les performances
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Figure 6.11  Approche globale : diﬀérence de PSNR (sur l'ensemble des 120 échan-
tillons de test) entre un apprentissage multi et un apprentissage mono KLT.
à haut débit avec une base d'apprentissage plus fournie, et en contrepartie une durée
d'apprentissage plus longue. Une autre approche consisterait à chercher une méthode
d'apprentissage plus robuste, peut-être en s'appuyant sur [CLMW09] par exemple.
6.3.4.2 Approche globale
Pour l'approche globale (c.f. Fig. 6.11), avec une taille de blocs hiérarchique de 8×8,
le coût de codage de l'indice de la classe, expliquant la chute des performances à 0.1-0.2
bpp, semble trop important pour permettre une amélioration signiﬁcative du PSNR à
plus haut débit. Les meilleurs résultats sont obtenus lorsque K = 2 qui n'améliore que
très légèrement ceux pour K = 1 à partir de 0.4 bpp (jusqu'à +0.05 dB seulement). En
passant à une taille de blocs hiérarchique 16×16 (i.e. le bloc de référence dans la bande
basse résolution à une taille 2 × 2), le coût de codage de la classe (divisé par 4) altère
beaucoup moins les performances à bas débit. Ainsi, jusqu'à environ K = 32, plus K
augmente, meilleure est l'approximation de l'image originale à bas débit, avec un gain
supérieur à 0.3 dB à 0.2, 0.4 bpp. Cependant, il peut également être constaté que plus
le nombre de classe est élevé, plus l'amélioration tend à décroitre rapidement au delà de
0.4 bpp. K = 8 ou 16 semblent être les meilleurs compromis parmi les valeurs testées.
Comme pour l'approche directe, les chutes de performances à haut débit lorsque K
augmente sont probablement liées à un manque de données d'apprentissage (c.f. 6.3.4.1).
6.3.4.3 Approche intra sous-bande
Les résultats pour l'apprentissage intra sous-bande sont présentés dans la Fig. 6.12.
Le PSNR augmente avec K, quel que soit le débit. Sur les lames virtuelles prises comme
référence, une taille de bloc 8×8 semble mieux adaptée avec cette approche qu'une taille
16× 16, aussi bien à bas qu'à haut débit (en comparant les courbes de PSNR obtenues
pour K = 1), contrairement aux deux approches précédentes pour lesquelles les blocs
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Figure 6.12  Approche intra : diﬀérence de PSNR (sur l'ensemble des 120 échantillons
de test) entre un apprentissage multi et un apprentissage mono KLT.
16 × 16 conviennent mieux pour les bas débits. Pour l'AISB, ceci peut s'expliquer en
partie par une décorrélation de la sous-bande basse résolution (composante continue)
suﬃsante avec les blocs 8 × 8 qui prennent déjà en considération l'équivalent d'une
résolution spatiale de 64 × 64 pixels en pleine résolution (sans compter le support des
ondelettes). Alors que pour l'ADD et l'AG, la résolution spatiale prise en compte est
égale à la taille des blocs utilisés, et une taille de 8×8 semble insuﬃsante pour la haute
déﬁnition des lames virtuelles.
6.3.4.4 Comparaison des meilleurs résultats
En utilisant les résultats comparatifs de la Fig. 6.13, qui prend comme référence les
performances de la décomposition en ondelettes (sym(7,7)) sur 3 niveaux, il peut être
constaté que la modélisation multi-KLT dans le domaine direct pour une représentation
comparable (blocs 8 × 8), même si légèrement pénalisée par le cout de codage de la
classe vers 0.2 bpp, permet d'obtenir un meilleur compromis débit/distorsion dès 0.4
bpp et d'améliorer le PSNR de plus de 0.25 dB au delà de 1 bpp et 0.5 dB au delà
de 1.5 bpp. L'approche globale montre que l'utilisation des KiSET permet de mieux
organiser l'énergie dans le ﬂux de données que les arbres hiérarchiques de SPIHT, en
oﬀrant quasiment les meilleurs résultats à moyen et haut débit pour des blocs (8 × 8)
pour une unique KLT, et à bas débit pour des blocs (16 × 16) avec seulement 8 KLT
(cette version peut être comparée à la décomposition en ondelettes sur 3 niveaux plus
un dernier niveau de décomposition utilisant l'ondelette de Haar). La technique qui
semble cependant être la plus eﬃcace repose sur l'approche intra sous-bande (qui peut
aussi être comparée à une décomposition en ondelettes sur 6 niveaux, concernant la
concentration de l'énergie de la sous-bande basse résolution) en oﬀrant presque la plus
faible distorsion quel que soit le débit.
Pour toutes les approches, le passage à des blocs (16×16) est assez peu encourageant,































































sym(7,7) 3 premiers niveaux, Haar(1,1) dernier niveau
sym(7,7) 3 niveaux
Figure 6.13  Meilleures performances : diﬀérence de PSNR (sur l'ensemble des 120
échantillons de test) entre un apprentissage multi KLT et la transformée en ondelettes.
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surtout à haut débit. Ces faibles performances peuvent en partie être attribuées à un
apprentissage moins ﬁable, qui nécessiterait certainement beaucoup plus de données
d'entrainement mais rendrait la durée d'optimisation des KLT plus critique. Cependant,
comme il sera vu dans la section 6.5, le modèle utilisé pour le codage est sous-optimal et
tend à pénaliser les approches 16× 16. Lorsqu'un codage arithmétique est ajouté pour
supprimer les redondances statistiques, leur eﬃcacité est nettement améliorée.
Pour les images anatomopathologiques de test, les résultats montrent que la com-
posante basse résolution d'une décomposition sur 3 niveaux peut être davantage dé-
corrélée et ainsi permettre de gagner environ 2 dB à 0.1 bpp (sym(7,7) 6 niveaux).
Cette décorrélation de la composante basse résolution explique en partie les meilleures
performances à bas débit obtenues par l'ensemble des décompositions (hormis pour les
approches directe et globale 8× 8 qui ne permettent pas d'exploiter cette corrélation).
Un exemple visuel de résultats obtenus sur le patch 05-01 est donné dans la Fig. 6.14
pour un débit de 0.5bpp et dans la Fig. 6.15 pour un débit de 1bpp.
6.4 Approximation des transformées pour une compression
sans perte
Aﬁn d'appliquer la transformée en ondelettes orthonormales dans un schéma de com-
pression pouvant aller jusqu'au sans perte, celles-ci ont été préalablement factorisées en
étapes de lifting en utilisant [DS98]. En fonction de la taille du support, il existe un nom-
bre exponentiel de factorisations possibles. Celle retenue essaie, avec l'aide d'heuristiques
locales pour élaguer l'arbre des possibilités de factorisations, de réduire les possibilités
de débordements de capacités calculatoires qui pourraient survenir lors de l'application
du lifting sur des valeurs entières.
6.4.1 Approximation réversible des KLT par factorisation PLUS
Pour pouvoir appliquer les KLT de manière réversible, toutes les bases (κ)k sont
factorisées en quatre matrices (κ)k = PkLkUkSk dont la structure permet une approxi-
mation en étapes de lifting [HS01]. Pk est une matrice de permutations (que l'on peut
chercher à construire selon divers critères), Lk une matrice triangulaire inférieure à
diagonale unité, Uk une matrice triangulaire supérieure dont toutes les valeur de la di-
agonale valent 1, sauf celle de la dernière ligne/colonne qui peut valoir ±1, et enﬁn Sk
une matrice à diagonale unité pour laquelle toutes les autres valeurs sont nulles, sauf la
dernière ligne.
Les Pk sont des matrices de permutations (forcément inversibles), et les étapes de
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originale sym(7,7) 3 niveaux sym(7,7) 6 niveaux
ADD 16× 16 K=16 AG 16× 16 K=8 AISB 16× 16 K=64
ADD 8× 8 K=8 AG 8× 8 K=1 AISB 8× 8 K=64
Figure 6.14  Exemple visuel (pour aﬃchage sur écran) des distorsions pour une com-
pression à 0.5bpp, blocs de taille 64× 64 extraits du patch 05-01.
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originale sym(7,7) 3 niveaux sym(7,7) 6 niveaux
ADD 16× 16 K=16 AG 16× 16 K=8 AISB 16× 16 K=64
ADD 8× 8 K=8 AG 8× 8 K=1 AISB 8× 8 K=64
Figure 6.15  Exemple visuel (pour aﬃchage sur écran) des distorsions pour une com-
pression à 1bpp, blocs de taille 64× 64 extraits du patch 05-01.
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avec b.e l'arrondi à l'entier le plus proche, xˆ le vecteur contenant les valeurs intermédi-
aires du calcul de la transformée d'un vecteur x, σi = ±1 = M(i, i), oùM est la matrice
de lifting (Lk, Uk ou Sk), et αj les coeﬃcients de lifting égaux à i) M(i, j) si on calcule
xˆM ou à ii) M(j, i) si on calcule Mxˆ (c.f. 6.4.1.1).
L'ordonnancement des étapes de lifting doit alors s'eﬀectuer de i = 1 à D pour les
matrices triangulaires inférieures et de i = D à 1 pour les triangulaires supérieures dans
le cas i) et dans l'ordre inverse dans le cas ii).
Il peut être noté que pour obtenir la transformée (réversible) inverse, il suﬃt de








6.4.1.1 Choix de l'implémentation pour la transformée
Si on considère qu'une base orthonormée β de dimension D est formée par des
vecteurs colonnes, on peut transformer un vecteur ligne x par la multiplication xβ.
Cependant, si β est factorisée en PLUS, l'approximation par lifting de xPLUS n'est
pas spécialement idéale. En eﬀet, la dernière multiplication : (xPLU)S nécessitera D−1
étapes de lifting, chacune ne prenant en compte qu'un seul coeﬃcient : xˆβ(i) = xˆβ(i) +
bS(D, j)xˆβ(D)e.
Même si P peut être construite de sorte à itérativement (sur j) réduire au maxi-
mum l'amplitude des coeﬃcients S(D, j), nous avons pu constater que des erreurs d'ap-
proximations importantes pouvaient survenir lorsque des S(D, j) étaient inévitablement
élevés. En eﬀet, puisque les valeurs intermédiaires de xˆβ sont déjà des approximations,
l'erreur sur xˆβ(D) est ampliﬁée d'un facteur S(D, j) durant l'étape de lifting. Donc, si
S(D, j) possède une forte amplitude, un bruit de variance importante est ajouté sur
xˆβ(i) après lifting. Avec la méthode de codage des KLT présentée précédemment, ce
bruit va perturber la compression, surtout si des erreurs importantes interviennent sur
les derniers coeﬃcients de la KLT.
Aﬁn de contourner ce problème, l'approche retenue dans notre implémentation con-
siste à factoriser β>, de sorte à ce que la transformée soit eﬀectuée par PLUSx (x est
ici considéré comme un vecteur colonne). La multiplication par S de x ne nécessite alors
plus que d'une seule étape de lifting au lieu de D− 1, permettant au passage de réduire
le bruit dû aux erreurs d'arrondis. Cette méthode simple nous à permis d'améliorer
l'approximation des KLT et de rendre les résultats de la compression plus stables.
6.4.1.2 Remarques sur la factorisation PLUS
L'approximation d'une transformée à valeurs réelles par une succession d'étapes
de lifting n'est pas magique. Plus le nombre d'étapes de lifting sera important, moins
l'approximation sera correcte à cause du bruit introduit par les erreurs d'arrondis.
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De plus, il a pu être constaté lors des expérimentations que plus D était élevé, plus
la factorisation PLUS des KLT pour une implémentation réversible devenait incertaine.
En eﬀet, plus D devient important, plus des coeﬃcients d'amplitudes importantes ten-
dent à apparaître dans les matrices PLUS. Ainsi, non seulement du bruit risque d'être
généré, mais également des dépassements de capacité de représentation peuvent survenir
pour les valeurs entières intermédiaires du calcul de la transformée. Par exemple, pour
D = 256 dans le cas d'une transformée par blocs 16× 16 sur des images monochroma-
tiques 8 bits, une représentation entière sur 32 bits n'était pas toujours suﬃsante et des
entiers sur 64 bits ont donc été requis. Dans cette même conﬁguration (D = 256) les
erreurs d'approximation deviennent souvent problématiques : de faibles erreurs peuvent
apparaitre en particulier sur la diagonale de U , qui rendent l'implémentation par lifting
inexacte (même si toujours réversible), et se répercutent principalement sur les valeurs
transformées associées au D ième vecteur avant permutation. C'est pourquoi aucun ré-
sultat sans perte ne sera présenté pour des tailles de blocs supérieures à 8 × 8, valeur
pour laquelle les erreurs d'approximation sur la diagonale sont encore négligeables. Une
implémentation avec pertes, fonctionnant uniquement sur des valeurs ﬂottantes double
précision et utilisant la même factorisation PLUS dont seules les valeurs de la diagonale
de U sont altérées en considérant qu'elles sont toutes sensées être exactement égales
à 1 sauf la dernière égale à 1 ou −1, conﬁrme ces résultats : des facteurs d'erreurs
d'amplitudes similaires à une implémentation sans perte sont obtenus (c.f. Fig. 6.16).
Il pourrait être bénéﬁque de s'intéresser à l'optimisation de la factorisation dans le
but de rendre l'estimation la plus ﬁable possible. Aﬁn de réduire au maximum l'ampli-
ﬁcation du bruit généré par la quantiﬁcation de l'opérateur d'arrondi, il pourrait être
tenté de favoriser l'utilisation des coeﬃcients α élevés (si ceux-ci sont incontournables)
pour les premières étapes de lifting (lorsqu'aucun bruit d'arrondi n'est encore présent)
et tenter d'utiliser au maximum des coeﬃcients faibles sur les dernières étapes. La prise
en compte des bornes des valeurs potentiellement prise par les valeurs intermédiaires
pourrait également intervenir lors de l'optimisation, aﬁn de minimiser les possibilités
de débordements de capacité pour leur représentation entière où de prévoir un nombre
de bits suﬃsant pour garantir l'intégrité des calculs (les débordements n'empêchent pas
une compression sans perte car les mêmes sont obtenus lors de la décompression, cepen-
dant ils altèrent la qualité de l'approximation des KLT et peuvent diminuer les taux
de compression). Enﬁn, il faudrait également prendre en considération des erreurs d'ap-
proximations, liées aux calculs en virgule ﬂottante, intervenant lors de la construction
des matrices PLUS. Il se pourrait que d'autres approches que la factorisation PLUS
soient plus appropriées.
6.4.2 Remarque concernant la normalisation réversible d'ondelettes
bi-orthogonales
L'approche de transformation globale peut également permettre de normaliser les
coeﬃcients d'ondelettes de manière réversible lorsque la transformée est bi-orthogonale.
Pour ce faire on peut utiliser un bloc de coeﬃcients hiérarchiques 2NV × 2NH où
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Figure 6.16  Exemple de problèmes pouvant être engendrés par les erreurs d'approxi-
mations de la factorisation PLUS lorsque la dimension D des bases est trop importante.
Le patch de test 01-01 est ici transformée avec l'approche globale utilisant un appren-
tissage sur deux classes pour des blocs hiérarchiques 16 × 16 obtenus à partir d'une
décomposition dyadique sur 3 niveaux (D = 256). Les coeﬃcients sont réorganisés en
sous-bandes en fonction de l'indice du vecteur propre. Les valeurs absolues des coef-
ﬁcients sont ajustées entre 0 et 64. Les 196 ièmes coeﬃcients de la première base et
les 211 ièmes de la seconde, calculées comme étant les 256 ièmes avant la permutation
(P ), sont les valeurs problématiques. Ces coeﬃcients, censés être de faible amplitude
si la factorisation était exacte, engendrent de grosses pertes de performances pour la
compression avec l'extension de SPIHT présentée.
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NH et NV sont le nombre de décompositions horizontales et verticales utilisée pour
obtenir la bande basse fréquence. Le facteur de normalisation utilisé en compression
irréversible pour un coeﬃcient d'ondelette est généralement 1/
√||Φ∗l ||2 pour la bande
basses fréquences ou 1/
√||Ψ∗l ||2 pour les autres composantes, aﬁn de normaliser l'én-
ergie des coeﬃcients transformés en fonction de celle des ﬁltres de synthèse pour toutes
les bandes l. Cette normalisation est optimale pour des transformées orthogonales, ou
si les erreurs de quantiﬁcation ne sont pas corrélées. Bien que ces hypothèses soient
généralement fausses, et aﬁn de simpliﬁer le processus de codage par plan de bits, il est
souvent supposé que l'une des deux est presque vraie.
Ainsi, en considérant que les coeﬃcients du bloc sont organisés dans un vecteur b,
pour les normaliser il suﬃt de multiplier b par une matrice diagonale BN qui associe à
chacun des coeﬃcients du bloc un facteur de normalisation. Aﬁn de pouvoir factoriser
BN en étapes de lifting en utilisant [HS01], il faut que det(BN ) = 1. Ceci n'est pas le
cas mais rien n'empêche d'utiliser une matrice de normalisation B′N = βBN . Pour que
det(B′N ) = 1, on prend β =
D
√
det(BN ), avec D = 2NV +NH la dimension du bloc à
 transformer . L'énergie de toutes les bandes sera alors normalisée à un facteur β2
(commun) près.
Pour l'approche par KLT globale on peut combiner cette normalisation à la trans-






(l'apprentissage des KLT devra
être fait sur des vecteurs normalisés).
Bien que pouvant sembler attractive, cette approche est assez limitée à cause des
problèmes engendrés par la factorisation PLUS (c.f. 6.4.1.2), et par la dimension du
problème D qui croit de manière exponentielle avec le nombre de niveaux de décompo-
sition en ondelettes.
6.4.3 Taux de compression sans perte
Les taux de compression sans perte sur les patchs de test sont présentés dans la
Tab. 6.1. Les résultats pour une décomposition en ondelettes sur 6 niveaux sont égale-
ment inclus pour une comparaison plus réaliste avec l'approche intra sous-bande dont
l'utilisation permet de générer un bande basses fréquences lors de la transformée par
KLT de la sous-bande basse résolution (à l'aide du premier vecteur qui correspond à la
composante continue : DC) dont les dimensions sont identiques à la composante basse
résolution d'une décomposition en ondelettes sur 6 niveaux.
Pour commencer, en comparant les résultats obtenus sur l'ensemble des patchs à
ceux obtenus en omettant les patchs extraits de l'image d'apprentissage, il peut être
constaté que bien que l'apprentissage n'ait été eﬀectué que sur une seule image, les
comportements de la compression restent similaires sur l'ensemble de la base de tests.
Ainsi l'apprentissage semble pertinent et c'est pourquoi, dans le reste du chapitre, il n'y
a pas de distinction entre les patchs appartenant à l'image d'apprentissage et les autres.
L'impact du nombre de classe utilisées (K) varie en fonction de l'approche utilisée.
Avec l'ADD, lorsque K > 1, les résultats sont à peu près équivalents : les débits oscillent
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patchs 1-30× 4 patchs 2-30× 4
K débit gain débit gain
(bpp) (%) (bpp) (%)
Sym(7,7) 3 niveaux - 5.1701 0 5.1730 0
Approche Domaine Direct
(ADD)
1 5.1637 0.12 5.1613 0.23
2 5.1290 0.79 5.1275 0.88
4 5.1230 0.91 5.1224 0.98
8 5.1274 0.83 5.1279 0.87
16 5.1268 0.84 5.1279 0.87
32 5.1238 0.90 5.1253 0.92
64 5.1276 0.82 5.1296 0.84
Approche Globale
(AG)
1 5.1222 0.93 5.1238 0.95
2 5.1124 1.12 5.1141 1.14
4 5.1186 1.00 5.1204 1.02
8 5.1178 1.01 5.1196 1.03
16 5.1197 0.98 5.1215 1.00
32 5.1283 0.81 5.1302 0.83
64 5.1290 0.80 5.1309 0.81
Sym(7,7) 6 niveaux - 5.1119 1.13 5.1148 1.13
Approche Intra Sous-Bandes
(AISB)
1 5.2071 −0.72 5.2075 −0.67
2 5.1765 −0.12 5.1772 −0.08
4 5.1573 0.25 5.1583 0.29
8 5.1426 0.53 5.1438 0.57
16 5.1316 0.74 5.1330 0.77
32 5.1245 0.88 5.1261 0.91
64 5.1204 0.96 5.1221 0.98
Table 6.1  Résultats de la compression sans perte (bpp) pour l'ensemble des patchs de
test, et pour les patchs de test non extraits de la première image qui a été utilisée pour
eﬀectuer les apprentissages. Le gain d'espace est également indiqué en comparaison à
l'approche ondelettes sur 3 niveaux. La taille de bloc utilisée pour toutes les approches
est 8×8. Les meilleurs résultats de chaque approche sont en gras. Les résultats obtenus
pour la décomposition en ondelettes sur 6 niveaux sont également donnés pour être mis
en confrontation avec l'AISB.
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entre 5.123 et 5.129 bpp. Ainsi, la réduction de l'entropie obtenue par la compacité
énergétique est reperdue par le coût de codage de l'indice de la classe. Pour l'AG, les
meilleures performances sont obtenues lorsque K = 2 et au delà de 8 classes elle tendent
à chuter. L'apport entropique de l'AG est donc insuﬃsant en comparaison au coût de
codage des index pour améliorer la compression sans perte, contrairement à l'AISB pour
laquelle la compression progresse de manière asymptotique avec K (du moins jusqu'à
64 classes).
Avec l'AISB, on constate que la modélisation par blocs du contenu des sous-bandes
pour un codage utilisant des KiSET après une réorganisation de l'information à l'aide
d'une unique KLT est moins eﬃcace que l'exploitation, pour chaque coeﬃcient, des
relations hiérarchiques utilisées par SPIHT dans le domaine ondelettes. Ainsi, lorsque
K = 1 une perte de codage de l'ordre de 0.7% peut être perçue. Cependant, comme il
vient d'être mentionné, plusK augmente, plus la réorganisation de l'information favorise
l'AISB. Un gain de codage de presque 1% est alors obtenu lorsque le nombre de classe
par sous-bande atteint 64. La compression sans perte est alors à peu près équivalente à
celle de SPIHT pour l'utilisation d'une transformée avec six niveaux de décomposition.
Puisque le but recherché est d'avoir une représentation progressive en qualité eﬃcace
à bas et moyen débit, la sélection de la base est faite à l'aide d'un critère de compacité
énergétique et non à partir d'un critère de coût de codage. Cependant, les résultats
montrent que l'utilisation d'une approche par K-KLT peut permettre d'obtenir des
taux de compression sans perte équivalents voire meilleurs qu'avec une décomposition
en ondelettes uniquement. L'approche n'est donc pas défavorable à l'archivage.
Les meilleurs résultats sans perte de l'ADD, l'AG et l'AISB sont également très
proches, avec une légère préférence pour l'AG.
6.4.4 Scalabilité en qualité pour une compression lossy-to-lossless
Les résultats débit/PSNR des diﬀérentes représentations scalables sont présentés
dans la Fig. 6.17. En comparaison à la compression irréversible (courbes de droite), les
résultats sont à peu près identiques jusqu'à environ 1 bpp. Au delà, l'impact du bruit
introduit par les étapes de lifting de la factorisation PLUS apparaît très clairement, et
engendre une perte de plus de 10 dB à haut débit, avant le codage du dernier plan de
bits.
De même, l'impact de K diﬀère légèrement de l'approche irréversible au delà de 1
bpp, mais globalement les choix de K, pour un bon compromis débit/distorsion aux
débits qui semblent intéressants, restent les mêmes : K = 8 pour l'ADD, K = 1 pour
l'AG et K = 64 pour l'AISB.
La transformée en ondelettes réversible souﬀre également du bruit produit par
les erreurs d'arrondis (nécessaires à l'implémentation réversible) des étapes de lifting
(c.f. Fig. 6.18). Les distorsions engendrées par l'approximation des ondelettes sont à
peu près autant pénalisantes que celles générées par l'approximation de la factorisa-
tion PLUS pour les KLT. On peut en juger en comparant les résultats de l'ADD, qui


































































































































































































Figure 6.17  Diﬀérence de PSNR entre les apprentissages mono et multi KLT en mode
réversible (à gauche), et comparaison entre les modes réversible et irréversible (à droite).
Les résultats sont obtenus pour l'ensemble des 120 échantillons anatomopathologiques.












































































sym(7,7) 3 niveaux irréversible
sym(7,7) 3 niveaux lossy−to−lossless
Figure 6.18  Diﬀérence de PSNR entre les apprentissages multi KLT et la transformée
en ondelettes en mode réversible (à gauche), et comparaison entre les transformées en
ondelettes réversible et irréversible (à droite). Les résultats sont obtenus pour l'ensemble
des 120 échantillons de test.
n'utilise que la factorisation PLUS, avec ceux de la transformée en symlettes. Le com-
portement de leur diﬀérence de PSNR est relativement similaire à celui obtenu pour
le codage irréversible. Cependant, si les ondelettes avaient été choisies avec un support
plus compact, le nombre d'étapes de lifting nécessaire à les approximer aurait été moin-
dre et donc les résultats probablement meilleurs. Pour l'AG et l'AISB, sont eﬀectués
non seulement une approximation de la transformée en ondelettes mais également une
approximation de la factorisation PLUS, qui expliquent les résultats encore moins bons
à haut débit.
6.5 Améliorations des résultats
Jusqu'à présent, les modèles de compression utilisés pour les diﬀérentes représenta-
tions multi-KLT se sont uniquement appuyés sur l'algorithme SPIHT de sorte à avoir
une base algorithmique commune et ainsi rendre les résultats davantage comparables
entre eux et avec les représentations ondelettes. Cependant ces extensions de SPIHT
sont loin d'être optimales. Aﬁn de pouvoir les rendre comparables avec les algorithmes
développés dans les chapitres précédents ainsi qu'avec des logiciels de référence, les ap-
proches basées sur les K-KLT ont donc bénéﬁcié de quelques améliorations. Dans cette
section, un modèle un peu plus intéressant est utilisé pour améliorer la déquantiﬁcation
au décodage, et les algorithmes de compression sont optimisés en exploitant le codage
arithmétique.
6.5.1 Déquantiﬁcation
Dans JPEG-2000, lors de la reconstruction d'une image avec pertes (couche de qual-
ité, ou compression avec pertes), si un coeﬃcient quantiﬁé avec un pas de quantiﬁcation










































































Figure 6.19  Gains sur le PSNR liés à (a) l'utilisation de δ = 1/2 au lieu de δ = 0,
(b) l'utilisation du codage arithmétique lorsque δ = 1/2. Résultats obtenus en mode de
compression irréversible sur l'ensemble des patchs de test.
∆b est décodé comme ayant une amplitude vb, un signe χb, la valeur du coeﬃcient
déquantiﬁé yb vaut [TM01]-10.5 :
yb =
{
0 si vb = 0
χb (vb + 2
pbδ) ∆b si vb 6= 0 , (6.11)
avec pb correspondant au nombre de bits de vb non décodés à cause de la troncature du
ﬂux.
La politique du choix de δ pour la déquantiﬁcation, permettant d'approximer le
centroïde de la distribution, est laissée au décodeur, mais il est recommandé d'utiliser
simplement δ = 1/2. Ce choix de δ est également celui qui a été utilisé avec les décom-
positions adaptatives en ondelettes (ODC) du chapitre précédent.
Dans les sections précédentes, en régime progressif, le décodage considérait que les
coeﬃcients à utiliser pour la reconstruction avaient pour valeurs celles qui étaient dé-
codées lorsque la ﬁn du ﬂux de données tronqué était atteinte (i.e. δ = 0). Cependant,
comme il vient d'être mentionné, cette valeur n'est pas optimale si l'on considère le
modèle de quantiﬁcation/déquantiﬁcation induit par la troncation du ﬂux. Pour les
résultats qui vont suivre, δ = 1/2 sera utilisé, comme recommandé pour JPEG-2000.
Cette valeur de δ permet d'améliorer le PSNR de manière intéressante, comme illustré
dans la Fig. 6.19-(a) pour la compression irréversible. Bien qu'il ne soit pas cherché
à estimer un δ optimal (qui dépendrait de pb et éventuellement de vb), le PSNR est
ainsi amélioré de presque 0.5 dB à bas débit (0.1 bpp) et jusqu'à plus de 2.5 dB à haut
débit (4 bpp). Les améliorations sont très similaires, et ce, quelle que soit l'approche
multi-KLT considérée.
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6.5.2 Codage arithmétique
Dans les sections précédentes, aﬁn d'éviter les ambiguïtés de sorte à ce que les
diﬀérentes approches soient davantage comparables entre-elles, le codage de l'informa-
tion n'exploitait pas certaines redondances statistiques. Aﬁn d'améliorer les résultats
de compression, les codeurs ont donc été étendus pour utiliser un codage arithmétique.
Dans le modèle utilisé (c.f. 6.3.1), l'un des points les plus critiques lors du codage d'un
vecteur transformé par KLT est la signalisation de son premier coeﬃcient signiﬁcatif. En
eﬀet, avec les propriétés de la KLT, si un KiSET devient signiﬁcatif, il y a une très forte
probabilité pour que ce soit son premier coeﬃcient (le i-ième du vecteur transformé)
qui devienne signiﬁcatif. Ainsi l'utilisation d'un bit pour signaler cette information est
statistiquement trop important. Aﬁn de remédier à ce problème, une table L(j) indexée
pour j = 1..D des statistiques de la signalisation de la signiﬁance du j-ième coeﬃcient
est utilisée pour guider son codage arithmétique binaire. Pour l'approche intra-sous-
bande, chaque sous-bande se voit associer une table indépendante. Cette technique
simple est la principale source des gains de codage qui vont être obtenus.
La seconde source de gain de compression va au codage entropique de la signalisation
de la signiﬁance des coeﬃcients contenus dans la LIP. Celle-ci est réalisée à l'aide d'un
codeur arithmétique binaire contextuel qui choisit un contexte de codage en fonction du
nombre de blocs contigus (0 à 8) ayant un coeﬃcient de même indice déjà signiﬁcatif.
Enﬁn, le codage de la signiﬁance des diﬀérents MaSET (précédemment spéciﬁés pour
chacune des approches dans la section 6.3) est également codée arithmétiquement et
engendre de faibles gains de compression.
Chaque table statistique guidant le codage est mise à jour après toute nouvelle
signalisation l'utilisant, et est réinitialisée avant le codage de chaque nouveau plan de
bit.
Les autres informations (index des bases de décomposition, signalisation du signe
des coeﬃcients et raﬃnement des coeﬃcients déjà signiﬁcatifs) sont considérées comme
quasiment équiprobables, et le codage arithmétique n'est donc pas exploité.
Les améliorations du PSNR apportées par l'utilisation du codage arithmétique sont
montrées dans la Fig. 6.19-(b). Le modèle de compression probabiliste permet de gag-
ner entre 0.3 dB et 1.1 dB à 0.1 bpp et entre 1.8 et 2.7 dB à 4bpp selon l'approche.
Pour l'ensemble des algorithmes, la première source de gains est le modèle de codage
arithmétique pour la signiﬁance dans un KiSET. Cependant, lorsque des blocs 16× 16
sont utilisés, le nombre de bases étant assez restreint par rapport à leurs dimensions,
il arrive assez souvent que des coeﬃcients non signiﬁcatifs apparaissent (les y{i+s<i+S}
dans 6.3.1) et soient placés dans la LIP. Le codage entropique de la signiﬁance des
éléments de la LIP a donc un impact plus important en grande dimension et explique
les gains plus élevés pour les blocs 16 × 16. Ceci est encore plus vrai pour le codage
des KLT sur les sous-bandes d'ondelettes hautes fréquences de l'AISB. En eﬀet, pour
celles-ci, l'information est assez éparse et donc diﬃcile à localiser dans un gros bloc,
tandis que pour les KLT de la sous-bande basse résolution ou pour celles de l'ADD les
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relations géométriques sont assez bien exploitées pour extraire l'information principale.
De même, les KLT de l'AG semblent (c.f. Fig. 6.4 et Fig. 6.5) s'appuyer assez eﬃ-
cacement sur les relations hiérarchiques (inter et intra-résolution). C'est pourquoi, sur
l'ensemble des résultats, le codage arithmétique favorise davantage l'AISB 16 × 16, en
particulier à bas débit car à haut débit la localisation de l'information restante ( les
détails ) devient également plus diﬃcile pour les autres représentations. La qualité de
l'apprentissage peut également jouer un rôle, en provoquant une plus grosse confusion
sur l'ordonnancement et le contenu des derniers vecteurs propres de la KLT si les don-
nées d'apprentissage ne sont pas suﬃsamment représentatives des statistiques générales
de la classe d'image à traiter.
Les améliorations plus importantes pour l'ADD et l'AG 8× 8 à bas débit non seule-
ment du codage arithmétique de la signiﬁance des pixels de la LIP, mais également de
celui de la signiﬁance des ensembles de la LIS (MaSET). En eﬀet pour ces deux représen-
tations, le nombre d'éléments se trouvant dans chacune de ces listes est plus important
que pour les autres représentations (quatre fois plus en comparaison à l'ADD ou à l'AG
16 × 16, davantage en comparaison à l'AISB). Or, à bas débits, ceux-ci sont rarement
signiﬁcatifs et il existe donc, sans le codage arithmétique, une redondance sur les occur-
rences de bits nuls pour signaler l'insigniﬁance de ces éléments qui est également plus
importante que pour les autres représentations.
6.5.3 Comparaisons expérimentales sur les patchs des lames virtuelles
Les codecs pour les modèles multi-KLT ayant été un peu optimisés, leurs résultats
vont pouvoir être comparés aux autres algorithmes introduits aux chapitres 4 et 5 ainsi
qu'aux principales références en compression irréversible et réversible.
6.5.3.1 Compression scalable irréversible des patchs de test
Dans la Fig. 6.20, les résultats débit/PSNR obtenus, sur l'ensemble des patchs de
test, par le logiciel de référence de l'algorithme SPIHT (exploitant le codage arithmé-
tique) pour la compression irréversible 1 sont comparés à ceux obtenus pour l'ADD,
l'AG et l'AISB ainsi qu'à ceux de la version 6.0 du logiciel kakadu 2 pour JPEG-2000
(J2K-CDF97).
Après amélioration des codecs pour les K-KLT, il peut être constaté que l'utilisation
de blocs 16× 16 n'est plus pénalisante et devient même plutôt avantageuse. Il peut être
clairement observé qu'une taille de bloc 8× 8 dans le domaine image n'est pas adaptée
pour la haute déﬁnition les lames virtuelles étudiées. Ainsi l'ADD perd quasiment 1.2
dB à 0.1 bpp en comparaison à l'utilisation de blocs 16× 16. L'AG est moins pénalisée,
avec une diﬀérence plus faible de 0.5 dB à bas débit. Celle-ci peut s'expliquer par
l'utilisation des ondelettes dont le support permet de prendre en considération une
1. codetree et decdtree disponibles à l'adresse http://www.cipr.rpi.edu/research/SPIHT/
spiht3.html, version utilisée : SPIHT_linux_3.2.2.tar.gz
2. kakadu est disponible à l'adresse http://www.kakadusoftware.com/




















































Figure 6.20  Diﬀérence de PSNR avec le logiciel de référence de l'algorithme SPIHT
pour la compression irréversible.
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partie de l'information adjacente au bloc considéré et ainsi de compenser en partie la
faible résolution spatiale.
Sans avoir tous les détails sur l'implémentation du logiciel de référence de SPIHT,
il doit certainement utiliser un décomposition dyadique sur 4 ou 5 niveaux, comme
JPEG-2000. Ceci permet alors d'expliquer les moins bons résultats obtenus par l'AG et
l'ADD 8× 8 à bas débit.
Même si à très bas débit on ne note pas de grandes diﬀérences entre les autres
algorithmes, pour les débits qui peuvent commencer à proposer une qualité visuelle
intéressante (environ 0.4, 0.5 bpp) on peut noter l'apport de l'utilisation des KLT.
Entre 0.5 et 1 bpp, l'ADD 16× 16, l'AG 8× 8, et les AISB ont des résultats équivalents
en terme de PSNR, et permettent d'améliorer les résultats de 0.1 à 0.8 dB environ en
comparaison à SPIHT. Au delà, leurs résultats se détachent légèrement, avec un petit
mieux pour l'AISB 16×16, et permettent de dépasser les 1 dB d'amélioration à 1.5 bpp
avant de progressivement redescendre jusqu'à 0.5 dB à 4bpp.
L'AG, qui, de par sa conception, peut sembler plus optimale puisque permettant de
prendre en considération les corrélations des coeﬃcients d'ondelettes dans l'ensemble
des sous-bandes, fournit eﬀectivement, pour les tailles de blocs 16 × 16, les meilleurs
résultats pour tous les débits entre 0.1 et 4 bpp. A 0.5 bpp elle obtient déjà un PSNR
supérieur à SPIHT d'environ 0.6 dB (soit 0.5 dB de mieux que les autres représentations
multi-KLT) et à 1 bpp elle atteint les 1.2 dB d'amélioration et monte jusqu'à environ
1.4 dB à 1.7 bpp.
Notons que JPEG-2000 n'a pas été pris en considération jusqu'ici car le modèle de
codage qu'il utilise ne permet pas de générer un ﬂux scalable en qualité aussi eﬃcace
que SPIHT, pour tout point de troncature arbitrairement choisi. Cependant JPEG-
2000 rend possible l'optimisation du codage pour des points de troncatures spéciﬁques
(à des débits donnés), préalablement choisis, mais nécessite le codage d'informations
supplémentaires si plusieurs débits cibles intermédiaires sont envisagés. La courbe pour
JPEG-2000 dans la Fig. 6.20 correspond alors à chaque résultat de la compression
irréversible obtenu spéciﬁquement pour le débit associé (et favorise donc les résultats
en comparaison à SPIHT). Cependant, malgré cette optimisation, au delà de 0.4 bpp
J2K ne propose pas de meilleurs résultats que les modèles multi-KLT (hormis l'ADD
8× 8) et n'améliore les résultats de SPIHT que de 0.2 dB à 1 bpp et d'à peine 0.3 dB
à 1.5 bpp. L'approche par KLT reste donc plus avantageuse en terme de PSNR.
Au ﬁnal, les approches par KLT et en particulier l'AG sont particulièrement com-
pétitives en terme de compression irréversible, même si le codage pourrait certainement
bénéﬁcier d'autres améliorations. Un algorithme de type EBCOT pourrait également
être utilisé aﬁn d'optimiser encore davantage la qualité pour un débit cible. Des résul-
tats visuels obtenus après amélioration du codec sont disponibles dans les Fig. 6.21 et
Fig. 6.22
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originale J2K-CDF97 SPIHT irréversible
ADD 16× 16 K=16 AG 16× 16 K=8 AISB 16× 16 K=64
ADD 8× 8 K=8 AG 8× 8 K=1 AISB 8× 8 K=64
Figure 6.21  Exemple visuel (pour aﬃchage sur écran) des distorsions pour une com-
pression irréversible à 0.5bpp utilisant le codage arithmétique et δ = 1/2, blocs de taille
64× 64 extraits du patch 05-01.
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originale J2K-CDF97 SPIHT irréversible
ADD 16× 16 K=16 AG 16× 16 K=8 AISB 16× 16 K=64
ADD 8× 8 K=8 AG 8× 8 K=1 AISB 8× 8 K=64
Figure 6.22  Exemple visuel (pour aﬃchage sur écran) des distorsions pour une com-
pression irréversible à 1bpp utilisant le codage arithmétique et δ = 1/2, blocs de taille
64× 64 extraits du patch 05-01.





















































Figure 6.23  Diﬀérence de PSNR avec le logiciel de référence de l'algorithme SPIHT
pour la compression sans perte (utilisant la transformée en ondelettes S+P).
6.5.3.2 Compression scalable réversible des patchs de test
Dans la Fig. 6.23, les résultats débit/PSNR obtenus, sur l'ensemble des patchs de
test, par le logiciel de référence de l'algorithme SPIHT (exploitant le codage arith-
métique et la transformée en ondelettes S+P) pour la compression réversible 3 sont
comparés à ceux obtenus pour l'ADD, l'AG et l'AISB ainsi qu'à ceux de la version 6.0
du logiciel kakadu 4 pour JPEG-2000 (J2K-CDF53). Les résultats de SPIHT dans sa
version irréversible sont également inclus aﬁn de pouvoir comparer les résultats à ceux
de la Fig. 6.20. Les résultats de la scalabilité obtenue à l'aide de l'optimisation de la
décomposition en paquets d'ondelettes pour la compression sans perte vue au chapitre 5
utilisant les ﬁltres de Deslauriers et Dubuc (ODC D-OD) y sont également comparés.
A bas débit, les résultats de l'AG et de l'AISB permettent une amélioration allant
jusqu'à 0.5 dB à 1 bpp, débit jusqu'auquel l'ADD atteint des performances à peu près
équivalentes à celles de SPIHT en mode irréversible. Cette amélioration s'atténue au
3. progcode et progdeccd disponibles à l'adresse http://www.cipr.rpi.edu/research/SPIHT/
spiht3.html, version utilisée : SPIHT_linux_3.2.2.tar.gz
4. kakadu est disponible à l'adresse http://www.kakadusoftware.com/





















ADD 8×8 K=8 4.8179
AISB 8×8 K=64 4.7446
AG 8×8 K=1 4.7343
Table 6.2  Débits moyens (bpp) obtenus sur l'ensemble des patchs de test lors de la
compression sans perte à l'aide des principaux algorithmes proposés.
delà, et à partir de 1.4, 1.5 bpp le bruit dû au lifting fait chuter les performances en
dessous de celles de SPIHT réversible. En comparaison à sa version irréversible, SPIHT
perd de manière quasiment linéaire de 0.2 dB à 0.1 bpp jusqu'à 1 dB à 2.5 bpp, puis
davantage à cause de l'approximation réversible. Cependant cette perte semble assez
convenable en comparaison à celles bien supérieures que peut obtenir JPEG-2000 en
comparaison à son mode irréversible.
En mode réversible, en comparaison à SPIHT et JPEG-2000, les résultats
en progressivité de l'AG et l'AISB sont donc plutôt satisfaisants jusqu'à 1
bpp environ. Cependant, l'optimisation des bases d'ondelettes (ODC), du
chapitre précédent, apparait comme étant plus avantageuse en scalabilité
réversible (grâce à un nombre d'étapes de lifting assez restreint), et obtient
des résultats équivalentes à SPIHT-irréversible jusqu'à 1.5 bpp, et restant
toujours plus performante que SPIHT-réversible au delà de 0.4 bpp.
Il semble donc que si la qualité des images restituées pour des débits compris entre 0.5
et 1 bpp est suﬃsante pour la navigation, l'ADD et l'AG peuvent être compétitives pour
une représentation scalable. Cependant, si le débit nécessaire est supérieur leur intérêt
sera moindre. ODC se montre tout de même plus adapté pour la compression scalable
réversible : en plus de fournir une scalabilité plus intéressante, il permet également un
stockage des images sans perte plus économique à celui des approches par K-KLT (avec
plus de 6% de gain d'espace). Ce chiﬀre est illustré dans la Tab. 6.5.3.2 au travers des
résultats obtenus par les diﬀérents algorithmes de compression sans perte sur l'ensemble
des patchs de test.
Les résultats de cette Tab. 6.5.3.2 conﬁrment également que ces images de haute
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déﬁnition sont assez douces puisqu'une taille de support de décorrélation trop court
tend à pénaliser la compression. En eﬀet, les faibles performances des prédicteurs de
HOP sont largement contournées par l'optimisation des prédicteurs sur un support plus
étendu (HOP-LSE et HOP-LSE+) ; et pour ODC c'est l'optimisation de la taille du
support qui introduit le plus visiblement un gain de codage.
Conclusion et perspectives
Dans ce chapitre a été introduit un algorithme de type K-Means pour l'optimisation
multi-classe de bases de décomposition orthonormée : lesK-KLT. Cette optimisation est
eﬀectuée dans le but de spécialiser un modèle pour des images ayant des caractéristiques
similaires (modalité de contenu), aﬁn d'améliorer leur compression dans une schéma
scalable en qualité.
Trois approches pour la modélisation par K-KLT ont été considérées. La première
est une approche classique dans le domaine direct (ADD) pour la décorrélation de blocs
de pixels, et les deux autres s'appuient sur une transformée en ondelettes préalable
aﬁn de supprimer les artefacts en blocs causés par l'ADD, et sont donc de type post-
transformées. L'approche globale (AG) tente d'exploiter la corrélation des coeﬃcients
d'ondelettes au travers des diﬀérentes sous-bandes pour une certaine zone spatiale et
peut être vue comme une overlapped orthonormal transform optimisée. L'approche in-
tra sous-bande (AISB) suit un modèle plus pratique à mettre en place, qui consiste à
considérer indépendamment chacune des sous-bandes, et à faire un apprentissage dif-
férent pour chaque sous-bande aﬁn de décorréler les coeﬃcients par blocs. Chacune des
approches dans le domaine transformé peut avoir ses avantages. La première peut tirer
parti des relations hiérarchiques des coeﬃcients d'ondelettes. Et la seconde permet de
spécialiser chacun des apprentissages et de restreindre l'information structurelle aux
orientations captées dans la sous-bande.
L'algorithme SPIHT a été étendu pour chacune des modélisations aﬁn d'eﬀectuer
une compression scalable en qualité et d'avoir un socle commun pour pouvoir comparer
les diﬀérentes approches. Le codeur a ensuite été optimisé en intégrant l'utilisation du
codage arithmétique, et le décodeur amélioré en estimant un centroïde de déquantiﬁ-
cation dans le but de rendre le codec plus comparable aux autres algorithmes, tels que
JPEG-2000. Les résultats en compression irréversible scalable sont intéressants. L'AG
permet, par exemple, d'améliorer de plus de 1 dB le PSNR en comparaison à JPEG-
2000 pour un débit de 1 bpp. Pour rendre la compression réversible une factorisation
en étape de lifting a également été utilisée, mais les erreurs d'approximations liées à
cette factorisation rendent l'approche moins avantageuse que l'optimisation en paquets
d'ondelettes du chapitre 5.
Les approches présentées pourraient être étendues aux images couleurs ou multi-
spectrales en intégrant directement les informations supplémentaires aux données à
transformer pour chercher a être plus optimal. Cependant, comme pour l'augmenta-
tion du nombre de niveaux de décomposition en ondelettes, la dimension du problème
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risque de devenir rapidement trop importante. Et, à moins d'utiliser une parallélisation
des calculs pour l'apprentissage et d'avoir une base d'image suﬃsamment conséquente
pour pouvoir permettre une génération eﬃcace des vecteurs de la KLT, des approches
d'apprentissage plus robustes pourraient nécessiter d'être mises en place. Une autre
solution serait d'utiliser une modélisation par KLT/transformées imbriquées, aﬁn de
réduire localement la dimension du problème. Un exemple classique, est l'utilisation
d'une simple décorrélation inter-canaux d'abord, puis la décorréleration indépendante
de chaque canal.
On pourrait s'intéresser à optimiser davantage l'AISB pour la classe d'images à
traiter en sélectionnant le nombre de KLT le mieux adapté pour chacune des sous-
bande.
Enﬁn, il pourrait être intéressant de voir comment réduire le nombre d'étapes de
lifting pour tenter d'améliorer les mauvaises performances en compression réversible.
Un outil de navigation qui permettrait d'enregistrer les diﬀérentes étapes du parcours
eﬀectué par le médecin lors de son diagnostic, et éventuellement des durées d'observa-
tions couplées à un système d'eye tracking, peut sembler fort intéressant pour ces lames
virtuelles de très grandes tailles. En eﬀet, un tel parcours n'est pas exhaustif puisque
chaque zone de l'image n'a pas le même intérêt. Une compression post-diagnostique
exploitant cette information pour ne conserver que les données pertinentes (observées)
de chaque niveau de résolution permettrait de réduire de manière drastique l'archivage
des données et pourrait également servir de preuve juridique. Un tel outil pourrait
aussi servir à étudier et analyser le comportement des spécialistes aﬁn d'orienter des
algorithmes d'aide au diagnostic. Enﬁn il pourrait avoir un attrait pédagogique, en
permettant de cerner des erreurs commises par un étudiant, par exemple.
Conclusion et perspectives générales
Le contexte général de cette étude a été présenté dans le premier chapitre. Les
images médicales, et plus particulièrement certaines modalités d'acquisition dont celles
ciblées pour cette thèse (TDM, IRM et les lames virtuelles) sont très volumineuses et
nécessitent donc des algorithmes de compression eﬃcaces pour leur stockage et leur
transmission. La qualité de restitution des TDM et des IRM utilisées pour le diagnostic
étant très importante au regard des radiologues, et devant être nécessairement identique
à celle de l'archivage, la compression sans perte est majoritairement utilisée. Cependant,
ces images médicales sont bien souvent très bruitées, et il ne faut donc pas espérer des
gains d'espace spectaculaires avec une telle contrainte. Comme il a pu être vu dans
les chapitres de contributions, seule la compression des images ayant un contenu doux
(peu bruité, régulier) bénéﬁcient de réelles améliorations en tirant parti de supports de
décorrélation plus larges. Cependant, ce type de contenu est encore peu fréquent. Dans
le but de réduire l'espace de stockage, la compression presque sans perte semble être
une solution plus satisfaisante, pour respecter les clauses éthiques et juridiques liées
au diagnostic médical, que la compression irréversible, encore faut-il avoir le jugement
de médecins concernant l'utilisation d'une telle approche. Pour les lames virtuelles la
compression avec pertes semble indispensable et surtout dans le cas d'une navigation
dans ces grandes images par le biais de réseaux à débit limité.
Dans le but de faciliter l'utilisation des images compressées, les techniques de com-
pression introduites dans ces travaux proposent toutes un codage scalable en résolution
et/ou en qualité. Tous les codecs ont été mis en place pour des images en niveaux de
gris et pourraient être étendus aux images couleurs ou multi-spectrales. La solution la
plus simple serait d'appliquer les algorithmes indépendamment sur chacun des canaux
couleurs après les avoir précédemment décorrélés entre-eux (à l'aide d'une transfor-
mation de type YCrCb (éventuellement réversible, comme pour JPEG-2000) pour les
images couleurs ou une KLT pour les images multispectrales, par exemple. Une autre
solution pour les K-KLT, qui a été mentionnée dans le chapitre 6, serait d'intégrer la
décorrélation des canaux directement dans le modèle d'apprentissage.
L'algorithme HOP, qui est introduit au chapitre 4 et est destiné à la compression
d'images médicales 2D, a été développé pour prendre en considération la nature bruitée
des TDM et des IRM ainsi que leur contenu contrasté. En compression sans perte d'im-
ages bruitées il est presque aussi eﬃcace que les approches DPCM de référence mais oﬀre
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en plus la scalabilité en résolution. Etant moins performant sur les images douces, des
extensions exploitant une optimisation dynamique des prédicteurs au sens des moindre
carré pour un support de prédiction plus important (HOP-LSE et HOP-LSE+) ont été
proposées et permettent d'améliorer encore davantage les résultats. L'algorithme peut
être eﬃcace pour l'archivage sans perte ou presque sans perte et facilite le quick-view
basse résolution pour accéder rapidement à une image particulière.
Les diﬀérentes étapes de l'algorithme peuvent certainement être améliorées davan-
tage, dans le but d'accélérer la vitesse d'exécution et/ou d'augmenter l'eﬃcacité de la
compression. L'utilisation d'une grille quinconce pour le sous-échantillonnage pourrait
être intéressante aﬁn de contourner la faible eﬃcacité du predicteur statique vertical
(o = V ) qui est la principale source de pénalisation de HOP (en comparaison à IHINT
par exemple) sur les images douces.
Le chapitre 5 a introduit un modèle d'optimisation simple pour construire un arbre
de décomposition en paquets d'ondelettes adapté à la compression sans perte d'im-
ages 2D ou volumiques. Cette optimisation améliore fortement la compression d'im-
ages douces, et permet une compression sans perte eﬃcace. L'optimisation, même si
elle possède une complexité raisonnable, peut prendre du temps, en particulier sur les
images douces pour lesquelles des tailles de support élevés sont sélectionnés pour les
niveaux de décomposition des plus hautes résolutions. Même si une recherche un peu
plus rapide de la taille du support optimal devrait pouvoir être mise en place, une
solution sous optimale (pour les supports de taille importantes) serait suﬃsante pour
obtenir de bon résultats. Cet algorithme se destine plutôt à de l'archivage, et le modèle
basé ondelettes peut oﬀrir une scalabilité en qualité ou en résolution pour faciliter la
navigation. L'utilisation d'un algorithme de codage de type EBCOT couplé à un pro-
tocole de communication similaire à JPIP permettrait également de l'exploiter pour la
navigation dans de grandes images. Comme il a pu être mentionné, le coût de codage du
modèle optimisé étant assez faible, les résultats d'une optimisation de la décomposition
par macro-blocs pour les grandes images (tiles de JPEG-2000) permettrait d'obtenir de
meilleurs résultats de compression en s'adaptant à des caractéristiques plus locales de
l'image. L'approche oﬀre donc de bonnes perspectives pour la compression scalable (ou
avec pertes) et pour la navigation à distance.
Dans le chapitre 6 est proposé un modèle exploitant l'apprentissage aﬁn de spécialiser
la compression pour des types d'images possédant des caractéristiques spéciﬁques (con-
tenu caractéristique, modalité d'acquisition, etc.). Cet apprentissage est eﬀectué selon
trois approches diﬀérentes, une dans le domaine image et deux sur les coeﬃcients d'on-
delettes. Un schéma de compression scalable en qualité, dérivé de l'algorithme SPIHT,
permet de montrer que ces approches par apprentissage peuvent être très compétitives
pour la compression scalable en qualité irréversible. Leur utilisation pourrait être béné-
ﬁque pour des milieux spécialisés traitant un nombre de modalités d'images assez faible.
Bien entendu, d'autres codeurs entropiques que SPIHT peuvent être exploités et encore
une fois un algorithme de type EBCOT pourrait se révéler avantageux. Cependant,
l'AG qui oﬀre les meilleurs résultats n'est pas réellement adapté pour une représentation
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scalable en résolution, qui peut s'avérer importante pour la navigation dans les lames
virtuelles. L'AISB qui oﬀre tout de même un gain en PSNR important en comparaison
à JPEG-2000, ou une approche intra-résolution, serait dans ce cas mieux adaptée.
Les résultats obtenus dans ce chapitre proviennent d'apprentissages basés sur une
seule image d'exemple. Si une variété plus importante de données avaient été utilisée,
les performances auraient certainement pu être améliorées davantage. Dans le but d'ac-
célérer l'apprentissage, il serait intéressant de tester des méthodes d'estimation des KLT
robustes aﬁn de réduire le nombre de données nécessaires (par sélection aléatoire dans
la base d'apprentissage par exemple). Une autre approche pouvant être envisagé serait
une parallélisation sur GPU.
Concernant la convergence, celle-ci est assurée, mais rien ne prouve qu'un optimum
global soit atteint. Il faudrait chercher une méthode permettant de mieux s'en approcher.
Enﬁn, cette thèse n'a pu qu'eeurer l'introduction de deux aspects permettant
d'accroitre les performances de compression : d'une part la prise en compte de notions
d'objets d'intérêts dans un contexte d'imagerie médicale, d'autre part celle d'une mesure
objective de qualité subjective de restitution de telles modalités d'imagerie dans un
contexte de diagnostic où la part d'interprétation et d'expertise reste essentielle.




Exemples d'images TDM. Pour les images 12 bits, la LUT de conversion pour l'af-
ﬁchage en 256 niveaux de gris est linéaire. La luminosité et le contraste sont réglés en
fonction du contenu à aﬃcher.
(a) cipr (8 bits) CT_Aperts 70 (b) cipr (8 bits) CT_carotid 45
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(c) cipr (8 bits) CT_skull 25 (d) cipr (8 bits) CT_wrist 35
(e) MeDEISA CT_datat_1 91 (f) MeDEISA CT_datat_1 105
(g) PMR CT AVEC_IV 30 (h) PMR CT AVEC_IV 118
TDM 195
(i) VHP-Female normalCT 400 (j) VHP-Female normalCT 624
(k) VHP-Male normalCT 248 (l) VHP-Male normalCT 300
(m) VHP-Harvard CAT 111 (n) VHP-Harvard CAT 212
196 Images
A.2 IRM
Exemples d'IRM. Pour les images 12 bits, la LUT de conversion pour l'aﬃchage en
256 niveaux de gris est linéaire. La luminosité et le contraste sont réglés en fonction du
contenu à aﬃcher.
(a) cipr (8 bits) MR_liver_t1 40 (b) cipr (8 bits) MR_liver_t2e1 40
(c) cipr (8 bits) MR_ped_chest 40 (d) cipr (8 bits) MR_sag_head 27
IRM 197
(e) MeDEISA MR2DLiver1 15 (f) MeDEISA MR3DBrain5 75
(g) PMR MRI-01 11 (h) PMR MRI-02 12
(i) VHP-Female mri-t1-3 30 (j) VHP-Female mri-pd-6 16
198 Images
(k) VHP-Female mri-t2-7 20 (l) VHP-Male mri-pd-1 21
(m) VHP-Male mri-t2-4 32 (n) VHP-Male mri-t1-5 32











A.4 Patchs de lames virtuelles
Exemples de patchs utilisés pour les expérimentations sur les lames virtuelles. Chaque
patch à une dimension de 1024×1024.
01-01 02-01
03-01 04-01
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Résumé La compression d'images biomédicales est un enjeu économique important,
surtout pour les TDM, les IRM et les lames virtuelles (LV), et en particulier pour
leur archivage et leur transmission. Cette thèse dresse un panorama des besoins et
des solutions existantes et cherche à proposer de nouveaux algorithmes eﬃcaces en
comparaison aux références standardisées.
Pour les TDM et IRM, un archivage de très bonne qualité est imposé. Ces travaux
se sont donc focalisés sur la compression sans perte (SP) et presque sans perte (PSP). Il
est proposé de i) fusionner la prédiction hiérarchique par interpolation avec un schema
DPCM adaptatif pour fournir une représentation scalable en résolution eﬃcace en SP et
en PSP, ii) optimiser pour chaque image une décomposition en paquets d'ondelettes. Les
résultats des deux contributions montrent qu'il existe encore une marge de progression
pour la compression des images les plus régulières et les moins bruitées.
Pour les LV, la lame physique peut être conservée, la problématique concerne donc
plus le transfert pour la consultation à distance que l'archivage. De par leur contenu,
une approche basée sur l'apprentissage des spéciﬁcités structurelles de ces images semble
intéressante. Cette troisième contribution vise donc une optimisation hors-ligne de K
transformées orthonormales optimales pour la décorrélation (K-KLT). Cette méthode
est notamment utilisée pour construire des post-transformées sur une décomposition en
ondelettes. Leur application dans un modèle de compression scalable en qualité montre
que l'approche peut permettre d'obtenir des gains de qualité intéressants en terme de
PSNR.
Abstract Compression of biomedical images, especially computed tomography (CT),
magnetic resonance imaging (MRI) and virtual microscopy (VM), is an important eco-
nomic issue, particularly for archival and transmission. This thesis provides an overview
of the medical needs and of the existing compression solutions. It also aims, in this con-
text, at providing new digital compression algorithms that are eﬃcient in comparison
with the state of the art standards.
For CT and MRI, a really good quality archival is imposed. Therefore this work
has focused on lossless and near-lossless compression. It is proposed to i) combine the
hierarchical interpolation predictive model with the adaptive DPCM one to provide a
resolution scalable model that is eﬀective for lossless and especially for near-lossless
compression, ii) rely on an optimization for lossless compression of a wavelet packet
decomposition structure, that is speciﬁc to the image content. The results of both con-
tributions shows that there is still a room for improving the compression on most reg-
ular/smooth and less noisy images.
For VM, the physical slides can be stored, so the issue more concerns the transfer
for remote access than the archival. By the nature of their content, the learning of
the properties of these images seems to be interesting. So, this third contribution aims
to optimize oine K orthonormal transforms that are optimal for the decorrelation of
training data (K-KLT). This method is applied to learn in particular post-transforms
for a wavelet decomposition. Their application in a quality scalable compression scheme
shows that the approach can yield rather interesting quality gains in terms of PSNR.
