Abstract-In this paper we show how to exactly decompose the algebraic Riccati equations of deterministic multimodeling in terms of one pure-slow and two pure-fast algebraic Riccati equations. The algebraic Riccati equations obtained are of reduced-order and nonsymmetric. However, their ( ) perturbations (where = and , are small positive singular perturbation parameters) are symmetric. The Newton method is perfectly suited for solving the nonsymmetric reduced-order pure-slow and pure-fast algebraic Riccati equations since excellent initial guesses are available from their ( ) perturbed reduced-order symmetric algebraic Riccati equations that can be solved rather easily. The proposed decomposition scheme might facilitates new approaches to mutimodeling control problems that are conceptually simpler and numerically more efficient than the ones previously used.
I. INTRODUCTION
The concept of multimodeling was introduced to the control audience in [1] . Since then, the deterministic and stochastic multimodeling control and filtering problems have been studied by several researchers [2] - [13] . The multimodeling problems arise in large scale dynamic systems that have multiple decision makers and multiple information channels (structures). Large scale systems are composed of several subsystems and characterized by the presence of slow and fast dynamics and weak and strong interconnections among state variables. It is known from [1] that theory of singular perturbations is very well suited to capture the multimodeling structure of interconnected large scale systems displaying slow and fast dynamics.
The optimal solution to deterministic linear-quadratic optimal multimodel control problems requires the solution of the multiparameter singularly perturbed algebraic Riccati equation. In this paper we show how to exactly decompose the corresponding algebraic Riccati equation in terms of independent one pure-slow and two pure-fast, reduced-order, algebraic Riccati equations.
The results obtained in this paper represent very powerful tools for simplified derivations of the optimal multimodel control and strategies. In that respect, the results of [2] , [11] (see also [14] , and [13] can be obtained with perfect accuracy with only minor modifications. The extension to the Pareto multimodeling strategies of [1] , [9] will require a generalization of the results presented in this paper to the Pareto game algebraic Riccati equation. The extension to the multimodeling team problems [7] will require much more work along the lines considered in this paper. The Nash multimodeling strategies of [3] and [5] can be similarly studied under the assumption that the results of this paper can be applied to the coupled Nash algebraic Riccati equations.
By using the results of this paper, the multimodeling strategies could be implemented with perfect accuracy. It is known that all multimodeling results presently available in the literature are of the accuracy of Manuscript received December 16, 1998 ; revised September 9, 1999. Recommended by Associate Editor, G. Gu.
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O().
1 Several examples done in [15] - [18] indicate that an O() accuracy is very often not sufficient. Hence, the development of the more accurate techniques for singularly perturbed control systems is mandatory.
II. DECOMPOSITION OF THE REGULATOR ALGEBRAIC RICCATI EQUATION
The multimodeling structure is defined by a linear dynamic system that has one slow and two fast subsystems. The fast subsystems are strongly connected to the slow subsystem and weakly connected (or not connected) among themselves. Such large scale systems describe dynamics of several real physical systems, for example, power systems [1] and automobiles [13] , [19] . The corresponding multimodeling representation of [1] is defined by _ x0(t) = A00x0(t) + A01x1(t) + A02x2(t) + B 01 u 1 (t) + B 02 u 2 (t) 1 _ x 1 (t) = A 10 x 0 (t) + A 11 x 1 (t) + 3 A 12 x 2 (t) + B 11 u 1 (t) + 3 B 12 u 2 (t) 2 _ x 2 (t) = A 20 x 0 (t) + 3 A 21 x 1 (t) + A 22 x 2 (t)
(1) where x0 2 < n slow state variables; x 1 2 < n ; x 2 2 < n fast state variables; u 1 2 < m ; u 2 2 < m control inputs.
3 is a small weak coupling parameter, and 1 and 2 are small positive singular perturbation parameters of the same order of magnitude, that is 0 < k 1 ( 2 = 1 ) k 2 < 1. In order to simplify derivations, without loss of generality, we assume that the fast state variables are not connected among themselves, that is, we set the weak coupling parameter 3 to zero.
In the deterministic optimal control of the above multimodeling structure, the quadratic performance criterion has to be minimized by the proper choice of the control variables u1(t) and u2(t). The performance criterion is given by
where 
In the general multimodeling case, all zero-elements in matrices R and Q can be replaced by O(3) elements.
1 O( ) is defined by O( ) < c , where c is a bounded constant and i is a real number. In this paper = k k.
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In the multimodeling problem one proceeds with constructing two different models of (1), obtained by setting 1 = 0, which leads to the first model for the first controller, and by setting 2 = 0, which produces the second model for the second controller. The rationale for this is the fact that each controller "sees" the slow dynamics of both subsystems and only its own fast dynamics. Thus, the fast dynamics of the other subsystem is approximated by an algebraic equation (the corresponding i is set to zero). The same approximation is done for the performance criterion (2), hence two performance criteria are obtained, which leads to multicriteria optimization problem. Depending on the actual problem setup, very often described by differential games, the two controllers find their own optimal strategies and apply such strategies to the global system defined by (1) . In such a way obtained, the multimodeling strategy is well posed if the performance criterion under the multimodeling strategy is O() close to the global optimal control strategy obtained by performing direct optimization on the original system and the original performance criterion.
In this paper, we propose a method for the exact decomposition of the optimal control associated with (1) and (2) such that the optimal solution is obtained in terms of three independent, reduced-order algebraic Riccati equations, representing one slow and two fast subsystems. The idea presented in this paper will allow the development of new techniques for new setups and more efficient solutions of the corresponding multimodeling problems.
The optimal feedback solution to (1), (2) is given by
where P is the positive semidefinite stabilizing solution of the algebraic Riccati equation 
The scaling of the matrix P is done according to nature of the solution of (5) as discussed in [9] , [10] . The required solution of the algebraic Riccati (5) exists under the standard assumption [20] . Assumption 1: The triple (A; B; q) is stabilizable-detectable. Note that the multimodeling optimal control problem is studied under the following assumption [1] .
Assumption 2: The triples (As; Bs; qs) and (Aii; Bii; qii), i = 1; 2, are stabilizable-detectable.
The matrices As; Bs; qs are given by [1] , [10] In this paper, the A s ; B s ; Q s matrices will be redefined later on as a part of the proposed design methodology. Note that for sufficiently small values of = k k, Assumption 2 is equivalent to Assumption 1 [1] . The derivations that follow will require Assumption 2. Consider the Hamiltonian matrix corresponding to (1) and (2)
where p(t) represents the so-called co-state system variables compatibly partitioned as p
. Let E 1 be the permutation matrix defined by 
The similarity transformation E 1 applied to (7) produces 
Note that the above transformation combines in pairs the slow state/costate and fast state/co-state variables such that (9) has the singularly perturbed structure. It should be pointed out that due to the second part of Assumption 2, the fast Hamiltonian matrices T 11 and T 22 are nonsingular [20] . In addition, the first part of Assumption 2 implies that the slow Hamiltonian matrix given by The singularly perturbed system defined in (9) can be block-diagonalized by using the transformation derived in [21] as shown in (12) at the bottom of the page. The corresponding inverse transformation is shown in (13) at the bottom of the page.
In the above transformation the matrices Hj; Lj; j = 1; 2; 3; sat-
Even though the above algebraic equations are nonlinear, it can be noticed that all nonlinear terms are multiplied by the small singular perturbation parameters. Hence, an O() perturbation of (14) It can be seen that these linear algebraic equations can be solved rather easily due to their decoupled structure and the fact that the Hamiltonian matrices T11 and T22 are nonsingular, which is the consequence of Assumption 2. Note that the equations for L (14) is given by 
Proof: The proof of this theorem is rather lengthy. It can be found in [24] .
An algorithm for solving the L-equations by using the Newton method, with the solutions of (15) playing the role of the initial conditions, is also developed in [24] .
By applying the transformation K to (9), the system is transformed into the new coordinates with completely decoupled slow and fast dynamics 
In ( 
where P s ; P f1 ; P f2 satisfy the independent, reduced-order, pure-slow and pure-fast, algebraic Riccati equations. The algebraic Riccati equations are derived from (19)-(21) as Psa1 0 a4Ps 0 a3 + Psa2Ps =0 P f1 b 1 0 b 4 P f1 0 b 3 + P f1 b 2 P f1 =0 P f2 c1 0 c4P f2 0 c3 + P f2 c2P f2 =0: (22) The pure-slow and pure-fast algebraic Riccati equations obtained are nonsymmetric. However, their O() perturbations are symmetric ones, that is Ps = P0 + O(); P f1 = P1 + O(); P f2 = P2 + O() (23) with P 0 A s + A T s P 0 + Q s 0 P 0 S s P 0 =0 P 1 A 11 + A T 11 P 1 + Q 11 0 P 1 S 11 P 1 =0 P2A22 + A T 22 P2 + Q22 0 P2S22P2 =0 (24) where matrices A s ; Q s ; S s are defined in (11) . The second and third statements in (23) follow directly by examining coefficients b j ; c j ; j = 1; 2; 3; 4. Namely, the coefficients of the corresponding algebraic Riccati equations in (22) and (24) The first statement in (23) Since from (15) The unique positive semidefinite stabilizing solutions of the algebraic Riccati equations defined in (24) exist under Assumption 2. Then, in view of (23) and by the Implicit Function Theorem the unique solutions of the algebraic Riccati (22) exist. These solutions can be obtained by using the Newton method since (24) produce excellent initial guesses. It is known that the Newton method converges quadratically and that for good initial guesses it requires only four to five iterations. The Newton method for solving the nonsymmetric algebraic Riccati (22) In the following we establish the relation between the new and original coordinates and the relation between the solution of the global algebraic Riccati (5) and the solutions of the pure-slow and pure-fast, reduced-order, independent, algebraic Riccati equations (22) .
The relationship between the original and new coordinates can be established as follows. Define the permutation matrix as 
In order to establish the relationship between the solutions of the global and local Riccati equations, we first observe that due to the fact that p(t) = P x(t), it follows from (27) that 01 (t) 11 
It is shown in [24] that the matrix inversion in (30) exists for small values of singular perturbation parameters. Similarly, we can express P in terms of P s ; P f1 ; P f2 P = 3 + 4 Ps 0 0 0 P f1 0 0 0 P f2 
Invertibility of the matrices in (30) and (31) is established for small values of singular perturbation parameters in [24] . Invertibility of matrix 5 can be easily shown.
The efficiency of the proposed technique is demonstrated in [24] on a power system example whose model is presented in [1] . In addition, the results of this paper are extended in [24] to the Kalman filtering multimodeling structure. Those results are successfully applied to a passenger car under unevenness of the road disturbances model of [19] in the context of the singularly perturbed multiparameter Kalman filtering problem [24] .
Remark: This paper uses the same technique (the block diagonalization of the Hamiltonian matrix [17] as the paper [25] . However, the problem considered in this paper is more challenging. The method of [25] is based on the Chang transformation in [26] and its application to the state-costate equations of the linear-quadratic optimal control problem. If we intend to apply the Chang transformation to the state-costate equations of this paper we will first have to simplify the problem and assume that it is a single parameter singular perturbation problem, that is 1 = 2 = . The Chang transformation will completely decouple the slow subsystem from the fast subsystems, but the fast subsystems will be coupled despite the fact that originally they are coupled only indirectly through the slow subsystem. This is obvious from the application of the nonsingular state transformation (Chang) to (9) , which will replace zero matrices in (9) by nonzero elements. This will cause coupling between the fast state-costate variables in (19) . Having obtained coupled state-costate variables in (19) produces coupled fast algebraic Riccati equations in (22) . That is why in this paper we have used a much more complex transformation of [21] that in addition of extracting independent slow state-costate variables also completely decouples fast state-costate variables of the fast subsystems corresponding to the time scales induced by parameters 1 and 2 . Hence, the proposed method produces further simplifications and introduces full parallelism and decomposition among three subsystems.
