Abstract. Consider the Ants Nearby Treasure Search (ANTS) problem, where n mobile agents, initially placed at the origin of an infinite grid, collaboratively search for an adversarially hidden treasure. The agents are controlled by deterministic/randomized finite or pushdown automata and are able to communicate with each other through constant-size messages. We show that the minimum number of agents required to solve the ANTS problem crucially depends on the computational capabilities of the agents as well as the timing parameters of the execution environment. We give lower and upper bounds for different scenarios.
Introduction
Recent research on understanding the behavior of insect colonies from a distributed computing perspective has mainly focused on questions like "How long does it take a large collection of ants to locate a food source?" [1, 2] or "How do the computational capabilities of a single ant within this collection affect the time until the food source is found?" [3] [4] [5] .
In this paper, we take a computability point of view and, instead of focusing on large numbers of agents and on the time required to find a food source, analyze the minimum number of agents that is required to locate a food source within (expected) finite time. More precisely, we show that the minimally required number of agents crucially depends on the model assumptions, i.e., whether each agent is controlled by a finite automaton (FA) or a pushdown automaton (PDA), whether it has access to random bits or not, and whether the environment is synchronous or asynchronous. 3 For most combinations of the aforementioned characteristics, we establish lower and upper bounds on the number of agents required to locate the food. Our bounds are tight in most cases. We essentially present two different families of algorithms -rectangle/spiral and geometric searches -which are inspired by results of Emek et al. [1] . The main contributions of this paper, however, are the lower bounds for two deterministic FA-and one deterministic PDA-agent presented in sections 4.1 and 5.1, respectively. Table 1 at the end of the paper gives a complete picture of our findings.
to each agent an individual initial state in the respective automaton (note that this is only relevant in the deterministic case as otherwise coin flips can be used to separate agents). The protocol is controlled by either a finite automaton or a pushdown automaton. We shall first explain the semantics of the former and then explain the additional capabilities of the latter.
FA-protocol.
When an agent employs an FA-protocol, it has a constant memory and thus, in general, cannot store coordinates in Z 2 . Formally, the agent's protocol is captured by the 3-tuple Π = Q, s a 0 , δ , where Q is the finite set of states, s a 0 ∈ Q is the initial state of agent a, and δ : Q × 2 Q → 2
Q×{N,S,E,W,P }
is the transition function. To allow the agents to perform different tasks also in the absence of randomization, each agent a has a unique start state s a 0 in which it resides at time 0. Suppose that at time t a (i), agent a is in state q ∈ Q and positioned in cell c ∈ Z 2 . Then, the state q ∈ Q of agent a at time t a (i + 1) and its corresponding movement τ ∈ {N, S, E, W, P } are dictated based on the transition function δ by picking the tuple (q , τ ) uniformly at random from δ(q, Q a ), where Q a ⊆ Q contains state p ∈ Q if and only if there exists some (at least one) agent a = a such that a is in state p and positioned in cell c at time t a (i). A FA-protocol is deterministic if each step is deterministic, i.e., |δ(q, Q a )| ≤ 1 for all q ∈ Q and Q a ⊆ Q. For simplicity, we assume that while Q a (input to δ) is determined based on the status of cell c at time t a (i), the actual application of the transition function δ occurs instantaneously at the end of the step, i.e., agent a is considered to be in state q and positioned in cell c throughout the time interval [t a (i), t a (i + 1)).
PDA-protocol.
When an agent employs a PDA-protocol, it is controlled by a pushdown automaton with an infinite stack. The communication and movement model remains the same. The only addition is that in each step, an agent reads and removes the top-most symbol from the stack ("pop") -if the stack is empty, the agent reads the special symbol ε and the stack remains unchanged -and then adds a finite amount of symbols to the top of the stack ("push"). The symbol read from the stack serves as additional input to the agent. Formally, the agents' protocol is captured by the 4-tuple Π = Q, s a 0 , Γ, δ , where Q is the finite set of states, s a 0 ∈ Q is the initial state of agent a, Γ is the finite stack alphabet, and δ : Q × 2 Q × Γ ∪ {ε} → 2 Q×Γ * ×{N,E,S,W,P } is the transition function. Suppose that at time t a (i), agent a is in state q ∈ Q, positioned in cell c ∈ Z 2 , and the top-most symbol on the stack is γ ∈ Γ ∪{ε}. Then, the state q ∈ Q of agent a at time t a (i+1), the word α ∈ Γ * to be written to the stack, and the corresponding movement τ ∈ {N, E, S, W, P } are dictated based on the transition function δ by picking the tuple (q , α, τ ) uniformly at random from δ(q, γ, Q a ), where Q a ⊆ Q is defined as in an FA-protocol.
Problem setting. We consider two different variants of the problem, where the goal in both is to locate an adversarially hidden treasure, i.e., to bring at least one agent to the cell in which the treasure is positioned while the distance of the treasure from the origin is denoted by D. In async-ANTS, the problem is to find the treasure in an arbitrary asynchronous environment while in the sync-ANTS problem the agents operate in a synchronous environment. A FA/PDA-protocol P is effective if it allows the agents to locate the treasure in finite time if P is deterministic, or if the agents locate the treasure in expected finite time if P is randomized.
Preliminaries. For our deliberations we require a sequence of definitions. Let A be the set of agents. We denote by E P a (t) the cells that an agent a employing protocol P has visited until time t and furthermore E P (t) = a∈A E P a (t). In the context of the sync-ANTS problem, we take the liberty to write E P a (i) for a (then global) step i as shorthand for E P a (t a (i)) and analogous for E P (i). We omit P in the previous expressions if the considered protocol is clear from the context.
Four Agents
The goal of this section is to solve the async-ANTS problem without using randomization. We provide a simple protocol for four FA-agents that uses three of the four agents as landmarks for the fourth agent. The fourth agent discovers the whole grid in a spiraling fashion with increasing distance to the origin.
We begin by giving an informal description of the protocol. The landmark agents, referred to as Guides, position themselves in a triangle around the origin and after getting a signal from the searching agent, called the Explorer, move step by step further away from the origin. The Explorer moves to the Guides one by one signaling them to expand the triangle. This way the Explorer is able to guarantee that it can always reach one Guide after meeting another by simply walking a (possibly diagonal) straight line, even after the Guides are within a super-constant distance from each other and the origin.
All three Guides have specific roles and therefore we give them task-specific names: NorthGuide, WestGuide and EastGuide. The agents execute the following protocol, which is illustrated in Figure 1 . The protocol is initialized by the NorthGuide moving once north, the WestGuide moving once west and the EastGuide moving once east. After the Explorer notices that the origin is empty, it moves once north.
NorthGuide. When the NorthGuide meets a WaitingExplorer it moves once north.
WestGuide. When the WestGuide meets a WaitingExplorer it moves once west and becomes a MovingWestGuide. The MovingWestGuide first moves once west and then once south and becomes a WestGuide again.
EastGuide. When the EastGuide meets a WaitingExplorer it moves once south and becomes a MovingEastGuide. The MovingEastGuide moves twice east and becomes again an EastGuide.
Explorer. The Explorer continuously performs triangle searches in increasing distances. It continuously moves into a given direction, starting with south-west (by alternatingly moving south and west). When the Explorer meets a WestGuide, it changes its moving direction to east and becomes a WaitingExplorer. When it meets an EastGuide, it changes the direction to north-west and becomes a WaitingExplorer. Finally, when the Explorer meets a NorthGuide, it changes its moving direction to south-west (alternates between west and south) and becomes a WaitingExplorer. Notice that the Explorer meets the NorthGuide in the starting position of the triangle search in the next distance. Whenever the Explorer meets a MovingWestGuide or a MovingEastGuide in cell c, it waits until c is empty before continuing to move.
WaitingExplorer. When the WaitingExplorer resides in a cell that does not contain an EastGuide, a NorthGuide, or a WestGuide, it becomes an Explorer and continues moving.
We index the triangle searches by their distances, i.e., if the Explorer meets the NorthGuide in cell (0, i) and starts moving south-west, we index the corresponding triangle search by index i and denote it by TS i . A triangle search in distance i starts when the Explorer leaves cell (0, i) by moving west and ends when the Explorer meets a NorthGuide. Furthermore, we say that TS i works correctly, if the Explorer meets the WestGuide only in cell (−2i + 1, −i + 1), the EastGuide only in cell (2i − 1, −i + 1) and the NorthGuide only in cell (0, i + 1) during TS i .
Lemma 1. Every triangle search works correctly.
Proof. Consider TS 1 . Initially, all the Guides are located in cells adjacent to the origin. By the design of our protocol, the Explorer first makes sure that the NorthGuide goes into cell (0, 2). After this, it moves south-west and reaches the WestGuide in cell (−1, 0). Then it travels east and reaches the EastGuide in cell (1, 0). From there, it travels north-west and meets the NorthGuide in cell (0, 2). Thus, the claim holds for TS 1 . Assume then that the claim holds for TS i−1 and consider TS i . The Explorer starts moving south-west from cell (0, i). According to the induction assumption, the WestGuide is located in either (−2i + 2, −i + 2), (−2i + 1, −i + 2) or (−2i + 1, −i + 1). Since the Explorer moves diagonally, it has to pass all of these cells. According to the design of our algorithm, it does not overtake the MovingWestGuide, i.e., the MovingWestGuide reaches its destination before the Explorer, and therefore the Explorer meets the WestGuide in cell (−2i + 1, −i + 1).
Similarly, when the Explorer starts moving towards east, the correctness of the previous triangle ensures that the MovingEastGuide reaches the cell (2i−1, −i+1) before the Explorer. After meeting the EastGuide, the Explorer starts moving diagonally towards the starting point and reaches it after 2i movements. Since the Explorer moves north in the next step, it meets the NorthGuide in cell (0, i+1).
To show that the treasure eventually gets discovered, we need two more auxiliary observations. First, we show that every cell in distance d is discovered latest during TS d+1 . Second, we show that each triangle search finishes within finite time. We call the set of cells along which the Explorer moves during TS i the path of rectangle search i.
Observation 2. Every cell c within distance d to the origin is discovered latest during TS d+1 .
Proof. We prove the claim by induction on the distances of the cells, i.e., we show that all cells within distance d are contained in a triangle search with index at most d + 1. The base case is clear since the origin is contained within the path that the Explorer moves during TS 1 .
Assume then that the claim holds for all cells in distance d. By the design of the triangle search protocol, the path of TS i+1 contains all the cells adjacent to the cells in the path of TS i that are not discovered during TS i . See Figure 1 for illustration. Therefore, all cells in distance d + 1 are discovered latest during TS d+2 .
Observation 3. Every triangle search ends within finite time.
Proof. Let t be the time when TS i starts for some i > 0. By Lemma 1, we know that TS i−1 worked correctly and therefore we know that the WestGuide reaches cell (−2i + 1, −i + 1) and the EastGuide reaches cell (2i − 1, −i + 1) latest by time t + 3. Therefore, latest by time t + 3 + 4i, the Explorer meets the WestGuide in cell (−2i + 1, −i + 1). By time t + 3 + 4i + 2, the WestGuide has left the cell and the Explorer can continue moving east. By time t + 5 + 4i + 4i + 2, the Explorer turns towards the NorthGuide and finally reaches its cell by time t + 7 + 8i + 4i ending the triangle search.
We can now combine the results from this section. Let D be the distance to the treasure. By Observation 2, the treasure is found latest during TS D+1 . As the duration of each search is finite by Observation 3 and by Lemma 1 each triangle is eventually searched, we get the following theorem.
Theorem 1.
There exists an effective deterministic FA-protocol for async-ANTS for n = 4.
Three Agents

Deterministic Protocol for sync-ANTS
In this section, we first show that we can get rid of one of the FA-agents by giving the agents a common notion of time. In other words, if we assume that the execution of the algorithm is synchronous, three agents suffice to discover the treasure. Our goal is to prove the following theorem.
Theorem 2.
There exists an effective deterministic FA-protocol for sync-ANTS for n = 3.
The idea of the three-agent protocol is similar to the protocol from Section 2. Again, one of the agents, the Explorer, performs the actual searching and the two other agents work as Guides. The task of one of the Guides, called OriginGuide, is simply to stand still and mark the origin throughout the execution. The task of the other Guide is to tell the Explorer when it hits an axis. On the first round of the execution, the Explorer and the other Guide move one step north to cell (0, 1) and then start the execution of the following protocol.
Explorer. The Explorer repeatedly performs rectangle searches in increasing distances. It starts the first rectangle search in distance 1 by diagonally moving south-west, i.e., alternating between moving west and south. When it meets a Guide, it alters its movement direction by 90
• counter-clockwise. At the end of a complete rectangle (i.e., when meeting a Guide again at the starting point), it moves one step outwards starting a new rectangle search with a larger distance. During a rectangle search in distance d, the Explorer discovers all cells that have distance d to the origin.
Guide. The Guide starts by moving towards the OriginGuide that marks the origin. When it meets the OriginGuide, it alters its direction by 90
• clockwise and moves outwards. When it meets the Explorer, it turns around and moves inwards towards the OriginGuide. The Guide also moves one step north with the Explorer when they meet in the end of searching a rectangle and starts walking towards the OriginGuide afterwards. The execution of our protocol is illustrated in Figure 2 . To prove Theorem 2, we only need to show that every time the Explorer enters a cell on an axis, it meets a Guide. To see why this is sufficient, consider any cell c on the plane with distance d to the origin. Then c is searched (latest) during rectangle search in distance d. Therefore, assuming that each rectangle search is performed correctly, the whole plane is eventually discovered. It is fairly easy to see that the Explorer and the Guide never fail to meet. Consider round r when the Explorer and a Guide meet on an axis during rectangle search in distance d. Then the distance that both of them have to move until the next meeting point is 2d. Since both agents move exactly once per round, the claim follows. Note that the assumption of a synchronous environment is crucial here.
Randomized Protocol for async-ANTS
We now show that if we are not restricted to deterministic state machines but allow randomization, we can find the treasure under an asynchronous environment with only 3 FA-agents. The fundamental idea behind our randomized protocol is that the agents use a fair coin to determine which cells to discover.
Again, we have two Guides and one Explorer and the task of one of the agents, the OriginGuide, is to simply stay in the origin. The Explorer performs the actual searching and starts by uniformly at random choosing either (north, east), (east, south), (south, west) or (west, north), i.e., it randomly chooses a quarter plane. Then, the Explorer performs a geometric search on that quarter plane.
Consider the case of choosing (east, south) as the quarter-plane (the search in the other quarter-planes works analogously). The Guide and the Explorer execute the following protocols.
Explorer. The Explorer starts by moving once east. Then on every step the Explorer tosses a fair coin and if it shows heads, it moves east. When the coin shows tail, the Explorer stops and becomes a WaitingExplorer until its cell is occupied by a WaitingGuide. When the WaitingGuide appears, the WaitingExplorer moves one cell south, becomes an Explorer, and continues tossing coins but now moves one cell south every time the coin shows head instead of east. When the coin shows tails, the Explorer turns back, i.e., starts moving north. After the Explorer reaches a cell with a WaitingGuide, it stops and moves west (until it reaches an OriginGuide) whenever its cell contains no WaitingGuide.
Guide. The Guide moves east on every step if its cell is not occupied by an Explorer. When it meets a WaitingExplorer, it turns into a WaitingGuide. When the WaitingGuide meets an Explorer, it becomes a Guide again and moves west whenever its cell is not occupied by an Explorer until it meets an OriginGuide.
After all the agents reach the origin, they restart the process. The protocol is illustrated in Figure 3 . It is easy to see that each geometric search has a finite duration with probability 1 since the Explorer throws a finite number of heads in every search with probability 1. Assume that the number of heads is finite. Then the Explorer becomes a WaitingExplorer in finite time. After the Explorer becomes a WaitingExplorer, the Guide moves towards the cell of the WaitingExplorer in every step and therefore reaches it in finite time. Similarly, the Explorer returns to the WaitingGuide in finite time and they both reach the OriginGuide in finite time.
Theorem 3. There exists an effective randomized FA-protocol for async-ANTS for n = 3.
Proof. Assume that the treasure is located in cell c = (x, y) in the north-east quarter plane with D = x + y. Let us index the geometric searches, i.e., the iterations of the algorithm, by the positive integers. Clearly, the protocol is defined so that if the treasure is found in search i, then search j > i is not needed, however, for the sake of the analysis, we assume that the agents keep performing the searches indefinitely and bound the time until the treasure is found -let T be the random variable that captures this time. Given this view, we know that search i is independent of all searches other than i.
Let A i be the event that the Explorer finds the treasure in search i. This happens if it chooses the right quarter plane, throws heads exactly x − 1 times before throwing tails once and then throws heads y − 1 times. Hence, Pr(
be the event that the treasure is found in search i and not in any search j < i. We rely on the following equations that hold for every i ≥ 1 and 1 ≤ j < i:
Therefore,
Two Agents
Our goals in this section are to show, on the negative side, that two deterministic FA-agents cannot solve sync-ANTS, and, on the positive side, that one deterministic FA-agent together with one deterministic PDA-agent can solve sync-ANTS.
No Deterministic FA-Protocol
We start off with proving the first result. Before doing so, we define the notion of a band in Z 2 . A band is the discrete version of a fat line in Euclidean space, i.e., the set of cells that have at most a certain distance from a line. We denote by M (P) = (t i ) i>0 the strictly increasing sequence of all points in time when two agents meet during the execution of protocol P. An important ingredient for the proof is the following lemma, which holds for an arbitrary amount of agents.
Lemma 5.
If P is an effective deterministic FA-protocol for sync-ANTS, then |M (P)| = ∞.
Proof. Assume for the sake of contradiction that P is an effective deterministic protocol with finite |M (P)|. Thus, there exists a largest point in time t * = max(M (P)) when two agents meet and after which no two agents meet anymore and the number of cells explored until t * is finite. Consider now agent a and let q be the state that has been entered by agent a twice after t * at the earliest time. Let (t i ) i>0 be the strictly increasing sequence of points in time after t * when a enters state q and denote
Observe that the behavior of a in each interval I i is identical, hence a will keep on repeating the same transitions and movements as in I 1 forever. Observe further that a can only move a finite distance in each I i as it has a finite length.
Consider the vector Proof. Assume for the sake of contradiction that P is an effective deterministic protocol for two agents a 1 and a 2 . By Lemma 5 we know that |M (P)| = ∞. Let Q 1 and Q 2 be the set of states of the two FAs controlling a 1 and a 2 . We denote by Q 1 (t) ∈ Q 1 and Q 2 (t) ∈ Q 2 the state of agent a 1 and a 2 at time t and further Q(t) = (Q 1 (t), Q 2 (t)). Observe that since |M (P)| = ∞, there must be a pair of states ( q 2 ) , is infinite. We denote the intervals I i = [τ i , τ i+1 ] and observe that a 1 and a 2 (individually) perform exactly the same state transitions and movements in each interval I i (agent a 1 and a 2 might meet between τ i and τ i+1 in different states, but their behavior is fully determined by their states at time τ i ). Thus, there is a fixed vector v = C a1 (τ i+1 ) − C a1 (τ i ) representing the translation of the meeting cell of a 1 and a 2 during some I i and furthermore a fixed constant ϑ > 0 such that τ i+1 −τ i = ϑ. Consequently, a 1 and a 2 can only explore cells in a band with finite width after τ 1 . Since E(τ 1 ) is finite, Observation 4 yields a contradiction.
Deterministic FA/PDA-Protocol for sync-ANTS
The second result of this section establishes that while two agents controlled by a FA do not allow for an effective deterministic protocol for sync-ANTS, one FA-agent and one PDA-agent do so.
The protocol is essentially an adapted version of the protocol from Section 3.1. The Explorer behaves identically to Section 3.1 and performs rectangle searches with increasing distances to the origin. The second PDA-agent replaces the two Guides by walking along the axis in order to signal to the Explorer when the search in a quarter-plane is complete and it should therefore alter its movement direction. The trick here is that the Guide tracks its distance from the origin using the stack. More precisely, the Guide pushes a symbol onto the stack whenever it performs a movement outwards on one of the axes and pops one symbol from the stack whenever it moves towards the origin. Using this trick, the Guide can detect when it has arrived at the origin by verifying whether the stack is empty, i.e., the read symbol is ε. Then the algorithm works as follows:
At time t = 0, the Guide and the Explorer both move one cell north (and the Guide records this move on the stack). Whenever the two agents are located together on the north-axis in cell (0, d), the Explorer starts a diagonal walk towards south-west while the Guide moves south towards the origin until it arrives there, which it can track using the stack. Upon arriving there, it moves west until it meets the Explorer. It is easy to see that the above algorithm guarantees that the Explorer meets the Guide every time it crosses an axis and that therefore any level d is explored in finite time.
Theorem 5.
There exists an effective deterministic protocol for sync-ANTS for n = 2 that uses one FA-protocol and one PDA-protocol.
Deterministic PDA-Protocol for async-ANTS
Since two PDAs can simulate a Turing machine [18] by using both their stacks to represent the infinite band of the Turing machine, it is not too surprising that two PDAs allow for an effective deterministic protocol for async-ANTS. The two agents a and b employ the following protocol: Both agents walk "hand-in-hand", i.e., have a distance of at most 1 at all times, and perform a spiral search with increasing distances from the origin (cf. Section 3.1). At any time during the execution, they maintain the invariant that the sum of the number of symbols on both stacks equals their distance from the origin. They start from the cell (0, 1) with the stack of agent a containing one symbol. When the two agents start a spiral search from cell (0, i), agent a has i symbols on is stack. When a and b walk south-west, agent a removes a symbol from its stack every other step while agent b pushes one symbol to its stack every other step. When the stack of agent a is empty, agent b's stack contains i symbols and the agents have arrived at the cell (−i, 0) on the west axis. Then they reverse their roles and move together to the south, east, and again north axis in the same fashion to finish the search in distance i. Thereafter, they move one cell north, push one additional symbol to the stack to account for the increased distance and start a new search in distance i + 1. It is easy to see that this protocol can be implemented to work in an asynchronous environment and guarantees that the two agents locate the treasure.
Theorem 6.
There exists an effective deterministic PDA-protocol for async-ANTS for n = 2.
One Agent
In this section we show that neither a single randomized FA-agent nor a single deterministic PDA-agent can find the treasure in finite time while a randomized PDA-agent is able to do so.
Theorem 7.
There exists no effective randomized FA-protocol for sync-ANTS for n = 1.
Proof. We show that a single agent controlled by a randomized FA-protocol cannot even discover the cells in Z.
Let Q be set of states of the FA. Notice that each configuration of the agent is fully determined by the state q ∈ Q in which the FA resides and an integer z ∈ Z of the cell in which the agent is positioned. Now consider the infinite Markov chain captured by these configurations. The proof is established by standard Markov chain arguments noticing that the Markov chain can move from configuration c = (q, z) to configuration c = (q , z ) only if |z − z | ≤ 1.
No Deterministic PDA-Protocol
Consider a single agent controlled by a deterministic PDA-protocol. We denote by S(i) the size of the stack, i.e., the number of symbols on the stack (directly) after step i and by C(i) = (q, γ) the tuple of the state q ∈ Q and the topmost stack symbol γ ∈ Γ (directly) after step i. Let C = Q × Γ be the set of all configurations and observe that |C| is constant. As the behavior of a PDA is fully determined by its state and the top-most stack symbol, the following observation is immediate. 
Fig. 4:
The size S(i) of the stack varies for the different steps. All configurations entered after step i∞ are entered infinitely often. The stack exhibits its minimal size after i∞ at step imin while C(imin) is entered again for the first time at time i . Then the PDA will keep repeating its behavior after imin with period
Note that the observation also implies that the agent executes the identical sequence of actions between step i 1 and i 2 .
Observe that, since any protocol must be able to run for an arbitrary time, we can partition the set C into the configurations C f containing all configurations that are entered finitely often and the configurations C ∞ that are entered infinitely often during the execution of a given protocol. Observe that there exists step i ∞ such that C(i) ∈ C ∞ for any step i > i ∞ . The following lemma essentially states that after a certain step i r > i ∞ , the PDA will keep on repeating its behavior with a finite period ∆ (see Figure 4 for an illustration). As the PDA keeps on repeating its behavior after step i r with constant period ∆, the agent can only explore cells in a band of finite width after i r . As i r is finite and thus E(i r ) is also finite, Observation 4 implies the following theorem.
Theorem 8.
There exists no effective deterministic PDA-protocol that for sync-ANTS for n = 1.
Randomized PDA-Protocol for async-ANTS
The randomized protocol is an adapted version of the randomized FA-protocol for three agents from Section 3.2. There, one agent repeatedly performs geometric searches to a random cell in a geometrically distributed distance. It uses the two other agents to find its way back to the origin in order to start the next iteration of the search. A single agent employing a randomized PDA-protocol can do the same by using the stack to record its distance to the origin and thereby, it can perform a geometric search and then return to the origin for the next iteration. More precisely, the agent performs a geometric search as in Section 3.2 but whenever moving north/east/south/west, it pushes N/E/S/W, respectively, to the stack. When one geometric search ends, the agent can re-track its steps by walking north/east/south/west when reading S/W/N/E, respectively, and ends up at the origin when the stack is empty. Then, it can start the next iteration. It is easy to see that the analysis from Section 3.2 applies identically.
Theorem 9.
There exists an effective randomized PDA-protocol for async-ANTS for n = 1.
Conclusion
The variety of results of this paper are summarized in Table 1 . While our findings almost completely cover the landscape of problem configurations, Table 1 essentially shows two gaps, which, in our opinion, represent interesting open problems: Can two agents controlled by a randomized FA solve the synchronous or asynchronous version of the ANTS problem? Is there an effective FA-protocol for async-ANTS for three agents when no random bits are available?
As a last remark, we point out that all our algorithms can be easily adapted to guarantee that upon finding the treasure, the agents can locate the initial starting cell and bring the treasure back to it with a constant multiplicative overhead in terms of the runtime.
