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When a colloid is mixed with a depletant such as a non-adsorbing polymer, one observes attractive effective
interactions between the colloidal particles. If these particles are anisotropic, analysis of these effective
interactions is challenging in general. We present a method for inference of approximate (coarse-grained)
effective interaction potentials between such anisotropic particles. Using the example of indented (lock-and-
key) colloids, we show how numerical solutions can be used to integrate out the (hard sphere) depletant,
leading to a depletion potential that accurately characterises the effective interactions. The accuracy of the
method is based on matching of contributions to the second virial coefficient of the colloids. The simplest
version of our method yields a piecewise-constant effective potential; we also show how this scheme can be
generalised to other functional forms, where appropriate.
I. INTRODUCTION
Colloidal systems of spherical particles have been stud-
ied extensively, and support a wide range of behav-
ior, including solid and fluid phases in one-component
systems, and liquid-vapor phase transitions in colloid-
polymer mixtures1. The behavior of anisotropic colloids
is even richer, including liquid crystals2,3, exotic crys-
talline phases4,5, and liquids with unusual structure6,7.
New colloidal synthesis methods have stimulated recent
work in this area, with a range of anisotropic particles
now available, including indented (lock-and-key) parti-
cles8,9, fused spheres10,11, ellipsoids12 and superballs4,13.
When such anisotropic particles are mixed with a non-
adsorbing polymer, one finds depletion forces between
colloids that depend strongly on their orientations14–16,
which can lead to self-assembly of complex structures.
The microscopic mechanism for depletion forces is well-
understood17,18 – mixing colloids with a non-adsorbing
depletant leads to unbalanced osmotic pressures on the
colloids, resulting in an effective attraction. Depletion
forces between spherical colloids can be characterised the-
oretically by integrating out the depletant17–20 – whether
this is easy or difficult depends on the type of depletant
particles, but quantitative theoretical predictions can be
made, at least for two body effective interactions between
the colloids21. Three and higher body interactions are
usually harder to calculate but are expected to be neg-
ligible in comparison to two-body forces if the ratio of
depletant size to colloid size is small22. By contrast, ac-
curate characterisation of two body effective interactions
between anisotropic particles is difficult in general. For
instance in the case of uniaxial particles (whose orienta-
tions can be described by a single unit vector) the effec-
tive potential is a function of four variables – such func-
tions may not be easy to infer or parameterise theoret-
ically. Particles of lower symmetry require even greater
number of variables.
In this article, we introduce a general strategy for de-
veloping approximate (coarse-grained) interaction poten-
tial between anisotropic particles, and we apply it to
a system of indented (lock-and-key) colloids8,9. Such
systems have been studied quite extensively in theory
and simulation23–29: despite their simplicity, they ex-
hibit strong directional bonds, which can lead to rich
phenomenology, both for packing26,30 and phase behav-
ior6,31.
Our general coarse-graining method is designed
to yield piecewise-constant interaction potentials that
match the binding free energies for the different regimes
in which anisotropic colloids can associate with each
other. For systems of spherical particles with short-
ranged interactions, the extended law of corresponding
states32, means that matching these free energies leads
to coarse-grained models that are very effective in repro-
ducing systems’ phase behaviour. For anisotropic parti-
cles with strong directional binding, Wertheim’s theory33
indicates that these free energies again control the be-
haviour of the system, as found for lock-and-key colloids
in Ref. 30. These free energies are characterised in terms
of the second virial coefficient of the coarse-grained sys-
tem, so for spherical colloids, the simplest version of the
method would yield a square-well attraction between the
colloids, with a second virial coefficient chosen to match
the fully-interacting system. For anisotropic particles,
one arrives at a more complex effective interaction, but
the physical motivation is similar, so one can hope that
the coarse-grained model will match the full system at
a similar level of accuracy. Hence, our method, which
is tailored towards colloidal systems with hard cores and
short-ranged interactions, differs from methods used in
molecular or polymeric systems19,34–36.
The form of the paper is as follows: Sec. II describes
our model and Sec. III describes the general theory that
we use to develop a coarse-grained effective interaction.
In Sec. IV we describe the relatively simple case of an
effective interaction between an indented colloid (a lock)
and a hard sphere (a key). In Sec. V we discuss the ef-
fective interaction between two lock particles, which de-
pends in a complex way on the relative orientations of the
two particles. Sec. VI addresses the relationship between
our approach here and a simplified version of this effec-
tive potential that was used in Ref. 6. Our conclusions
are summarized in Sec. VII.
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FIG. 1. Illustration of the different hard particles considered
in this work. (a) Indented colloid (lock) particle, defined by
considering a sphere of diameter σ and cutting away its inter-
section with a second sphere of diameter σc. (b) A spherical
colloid (key) particle with diameter σK, comparable with σ.
(c) Smaller depletant particle of diameter qσ: in this work we
take q = 0.1 so the depletant is significantly smaller than the
colloidal particles.
II. MODEL: LOCK-AND-KEY COLLOIDS
Our model system is based on the experimental sys-
tem of Sacanna and co-workers8: it was introduced in
Ref. 30 and further studied in Refs. 6 and 31. Similar
model systems have also been studied in theory and sim-
ulation23–29. The model consists of hard particles of dif-
ferent sizes and shapes, as shown in Fig. 1. To define the
anisotropic particles, consider a hard spherical particle
of diameter σ, in which we make a concave indentation
by cutting away its intersection with a second sphere of
diameter σc. The distance between the centers of the
original sphere and the cutting sphere is dc. The orienta-
tion of an indented colloid is described by a unit vector n
that points from the center of the original sphere towards
the center of the cutting sphere. These indented parti-
cles interact with a depletant consisting of smaller hard
spheres of diameter qσ. In some cases, we also mix these
two components with additional hard spheres of diameter
σK. To make contact with Refs. 6, 30, and 31, note that
if σc = σ then the depth of the indentation (measured
from the lip) is h = (σ − dc)/2, so specifying the depth
h is equivalent to specifying the shape parameter dc.
We refer to the indented particles as lock particles,
since the spherical keys fit within the indentation, leading
to lock-and-key binding. Compared with the interaction
between spherical particles, this binding is strong, due
to the complementary shapes of the lock and key parti-
cles8,16,23,37,38. We refer to both the indented particles
and the keys as colloidal particles, to distinguish them
from the depletant. We have in mind that both species
of colloidal particles have comparable sizes, while the de-
pletant particles are considerably smaller. (In this work
we take σK = σ and q = 0.1 throughout.) It is therefore
useful to integrate out the depletant degrees of freedom,
to arrive at a coarse-grained system in which only the col-
loids survive, and the effect of the depletant is captured
via a two-body effective interaction20. This interaction
depends on the chemical potential of the depletant, which
we describe in terms of its (reservoir) volume fraction η.
Our numerical method for integrating out the deple-
tant involves explicit simulations of a pair of colloids in
a depletant fluid. To the extent that such simulations
are feasible, it is applicable to any type of depletant fluid
and is thus quite general. We note that one can avoid
explicit simulation of the depletant fluid if one assumes
that the depletant is ‘ideal’, in which case the depletion
potential can be estimated via a numerical integration
scheme. This is the approach taken in Ref. 28, which,
in a spirit similar to the present work, makes estimates
of how the binding free energy of lock and key colloids
depends on their geometry and relative orientations.
We have performed Monte Carlo simulations of in-
teracting lock and key colloids with a hard sphere de-
pletant, and separately, colloids that interact with each
other through an effective interaction that is designed to
mimic the full colloid-depletant mixture. In all cases we
use the geometrical cluster algorithm39,40 (GCA) to move
the particles, following the same methods as in Refs. 6
and 30.
III. THEORY
Before describing results for indented colloids, we
present our general method for inferring (from simula-
tion data) the effective interactions between anisotropic
colloids. We begin with a brief review of the situation
for isotropic (spherical) particles. In this case, the ef-
fective interaction can be defined in terms of the radial
distribution function, in the dilute limit. Given a large
system of colloidal particles interacting with a depletant
at (reservoir) volume fraction η, one defines
gη(r) =
ρ
(2)
η (R,R′)
ρ2
(1)
where translational invariance means that the right-hand
side depends only on r = |R −R′|, we have introduced
the mean colloid density ρ, and the two-body density
ρ(2)η (R,R
′) = 〈ρ(R)ρ(R′)〉η − ρδ(R−R′). (2)
Angle brackets 〈·〉η indicate equilibrium averages in the
colloid-depletant mixture, with depletant volume fraction
η. Given these definitions, the (dimensionless) effective
potential between the colloids can be defined as
W ηeff(r) = limρ→0
[
− log gη(r)
g0(r)
]
(3)
for all r where g0(r) > 0, and Weff(r) = 0 otherwise.
Here g0(r) = gη=0(r) is the radial distribution function
in the absence of depletant. For hard spherical colloids
of diameter σ, we have that g0(r)→ Θ(r − σ) as ρ→ 0,
so the denominator in (3) is not required, but we include
it for later convenience.
3For anisotropic colloids, there is a corresponding two-
body density ρ
(2)
η (R,Ω,R′,Ω′) which depends on the po-
sitions R and orientations Ω of both colloids. The corre-
sponding effective potential is (by analogy with (3))
W ηeff(R,Ω,R
′,Ω′) = − lim
ρ→0
[
log
ρ
(2)
η (R,Ω,R′,Ω′)
ρ
(2)
0 (R,Ω,R
′,Ω′)
]
(4)
In contrast to the spherical case where the two-body
density depends only on the distance between the par-
ticles, this two-body density depends on more than one
variable. For example, if the orientation of each colloid
can be described in terms of a single orientation vec-
tor (as for the indented colloids considered here), then
W ηeff depends on the distance between the particles and
on three angular co-ordinates that describe the relative
orientation of the two colloids (see Fig. 2). This makes
estimation of W ηeff much more challenging for anisotropic
colloids, because while g(r) can be inferred from simu-
lation data via a simple one-dimensional histogram, the
direct generalisation of that method to anisotropic par-
ticles would require assembly of a four-dimensional his-
togram. For a one-dimensional histogram, one might
expect to represent the effective potential accurately us-
ing a histogram with around 100 bins. To obtain a four-
dimensional histogram at similar accuracy, one would re-
quire 1004 bins, and assembly of such a histogram would
require a data set with at least 100 times as many sam-
ples as there are bins in the histogram. One easily sees
that this method quickly becomes unfeasible. Moreoever,
it does not provide a simple or intuitive representation of
the effective interaction.
The method that we now present shows how the com-
plexity of these high-dimensional distributions can be re-
duced by an appropriate choice of co-ordinate system,
leading to a parameterisation of the effective potential.
These procedures require physical insight into the physics
of the interacting system, but we show that accurate
results are still available even if the complicated four-
dimensional function Weff is simplified very considerably.
A. Second virial coefficients
The key to the accuracy of our scheme is that we de-
velop an approximate effective potential which matches
precisely the second virial coefficient associated with the
true effective potential. In the absence of a depletant, we
describe the interactions between colloidal particles via
a two-body potential v0(R,Ω,R
′,Ω′). We then define a
second virial coefficient associated with the effective in-
teractions among the colloids, which is
Bη2 =
1
2
∫
[1− e−βveff (R,Ω,R′,Ω′)]dR′dΩ′ (5)
where βveff = βv0 + Weff , and β = 1/kBT is the inverse
temperature. The right hand side of (5) is independent of
n1
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FIG. 2. (a) Co-ordinate system describing the relative orien-
tation of two indented colloids. We define θ1,2 as the angles
between the particles’ orientation vectors n1,2 and the in-
terparticle displacement vector. [The interparticle vector is
defined between the geometric centres of the locks: here we
show the case dc = σ/2, for which the geometrical centre of
a lock lies on its concave surface. We define θR = min(θ1, θ2)
and θI = max(θ1, θ2). The orientation vectors n1,2 are not
in general co-planar with the interparticle vector so in order
to describe the relative position and orientation of the two
particles, we must also specify the angle φ = cos−1(n1 · n2).
All angles take values in the range [0, pi]. Interchanging the
particle labels 1 and 2 leaves the angles θR, θI, φ invariant
so any effective potential that depends on only these angles
and the particle separation is automatically independent of
particle labelling. (b) The specific (lock-and-key) binding
regime is associated with small values of θR and φ (in this
case θR = θ1 ≈ 0), and large values of θI (c) The non-specific
(back-to-back) regime is associated with large values of θR,
in which case the interaction strength also depends weakly
on θI, φ. (d) The mouth-to-mouth regime is associated with
small values of θR, θI and large values of φ.
(R,Ω) since the system is translationally and rotationally
invariant. For later convenience, we define the orienta-
tional integral to be normalised such that
∫
dΩ = 1 so
if the orientation of the particle can be described by a
single unit vector n then dΩ = d2n/(4pi).
Now imagine fixing the position and orientation R,Ω
of the first colloidal particle, and decomposing the do-
main of the integral in (5) into several regions – each re-
gion will correspond to a particular set of positions and
orientations of a second particle. For example, for the
lock-shaped colloids shown in Fig. 2, one such region will
involve the two particles bonded in the “back-to-back”
binding mode (Fig. 2c). The contribution of region X to
the second virial coefficient is
Bη2 (X) =
1
2
∫
X
[1− e−βveff (R,Ω,R′,Ω′)]dR′dΩ′. (6)
Our aim in this work is to define an approximate pa-
rameterisation Wapp of the effective potential so that
for each relevant region X, the integral B2(X) evalu-
ated with the approximated potential matches the value
Bη2 (X) obtained with the depletant in place. That is, we
4define
Bapp2 (X) =
1
2
∫
X
[1− e−βvapp(R,Ω,R′,Ω′)]dR′dΩ′, (7)
with βvapp = βv0 + Wapp and we choose Wapp such
that for a specific set of regions X, we have Bapp2 (X) =
Bη2 (X). We choose Wapp according to this criterion in-
stead of (for example) matching the values of Weff and
Wapp, since B2(X) determines the probability that two
particles bind together with a relative orientation X,
and this is the most important quantity for the phys-
ical properties of the coarse-grained system. This ap-
proach is also useful in other settings, for example in un-
derstanding the phase behaviour of systems with short-
ranged interactions32,41, or the application to anisotropic
particles of Wertheim’s theory of associating fluids30,33.
The second virial coefficients for different binding regimes
are also related to equilibrium constants associated with
binding/unbinding27,28 [in the simplest case, one has an
equilibrium constant for binding in regime X which is
KX ≈ −B2(X), where the approximate equality is accu-
rate when the effective interactions are strong (e−βveff 
1).]
B. Estimation of piecewise linear effective interactions
Within this scheme, the simplest way to define an ap-
proximate effective potential is to choose a set of regions
X1, X2, . . . , and take Wapp to be a piecewise constant
function, with a different (constant) value in each re-
gion. (This approach is used, for example, when de-
scribing the attraction between spherical colloids by a
square-well potential.) To this end, it is useful to con-
sider a system of just two colloidal particles in the pres-
ence of a depletant. Integrating out the depletant yields
Zη2 = (V/2)
∫
e−βveff (R,Ω,R
′,Ω′)dR′dΩ′: standard results
from liquid-state theory ensure that the effective poten-
tial Weff that appears in this integral (via veff) is the
same as that defined in (4). From the definition of Zη2 ,
one immediately sees that Zη2 = V [(V/2)−Bη2 ].
It follows that if a large set of simulation data samples
the configuration space of this system, the fraction of
data points for which the relative colloid co-ordinates are
in region X will be
P η2 (X) =
V
2Zη2
∫
X
e−βveff (R,Ω,R
′,Ω′)dR′dΩ′
=
V (X)− 2Bη2 (X)
V − 2Bη2
(8)
where V (X) =
∫
X
dR′dΩ′ is the volume of region X.
From the definition of Bapp2 in (7) and using the
fact that Wapp is constant within region X, we ob-
tain Bapp2 (X) =
1
2 [V (X) − e−Wapp(X)
∫
X
e−βv0dR′dΩ′].
Choosing the value of Wapp(X) such that B
app
2 (X) =
Bη2 (X), we obtain
e−Wapp(X) =
V (X)− 2Bη2 (X)∫
X
e−βv0dR′dΩ′
=
V (X)− 2Bapp2 (X)
V (X)− 2B02(X)
(9)
where the notation B02 indicates B
η=0
2 , so the second
equality follows from (5). Hence we can use (8) to write
Wapp(X) = − log
[
P η2 (X)
P 02 (X)
· 1− (2B
η
2/V )
1− (2B02/V )
]
. (10)
Given simulation data for two colloids interacting with
depletant, and accompanying data for two colloids alone
in the simulation box, the right hand side of (10) can
be estimated (see below). This provides a value for
Wapp(X). In this case, the choice of the regions X
uniquely determines the approximate (coarse-grained)
potential – whatever choice is made, the Bapp2 (X) will
match exactly the Bη2 (X) evaluated for the true deple-
tion potential. Similarly, the total virial coefficient B2
for the coarse-grained model exactly matches that of the
true effective potential. Computationally, the scheme is
efficient because P η2 (X) is a simple probability – it avoids
the requirement for binning and making histograms from
high-dimensional data sets.
We note that the factor 1 − (2Bη2/V ) that appears
in (10) can also be obtained from the data for two in-
teracting particles. Given a range R that is larger than
the range of the effective interaction (but smaller than
half the periodic box), the probability that the two par-
ticles have a separation r > R is easily verified to be
P ηR = (V − 4piR3/3)/(V − 2Bη2 ), from which we obtain(
1− 2B
η
2
V
)
=
2Zη2
V 2
=
(
1− 4piR
3
3V
)
1
P ηR
(11)
Using this result, the right hand side of (10) can be evalu-
ated from simulation data. Eq. (11) also allows straight-
forward estimation of the second virial coefficient22,42.
Finally, we note that the use of a piecewise constant in-
teraction potential is convenient because of the very sim-
ple expression (10) that allows estimation of Wapp. Such
a potential is often appropriate if the resulting coarse-
grained system is to be simulated by a Monte Carlo
method. In other cases, a continuous approximation to
the effective potential may be required. Matching of sec-
ond virial coefficients for different regions X can still be
achieved in this case, but is slightly more complicated.
An example is given in Sec. V, below.
IV. RESULTS – DEPLETION POTENTIAL FOR
LOCK-KEY BINDING
So far, we have assumed that all colloids in the system
are of a single species. However, the theory presented
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FIG. 3. (a) Effective potential Weff(r, cos θ) for a lock and
sphere, given a depletant with η = 0.08 (b) piecewise con-
stant approximation Wapp for the same potential, inferred
according to our scheme. The potential at a given point is
the free energy cost for introducing a sphere whose centre is
located at that point, given that the lock particle is positioned
as shown.
above can easily be extended to mixtures of colloids. In
this section, we consider the effective potential between
the indented (lock) particles and spherical (key) particles.
While considering mixtures might appear complicated,
this situation is in fact rather simple because the effective
potential depends on just two co-ordinates23,28. Let the
positions of one lock and one key be RL and RK and
let the orientation of the lock be nL. Then the effective
potential depends only on r = |RL−RK| and the angle θ
between the lock orientation and the interparticle vector,
which can be calculated from cos θ = nL · (RK −RL)/r,
taking 0 ≤ θ ≤ pi.
Bound regime: divided 
into three regions 
according to 
separation
Non-specific regime: 
divided into two 
regions according to 
separation
Intermediate regime: 
divided into regions 
according to both 
separation (two bins)  
and angle (many bins)
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FIG. 4. Configuration space for a lock interacting with a
sphere, partitioned into three regimes and their underlying
regions. For illustrative purposes, this figure shows a case
where the range of the interaction is larger than in Fig. 3.
A. Perfectly-fitting lock and key
We first consider a lock particle with σc = σ and
dc = 0.5σ, and a spherical (key) particle of diameter
σK = σ, that fits exactly within the lock. We used the
GCA to simulate one lock and one key particle, interact-
ing with depletant particles at various volume fractions.
We constructed two-dimensional histograms of the sepa-
ration r and angular co-ordinate cos θ. Taking each bin
of the histogram to be a region X and using (10), we ar-
rive at a potential Wapp that accurately represents Weff .
(In the limit where the bin size of the histogram goes to
zero, this Wapp converges exactly to Weff .) The resulting
estimate of Weff is shown in Fig. 3(a).
We used the same simulation results to infer an ap-
proximate (coarse-grained) effective potential Wapp, as
we will describe shortly. We then performed GCA simu-
lations for one lock and one key particle, interacting by
this effective potential (in the absence of the depletant).
Fig. 3(b) shows results for this coarse-grained system.
We note that Figs. 3(a,b) are both generated from GCA
simulations, using the same data analysis routines – the
differences between these figures arise because one set of
GCA simulations include the depletant explicitly while
the other set uses a coarse-grained model of interacting
colloids. The visual agreement between Weff and Wapp
is good: as noted above, the contributions of the rele-
vant binding regimes to the second virial coefficient also
match exactly.
To construct Wapp, we follow the general approach de-
scribed above. We partition the two-dimensional space
parameterised by (r, cos θ) into several different regions,
as illustrated in Fig. 4. Given this partitioning, the po-
tential Wapp follows directly. (For separations outside
the shaded regions in Fig. 4, we take Wapp = 0.) We
6describe the various regions in turn before summarising
our main results and their dependence on the depletant
volume fraction η.
The range of r, θ for which we obtain simulation data is
limited by the hard core repulsion of the colloids (small-
r) and by the finite box size (large-r). For the case of
a perfectly fitting key of the same size as the lock (σ =
σK = σc), and for any dc, the region forbidden by hard-
core repulsion is r(θ) < r0(θ) with
r0(θ) =
{
σ, if θ ≥ θ∗
σ cos(θ∗ − θ), if θ < θ∗ (12)
[The angle θ∗ is defined as in Fig. 4 as the angular co-
ordinate of the lip of the lock. In this section we have
σc = σK, and hence cos θ
∗ = dc/σ.]
1. Bound regime (specific lock-and-key binding)
The distance of closest approach between lock and key
is dc since in this case the key coincides with the cut-
ting sphere that is used to define the lock shape. The
strongest effective interaction between lock and key oc-
curs when r is close to dc. This is only possible for
small angles θ, due to the colloidal shapes. It is there-
fore sufficient to define the bound (lock-and-key) regime
solely in terms of r: we define three regions (indexed by
n = 1, 2, 3) based on the distance between the colloids,
which are denoted by XLK,n. As shown in Fig. 4, the nth
region includes separations r satisfying
1
3 (n− 1)qσ ≤ (r − dc) < 13nqσ. (13)
Recall that qσ is the diameter of a depletant particle,
which determines the range of the depletion attraction.
Based on numerical simulations of two colloidal parti-
cles interacting with the depletant, we evaluated (10) for
each of these three regions, and for a range of depletant
volume fractions η. For η = 0.08 (the case illustrated in
Fig. 3) the values of the effective potential in the three re-
gions are Wapp = −13.1,−9.1,−4.9, consistent with the
expected strong lock-and-key binding. (Recall Weff and
Wapp are dimensionless potentials, normalised by kBT ,
so large negative values of Wapp correspond to strong
attractive forces.)
2. Non-specific regime
Lock-and-key binding occurs when the key particle ap-
proaches the concave surface of the lock. However, there
are also significant depletion attractions when the key
approaches the convex surface of the lock6,27,28: this is
similar to the depletion attraction between two spheres.
To account for this effect, we define two regions (indexed
by n = 1, 2) which are denoted by XBB,n and illustrated
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4.2.3 Overlap and far-field regions
Two more regions are needed to partition the (r, cos ✓) plane. Due to the hard particle
criterion, there is a necessary overlap region which particles cannot overlap. There is also
a far-field regime where any depletant driven interaction dies away to 0 (fig. 4.4). From
fig. 4.3, region E is the forbidden lock-lock overlap region due to the hard lock criterion.
Region D, the far-field region, can then be thought of as every state that is not regions A,
B, C, or E.
We therefore state that the effective potential in region D is zero, as we are outside the
AO limit of two nanoparticle diameters. In region E, the effective potential is essentially
infinitely repulsive.
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confined to region B of fig. 4.3. Despite more than half a billion data points, the look
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close to cos ✓ = 1 where the bound region replaces the lookup region
(fig. 4.3).
The final region needed to completely partition the effective potential in the (r, cos ✓)-
plane is called the look-up region. The name ‘look-up’ is used with anticipation of the way
it will be parametrised in later sections. To describe the effective potential in this region,
we make the approximation that  W is independent of r; to approximate its dependence
on cos ✓, we split the range of cos ✓ in to equal segments of width c0 and we approximate
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Region D, the far-field region, can then be thought of as every state that is not regions A,
B, C, or E.
We therefore state that the effective potential in region D is zero, as we are outside the
AO limit of two nanoparticle diameters. In region E, the effective potential is essentially
infinitely repulsive.
4.2.4 Look-up Region
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Figure 4.4: Three examples of the lookup effective potential,  W ⌘app(cos ✓)
  
B
. We are
confined to r gio B of fig. 4.3. Despite more tha half a billion data points, the look
up region remained r latively noisy, t erefore each histogram bin for cos ✓  0.95 is five
times larger than cos ✓ > 0.95. The embedded graphics demonstrate the relatives heights
of  W ⌘app(cos ✓)
  
B
. Following a dec easing cos ✓, we see a rise and fall in exclusion vol-
ume (shaded area) that cor spond to the n -trivi l histogram curves. We see a rise
in  W ⌘app(cos ✓)
  
B
close to cos ✓ = 1 where the bound region replaces the lookup region
(fig. 4.3).
The final region needed to completely partition the effective potential in the (r, cos ✓)-
plane is called the look-up region. The name ‘look-up’ is used with anticipation of the way
it will be parametrised in later sections. To describe the effective potential in this region,
we make the approximation that  W is independent of r; to approximate its dependence
on cos ✓, we split the range of cos ✓ in to equal segments of width c0 and we approximate
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FIG. 5. Appr ximat d ff ctive pot ntial in he interm d ate
regime, as a function of c s θ, for sep rations r between rc(θ)
and rc(θ) + qσ/3. The different values of θ are illustrated by
sketches, with shaded regions indicating the d pletion volume:
large de letion volumes correspond to strong attractive forces.
For small values of cos θ, the be aviour is similar to the non-
specific binding regime. For cos θ ≈ 1, the system approaches
the lock-and-key binding regime, although the strongly bound
configurations are included in the bound regions, leading to
the relatively weak effective potential for this regime. In the
intermediate regime, the key rolls around the lip of the lock,
leading to a reduced depletion volume and therefore a reduced
effective potential.
in Fig. 4. These regions are specified by
θ > θ†
rBBn−1 < (r − σ) < rBBn (14)
with (rBB)n = (0, qσ/3, qσ) for n = 0, 1, 2, and the angle
θ† satisfies cos θ† = 0.1. We use a radial decomposition
into just two regions for simplicity: the effective poten-
tial in this case resembles that between two spheres, and
depends strongly on r for small r while the dependence
for larger r is weaker. The choice of the angle θ† will be
discussed in the next subsection.
For η = 0.08 the effective potential in these two back-
to-back regions isWapp = −0.9, 0.1, showing that this po-
tential is weaker than the lock-key binding (as expected).
However, this attraction can still be significant, partic-
ularly since the entropy (or number of configurations)
compatible with this binding mode is much larger than
for the lock-and-key case.
3. Intermediate binding regime
The specific and non-specific binding modes considered
so far tend to dominate the behaviour of this system. In
between, there is an intermediate regime, as shown in
Fig. 4. Within this regime, the effective potential de-
pends on both the separation r and the angle θ. To
7capture this, we defined regions Xint,n,m by
rBBn−1 < r − r0(θ) < rBBn
θm−1 < θ < θm
r > dc +
1
3qσ (15)
Here n is an index associated with the particle separation
(n = 1, 2) and m = 1 . . .M is associated with the angular
co-ordinate θ, for which we use a larger number of bins,
equally spaced in cos θ. (In this work we have taken
M = 180 although a smaller number of regions would
also be possible.) The third inequality in (15) simply
ensures that these intermediate regions do not overlap
with the lock-and-key bound regions defined in (13).
For the inner region (n = 1) we show the values ofWapp
in Fig. 5, as a function of the angular co-ordinate (or
equivalently the index m). For large θ (or small cos θ) the
behaviour is similar to the non-specifically bound regime
and Wapp ≈ −0.9, consistent with that case. The largest
angle that falls inside the intermediate regime is θM = θ
†,
and θ† is chosen large enough so that the intermediate
regime includes all angles for which the behaviour dif-
fers significantly from the non-specifically bound regime,
hence our choice cos θ† = 0.1. For small θ (or large cos θ),
the system approaches the lock-and-key binding state, al-
though there is no overlap lock-and-key bound regime.
As one passes through the intermediate regime, there is
a maximum in Wapp. To explain this, we sketch in Fig. 5
the depletion volume for representative configurations.
The obtain this volume, we consider for each colloid the
volume that is inaccessible to the centre of a depletant
particle. As two colloids approach each other, the deple-
tion volume is the intersection between their inaccessible
volumes, which provides an estimate of the strength of
the interaction17. The reduction in depletion volume as
the key passes through the intermediate regime explains
the maximum in Wapp.
4. Summary
The good agreement between exact and approximated
effective interactions is shown in Fig. 3. The ap-
proximated interaction includes three parameters asso-
ciated with the lock-and-key (specific) binding state, two
parameters associated with back-to-back (non-specific)
binding, and a lookup table for the intermediate regime.
All parameters are inferred automatically from data for
the two-colloid system (with and without depletant).
Depending on the accuracy required for the effective
potential in the intermediate regime, we anticipate that
a considerably reduced approximate description would
still be feasible and would capture the most important
features of the system. See also Sec. VI below.
In Fig. 6(a) we plot the well depths associated with
the specific and non-specific binding regimes, as a func-
tion of the depletant volume fraction η. (These are the
values of the effective potential in the innermost regions,
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FIG. 6. (a) Strength of the effective interactions as a func-
tion of depletant volume fraction η. (b) Contributions of these
two binding modes to the second virial coefficient (measured
in units where σ = 1). One sees that even if the effective po-
tential is strong for lock-and-key (specific) binding, the small
volume V (X) of the bound regions means that the contri-
bution of this binding mode to the second virial coefficient
becomes significant only for η & 0.06, after which it quickly
becomes very strong.
n = 1.) The lock-and-key interaction strength is strong
and increases strongly with η, as expected, while the non-
specific binding is weaker. However, lock-and-key bind-
ing requires localisation of the key particle in a small
binding region, so the effective potential itself does not
reflect the probability of binding in a given model. In
Fig. 6(b) we show the contributions of the two bind-
ing modes to the second virial coefficient (measured in
units where σ = 1). The larger volume (and hence larger
entropy) associated with the non-specific binding means
that this binding mode is preferred for small η (where the
interactions are weak in any case), but the lock-and-key
binding regime depends strongly on η and dominates for
η & 0.07.
B. Imperfectly fitting lock and key
To illustrate the general applicability of this method,
we now apply it to the effective interaction between a
lock particle and a spherical ‘key’ whose diameter does
not precisely fit the indentation on the lock. Specifically,
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FIG. 7. (a) Effective potential Weff at η = 0.08 for a spherical
particle that does not exactly fit the indentation in the lock
particle. (b) Piecewise constant approximation Wapp to this
interaction. The repulsive region in the lock mouth is not
captured: this is due to layering of the depletant particles in
this region. This effect could be captured by introducing an
extra region in the approximated interaction, but we chose to
ignore it, for simplicity.
we take a lock particle with dc = 0.5σ (as before) but
σc = 0.7σ, and we keep the same key particle as before
(σK = σ).
Fig. 7 shows results for Weff and Wapp in this case,
which can be compared with Fig. 3. Considering first
Weff , the general structure is very similar. The main no-
table features are that the bound region is more spread
out but the depletion attraction is weaker (Weff less neg-
ative) due to the imperfect fit of the key within the lock.
There is also a region where the depletion interaction is
repulsive, which is located near to the bound region. This
effect is due to layering of the (hard) depletant particles
near the surface of the lock.
The method for inferring the approximate effective
potential Wapp follows closely that of the previous sec-
tion. The main differences are as follows. The specific
binding regime is encapsulated by a single region with
dc ≤ r < dc + qσ/3, which plays the part of the inner-
most region XLK,n=1 for exactly-fitting key. The non-
specific region is identical to that of the previous section.
The intermediate regime is treated in the same way as
before (separated into two regions according to the sepa-
ration and 180 regions according to angle), the only dif-
ference being that the function r0(θ) which describes the
excluded volume of the lock is slightly more complex.
Comparing Fig. 7(a,b), one sees that the region of re-
pulsion between lock and key is not captured by this
method. Generalisation of the method to include this re-
gion would be straightforward, but the effect is relatively
weak in this case so we have ignored it for the purposes
of this study. Also, it is apparent from Fig. 7 that the
strength of the depletion potential in the intermediate
regime (as defined here) is comparable with its strength
in the specifically bound regime, due to the more delo-
calised nature of the bound state.
C. Summary of results for effective interactions between
lock and sphere particles
We have demonstrated that the method of Sec. III can
be used to describe the effective interactions between lock
and key particles. This method can be fully automated,
so even if the parameterised effective interactions depend
on a large number of parameters, these can be easily
extracted from available simulation data. However, two
comments are in order.
First, the aim of the effective potential is to allow effi-
cient simulation of a system of many interacting colloids,
but any such application requires an effective interaction
potential between the locks – we discuss this interaction
in the next section . Second, for the simple systems con-
sidered so far, where the effective interactions depend on
only two co-ordinates, one can imagine defining the effec-
tive potential by using large lookup tables based on the
results in Figs. 3(a) and 7(a), without defining regions
associated with lock-and-key and specific binding. How-
ever, for the lock-lock interactions described in the next
section, the effective potential cannot be described by a
simple two-dimensional histogram – it depends on a set
of four co-ordinates which are required in order to specify
the relative position and orientation of the locks. In that
case a direct parameterisation of the effective potential
would require a four-dimensional histogram instead of the
two-dimensional histograms in Fig. 3(a). This is impos-
sible for practical purposes, so the theoretical approach
described in Sec. III becomes essential. Indeed, we note
that most previous studies have concentrated on inter-
actions between locks and spheres23,25,27,28, presumably
because of the difficulty of characterising the lock-lock
interaction.
9V. RESULTS – INTERACTION BETWEEN LOCK
PARTICLES
In this section we consider effective interactions be-
tween indented colloids with σc = σ and dc = 0.5σ: these
are the same particles considered in Sec. IV A. However,
as far as possible, we describe our methods in a way that
is easily generalized to other values of the lock shape pa-
rameters.
A. Choice of co-ordinate system and analogy with
lock-key binding
The definition of an approximate effective potential
Wapp for interacting lock particles requires a suitable co-
ordinate system, which we take as in Fig. 2. Specifically,
consider two particles, let the positions of their geomet-
rical centres be R1,R2 and their orientations be n1,n2.
The distance between them is r = |R1 − R2|. We de-
fine three angles by cos θ1 = n1 · (R2 −R1)/r, cos θ2 =
n2 ·(R1−R2)/r and cosφ = n1 ·n2, with all three angles
chosen in the range [0, pi]. To ensure that the potential
is symmetric under interchange of the two particles, it is
useful to define a relevant angle θR = min(θ1, θ2) and an
irrelevant angle θI = max(θ1, θ2). The naming of the ir-
relevant angle anticipates the fact that our approximate
effective interaction will not depend explicitly on θI: see
below. On the other hand, the role of the relevant angle
θR in this interaction is analogous to the role of the angle
θ in the lock-sphere interaction considered in Sec. IV.
To illustrate the analogy with the lock-sphere inter-
action, we define the probability density for (r, cos θR),
based on the data for the two particle system. That is,
pη(rˆ, cˆr) =
1
2Zη2
∫
δ(rˆ − r)δ(cˆr − cos θR)
× e−veff (R1,Ω1,R2,Ω2)dR1dΩ1dR2dΩ2 (16)
[The notation here is that r = |R1 −R2| is the particle
separation (which is being integrated over) and rˆ is the
value of the separation at which the probability density
is evaluated. Similarly θR is the relevant angle (which is
being integrated) and cˆr is the argument of the probabil-
ity density. In the following, we omit the hats in cases
where this does not lead to any ambiguity.]
The distribution pη(r, cr) can be estimated numerically
by binning and histogramming data for r and cos θR from
a computer simulation of two colloidal particles, inter-
acting with a depletant. Then we define a free energy
(strictly, a free energy difference) that depends on these
two co-ordinates, as
wη(r, cr) = − log
[
pη(r, cr)
p0(r, cr)
· Z
η
2
Z02
]
(17)
where p0 indicates pη=0, as usual. The partition func-
tions Zη,02 are evaluated using (11). For the lock-key
system, this free energy is equal to the effective interac-
tion. In the lock-lock system, this is not the case because
the effective interaction Weff depends on two additional
variables φ, θI, as we discuss below. However, w(r, cr) is
a useful quantity to measure, because it shows the val-
ues of r and θR which are enhanced or suppressed by the
depletant.
The free energy w(r, cr) is plotted in Fig. 8(a). This
shows that the effective potential is attractive in two
main regions, which correspond to the specific (lock-
and-key) and non-specific (back-to-back) binding modes
shown in Fig. 2(b,c). Comparing with Fig. 3, there is
also finite probability density for the lock particles to
approach each other more closely than is possible for
a lock and key. The effect arises when the two lock
mouths (indentations) are oriented towards each other,
as in Fig. 2(d). In that case one sees that a particle over-
lap would result if either lock was replaced by a sphere.
B. Choice of regions X
As for the case of a sphere interacting with a lock,
we define the approximate effective potential Wapp by
dividing the parameter space into regions and consider-
ing them in turn. Given the similarities between Fig. 8a
and Fig. 3a, the natural choice is to retain the three
main regimes shown in Fig. 4, associated with specific
(lock-and-key) binding, non-specific (back-to-back) bind-
ing and an intermediate regime. In addition, there is
a fourth regime which consists of those values of r, cr
which were inaccessible in the lock-sphere case: this cor-
responds to the mouth-to-mouth case in Fig. 2(d).
In the following, we consider these four regimes in turn.
Each regime is defined by constraints on the values of r
and cr = cos θ. Within each regime, we identify differ-
ent regions and we either use (10) to assign a value of
Wapp, or in some cases we use an alternative but similar
method (see below). The resulting approximate effec-
tive interaction is independent of θI. In the back-to-back
(non-specific) regime and the intermediate regime it is
also independent of φ, and the effective interaction is very
similar to the lock-sphere interaction. In the lock-and-
key regime and the mouth-to-mouth regime, the effective
potential does depend on the angle φ.
1. Specific (lock-and-key) binding
The specific (lock-and-key) binding regime in Fig. 4
has an analogue for the interacting lock case which is
r0(θ) < r < dc + qσ (18)
This region corresponds to the bound area in Fig. 3. The
explicit lower bound on r comes from (12) and means that
this specific binding regime only includes states where
one of the locks could be replaced by a spherical key
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FIG. 8. (a) Free energy w(r, cr) = w(r, cos θ) evaluated
for two locks interacting with a depletant. Comparing with
Fig. 3, one sees regions associated with specific and non-
specific binding, as expected. The dotted line is Eq. (12)
which is the distance of closest approach of a spherical key
particle. In contrast to the lock-key case, there is a finite
probability of the two particles approaching closer than this
boundary: this corresponds to lock particles approaching each
other in a “mouth-to-mouth” configuration. (b) Free energy
w(r, cr) calculated for locks interacting via the effective po-
tential (without depletant). (c) Enlarged figure showing the
free energy in the lock-key bound region, where the system
with depletant (data from panel (a)) is compared with the
coarse-grained (approximate) potential (data from panel (b)).
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Figure 5.5: A 2D effective potential from computer simulation for an exactly fitting 2 lock
system,  W ⌘app(ci, cf)
  
A
, bound region, ⌘ = 0.07. The bottom left inset image is a reminder
that this potential is restricted to the bound (r, cr) region A. We see the highest attraction
along the diagonal, with the point (-1,1) corresponding to two bound locks (inset image).
As the right lock rotates in the bound position, we see a decrease in potential, e.g., (0,0),
until we finally reach a very small potential at the ‘mouth-mouth’ configuration, (1,-1).
More strictly speaking, in the same manner as  W ⌘app(r, cr), we write that the true
effective potential that depends on ci and cf is
 W ⌘(ci, cf|r, cr) =   log
 
P
⌘
LL(ci, cf)
P
⌘=0
LL (ci, cf)
!
(5.3)
and the equivalent approximate effective potential is
 W ⌘app(ci, cf|r, cr) =   log
 R
⌫(r,c)
drdcrP
⌘
LLR
⌫(r,c)
drdcrP
⌘=0
LL
!
. (5.4)
Note that the vertical bar on the LHS of both equations denotes that the specific ci and cf
depend on r and cr. The special integral limit, ⌫(r, cr), denotes that the specific integral
area in ci, cf space depends on the specific slice in r, cr space. As a helpful guide, the shape
of fig. 5.5 changes depending on which inset region we are integrating over. Therefore, for
region A, the limits of our integrals will be set to rL  r  rL +  rn and c+r  cr  1.0,
where c+r is the point at which the RHS of region F intersects with the LHS of region B.
As a further short hand, when referring to a specific region the RHS and LHS of eq. (5.4)
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FIG. 9. (a) Free energy as a function of (cI, cφ) =
(cos θI, cosφ), given that the particles a e in the lock-and-
key binding regime. T e attraction i strong st when φ is
small (cφ ≈ 1). (b) Analogous free energy as a function of
cφ only, but subdivided into three regions according to the
distance of between the lock particles. The points show the
measured free energy and the lines show the φ-dependence
of the approximate coarse-grained potential Wapp. The an-
gular dependence of Wapp does not match perfectly but the
contributions of the φ-dependent regions to the second virial
coefficient do match the true effective potential.
particle without overlapping the other lock. (Particles
approaching more closely than this will be considered in
the mouth-to-mouth regime, see below.)
Within this regime, the effective interaction depends
strongly on the angle φ. To quantify this, define an (un-
normalised) probability density for the cosines of the an-
gles θI, φ, for states restricted to this lock-and-key bind-
ing regime
pη(cˆi, cˆφ|LK) = 1
2Zη2
∫
LK
δ(cˆi − cos θI)δ(cˆφ − cosφ)
× e−veff (R1,Ω1,R2,Ω2)dR1dΩ1dR2dΩ2 (19)
where the integral domain is given by (18). There is an
associated free energy
wη(ci, cφ|LK) = − log
[
pη(ci, cφ|LK)
p0(ci, cφ|LK) ·
Zη2
Z02
]
(20)
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which is negative if the depletant enhances the proba-
bility of finding a particular value of these co-ordinates,
given that (18) is satisfied. This free energy is plotted
in Fig. 9(a). Two points are noteworthy: first, all the
data lie close to a diagonal line in this two-dimensional
space. The reason is purely geometrical – if one fixes
θR = 0 then one must have φ = pi− θI, just from the def-
inition of the co-ordinate system and independent of the
colloid shapes. Given that all data in Fig. 9 come from
the specific binding regime and therefore have small val-
ues of θR, this explains the inaccessible (white) regions
in Fig. 9. Second, there is significant dependence of the
effective potential on these angles, with strong interac-
tions when φ is small (cφ ≈ 1) and θI is large (ci ≈ −1).
The reason for this strong dependence is illustrated by
the snapshots in the same figure, which show that only
when cφ is large does one observe strong lock-and-key
binding.
Motivated by the one-dimensional structure in
Fig. 9(a), we define an analogous free energy for cφ alone.
wη(cφ|X) = − log
[
pη(cφ|X)
p0(cφ|X) ·
Zη2
Z02
]
(21)
as a function of the single variable cφ, now restricted
to a specific region X. We subdivide the lock-and-key
binding regime into three regions XLK,n, according to the
same distance cutoffs used for the analogous case in (13).
Fig. 9(b) shows the effective interactions as a function of
φ for these three regions.
The φ-dependence of Weff could be captured approxi-
mately with a piecewise constant function but we choose
an alternative approach here. For cosφ ≥ cosφ∗ and
within each region XLK,n, we use a constant value of
Wapp. We take cosφ
∗ = 0.4, consistent with Fig. 9 and
Wapp is determined from (10) using the regions XLKf,n
obtained from XLK,n by restricting also to cosφ ≥ cosφ∗.
For −1 ≤ cosφ < cosφ∗ we take Wapp to have linear
dependence on cosφ, to reflect the structure in wη(cφ|X).
The result is shown in Fig. 9(b). In the linear regime, we
fix Wapp to be continuous at φ
∗ and we choose the value
of the intercept Wapp(cφ = −1) so that the contribution
of region XLK,n to the second virial coefficient matches
the corresponding value of the exact effective interaction:
see Appendix A.
One sees from Fig 9 that this method overestimates
the strength of the effective interaction for negative val-
ues of cφ, but this is not a serious approximation since
such configurations are rather rare in any case. The poor
agreement for cφ ≈ −1 occurs because the second virial
coefficient is dominated by values of φ for which the in-
teraction is strong: in that case the factor e−βveff in (5)
is large. Hence, the method of matching second virial
coefficients tends to parameterise the effective interac-
tion most accurately in regions of strong binding (in this
case, large cφ). In fact, this feature is a key strength of
the method, since regions of strong binding are the most
important feature that the coarse-grained model should
capture. Note that an alternative strategy might have
been to fit the values of the effective potential in Fig. 9(b)
instead of matching B2(X). This would lead to a better
apparent fit in the figure, but the physical behaviour of
the system is controlled by B2(X), so we would expect
the resulting model to be less accurate in predicting this
physical behavior. (One might also improve the approx-
imate effective interaction shown in Fig. 9, for example
by following the parameterisation strategy used in the
intermediate regime for the lock-sphere interaction. The
difficulty in this case is that the function wη(cφ) is rather
expensive to estimate numerically, since such configura-
tions are very rare in the simulations of locks without
depletant. Hence our use of a piecewise linear approxi-
mation.)
As a final test of our effective potential in this regime,
we consider Fig. 8(c), which is an enlarged plot of
wη(r, cr), concentrating on lock-and-key binding. The
true free energy is shown in the upper panel, and is com-
pared with the same free energy evaluated using the ap-
proximate effective interaction Wapp. The agreement is
good.
2. Intermediate and back-to-back regimes
The effective potential in the back-to-back (non-
specific) regime and the intermediate regime follows ex-
actly the procedure described in Sec. IV A, except that
the definition of the intermediate regime includes a con-
straint that r > r0(θ), as in (18). Since the regions are
defined in this way, Wapp does not depend on θI, φ within
these areas. Of course this represents an approximation
(particularly in the intermediate regime) but the proba-
bility of binding in that regime is not high so this approx-
imation does not have a strong impact on the resulting
coarse-grained model.
3. Mouth-to-mouth regime
The mouth-to-mouth binding regime is defined by
those values of (r, cos θR) that would not be possible for
a lock interacting with a spherical particle, that is
r < r0(θ) (22)
with r0(θ) given by (12). These are binding modes which
are impossible for a spherical key interacting with a lock,
but are possible for two locks. The resulting effective
interactions are strong only for small r so within the
mouth-to-mouth regime we take Wapp 6= 0 only for
r < dc + qσ (23)
which is the same large-r cutoff as we used for the spe-
cific (lock-and-key) binding regime. Insisting always that
(22) holds we then define three regions XMM,n (with
n = 1, 2, 3) using the same distance cutoffs (13) as in
the lock-and-key (specific) binding regime.
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FIG. 10. Free energy wη(cφ|XMM,n) for mouth-to-mouth re-
gions, analogous to the bound case shown in Fig. 9b. Points
show the free energy evaluated from simulation and solid lines
show the effective potential Wapp. Configurations with high
and low values of cosφ are illustated. The difference between
this case and Fig. 9 is that if the locks labelled 2 in these
configurations were replaced spheres then they would overlap
with the locks labelled 1: this is the distinction between the
mouth-to-mouth and lock-and-key binding regimes.
The primary contribution to the resulting effective in-
teraction arises from configurations that are very close
to the bound regime. The generalisation of Fig. 9(b)
for these regions is shown in Fig. 10. Compared to the
lock-and-key binding regime, the accessible range of cφ
is reduced, due to the excluded volume interactions. For
the cφ values that are accessible, we choose a linear de-
pendence of the effective potential on φ, as in the lock-
and-key binding regime. We fix the potential to zero at
cφ = −1 and we adjust the slope of the effective po-
tential using the method described in Appendix A, so
that the contribution of this region to the second virial
coefficient matches between exact and approximate effec-
tive potentials. The potentials themselves do not agree
exactly but this has little effect on the overall physics
because the probability of binding in this regime is much
smaller than that of regular lock-and-key binding. [In
fact, the entropy associated with binding in this regime
is very low, due to the strong geometrical constraints on
(r, θR, φ).]
Finally, we note that the good agreement between the
fully interacting model and the coarse-grained model in
Fig. 8(c) does depend on a suitable φ-dependent param-
eterisation of Wapp in the mouth-to-mouth regime, since
the range of accessible values of φ depends strongly on
r, cr. In particular, using the regions XMM,n but ne-
glecting the φ-dependence of Wapp in this regime leads
to w(r, cr) depending only on r, which is not consistent
with the true free energy.
C. Verification
With these effective potentials in place, it is straight-
forward to simulate systems of indented colloids, interact-
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FIG. 11. Fraction XLL of unoccupied lock-and-key bind-
ing sites in a system of indented colloids, as a function of
the depletant volume fraction. The “exact” data are taken
from Ref. 30, and involve expensive simulation of lock parti-
cles interacting with a depletant. The “coarse-grained” data
were obtained from a (much shorter) simulation of colloids
interacting by the effective potential described in this work.
The simulations involve N = 60 colloids at number density
ρ = 0.2σ−3
ing by the approximate effective potential Wapp. Fig. 11
shows results for this case, compared to results for the
fully interacting system of colloids and depletant, from
Ref. 30. As in that work, it is convenient to measure the
number of lock-and-key bonds NLL between the colloids,
and to normalize this by the total number of particles,
N . Then we define XLL = 1 − (NLL/N) which is the
fraction of colloidal indentations that are not involved in
any lock-key bond. Hence XLL decreases from a value
close to unity at η = 0 to a value close to zero when the
interactions are very strong.
The agreement in Fig. 11 between the exact and coarse-
grained models is good. Deviations are visible for large
η: we note that in this case, equilibration of simula-
tions with depletant is challenging, and it is possible that
the deviations between exact and coarse-grained models
are due to a failure to equilibrate the fully-interacting
system. We also note that theoretical predictions of
XLL can be obtained from the contribution to the sec-
ond virial coefficient from lock-and-key bonding, using
Wertheim’s theory30, so the fact that the coarse-grained
interaction matches this contribution means that agree-
ment between exact and coarse-grained models should be
expected. However, the agreement of the coarse-grained
model with the exact results in Fig. 11 is significantly
better than the agreement with Wertheim’s theory in
Ref. 30, showing that it is not sufficient just to match
this second virial coefficient: a reasonably accurate de-
scription of effective interaction is also required in order
to achieve this agreement.
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VI. SIMPLIFIED LOCK-LOCK POTENTIAL
Finally, we discuss the connection of the results of this
work to the effective potential used in Ref. 6, which was
developed with the aid of some of the results presented
here. We refer to that interaction potential as W to
avoid confusion with the coarse-grained potential Wapp
discussed here.
A. Comparison with results for colloidal polymers
The potential W is defined in Ref. 6: we give a brief
recap here. In the back-to-back regime, W = −BB
throughout a region defined by σ < r < σ(1 + ξ) and
θR > θ
∗. The value of ξ is fixed at 0.1. In terms of
Fig. 4, this corresponds to using a single region for the
whole non-specific regime, instead of two regions as in
this work.
In the intermediate regime identified in this work (re-
call Fig. 4), we take W = 0, for simplicity. (The justifica-
tion for this assumption is that the intermediate binding
regime is rarely seen in practice since it competes with
specific lock-and-key binding, which is much stronger.)
For the specific (lock-and-key) regime, W is defined
in terms of a single region defined as r < dc + σξ, which
includes both the specific binding and mouth-to-mouth
binding regimes described here for the lock-lock interac-
tion. Comparing with Fig. 4, the three regions in the
“specific binding” regime are replaced by a single region,
which also includes the “mouth-to-mouth” regime (not
shown in Fig. 4). Within this regime W depends on φ,
in a similar way to Wapp, except for two simplications.
First, the linear segment of the effective potential shown
in Fig. 9b is constrained to reach zero when cosφ = −1;
second, the linear segment of the effective potential in
Fig. 10 is taken exactly to equal to that in Fig. 9b. From
inspection of Figs. 9,10, these additional constraints will
lead to a slightly less accurate representation of the exact
data. However, the key advantage is that when inferring
the effective potential W from data for colloids inter-
acting with depletant, the value of W at cosφ = +1
is a single adjustable parameter that is chosen to match
B2(X) for this region. This is much simpler than infer-
ring Wapp, which requires six parameters for the bound
regime and three more for the mouth-mouth regime.
As a result of these simplifications, W depends on
just three parameters: the range ξ and the interaction
strengths for specific and non-specific binding. Fixing
ξ = 0.1 and given a depletant at volume fraction η with
size ratio q, one may derive an effective potential W
by matching contributions to the second virial coefficient
from the lock-and-key and back-to-back regions. The rel-
evant contributions to the second virial coefficient are
shown in Fig. 12, for an AO depletant with size ratio
q = 0.126 (see also the Supplemental Material of Ref. 6).
Fig. 12 is qualitatively similar to the results for a lock-
sphere system shown in Fig. 6 of this work, although
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FIG. 12. Data showing contributions to the second virial
coefficient for specific (lock-key) and non-specific (back-to-
back) binding, for a system with AO depletant with size ratio
q = 0.126, as used in Ref. 6. The behaviour is very simi-
lar to Fig. 6, although the larger q-value means that relative
strengths of specific and non-specific interactions are more
similar and the overall strength of the interaction is lower (at
fixed volume fraction η).
we note that Fig. 12 shows results for a lock-lock inter-
action mediated by an ideal (Asakura-Oosawa17, AO)
depletant. (As expected, the larger depletant used in
Fig. 12 leads to weaker interactions compared to Fig. 6,
when comparing at fixed volume fraction η. It also leads
to a smaller difference in strength between specific and
non-specific binding modes).
The argument in Ref. 6 is that W provides a semi-
quantitative model of lock-and-key colloids interacting
with a depletant, and that matching the two values
B2(X) shown in Fig. 12 allows the behaviour of a range
of lock-and-key systems to be modelled using a single ef-
fective potential. Using this model revealed novel phase
behaviour, including porous liquid phases6, with simi-
larities to those found in patchy-particle models7,43,44.
In order to obtain accurate results for a specific micro-
scopic model such as the hard-sphere depletant used in
this work, we expect that using the more complicated
potential Wapp would yield a more accurate match with
the underlying microscopic model, but we would expect
the observed phase behaviour to be robust, especially
given the theoretical predictions (based on Wertheim’s
theory33) that this behavior is controlled by the second
virial coefficients for specific/non-specific binding6.
B. Comparison between hard sphere and ideal depletant
We noted above that the behavior discussed in Ref. 6 is
based on a model with an ideal (AO) depletant. In that
case, the (spherical) depletant particles describe polymer
chains so they can overlap with each other, although they
cannot overlap with the colloidal particles. This feature
means that the strength of the AO interaction can be
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expressed geometrically in terms of the overlap between
geometrical shapes. However, in contrast to the simple
situation of spheres interacting with each other or with
walls, analytic calculations of AO interactions between
indented colloids are limited to idealised geometries31,
although numerically exact calculations of lock-key in-
teractions have been performed28. For the full lock-lock
interaction considered here, one encounters the same dif-
ficulties in the AO case as for the hard sphere depletant
– the effective interaction is a function of four variables
and requires an approximate representation.
We already showed results in Fig. 12 for the second
virial coefficients based on an AO depletant, which reveal
similar qualitative behaviour to Fig. 6. If we compare the
effective potentials for AO and hard sphere depletants in
more detail, we find the behavior is very similar. Since
the AO interaction is not analytically tractable in this
system, a full analysis of these differences would require
the calculation shown here to be repeated for the AO
case, which is beyond the scope of this paper. However,
we note that the main difference between AO and hard-
sphere depletant is the layering effect of the hard-sphere
depletant near the colloid surfaces, which leads to the
repulsive interactions between colloids that are apparent
for intermediate separations in Fig. 7. A similar effect is
present in Figs. 3a and 8a but is weaker in those cases
and hence not so visible in the plots. In all cases, this
effect has been neglected in the effective potential, for
simplicity. In this sense, the effective potential that we
describe in this work is also a rather accurate model for
a system with an ideal depletant.
VII. CONCLUSIONS
We have presented a general technique for obtaining
coarse-grained effective potentials that approximate the
interactions between anisotropic colloids, immersed in a
depletant. The method takes data for the joint prob-
ability distribution of the relative positions and orien-
tations of a pair of colloids, obtained from simulations
that include the depletant explicilty. These data were
obtained in this case by the geometrical cluster algo-
rithm, although other methods can also be used. These
data are then used to derive an approximate depletion
potential which is a piecewise-constant function of the
relative positions and orientations of the colloids. Deriv-
ing this potential requires a decomposition of the two-
particle configuration space, which is chosen according
to physical reasoning. This decomposition fully specifies
the effective potential, which can then be inferred au-
tomatically from the simulation data, by matching the
second virial coeffients between the full and approximate
effective potentials in each region. This method thereby
ensures thermodynamic consistency at the level of the
free energy of bonding.
We have illustrated our approach for lock and key col-
loids, showing how one decomposes the domain of po-
sition and orientation into appropriate regions and im-
plements the matching strategy within each. The result-
ing depletion potentials are not simple because describ-
ing the relative position and orientation of anisotropic
particles requires several co-ordinates (for example, the
interaction potential between uniaxial particles depends
on one distance and three angles). Nevertheless, the ac-
curate effective potentials that we derive allow quanti-
tative agreement with fully interacting systems of many
colloids. This was tested via a comparison of the self
assembly of indented colloids into chains, for which the
depletion potential gave excellent agreement with a GCA
simulation of the full systems of hard indented colloids
plus depletant (Fig. 11), but at a fraction of the compu-
tational cost.
There are many instances in which colloidal anisotropy
is expected to lead to interesting self assembly behaviour
controlled by depletion. By its entropic nature, the in-
teraction is strongest between surfaces with complemen-
tary shapes. However the overall scale of the depletion
interaction and the ratio of the strength of specific to
non-specific interactions can be controlled by changing
the volume fraction of depletant and the depletion-colloid
size ratio. This makes depletion a versatile interaction for
the control of self assembly. With the increasing ability to
create colloids with a wide variety of shapes, it is becom-
ing practical to use depletion to assemble these building
blocks into designer structures4,6,16. If simulation is to
keep up with these advances and provide predictions as
to the types of assembled structures that might occur, it
will be necessary to have reliable coarse-graining strate-
gies for describing the effective interactions. Our method
should be of use here and it would be interesting to apply
it to other anisotropic colloids3,4,10,12,13.
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Appendix A: Deriving potentials Wapp that are not
piecewise constant
In Sec. V B 1, we explained that the specific interaction
between lock particles is described by a piecewise linear
effective potential. Since this potential is not piecewise
constant, its values cannot be inferred using (10) and so
a different method is required. To explain this proce-
dure in a general way, we consider an effective potential
Wapp that depends on just one co-ordinate (in the case
of Fig. 9b, this co-ordinate is cφ) and we describe the
effective potential by a parameter y (in this case y is the
intercept of the effective potential at cφ = −1). Our aim
is to find the value of y such that Bapp2 (X) defined in (7)
matches the second virial contribution Bη2 (X) defined in
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(6).
Recall that pη(cφ|X) is the unnormalised distribution
of cφ within region X, defined by analogy with (19).
(Note that this distribution depends on the system size
V through the partition function Zη2 .) It is convenient to
write
Bη2 (X) =
1
2
∫
X
(1− e−βveff )dR′dΩ′
= 12V (X)− 12V
∫
X
e−βveffdR dΩ dR′dΩ′
= 12V (X)− (Zη2 /V )
∫
pη(cφ|X)dφ
= 12V (X)− Zη2P η2 (X)/V (A1)
Similarly
Bapp2 (X) =
1
2
∫
X
(1− e−βvapp)dR′dΩ′
= 12V (X)− 12V
∫
X
e−βvappdR dΩ dR′dΩ′
= 12V (X)− (Z02/V )
∫
X
p0(cφ|X)e−Wapp(cφ|X)dcφ
(A2)
where Wapp(cφ|X) is the (cφ-dependent) approximate ef-
fective potential in region X (which depends on the pa-
rameter y).
Noting from (8) that P 02 (X) =
∫
p0(cφ|X)dcφ, we de-
fine a normalised probability distribution for cφ (within
region X) as p˜0(cφ|X) = p0(cφ|X)/P 02 (X). Finally, en-
forcing the constraint that Bη2 (X) = B
app
2 (X) we obtain∫
X
p˜0(cφ|X)e−Wapp(cφ|X)dφ = P
η
2 (X)
P 02 (X)
· Z
η
2
Zη0
. (A3)
The right hand side of this equation is the same quantity
that appears in (10) and can be calculated from simula-
tion data. Calculation of the left-hand side from sim-
ulation data requires sufficient data to estimate (as a
histogram) the distribution p˜(cφ|X). With this data in
hand, the left hand side can then be calculated as an
average with respect to this distribution, which depends
on the parameter y. A simple search over values of the
parameter y then yields an effective potential for which
Bη2 (X) = B
app
2 (X).
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