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INTRODUCTION 2 Introduction
The Balassa-Samuelson (BS) hypothesis is one of the most widespread explanations for structural deviations from purchasing power parity (PPP) (Dornbusch, 1985) . 1 The BS hypothesis was stated by both Balassa (1964) and Samuelson (1964) simultaneously, but has a research precedent in the work of Harrod (1933) . According to the hypothesis, differences in the productivity differential between the non-tradable and the tradable sector lead to differences in price levels between countries, when converted to the same currency. 2 Ceteris paribus, a productivity increase in tradables raises factor prices, i.e., wages, which in turn leads to higher prices of non-tradables and thus to an appreciation of the real exchange rate. In contrast, when the relative productivity of non-tradables increases, marginal cost cuts result in a lower price level.
The empirical evaluation of the BS hypothesis has gained a great deal of attention. As stated in a survey by Tica and Družić (2006) , the major share of the evidence supports the BS model, but the strength of the results depends on the nature of the tests and set of countries analyzed.
There are several studies based on a disaggregation of the tradable and non-tradable sector that find empirical support for the BS hypothesis (see, e.g., Lee et al. (2008) , Choudhri and Khan (2005) or Calderón (2004) ).
In particular, since sector-specific data for OECD countries on total factor productivity (TFP) has become available, various studies have tested and confirmed the BS hypothesis using OECD panel data (MacDonald and Ricci, 2007; Chinn and Johnston, 1996; De Gregorio and Wolf, 1994) . All these studies are based on the discontinued International Sectoral Database (ISDB) provided by the OECD. According to this literature, countries with higher productivity differentials between tradables and non-tradables exhibit In order to detect the causes of the conflicting results, we systematically compare the three datasets and their implications regarding the estimation results. Our robustness tests reveal that severe outlier dependency exists for the traditional pro-Balassa-Samuelson finding regarding non-tradables. In particular, Japanese labor productivity in the non-tradable sector strongly weakens the estimated BS effect. For the time period from 1970 to 1992, the coefficient even significantly changes its sign once Japan is included, a finding that is robust against several variations of the model specification.
For the time period after 1992, the connection strongly depends on wether the United States are included in the country sample.
However, the negative relationship between the productivity of tradables and the real exchange rate is very robust. A rigorous analysis of the tradable sector reveals that this reversal is robust for the last two decades against the choice of the country-sample, the precise start of the sample period, the exact model specification, and the inclusion of additional explanatory 2 DATA 4 variables. In Gubler and Sax (2011) , we provide a static general-equilibrium framework with skill-based technological change (SBTC) that can explain the new relationship. We show that SBTC may increase the relative amount of physical capital used by the tradable industry, thus releasing low-skilled labor; and finally, leading to lower wages for low-skilled labor and lower prices in the economy. An increase in tradable productivity may thus be connected to a lower real exchange rate.
Overall, we conclude from the results of our analysis that the presence of the Balassa-Samuelson effect is not robust for a panel of major OECD countries. In fact, during the last two decades an increase in the productivity of tradables, all else being equal, has given rise to a depreciation of the real exchange rate.
The remainder of this paper is organized as follows. Section 2 presents the data. We outline the methodology in Section 3 and show the results in Section 4. Section 5 concludes.
Data
The data for the 18 major OECD countries included in our dataset stem from different databases of the IMF, OECD, World Bank and the Penn World Tables. Depending on the estimation, the country-sample has to be reduced, because we aim to replicate the results of MacDonald and Ricci (2007) or because not all data are available. 4 . A detailed description of all variables is given in Table 1 and in Appendix A.2.
In order to test the BS hypothesis, we condition the real exchange rate on productivity measures for both the tradable and the non-tradable sector, as well as on control variables. The choice of the dependent variable is discussed in Section 2.1. Due to its importance and complexity, productivity data are separately examined in Section 2.2. All other exogenous variables are discussed in Section 2.3. The time series properties of the variables are assessed in the final Section 2.4.
Dependent Variable: Real Exchange Rate
We use the logarithm of the unweighted real exchange rate (RER) as the dependent variable in our estimation equations. In principle, the real ex-2 DATA 5 instead of defining such a reference country, we circumvent the problem by using time fixed effects throughout our analysis. The real exchange rate can thus be thought of as a deviation from the sample mean, which, in this case, acts as the reference country ("average OECD country"). Proceeding this way allows us to keep as many observations as possible.
An extensive body of the empirical literature uses effective real exchange rates (see, e.g., Lee et al. (2008) , Calderón (2004) or De Gregorio and Wolf (1994) ), that are weighted by the share of exports. Effective real exchange rates have the advantage that there is no need to specify a specific reference country. While effective real exchange rates are a useful measure for competitiveness, the share of exports seems not only irrelevant in our context but also misleading. If, for example, a country changes its export destinations to countries with a weaker real exchange rate, effective real exchange rates would indicate a real appreciation, while, in fact, the country still has the same relative price level towards all countries.
Productivity Data
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2 DATA 8 10% and as non-tradable otherwise. 6 While no division has become standard in the field (Tica and Družić, 2006) , studies based on data from OECD countries usually refer to the division proposed by De Gregorio and Wolf (1994) (see, e.g., MacDonald and Ricci (2007) , Chinn and Johnston (1996) We consider TFP as the preferred measure for productivity. As pointed out by De Gregorio and Wolf (1994) , average labor productivity grows much faster during economic downturns, and, hence, it is not a reliable indicator of sustainable productivity growth which can affect the economy in the medium or long term. Nevertheless, there are some advantages of LP, and we will use the measure to check the robustness of our TFP results. 7
6 Adjustments of the threshold value to 5% and 20% leave the division virtually unchanged (De Gregorio and Wolf, 1994) .
7 The advantages are summarized by Canzoneri et al. (1999) : First, labor productivity data are available for more countries and over a longer time period than TFP numbers. Second, the calculation of LP figures does not require an estimation of the capital stock and the income share of labor, with both estimations likely to be imprecise. Third, the BS hypothesis holds for more technologies than the Cobb-Douglas production function 
Control Variables
We include several control variables along with the productivity variables in our estimations: The importance of the terms of trade (T OT ) has been proposed to be an important determinant of the long-run real exchange rate (e.g., De Gregorio and Wolf (1994) ; Sax and Weder (2009) ). An improvement in the terms of trade allows a country to raise its imports for a given amount of factor inputs in the export sector. Hence, a change in T OT may be interpreted analogous to a change in the productivity in the tradable sector (De Gregorio and Wolf, 1994) .
Several authors point out the importance of demand-side factors for the determination of the long-run real exchange rate. Therefore, we consider the government spending share (GOV ), net foreign assets (N F A), the current account (CA) and real GDP per capita (GDP ) as control variables.
De Gregorio and Wolf (1994) show theoretically that an increase in government spending reduces the equilibrium real exchange rate if capital mobility across countries is restricted. This increase affects the relative price of tradable and non-tradable goods negatively, because government spending tends to fall more heavily on non-tradables. Hence, government spending is widely used as an additional explanatory variable (see, e.g., Lee et al. (2008) , generally employed to determine TFP. Chinn and Johnston (1996) or Sax and Weder (2009) ).
Private demand may affect the real exchange rate as well. It is likely that a higher income is associated with a higher demand for non-tradables. The associated rise in the relative price of non-tradables gives rise to a higher overall price level (De Gregorio and Wolf, 1994) . Furthermore, trade deficits or surpluses could affect the demand for non-tradables, by increasing or decreasing the amount of tradables that are available for consumption. As a permanent trade deficit can only be sustained in the presence of net foreign assets, several authors have emphasized the importance either of the net foreign assets or the current account deficit for the determination of the real exchange rate (Lee et al., 2008; Lane and Milesi-Ferretti, 2004; Krugman, 1990 ).
Finally, two other macroeconomic variables, the real interest rate (RI ), and the population growth rate (DPOP ), are taken into account. Their importance for the determination of RER has been discussed in theoretical and empirical contributions to the literature. According to the theoretical model provided by Stein and Allen (1997) , a higher real interest rate is associated with an appreciated long-run real exchange rate because of portfolio adjustments and capital inflows. Rose et al. (2009) show in an overlapping generation model that a country experiencing a decline in its fertility rate will also experience a real exchange rate depreciation.
Assessing the Time Series Properties of the Variables
The panel unit root tests proposed by Levin et al. (2002) (LLC) and Im et al. (2003) (IPS) have been conducted for all variables (Table 3) . In order to obtain reliable results, the test statistics are based on all available information for both time and cross-sectional dimensions. Thus, although the full length of a series is not used for the estimation, all observations are nevertheless used for the unit root test.
As described in Section 2.1, we do not compute the real exchange rate towards a specific country (or towards a basket of countries, such as in the effective real exchange rate). Instead, time-specific dummy variables are included in all estimations. In order to assess the times series properties, the real exchange rate is calculated towards the average of the sample (denoted
RER_AV G).
Overall, we find strong evidence for non-stationary behavior for all vari-2 DATA 11 Notes: x indicates the inclusion of a deterministic trend. As all estimations contain time-specific dummy variables, the real exchange rate of each country is computed with respect to the average sample country for the unit root tests (RER_AV G). IPS: Lag length selection by modified SIC (Ng and Perron, 2001) ; LLC: Lag length selection by modified SIC; Bartlett kernel, NeweyWest bandwidth. The panel is unbalanced: The time period marks the maximum years available * / * * / * * * denotes significance at 10%, 5% and 1% level, respectively ables with the exception of the population growth rate, DP OP . As DP OP is the first difference of the logarithm of population, this result is not surprising. The total factor productivity in the tradable sector (T F P _T ) from Galí (1999) or King et al. (1991) ). All results are also in line with the results found in similar empirical studies (see, e.g., Lee et al. (2008) , MacDonald and Ricci (2007) or Calderón (2004)).
Methodology: Cointegration Tests and Panel DOLS
The number of observations for each country is limited, given the length of the sample (23 years in our benchmark model) and the annual data frequency. Therefore, we pool the data and apply a panel estimation technique to improve the power of our results. We are primarily interested in the long-run relationship between the real exchange rate and its determinants described in Section 2 and summarized in Table 1 .
In order to estimate this relationship, we employ a panel cointegration model that treats the non-stationarity of the variables correctly. Furthermore, the dynamic speed of adjustment of the real exchange rate to its long-run equilibrium is determined.
Our estimation results are based on the dynamic ordinary least squares (DOLS) method. Several methods to estimate a panel cointegration model are discussed in the literature. However, Kao and Chiang (2000) show that the DOLS approach developed by Stock and Watson (1993) 
where RER it denotes the real exchange rate at time t of country i, α i is a 3 METHODOLOGY: COINTEGRATION TESTS AND PANEL DOLS 13 country fixed effect, δ t is a time fixed effect, X it is a vector containing the explanatory variables, β is the cointegration vector, k and p are the maximum and minimum lag lengths, respectively, γ j are the k +p+1 vectors containing the coefficients of the leads and lags of changes in the explanatory variables, and it represents the error term.
The inclusion of the leads and lags solves the potential endogeneity problem by orthogonalizing the error term. 8 We choose the number of leads and lags to be one (k = p = 1). A rising number of leads and lags further constrains the number of observations. This may be a caveat particularly in subsamples with reduced numbers of years. 9
Both time and country fixed effects are added in order to reduce omitted variable bias, and because some variables are indices, and hence, their levels are not comparable across countries. Furthermore, as described in Section 2.1, time fixed effects are necessary, because our real exchange rate is not computed towards a reference country.
We report standard errors developed by Driscoll and Kraay (1998) To ensure that what we find is indeed a long-run relationship between the real exchange rate and the set of explanatory variables, we test for cointegration using two methods. First, we follow MacDonald and Ricci (2007), who apply the standard unit root test of Levin et al. (2002) to the estimated residuals. 11 Second, we employ the Kao (1999) In order to capture the short-run dynamic adjustment of the real exchange rate to temporary disequilibria, an error correction specification is 8 The leads and lags remove the correlation between the error term and the stationary component of the non-stationary variables.
9 However, our main conclusions are robust to an increased number of leads and lags. 10 As a robustness check, we employ the HC3 estimator proposed by Long and Ervin (2000) . The conclusions do not change.
11 For the theoretical foundation of this methodology, see Pedroni (2004) . The conclusions do not change if the residuals are corrected by the estimated leads and lags.
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applied to the data. The model can be written as follows:
where
and where η represents the adjustment speed coefficient. The gap it is computed using the results of Equation (1).
Empirical Results
In order to explore the validity of the Balassa-Samuelson (BS) hypothesis,
we estimate various DOLS model specifications. This section presents the results for the relationship between the equilibrium real exchange rate and relative productivity as well as control variables. In addition, the results of the cointegration tests described in Section 3 are reported. Finally, we
provide an extensive robustness analysis of our main findings.
Comparison of the Productivity Datasets
In a first step, we examine the validity of the BS hypothesis using the newest sectoral productivity data from the PDBi. For the purpose of comparability, we restrict our sample to the same set of countries and control variables as MacDonald and Ricci (2007) . Therefore, the real exchange rate (RER) is conditioned on total factor productivity or labor productivity of tradables (T F P _T , LP _T ) and non-tradables (T F P _N T , LP _N T ), net foreign assets in percent of GDP (N F A), and the long-term real interest rate (RI).
The cross-section dimension is reduced to the countries listed in sample (i) in Appendix A.1.
The results in column (1) of 1985 -2008 1970 -1992 1970 -2008 1970 -1992 1992 -2008 112 188 289 163 113
Notes: See Table 1 for the definitions of the variables. All FE estimator regressions include country-specific and time-specific dummy variables as well as first differences of each explanatory variable (1 lead/lag). Country-sample (Appendix A.1): Sample (i). Japan is not included in (1) (Footnote 12). The productivity data stem from the PDBi (1), the ISDB (2), and the STAN database (3)-(5). Robust standard errors proposed by Driscoll and Kraay (1998) of the coefficients related to both TFP variables are consistent with the BS hypothesis. Quantitatively, the coefficients on both coefficients are smaller than in MacDonald and Ricci (2007) , and the coefficient on T F P _T is statistically insignificant. These differences disappear to a great extent once we follow MacDonald and Ricci (2007) and increase the number of leads and lags to three. The results are shown in column (1) of Table 8 in Appendix B. Hence, we are able to replicate the results in favor of the BS theory with data from the ISDB.
The successful confirmation of the BS hypothesis may depend either on the productivity data source or the sample period or both. Unfortunately, the two datasets ISDB and PDBi contain only very few overlapping observations. Therefore, we are not able to distinguish the time from the source effect. In order to verify our finding, we estimate the model with labor productivity (LP) data from STAN, as this database covers both periods. 13
Column (3) The coefficients on LP _T are negative in all estimations and statistically significant for the whole sample and in the second subsample, confirming the results from column (1). The coefficients on LP _N T are positive in all estimations and statistically significant for the whole sample and for the first subsample, again confirming the results from column (1). Thus, labor productivity data from the STAN database lead to similar results as total factor productivity data from the PDBi, but both results contradict the BS hypothesis and differ from the findings using the ISDB. This result is further analyzed in Section 4.4. As the sign of the coefficients on LP _T and LP _N T is the same across both subsamples, the differences between columns (1) and (2) are likely to be determined by the dataset rather than by the sample period. Note that the essential difference remains when we substitute LP for TFP from the ISDB. The coefficients are displayed in column (2) of Table 8 in Appendix B.
The control variable N F A has the correct sign in columns (1), (3) and (5). However, the coefficients are statistically insignificant and the economic effect is considerably smaller compared to the results of Lee et al. (2008) and Lane and Milesi-Ferretti (2004) . The model with labor productivity data from the STAN database estimated from 1970 to 1992 has a significant positive coefficient on RI consistent with the theory (Stein and Allen, 1997).
Our results with ISDB productivity data point to a half-life of deviations of the real exchange rate from its estimated long-run relationship of 2.5 to 2.7 years (column (2), Table 4 , and column (2), Table 8 , in Appendix B). This result is in line with the existing literature (see, e.g., Lee et al. (2008) ), but larger than in MacDonald and Ricci (2007) . In recent times, the adjustment speed has accelerated to about one year. These results are reported in columns (1) and (5) of Table 4 . As our main interest concerns the cointegration relationship, we do not discuss this issue further.
Full Country-Sample Estimations
The estimations in Table 4 are based on a reduced set of countries. We now re-estimate the model with all countries available (sample (ii) and (iii), Appendix A.1). In addition, we drop the variables N F A and RI, since neither variable seems to have considerable explanatory power for the longrun real exchange rate. Instead, we use the terms of trade (T OT ) as a control variable in the baseline model, as T OT turns out to be an important and robust determinant of the equilibrium real exchange rate. 14 Table 5 summarizes the results. Compared to Table 4 , the coefficients on T F P _T and LP _T are smaller, but remain negative and significant with a single insignificant exception (column 3). However, for the same first period subsample, the coefficient is also insignificant (but negative) with the reduced country-sample (column (4), Table 4 ). A 10% increase in the TFP of tradables from the new PDBi would imply an almost 2% depreciation of the real exchange rate. A similar result emerges with LP data from the STAN database for the sample period from 1992 to 2008 (column 4). Thus, the negative relationship between the productivity of tradables and the real exchange rate persists when all countries are included. We will further explore 14 The inclusion of T OT raises the concern about possible endogeneity. We conduct a very simple exercise to check for reverse causation by substituting the contemporaneous value by the one-year-lagged value of T OT . The results are robust to this modification. Therefore, we conclude that this potential endogeneity problem is not of a major concern in our analysis. The results are shown in Table 9 in Appendix B. 1985-2008 1970-2008 1970-1992 1992-2008 Obs. 181 532 251 258
Notes: See Table 1 for the definitions of the variables. All FE estimator regressions include country-specific and time-specific dummy variables as well as first differences of each explanatory variable (1 lead/lag). Country-samples (Appendix A.1): Sample (ii) for (1), sample (iii) for (2) and (4), and sample (iv) for (3). The productivity data stem from the PDBi (1), and the STAN database (2)-(4). Robust standard errors proposed by Driscoll and Kraay (1998) the robustness of this relationship in Section 4.4.
The effect of non-tradable productivity is less robust. Compared to Table   4 , the coefficients on the productivity of non-tradables switch signs in two estimations: In column (1), the coefficient on T F P _N T drops from 0.26 to -0.77 and becomes statistically significant (compared to column (1), Table   4 ), in column (4) the coefficient on LP _N T turns negative, but remains insignificant (compared to column (5), Table 4 ). We will explore this lack of robustness in Section 4.4.
T OT is statistically and economically significant with the correct sign in columns (1), (2) and (4). On average, a 10% increase in the terms of trade leads to a 2% appreciation of the real exchange rate. 
Control Variables
The impact of additional explanatory variables on the long-run real exchange rate is analyzed in Table 6 . In line with the previous results, both coefficients on the productivity variables are negative and predominantly significant in all models. For the tradable sector productivity, this is the opposite effect of what is claimed by the BS hypothesis. Additionally, the significant positive impact of the terms of trade on the price level remains.
The selection of the explanatory variables is discussed in Section 2.3.
In line with the theory, government spending (GOV ) has a positive but insignificant effect on RER (column 1). Moreover, a current account surplus (CA) has a statistically significant positive effect, as predicted (column 2); however, the very small coefficient points to a limited economic significance.
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Real GDP per capita (GDP ) affects RER significantly positive (column 3) and confirms the hypothesis that the income level affects the consumption pattern: A 10% increase in GDP implies a 3% increase appreciation of the real exchange rate. Finally, contrary to the theory, in our sample of OECD countries, there is no significant connection between the population growth rate (DP OP ) and RER (column 4).
Robustness Analysis
From the estimation results presented in the previous sections, we conclude that an overall stable Balassa-Samuelson effect cannot be found. The coefficients on productivity of tradables and, in particular, on the productivity of non-tradables are not robust against various sample variations, such as the source of the productivity data, the time period, or the set of control variables.
As we have seen, TFP from the PDBi in the non-tradable sector changes its coefficient from 0.26 to -0.77 and becomes highly significant once we employ the full country-sample (column (1), Table 4 , and column (1), Table   5 ). By repeatedly re-estimating this specification and each time omitting one of the countries of sample (ii) (Appendix A.1), we are able to identify the United States as a critical outlier. As soon as the country is omitted, the coefficient changes from being significantly negative to being insignificantly positive. But if we continue the exclusion exercise without the United States, we find that omitting Italy switches the sign of the coefficient again, this time from positive to negative. Then, excluding France changes the coefficient to positive. Next, dropping Norway leads to another sign reversal. Although the coefficients are insignificant, at least for the non-tradable sector, the result crucially depends on the country-sample chosen.
The estimation of individual slope coefficients on non-tradable productivity confirms this finding. While the effect is positive for Austria, Denmark, Greece, Italy and Norway, the contrary holds for Belgium, Finland, France, Germany, Netherlands, Spain, Sweden and the United States. Again, only the coefficient on the United States is significant. Therefore, the relationship between non-tradable productivity and the real exchange rate seem to differ across the countries making a panel approach for analyzing this relationship questionable.
Furthermore, Japan seems to be an outlier that critically affects the Notes: See Table 1 for the definitions of the variables. All FE estimator regressions include country-specific and time-specific dummy variables as well as first differences of each explanatory variable (1 lead/lag). Country-samples (Appendix A.1): Sample (iii) without Japan for (1) and (3), sample (iv) without Japan for (2). The productivity data stem the STAN database. Robust standard errors proposed by Driscoll and Kraay (1998) results of the estimations using labor productivity data from the STAN database. Re-estimating the specifications in columns (2)-(4) of Table 5 without Japan produces different results, reported in Table 7 . In particular, while an increase in labor productivity in the non-tradable sector gives rise to a significant real exchange rate appreciation in the full country-sample from 1970 to 1992 (column (3), Table 5 ), the contrary is true if Japan is omitted (column (2), Table 7 ).
The replication of the exclusion exercise with country-sample (iv) in the absence of Japan shows that the coefficient on LP _N T remains negative and becomes insignificant only when Norway or the United States are excluded. Therefore, the positive relationship between Japanese non-tradable productivity and RER dominates the overall negative relationship in the other countries.
This result is also robust against moving the end date from 1985 to 1995, although the coefficient shrinks and loses its significance for the years 1993 until 1995. Furthermore, the sign remains unchanged with additional explanatory variables taken into account (Table 10 in Appendix B). Finally, the increase in the number of leads and lags of up to three (MacDonald and Ricci, 2007) does not alter the conclusion.
There is a second, truly robust finding: The relationship between productivity in the tradable sector and the real exchange rate is negative, since the beginning of the 1990s (columns (1) and (4), Table 5 ). While this result contradicts the BS hypothesis, it is robust against variations in the country-sample, the sample period, the exact model specification and the set of control variables. The finding is also independent of whether we use labor or total factor productivity.
The exclusion exercise reveals that the negative sign is persistent against the omission of any country. In rare cases, the coefficient becomes statistically insignificant (if Italy, Sweden (with LP), or Norway (with LP and TFP) are excluded). Varying the start point of the sample shows that the negative coefficient is significantly negative from 1988 to 1995, independent of the productivity data source. The relationship remains significantly negative when up to three leads and lags are included into the model. Finally, the finding is robust against the inclusion of additional explanatory variables (Tables 11 and 12 in Appendix B).
Once we increase the starting point of the sample from 1985 to 1992, the variables CA and GDP are not significant anymore (Table 12 in Appendix B). Of all additional explanatory variables, it is thus only the terms of trade that is robust against a sample variation.
The relationship between productivity in the tradable sector and the real exchange rate is illustrated in Figure 2 . The left panel contains the productivity of tradables in relation to the real exchange rate, both adjusted by country-specific and time-specific effects. In the right panel, the real exchange rate is additionally adjusted by the productivity of non-tradables and the terms of trade. The small differences between the left and the right panel indicate that the relationship does not depend on whether control variables are used. In line with the DOLS estimation results, all scatter plots show the significant negative relationship.
Having found a robust negative relationship between tradable productivity and the real exchange rate, we conclude that sectoral productivity panel data from the OECD offer no support for the BS hypothesis for a panel of major OECD countries. PDBi, bivariate
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dicts the BS hypothesis, but also the results of previous empirical research that is based on the older International Sectoral Database (ISDB).
Results from estimations with LP indicate that the difference in the findings from studies using TFP data from the ISDB (in favor of BS) and the PDBi (against BS) are due to the data source and not due to a change of the relationship over time.
An extensive robustness analysis shows that the negative relationship does not depend on the choice of the country-sample, the precise start of the time period, the exact model specification, the inclusion of additional explanatory variables or the non-tradable productivity. On the other hand, the relationship between the productivity in the non-tradable sector and the long-run real exchange rate during the last two decades is strongly affected by the choice of the country-sample.
Prior to 1992, the robustness tests further reveal a strong dependency of the results on a single outlier: The coefficient on non-tradable labor productivity significantly changes the sign once Japan is included. Without Japan, we find a robust negative relationship between non-tradable productivity and the real exchange rate, in line with the BS hypothesis.
Finally, we examine the explanatory power of control variables whose importance for the real exchange rate determination has been discussed in the literature. The results indicate that, with the exception of the terms of trade, their explanatory power is weak or not robust against the chosen time period.
The fact that we find a robust negative relationship between tradable productivity and the real exchange rate is puzzling. According to the BalassaSamuelson hypothesis, we would expect a higher productivity to be connected with higher wages and thus with a higher price level. Why is the opposite the case? In Gubler and Sax (2011) , we show that skill-based technological change may lead to an increase in productivity and a lower demand for low-skilled labor, and thus to lower prices in the economy. Of course, other explanations are equally possible.
Our findings potentially facilitate future empirical research on the determination of the equilibrium real exchange rate in OECD countries. As • BOND YIELD (AUY61... etc.)
• CPI (AUY64...F etc.)
• EXCHANGE RATE, US$ PER LC (AUOCFEXR etc.)
ii OECD, Economic Outlook
The data are from Economic Outlook No 88., available on http:// www.oecd-ilibrary.org/. These variables were used:
• Imports of goods and services, deflator, national accounts basis (PMGSD)
• Exports of goods and services, deflator, national accounts basis (PXGSD)
• Current account balance, as a percentage of GDP (CBGDPR)
• Total disbursements, general government, as a percentage of GDP iii OECD, STAN Database for Structural Analysis
The data are from oecd.stat and have been downloaded as a single ASCII file. The series for Germany have been retropolated with the former West-Germany series.
iv OECD, PDBi, Sectoral Productivity Database A new dataset provided by the OECD (we used a pre-released version of the dataset).
Both for the STAN database and the PDBi, tradable and non-tradable productivity is calculated the following way:
where P denotes labor productivity in the STAN case and total factor productivity in the PDBi case. S is the share of the subsector.
v OECD, ISDB, Sectoral Productivity Database A vintage dataset provided by the OECD.
Tradable and non-tradable total factor productivity is calculated the following way (again, P denotes labor or total factor productivity and S the share of the subsector):
P N T = S SOC · P SOC + S EGW · P EGW + P CST · S CST S SOC + S EGW + S CST , P T = S AGR · P AGR + S M AN · P M AN + S T RS · P T RS S AGR + S M AN + S T RS .
vi Penn World Tables
The data are from http://pwt.econ.upenn.edu/php_site/pwt_index. php. These variables were used:
• Real GDP-per-capita (USD of 2005) (RGDPL)
• Population (in 1000) (POP)
The population growth rate is calculated as the first difference of the logarithm of POP.
vii World Bank, World Development Indicators
The following variables are extracted from the WDI CD-ROM:
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• Net foreign assets
The share of net foreign assets (N F A in the text) is calculated in the following way:
N F A = N F A Level GDP · 1000000 where N F A Level are the net foreign assets as taken from WDI and GDP denotes nominal GDP taken from the OECD Economic Outlook. The missing value of N F A Level for Belgium and France for the year 1998 is replaced by a linearly interpolated value. The results do not change. 1985-2008 1970-2008 1970-1992 1992-2008 Obs. 168 514 237 240
B ADDITIONAL ESTIMATION RESULTS 32

B Additional Estimation Results
Notes: See Table 1 for the definitions of the variables. All FE estimator regressions include country-specific and time-specific dummy variables as well as first differences of each explanatory variable (1 lead/lag). Country-samples (Appendix A.1): Sample (ii) for (1) and sample (iii) for (2)-(4); Australia, Germany and Sweden are not included in (3) due to missing data. The productivity data stem from the PDBi (1), and the STAN database (2)-(4). Robust standard errors proposed by Driscoll and Kraay (1998) are reported in parentheses. * / * * / * * * denotes significance at 10%, 5% and 1% level, respectively. Notes: See Table 1 for the definitions of the variables. All FE estimator regressions include country-specific and time-specific dummy variables as well as first differences of each explanatory variable (1 lead/lag). Country-sample (Appendix A.1): Sample (iv) without Japan. The productivity data stem from the STAN database. Sample period: 1970 Sample period: -1992 . Robust standard errors proposed by Driscoll and Kraay (1998) are reported in parentheses. * / * * / * * * denotes significance at 10%, 5% and 1% level, respectively. Notes: See Table 1 for the definitions of the variables. All FE estimator regressions include country-specific and time-specific dummy variables as well as first differences of each explanatory variable (1 lead/lag). Country-sample (Appendix A.1): Sample (iii). The productivity data stem from the STAN database. Sample period: 1992-2008. Robust standard errors proposed by Driscoll and Kraay (1998) are reported in parentheses. * / * * / * * * denotes significance at 10%, 5% and 1% level, respectively. Notes: See Table 1 for the definitions of the variables. All FE estimator regressions include country-specific and time-specific dummy variables as well as first differences of each explanatory variable (1 lead/lag). Country-sample (Appendix A.1): Sample (ii). The productivity data stem from the PDBi. Sample period: 1992-2008. Robust standard errors proposed by Driscoll and Kraay (1998) are reported in parentheses. * / * * / * * * denotes significance at 10%, 5% and 1% level, respectively.
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