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Abstract
Causal questions are omnipresent in many scientific problems. While much progress has been
made in the analysis of causal relationships between random variables, these methods are not well
suited if the causal mechanisms manifest themselves only in extremes. This work aims to connect
the two fields of causal inference and extreme value theory. We define the causal tail coefficient that
captures asymmetries in the extremal dependence of two random variables. In the population case,
the causal tail coefficient is shown to reveal the causal structure if the distribution follows a linear
structural causal model. This holds even in the presence of latent common causes that have the same
tail index as the observed variables. Based on a consistent estimator of the causal tail coefficient,
we propose a computationally highly efficient algorithm that infers causal structure from finitely
many data. We prove that our method consistently estimates the causal order and compare it to other
well-established and non-extremal approaches in causal discovery on synthetic data. The code is
available as an open-access R package on Github.
1 Introduction and background
1.1 Introduction
Reasoning about the causal structure underlying a data generating process is a key scientific question in
many disciplines. In recent years, much progress has been made in the formalization of causal language
[22, 30, 14]. In several situations, causal relationships manifest themselves only in extreme events.
In Earth system science, for example, the question to which extent the occurrence of extreme events
can be attributed to climate change, also known as “attribution science”, has received a lot of attention
since the seminal work of Stott et al. [31]. Existing causal methodology, however, focusses on moment
related quantities of the distribution and is not well-tailored for these type of questions. The statistics
of univariate extremes is relatively well understood [25] and there is a large set of tools for the analysis
of heavy-tailed distributions. Work relating causality and the occurrence of extreme events, however, is
sparse. This work attempts to bring closer the fields of causality and extremes.
Let us first consider a bivariate random vector (X1, X2) and assume that we are interested in the
causal relationship between the two random variables, X1 and X2. We now consider a linear structural
causal model [22] over variables including (X1, X2) (without feedback mechanisms). We can then
distinguish between the six different scenarios of causal configurations1 shown in Figure 1 that include
1 This collection is complete in the following sense. Any structural causal model including X1 and X2 is interventionally
equivalent [24] to one of the examples shown in Figure 1 when taking into account interventions on X1 or X2 only.
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X1, X2 and possibly a third unobserved random variable X0. The dashed edges can be interpreted as
directed paths induced by a linear structural causal model (SCM), see Section 1.2 for a formal definition.
Here and in the sequel, we say that “X1 is the cause of X2” or “X1 causes X2” if there is a directed path
X1 X2
(a-1)
X1 X2
(b-1)
X1 X2
(c)
X0
X1 X2
(a-2)
X0
X1 X2
(b-2)
X0
X1 X2
(d)
Figure 1: The six possible causal configurations between X1 and X2, and possibly a third unobserved
variableX0. The variableX0 will be referred to as a hidden confounder. Formal definitions are included
in Section 1.2. We will see in Section 2.2 that both configurations (a-1) and (a-2), for example, show
the same tail coefficient behaviour. The enumeration letters (a)–(d) visualize the cases in Table 1.
from X1 to X2 in the SCM’s underlying directed acyclic graph (DAG). Assume that X1 is the cause of
X2, and that both variables are heavy-tailed. Intuitively, if the causal relationship is monotonic, then an
extremely large value ofX1 should cause an extreme value ofX2. The causal direction should, therefore,
be strongly visible in the largest absolute values of the random variables. Here, “extreme” is to be seen
in the respective scale of each variable, so it will make sense to consider the copula {F1(X1), F2(X2)},
where Fj is the marginal distribution of Xj , j = 1, 2. To exploit this intuition, we define the causal tail
coefficient between variables X1 and X2 as
Γ12 := lim
u→1
E [F2(X2) | F1(X1) > u] , (1)
if the limit exists. This coefficient lies between zero and one and, as we will see in Section 2.2, it reflects
the causal relationship between X1 and X2. In the example where X1 causes X2, we expect Γ12 to
be large. Conversely, extremes of X2 will not necessarily lead to extremes of X1 and therefore, the
coefficient Γ21, where the roles of X1 and X2 in (1) are reversed, may be strictly smaller than one. This
asymmetry is the basis for our causal discovery algorithm.
A different perspective of our approach goes beyond the usual way of defining causality in the bulk
of the distribution. Namely, by looking at the signal in the tails, we might recover an extremal causal
mechanism that is not necessarily present in the central part of the distribution. An example of this can
be observed in the financial markets. During calm periods, it is very hard, if not impossible, to identify
a particular variable in the markets (e.g., a particular stock or sector) that drives the others. However,
during turmoils, it is common to observe one specific stock or sector causing very negative (or positive)
returns of other stocks (or sectors), yielding an extremal causal mechanism. In the finance literature,
the concept of extremal causal mechanism is explained in terms of contagion, i.e., the spread of shocks
across different markets [see 9]. For example, Rodriguez [26] uses a copula model with time-varying
parameters to explain such contagion phenomena within countries in Latin America and Asia. Such
regime-switching in the causal mechanisms can also be observed in Earth system science. Seneviratne
et al. [27] present this type of causal relationship between the air temperature and the evapotranspiration
of the soil moisture. As the air temperature increases, the evapotranspiration process increases, too.
This continues until the soil moisture resources are reduced to the point that further increase in the
temperature has no causal effect on the evapotranspiration.
Heavy-tailed distributions are, in particular, contained in the class of non-Gaussian models, which
has received some attention in the causal literature. The LiNGAM algorithm [28] exploits non-Gaussianity
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through independent component analysis [5] to estimate an underlying causal structure. Misra and Ku-
ruoglu [20] consider stable noise variables in a Bayesian network and develop a structure learning al-
gorithm based on BIC. The work of Gissibl et al. [11] also studies causal questions related to extreme
events. They consider max-linear models [10] where only the largest effect propagates to the descen-
dants in a Bayesian network. As a consequence, the model induces deterministic relationships and
strict equality between measurements of different random variables. The work by Naveau et al. [21]
falls within the domain of attribution science. Namely, by studying extreme climate events, they try
to answer counterfactual questions such as “what the Earth’s climate might have been without anthro-
pogenic interventions”. Stott et al. [32] attribute the occurrence of extreme weather events to climate
change. Mhalla et al. [19] develop a method to estimate the causal relationships between bivariate ex-
treme observations. It relies on the Kolmogorov complexity concept [cf., 16] adapted to high conditional
quantiles.
The rest of the paper is organized as follows. Section 1.2 and 1.3 briefly review structural causal
models and some important concepts from extreme value theory. Section 2 contains a causal model for
heavy-tailed distributions with positive coefficients. We prove that, given the underlying distribution,
the causal tail coefficient allows us to distinguish between the causal scenarios shown in Figure 1, for
example. In Section 3, we introduce an algorithm named extremal ancestral search (EASE) that can be
applied to a matrix of causal tail coefficients and that retrieves the causal order of the true graph, in the
population case. We prove that our algorithm estimates a causal order even in the case where the causal
tail coefficients are estimated empirically from data, as the sample size tends to infinity. In Section 4,
we first discuss the robustness properties of EASE in the presence of hidden confounders. Second, we
generalize the results of the previous sections to the case of a structural causal model with real-valued
coefficients. To do that, we introduce a more general causal tail coefficient that is sensitive to both the
upper and lower tail of the variables. Section 5 contains experiments on simulated data.
1.2 Structural causal models
A linear structural causal model, or linear SCM, [1, 22] over variables X1, . . . , Xp is a collection of p
assignments
Xj :=
∑
k∈pa(j)
βjkXk + εj , j ∈ V, (2)
where pa(j) ⊆ V = {1, . . . , p} and βjk ∈ R \ {0}, together with a joint distribution over the noise
variables ε1, . . . , εp. Here, we assume that the noise variables are jointly independent and that the
induced graph G = (V,E), obtained by adding a direct edge from the parents pa(j) to j, is a directed
acyclic graph (DAG) with nodes V and (directed) edges E ⊂ V × V . To ease notation, we adopt the
convention to sometimes identify a node with its corresponding random variable. To highlight the fact
that pa(j) depends on a specific DAG G, we write pa(j,G), j ∈ V . Further, we define a directed path
between node j and k as a sequence of distinct vertices such that successive pairs of vertices belong to
the edge set E of G. If there is a directed path from j to k, we say that j is ancestor of k in G. The set of
ancestors of j is denoted by An(j,G), and we write an(j,G) = An(j,G) \ {j} when we consider the
ancestors of j except itself. A node j that has no ancestors, i.e., an(j,G) = ∅, is called a source node
(or root node). Given two nodes j, k ∈ V , we say that Xj causes Xk if there is a directed path from j to
k in G. Further, given nodes i, j, k ∈ V , we say that Xi is a confounder (or common cause) of Xj and
Xk if there is a directed path from node i to node j and k that does not include k and j, respectively.
Whenever a confounder is unobserved, we say it is a hidden confounder or hidden common cause. If
Xj and Xk do not cause Xk and Xj , respectively, and if there is no node i /∈ {j, k} such that Xi is a
common cause of Xj and Xk, then we say that there is no causal link between Xj and Xk.
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A graph G1 = (V1, E1) is called a subgraph of G if V1 ⊆ V and E1 ⊆ (V1 × V1) ∩ E. Recall that
any subgraph of a DAG G is also a DAG. For details on graphical models, we refer to Lauritzen [17]
and Peters et al. [24].
1.3 Some background on extreme value theory
A positive, measurable function f is called regularly varying with index α ∈ R, f ∈ RVα, if it is defined
on some neighborhood of infinity [x0,∞), x0 > 0, and if for all c > 0, limx→∞ f(cx)/f(x) = cα. If
α = 0, f is said to be slowly varying, f ∈ RV0.
A random variable X is said to be regularly varying with index α if
P(X > x) ∼ `(x)x−α, x→∞,
for some ` ∈ RV0, where for any function f and g, we write f ∼ g if f(x)/g(x)→ 1 as x→∞. If X
is regularly varying with index α then cX is also regularly varying with the same index, for any c > 0.
A characteristic property of regularly varying random variables is the max-sum-equivalence. The
idea is that large sums of independent random variables tend to be driven by only one single large value.
For this reason, the tail of the distribution of the maximum is equal to the tail of the distribution of the
sum. For a rigorous formulation see Appendix A.1. We refer to Embrechts et al. [7] for further details
on regular variation and max-sum-equivalence.
2 The causal tail coefficient
To measure the causal effects in the extremes, we define the following statistic.
Definition 1. Given two random variables X1 and X2, we define the causal tail coefficient
Γjk = lim
u→1
E [Fk(Xk) | Fj(Xj) > u] , (3)
if the limit exists, for j, k = 1, 2 and j 6= k.
The coefficient Γjk lies between zero and one and is invariant under any marginal monotone increas-
ing transformation since it depends on the rescaled margins Fj(Xj), for j = 1, 2. Below, we lay down
the setup.
2.1 Setup
Consider a linear structural causal model (SCM) with the induced directed acyclic graph (DAG) G,
Xj :=
∑
k∈pa(j,G)
βjkXk + εj , j ∈ V,
where we assume that the coefficients βjk are strictly positive, j, k ∈ V . Let the noise variables
ε1, . . . , εp be independent real-valued regularly varying with comparable tails, i.e., for all j ∈ V ,
P(εj > x) ∼ cj`(x)x−α, x→∞,
where α > 0 is the tail index, ` ∈ RV0, and cj > 0. To ease the notation, we rescale the variables
Xj such that cj = 1, j ∈ V ; in fact, the causal tail coefficient in Definition 1 is invariant under any
monotonically increasing transformation of the variables. Further, denote by βk→j the sum of distinct
weighted directed paths from node k to node j, with βj→j := 1. The linear SCM induces an acyclic
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graphG. Therefore, we can express recursively each variableXj , j ∈ V , as a weighted sum of the noise
terms ε1, . . . , εk that belong to the ancestors of Xj , that is,
Xj =
∑
h∈An(j,G)
βh→jεh. (4)
Since the noise terms are independent and regularly varying with comparable tails, then, by Lemma 3 in
Appendix A.1, we have
P(Xj > x) ∼
∑
h∈An(j,G)
βαh→j`(x)x
−α, x→∞.
Any probability distribution induced by an SCM is Markov with respect to the induced DAG G,
and thus we can read off statistical independences from it by d-separation [18, 22]. Conversely, to infer
dependencies directly from the graph, one needs to assume that the distribution is faithful to the DAG G
[see 30]. The faithfulness assumption ensures, in a linear SCM, that the sum of distinct weighted paths
from node j to node k, βj→k, is not zero if j is an ancestor of k, i.e., Xj causes Xk. In the current
setting, we are considering an SCM with positive coefficients, therefore the faithfulness assumption is
automatically satisfied. In the sequel, we refer to this model as a heavy-tailed linear SCM.
2.2 Causal structure and the causal tail coefficient
In the setting of Section 2.1, the causal tail coefficient carries information about the underlying causal
structure. In particular, it can be expressed in closed-form.
Lemma 1. Consider a heavy-tailed linear SCM over p variables. Then, for j, k ∈ V and j 6= k,
Γjk =
1
2
+
1
2
∑
h∈Ajk β
α
h→j∑
h∈An(j,G) β
α
h→j
,
where Ajk = An(j,G) ∩An(k,G) and the sum over an empty index set equals zero.
For a proof see Appendix B.1. By using matrix notation, it is possible to express the coefficient Γjk
even more compactly. Consider the matrix of coefficientsB of the DAG G, whereBjk = βjk, j, k ∈ V ,
and let I be the identity matrix. Further, for any M ∈ Rp×p, denote by Mα the matrix where each entry
of M is raised to the power α. By applying the Neumann series, we obtain H = (I − B)−1 where
Hjk = βk→j for j, k ∈ V . Therefore, for j, k ∈ V and j 6= k, we can write the causal tail coefficient as
Γjk =
1
2
+
1
2
eTj HαeAjk
eTj HαeAn(j,G)
, (5)
where ej ∈ Rp is the j-th standard basis vector, and eC =
∑
j∈C ej ∈ Rp for any set C ⊆ {1, . . . , p}.
Example 1. Consider the “diamond” graphG = (V,E) in Figure 2, with V = {1, . . . , 4}. In this graph,
for instance, it is easy to see that Γ14 = 1. To compute Γ41, we list the weighted directed paths from the
ancestors of node 4 to node 4 itself, i.e.,
β1→4 = β42β21 + β43β31, β2→4 = β42, β3→4 = β43, β4→4 = 1.
Further, the set of common ancestors of node 1 and 4 is A14 = {1}. Putting everything together, by
using Lemma 1, or formula (5), we obtain
Γ41 =
1
2
+
1
2
βα1→4
βα1→4 + βα2→4 + βα3→4 + βα4→4
< 1.
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β21
β31
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β43
Figure 2: “Diamond” DAG G.
Consider now a general, heavy-tailed linear SCM over p variables including X1 and X2, and induc-
ing graphG. The following theorem shows that the causal tail coefficient, which is computable from the
bivariate distribution of X1 and X2, see Equation (3), encodes the causal relationship between the two
variables.
Theorem 1. Consider a heavy-tailed linear SCM over p variables including X1 and X2, as defined in
Section 2.1. Then, knowledge of Γ12 and Γ21 allows us to distinguish the following cases: (a)X1 causes
X2, (b) X2 causes X1, (c) there is no causal link between X1 and X2, (d) there is a node j 6∈ {1, 2},
such that Xj is a common cause of X1 and X2 and neither X1 causes X2 nor X2 causes X1. The
corresponding values for Γij are depicted in Table 1.
Table 1: Summary of the possible values of Γ12 and Γ21 and the implications for causality.
Γ21 = 1 Γ21 ∈ (1/2, 1) Γ21 = 1/2
Γ12 = 1 (a) X1 causes X2
Γ12 ∈ (1/2, 1) (b) X2 causes X1 (d) common cause
Γ12 = 1/2 (c) no causal link
For a proof see Appendix B.2. This result will also play the key role when estimating causal re-
lationships from finitely many data. As a remark, the empty entries in Table 1 cannot occur under the
assumptions made in Section 2.1. For example, Γ12 = Γ21 = 1 can only happen if some variables
have different tail indices. One possibility is when the cause X1 (X2) has heavier tails than the effect
X2 (X1). Another scenario is when a common cause Xj , for some j 6= 1, 2, has heavier tails than the
confounded variables X1 and X2.
2.3 A non-parametric estimator
Consider a heavy-tailed linear SCM over p variables including X1 and X2, with distributions F1 and
F2, as described in Section 2.1. In order to construct a non-parametric estimator of Γ12 and Γ21 based
on independent observations (Xi1, Xi2), i = 1, . . . , n, of (X1, X2), we define the empirical distribution
function of Xj as
F̂j(x) =
1
n
n∑
i=1
1 {Xij ≤ x} , x > 0, (6)
for j = 1, 2. Denote by g← the left continuous generalized inverse
g←(y) = inf {x ∈ R : g(x) ≥ y} , y ∈ R.
Further, let the (n−k)-th order statistics be denoted byX(n−k),j = F̂←j (1−k/n), for all k = 0, . . . , n−1
and j = 1, 2, such that X(1),j ≤ · · · ≤ X(n),j . Replacing F1 and F2 in the definition of Γ12 in (3) by
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the empirical counterparts, and the threshold u by un = 1− k/n, for some integer 0 < k ≤ n − 1, we
define the estimator
Γ̂12 = Γ̂
(n)
12 =
1
k
n∑
i=1
F̂2(Xi2)1{Xi1 > X(n−k),1}. (7)
For this estimator to be consistent, a classical assumption in extreme value theory is that the number
of upper order statistics k = kn depends on the sample size n such that kn → ∞ and kn/n → 0 as
n → ∞, where the first condition is needed for increasing the effective sample size and the second to
eliminate the approximation bias. The estimator Γ̂21 = Γ̂
(n)
21 is defined in an analogous way as (7).
Theorem 2. Let Xi1 and Xi2, i = 1, . . . , n, be independent copies of X1 and X2, respectively, where
X1 and X2 are two of the p variables of a heavy-tailed linear SCM.
(A1) Assume that the density functions fj = F ′j , j = 1, 2, exist and satisfy the von Mises’ condition
lim
x→∞
xfj(x)
1− Fj(x) =
1
γ
, for some γ > 0. (8)
(A2) Let kn ∈ N be an intermediate sequence with
kn →∞ and k2n/n→ 0, n→∞.
Then the estimators Γ̂12 and Γ̂21 are consistent, as n→∞, i.e.,
Γ̂12
P−→ Γ12 and Γ̂21 P−→ Γ21.
Remark 1. The von Mises’ condition in (A1) is a very mild assumption that is satisfied by most uni-
variate regularly varying distributions of interest.
Condition (A2) is slightly stronger than the classical condition kn/n → 0 and we conjecture that
sufficiency also holds with a slightly weaker version of (A2).
For a proof of Theorem 2 see Appendix B.3. It uses several results from tail empirical process theory
[e.g., 6]. The main challenge comes from the fact that the variables X1 and X2 are tail dependent, and
that the use of the empirical distribution function F̂2 in (7) introduces dependence between the terms
corresponding to different i = 1, . . . , n. A related problem is studied in Cai et al. [3], where they
derive asymptotic properties of the empirical estimator of the expected shortfall when another dependent
variable is extreme. However, in contrast to Cai et al. [3], in the proof of Theorem 2, we work with a
more explicit model and we consider the variables scaled to uniform margins, i.e., F̂j(Xj) instead of
Xj , j = 1, 2.
3 Causal discovery using extremes
We would like to recover the causal information from a data set of p variables under the model specifi-
cation of Section 2.1. We develop an algorithm named extremal ancestral search (EASE) based on the
causal tail coefficient defined in (3). We show that EASE can recover the causal order of the underlying
graph in the population case (Section 3.1), and that it is asymptotically consistent (Section 3.2).
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3.1 Learning the causal order
Our goal is to recover the causal order of a heavy-tailed linear SCM over p variables (as defined in
Section 2.1) by observing n i.i.d. copies of the random vector X ∈ Rp. Given a DAG G = (V,E),
a permutation pi : {1, . . . , p} → {1, . . . , p} is said to be a causal order (or topological order) of G if
pi(i) < pi(j) for all i and j such that i ∈ an(j,G). We denote by ΠG the set of all causal orders of G.
For a permutation pi we sometimes use the notation pi = (pi(1), . . . , pi(p)).
A given causal order pi does not specify a unique DAG. As an example, the causal order pi = (1, 2)
comprises two DAGs: one where there is a directed edge between node 1 and node 2, and one where
the two nodes are unconnected. On the other hand, there can be several causal orders for a given DAG.
For example, a fully disconnected DAG satisfies any causal order. However, even if the causal order
does not identify a unique DAG, it still conveys important information. In particular, each causal order
defines a class of DAGs that agree with respect to the non-ancestral relations. Therefore, once a causal
order is available, one can estimate the complete DAG by using regularized regression methods [e.g.,
2, 29].
For any heavy-tailed linear SCM and induced DAG G = (V,E), we define the matrix Γ ∈ Rp×p
with entries Γij , the causal tail coefficients between all pairs of variables Xi and Xj , i, j ∈ V ; see
Definition 1. Theorem 1 tells us how the entries of Γ encode the causal relationships between the
random variables of the SCM. To recover the causal order of the DAG G, we propose the algorithm
named extremal ancestral search (EASE).
EASE algorithm
INPUT: A matrix Γ ∈ Rp×p of causal tail coefficients related to a DAG G = (V,E) with V =
{1, . . . , p}.
RETURNS: Permutation of the nodes pi : V → {1, . . . , p}.
0. Set V1 = V .
1. FOR s ∈ {1, . . . , p}
(a) Let M (s)i = maxj∈Vs\{i} Γji, for all i ∈ Vs.
(b) Let is ∈ arg mini∈VsM (s)i .
(c) Set pi(is) = s.
(d) Set Vs+1 = Vs \ {is}.
2. RETURN the permutation pi.
COMPLEXITY: O(p2).
The above is a greedy algorithm that identifies root nodes of the current subgraph at each step. In the
first step, the algorithm finds a root node i1 ∈ V as the one that minimizes the scoreM (1)i = maxj 6=i Γji,
i ∈ V . In fact, by Theorem 1, M (1)i < 1 if and only if i is a source node. Once the first node is selected,
the algorithm searches for a second root node in the subgraph where i1 is removed. The procedure
continues until all nodes have been selected. In Appendix D, we present one example that shows all the
possible states that the EASE algorithm can visit for a particular DAG.
In the population case, the EASE algorithm yields a correct causal order of the underlying DAG.
Proposition 1. Consider a heavy-tailed linear SCM over p variables, as defined in Section 2.1, and let
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G = (V,E) be the induced DAG. If the input Γ is the matrix of causal tail coefficients associated with
the SCM, then EASE returns a permutation pi that is a causal order of G.
For a proof see Appendix B.5
3.2 Sample properties for the EASE algorithm
For finite samples, the EASE algorithm will take an estimate of the causal coefficient matrix Γ as in-
put. Based on the empirical non-parametric estimator Γ̂ and its asymptotic properties, we assess the
performance of the algorithm. Let Γ̂ ∈ Rp×p denote the matrix where each entry Γ̂ij is defined as in (7)
in Section 2.3, for i, j ∈ V . We say that a procedure makes a mistake when it returns a permutation
pi /∈ ΠG. We derive an upper bound for the probability that EASE makes a mistake when the matrix Γ
is estimated by Γ̂.
Proposition 2. Consider a heavy-tailed linear SCM over p variables X := (X1, . . . , Xp), as defined in
Section 2.1, with induced DAG G. Let Γ̂ be the estimated causal coefficient matrix related to G. Let pi
denote the permutation returned by EASE based on Γ̂. Then,
P (pi /∈ ΠG) ≤ p2 max
i,j∈V
P
(∣∣∣Γ̂ij − Γij∣∣∣ > 1− υ
2
)
,
where υ = maxi/∈an(j,G) Γij < 1.
For a proof see Appendix B.6. The bound for the probability of making a mistake in the estimated
causal order is expressed in terms of the distance between the true Γij and the estimated Γ̂ij . This bound
in combination with the consistency result in Theorem 2 directly yields the consistency of the EASE
algorithm in the sample case.
Corollary 1. Let pi be the permutation computed by EASE based on the estimator Γ̂. Let kn ∈ N be an
intermediate sequence with
kn →∞ and k2n/n→ 0, n→∞.
Then, as n→∞, the EASE algorithm is consistent, i.e.,
P (pi /∈ ΠG)→ 0, as n→∞.
The result above is for fixed dimension p. To prove consistency in a regime where p scales with the
sample size n we would need to establish concentration inequalities for Γ̂ or asymptotic normality in
Theorem 2. Both would require stronger assumptions on the tails of the noise variables and a second-
order analysis in line with the proof of Theorem 2.
3.3 Computational complexity
The EASE algorithm is based on pairwise quantities and is therefore computationally efficient. To
estimate the matrix Γ̂ of causal tail coefficients, which is the input for EASE, first, we need to rank
the n observations for each of the variables, with a computational complexity of O(np log n). Then
we compute the coefficients Γ̂ij for each pair i, j ∈ V , with a computational complexity of O(p2).
The computational complexity of EASE grows with the square of the number of variables, i.e., O(p2).
The overall computational complexity of estimating the matrix Γ̂ and running the EASE algorithm is
therefore O
(
max(np log n, p2)
)
.
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4 Extensions
4.1 Presence of hidden confounders
A frequent assumption in causality is that one can observe all the relevant variables. However, in many
real-world situations, it is hard, if not impossible, to do so. When some of the hidden variables are
confounders (i.e., common causes), the causal inference process can be compromised. Therefore, an
attractive property of a causal inference algorithm involves its robustness to hidden confounders. In
this section, we show that EASE is capable of dealing with hidden common causes and, under certain
assumptions, it recovers the causal order of the observed graph both in the population and in the asymp-
totic case. First, let us consider the problem framework. We are dealing with a heavy-tailed linear SCM
with positive coefficients, as defined in Section 2.1, consisting of both observed and hidden variables.
This SCM induces a DAG G = (V,E), with V = VO ∪ VH , VO ∩ VH = ∅, where VO (VH ) denotes the
set of nodes corresponding to the observed (hidden) variables. Our goal is to recover a causal order for
the subset of the observed variables Xj , j ∈ VO. In particular, we say that the EASE algorithm recovers
a causal order pi over the observed variables, if
∀i, j ∈ VO, pi(i) < pi(j) =⇒ j /∈ an(i, G). (9)
In this setting, we recall that the faithfulness assumption is satisfied because the coefficients βij are
strictly positive, for all i ∈ V and j ∈ pa(j,G). To show that EASE recovers a causal order over the
observed variables, we need two arguments. First, we argue why Theorem 1 still holds in the current
framework. Theorem 1 states that the causal tail coefficient reflects the causal relationships between
pairs of variables without the need to condition on other variables. This aspect is crucial because in
this case we cannot condition on the hidden variables Xj , j ∈ VH . Second, the proof of Proposition 1
depends only on the assumption that the matrix of causal tail coefficients Γ encodes all causal effects
between the variables. Therefore, if we provide the EASE algorithm with matrix Γ containing the causal
tail coefficients corresponding to the observed variables, then, by Proposition 1, we will recover a causal
order pi that satisfies (9).
Regarding the asymptotic properties of the algorithm, using a similar argument as above, it is still
possible to bound the probability that EASE makes a mistake as shown in Proposition 2. Further, it is
easy to see that Theorem 2 still applies to the case of hidden variables. In fact, in its proof, we do not use
the concept of conditioning on other variables, and therefore, Γ̂ij is still a consistent estimator of Γij ,
i, j ∈ VO. Combining these two facts, it follows that EASE algorithm recovers asymptotically a causal
order over the observed variables.
The ability to deal with hidden confounders is a property that, in general, is not shared by all methods
in causality. For example, the PC algorithm might retrieve a Markov equivalence class that contains
DAGs with a wrong causal order if some of the variables are not included in the analysis. Similarly,
the standard LiNGAM algorithm [28] might produce a wrong DAG, and hence a wrong causal order,
in the presence of hidden common causes. Hoyer et al. [13] and Tashiro et al. [33] proposed some
extensions of LiNGAM that deal with hidden variables. Their methods show good performance both
in simulation and real data application but suffer from some drawbacks. For example, the LiNGAM
version of Hoyer et al. [13] needs to know a priori the number of hidden variables in the SCM (or
needs to estimate it from data). Besides, both the work of Hoyer et al. [13] and Tashiro et al. [33] are
computationally intensive, with the latter showing a computational time that grows exponentially with
the sample size and the number of observed variables. Among the constraint-based methods, Spirtes
et al. [30] proposed the FCI method, an extension to the PC algorithm that allows to deal with arbitrarily
many hidden confounders and produces a partial ancestral graph [see 34]. Due to the high number of
independence tests, FCI algorithm can be slow when the number of variables is large. For this reason,
Colombo et al. [4] proposed the RFCI algorithm, a faster version of FCI that is consistent in sparse
high-dimensional settings with arbitrarily many hidden variables.
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Compared to the above-mentioned methods, our algorithm has the advantage of being computation-
ally fast, without making assumptions on the number of hidden variables and the sparsity of the true
underlying DAG.
4.2 Heavy-tailed linear SCM with real-valued coefficients
Until now, we have worked with a heavy-tailed linear SCM with positive coefficients (see Section 2.1
for a detailed explanation of the model). In the current section, we relax this assumption and we let
the coefficients of the SCM to be real-valued, i.e., βjk ∈ R \ {0}, j, k ∈ V . Here, there is a caveat:
since the coefficients of the SCM can take both positive and negative values, it is no longer guaranteed
that the distribution entailed by the SCM is faithful to the induced DAG G. Therefore, we explicitly
assume faithfulness to ensure that the next results hold. Given that the coefficients are real-valued, we
want to consider both the upper and the lower tails of the variables. We assume that the noise variables
(ε1, . . . , εp) of the SCM have comparable upper and lower tails, that is, as x→∞
P(εj > x) ∼ c+j `(x)x−α, P(εj < −x) ∼ c−j `(x)x−α,
where c+j , c
−
j > 0, j ∈ V and ` ∈ RV0. Further, we introduce a causal tail coefficient that is sensitive to
both tails. Namely, we define, for j, k ∈ V ,
Ψjk = lim
u→1
E [σ(Fk(Xk)) | σ(Fj(Xj)) > u] , (10)
if the limit exists, where σ : x 7→ |2x− 1|. Since Fj(Xj) ∼ Unif[0, 1], j ∈ V , we can rewrite (10) as
Ψjk = lim
u→1
1
2
E [σ(Fk(Xk)) | Fj(Xj) > u]
+ lim
u→0
1
2
E [σ(Fk(Xk)) | Fj(Xj) < u]
= Ψ+jk + Ψ
−
jk,
(11)
where the first and second terms correspond to the cases where Xj is extremely large and extremely
small, respectively.
We show that the coefficient defined in (10) has a closed-form solution and still encodes causal
relationships between the variables.
Lemma 2. Consider a heavy-tailed SCM over p variables, where the coefficient βjk ∈ R, j, k ∈ V .
Assume that the distribution is faithful to the DAG G = (V,E) induced by the SCM. Then, for j, k ∈ V
and j 6= k,
Ψjk =
1
2
+
1
4
∑
h∈Ajk c
+
hj |βh→j |α∑
h∈An(j,G) c
+
hj |βh→j |α
+
1
4
∑
h∈Ajk c
−
hj |βh→j |α∑
h∈An(j,G) c
−
hj |βh→j |α
,
where Ajk = An(j,G) ∩An(k,G), and
c+hj =
{
c+h , βh→j > 0
c−h , βh→j < 0
c−hj =
{
c−h , βh→j > 0
c+h , βh→j < 0.
(12)
A proof is provided in Appendix C.1. The interpretation of the result is as follows. The baseline
of the coefficient Ψ is 1/2, i.e., the case when two variables are independent. On top of that, the other
two terms account for the equally weighted contribution from the lower and upper tail, respectively.
The result stated in Lemma 2 allows us to extend Theorem 1 to the more general setting where the
heavy-tailed SCM have coefficients βjk ∈ R, j, k ∈ V .
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Theorem 3. Consider a heavy-tailed linear SCM over p variables including X1 and X2, and assume
that βjk ∈ R, j, k ∈ V . Further, assume that the distribution is faithful to the DAG G = (V,E)
induced by the SCM. Then, knowledge of Ψ12 and Ψ21 allows us to distinguish the following cases: (a)
X1 causes X2, (b) X2 causes X1, (c) there is no causal link between X1 and X2, (d) there is a node
j 6∈ {1, 2}, such that Xj is a common cause of X1 and X2. The corresponding values for Ψij are shown
in Table 2.
Table 2: Summary of the possible values of Ψ12 and Ψ21 and the implications for causality.
Ψ21 = 1 Ψ21 ∈ (1/2, 1) Ψ21 = 1/2
Ψ12 = 1 (a) X1 causes X2
Ψ12 ∈ (1/2, 1) (b) X2 causes X1 (d) common cause
Ψ12 = 1/2 (c) no causal link
For a proof see Appendix C.2. The result of Theorem 3 implies that if we run EASE algorithm
with matrix Ψ ∈ Rp×p containing the pairwise Ψjk, j, k ∈ V , and we assume that the distribution
of the SCM is faithful to the induced DAG G, then we retrieve a causal order of the underlying DAG.
Moreover, in a similar fashion as Theorem 2, though more lengthy, it is possible to prove the consistency
of the estimator Ψ̂, defined in an analogous way as (7). Therefore, the results of Section 3 regarding the
asymptotic properties of the algorithm also hold when we replace the matrix Γ by the matrix Ψ.
5 Numerical results
We now assess the performance of EASE in estimating a causal order of a graph induced by a heavy-
tailed SCM. In the simulations, we assume that the coefficients of the SCM are real-valued and therefore
we use the causal tail coefficient Ψ defined in Section 4.2. Code is available as an open-access R package
on Github; it can be found at https://github.com/nicolagnecco/causalXtreme.
5.1 Competing methods and evaluation metrics
We compare our algorithm to two well-established methods in causality, the Rank PC algorithm, and
LiNGAM. The classic PC algorithm [30] belongs to the class of constraint-based method for causal
discovery. It estimates the Markov equivalence class of a DAG, which can be represented as a com-
pleted partially directed acyclic graph (CPDAG). The PC algorithm retrieves a CPDAG by performing
conditional independence tests on the variables. The Rank PC algorithm, proposed by Harris and Drton
[12], is an extension of the PC algorithm that uses the rank-based Spearman’s correlation to perform the
independence tests. This ensures that the method is more robust to non-Gaussian data, as we have in our
setup.
The algorithm that arguably fits our problem best is LiNGAM [28]. It leverages the results from
independent component analysis (ICA) [5] to estimate the full DAG of a linear SCM under the only
assumption that the noise is non-Gaussian.
The three algorithms return different types of causal information. EASE estimates the causal order,
i.e., the non-ancestral relationships, of the underlying DAG. The Rank PC algorithm computes a CPDAG
that represents a Markov equivalence class of DAGs. LiNGAM retrieves the complete DAG structure.
To compare the methods, it is necessary to use a metric that is meaningful for all algorithms. We choose
here the structural intervention distance (SID) proposed by Peters and Bu¨hlmann [23]. This measure
takes as input a pair of DAGs (or a DAG and a CPDAG). In our case, for each method, we compute the
distance between the simulated DAG, i.e., the ground truth, and the estimated DAG or CPDAG. Note
12
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Figure 3: The figure shows the SID of the EASE algorithm for different fractional exponents x ∈
[0.20, 0.65] of kn = bnxc and different tail indices α ∈ {1.5, 2.5, 3.5}. Each point represents the
SID measure averaged over 10 random samples for different sample sizes n ∈ {500, 1000, 10000} and
dimensions p ∈ {4, 7, 10, 15, 20, 30, 50} in a linear SCM. The error bars represent one standard error
around the averaged SID. In the remaining experiments, we set kn = bn0.4c.
that an estimated causal order pi corresponds to a fully connected DAG G = (V,E), where (i, j) ∈ E if
pi(i) < pi(j)2.
5.2 Results
In this simulation experiment, we use the implementation of the Rank PC algorithm and LiNGAM
developed by Kalisch et al. [15] and available in the R package pcalg3. Regarding the EASE algorithm,
we set the high-quantile parameter to kn = bn0.4c. To choose the optimal fractional exponent of the
hyperparameter kn, we evaluated EASE with respect to the SID measure across several dimensions. In
Figure 3 we observe that the best range for the fractional exponent of kn lies between 0.3 and 0.4. This
result agrees with the results of Theorem 2, where we assume that kn →∞ and k2n/n→ 0, as n→∞.
Let n denote the number of observations, p the number of variables and α > 0 the tail index of the
simulated distribution. For each combination of n ∈ {500, 1000, 10000}, p ∈ {4, 7, 10, 15, 20, 30, 50}
and α ∈ {1.5, 2.5, 3.5} we simulate 50 random SCMs under four different settings. The simulated data
here is independent of the data used to choose the best fractional exponent of kn (see Figure 3). The
first setting corresponds to linear SCMs with real-valued coefficients described in Section 4.2. In the
2 As a caveat, the SID is not designed to work in the case of hidden confounders (see Setting 2 of our simulations).
Therefore, we adapt the measure as follows. We measure the SID between the true full DAG G, containing both the observed
and the hidden nodes, and the “extended” estimated DAG (or CPDAG). We extend a DAG (or CPDAG) simply by adding the
true (simulated) hidden nodes and the relative direct edges to the estimated graph. In our simulations, the hidden variables are
all common causes of the observed variables, therefore there is no risk to introduce a directed cycle in the extended DAG (or
CPDAG).
3For the Rank PC algorithm, we implement a conditional independence test based on the Spearman’s correlation coefficient,
as proposed by Harris and Drton [12], and we set the level of the independence tests to 0.0005.
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second setting we introduce hidden confounders. The third setting corresponds to nonlinear SCMs. In
the fourth setting, we first generate linear SCMs and then transform each variable to uniform margins.
Details on the generation of the SCMs are provided in Appendix E. For each simulation and setting we
evaluate the performance of EASE, LiNGAM and Rank PC algorithm with the SID4. As a baseline, in
each simulation, we also compute the SID of a randomly generated DAG5. The results are displayed
in Figure 4. Here, we notice that EASE is quite robust across the four different settings. This can be
explained as follows. In the presence of hidden confounders (second row), EASE can retrieve a correct
causal order, asymptotically. Further, the nonlinear setting used in this simulation (third row) is such
that the relationships between the variables are kept linear in the tails. Therefore, our algorithm is only
moderately affected by this model misspecification. Finally, EASE is not affected by the transformation
to uniform margins (fourth row). In fact, it is based on the causal tail coefficient Γ that is invariant under
any monotone increasing transformation. Compared to the other methods, EASE seems to do better in
all settings except for the classical linear SCM, especially for low sample sizes and high dimensions. In
this scenario, LiNGAM is the algorithm with the best convergence for high dimension p, as n increases.
Note that this is to be expected since EASE only uses kn instead of n samples because it estimates a
causal structure in the tail of the distribution. Regarding the Rank PC algorithm, we see that it is quite
stable under the different settings but it performs only slightly better than the random method. The
results do not change significantly when we run the standard PC algorithm based on partial correlation
as a conditional independence test.
Finally, our algorithm has the advantage of being extremely fast since it needs to perform computa-
tions only on the tails of the dataset and relies on simple non-parametric estimators for quantities of the
pairwise distributions — see Section 3.3. The gain in speed, compared to the other methods, can be up
to two orders of magnitude.
6 Conclusion
In several real-world phenomena, the causal mechanisms between the variables appear more clearly
during extreme events. At the same time, there are situations where the causal relationship in the bulk
of the distribution differs from the structure in the tails. We have introduced an algorithm, named
extremal ancestral search (EASE), that is shown to consistently recover the causal order of a DAG from
extreme observations only. EASE has the advantage of relying on the pairwise causal tail coefficient,
and therefore it is computationally efficient. Besides, our algorithm can deal with the presence of hidden
confounders and it performs well for small sample sizes and high dimensions. The EASE algorithm
is robust to model misspecifications, such as nonlinear relationships in the bulk of the distribution, and
monotone increasing transformations applied marginally to each variable.
This work sheds light on a connection between causality and extremes, and thereby opens new
directions of research. In particular, it might be interesting to study the properties of the causal tail
coefficient under more general conditions. This includes high-dimensional settings where the dimension
grows with the sample size, more general SCMs where the functional relations between the variables
can be nonlinear, and weaker settings where the noise variables have different tail indices.
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4For the Rank PC algorithm, the SID refers to the best DAG in the estimated Markov equivalence class.
5In particular, we randomly choose the causal order, the sparseness and the connections of the DAG.
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Figure 4: The figure shows the SID averaged over 50 simulations and the tail indices α ∈ {1.5, 2.5, 3.5},
for each method, setting, sample size n and dimension p. Each row of the figure corresponds to one set-
ting. In order, the settings are: (1) Linear SCM; (2) Linear SCM with hidden confounders; (3) Nonlinear
SCM; (4) Linear SCM where each variable is transformed to a uniform margin.
A Regular variation
A.1 Some facts about regular varying random variables
In the sequel, for any two functions f , g : R→ R, we write f ∼ g if f(x)/g(x)→ 1 as x→∞.
Definition 2. Let Y1, . . . , Yp be real-valued independent random variables. They are said to be regularly
varying with index α > 0 if their upper tail is,
P(Yj > x) ∼ `j(x)x−α, x→∞,
where `j ∈ RV0 are slowly varying functions, for all j ∈ {1, . . . , p}.
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We assume that Yj and Yj′ have comparable upper tails, i.e., for all j 6= j′ there exists a c > 0 such
that
P(Yj > x) ∼ cP(Yj′ > x), x→∞. (13)
When (13) holds, we say that Y1, . . . , Yp have comparable tails.
Lemma 3. Let Y1, . . . , Yp be real-valued independent regularly varying random variables with compa-
rable tails. Then,
P(Y1 + · · ·+ Yp > x) ∼
p∑
h=1
P(Yh > x), x→∞.
The proof for p = 1 of Lemma 3 can be found in Feller [8, p. 278] and can be extended to a general
p using induction.
An important property of regularly varying random variable is the max-sum-equivalence presented
in the following proposition.
Lemma 4. Let Y1, . . . , Yp be real-valued independent regularly varying random variables with compa-
rable tails. Then, as x→∞,
P {max(Y1, . . . , Yp) > x} ∼ P(Y1 + · · ·+ Yp > x).
Proof. We can write, as x→∞,
P{max(Y1, . . . , Yp) > x}
= 1− P {max(Y1, . . . , Yp) ≤ x} = 1− P (Y1 ≤ x, . . . , Yp ≤ x)
∼
p∑
h=1
P(Yh > x)−
∑
1≤h<h′≤p
P(Yh > x, Yh′ > x) + ∆(x),
where ∆(x) contains terms of higher order interactions of the sets {Yj > x, Yj′ > x}, j, j′ ∈ I . The
probability
P(Yj > x, Yj′ > x) = o{P(Y1 + · · ·+ Yp > x)}.
Similarly, this holds for the terms in ∆(x). Recalling, by Lemma 3, that P(Y1 > x) + · · · + P(Yp >
x) ∼ P(Y1 + · · ·+ Yp > x), the result follows.
Lemma 5. Let Y1, . . . , Yp be real-valued independent regularly varying random variables with compa-
rable tails. Then, for j ∈ I = {1, . . . , p},
P(Yj > x, Y1 + · · ·+ Yp > x) ∼ P(Yj > x), x→∞.
Proof. For any x > 0 and δ ∈ (0, 1/(2p− 2)), we have, for j ∈ I ,{
Yj > x+ (p− 1)δx,
⋂
h6=j
{Yh > −δx}
}
⊂ {Yj > x, Y1 + · · ·+ Yp > x} ⊂ {Yj > x}.
Considering the upper bound, it holds, j ∈ I ,
P(Yj > x, Y1 + · · ·+ Yp > x) ≤ P(Yj > x).
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Regarding the lower bound, we get, as x→∞, j ∈ I ,
P(Yj > x, Y1+ · · ·+ Yp > x)
≥ P
Yj > x+ (p− 1)δx,⋂
h6=j
{Yh > −δx}

= P (Yj > x+ (p− 1)δx)
− P
Yj > x+ (p− 1)δx,⋃
h6=j
{Yh ≤ −δx}
 .
The second term can be upper bounded by∑
h6=j
P (Yj > x+ (p− 1)δx, Yh ≤ −δx)
∼
∑
h6=j
cP (Yj > x, Yh > x) = o {P(Xj > x)} .
Dividing everything by P(Yj > x), and letting first x→∞ and then δ ↓ 0, we get the desired result.
Lemma 6. Let Y1, . . . , Yp be real-valued independent regularly varying random variables with compa-
rable tails. Then, as x→∞,
P{Y1 + · · ·+ Yp > x,max(Y1, . . . , Yp) ≤ x} = o{P(Y1 + · · ·+ Yp > x)}.
Proof. We first write
P{Y1 + · · ·+ Yp > x,max(Y1, . . . , Yp) ≤ x}
= P(Y1 + · · ·+ Yp > x)− P{Y1 + · · ·+ Yp > x,max(Y1, . . . , Yp) > x}.
By definition of maximum and using the inclusion-exclusion principle, we write the second term as
P{Y1 + · · ·+ Yp > x,max(Y1, . . . , Yp) > x}
= P
(
Y1 + · · ·+ Yp > x,
⋃
h∈I
{Yh > x}
)
=
∑
h∈I
P (Y1 + · · ·+ Yp > x, Yh > x)
−
∑
1≤h<h′≤p
P (Y1 + · · ·+ Yp > x, Yh > x, Yh′ > x) + ∆(x).
Regarding the summands in first term, it holds by Lemma 5, h ∈ I ,
P (Y1 + · · ·+ Yp > x, Yh > x) ∼ P(Yh > x), x→∞.
The summands in the second terms can be upper bounded by, 1 ≤ h < h′ ≤ p,
P(Yh > x, Yh′ > x) = o{P(Y1 + · · ·+ Yp > x)}, x→∞.
The same holds for ∆(x) which contains terms of higher order interactions of the sets {Yj > x, Yj′ >
x}, j, j′ ∈ I . Putting everything together, we obtain
P{Y1 + · · ·+ Yp > x,max(Y1, . . . , Yp) ≤ x}
∼ P(Y1 + · · ·+ Yp > x)−
∑
h∈I
P(Yh > x) + o{P(Y1 + · · ·+ Yp > x)}
= o{P(Y1 + · · ·+ Yp > x)},
where in the last equality we used Lemma 3.
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B Proofs
B.1 Proof of Lemma 1
Proof. Let j, k ∈ V and j 6= k. Recall that each variable Xh, h ∈ V , can be expressed as a weighted
sum of the noise terms ε1, . . . , εp belonging to the ancestors of Xh, as shown in (4). Therefore, we can
write Xj and Xk as follows,
Xj =
∑
h∈Ajk
βh→jεh +
∑
h∈Ajk∗
βh→jεh,
Xk =
∑
h∈Ajk
βh→kεh +
∑
h∈Akj∗
βh→kεh,
where Ajk = An(j,G) ∩An(k,G), Ajk∗ = An(j,G) ∩An(k,G)c and similarly for Akj∗ . We have
E [Fk(Xk)1{Xj > x}] = E
Fk(Xk)1
Xj > x, ⋃
h∈An(j,G)
{βh→jεh > x}


+ E
[
Fk(Xk)1
{
Xj > x, max
h∈An(j,G)
{βh→jεh} ≤ x
}]
.
The second summand can be bounded by
P
[
Xj > x, max
h∈An(j,G)
{βh→jεh} ≤ x
]
= o{P(Xj > x)},
by Lemma 6. For the first term, we use the inclusion-exclusion principle to write
1
{
Xj > x,
⋃
h∈An(j,G)
{βh→jεh > x}
}
=
∑
h∈An(j,G)
1 {Xj > x, βh→jεh > x}
−
∑
h,h′∈An(j,G),h<h′
1
{
Xj > x, βh→jεh > x, βh′→jεh′ > x
}
+ ∆(x),
where ∆(x) contains terms of higher order interactions of the sets {βh→jεh > x}, h ∈ An(j,G). The
probability
P
(
Xj > x, βh→jεh > x, βh′→jεh′ > x
)
≤ P (βh→jεh > x, βh′→jεh′ > x) = o{P(Xj > x)}.
The same holds for all finitely many terms in ∆(x). We further note that for all h ∈ An(j,G), by
Lemma 5,
P(Xj > x, βh→jεh > x) = P(βh→jεh > x) + o{P(Xj > x)}.
Putting everything together, we can rewrite
E [Fk(Xk)1{Xj > x}] =
∑
h∈An(j,G)
E [Fk(Xk)1 {βh→jεh > x}] + o{P(Xj > x)}
=
∑
h∈Ajk
E [Fk(Xk)1 {βh→jεh > x}]
+
∑
h∈Ajk∗
E [Fk(Xk)1 {βh→jεh > x}] + o{P(Xj > x)}.
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For h ∈ Ajk we have that both βh→j > 0 and βh→k > 0, and therefore
P (βh→jεh > x) ≥ E [Fk(Xk)1 {βh→jεh > x}]
≥ E [Fk(Xk)1 {βh→kεh > cx,Xk > cx}]
≥ Fk(cx)P (βh→kεh > cx,Xk > cx)
= Fk(cx) [P (βh→kεh > cx)− P (βh→kεh > cx,Xk ≤ cx)]
= P (βh→jεh > x) + o{P(Xj > x)},
where c = βh→k/βh→j . Note that the last equality follows from Lemma 5 and since Fk(cx) → 1 as
x→∞.
On the other hand, for h ∈ Ajk∗ we have that Xk and εh are independent, and therefore
E [Fk(Xk)1 {βh→jεh > x}] = 1
2
P (βh→jεh > x) .
Consequently,
Γjk = lim
x→∞E [Fk(Xk) | Xj > x]
= lim
x→∞
∑
h∈Ajk
P (βh→jεh > x)
P(Xj > x)
+ lim
x→∞
1
2
∑
h∈Ajk∗
P (βh→jεh > x)
P(Xj > x)
=
1
2
+
1
2
∑
h∈Ajk
lim
x→∞
P(βh→jεh > x)
P(Xj > x)
=
1
2
+
1
2
∑
h∈Ajk β
α
h→jP(εh > x)∑
h∈An(j,G) β
α
h→jP(εh > x)
=
1
2
+
1
2
∑
h∈Ajk β
α
h→j∑
h∈An(j,G) β
α
h→j
.
where the equality on the third line follows from the fact that βh→jεh, h ∈ Ajk, are independent regu-
larly varying random variables, and the last equality holds because we assume that the noise variables
εj , j ∈ V , have comparable tails — see Section 2.1.
B.2 Proof of Theorem 1
Proof. Since the coefficients of the heavy-tailed linear SCM are positive, then the faithfulness assump-
tion is satisfied. This implies that, given nodes j, k ∈ V , Xj causes Xk if and only if βj→k 6= 0. Let us
recall that an(j,G) = An(j,G) \ {j} and define A12 = An(1, G) ∩An(2, G).
(a). Suppose X1 causes X2, i.e., 1 ∈ an(2, G). This implies that An(1, G) ⊂ An(2, G) and thus
A12 = An(1, G) ⊂ An(2, G). By applying Lemma 1 we obtain Γ12 = 1 and Γ21 ∈ (1/2, 1).
Conversely, suppose that Γ12 = 1 and Γ21 ∈ (1/2, 1). If Γ12 = 1 then the numerator and
denominator of the second term in Lemma 1 must be equal and strictly positive. This implies
that A12 = An(1, G) ∩ An(2, G) = An(1, G) 6= ∅. It follows that An(1, G) ⊆ An(2, G),
i.e., 1 ∈ An(2, G). At the same time, if Γ21 ∈ (1/2, 1), then the numerator of the second term
in Lemma 1 must be positive and smaller than the denominator. This means that A12 6= ∅ and
A12 = An(1, G)∩An(2, G) ⊂ An(2, G). Thus, it follows that An(1, G) ⊂ An(2, G). Therefore,
1 ∈ an(2, G), that is, X1 causes X2.
(b). By symmetry, as case (a).
(c). Suppose there is no causal link between X1 and X2, i.e., An(1, G) ∩ An(2, G) = ∅. Then, A12 =
An(1, G) ∩An(2, G) = ∅ and by Lemma 1, we obtain Γ12 = Γ21 = 1/2.
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Suppose now that Γ12 = Γ21 = 1/2. This means that the numerator of the second term in
Lemma 1 must be equal to zero. This implies that A12 = ∅ and therefore An(1, G)∩An(2, G) =
∅, that is, there is no causal link between X1 and X2.
(d). Suppose there is a node j /∈ {1, 2} such thatXj is a common cause ofX1 andX2, i.e., j ∈ an(1, G)
and j ∈ an(2, G). Then A12 = An(1, G)∩An(2, G) is non-empty. Since An(1, G) 6= An(2, G),
it follows that A12 ⊂ An(i, G), for i = 1, 2. Thus, according to Lemma 1 we have Γ12,Γ21 ∈
(1/2, 1).
Conversely, suppose that Γ12,Γ21 ∈ (1/2, 1). If Γ12 ∈ (1/2, 1), then the numerator of the
second term in Lemma 1 must be positive and smaller than the denominator. This implies that
A12 6= ∅ and A12 = An(1, G) ∩ An(2, G) ⊂ An(1, G). Similarly, if Γ21 ∈ (1/2, 1), it follows
that A21 = A12 = An(1, G) ∩ An(2, G) ⊂ An(2, G). This implies that An(1, G) 6= An(2, G)
and they are not disjoint. Therefore, there exists a node j /∈ {1, 2} such that j ∈ an(1, G) and
j ∈ an(2, G), i.e., Xj is a common cause of X1 and X2.
B.3 Proof of Theorem 2
Proof. For simplicity we will write k = kn in the sequel. We only show the result for Γ̂21, the proof for
Γ̂12 follows by symmetry. Recall that each variable Xh, h ∈ V , can be expressed as a weighted sum of
the noise terms ε1, . . . , εp belonging to the ancestors of Xh, as shown in (4). Therefore, we can write
X1 and X2 as follows,
X1 =
∑
h∈A
βh→1εh +
∑
h∈A1
βh→1εh,
X2 =
∑
h∈A
βh→2εh +
∑
h∈A2
βh→2εh,
where A = A12 = An(1, G) ∩ An(2, G) and Aj = Ajk∗ = An(j,G) \ A, for j, k = 1, 2. Thus, the
estimator Γ̂21 can be rewritten as
Γ̂21 =
1
k
n∑
i=1
F̂1(Xi1) 1
Xi2 > X(n−k),2, ⋃
h∈An(2,G)
{
βh→2εih > X(n−k),2
}
+
1
k
n∑
i=1
F̂1(Xi1) 1
{
Xi2 > X(n−k),2, max
h∈An(2,G)
βh→2εih ≤ X(n−k),2
}
= S1,n + S2,n.
(14)
Define the theoretical quantile function
U(x) = F←(1− 1/x), x > 1. (15)
Recall that X(n−k),2 = F̂←2 (1 − k/n) is the (n − k)-th order statistic of X12, . . . , Xn2, and as such an
approximation to the theoretical quantile U2(n/k). Under the von Mises’ condition (8) this convergence
of the intermediate order statistics can be made rigorous [6, Theorem 2.2.1], namely
√
k
(
X(n−k),2
U2
(
n
k
) − 1) d−→ N(0, 1/α2), n→∞, (16)
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where α > 0 is the tail index of the variables in the SCM. This implies in particular that X(n−k),2 →∞,
n→∞. For any δ1 > 0 define the event
Bnδ1 =
{∣∣∣X(n−k),2/U2 (nk)− 1∣∣∣ < δ1} , (17)
and note that by (16) it holds that P(Bnδ1)→ 1 as n→∞.
Since the noise terms εh are independent regularly varying random variables with comparable tails,
then, by Lemma 3, we have
P(X2 > x) ∼
 ∑
h∈An(2,G)
βαh→2
 `(x)x−α =: c2`(x)x−α.
Further, from Resnick [25, Prop. 0.8] it holds, for all h ∈ An(2, G) and x > 0,
P{εh > xU2(t)} ∼ x−α(c2t)−1, t→∞, (18)
where U2 is defined as in (15) for the distribution function F2.
We treat the two terms in (14) separately. We can upper bound the absolute value of the second term,
for any τ, δ1 > 0, by
P(|S2,n| > τ) ≤ P(Bcnδ1) + P
(
1
k
n∑
i=1
1
{
Xi2 > U2
(n
k
)
(1− δ1),
max
h∈An(2,G)
βh→2εih ≤ U2
(n
k
)
(1 + δ1)
}
> τ
)
where P(Bcnδ1) → 0 as n → ∞ by (16). The limit superior of the second term, as n → ∞, can be
bounded with Markov’s inequality by
lim
n→∞
n
τk
P
{
X2 > (1− δ1)U2
(n
k
)
, max
h∈An(2,G)
βh→2εh ≤ (1 + δ1)U2
(n
k
)}
≤ lim
n→∞
1
τ
(
P
{
X2 > U2
(n
k
)})−1 [
P
{
X2 > (1− δ1)U2
(n
k
)}
− P
{
X2 > (1 + δ1)U2
(n
k
)
, max
h∈An(2,G)
βh→2εh > (1 + δ1)U2
(n
k
)}]
=
(1− δ1)−α − (1 + δ1)−α
τ
.
The last equality holds becauseX2 is regularly varying with index α and because, by Lemma 6, we have
P
(
X2 > x, max
h∈An(2,G)
βh→2εh > x
)
∼ P(X2 > x), x→∞.
Since δ1, τ > 0 are arbitrary, it follows that S2,n = oP (1).
For the first term, we use the inclusion-exclusion principle to write
S1,n =
∑
h∈An(2,G)
1
k
n∑
i=1
F̂1(Xi1)1
{
Xi2 > X(n−k),2, βh→2εih > X(n−k),2
}
−
∑
h,h′∈An(2,G),h<h′
1
k
n∑
i=1
F̂1(Xi1)1
{
Xi2 > X(n−k),2, βh→2εih > X(n−k),2,
βh′→2εih′ > X(n−k),2
}
+
1
k
n∑
i=1
F̂1(Xi1)∆i
(
X(n−k),2
)
= T1,n + T2,n + T3,n,
21
where ∆i(X(n−k),2) contains terms of higher order interactions of the sets {βh→2εih > X(n−k),2},
h ∈ An(2, G), i = 1, . . . , n. First, we show that the terms T2,n and T3,n are oP (1). Considering T2,n,
for each h, h′ ∈ An(2, G), h < h′, define
T
(h,h′)
2,n =
1
k
n∑
i=1
F̂1(Xi1)1
{
Xi2 > X(n−k),2, βh→2εih > X(n−k),2,
βh′→2εih′ > X(n−k),2
}
.
We can upper bound its absolute value, for any τ, δ1 > 0, by
P(|T (h,h′)2,n | > τ) ≤ P(Bcnδ1)
+ P
(
1
k
n∑
i=1
1
{
βh→2εih > (1− δ1)U2
(n
k
)
, βh′→2εih′ > (1− δ1)U2
(n
k
)})
.
By Markov’s inequality,
lim sup
n→∞
P(|T (h,h′)2,n | > τ) ≤ limn→∞P(B
c
nδ1)
+ lim
n→∞
n
τk
P
{
βh→2εh > (1− δ1)U2
(n
k
)}
P
{
βh′→2εh′ > (1− δ1)U2
(n
k
)}
= lim
n→∞
k(1− δ1)−2αp2hp2h′
nτ
= 0,
where in the last line we used property (18) and the fact that n/k → 0 as n → ∞, and ph2, p2h′ are
defined as
p2h =
βαh→2
c2
, h ∈ An(2, G). (19)
Since δ1, τ are arbitrary, putting together the finitely many terms h < h′ where h, h′ ∈ An(2, G), it
follows that T2,n
P−→ 0. Using a similar argument as the one for T2,n, one can show that T3,n P−→ 0.
We want to show that T1,n
P−→ Γ21. Rewrite
T1,n =
∑
h∈A
1
k
n∑
i=1
F̂1(Xi1)1
{
βh→2εih > X(n−k),2
}
+
∑
h∈A2
1
k
n∑
i=1
F̂1(Xi1)1
{
βh→2εih > X(n−k),2
}
−
∑
h∈An(2,G)
1
k
n∑
i=1
F̂1(Xi1)1
{
βh→2εih > X(n−k),2, Xi2 ≤ X(n−k),2
}
= U1,n + U2,n + U3,n.
Using an argument similar to the one for S2,n, one can show that U3,n
P−→ 0.
Regarding U1,n, for each h ∈ A, define
U
(h)
1,n =
1
k
n∑
i=1
F̂1(Xi1)1
{
βh→2εih > X(n−k),2
}
.
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Note that, for h ∈ A, we have that both βh→2 > 0 and βh→1 > 0, therefore we can bound
F̂1
(
cX(n−k),2
)
V (h)n −W (h)n ≤ U (h)1,n ≤ V (h)n , (20)
where c = βh→1/βh→2 > 0 and
Vn = V
(h)
n =
n
k
[
1− F̂εh
(
X(n−k),2
βh→2
)]
,
Wn = W
(h)
n =
1
k
n∑
i=1
1
{
βh→1εih > cX(n−k),2, Xi1 ≤ cX(n−k),2
}
.
(21)
We show first that Vn converges in probability to p2h, defined in (19). This is motivated by the fact that
Vn is the empirical version of
tP {βh→2εh > U2(t)} → βh→2/c2 = p2h, t→∞,
where the limit follows from property (18). We will study the asymptotic properties of Vn. For x > 0
define
vn(x) =
n
k
[
1− F̂εh
(
xU2
(
n
k
)
βh→2
)]
=
1
k
n∑
i=1
1
{
βh→2εih > xU2
(n
k
)}
,
which is a nonincreasing function of x. Observe that on the set Bnδ1 defined in (17), we may bound the
random variable Vn by
vn(1 + δ1) ≤ Vn = vn
(
X(n−k),2
U2
(
n
k
) ) ≤ vn(1− δ1). (22)
We further compute the limits as n→∞
E{vn(x)} = n
k
P
[
βh→2εh > xU2
(n
k
)]
→ p2hx−α,
Var {vn(x)} = n
k2
P
[
βh→2εh > xU2
(n
k
)]
P
[
βh→2εh ≤ xU2
(n
k
)]
= O(1/k)→ 0.
An application of Chebyshev’s inequality yields
vn(1 + δ1)
P−→ p2h(1 + δ1)−α, vn(1− δ1) P−→ p2h(1− δ1)−α, n→∞. (23)
For some τ > 0, choose δ1 > 0 such that p2h(1 + δ1)−α > p2h− τ and p2h(1− δ1)−α < p2h + τ . Then
with (22), (23) and the fact that P(Bcnδ1)→ 0 for Bnδ1 in (17), we conclude
P(|Vn − p2h| > τ) ≤ P(Bcnδ1) + P{vn(1 + δ1) < p2h − τ}
+ P{vn(1− δ1) > p2h + τ} → 0, n→∞,
(24)
that is, Vn converges in probability to p2h, as n→∞.
Further, from (20) we can see that
F̂1
(
cX(n−k),2
) P−→ 1. (25)
In fact, for any τ, δ1 > 0, as n→∞
P
{∣∣∣F̂1 (cX(n−k),2)− 1∣∣∣ > τ} ≤ P (Bcnδ1)+ P [F̂1 {c(1 + δ1)U2 (nk)} > 1 + τ]
+ P
[
F̂1
{
c(1− δ1)U2
(n
k
)}
< 1− τ
]
→ 0,
23
since F̂1(x) converges in probability to F1(x) for all x ∈ R, and U2(n/k)→∞, as n→∞. Moreover,
with a similar argument as for S2,n, one can show that Wn in (21) converges in probability to 0, as
n→∞.
Putting everything together, using (20), (24) and (25) we conclude that U (h)1,n
P−→ p2h, h ∈ A, and
thus
U1,n
P−→
∑
h∈A
p2h =
∑
h∈A β
α
h→2∑
h∈An(2,G) β
α
h→2
. (26)
Considering the term U2,n, for each h ∈ A2, define
U
(h)
2,n =
1
k
n∑
i=1
F̂1(Xi1)1
{
βh→2εih > X(n−k),2
}
.
On the event Bnδ1 , we can bound U
(h)
2,n by
u2,n(1 + δ1) ≤ U (h)2,n ≤ u2,n(1− δ1),
where we let, for all x > 0,
u2,n(x) =
1
k
n∑
i=1
F̂1(Xi1)1
{
βh→2εih > xU2
(n
k
)}
.
SinceX1 is independent of εh, for h ∈ A2, the values in the sum can be seen asM(x) = Mn(x) random
samples out of {1/n, . . . , 1} without replacement, where M(x) is Binomial with success probability
P
{
βh→2εh > xU2
(n
k
)}
∼ kp2hx
−α
n
, n→∞.
Let Vni be random samples out of {1/n, . . . , 1} without replacement, for all i = 1, . . . , n, n ∈ N. Then
u2,n(x) has the same distribution as
1
k
M(x)∑
i=1
Vni.
By a similar argument as in (23) the distribution of M(x) satisfies for any fixed x ∈ (0,∞)
M(x)
m(x)
P−→ 1, n→∞, (27)
where m(x) = mn(x) = dkp2hx−αe. Thus, for any δ2 > 0 the probability of the event
Cnδ2,x =
{∣∣∣∣M(x)m(x) − 1
∣∣∣∣ < δ2}
converges to 1 as n→∞ for any x > 0. Consider the quantity
u˜2,n(x) =
1
k
m(x)∑
i=1
Vni, (28)
Denote by V ∗ni the independent random samples out of {1/n, . . . , 1} with replacement, for n ∈ N and
i = 1, . . . ,m(x). The number η ≤ m(x) of unique samples in {V ∗ni : i = 1, . . . ,m(x)} satisfies
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P{η = m(x)} → 1 as n → ∞, where we require the assumption k2/n → 0 (see Appendix B.4).
Therefore,
u˜ ∗2,n(x) =
1
k
m(x)∑
i=1
V ∗ni, (29)
has the same limit in probability as (28), as n→∞. Again, an argument similar to the one used in (23)
yields the convergence of (29) in probability for any x ∈ (0,∞)
u˜ ∗2,n(x)
P−→ 1
2
p2hx
−α. (30)
For τ > 0, choose δ1, δ2 > 0 small enough such that
p2h(1− δ1)−α(1 + δ2)/2 < p2h/2 + τ. (31)
Then we can bound the probability
lim sup
n→∞
P
(
U
(h)
2,n − p2h/2 > τ
)
≤ lim sup
n→∞
P {u2,n(1− δ1) > p2h/2 + τ}+ P(Bcnδ1)
≤ lim sup
n→∞
P
[
u˜2,n{(1− δ1)(1 + δ2)−1/α} > p2h/2 + τ
]
+ P(Bcnδ1) + P(C
c
nδ2,1−δ1)
= lim
n→∞P
[
u˜ ∗2,n{(1− δ1)(1 + δ2)−1/α} > p2h/2 + τ
]
= 0,
(32)
since P(Bcnδ1) and P(C
c
nδ2,1−δ1) converge to 0 as n → ∞, and the last term converges to 0 as a conse-
quence of (30) and (31). Similarly, we can show that
lim sup
n→∞
P
(
U
(h)
2,n − p2h/2 < −τ
)
= 0,
and since τ > 0 is arbitrary, U (h)2,n
P−→ p2h/2, for h ∈ A2. Therefore,
U2,n
P−→
∑
h∈A2
p2h
2
=
1
2
∑
h∈A2 β
α
h→2∑
h∈An(2,G) β
α
h→2
,
and Γ̂21
P−→ Γ21.
B.4 Number of unique samples with replacement
From a set of size n, we randomly sample m ≤ n elements with replacement. Assume that m = O(k),
where k →∞ and k2/n→ 0 as n→∞. Let η denote the number of unique observations in the random
sample of m elements. The probability that all observations in the random sample are different is
P(η = m) = 1
(
1− 1
n
)
. . .
(
1− m− 1
n
)
= exp

m−1∑
j=0
log
(
1− j
n
)
= exp
−
m−1∑
j=0
j
n
+ o(j/n)
 .
Since m = O(k) and k2/n→ 0, it follows that P(η = m)→ 1, as n→∞.
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B.5 Proof of Proposition 1
Proof. Let s ∈ S := {1, . . . , p} and denote by is ∈ V the node chosen by the algorithm at step s.
Define
Hs =
{
∅, s = 1,
{i1, . . . , is−1}, s > 1,
which represents the set of nodes chosen by the algorithm before step s. Let Gs = (Vs, Es) be the
subgraph of G obtained by removing the nodes Hs that are already chosen, i.e., Vs = V \ Hs and
Es = E ∩ (Vs × Vs). Further, define the score minimized by the algorithm to choose the node at step s,
M
(s)
i = max
j∈Vs\{i}
Γji, ∀i ∈ Vs.
We want to show that EASE is a procedure that, for all s ∈ S, satisfies the statement
Ξ(s) :=
(
is ∈ arg min
i∈Vs
M
(s)
i =⇒ an(is, G) ⊆ Hs
)
. (33)
We use strong induction. Namely, we prove that if Ξ(s′) holds for all natural numbers s′ < s, then Ξ(s)
holds, too.
Fix s ∈ S and suppose that for all s′ ∈ S, with s′ < s, Ξ(s′) holds. Assume ϕ := is ∈
arg mini∈VsM
(s)
i and an(ϕ,G) 6⊆ Hs. Then, there exists a node j ∈ Vs such that j ∈ an(ϕ,G),
and by Theorem 1, Γjϕ = 1. It follows M
(s)
ϕ = 1.
Also, since Gs is a DAG, there exists a node ` ∈ Vs such that an(`,Gs) = ∅. If Ξ(s′) holds for
every natural number s′ < s, then an(`,G) ⊆ Hs. Suppose not. Then, there exists a node j ∈ Vs such
that j ∈ an(`,G). Note that since j ∈ an(`,G) and j /∈ an(`,Gs), there exists a directed path from j to
` in G that is absent in Gs. Thus, there exists a node h ∈ Hs that lies on such path, and it follows that
j ∈ an(h,G), which is a contradiction. Since an(`,G) ⊆ Hs, by Theorem 1 it holdsM (s)` < 1 = M (s)ϕ ,
which is a contradiction.
Since s ∈ S was arbitrary, we have proved that Ξ(s) holds for all s ∈ S. Further, note that Ξ(1)
holds as a special case of the argument above. Hence, we conclude that, for all s′, s ∈ S,
s′ < s =⇒ is /∈ an(is′ , G)
and therefore pi(is) = s is a causal order of G.
B.6 Proof of Proposition 2
Proof. Let s ∈ S := {1, . . . , p} and denote by is ∈ V the node chosen by the algorithm at step s.
Define
Hs =
{
∅, s = 1,
{i1, . . . , is−1}, s > 1,
which represents the set of nodes chosen by the algorithm before step s. Let Gs = (Vs, Es) be the
subgraph of G obtained by removing the nodes already chosen Hs, that is, Vs = V \ Hs and Es =
E ∩ (Vs × Vs). Further, consider the bijection pis : Hs+1 → {1, . . . , s}. We say that pis is a partial
causal order of G of size s if there exists a causal order pi ∈ ΠG such that
pis(i) = pi(i), for all i ∈ Hs+1.
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Also, we denote by Π(s)G the set of partial causal orders of size s.
We want to give an upper bound to the probability that EASE makes a mistake.
Consider the first step s = 1. We partition the set of nodes V = R ∪ Rc, where R = {j ∈ V :
an(j,G) = ∅} denotes the set of root nodes of G and Rc = V \R. By Theorem 1, for all source nodes
i ∈ R, and h ∈ V \ {i}, it holds Γhi < 1. At the same time, for all non-root nodes j ∈ Rc there exists
some ` ∈ V \ {i} such that Γ`j = 1. Therefore, the EASE algorithm makes a mistake at the first step on
the following event.
A1 =
{
∃j ∈ Rc ∀i ∈ R : max
h∈V \{i}
Γ̂hi > max
`∈V \{j}
Γ̂`j
}
⊆
⋃
j∈Rc
⋃
i∈R
{
max
h∈V \{i}
Γ̂hi > max
`∈V \{j}
Γ̂`j
}
⊆
⋃
i∈R
⋃
h∈V \{i}
⋃
j∈Rc
⋃
`∈an(j,G)
{
Γ̂hi > Γ̂`j
}
.
Consider step s < p − 1. Suppose that, for 1 ≤ s′ ≤ s it holds an(is′ , G) ⊆ Hs′ , that is, all
nodes i1, . . . , is have been selected in a correct order pis ∈ Π(s)G which may not be unique. The current
subgraph Gs = (Vs, Es) is a DAG, and therefore, there exists a source node. Let us partition the nodes
Vs = Rs ∪ Rcs, where Rs = {j ∈ Vs : an(j,Gs) = ∅} denotes the set of root nodes of Gs and
Rcs = Vs \Rs. Since the nodes i1, . . . , is have been selected according to a correct partial causal order,
one can show (using a similar argument as in Proof B.5) that all source nodes i ∈ Rs are such that
an(i, G) ⊆ Hs. Thus, by Theorem 1, it follows that Γhi < 1 for all i ∈ Rs and h ∈ Vs \ {i}. Similarly,
it is easy to see that for all non-root nodes j ∈ Rcs there exists a node ` ∈ Vs \ {j} such that Γ`j = 1.
Therefore, for each partial causal order pis ∈ Π(s)G , the EASE algorithm makes a mistake at step s+ 1 if
it chooses a non-root node. This happens on the event
Apiss+1 =
{
choose pis ∈ Π(s)G
}
∩
{
∃j ∈ Rcs ∀i ∈ Rs : max
h∈Vs\{i}
Γ̂hi > max
`∈Vs\{j}
Γ̂`j
}
⊆
⋃
i∈Rs
⋃
h∈Vs\{i}
⋃
j∈Rcs
⋃
`∈an(j,Gs)
{
Γ̂hi > Γ̂`j
}
.
Therefore, the event of at least one mistake during the whole algorithm writes
A = A1
⋃
pi1∈Π(1)G
Api12 · · ·
⋃
pip−1∈Π(p−1)G
A
pip−1
p
⊆
⋃
i∈V
⋃
h/∈An(i,G)
⋃
j∈V
⋃
`∈an(j,G)
{
Γ̂hi > Γ̂`j
}
⊆
⋃
i∈V
⋃
h/∈An(i,G)
⋃
j∈V
⋃
`∈an(j,G)
{∣∣∣Γ̂hi − Γhi∣∣∣ > Γ`j − Γhi
2
}
∪
{∣∣∣Γ̂`j − Γ`j∣∣∣ > Γ`j − Γhi
2
}
⊆
⋃
i∈V, h/∈An(i,G)
{∣∣∣Γ̂hi − Γhi∣∣∣ > 1− υ
2
}
⋃
j∈V, `∈an(j,G)
{∣∣∣Γ̂`j − Γ`j∣∣∣ > 1− υ
2
}
,
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where υ = max(h,i): h/∈An(i,G) Γhi < 1 and Γ`j = 1 for all (j, `) such that ` ∈ an(j,G) (by Theorem 1).
Thus, the probability of making a mistake during the whole algorithm can be upper bounded by
P(A) ≤
∑
i∈V, h/∈An(i,G)
P
(∣∣∣Γ̂hi − Γhi∣∣∣ > 1− υ
2
)
+
∑
j∈V, `∈an(j,G)
P
(∣∣∣Γ̂`j − Γ`j∣∣∣ > 1− υ
2
)
≤ p2 max
i,j∈V
P
(∣∣∣Γ̂ij − Γij∣∣∣ > 1− υ
2
)
.
C Extension to real coefficients
Let Y be a regularly varying random variable with index α > 0, where, as x→∞
P(Y > x) ∼ c+`(x)x−α, P(Y < −x) ∼ c−`(x)x−α.
Consider Z = bY , b ∈ R. Then Z is also regularly varying with index α > 0, that is, as x→∞,
P(Z > x) ∼ |b|αcsgn(b)`(x)x−α, P(Z < −x) ∼ |b|αc−sgn(b)`(x)x−α.
Therefore, all results of Section A.1 apply to linear combination of regularly varying random variables
with real coefficients. For example, consider the SCM with real coefficients, where the noise terms
ε1, . . . , εp have comparable upper and lower tails, that is, as x→∞
P(εj > x) ∼ c+j `(x)x−α, P(εj < −x) ∼ c−j `(x)x−α
where c+j , c
−
j > 0, j ∈ V . Recall that each variableXj , j ∈ V , can be expressed as a linear combination
of its ancestors’ noise, i.e.,
Xj =
∑
h∈An(j,G)
βh→jεh,
where βh→j ∈ R. This is a sum of independent regularly varying random variables, therefore, by
Lemma 3, each Xj , j ∈ V is regularly varying, too, and its upper and lower tails are
P(Xj > x) ∼
∑
h∈An(j,G)
|βh→j |αc+hj`(x)x−α,
P(Xj < −x) ∼
∑
h∈An(j,G)
|βh→j |αc−hj`(x)x−α,
where c+hj = c
sgn(βh→j)
h , c
−
hj = c
−sgn(βh→j)
h , and sgn(βh→j) is defined as in (12).
C.1 Proof of Lemma 2
Proof. Recall that each variable Xh, h ∈ V , can be expressed as a weighted sum of the noise terms
ε1, . . . , εp belonging to the ancestors of Xh, as shown in (4). Therefore, we can write Xj and Xk as
follows,
Xj =
∑
h∈Ajk
βh→jεh +
∑
h∈Ajk∗
βh→jεh,
Xk =
∑
h∈Ajk
βh→kεh +
∑
h∈Akj∗
βh→kεh,
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where Ajk = An(j,G) ∩An(k,G), Ajk∗ = An(j,G) ∩An(k,G)c and similarly for Akj∗ .
We treat the two terms of (11) separately. Consider the first term,
Ψ+jk = limx→∞
1
2
E [σ(Fk(Xk)) | Xj > x] , j, k ∈ V.
Since Xj , j ∈ V , are regularly varying with index α > 0, using similar arguments as in Lemma 1 we
can write
E[σ(Fk(Xk))1{Xj > x}]
=
∑
h∈An(j,G)
E [σ(Fk(Xk))1 {βh→jεh > x}] + o{P(Xj > x)}
=
∑
h∈Ajk
E [σ(Fk(Xk))1 {βh→jεh > x}]
+
∑
h∈Ajk∗
E [σ(Fk(Xk))1 {βh→jεh > x}] + o{P(Xj > x)}.
(34)
Recall that σ is defined as
σ(x) = |2x− 1| =
{
2x− 1, x > 1/2
1− 2x, x < 1/2,
and that 0 < σ(Fk(Xk)) < 1, k ∈ V .
Consider the summands in (34) where h ∈ Ajk. We distinguish two cases. When the ratio c =
βh→k/βh→j > 0, we can bound the summand
P (βh→jεh > x) ≥ E [σ(Fk(Xk))1 {βh→jεh > x}]
≥ E [σ(Fk(Xk))1 {βh→kεh > cx,Xk > cx}]
≥ σ(Fk(cx))P (βh→kεh > cx,Xk > cx)
= σ(Fk(cx)) [P (βh→kεh > cx)− P (βh→kεh > cx,Xk ≤ cx)]
= P (βh→jεh > x) + o{P(Xj > x)}.
The last equality follows from Lemma 5 and since σ(Fk(cx))→ 1 as x→∞.
When the ratio c = βh→k/βh→j < 0, similar arguments as above yield again
P (βh→jεh > x) ≥ E [σ(Fk(Xk))1 {βh→jεh > x}]
≥ P (βh→jεh > x) + o{P(Xj > x)}.
On the other hand, for all the summands in (34) where h ∈ Ajk∗ we have thatXk and εh are independent.
Therefore,
E [σ(Fk(Xk))1 {βh→jεh > x}] = E [|2Fk(Xk)− 1|] P (βh→jεh > x)
=
1
2
P (βh→jεh > x) .
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Consequently,
Ψ+jk = limx→∞
1
2
E [σ(Fk(Xk)) | Xj > x]
= lim
x→∞
1
2
∑
h∈Ajk
P (βh→jεh > x)
P(Xj > x)
+ lim
x→∞
1
4
∑
h∈Ajk∗
P (βh→jεh > x)
P(Xj > x)
=
1
4
+
1
4
∑
h∈Ajk
lim
x→∞
P(βh→jεh > x)
P(Xj > x)
=
1
4
+
1
4
∑
h∈Ajk |βh→j |αc+hj`(x)x−α∑
h∈An(j,G) |βh→j |αc+hj`(x)x−α
=
1
4
+
1
4
∑
h∈Ajk c
+
hj |βh→j |α∑
h∈An(j,G) c
+
hj |βh→j |α
.
Similarly, the second term can be shown to be
Ψ−jk =
1
4
+
1
4
∑
h∈Ajk c
−
hj |βh→j |α∑
h∈An(j,G) c
−
hj |βh→j |α
.
Putting everything together yields the desired form of Ψjk = Ψ+jk + Ψ
−
jk.
C.2 Proof of Theorem 3
Proof. The proof follows a similar approach as Proof B.2. In this framework we assume that the distri-
bution entailed by the SCM is faithful to the induced DAG G. Therefore, if i is an ancestor of j in G,
then βi→j 6= 0. Define A12 = An(1, G) ∩An(2, G).
(a). Suppose X1 causes X2, i.e., 1 ∈ an(2, G). This implies that An(1, G) ⊂ An(2, G) and thus
A12 = An(1, G) ⊂ An(2, G). By applying Lemma 2 we obtain Ψ12 = 1 and Ψ21 ∈ (1/2, 1).
Conversely, suppose that Ψ12 = 1 and Ψ21 ∈ (1/2, 1). If Ψ12 = 1 then the the numerator
of the second and third term in Lemma 2 must be positive and equal to its corresponding de-
nominator. This implies that A12 = An(1, G) ∩ An(2, G) = An(1, G) 6= ∅. It follows that
An(1, G) ⊆ An(2, G), i.e., 1 ∈ An(2, G). At the same time, if Ψ21 ∈ (1/2, 1), then the numera-
tor of the second (or third) term in Lemma 2 must be positive and smaller than its corresponding
denominator. This means that A12 6= ∅ and A12 = An(1, G) ∩ An(2, G) ⊂ An(2, G). Thus, it
follows that An(1, G) ⊂ An(2, G). Therefore 1 ∈ an(2, G), that is, X1 causes X2.
(b). By symmetry, as case (a).
(c). Suppose there is no causal link between X1 and X2, i.e., An(1, G) ∩ An(2, G) = ∅. Then, A12 =
An(1, G) ∩An(2, G) = ∅ and by Lemma 2, we obtain Ψ12 = Ψ21 = 1/2.
Suppose now that Ψ12 = Ψ21 = 1/2. This means that the numerator of the second and third
term in Lemma 2 must be equal to zero. This implies that A12 = ∅ and therefore An(1, G) ∩
An(2, G) = ∅, that is, there is no causal link between X1 and X2.
(d). Suppose there is a node j /∈ {1, 2} such thatXj is a common cause ofX1 andX2, i.e., j ∈ an(1, G)
and j ∈ an(2, G). Then A12 = An(1, G)∩An(2, G) is non-empty. Since An(1, G) 6= An(2, G),
it follows that A12 ⊂ An(i, G), for i = 1, 2. Thus, according to Lemma 2 we have Ψ12,Ψ21 ∈
(1/2, 1).
Conversely, suppose that Ψ12,Ψ21 ∈ (1/2, 1). If Ψ12 ∈ (1/2, 1), then the numerator of the
second (or third) term in Lemma 2 must be positive and smaller than its corresponding denom-
inator. This implies that A12 6= ∅ and A12 = An(1, G) ∩ An(2, G) ⊂ An(1, G). Similarly, if
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Ψ21 ∈ (1/2, 1), it follows that A21 = A12 = An(1, G) ∩ An(2, G) ⊂ An(2, G). This implies
that An(1, G) 6= An(2, G) and they are not disjoint. Therefore, there exists a node j /∈ {1, 2}
such that j ∈ an(1, G) and j ∈ an(2, G), i.e., Xj is a common cause of X1 and X2.
D EASE example
Consider the DAG G in Figure 5, with vertex set V = {1, 2, 3, 4}. The set of causal orders of G is
ΠG = {(2, 1, 4, 3), (2, 1, 3, 4), (3, 1, 2, 4)}. In Figure 6, we display the state-space tree of the EASE
algorithm, i.e., the set of states that the algorithm can visit to find a causal order pi of G. Each state
represents the status of the vector pi−1 during the algorithm evaluation. A state is red if all the paths
below it lead to wrong causal order. The green states represent the causal orders of G.
2
1 34
Figure 5: DAG G.
1 2
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3 4
Figure 6: Extremal ancestral search (EASE) for the DAG shown in Figure 5.
E Experimental settings for the simulation study
The parameters of the simulation are the following.
– Distribution: Student-t, with degrees of freedom α ∈ {1.5, 2.5, 3.5}.
– Number of observations: n ∈ {500, 1000, 10000}.
– Number of variables: p ∈ {4, 7, 10, 15, 20, 30, 50}.
The settings that we consider are,
– Linear SCM,
– Linear SCM with hidden confounders,
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– Nonlinear SCM,
– Linear SCM and uniform transformation of each variable.
For each combination of n, p, and α and each setting, we generate nexp = 50 random SCMs. Each
SCM is built as follows.
1. Generate a random DAG.
(a) Take a random permutation pi of the nodes V = {1, . . . , p} that defines the causal order.
(b) For each i ∈ V such that pi(i) > 1, sample the number of parents
npa ∼ Bin(pi(i)− 1, q),
from a binomial distribution. We set q = min{5/(p− 1), 1/2} so that, on average, there are
2.5 edges per node, when p > 10.
(c) Sample without replacement npa from {j ∈ V : pi(j) < pi(i)} and name the resulting set
pa(i).
2. Sample uniformly from {−0.9,−0.1} ∪ {0.1, 0.9} the coefficients βij , where i ∈ V and j ∈
pa(i, G).
3. In the case of hidden confounders,
(a) Sample the number of confounding variables,
nconf ∼ Bin
(
p(p− 1)
2
, q
)
,
from a binomial distribution. We set q = 2/(3p− 3) so that, on average, there is one hidden
confounder for every three nodes.
(b) Sample without replacement nconf unordered pairs from {{i, j} : i, j ∈ V } and name the
resulting set C.
(c) Update the parents of each node i as pa(i) := pa(i) ∪ Ci, where Ci ⊆ C is the set of
hidden confounders affecting node i ∈ V . Similarly, for each hidden confounder c ∈ C, set
pa(c) = ∅.
(d) Sample uniformly from {−0.9,−0.1} ∪ {0.1, 0.9} the coefficients βic, where i ∈ V and
c ∈ Ci.
4. Let V˜ = V ∪ C6. For all i ∈ V˜ , sample n i.i.d. copies of noise εi ∼ Student-t(α).
5. For each node i ∈ V˜ , generate
Xi :=
∑
j∈pa(i)
βij f(Xj) + εi, where
(a) in case of linear SCM, f(Xj) = Xj ,
(b) in case of nonlinear SCM, f(Xj) = Xj 1{F̂j(Xj) > 0.95}, where F̂j is the empirical cdf
of Xj .
6. In case of uniform margins, transform each variable by Xi := F̂i(Xi), where F̂i is the empirical
cdf of Xi, i ∈ V˜ .
6If there are no hidden confounders, then C = ∅.
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