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Socioeconomic Factors and Illicit Drug Demand
Abstract
How do we help to control the social dilemmas that are results of drug abuse? By investigating and better
understanding the relationship between drug demand and socioeconomic status, much can be done to
improve illicit drug control and regulation. This paper examines the relationship between socioeconomic
status and demand for illicit drugs.
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I.  Introduction
 “Annually, millions of people are arrested 
for driving under the influence of alcohol or illicit 
drugs and other offenses related to alcohol and 
drug use.  The safety of many neighborhoods—
and the people living and working in them—is 
threatened by the violence associated with drug 
sales (Schneider Institute, 2001).”  Over $414 
billion is estimated to be the economic cost of 
substance abuse yearly, with drug use constitut-
ing $109.9 billion.  The economic cost includes 
productivity loss, healthcare costs, and criminal 
costs (Schneider Institute, 2001). The monetary 
effect that drug use holds on society is substantial. 
Clearly drug use and drug control is a topic that 
needs to continually be addressed due to changes 
in society.  
 Historically, drug use in the United States 
has been marked by constant shifts in attitudes 
and policies towards determining whether or not 
to tolerate drug use.  Public policy has been insti-
tuted to control demand for illicit substances as 
well as regulate and control supply for drugs.  The 
policies have had both positive and negative ef-
fects on the war on drugs.  Policies come with a 
large bill, however. Much of drug policy in the 
US focused on stopping the flow of drugs costs 
approximately $26 billion per year (Dave, 2004). 
 In 1998, nearly 13.6 million people in the 
United States used illicit substances.  “No specific 
group in the population is immune to substance 
abuse and its effects (Schneider Institute, 2001).” 
The consequences of having this many people 
using drugs create an overwhelming burden on 
society’s members. For one, deaths and illnesses 
created from drug abuse put strain on the nation’s 
heath care system.  Drug related deaths have dou-
bled since 1980, mostly due to a combination of 
illicit drugs and alcohol.  However, many drug 
related deaths are due to AIDS, which was con-
tracted from sharing needles while using.  
 Other costs to society relate to the law.  In 
the U.S. drug users make up an increasing per-
centage of incarcerated individuals.  Increases 
in incarceration are due to increased minimum 
sentencing laws for drug offenses and are often 
blamed as major reasons for prison overcrowding 
(Schneider Institute, 2001).
 How do we help to control the social di-
lemmas that are results of drug abuse?  By inves-
tigating and better understanding the relationship 
between drug demand and socioeconomic status, 
much can be done to improve illicit drug control 
and regulation. This paper examines the relation-
ship between socioeconomic status and demand 
for illicit drugs.  Many questions come to mind 
with the topic.  Does low socioeconomic status 
increase demand?  Does higher socioeconomic 
status necessarily decrease demand?  Past studies 
have taken many different approaches to studying 
illicit drug demand. Generally, two substances are 
studied and compared or one substance is studied 
over time.  To expand on these previous studies, 
I will be utilizing several substances (the depen-
dant variables) at two different time periods. I use 
eight regression models, one for marijuana, co-
caine, heroin, and methamphetamines (or stimu-
lants) in 1995 and 2005.  These regressions should 
prove many things, including increases in family 
income result in decreases in drug demand, and as 
job status increases, demand for drugs decreases.  
 The sections of this paper are as follows: 
Section II provides a review of literature, Section 
III explains a theoretical background, Section IV 
includes my data and empirical model, Section V 
examines the results of the regressions, and Sec-
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tion VI makes final conclusions, policy sugges-
tions, and suggestions for future research.
II.  Literature Review
 In my research I look at several socioeco-
nomic factors that contribute to demand for drugs. 
Past research has investigated aspects of the rela-
tionship of socioeconomic variables and drug use. 
I hope to expand the previous literature.  
A.  Economic Variables 
 Income: Illegal drugs are not inexpensive 
goods. A single gram of cocaine can cost as much 
as $100 (Office of National Drug Control Policy, 
2004).  Income is necessary to support recreation-
al or problematic drug use.  One might be led to 
believe that people who use drugs get their money 
for drugs by selling drugs; however, this presump-
tion is not entirely true since many different types 
of people with many different types of jobs and 
incomes demand illicit drugs. 
 Bushmueller and Zuvekas (1998) perform 
an interesting study that determines that income 
positively affects moderate drug use but negatively 
affects daily use.  One important aspect of Bushm-
ueller and Zuvekas’ work is that they differentiate 
between young adults and what they defined as 
“prime age” adults (30-45 year olds).  When con-
trolling for age, the relationship between drug use 
and income is not monotonic for younger people. 
They find that income positively affects drug use 
for young workers. But income negatively affects 
heavy drug use and those with lower incomes use 
drugs more often than those with higher income 
levels.  Also when controlling for age, prime age 
men display a negative relationship to problemat-
ic drug use and employment but younger men do 
not.  It might be argued against Bushmueller and 
Zuvekas that drug use affects income attainment. 
In another comparable study, Gill and Michaels 
(1990) conclude that drug use actually increases 
wages a little for all ages of people, and thus peo-
ple earning an income demand more illicit sub-
stances.
 Many of the individuals who use drugs are 
adolescents between the ages of twelve and seven-
teen.  This group might not have a full time job, nor 
is there an expectation of them to hold a full time 
job, since they often are in school.  Consequently, 
understanding where they get their money from is 
important to understanding adolescents’ demand.  
 Teenagers’ primary income comes from 
allowances, wages from part time employment, 
and gifts. Many studies have found a positive rela-
tionship between drug use and income in younger 
people.  However, Markowitz and Tauras (2006) 
investigate how budget constraints affect this 
group and they find that earned income (income 
from a part-time job) is positively related to the 
probability of use and frequency of use.  Higher 
allowances also cause a positive effect with drug 
use but they do not predict the frequency of drug 
use.  Finally, parental income might be important 
in relation to drug demand for youth. Markowitz 
and Tauras find that illicit drug demand does not 
necessarily decrease with an increase in family in-
come, but higher family income does decrease the 
frequency of illicit drug use. 
 Employment: One issue that arises when 
considering drug policy is how drug use might 
affect productivity and in turn wages.  Gill and 
Michaels find that drug use is associated with a 
reduced probability of employment.  According 
to their demand side findings, lower productivity 
and increased absenteeism from work may indi-
cate drug use.  Supply side findings indicated that 
drug use seems to be a leisure activity.  However, 
if use is a leisure activity then their results remain 
unclear because use of hard drugs has less nega-
tive effect than use of simple drugs (1992).  In a 
previous but comparable study, Gill and Michaels 
(1991) suggest that a strong association exists be-
tween occupational categories and drug use. 
 Van Ours (2006) investigates employment 
and productivity effects of the use of cocaine and 
cannabis.  He finds that the job attainment rate 
decreases with cannabis use. In fact, as soon as 
someone starts using illicit drugs their likelihood 
of finding a job goes down.  Much of this decrease 
can be attributed to required on-the-job drug test-
ing.  When an individual finally holds a full time 
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job, three different outcomes are possible for the 
individual according to Van Ours.  First there can 
be past cannabis use and no current cannabis use, 
second there can be past and current cannabis use, 
and finally there can be no past cannabis use and 
no current cannabis use.  The unemployment rate 
increases as past demand increases for cannabis, 
while the unemployment rate decreases as past 
cocaine use increases. 
B.  Background Variables
 Education: The relationship between drug 
use and dropping out of high school has attracted 
the attention of researchers.  There is little ques-
tion that these issues are interrelated.  Initially 
students become frustrated with school and then 
become less involved.  These students are more 
likely to acquire deviant behavior and are conse-
quently less likely to complete school.  The im-
pact of prior drug use on dropping out of school 
may be spurious because it plays so much on other 
school and family factors.   Some theorists believe 
that dropping out of school reduces the level of 
frustration students feel and reduces involvement 
in drug use.  Social control theorists, on the other 
hand, view dropping out of school as disengaging 
from society and thus increasing the rate of drug 
use (Krohn et al., 1995).  
 Krohn, Thornberry, Collins-Hall, and Li-
zotte (1995) use several variables related to school 
and family dimensions, as well as dropout status, 
drug use and serious delinquent behavior to esti-
mate a model.  They ask two questions: (1) what 
are the effects of prior delinquency and drug use 
(2) what is the effect of dropping out of school 
on subsequent delinquency and drug use?  They 
find that it is not clear how these three forms of 
problematic behavior may precede dropping out 
of school, but these things may all also be caused 
by the same predictor values. 
 Chatterji (2006) also estimates a model 
to determine the association between illicit drug 
use during high school and the number of years of 
high school completed.  He finds that marijuana 
and cocaine demand while in high school reduces 
the number of years of high school actually com-
pleted. 
 Prior Incarceration: Alcohol and illicit 
drugs are involved in many violent crimes and 
other serious offenses.  For example, at least half 
of the adults arrested for major crimes, such as 
homicide, theft and assault, and more than eight in 
ten arrested for drug offenses, tested positive for 
drugs at the time of their arrest (Schneider Insti-
tute, 2001).”   Approximately half of state prisons’ 
inmates and forty percent of federal prisoners ar-
rested for committing violent crimes admit to be-
ing under the influence of drugs or alcohol at the 
time of their arrest. 
 A former drug addict himself, Charles 
Terry, studies the relationship between drug ad-
diction and imprisonment. Escalating numbers of 
incarcerated individuals have committed a drug 
offense or several drug offenses.  Their demand 
continually increases through their lifetime.  The 
Bureau of Justice Statistics finds that 82 percent 
of people on parole are returned to prison because 
of drug and alcohol use.  Further, the number of 
people in prison for drug use has increased seven-
fold from 1978 to 1996 (Terry, 2003).  Terry finds 
that the regular drug users in his study had similar 
characteristics.  They all came from mostly lower 
socioeconomic environments in which violence, 
prison time and the use of illegal drugs were nor-
mal.  As children the subjects were exposed to all 
of these factors and thus found themselves in the 
same situation later in life (Terry, 2003).
C.  Demographic Variables
 Geographic Location: It is believed that 
preferences towards drugs may differ over geo-
graphic areas.  Many studies use geographic loca-
tion in some way as an independent control vari-
able.  Some use geographic location to mean the 
difference between urban and rural areas. DeSi-
mone and Farrelly (2003) caution against inter-
preting results when geographic fixed effects are 
not included because studies have showed that the 
magnitude of  price responsiveness is overesti-
mated when fixed effects are not included. 
 Age: According to Sickles and Taub-
man (1991) age is of marginal significance when 
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considering who uses illegal drugs.  However, 
Caulkins, Reuter, Iguschi, and Chiesa (2005) be-
lieve that age does not matter and new drug us-
ers often are in their teens or young adult years. 
This research team investigates cocaine addiction, 
and since cocaine is such a highly addictive drug 
constant use quickly leads to heavy addiction at a 
young age.  In fact, 17% of those that are heavy 
cocaine users started using cocaine at an early age. 
Niskanen (1992) also finds addictive behavior is 
more likely to occur in those that are younger.
 Gender: Several studies have incorporated 
gender in some way. Van Ours (2006) studies the 
relationship between gender and employment on 
drug use.  He finds that being female has no nega-
tive effects on employment when using drugs, and 
finds that being male has a negative effect on em-
ployment when using drugs. Most other studies 
already mentioned used gender as a control vari-
able in some way.
 Race/Ethnicity: Wallace and Bachman 
(2003) determine differences in high school se-
niors’ drug use dependent on family background 
and lifestyle behaviors and experiences.  Drinking 
has been found to be more prevalent among white 
Americans than among people of other races.  Re-
search indicates that drug use is generally lower 
than average among black and Asian youth.  For 
Native Americans, drug use is generally higher. 
In another study, alcohol and drug consumption 
results indicate that black males and females have 
higher abstention rates than white counterparts. 
Black and white females have similar rates of 
heavy drinking, but black males have a higher rate 
of heavy drinking compared with white males.
III. Theoretical Framework
 In my research I will be utilizing consum-
er demand theory. Basic consumer demand theory 
holds that the demand for a product is determined 
by price and other variables that influence the po-
sition of the demand curve.  Each person responds 
differently to changes in equilibrium of supply 
and demand and must make a decision on how 
much they choose to demand.  It should logically 
follow, given the supply, that as drug demand de-
creases, the price goes down, and as drug demand 
increases, the price goes up (Pindyck and Rubin-
feld, 2003). When a good becomes a necessity to 
an individual, the demand for the good becomes 
very price inelastic.  
 Income effects are demonstrated in an in-
come-consumption curve and the curve indicates 
that changes in income lead to a shift in the de-
mand curve itself.  When the income-consumption 
curve has a positive slope, demand increases with 
income, and the good is considered a normal good 
because consumers want to buy more as income 
increases. When an income consumption curve 
has a negative slope, demand falls as income in-
creases and goods are considered inferior goods 
(Pindyck and Rubinfeld, 2003) . 
 Regardless of price and income, in many 
situations economic, social and psychological 
forces shape consumer tastes. I need to consider 
how the demand curve is affected due to the ad-
diction, tolerance, and dependence that result as 
a part of drug use.  “Addiction is a state in which 
an organism engages in a compulsive behavior, 
even when faced with negative consequences. 
This behavior is reinforcing, or rewarding (NIDA, 
2007).”  In this case, a person using drugs loses 
all sense of control and continually uses because 
he or she believes that he or she must engage in 
drug use. “When drugs…are used repeatedly over 
time, tolerance may develop.  Tolerance occurs 
when the person no longer responds to the drug 
in the way that person initially responded (NIDA, 
2007).”   Also, as users develop increased toler-
ance, they demand more and more of a drug.  Fi-
nally, dependence occurs when repeated exposure 
to drugs occurs within neurons and they then only 
function normally when the drug is present in the 
system.  In this case, users attempt to avoid pain 
or sickness due to withdrawal symptoms because 
of their dependence, and demand shifts right as it 
increases (NIDA, 2007).
 In my research I assume that the consumer 
demand curve is price inelastic since changes in 
price probably will not strongly alter the demand 
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curve due to addiction, tolerance, and dependence. 
Further, changes in demand cause the demand 
curve to shift (right for an increase in demand and 
left for a decrease in demand). These two ideas are 
demonstrated in Figure 1.  An inelastic demand 
curve is relatively vertical like Figure 1 demon-
strates.  As demand increases from de-
mand curve 1 (D1) to demand curve 2 
(D
2
), price increases from P1 to P2 and 
vice versa.  
 Based on previous literature 
and consumer demand theory, I pro-
pose a theoretical model to explain the 
dependent variable of marijuana, cocaine, heroin, 
or methamphetamines demand.  The demand is 
dependent upon four categories of independent 
variables: addiction variables, economic variables, 
background variables, and demographic variables. 
The resulting theoretical model follows:
Demand = f(Addiction Variables, Economic 
Variables, Background Variables, Demograph-
ic Variables)
IV.  Data and Empirical Model
 The data for my dependent variable and 
independent variables come from the 1995 and 
2005 National Survey on Drug Use and Health 
(NSDUH).  The NSDUH surveys different mem-
bers of United States households over the age of 
12 yearly, which means that these data sets are 
cross sectional data sets collected at two separate 
times.  Because of this I am not able to look at 
individuals’ demand preferences over time.  How-
ever, my intention is purely to compare 
demand patterns from 1995 and 2005 
and determine if any conclusions can be 
drawn.  
 For my model, I will use several 
Ordinary Least Squares (OLS) regres-
sions.  The dependent variables are de-
mand for marijuana, demand for heroin, 
demand for methamphetamines, and de-
mand for cocaine.  Independent variables I 
will be using include economic variables, 
background variables, and demographic 
variables. A complete list of all my vari-
ables with accompanying definitions and 
expected outcomes are found in Table 1. 
My empirical model follows.
 After analyzing the previous literature and 
theories related to demand and drug addiction, I 
determined the hypotheses to be tested, which fol-
low:
1.  As more of a drug is needed to obtain a high, 
drug demand increases. (β
2
 >0)
2.  As more time is spent looking for and using a 
drug, drug demand increases. (β
3
>0)
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6.  Previous incarceration increases drug demand. 
(β7 >0)
A. Dependent Variables
 I use the number of times per year an in-
dividual uses either marijuana, cocaine, heroin, or 
methamphetamines as my dependent variable.  In 
2005, respondents self report a specific number of 
days they used (1 day to 365 days).  These values 
are relatively easy to interpret.  In 1995 however, 
respondents self report the number of days they 
used in nine categories.  A categorical measure re-
quires that I utilize a non-linear model for 1995 
data. I do not want to compare linear and non-lin-
ear models of demand so I create midpoints of the 
assigned categories, and thus create an approxi-
mate measure of the continuous dependent vari-
able (see Appendix B for 1995 proxy number of 
days demanded).
 In either case, the measure is not a true 
quantity of drug demanded because of certain ad-
diction considerations (i.e. needing more to get 
high). Differences like this shift demand rather 
than determine quantity.  Since I am interested 
in how demand shifts, measuring demand by the 
number of days of use or estimated days is appro-
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priate.  
 For each drug in each year, the dependent 
variable is selected from the entire data set based 
on whether or not someone used one of the drugs 
at least once in the past year.  This study’s focus is 
meant to determine demand of marijuana, heroin, 
methamphetamines and cocaine so my samples 
consist only of those who have previously de-
manded any of these drugs.
B. Addiction Variables 
 Since addiction has been found to cause 
changes in the orientation of the demand curve, I 
utilize variables which indicate that consumption 
characteristics are not completely voluntary.  Ad-
diction should have a positive effect on drug de-
mand.  For all drugs, two variables are used in the 
regression.  First, a dummy variable asks whether 
or not an individual needs more of a particular 
drug to get the same desired effect that a previous 
amount had on them (XNEEDDMORE).  A sec-
ond addiction dummy variable indicates whether 
or not an individual spent a lot of time in search of 
their drug of choice (XGREATTIME).  The addic-
tion variables provided by the NSDUH limit the 
model because there are many missing variables. 
These missing variables almost inevitably will 
lead to errors or other issues in OLS regression 
results.  
C. Economic Variables
 Income: In my economic variables I use 
total family income as my measurement of in-
come.  Incomes are reported to the NSDUH in 
categories.  So in order to assign a value to these 
measures, I create categorical dummy variables by 
reassigning values.  The categories of income are 
less than $20,000 (LOWINC), between $20,000 
and $49,999 (LOWMIDINC), between $50,000 
and $74,999 (MIDINC), and greater than $75,000 
(HIGHINC).  I will not be including less than 
$20,000 in my regressions so I will have a value 
in which to compare the results.  I believe that a 
greater income will cause consumers to demand 
less, thus a negative effect is predicted for those 
with incomes above $20,000.    
 There are some errors that occur with in-
come data.  The twelve year olds in the data can-
not have income aside from allowances and gifts, 
so this must be considered when analyzing results. 
Further, this income level is self reported and in-
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terviewee honesty is an issue.  
 Employment: Job status is measured as a 
categorical variable in both 1995 and 2005, too. 
The categories are not employed (UNEMPLOY), 
part time employed (PTEMPLOY), or full time 
employed (FTEMPLOY).  Homemakers, retired, 
and disabled are included in unemployed catego-
ry.  When transforming the data, 1995 categories 
were defined differently than 2005 categories of 
income.  Consequently, 1995 income is a proxy 
variable, and must be considered as such. I will 
not include those who are full time employed in 
the regression so as to provide a baseline refer-
ence point in evaluation of my results.  Based on 
previous research I am inclined to believe that 
those who hold no job will demand more drugs.  I 
am not sure of how part time employment might 
affect drug demand.  
D. Background Variables
 Education: Education is measured as a 
categorical variable.  Education is reported as the 
highest level of education completed.  The cate-
gories of educational attainment are those people 
who dropped out of high school (LESSHS), those 
people that completed high school or an equivalent 
program (i.e. GED) (HS), those people that com-
pleted some college but did not receive a bache-
lors degree (SOMECOLLEGE), and those people 
who have completed a bachelors degree or higher 
(COLLEGE).  The final education category in-
cludes those who are in school still (INSCHOOL). 
This variable may lead to problems because the 
NSDUH took the age category, AGE12TO17, to 
create INSCHOOL.  In the regression I omit those 
who have received a high school diploma, as I feel 
that this is a good baseline for educational attain-
ment.  Education has proven to be a large contrib-
uting factor to drug use, so I predict that the higher 
the level of education completed, the less likely 
drug abuse will be a problem for an individual. 
 Jail: In the OLS regression whether or not 
someone has been incarcerated (JAIL) acts as a 
dummy variable.  If someone has spent any time 
in jail in the past 12 months, this is measured.  I 
believe that due to the nature of jail, lacking pol-
icy, and the inefficiency of treating drug addicts 
while in jail, previous incarceration will create a 
positive effect on drug demand. 
E. Demographic Variables
 Several demographic variables are in-
cluded in my model in order to control for various 
factors that might play a role in determining drug 
demand.  These demographics have been used in 
previous studies and I believe that as a whole they 
are a good representation of some non-addiction 
or socioeconomic factors, which might affect de-
mand for illicit substances. 
 Population density: Where you live can 
affect how much drug and what kind of drug you 
can get with ease.  I expect that larger areas with 
higher population densities make it easier to ob-
tain substantial amounts of various drugs, thus a 
positive result is predicted. This variable is repre-
sented as URBAN in my regressions.
 Age: Age is split into four categories:  Ages 
12 to 17, Ages 18 to 25, Ages 26 to 34, and Ages 
35 plus.  The category containing ages 18 to 25 is 
omitted from the OLS regression in order to have 
a comparison value.  I am not sure how age will 
affect regression results since previous literature 
disagrees with how age affects use. 
 Gender: In the model gender is represent-
ed by FEMALE.  I am not certain of how gender 
might affect the regression results. 
 Race: Several of my sources believe that 
race has some effect on drug use and demand.  I 
believe that this observation might be true so I in-
clude several categories of race in the regression. 
Included in the model are those who identified as 
white or Caucasian (WHITE), those who identi-
fied as African American (AFRICANAMER), and 
those who identified in some other category (AL-
LOTHERS).  In 2005, the category ALLOTHERS 
contains several other categories including Native 
Alaskan, Native American, Native Hawaiian, Pa-
cific Islander, Asian, Multiracial, and Hispanic. 
Since the 1995 data set only defined race in three 
categories, I have only used three categories in 
hopes that my action will not hinder my results.  I 
am not certain what kind of affect these particular 
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race categories will have on drug demand. 
V.  Results
A. Descriptives
 Running initial demographic calculations 
helps to create a bigger picture of what is going on 
with the data.  In Table 2, I include the sample size 
for each type of use I test.  Some of the sample 
sizes are quite large and should create sufficient 
results (i.e. 1995 and 2005 marijuana); however, 
some of the sample sizes are significantly smaller 
(i.e. 1995 and 2005 heroin) which has the potential 
to lead to regression problems.  With a sample size 
as small as 43, the degrees of freedom for some of 
my lengthier regressions will limit the sample size 
by about a third. Consequently, any significant re-
sults found here might not be significant at all. 
 Also included in Table 2 are percentages 
that indicate how much of the sample size is con-
tained within a certain variable.  For example, 
19% of those who used marijuana in 1995 were 
part time employed, and 41% of those who used 
marijuana in 1995 were unemployed.
B. Regressions
 I ran a sequence of 9 regressions by add-
ing and removing variables for each drug.  I only 
include Models 1, 6, 7, 8, and 9 in my results sec-
tion.  I believe that these models demonstrate the 
most important results that I produce.
Marijuana.
 The results for marijuana demand are 
presented in Tables 3 and 4.  The addiction vari-
ables included always appear robust and signifi-
cant when they are included.  This result matches 
my original prediction.  However, a data problem 
makes it necessary for GREATTIME to be re-
moved from the 1995 regressions.  Demographics 
(see Appendix) indicate that both the minimum 
and maximum for marijuana was 1.  This means 
that everyone spent time retrieving or using mari-
juana so it is a constant and cannot be included in 
OLS regressions.
 It appears in 1995 LOWMIDINC results in 
less marijuana demand, however, the 2005 regres-
sions indicates that when controlling for addiction 
this category of income is positive.  This discrep-
ancy might be contributed to an outside economic 
factor not controlled for here, such as inflation be-
tween 1995 and 2005.  But if there are no outside 
factors, then marijuana has become a normal good 
since 1995.  MIDINC and HIGHINC are statisti-
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cally negative and statistically significant across 
all 2005 regressions and some 1995 regressions, 
which means higher income decreases demand 
and proves Gill and Michaels wrong.  
 Another notable result in the economic 
variables is employment.  Most of the results be-
tween the two years carry opposite signs from 
each other.  The results from 2005, however, are 
significant in comparison to 1995 results. The cer-
tainty of this assertion is lacking however, due to 
the fact that GREATTIME is not included in both 
years. I believe that this difference might be due 
to how the 1995 categories are defined differently 
than the 2005 categories.  UNEMPLOY was ex-
pected to be positive and 2005’s results prove Gill 
and Michaels’ findings accurate.  PTEMPLOY 
was predicted to have uncertain results produces 
mixed results throughout the regressions, so the 
answer to how PTEMPLOY effects marijuana 
demand could be considered uncertain still; how-
ever 2005’s positive results are significant so they 
might be more reliable.
 Even though LESSHS is negative in 1995, 
2005 regression results are positive, which is what 
I predicted.  Finding no reason to distrust these 
results, I believe that they mean that those with 
less than a high school education are now more 
inclined to demand marijuana than before.  IN-
SCHOOL’s definition makes it difficult to inter-
pret reliably. The results show this variable is not 
very robust at all, even though in 1995’s Model 3 
and 2005’s Model 9, Model 3, and Model 6 it is 
significant to the .01 level. COLLEGE is negative 
and statistically significant to the .01 level, which 
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is what I forecasted.  Also, JAIL is statistically 
significant and positive, which means that jail 
time in the last year caused an increase in mari-
juana demand very much like Terry predicted. It 
seems likely that time in prison is correlated with 
drug use because they were in prison due to the 
drug use, so this result cannot be held in too high 
of regard.
 Between the 2005 and 1995 data sets, the 
race category, ALLOTHER, is defined differently, 
and I believe that may be contributing to the dis-
crepancies between positive and negative answers 
in the two years.  None of the regression results 
are significant, and I believed that there would be 
a significant relationship. 
 When URBAN is included in the regres-
sion it limits sample size, so I removed it to see 
what might happen without its presence. Model 
8 accommodates the removal.  In 1995 URBAN 
increased marijuana demand and in 2005 it de-
creased marijuana demand.  Removal does in-
crease sample size.  For both 1995 and 2005 all 
included age categories chose less marijuana than 
18 to 25 year olds, with the exception of AGE35-
PLUS in 2005 and AGE35PLUS and AGE26TO34 
in 1995 when also controlling for addiction vari-
ables.  This means that demand is directly related 
to age.  This finding is very much against the work 
of Niskanen and Caulkins, et al.  
 One of the most robust variables for mari-
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juana demand is FEMALE.  In both 1995 and 
2005, FEMALE is negative and statistically sig-
nificant to the .01 level.  Females demand mari-
juana around 25 fewer days per year than males.  
 In Model 6, there are many discrepancies 
in the results.  Perhaps there is a certain degree of 
multicollinearity between income level and edu-
cational attainment level.  Overall, the regression 
results from 2005 are more significant, most likely 
due to an increased sample size and due to the true 
continuous dependent variable.
Cocaine. 
 The same regressions were run for cocaine 
as were run for marijuana.  Many of the same er-
rors and issues arose.  Results are located in Tables 
5 and 6.  Both addiction variables have a positive 
effect on drug demand again. The results are also 
very robust across years.  In 2005, NEEDMORE 
has a stronger effect compared to GREATTIME.   
 LOWMIDINC does not appear to have 
a significant effect on cocaine demand in either 
year.  However, MIDINC has a negative effect 
for both 1995 and 2005. Even though 2005 has 
consistently significant results to the .01 level 
and 1995 does not, both sets of results are robust 
across regressions.  Also HIGHINC has negative 
results for both years.   I believe that this means 
cocaine can be considered an inferior good for 
those who earn anything more than $20,000 per 
year.  As with marijuana before, outside factors 
not controlled for in the equation that affect in-
come must also be considered.
 Between 1995 and 2005 UNEMPLOY 
continues to have a positive effect on cocaine 
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demand, contrary to Van Ours’ finding, but 1995 
results indicate a larger, significant positive rela-
tionship, dependent on the Model.  The results for 
PTEMPLOY changed between 1995 and 2005. 
1995 regressions continually find PTEMPLOY 
increases cocaine demand, but PTEMPLOY in 
2005 finds a negative relationship.  This change 
might be due to definitional differences in the em-
ployment variable, but the change might also be 
contributed to part time employees earning more 
in 2005 than in 1995 and as a result reducing their 
demand between the two years. 
 Many of the background variables I in-
clude in my regressions are found to be contradic-
tory of each other. Hence I believe that the demand 
patterns have changed for cocaine.    INSCHOOL 
has as positive effect on cocaine use.  Interesting-
ly, in 1995 when just controlling for background 
variables individuals who are in school now use 
cocaine 43.19 days more than someone who has 
completed high school.  Based on the other much 
lower results I feel that this outlier might not be 
accurate though.  For those who completed less 
than high school and some college, 2005’s co-
caine demand is positive and significant at the .01 
confidence level and 1995 does not have any sta-
tistically significant results.   This result indicates 
that LESSHS and SOMECOLLEGE have become 
more important determinants of cocaine demand 
since 1995.  SOMECOLLEGE is not intuitive of 
the original negative prediction.  Finally JAIL also 
indicates a positive and significant result, as Terry 
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predicts, for 2005 cocaine regressions meaning 
JAIL has become more of a determinant.  JAIL 
might also be more significant in 2005 because 
more individuals are now arrested for drug de-
mand than they were in 1995. 
 One of the most counterintuitive results I 
found in my regressions concerns age and cocaine 
demand.  Against most previous research but ac-
cording to my results, as age increases cocaine de-
mand increases as well.  In 2005’s Model 7, and 
Model 9, people between the ages of 26 and 34 
demanded more cocaine than 18 to 25 year olds at 
the .01 significance level.  For AGE35PLUS how-
ever all of the regressions are robust and showed a 
positive result for cocaine demand. 
 In addition, AFRICANAMER for both 
1995 and 2005 is found to be significant for all 
regressions at the .01 level.  The number of days 
indicated shows that African Americans demand 
cocaine anywhere from 18 to 56 days more than 
whites.  Clearly, cocaine has a very high demand 
for this group.  This result differs from the find-
ings of Wallace and Bachman.  ALLOTHER did 
not have any important findings.
Heroin.
 The regressions for 1995 and 2005 hero-
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in demand produce statistics that appear to be of 
little significance.  I believe that the regressions 
are flawed due to the tiny sample sizes, which are 
narrowed further by low degrees of freedom while 
running regressions with many variables.  Conse-
quently, I have no results to report for heroin.  My 
regression statistics can be found in the Appen-
dix. 
Methamphetamines. 
 Results for methamphetamines are dis-
played in Table 7 and Table 8. The methamphet-
amine regressions are unique in that their addiction 
variables actually measure stimulant addiction and 
not specifically methamphetamine addiction.  As 
a result, I believe that the addiction variables are 
not the best indicators of how much more meth-
amphetamines are demanded in comparison to 
those who do not need more methamphetamines 
or spend a large quantity of time looking for or 
using methamphetamines.  In 1995 SPENDTIME 
is significant across all regressions, whereas in 
2005, NEEDMORE is significant across all lev-
els.  All of the regressions do produce a positive 
result which is in line with predictions.
 The only economic variable that really 
can be considered significant is MIDINC in 1995. 
Since the results in 2005 for MIDINC are insig-
nificant nothing can definitely be suggested in 
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contrast to 1995, however, it appears that income 
has become less of a factor in hindering metham-
phetamine demand making it a more of a normal 
good, even though it remains inferior. 
 In 2005, LESSHS and SOMECOLLEGE 
have significant positive effects on methamphet-
amine demand. Like cocaine, SOMECOLLEGE 
has opposite the anticipated sign.  Even though 
the 1995 results for these two variables are not 
significant, the 2005 results do indicate a change 
in consumption patterns for methamphetamines. 
 Demographic results are so scattered and 
lacking in significance that it makes it difficult to 
draw any conclusions about the results.  Some of 
these errors may be due to a smaller sample sizes 
in the 1995 data. 
 Overall, the methamphetamine regressions 
do not provide much significant information, but 
the little that they do provide makes them worth 
discussing.  I believe that if the NSDUH had pro-
vided proper addiction variables and dependent 
variables rather than addiction variables for the 
broad category of stimulants and dependent vari-
ables methamphetamine, the results might have 
been more notable. 
VI.  Conclusion 
 This paper set out to investigate socioeco-
nomic factors that contribute to drug demand and 
also to find whether or not demand patterns for 
illicit drugs have changed from 1995 to 2005.  I 
find that for some drugs, when testing for select 
variables, that demand patterns have changed, 
but there is no very broad conclusion to be drawn 
from these changes. 
 All the findings of this project are not ex-
actly what I hypothesized.  I believe that the most 
important prediction that I did affirm is that ad-
diction, which has the most influence over drug 
demand, has a positive effect on drug demand. 
Even though I predicted higher incomes to have a 
negative effect on all drugs tested and I found that 
to be true, it appears that demand for marijuana 
has become more inelastic inelastic (normal) over 
time.  Part time employment which was believed 
to have an uncertain outcome was found to really 
be uncertain across drugs and across time.  For 
the most part as education level increases drug 
demand decreases. But cocaine and methamphet-
amines prove that a negative relationship is not 
true all of the time.  One of the most surprising 
findings that I found involved age.  Even though I 
was uncertain of what the result would be as age 
increased, I was more inclined to believe that as 
age increased drug demand would decrease and it 
did for marijuana.  The paper proves that assump-
tion is not true for the other drugs. 
 Because drug use is a national problem, 
public policy has been implemented for many 
years.  Some policy becomes outdated though. 
In my results, I noticed that previous incarcera-
tion had significant positive effects for cocaine 
and marijuana. This result might be due to the fact 
that more and more people are sent to prison for 
drug offenses, but when they are in prison they are 
clearly not receiving appropriate treatment to stop 
drug addiction.  This topic is not a new contro-
versy, but my results just further expand the argu-
ment for better policy concerning drug treatment 
in jail.
 My education variable results for cocaine 
and methamphetamines prove that drug use is not 
being curbed at a lower level in school, but rather 
individuals are using more of these drugs while in 
school.  The argument has previously been made 
that school programs, such as D.A.R.E., need to be 
revamped.  Clearly these programs are not work-
ing as effectively as they might.  Harder drugs 
such as cocaine need to be stressed and included 
in prevention education.
 The topic of drug demand is very broad 
and can be expanded upon in many ways beyond 
this paper. Even though it has already been done 
in many different contexts, supply side investiga-
tion rather than demand side provides a different 
outlook on drug use.  Additionally, any studies 
concerning the supply and how potential supply 
might be limited would be an interesting topic to 
cover.
 In regards to further understanding my own 
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paper, I would like to figure out heroin demand.  A 
larger sample size is necessary and perhaps look-
ing at a different data set might provide a sample 
size large enough to find significant results which 
might explain demand patterns.  Overall, running 
a different sequence of regressions might make 
it easier to tell the story of a given substance’s 
demand and this option should be considered in 
the future.  Also, I might consider how the four 
drugs tested are substitutes for each other and how 
demand elasticities change.  One further idea for 
future research involves predicting the addiction 
variable based on other categories, such as eco-
nomic variables and demographic variables. 
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