This paper proposes a recognition method that combines deep learning with traditional hidden Markov model (HMM) with the aim of improving the recognition accuracy of interaction. First, to construct the classification model, the optimized ALexNet convolutional neural network is used to extract the behavior features, followed by the extraction of features that are used to train the long short-term memory (LSTM) network using the Softmax method. Finally, the particle swarm optimization algorithm is used to fuse the classification results with the traditional HMM classification results so that a hybrid classification model is established to obtain the final behavior recognition result. By conducting experiments on the UT-interaction dataset (six types of interaction behavior), the experimental results show that the hybrid model has higher recognition accuracy than other classical methods.
I. INTRODUCTION
Recently, behavior recognition has increasing research attention due to its wide application potential in related fields, such as video surveillance, human-computer interaction, and social video recommendation. In the research field of behavior recognition, studies based on single-and two-person interactions and multi-person behavior recognition have been published. At present, many research results based on singleperson behavior recognition have been presented [1] - [3] . Compared with single-person behavior, the interaction behaviors of two people are often more complex, and there are more types of physical movements involved in completing the two-person action. Numerous domestic and foreign scientific researchers have carried out research on related projects [4] - [9] . Currently, the identification methods of interaction between two people are mainly divided into traditional methods [10] , [11] and deep learning methods [12] - [15] .
Traditional methods include holistic interactive behavior recognition and individual segmentation interactive behavior recognition. Based on the overall two-person interaction behavior recognition, the interaction parties are regarded as The associate editor coordinating the review of this manuscript and approving it for publication was Kemal Polat . the whole, and then the corresponding space-time characteristics are used to express the interaction behavior. Next, the training library of various interaction behaviors is established, and the interaction behavior to be measured is identified. Yu et al. [16] used the semantic texton forest to generate a dictionary to describe the local spatiotemporal body in the video, and also introduced the pyramid spatiotemporal relationship matching to identify the interaction. Fei et al. [17] proposed the construction of a spatiotemporal context to describe local spatiotemporal features and their interrelationships; they also used the corresponding kernel function to match and identify the interactive video. This kind of method involves a simple processing idea and does not need to separate the behavior of the characteristics of the interaction behavior. The two-person interactive behavior recognition based on individual segmentation aims to separate two interactive parties individually. First, the behavior individual is represented separately, then the space-time relationship between the two action performers is described; finally, the trained classifier is used to identify the interaction behavior. Yuan et al. [18] expressed the interaction behavior as the representation of components with consistent spatial structure and motion components, and used the spatio-temporal information of paired components to identify VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ interaction behaviors. Meanwhile, el Houda Slimani et al. [19] proposed a method based on co-occurring visual matrix to identify the interaction behavior by counting the frequency of interaction between co-occurring visual matrices. This method is simple in principle and easy to implement. At present, deep learning has achieved certain results in behavior recognition. In view of the excellent performance of convolutional neural networks (CNN) in image processing and the outstanding effect of LSTM in processing timing problems, many scholars have built their own models on this basis. Nguyen and Yoshitaka [20] proposed a three-layer CNN method based on independent subspace analysis (ISA) to learn the hierarchy invariant features (HIF) of interactive behavior and adopted the bag of feature (BOF) model for interactive recognition. Donahue et al. [21] proposed a model long-term recurrent convolutional network (LRCN) based on CNN and long short-term memory (LSTM). The model first extracts spatial information through CNN, and then extracts time information in the video through an LSTM network, and finally realizes classification. This paper presents a method based on the combination of traditional methods and deep learning, and proposes a behavior recognition model based on the combination of deep learning and hidden Markov model (HMM). In this model, the CNN structure adopts the ALexNet network after optimization, the LSTM adopts a single-layer LSTM, and Softmax is used for the classification. Finally, the method is validated in the dataset UT-interaction, with results showing that the model has higher recognition accuracy than other classification models.
II. BEHAVIOR RECOGNITION BASED ON TRADITIONAL METHODS

A. VIDEO PREPROCESSING
The first step in behavior recognition is video pre-processing. First of all, each video is converted into a frame image by OpenCV. As each type of motion video contains more than 100 frames of images with the majority featuring redundant information, a series of key frames representing the behavior are selected. Each type of behavior can accurately represent the behavior with only five key frame images, we found that five key frames can express behavior very well. If the key frames are four, the effect is not as good as five key frames. If the key frames are six or seven. . . eight, the effect is not necessarily better than the five key frames, and the training time is increased. It affects the accuracy of behavioral expression and the efficiency of processing data, so a total of 30 key frame images are selected for the six types of behavior in the UT-interaction data set.
B. SIFT FEATURE EXTRACTION
In order to describe the local information in the region of interest effectively, this paper uses the sift algorithm to extract the key points of the region of interest of each frame of image.
Scale-invariant feature conversion (SIFT) [22] is a computer vision algorithm that is used to detect and describe local features in an image. The feature extracted by the sift algorithm is the region of interest or several stable key features on the image. The key points it finds are some points that are very prominent and do not change due to illumination, affine transformation, noise and other factors.
As the sift feature descriptor is a 128-dimensional vector, the feature can be well represented when the number of key points is within a certain range. Results show that the characteristics of each type of behavior can be well represented when the key points are set to 100 through the experiments.
The key points of each type of behavior are shown in Figure 1 .
C. VECTOR QUANTIZATION
Given that HMM directly uses feature vector training, which reduces efficiency, the feature vector must be transformed into a symbol sequence by vector quantization before using the HMM model for classification. In this paper, the K-means clustering algorithm was used to cluster the eigenvector sequences of each type of behavior and the number the extracted feature vectors, so that the behavior sequence can be converted into a symbol sequence. In the pre-processing, 5 key frames were selected for each type of behavior, and 100 feature points were clustered for each frame of image. A total of 30 key frames for 6 behaviors can be used to obtain 30 clustering centers, so that each behavior can be represented by 30 observation symbols.
D. HIDDEN MARKOV CLASSIFIER
HMM is an effective method for modeling small changes in space-time motion based on probabilistic methods. It is widely used in the study of interactive behavior recognition. A typical HMM can be represented by a five-element array λ = (N,M,π ,A,B), where N is the number of states in the model, M is the number of observed symbols for each state, π is the initial probability distribution [π i ] with the size of 1 × N, A is the state transition probability matrix [a ij ] with the size of N × N, B is the output distribution matrix [b jk ] with the size of N × M, and the observation sequence is
In this paper, the HMM [23] without cross-left type was used to perform interactive behavior recognition. Compared with the traditional fully connected HMM, the proposed HMM in the present study can reduce the computational complexity and improve the recognition rate of behavior. The model is shown in Figure 2 . The initial parameters of the model are selected after the HMM topology is determined, which could directly affect the results of the recognition. As for the HMM model λ = (π, A,B), according to the characteristics of the HMM structure, the initial parameters can be randomly set. After training, the parameters are automatically adjusted to the optimal parameters. The parameters selected in this paper are based on the topology of the five-state non-crossing HMM and the results of other researchers. The initial state probability matrix is set to π = (0.2, 0.2, 0.2, 0.2, 0.2), and the initial value of the state transition matrix A is expressed below.
The setting of the observation probability matrix is directly related to the symbolization process of human behavior.
In the symbolization phase of the human behavior feature vector, the human behavior codebook size is M = 30, which means that each state corresponds to 30 observation symbols. In other words, each state corresponds to 30 output probabilities, so the initial value of the observation probability matrix B is set as shown below.
After the model and its initialization parameters are set up, the model parameters are trained by known sequences of human behavior observations. Each HMM is trained in the training by using the Baum-Welch algorithm [24] . In the training, this paper uses the method of fixed training times to train each training sequence 5 times.
Once the updated parameters are obtained through training, the observation symbol sequence
where T is the time of the observation) of the behavior to be recognized, is inputted into each trained HMM model λ i . The forward algorithm [25] is used to calculate the output probability p(o/λ i ) of the observed symbol sequence O under λ i , and the behavior expressed by HMM corresponding to the maximum probability is the category of the sample to be recognized.
III. BEHAVIOR RECOGNITION MODEL BASED ON DEEP NETWORK A. VIDEO PREPROCESSING
In order to accelerate the training of the neural network, the original size of the saved frame image is uniformly changed to 64 × 64 by OpenCV. The image whose behavior is not obvious in each behavior category is deleted, and the remaining image collection is used for the neural network training.
B. ALexNet CONVOLUTIONAL NEURAL NETWORK
The ALexNet network [26] is a classic CNN that is widely used in image recognition. Compared with other CNNs, the ALexNet network model has relatively few layers, and the network structure is easier to understand and debug. It is more feasible to conduct research on the basis of the ALexNet network. This article aims to modify the network so that it can be applied to two-person interaction behavior recognition. The network consists of 8 layers (excluding the input layer), which are 5 layers of convolutional layers and 3 layers of fully connected layers, as shown in Figure 3 .
C. OPTIMIZATION OF ALexNet
ALexNet is a good inheritor of LeNet as it can apply CNN to a very deep and wide network structure. First, the Relu function is used as the activation function of CNN to solve the gradient dispersion problem of Sigmoid in the deep network. Second, Dropout is used to randomly ignore some neurons during training to avoid overfitting. Then, the largest pooled layer of overlay is used in CNN so that the richness of features is improved. Finally, the LRN layer is proposed to create a competitive mechanism for the activity of local neurons; as a result, the large value changes are relatively large, the neurons with less feedback are suppressed, and the generalization ability of the model is enhanced. The specific improvements are outlined below.
(1) Modify the input. First, the size of the input image is set to 64 × 64. The training time is prolonged if the image size is too large, but if the image size is too small, the image loses the feature information and the CNN cannot extract useful features.
(2) Modify the number of network layers. As the input picture size is adjusted, the feature may be lost after 5 layers of convolutional layer. Thus, a single convolutional layer is deleted, and then each layer is allowed to pass through the pooling layer after convolution. Finally, the last fully connected layer is deleted in order to connect it to the LSTM later.
(3) Modify the number of cores of the filter. The number of cores of the filter is the number of types of features that can be acquired at each layer; it also refers to the number of features that can be used in the next layer. In this paper, the convolution kernel size of all convolutional layers is uniformly set to 3 × 3, and the corresponding numbers of convolution kernels per layer are 8, 16, 32 and 64. The pooling layer also takes the largest pooling of 3 × 3, and the step size is set to 2.
(4) Modify the learning rate. Learning rate is an important super-parameter in supervised learning and deep learning and determines whether the objective function can converge to a local minimum and when it converges to a minimum. If the learning rate is too small, the network trains slowly and consumes a great deal of time, but if the learning rate is too high, the network may skip the minimum point during training. In this paper, the learning rates are set to 0.01, 0.001, 0.0001 and 0.00001. Results show that the learning rate is the best when it is 0.00001; thus, the learning rate is changed to 0.00001.
D. LONG SHORT-TERM MEMORY
Recurrent neural networks (RNN) have achieved many excellent results in processing timing problems, especially in the field of audio processing. In order to solve the problem of gradient dispersion in RNN, the long short-term memory (LSTM) network [27] is proposed. LSTM is a special kind of cyclic neural network, which mainly benefits from its longterm memory. In the time series, the output at this moment will act on the input at the next moment, so the time information of the sequence can be well preserved. This is very helpful in processing the time information in the video.
The LSTM basic unit contains a memory unit, activation function and input gate, forgetting gate, and output gate. The input gate determines how much information is retained to the current time, thus preventing gradient dispersion or gradient explosion during backpropagation. The output gate controls the output information of the storage unit. The LSTM specific unit structure is shown in Figure 4 . The input at time t contains the original input X t , and the output h t−1 and the memory unit state C t−1 at the previous moment, thus obtaining the current memory unit state C t and the final output h t , in which C t and h t are used as input for the next moment.
The LSTM forward propagation process at each sequence index position is described below.
1) Update the forgetting gate output
2) Update the input gate two-part output
3) Update cell status
4) Update the output gate output
5) Update the current sequence index prediction output 
E. MODEL COMPLETION PROCESS
The main steps of the two-dimensional interactive behavior recognition based on deep network proposed in this paper are described below.
Step 1. Convert the video data into image frame data and adjust the size of the original image.
Step 2. Classify the processed images into behaviors, and then input them into the optimized CNN for feature extraction.
Step 3. Input the features extracted by the CNN into the LSTM for training the timing information, and finally use Softmax for classification and recognition.
The algorithm flow chart is shown in Figure 5 .
IV. EXPERIMENT AND RESULT ANALYSIS A. DATASET
The experiment in this paper is carried out on the UT-interaction dataset, which is mainly designed for the interaction behavior of two people, including six kinds of double interaction behaviors, namely, handshake, hug, kick, provocation, shoving, and punching. The video size of each frame of the video is 720 × 480, and each video has about 180 frames with the frame rate set at 30 frames/s. The UTinteraction data set contains two sub-data sets, each containing 10 action videos. The entire data set is completed by 16 people in real scenes. During the experiment, 80% of each action was used as the training set and 20% was used as the test set.
The experimental environment is as follows: 3.6 GHz, 16 GB memory, 64-bit Win10 OS, and Python development language. The specific experimental environment consists of the following:
i Intel i7-9700K CPU 3.6-4.9GHz ii NVIDIA GeForce GTX 1080Ti iii Memory 16GB iv Opencv2.4.9 v Tensorflow 1.3
B. VERIFICATION OF TRADITIONAL METHOD EXPERIMENTAL PERFORMANCE
Given that the UT-interaction data set contains two types of sub-data sets, the sub-data set 1 is used as the training data to train the HMM model of each behavior, and the sub-data set 2 is used as the test data to detect the recognition of unknown sequences by each model.
In this experiment, the size of each behavior codebook is set as 5. Through vector quantization, the total number of 6 behavior characteristic vector labels is 30 and is marked as 0,1,2,. . .29. The unknown motion of the video is sampled by 20 frames and the feature vector is extracted. According to the Euclidean distance, the feature vector is transformed into the observed symbol sequence as follows: O = [5, 11, 7, 13, 4, 4, 3, 3, 2, 1, 0, 4, 4, 3, 12, 16, 21, 23, 26, 27] .
The forward algorithm calculates the probability that each behavior model produces the following sequence: According to the maximum likelihood criterion, the model corresponding to the maximum probability is the category to which the behavior to be identified belongs, and here the model is built by the ''hand shaking,'' so the behavior is classified as such (''hand shaking''). The classification and identification of all test data are shown in Table 1 . 
C. VERIFICATION OF THE DEEP NETWORK EXPERIMENT PERFORMANCE
The extracted video experiment data are clipped into a 20-frame video sequence, and the size of the single-frame picture is adjusted to 64 × 64. The data size of the input convolutional network is 20 × 64 × 64 × 3, in which 20 is the length of the input video sequence, 64 × 64 is the size of a single picture, and 3 represents the three channels of the picture.
The human behavior recognition CNN part of the model has a total of 4 convolutional layers, and these 4 pooled layers have 2 fully connected layers. In order to ensure the nonlinearity of the model, a nonlinear activation function Relu is added after each convolutional layer. In order to improve the generalization ability of the model and accelerate the training, an LRN layer is added after each pooling layer.
The features derived from the CNN fully connected layer do not meet the input requirements of the LSTM. They need to be further operated to turn them into a three-dimensional data format that meets the LSTM input requirements. Finally, the Softmax function is used for classification and recognition. Table 2 visualizes the recognition results of the model through the confusion matrix. As shown in the table, in some classifications (kick, punch, hug) the model always recognizes them wrong, and the accuracy rates of handshake, shoving, and provocation are high. The average recognition rate for the entire data set reached 91.5%. Therefore, the model is very robust. 
D. FUSION OF WEIGHT SELECTION
After obtaining the classification model trained by HMM and deep network respectively, this paper weights the classification results of the two models, with results showing that the recognition effect is further improved. Given that the probability values obtained by the models cannot be merged, such values are uniformly normalized before the weighted fusion is performed. After normalization, the probability value of each type of behavioral action is selected as the optimal weight. The optimal weight is determined by the particle swarm optimization (PSO) algorithm, and the fitness function is set as max (F(a, b) ). The formula for updating the speed and position is expressed below.
In the equation above, ω is called the inertia factor; d = 1, 2,. . .D; i = 1, 2,. . .n; V id is the velocity of the particle; X id is the position of the particle; and C 1 and C 2 are the acceleration factors that are non-negative constants generally set as C1 = C2 = 2. The idea of fusion strategy is to use PSO to obtain the optimal weight. The Xid in the PSO algorithm is the fusion weight required in this paper. The fitness function max (F(a, b) ) is the accuracy of judging the behavior. The parameters a and b represent the judgment results of depth learning and HMM, respectively, and max(F(a, b)) is the final result of the fusion of the two models. The optimal fusion weight value is calculated through the continuous iteration of the PSO algorithm.
After a large number of experiments, the optimal solution of 0.9187 is obtained, and the corresponding weights are a = 0.48 and b = 0.52. As shown in Figure 7 , the recognition rate of the method is 91.9%. Table 3 shows the average recognition rate obtained by the algorithm in the UT-interaction data set. The recognition results are compared with several advanced algorithms. In the data set, the proposed algorithm achieves 91.9% recognition accuracy, which verifies that the proposed method is effective and feasible. Compared to the approach in [31] , although our approach just can get 91.9% recognition accuracy (1.4% weaker than that of [31] ), but we can get the recognition result within 5 seconds. Hence, from the comprehensive viewpoint, our approach has higher computational efficiency than that of [31] .
E. COMPARISON WITH RELATED RESULTS
V. CONCLUSION
This paper proposes a behavior recognition method based on deep network and HMM. Different from other works, this paper combines traditional methods and deep learning methods, thus maximizing the advantages of traditional methods to retain features. Due to the advantages of deep network, self-extraction, self-training, and time information processing our proposed method has a good effect on interactive behavior recognition. However, due to the cumbersome manual extraction of features by traditional methods, this method is still flawed in terms of timeliness. Hence, the problem of timeliness will be considered in a future work. 
