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La clasificacio´n de n-variedades topolo´gicas ha sido y sigue siendo un
a´rea activa de estudio en topolog´ıa y geometr´ıa. Mientras que muchos de los
problemas, como la clasificacio´n completa de superficies, han sido resueltos,
la clasificacio´n de 3-variedades no esta del todo clara, aunque en 2006 G.
Perelman dio un gran paso al demostrar la conjetura de Poincare´. El pre-
sente trabajo consiste en el estudio de un art´ıculo de Ian Richards: On the
classification of noncompact surfaces (1963)[1], en el que se describe una
clasificacio´n topolo´gica completa de superficies triangulables no compactas.
Para entender mejor este problema de clasificacio´n vamos a necesitar un
breve contexto histo´rico y ver la motivacio´n detra´s del mismo.
La teor´ıa de variedades 2-dimensionales, como tambie´n otras ramas en
el campo de topolog´ıa tienen su origen en la conocida fo´rmula de Euler
(1750), v − e + f = 2, la cual establece una relacio´n entre el nu´mero de
caras (f), aristas (e) y ve´rtices (v) de un poliedro convexo. Una de las
generalizaciones de la fo´rmula para grafos planares, llevadas al cabo por
L′Huilier (1811), es considerado el primer resultado conocido de invariante
topolo´gico. Otro tipo de generalizacio´n fue dado por Schla¨fli al extenderla a
espacios n-dimensionales, el resultado fue demostrado por Poincare´ (1893):
N0 − N1 + N2 − · · · + (−1)n−1Nn−1 = 1 − (−1)n, donde N0 = v, N1 = e,
N2 = f y Nk es el nu´mero de ana´logos k-dimensionales.
En los an˜os 1860, Mo¨bius y Jordan, de manera independiente trabaja-
ron en el problema de equivalencia topolo´gica de superficies, elaboraron una
clasificacio´n de superficies compactas orientables. En 1865, Mo¨bius describio´
propiedades de la banda que lleva su nombre en te´rminos de no orientabili-
dad [8].
En los an˜os 1870, Klein estudio´ la orientabilidad de los subespacios de
un plano proyectivo real 2-dimensional, introdujo los conceptos de propie-
dad relativa y absoluta, e identifico´ la orientabilidad como una propiedad
absoluta. En 1882, describio´ la llamada botella de Klein, una de las super-
ficies cerradas no orientables ma´s conocida. La clasificacio´n de superficies
compactas no orientables fue publicada por van Dyck en 1888 [9].
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Todav´ıa los conceptos de homeomorfismo o de superficie abstracta no
eran precisos. La primera demostracio´n rigurosa de la clasificacio´n de super-
ficies compactas fue hecha por Dehn y Heegaard en 1907 [10]. Una demos-
tracio´n algebraica de la clasificacio´n fue publicada por Brahana en Systems
of circuits on two-dimensional manifolds (1921)[3].
En el an˜o 1923, Kere´kjarto´ dio el teorema de clasificacio´n de superficies
no compactas, despue´s de introducir el concepto de componente de borde co-
mo herramienta para compactificar la superficie abierta, pero su trabajo no
correspond´ıa con el nivel de exactitud exigida. Richards (1963) y Goldmann
(1971) demostraron de manera ma´s precisa el teorema y dieron algunas con-
secuencias de e´l. [1, 11]
El objetivo principal de este trabajo sera´ dar una demostracio´n del teo-
rema de Kere´kjarto´ y dar un modelo para representar una superficie no
compacta cualquiera.
En el primer cap´ıtulo, repasaremos los conceptos ba´sicos de topolog´ıa
general, definiremos una superficie triangulable y daremos algunos invarian-
tes topolo´gicos que nos serviran para clasificar las superficies compactas.
Tambie´n daremos algunos de los resultados importantes de este tipo de su-
perficies para su uso ma´s adelante.
En el segundo cap´ıtulo, definiremos la frontera ideal de una superficie,
que es otro invariante topolo´gico, y esta sera´ nuestra herramienta ma´s im-





Un espacio topolo´gico es un conjunto S de puntos junto con una fami-
lia τ de subconjuntos de S llamados abiertos que cumplen las siguientes
condiciones:
(i) Ø y S son abiertos
(ii) La unio´n de toda coleccio´n de conjuntos abiertos es un abierto.
(iii) La interseccio´n de toda coleccio´n finita de conjuntos abiertos es un
abierto
Una base del espacio topolo´gico es un subconjunto β ⊂ τ tal que todos
los abiertos pueden escribirse como uniones finitas de los elementos de β. Se
dice que un espacio topolo´gico es segundo numerable (CII) si su topolog´ıa
tiene una base contable.
Un espacio de Hausdorff es un espacio topolo´gico que cumple la siguiente
propiedad:
Para dos puntos cualquiera p1, p2 ∈ S distintos, existen U1, U2 ⊂ S
dos abiertos disjuntos tales que p1 ∈ U1 y p2 ∈ U2.
El interior de un conjunto U ⊂ S es el mayor abierto contenido en U ,
se denota por Uo. Al complementario de un abierto se le llama cerrado. La
clausura de un conjunto U ⊂ S es el cerrado ma´s pequen˜o que contiene a
U , se denota por U . Se dice que S es separable si existe D ⊂ S, denso y
contable, donde denso significa D = S. Se puede demostrar que un espacio
topolo´gico CII es tambie´n separable (ver [7] Teorema 16.9 (b)).
Una caracter´ıstica muy importante para el estudio de superficies es la
conexio´n. Un espacio topolo´gico S se dice que es conexo si no existen dos
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abiertos disjuntos no vac´ıos tales que U ∪V = S. Una regio´n es un conjunto
conexo abierto y una regio´n cerrada es un conjunto conexo cerrado.
Siguiendo con la conectividad, se dan dos teoremas cuyas pruebas pode-
mos encontrar en [5] (Prop. 4.9 (c), (d)) que servira´n para definir el concepto
de componente conexa.
Teorema 1.1.1. Sea {Ui}i∈I una familia de conjuntos conexos y p ∈ Ui
para todo i ∈ I, entonces ⋃i∈I Ui es conexo.
Teorema 1.1.2. Sea U un conjunto conexo y U ⊂ V ⊂ U , entonces V
tambie´n es conexo.
Como consecuencia del Teorema 1.1.1, todo punto de un espacio to-
polo´gico pertenece a un subconjunto conexo maximal, llamado componente
conexa, que es la unio´n de todos los conjuntos conexos que contienen al
punto dado. Por el Teorema 1.1.2 se deduce que una componente conexa es
un cerrado. Dos componentes conexas solo pueden ser disjuntas o iguales,
por lo que un espacio topolo´gico se puede descomponer en sus componentes
conexas. Si un espacio solo tiene una componente conexa, entonces es un
espacio conexo; en caso contrario, si cada componente es un punto, entonces
se dice que el espacio es totalmente disconexo.
El objetivo es la clasificacio´n de superficies triangulables conexas no com-
pactas. Por ello, la definicio´n de compacidad se dara´ a continuacio´n, la de-
finicio´n de una superficie se dara´ el final de este apartado y en el siguiente
apartado se desarrollara´ el concepto de una superficie triangulable.
Un recubrimiento abierto de un espacio topolo´gico S, es una familia de
abiertos {Ui}i∈I tal que
⋃
i∈I Ui = S. Se dice que un espacio topolo´gico S es
compacto si y solo si para cada recubrimiento abierto de S existe un subrecu-
brimiento finito. Esto es, existe una cantidad finita de abiertos {Ui1 , . . . , UiN }
tales que
⋃N
j=1 Uij = S.
A veces es ma´s conveniente expresar la compacidad en te´rminos de con-
juntos cerrados. Se dice que una familia de conjuntos cerrados tiene la pro-
piedad de interseccio´n finita, si para toda subfamilia finita, la interseccio´n
de sus conjuntos es no vac´ıa.
Teorema 1.1.3. ([7] Teorema 17.4 (a), (b)). Un espacio es compacto si y
solo si toda familia de conjuntos cerrados con la propiedad de interseccio´n
finita tiene interseccio´n no vac´ıa.
La introduccio´n de una topolog´ıa en un espacio permite una definicio´n
intuitiva y el estudio de aplicaciones continuas. Dados dos espacios topolo´gi-
cos S y S′, se dice que f : S → S′ es continua en un punto p ∈ S, si para todo
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abierto V con f(p) ∈ V existe un abierto U con p ∈ U tal que f(U) ⊂ V .
Si es continua en todos los puntos de S, entonces se dice que f es conti-
nua. Adema´s, si f es biyectiva y su inversa tambie´n es continua, entonces f
es un homeomorfismo. En ese caso, se dice que S y S′ son homeomorfos o
topolo´gicamente equivalentes.
Definicio´n 1.1.1. Un embebimiento del espacio topolo´gico S en el espacio
Y es una aplicacio´n continua f : S → Y , tal que la aplicacio´n inducida
sobre su imagen f : S → f(S) es un homeomorfismo. Se dice que S esta´
embebido en Y mediante f , y en tal caso S es topolo´gicamente equivalente
a un subespacio de Y con su topolog´ıa relativa, y por lo tanto, todas las
propiedades topolo´gicas que posee este subconjunto tambie´n las tiene S.
Observacio´n 1.1.1. Si Y es un espacio topolo´gico con la topologa´ τ, y S ⊂
Y , entonces la tolopog´ıa relativa se define mediante τS = {S ∩ U : U ∈ τ}
Definicio´n 1.1.2. Si S no es compacto, una compactificacio´n de S es un
par (Y, f) con Y compacto y f : S → Y un embebimiento con f(S) = Y .
Un invariante topolo´gico es la propiedad de un espacio topolo´gico que
se preserva a trave´s de homeomorfismos. La imagen de un conjunto conexo
bajo una aplicacio´n continua es conexa, y lo mismo ocurre con la imagen
de un conjunto compacto. Por lo tanto, la conexio´n y la compacidad son
invariantes topolo´gicos.
Para acabar con el apartado se definira´ que es una variedad, una su-
perficie y un tipo especial de superficie llamada superficie con borde.
Definicio´n 1.1.3. Una variedad n-dimensional topolo´gica, es un espacio
CII y Hausdorff, donde cada punto posee un entorno homeomorfo a la bola
abierta eucl´ıdea de dimensio´n n,




Definicio´n 1.1.4. Una superficie es una variedad 2-dimensional conexa.
Definicio´n 1.1.5. Una superficie con borde es un espacio topolo´gico conexo,
Hausdorff y CII , donde hay dos tipos de puntos:
(i) Los puntos interiores, cuyos entornos son homeomorfos a la bola abier-
ta eucl´ıdea de dimensio´n 2.
(ii) Los puntos del borde, cuyos entornos son homeomorfos al conjunto
{(x, y) ∈ R2 : x2 + y2 < 1, x ≥ 0}
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1.2. Triangulacio´n de una superficie
La triangulacio´n es una herramienta conveniente a la hora de estudiar
algunas propiedades de espacios topolo´gicos. Al final de este apartado se
dara´ un teorema con condicio´n necesaria y suficiente para la existencia de
una triangulacio´n en una superficie. Pero antes, empezamos con la definicio´n
de un complejo abstracto.
Definicio´n 1.2.1. Un complejo abstracto es un conjunto finito o infinito K,
junto con una familia de subconjuntos finitos K ′, llamados s´ımplices con las
siguientes propiedades:
Todo α ∈ K pertenece a uno o a lo sumo a una cantidad finita de
s´ımplices.
Todo subconjunto de un s´ımplice es un s´ımplice.
Sea s ∈ K ′ un s´ımplice y sea k el nu´mero de elementos de s, entonces
la dimensio´n de un s´ımplice es uno menos que la cantidad de elementos
que lo componen, dim s = k − 1. Y la dimensio´n de un complejo abstrac-
to K es el ma´ximo de las dimensiones de los s´ımplices que lo componen,
dim K = maxs∈K′{dim s}.
Dado un complejo abstracto, podemos construir su correspondiente com-
plejo geome´trico Kg, el cual es un espacio topolo´gico. Un elemento en Kg es
una funcion real λ, con las siguientes propiedades:
(i) λ(α) ≥ 0 para todo α ∈ K.
(ii) Los s´ımplices estan formados por α ∈ K tales que λ(α) > 0.
(iii)
∑
α∈K λ(α) = 1.
Dado un s´ımplice s podemos obtener un subconjunto sg de Kg impo-
niendo la condicio´n λ(α) = 0 si α /∈ s. De esta manera se tiene que Kg es
la unio´n de todos los sg. Pongamos por caso s = {α1, α2, α3} un 2-s´ımpli-
ce, y sea λk = λ(αk). Un punto en sg puede representarse por una terna
(λ1, λ2, λ3), con λk ≥ 0 y λ1 + λ2 + λ3 = 1. Obtenemos entonces una reali-
zacio´n geome´trica de sg como una tria´ngulo en R3.
Sobre cada sg introducimos la topolog´ıa de su realizacio´n geome´trica,
y con ello definimos una topolog´ıa sobre Kg, estableciendo que un conjunto
es cerrado si y solo si su interseccio´n con cada sg es cerrada. Dado que cada
α ∈ K pertenece a lo sumo una cantidad finita de s´ımplices, el espacio es
localmente compacto, esto es, todo punto de Kg tiene un entorno compacto.
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De esta manera hemos construido una realizacio´n de un complejo abstrac-
to que tiene la propiedad de preservar la relacio´n de inclusio´n, esto es, si s y
t son dos s´ımplices, sus realizaciones geome´tricas cumplen sg ∩ tg = (s∩ t)g.
Definicio´n 1.2.2. La triangulacio´n de una superficie S (o una superficie
con borde S) se define en te´rminos de un complejo abstracto 2-dimensional
K, junto con una aplicacio´n σ : K → S(o S) dado por s 7−→ σ(s), siendo s
un s´ımplice de K, que satisface:
(i) σ(s1 ∩ s2) = σ(s1) ∩ σ(s2).
(ii) Existe un homeomorfismo de sg sobre σ(s) que aplica cada s
′
g inducido
por s′ ⊂ s sobre σ(s′).
(iii) La unio´n de todos los σ(s) es S(o S).
(iv) Todo punto de S (o S) tiene un entorno que interseca solo un nu´mero
finito de σ(s).
Puesto que K es un complejo abstracto 2-dimensional, los s´ımplices solo
pueden tener dimensio´n 0, 1 y 2, luego sus realizaciones geome´tricas son
puntos, segmentos y tria´ngulos, por lo tanto, σ(s) es homeomorfo a alguno
de estos tres.
Teorema 1.2.1. Dada una triangulacio´n de S mediante un complejo abs-
tracto K existe un homeomorfismo de Kg sobre S que lleva cada sg sobre
σ(s).
Demostracio´n. Por cualquier ve´rtice α definimos ϕ(αg) = σ(α). Si t es un
1-s´ımplice, definimos ϕ sobre tg como uno de los homeomorfismos cuya exis-
tencia asegura (ii) de la definicio´n anterior. Finalmente, teniendo ϕ definida
sobre el borde de cada 2-s´ımplice geome´trico sg, podemos extenderlo al
homeomorfismo del s´ımplice entero. Esto se hace componiendo el homeo-
morfismo dado por (ii) de la definicio´n anterior con otro homeomorfismo de
sg sobre si mismo.
Aplicacio´n ϕ resultante es continua, y como consecuencia de (i) es biyec-
tiva. Por (iii) se deduce que su imagen es todo S. Finalmente por (iv) se
deduce que la aplicacio´n inversa tambie´n es continua. Por lo tanto, ϕ es un
homeomorfismo.
El siguiente paso es determinar bajo que condiciones un complejo geome´tri-
co Kg es una superficie triangulable, la triangulacio´n definida con complejo
abstracto K y σ(s) = sg. Usemos las letras α, a y A para denotar los 0-, 1- y
2-s´ımplices respectivamente. Escribimos a = (α1, α2) si queremos referirnos
a un 1-s´ımplice concreto, y A = (α1, α2, α3) en caso de un 2-s´ımplice.
Teorema 1.2.2. ([2] Pag. 46, 22E) Un complejo geome´trico 2-dimensional
Kg es una superficie triangulable con σ(s) = sg si y solo si K cumple con
las siguientes condiciones:
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(i) Todo a esta contenido en exactamente dos A.
(ii) Los s´ımplices geome´tricos a y A que contienen un α dado, pueden re-
ferirse de manera c´ıclica como a1, . . . , am y A1, . . . , Am de tal manera
que ai = Ai ∩Ai−1 (a1 = A1 ∩Am).
(iii) K es conexo. en sentido que no puede ser representado por dos com-
plejos disjuntos.
Teorema 1.2.3. ([2] Pag. 107, 46) (Teorema de Rado´ - 1925) Toda super-
ficie compacta es triangulable.
Para acabar con la seccio´n introducimos el concepto de refinamiento de
una triangulacio´n, que nos sera´ de utilidad en el cap´ıtulo 2.
Sea una triangulacio´n de una superficie dada a trave´s de un comple-
jo abstracto K. La subdivisio´n elemental de la triangulacio´n se define de
siguiente modo: se toma un 1-s´ımplice a = (α1, α2), supongamos que perte-
nece a los 2-s´ımplices A1 = (α1, α2, α3) y A2 = (α1, α2, α4). Agregamos a K
un nuevo 0-s´ımplice α, reemplazamos 1-s´ımplice a por los 1-s´ımplices (α, α1)
y (α, α2), y an˜adimos 1-s´ımplices (α, α3) y (α, α4) al complejo abstracto K.
Notamos que ahora en vez de dos 2-s´ımplices A1 y A2 tenemos un total de
cuatro 2-s´ımplices formados por 1-s´ımplices construidos an˜adiendo α.
Figura 1.1: Subdivisio´n elemental
La subdivisio´n simple de una triangulacio´n es el proceso de aplicar la
subdivisio´n elemental de manera simulta´nea a una cantidad finita o infini-
ta de 1-s´ımplices, siempre que ningu´n par de e´stos pertenezca a un mismo
2-s´ımplice. El refinamiento de una triangulacio´n es el proceso de aplicar la
subdivisio´n simple un nu´mero finito de veces.
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Por u´ltimo, un refinamiento barice´ntrico es un tipo especial de refina-
miento donde en cada subdivisio´n elemental se toma un 2-s´ımplice A de K
y se le an˜ade tres 0-s´ımplices correspondientes a los puntos medios de cada
1-s´ımplice de A y otro 0-s´ımplice, α, correspondiente al baricentro de A,
para un total de cuatro nuevos 0-s´ımplices. Unimos α con todos los dema´s
0-s´ımplices consiguiendo un total de nueve 1-s´ımplices (tres de A inicial y
seis nuevos), junto con un total de seis nuevos 2-s´ımplices que reemplazan a
A en la triagulacio´n refinada K.
Figura 1.2: Refinamiento barice´ntrico
Volveremos a e´ste concepto en la seccio´n 2.3.
1.3. Clasificacio´n de superficies compactas
La parte central de este apartado es presentar un teorema de clasifica-
cio´n, que dice que toda superficie compacta es homeomorfa a una esfera, una
suma conexa de uno o ma´s toros, o suma conexa de uno o ma´s planos pro-
yectivos. Como consecuencia del teorema de triangulacio´n, cada superficie
compacta tiene una presentacio´n poligonal. A partir de aqu´ı, veremos que
dada una presentacio´n poligonal, e´sta se puede reducir a una presentacio´n
esta´ndar de alguna de las superficies de arriba. Para construir ejemplos de
superficies compactas introducimos la nocio´n de suma conexa.
Sean S1 y S2 dos superficies compactas y Di ⊂ Si discos abiertos de cada
superficie. Los subespacios S′i = Si−Di son superficies con borde cuyos bor-
des son homeomorfos a una circunferencia S1. Ahora, si f : fr(S′1)→ fr(S′2)
es un homeomorfismo cualquiera, sobre la unio´n disjunta S′1∪S′2 se identifica
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p ∈ fr(S′1) con su imagen f(p) ∈ fr(S′2). El espacio cociente resultante es
una suma conexa de S1 y S2, es denotada por S1]S2 y es una superficie. En
caso de las superficies, para cualquier eleccio´n de Di ∈ Si o homeomorfismo
f entre bordes, los espacios resultantes siempre son homeomorfos.
Figura 1.3: La suma conexa de tres toros
A continuacio´n daremos una representacio´n de la esfera S2, el toro T2
y el plano proyectivo real RP2 como espacios cocientes de un cuadrado con
aristas identificadas a pares. Estas son las superficies fundamentales porque
toda superficie compacta puede construirse haciendo sumas conexas entre
estas tres(ver [5]).
(i) La esfera S2 es homeomorfa al cociente de [0, 1]2 por la relacio´n de
equivalencia (0, t) ∼ (t, 0) y (1, t) ∼ (t, 1), si 0 ≤ t ≤ 1.
(ii) El toro T2 es homeomorfo al cociente de [0, 1]2 por la relacio´n de
equivalencia (0, t) ∼ (1, t) y (t, 0) ∼ (t, 1), si 0 ≤ t ≤ 1.
(iii) El plano proyectivo real RP2 es homeomorfo al cociente de [0, 1]2 por
la relacio´n de equivalencia (0, t) ∼ (1, 1 − t) y (t, 0) ∼ (1 − t, 1), si
0 ≤ t ≤ 1.
Figura 1.4: La esfera Figura 1.5: El toro
Figura 1.6: El plano pro-
yectivo
El paso siguiente es dar un me´todo general para construir una superfi-
cie identificando las aristas de una figura geome´trica. Definimos un pol´ıgono
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como una realizacio´n geome´trica de un complejo abstracto 1-dimensional en
R2 que es homeomorfo a S1, y es la unio´n de una cantidad finita de 1-s´ımpli-
ces que solo intersecan en sus puntos finales. Los 0-s´ımplices y 1-s´ımplices
de un pol´ıgono son llamados ve´rtices y aristas respectivamente. Una regio´n
poligonal es un subconjunto compacto de R2, cuyo interior es homeomorfo
a una bola abierta de R2 y cuyo borde es un pol´ıgono.
El siguiente resultado es clave en todo lo que sigue. Su demostracio´n
la podemos encontrar en [5](Prop. 6.4).
Proposicio´n 1.3.1. Sea P una regio´n poligonal en R2 con un nu´mero par
de aristas y sea ∼ una relacio´n de equivalencia que identifica cada arista
con exactamente otra, por medio de un homeomorfismo lineal que env´ıa los
puntos finales de una arista en los puntos finales de la otra. El cociente
resultante es una superficie compacta.
Por ejemplo, si tomamos [0, 1]2 y la relacio´n de equivalencia que identifi-
ca (0, t) ∼ (1, t) y (t, 0) ∼ (1− t, 1), si 0 ≤ t ≤ 1. Por la proposicio´n anterior,
el espacio cociente resultante es una superficie compacta llamada botella de
Klein (K2).
Figura 1.7: La botella de Klein
Representaremos todas las superficies como cocientes de regiones po-
ligonales con 2n lados. De manera informal, podemos describir relaciones
de equivalencia entre aristas nombrando aristas con letras del conjunto
S = {a1, . . . , an}, junto con una flecha que indica de que manera esta´n
identificadas las aristas con el mismo nombre. A una regio´n poligonal se le
asocia una sucesio´n de s´ımbolos, obtenidos al leer las etiquetas de sus bordes
en el sentido de las agujas del reloj. Por ejemplo, a una arista a ∈ S con
flecha en sentido horario, se le asocia el s´ımbolo a; si flecha esta en sentido
antihorario, se le asocia el s´ımbolo a−1. De esta manera, la relacio´n de equi-
valencia de [0, 1]2 que da lugar al toro, resulta en una sucesio´n de s´ımbolos
aba−1b−1.
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Formalmente, dado un conjunto S, definimos una palabra como una tupla
de s´ımbolos, cada uno de la forma a o a−1 para algu´n a ∈ S. Una presen-
tacio´n poligonal, escrita como P = 〈S |W1, . . . ,Wk〉, es un conjunto finito
S junto con una cantidad finita de palabras W1, . . . ,Wk en S de longitud
3 o ma´s. Un caso especial ocurre cuando S solo tiene un elemento, y como
no existe un pol´ıgono de dos aristas, se considera un disco cerrado cuyas
′′aristas′′ son los semic´ırculos (izquierdo y derecho), y la u´nica palabra tiene
longitud 2.
Si una presentacio´n poligonal tiene solamente una palabra, P = 〈S |W 〉,
entonces se trata de una superficie, porque es un espacio cociente resultante
de una u´nica regio´n poligonal. Las u´nicas decisiones arbitrarias son la for-
ma, el taman˜o y la ubicacio´n de regio´n poligonal, y el primer s´ımbolo de
la palabra W a partir de cual se quiere construir una superficie. Es fa´cil
demostrar que diferentes elecciones en este sentido dan lugar a superficies
homeomorfas.
Ejemplo 1.3.1. E´stas son las presentaciones poligonales para algunas de
las superficies:
(i) la esfera S2: P(S2) = 〈a |aa−1〉 o´ P(S2) = 〈ab |aa−1bb−1〉.
(ii) el toro T2: P(T2) = 〈ab |aba−1b−1〉.
(iii) el plano proyectivo RP2: P(RP2) = 〈a |aa〉 o´ P(RP2) = 〈ab |abab〉.
(iv) la botella de Klein K2: P(K2) = 〈ab |aba−1b〉.
La siguiente proposicio´n nos da un me´todo para dar una presentacio´n de
una superficie formada por una suma conexa.
Proposicio´n 1.3.2. ([5] Prop 6.12). Sea S1 y S2 dos superficies dadas por
presentaciones
〈a1, . . . , an |W1〉 y 〈b1, . . . , bm |W2〉
respectivamente. Entonces, la suma conexa S1]S2 tiene como presentacio´n
〈a1, . . . , an, b1, . . . , bm |W1W2〉
donde W1W2 indica la palabra formada al concatenar W1 y W2.
Ejemplo 1.3.2. Se tienen las siguientes presentaciones:
(i) Suma conexa de n toros: 〈a1, b1, . . . , an, bn |a1b1a−11 b−11 . . . anbna−1n b−1n 〉
(ii) Suma conexa de n planos proyectivos: 〈a1, . . . , an |a1a1 . . . anan〉
Se dice que dos presentaciones son equivalentes si determinan superficies
homeomorfas. En la siguiente proposicio´n vamos a describir las transforma-
ciones elementales que se pueden hacer en una presentacio´n sin que e´sta
represente una superficie diferente.
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Proposicio´n 1.3.3. ([5] Prop. 6.10). Siguientes son las transformaciones
elementales para una presentacio´n de una superficie:
RENOMBRAMIENTO. Cambiar el nombre de un s´ımbolo a ∈ S por
algu´n otro b /∈ S, intercambiar todas las ocurrencias de dos s´ımbolos
ai, aj ∈ S, o intercambiar todas las ocurrencias de ai y a−1i para algu´n
ai ∈ S.
SUBDIVISIO´N. Sustituyendo todas las ocurrencias de a por ae y ocu-
rrencias de a−1 por e−1a−1, donde e /∈ S.
CONSOLIDACIO´N. Si los s´ımbolos a, b ∈ S siempre ocurren de ma-
nera adyacente de forma ab o b−1a−1, se sustituye ab por a y b−1a−1
por a−1.
REFLEJO. 〈a1, . . . , an |a1 . . . an,W2, . . . ,Wk〉 7−→
7−→ 〈a1, . . . , an |a−1n . . . a−11 ,W2, . . . ,Wk〉
ROTACIO´N. 〈a1, . . . , an |a1a2 . . . an,W2, . . . ,Wk〉 7−→
7−→ 〈a1, . . . , an |a2 . . . ama1,W2, . . . ,Wk〉
CORTE. 〈a1, . . . , an |W1W2〉 7−→ 〈a1, . . . , an, c |W1c, c−1W2〉
PEGADO. 〈a1, . . . , an, c |W1c, c−1W2〉 7−→ 〈a1, . . . , an |W1W2〉
DOBLADO. 〈a1, . . . , an, a |W1aa−1W2〉 7−→ 〈a1, . . . , an |W1W2〉
DESDOBLADO. 〈a1, . . . , an |W1W2〉 7−→ 〈a1, . . . , an, a |W1aa−1W2〉
Utilizando transformaciones elementales es fa´cil comprobar el siguiente
resultado.
Lema 1.3.4. ([5] Lemas 6.16, 6.17) Se verifican las propiedades:
K2 es homeomorfa a RP2]RP2.
T2]RP2 es homeomorfa a RP2]RP2]RP2.
Finalmente, combinados todos los resultados anteriores, se deduce el si-
guiente teorema, cuya demostracio´n esta´ en [5] (Teorema 6.15).
Teorema 1.3.5. (Clasificacio´n de superficies compactas). Cualquiera su-
perficie compacta es homeomorfa a una de las siguientes:
(i) una esfera S2,
(ii) una suma conexa de n toros T2]
(n)· · · ]T2,
(iii) una suma conexa de n planos proyectivos RP2]
(n)· · · ]RP2.
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Todav´ıa no esta´ asegurado que todas las superficies del teorema anterior
no sean homeomorfas entre ellas. ¿Es posible que suma conexa de n toros
sea homeomorfa a una suma conexa de n planos proyectivos, o homeomorfa
a una suma conexa de m toros con m 6= n? Para poder responder a esta
pregunta, necesitamos introducir dos conceptos nuevos: la caracter´ıstica de
Euler y la orientabilidad.
Definicio´n 1.3.1. Sea S una superficie y su triangulacio´n definida mediante






donde nk es el nu´mero de k-s´ımplices en K.
La caracter´ıstica de Euler es un invariante topolo´gico. Si S1 y S2 son dos
superficies con χ(S1) 6= χ(S2) entonces son topolo´gicamente distintas.
Proposicio´n 1.3.6. Sean S1 y S2 dos superficies compactas, la caracter´ısti-
ca de Euler de la suma conexa se calcula de siguiente manera:
χ(S1]S2) = χ(S1) + χ(S2)− 2
Proposicio´n 1.3.7. (La caracter´ıstica de Euler para superficies compactas).
χ(S) es:
(i) 2 si S es una esfera,
(ii) 2− 2n si S es una suma conexa de n toros,
(iii) 2− n si S es una suma conexa de n planos proyectivos.
Para demostrar la primera proposicio´n, eliminamos un 2-s´ımplice de cada
una de las triangulaciones de S1 y S2, e identificamos los bordes resultan-
tes para obtener una nueva triangulacio´n de la suma conexa S1]S2. Luego,
aplicamos la formula de la Definicio´n 1.3.1 para conseguir el resultado. La
segunda proposicio´n se demuestra utilizando el Teorema 1.3.5 y operando.
La caracter´ıstica de Euler puede usarse para distinguir las sumas co-
nexas de n toros, cada uno tiene su u´nico valor, y por ello son superficies
topolo´gicamente distintas. El mismo razonamiento se aplica para las sumas
conexas de n planos proyectivos. Sin embargo, la suma conexa de n toros y
la suma conexa de 2n planos proyectivos tienen la misma caracter´ıstica de
Euler. Aqu´ı es donde la orientabilidad juega un papel fundamental.
Definicio´n 1.3.2. Se dice que una superficie S es orientable si no contiene
ningun subespacio homeomorfo a una banda de Mo¨bius, M.
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Observacio´n 1.3.1. Tambie´n es posible definir una presentacio´n poligonal
para una superficie con borde compacta si dejamos la posibilidad de no
identificar algunas pares de aristas. De esta manera podemos definir una
presentacio´n poligonal para una banda de Mo¨bius, P(M) = 〈a, b, c |abcb〉.
Observamos que las aristas a y c esta´n sin identificar con ninguna otra.
Figura 1.8: La banda de Mo¨bius
Un plano proyectivo real RP2 es homeomorfo al espacio de adjuncio´n de
de una banda de Mo¨bius y un disco cerrado por la aplicacio´n que identifica
sus bordes, de all´ı la falta de orientabilidad de RP2. Esta afirmacio´n es tri-
vial si tenemos en cuenta las realizacio´nes geome´tricas de las presentaciones
poligonales de RP2 y M.
Si S1 y S2 tienen distinta orientabilidad, entonces son superficies topolo´gi-
camente distintas. Por lo tanto, la orientabilidad es invariante topolo´gico (ver
[5] Corolario 10.24).
Proposicio´n 1.3.8. ([5] Prop. 6.20). Una superficie es orientable si y solo
si es homeomorfa a una esfera o a una suma conexa de n toros.
Ahora podemos formular el teorema que asegura que todas las superficies
de Teorema 1.3.5 son distintas.
Teorema 1.3.9. Dos superficies compactas S1 y S2 son homeomorfas si y
solo si sus caracter´ısticas de Euler coinciden y las dos superficies tienen la
misma orientabilidad.
Para acabar con esta seccio´n vamos a dar el teorema ana´logo, pero esta
vez usando el concepto de ge´nero de una superficie compacta definido a
partir de la caracter´ıstica de Euler.
Definicio´n 1.3.3. Sea S una superficie compacta, entonces el ge´nero S se




2(2− χ(S)), si S es orientable
2− χ(S), si S es no orientable
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Intuitivamente, si S es una superficie compacta, g(S) representa el nu´me-
ro ma´ximo de veces que se puede cortar S a lo largo de curvas cerradas
simples no intersectadas sin que la superficie se disconecte. Por ejemplo,
cualquier curva cerrada simple corta a una esfera en dos, por ello g(S2) =
0. En cambio, hay curvas cerradas simples que no disconectan un toro, pero
solo podemos hacerlo una vez, cualquier otro corte da lugar a un subespacio
disconexo del toro, por lo que g(T2) = 1.
Teorema 1.3.10. Dos superficies compactas S1 y S2 son homeomorfas si y
solo si sus ge´neros coinciden y las dos superficies tienen la misma orienta-
bilidad.
1.4. Superficies compactas con borde
En esta seccio´n vamos a dar una clasificacio´n en el caso de superficies con
borde, definidos en Definicio´n 1.4.3. Este sera´ un resultado muy importante
a la hora de clasificar las superficies no compactas del siguiente capitulo.
Lema 1.4.1. Sea S una superficie compacta con borde que tiene k ∈ N
componentes en su borde (cada una de ellas homeomorfa a S1). Si tomamos
k discos cerrados y identificamos el borde de cada uno con cada componente
del borde de S, la superficie resultante S′ es una superficie compacta.
Esta propiedad nos permite probar siguiente resultado (ver [6]).
Teorema 1.4.2. Sean S1 y S2 superficies con borde compactas con el mismo
nu´mero de componentes en sus bordes. Entonces S1 y S2 son homeomorfas
si y solo si lo son las superficies compactas S′1 y S′2 obtenidas segu´n el pro-
cedimiento del Lema 1.4.1 .
Ahora, teniendo en cuenta que podemos definir la caracter´ıstica de Euler
exactamente igual como en el caso de las superficies compactas, se tiene el
siguiente resultado presentado por H.R. Brahana (1921)[3]:
Teorema 1.4.3. Dos superficies con borde compactas son homeomorfas si
y solo si tienen el mismo nu´mero de componentes en el borde, son ambas
orientables o no orientables, y tienen la misma caracter´ıstica de Euler.
A continuacio´n vamos a extender el concepto de ge´nero al caso de su-
perficies con borde compactas.
Definicio´n 1.4.1. El ge´nero reducido de una superficie con borde compacta
S se define por:
g(S) = 1− 1
2
(χ(S) + k)
siendo k el nu´mero de curvas en la frontera de S.
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Definicio´n 1.4.2. Una superficie con borde se dice planar si toda subsu-
perficie compacta en ella es de ge´nero reducido cero.
Proposicio´n 1.4.4. Sea S1 y S2 dos superficies con borde compactas, unidas
a lo largo de k curvas frontera comunes, entonces
g(S1 ∪ S2) = g(S1) + g(S2) + (k − 1).
Para finalizar el cap´ıtulo citaremos algunos de los resultados que nos
sera´n de gran ayuda a la hora de demostrar el teorema principal del este
trabajo, el Teorema de Kere´kjarto´ (ver [1] pag. 265).
Lema 1.4.5. Si S es una superficie con borde compacta, C es una curva
cerrada simple en la frontera de S y ϕ es un homeomorfismo de C sobre
s´ı misma, entonces ϕ puede extenderse a un homeomorfismo de S sobre s´ı
misma, tal que toda curva frontera de S resulta invariante bajo ϕ.
Lema 1.4.6. Sea S una superficie con borde compacta de ge´nero reduci-
do g, y sea Γ1, . . . ,Γp una particio´n del conjunto de curvas frontera de S.
Entonces, para cualquier k ≤ max(g − 12 , 0), existen p − 1 curvas cerradas
simples en S que no se intersecan entre s´ı, que dividan a S en p componentes
U1, . . . , Up tal que Γi ⊂ Ui para todo i = 1, . . . , p, Ui es de ge´nero reducido k,
y Ui es de ge´nero cero para 1 < i < p. Ma´s au´n, si S es no orientable y k es
un entero, entonces U1 puede hacerse tanto orientable como no orientable.
El Lema 1.4.5 es trivial si ϕ preserva la orientacio´n, y si la invierte se trata
de pasar la superficie ”de adentro hacia afuera”. En cambio, la prueba de
Lema 1.4.6 es larga y en ella se utiliza la forma normal de una superficie como
un pol´ıgono en el plano (agujereado por discos). La desigualdad k ≤ g−1/2
en vez de k ≤ g se necesita solo por si se desea hacer U1 orientable cuando
la superficie Γ no lo sea.




En este cap´ıtulo vamos a estudiar otra clase distinta de variedades bidi-
mensionales, que son las superficies no compactas. Un subconjunto abierto
de una superficie compacta es una superficie no compacta, y tambie´n lo es
el complementario de cualquier conjunto compacto totalmente disconexo.
Como no pod´ıa ser de otra forma, formar sumas conexas tambie´n es aplica-
ble aqu´ı, pero a diferencia de superficies compactas, estas sumas pueden ser
infinitas contables. Este tipo de construcciones nos da una amplia gama de
superficies no compactas.
Parte central de este cap´ıtulo es la demostracio´n del teorema de Kere´kjarto´.
Pero antes vamos a necesitar desarollar algunos elementos de la teor´ıa de
finales, que nos permitira´n definir un invariante topolo´gico nuevo conocido
con el nombre la frontera ideal.
2.1. Frontera ideal de una superficie
Esta teor´ıa puede desarollarse para espacios topolo´gicos ma´s generales,
pero dada nuestra materia de estudio, consideraremos la frontera ideal en
una superficie S.
Definicio´n 2.1.1. Decimos que sucesio´n encajada de las regiones (abiertas
y conexas) no acotadas (Pn) = P1 ⊃ P2 ⊃ . . . ⊃ Pn ⊃ . . . de la superficie S
determina un final o una componente de frontera de S, si:
(i) Para todo n, la frontera de Pn es compacta en S.
(ii) Para todo A ⊂ S acotado, existe n suficientemente grande tal que
Pn ∩A = Ø.
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Decimos que dos finales (Pn) y (Qn) son equivalentes si para cada n
existe un entero N tal que PN ⊂ Qn y viceversa. Denotaremos por p∗ a la
clase de equivalencia que contiene a la componente de frontera p = (Pn).
El siguiente lema nos permite entender mejor esa relacio´n de equivalen-
cia.
Lema 2.1.1. Si (Pn) y (Qn) son dos sucesiones encajadas que determinan
un final de S, entonces las siguientes condiciones son equivalentes.
(i) para todo l ∈ N, Pl ∩Ql 6= Ø
(ii) para todo l ∈ N existe k ∈ N tal que Pk ⊂ Ql.
Demostracio´n. Para demostrar (i)⇒ (ii), recordamos que dado un conjunto
conexo C y un conjunto abierto G tales que G ∩ U 6= Ø y G ∩ U c 6= Ø,
entonces se cumple G ∩ ∂U 6= Ø, donde ∂U denota la frontera de U . El
resultado tambie´n es valido para un G cerrado. Ahora, dado l ∈ N, como
∂Ql es compacto (luego acotado) y usando (ii) de la Definicio´n 2.1.1, existe
un k suficientemente grande tal que Pk∩∂Ql = Ø. Usando nuestra hipo´tesis
y el hecho de que podemos tomar k > l, tenemos que Pk∩Ql ⊃ Pk∩Qk 6= Ø.
Finalmente se deduce que Pk ⊂ Ql.
Para demostrar (ii) ⇒ (i), dado l ∈ N si Pk ⊂ Ql para k grande, de nuevo
podemos tomar k > l y se tiene que Pl ∩Ql ⊃ Pk ∩Ql = Pk 6= Ø.
Definicio´n 2.1.2. La frontera ideal de una superficie S es el espacio to-
polo´gico de las clases de equivalencia de sucesiones que determinan un final,
B(S) = {p∗ : p = (Pn)}. Su topolog´ıa es la siguiente: para cada U ⊂ S con
frontera compacta, definimos U∗ como el conjunto de todos los finales p∗
con p = (Pn), tales que Pn ⊂ U para n suficientemente grande. Tomamos el
conjunto de todos U∗ como base para la topolog´ıa de B(S).
La frontera ideal es un concepto que describe una manera en que los con-
juntos de S dividen al mismo en componentes no acotadas. A continuacio´n
daremos siguiente resultado.
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Figura 2.1: Superficie con finales
Proposicio´n 2.1.2. Sean subconjuntos U, V ⊂ S cuyas fronteras son com-
pactas. Entonces, se tienen siguientes igualdades:
(U ∪ V )∗ = U∗ ∪ V ∗
(U ∩ V )∗ = U∗ ∩ V ∗
Demostracio´n. Los subconjuntos U ∪ V , U ∩ V de S tienen fronteras com-
pactas en S, por lo que tiene sentido asociarles un abierto de B(S). Veamos
ahora la inclusio´n (U ∪ V )∗ ⊂ U∗ ∪ V ∗. Sea p∗ ∈ (U ∪ V )∗, por definicio´n,
existe n suficientemente grande tal que Pn ⊂ U∪V . Diferenciamos siguientes
casos:
Si Pn ∩ V = Ø entonces Pn ⊂ U , y por lo tanto p∗ ∈ U∗.
Si Pn∩V 6= Ø tomamos n suficientemente grande de modo que tambie´n
valga Pn ∩ ∂V = Ø. Pueden ocurrir dos cosas:
• Si V es un abierto, como Pn es un conexo que corta a V y no
corta ∂V , si tiene que Pn ∩ V c = Ø. Esto es, Pn ⊂ V , lo que
implica p∗ ∈ V ∗.
• Para un V general escribimos V ⊂ V o ∪ ∂V , donde V o denota
el interior del conjunto. Tenemos Pn ∩ V 6= Ø y Pn ∩ ∂V = Ø,
por lo tanto se cumple que Pn ∩ V o 6= Ø. Adema´s por la relacio´n
∂(V o) ⊂ ∂V , Pn tampoco corta la frontera de V o, luego, Pn
no corta el complementario de V o. Se tiene siguiente inclusio´n
Pn ⊂ V o ⊂ V , y esto implica que p∗ ∈ V .
Las dema´s inclusiones son inmediatas.
Cap´ıtulo 2. Clasificacio´n de superficies no compactas 21
Definicio´n 2.1.3. Sea p∗, representado por p = (Pn), un elemente de B(S).
Decimos que p∗ es planar y/o orientable si los conjuntos Pn son planares
y/o orientables para todo n suficientemente grande. Estas definiciones no
dependen del representante elegido.
Teniendo en cuenta las dos definiciones anteriores, podemos considerar
la frontera ideal como una terna encajada de conjuntos B(S) ⊃ B′(S) ⊃
B′′(S), donde B′(S) representa el subconjunto de finales no planares y B′′(S)
subconjunto de finales no orientables. Dado que la planaridad implica orien-
tabilidad, esta claro que la segunda inclusio´n se cumple. Cada uno de estos
subconjuntos es un cerrado en B(S).
Ejemplo 2.1.1. Si para cada subconjunto compacto A ⊂ S, S − A tiene
a lo sumo m componentes conexas no acotadas y el nu´mero m se realiza
para algun compacto A, entonces B(S) es un conjunto de m elementos con
topolog´ıa discreta. Adema´s, m = 0 si y solo si la superficie es compacta.
2.2. Ge´nero infinito y clases de orientabilidad
En el cap´ıtulo anterior hab´ıamos definido el ge´nero y la orientabilidad
para una superficie compacta. En esta seccio´n vamos extender ambos con-
ceptos para la clase de superficies no compactas.
Definicio´n 2.2.1. Se dice que una superficie no compacta es de ge´nero
infinito y/o infinitamente no orientable si no existe un subconjunto acotado
A ⊂ S de manera que S −A es de ge´nero cero y/o orientable.
Una superficie es de ge´nero finito si no es de genero infinito, en este
caso el ge´nero de S se define como el ge´nero del subconjunto acotado A.
Claramente, una superficie infinitamente no orientable tambie´n es de ge´nero
infinito.
Si tomamos una superficie compacta orientable, le quitamos un disco
abierto consiguiendo as´ı una superficie con borde, e identificamos el borde
con el borde de una banda de Mo¨bius, entonces se dice que la superficie
resultante tiene un bonete cruzado. Si tenemos una superficie no compacta
S y toda subsuperficie compacta suficientemente grande contiene un nu´me-
ro par/impar de bonetes cruzados, decimos que S tiene no-orientabilidad
par/impar. Teniendo esto en cuenta, se definen cuatro clases de orientabili-
dad para una superficie no compacta:
(i) superficies orientables
(ii) superficies infinitamente no orientables
(iii) superficies finitamente no orientables de no-orientabilidad par
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(iv) superficies finitamente no orientables de no-orientabilidad impar
La clase de orientacio´n es un invariante topolo´gico.
Para acabar con la seccio´n, vamos a dar tres propiedades importantes
de la frontera ideal, el primero de los cuales es casi trivial, que nos sera´n de
mucha utilidad en la demostracio´n del teorema de Kere´kjarto´.
Proposicio´n 2.2.1. Sea S1 una subsuperficie contenida en S, entonces el
entorno S∗1 en B(S) contiene finales no planares y/o no orientables si y
so´lo si S1 es de genero infinito y/o infinitamente no orientable. Del mismo
modo, S∗1 es vac´ıo si y so´lo si S1 es acotado.
Proposicio´n 2.2.2. ([2] 36,37). La frontera ideal de una superficie separa-
ble es totalmente disconexa, separable y compacta.
Por u´ltimo damos un resultado ma´s para entender mejor las superficies
de ge´nero infinito.
Proposicio´n 2.2.3. Una superficie con borde de ge´nero infinito contiene
subsuperficies compactas de ge´nero reducido arbitrariamente grande.
La demostracio´n de esta proposicio´n se hace usando la relacio´n entre el
ge´nero y la caracter´ıstica de Euler de las superficies compactas (Definicio´n
1.4.1).
2.3. Teorema de Kere´kjarto´
En este punto podemos dar el resultado ma´s importante de las superficies
no compactas. Vamos a considerar solo aquellas superficies cuyas triangula-
ciones puedan ser realizadas como subcomplejos geome´tricos de complejos
formados por refinamiento barice´ntrico (Figura 1.2).
Teorema 2.3.1. (de Kere´kjarto´). Sean S y S′ dos superficies separables del
mismo ge´nero y clase de orientabilidad. Entonces, S y S′ son homeomorfas si
y solo si sus fronteras ideales, considerados como terna de espacios B(S) ⊃
B′(S) ⊃ B′′(S), son topolo´gicamente equivalentes.
Demostracio´n. Por definicio´n, la frontera ideal es un invariante topolo´gico,
por lo tanto el ′′solo si′′ es trivial. Para probar el ′′s´ı′′, asumiremos que am-
bas S y S′ son infinitamente no orientables (por lo tanto de ge´nero infinito),
hacemos esta eleccio´n porque e´ste es el caso mas dif´ıcil y es fa´cil modifi-
car la prueba para el caso general. La prueba se basa, por un lado, en la
descomposicio´n de S y S′ en subsuperficies compactas cuyas fronteras son
curvas cerradas simples, y, por otro lado, en el Teorema 1.4.3 que clasifica
las superficies compactas con borde segu´n su orientabilidad, su ge´nero y el
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nu´mero de componentes de borde. De esta manera, una superficie compacta
de ge´nero grande contiene una subsuperficie equivalente a cualquier super-
ficie con borde, de ge´nero menor y la misma orientabilidad.
Sea h el homeomorfismo entre las fronteras ideales B(S) y B(S′). Pa-
ra construir el homeomorfismo f entre S y S′, representaremos cada su-
perficie como unio´n de una cadena encajada de subsuperficies compactas
A1 ⊂ A2 ⊂ . . . y A′1 ⊂ A′2 ⊂ . . . . Para cada n construiremos un homeo-
morfismo fn de An sobre A
′
n tal que fn|An−1 = fn−1; la extensio´n natural
de e´stos nos dara´ el homeomorfismo f entre S y S′. Adema´s imponemos las
siguientes condiciones:
(i) Para cada n, existe exactamente una curva cerrada simple d(U) en
la frontera de cada componente U de S − An, similarmente para las
componentes U ′ de S′ −A′n.
(ii) Si fn(d(U)) = d(U
′) entonces h(U∗) = (U ′)∗ (recordamos la Definicio´n
2.1.2, donde U∗ es un abierto de B(S) asociado a U).
Tomemos ahora un par de sucesiones encajadas B1 ⊂ B2 ⊂ . . . y B′1 ⊂
B′2 ⊂ . . . de subsuperficies acotadas, tales que sus uniones dan S y S′ res-
pectivamente y satisfacen (i) (reemplazando An por Bn), y satisfacen la
siguiente condicio´n:
(iii) Cada componente de S − Bn o S′ − B′n es no acotada, sea de ge´nero
cero o ge´nero infinito, y sea orientable o no orientable.
La construccio´n de las ternas (fn, An, A
′
n) se hace por induccio´n, co-
menzado por tomar A0 = A
′
0 = Ø. Requerimos que fn, An y A
′
n cumplan
las condiciones (i), (ii) y (iii). Adema´s usamos el proceso que alterna del si-
guiente modo: cuando n es par, hacemos An suficientemente grande tal que
Bn ⊂ An, y se construye A′n para que se ajuste a las necesidades. Cuando n
es impar, intercambiamos los roles de S y S′, de esta manera S y S′ estara´n
cubiertos por las uniones de las subsuperficies An y A
′
n respectivamente.
Dada una terna (fn, An, A
′
n) con n par, queremos construir (fn+1, An+1, A
′
n+1)
tal que B′n+1 ⊂ A′n+1 y las condiciones (i), (ii), (iii) sean satisfechas.
Primero, construimos la subsuperficie A′n+1. Para algu´n M ∈ N, A′n esta´
contenida en el interior de B′M , hacemos m = max(n + 1,M) y definimos
A′n+1 = B′m (de esta manera aseguramos B′n+1 ⊂ A′n+1).
Para construir An+1 utilizamos lo siguiente:
(iv) Para m suficientemente grande, la clausura de cada componente de
Bm − An es de ge´nero reducido estrictamente mayor que el ge´nero
de la correspondiente componente de A′n+1 − A′n a menos que esta
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u´ltima componente sea de ge´nero cero. Adema´s, cada componente de
Bm −An es no orientable siempre que la correspondiente componente
de A′n+1 −A′n lo sea.
Vamos a aclarar la correspondencia entre las componentes de Bm−An y
las de A′n+1 −A′n a trave´s de la siguiente observacio´n.
Observacio´n 2.3.1. Recordamos que, por las condiciones (i) y (ii) de arri-
ba, el homeomorfismo h da una correspondencia entre las curvas frontera
de S − An y las de S′ − A′n. Adema´s, por la condicio´n (i), la frontera de
cada componente de Bm−An (A′n+1−A′n) contiene exactamente una curva
de frontera de S − An (S′ − A′n), asimismo una o ma´s curvas de frontera
de S − Bm (S′ − A′n+1). Si An esta contenida en el interior de Bm, cada
componente de S − An contiene a una componente no vac´ıa de Bm − An.
Similarmente, si A′n esta contenida en el interior de A′n+1, hay una corres-
pondencia entre las componentes de S′−A′n+1 y las de A′n+1−A′n. En estos
terminos se establece la correspondecia citada en (iv).
Prueba de (iv). Sean U y U ′ correspondientes componentes de S −
An y S
′ − A′n tales que h(U∗) = (U ′)∗. Dado que h es homeomorfismo,
h(U∗) contiene finales no planares y/o no orientables si y so´lo si U∗ lo hace.
Tomando U como subsuperficie y aplicando la Proposicio´n 2.2.1 tenemos
que U∗ contiene finales no planares y/o no orientables si y so´lo U es de
ge´nero infinito y/o es infinitamente no orientable. El mismo razonamiento
es aplicable para U ′. Adema´s, por la condicio´n (iii) sabemos que U y U ′ no
son acotadas, con lo cual U∗ y (U ′)∗ no son vac´ıas.
Por la condicio´n (iii) U puede ser de ge´nero cero o infinito, supongamos
que es de ge´nero infinito. Entonces por la Proposicio´n 2.2.3, U contiene
subsuperficies compactas de ge´nero arbitrariamente grande. Sea M el ge´nero
que se quiere superar, entonces existe K ⊂ U ⊂ S − An, K subsuperficie
compacta de U con ge´nero g(K) > M . Tomemos Bm tal que Bm ⊃ An ∪K.
De este modo, si W es la componente conexa de Bm − An que se asocia
con U (comparte una curva frontera) y satisface W ⊃ K. Queremos ver que
el ge´nero de W es mayor que M . Para ello escribimos W = K ∪W −K
y aplicando la formula del ge´nero de una suma conexa de subsuperficies
(Proposicio´n 1.4.4) se tiene:
g(W ) = g(K) + g(W −K) + (k − 1)
donde k es el nu´mero de curvas frontera de K, y por lo tanto g(W −K) +
(k − 1) ≥ 0. Obtenemos entonces g(W ) > M .
Para probar que cada componente de Bm − An es no orientable cuando
la correspondiente componente de A′n+1 − A′n lo es, consideramos W ′ una
componente conexa no orientable de A′n+1 −A′n, con lo cual la componente
conexa U ′ de S′ − A′n que contiene a W ′ es tambie´n no orientable, es ma´s,
por la condicio´n (iii), U ′ debe ser infinitamente no orientable. Ahora, por la
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Proposicio´n 2.2.1, (U ′)∗ debe contener finales no orientables, lo cual implica
que U∗ contiene finales no orientables, siendo U la componente conexa de
S − An correspondiente con U ′, por lo tanto U es infinitamente no orien-
table. Esto quiere decir que no existe un subconjunto compacto A ⊂ U tal
que U −A sea orientable, siendo as´ı, la componente conexa W de Bm −An
correspondiente a W ′, que verifica W ⊂ U no puede ser orientable. Con esto
se finaliza la prueba de (iv).
Para cada m, sean V m1 , . . . , V
m
p las componentes conexas de S − Bm
y U ′1, . . . , U ′q las componentes de S′−A′n+1. Adema´s notaremos βmk = [V mk ]∗
y α′k = [U
′
k]
∗ los entornos en B(S) y B(S′) asociados a tales componentes
conexas. Necesitamos tambie´n la siguiente propiedad:
(v) Para m suficientemente grande, cada entorno βmi en B(S) esta´ con-
tenido en la imagen inversa mediante h de uno de los entornos α′j en
B(S′).
Prueba de (v). Veamos en primer lugar que los conjuntos βmk , m =
1, 2, . . . y k = 1, . . . , pm (el rango de k es distinto segu´n el valor de m) for-
man una base de la topolog´ıa de B(S). Dados p∗ ∈ B(S) y m ∈ N, Bm es
acotado, por lo tanto Pn ⊂ S − Bm para n suficientemente grande, donde
p = (Pn) es un representante de p
∗; y dado que Pn es conexo, debe estar
contenido en alguna componente conexa de S −Bm, esto es, existe un i tal
que Pn ⊂ V mi con lo cual p∗ ∈ βmi . Esto demuestra que los abiertos βmk
cubren B(S) (en realidad demostramos que para todo p∗ ∈ βmi y para todo
m ∈ N existe i ∈ N tal que p∗ ∈ βmi , que es un resultado algo ma´s fuerte).
Sea W ⊂ S, W no acotado (si W es acotado, entonces W ∗ = Ø y lo
que sigue es trivial) tal que ∂W es compacto. Dado que W = W o ∪ ∂W es
compacto, de aqu´ı sigue que W o es acotado, y adema´s ∂(W o) es compacto,
pues ∂W lo es y ∂(W o) ⊂ ∂W . Sea m tal que Bm ⊃ ∂(W o) con lo cual
S−Bm ⊂ S−∂(W o). Tomemos un q∗ ∈W ∗ con un representante q = (Qn),
entonces Qn ⊂ W o para n grande, y como hemos visto que los conjuntos
βmk , k = 1, 2, . . . cubren B(S), existe un i ∈ N tal que q∗ ∈ βmi por lo tanto
Qn ⊂ V mi . Veamos que βmi ⊂ [W o]∗. Tenemos V mi ⊂ S − Bm ⊂ S − ∂(W o)
por lo tanto V mi ∩∂(W o) = Ø y dado que V mi es un conexo, entonces, o bien
V mi no corta a W
o o bien V mi no corta al complementario de W
o. El caso
V mi ∩W o = Ø es imposible puesto que Qn ⊂ V mi ∩W o para n suficientemen-
te grande, con lo cual debe ser V mi ∩ (W o)c = Ø, esto es, V mi ⊂ W o. Con
todo esto, βmi = [V
m
i ]
∗ ⊂ [W o]∗ ⊂W ∗ y hemos demostrado que el conjunto
de los βmi , m ∈ N, i = 1, . . . , pm es una base de la topolog´ıa de B(S).
Por otra parte, como A′n+1 es acotado, [A′n+1]∗ = Ø y (por la Proposicio´n
2.1.2) los conjuntos α′j cubren B(S
′). As´ı, cada elemento de B(S) esta´ con-
tenido en algu´n entorno βri , el cual a su vez esta´ contenido en algu´n entorno
h−1[a′j ]; esto se verifica del siguiente modo: dado un p
∗ ∈ B(S), h(p∗) ∈ α′j
para algu´n j, estos abiertos cubren B′(S), y por la continuidad de h en p∗
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existe βri entorno de p
∗ tal que h(βri ) ⊂ α′j , es decir, p∗ ∈ βri ⊂ h−1[α′j ]. Por la
compacidad de B(S) (Proposicio´n 2.2.2), una coleccio´n finita Q de los βri cu-
bre B(S). Sea M el ma´ximo de los ı´ndices r de los βri ∈ Q, entonces (v) vale
para m ≥M . Pues, si m ≥M , entonces Bm ⊃ BM , luego S−BM ⊃ S−Bm,
y entonces, o bien V mi ⊂ VMj o bien V mi ∩ VMj = Ø para i = 1, . . . , pm y
j = 1, . . . , pM . Y en el caso V
m
i ⊂ VMj se tiene βmi ⊂Mj ⊂ h−1[α′jM ]. Con esto
se finaliza la prueba de (v).
Supongamos que m es suficientemente grande como para que las condi-
ciones (iv) y (v) sean satisfechas. Vamos a eliminar algunas partes concretas
de cada componente de Bm−An para conseguir el conjunto An+1 que debe
cumplir las siguientes propiedades:
(vi) Cada componente de An+1 − An es homeomorfa a la componente co-
rrespondiente de A′n+1 −A′n.
(vii) Cada componente de S−An+1 contiene exactamente aquellas compo-
nentes de S −Bm que corresponden, de acuerdo con (v), a una u´nica
componente de S′ −A′n+1.
Adema´s An+1 debe cumplir (i) y (iii), lo cual es suficiente para cons-
truir fn+1. Tambie´n vamos a necesitar algunas resultados para superficies
compactas del cap´ıtulo 1: la clasificacio´n de superficies compactas con borde
(Teorema 1.4.3), el Lema 1.4.5 y el Lema 1.4.6.
Por conveniencia, de aqu´ı en adelante escribiremos Bm − An donde en
realidad queremos escribir su clausura en S, que es compacta y es posible
aplicar los lemas anteriores (de esta manera evitamos notaciones complica-
das en el resto de la prueba).
Por la condicio´n (iv), cada componente de Bm−An es de ge´nero reducido
suficientemente grande y la orientabilidad adecuada de modo que, usando
el Lema 1.4.6, podemos retraer Bm a una superficie An+1 que contenga a
An de modo que el ge´nero reducido y la orientabilidad de cada componente
conexa de An+1−An coinciden con las de correspondientes componentes de
A′n+1 − A′n. Una idea de como se realiza esta construccio´n es como sigue,
tomemos W componente conexa de Bm − An, entonces W resulta una su-
perficie con borde compacta que tiene ge´nero g estrictamente mayor que el
ge´nero de W ′, la componente correspondiente de A′n+1 − A′n. Supongamos
que W ′ tiene ge´nero k y apliquemos el Lema 1.4.6. Tomamos la particio´n
{Γ1,Γ2} de las curvas frontera de W , dada por
Γ1 = {curva frontera comu´n entre W y S −An}
lo cual tiene sentido pues sabemos que W comparte exactamente una curva
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frontera con S −An, y
Γ2 = {resto de las curvas frontera de W}.
Ahora, el Lema 1.4.6 garantiza que para cada k ≤ max{g− 12 , 0} existe una
curva cerrada simple en W que lo divide en exactamente dos componentes
U1 y U2, de modo que Γ1 ⊂ U1, Γ2 ⊂ U2, y el ge´nero reducido de U1 es k.
Con este razonamiento, U1 tiene ge´nero k, es de la misma clase de orien-
tabilidad que W ′ y comparte una curva frontera con An, y mediante esta
curva comu´n se pega U1 = (U1)W a An determinando un An+1 tal que las
componentes de A′n+1 − A′n son los U1’s y las componentes de Bm − An+1
los U1’s del Lema 1.4.6.
Recordemos que por la condicio´n (v), varias componentes de Bm − An
corresponden (mediante h) a una componente de S′−A′n+1. Retrayendo Bm
a An+1, las componentes adecuadas de S−Bm deben juntarse dentro de Bm
para que las componentes de S −An+1 satisfagan las condiciones (i) a (vii).
Finalmente, dentro de cada componente de Bm − An, podemos tener
todas las componentes excepto una de Bm − An+1 (correspondiente a Ui,
1 < i < p en Lema 1.4.6) de ge´nero cero, y una componente extra (si la
hay) puede an˜adirse a la parte de S − Bm que ya es de ge´nero infinito o
infinitamente no orientable, de modo que An+1 satisface (iii).
Para construir fn+1, usamos el teorema de clasificacio´n de superficies
con borde compactas (Teorema 1.4.3) para dar un homeomorfismo g de
An+1 − An sobre A′n+1 − A′n. Dado que fn satisface (ii) y An+1 satisface
(vii), podemos suponer que g−1 ◦ fn lleva cada curva en d(An) en la fron-
tera de An sobre s´ı misma y que g cumple (ii) sobre d(An+1) (es decir,
g(d(An+1)) = d(A
′
n+1)). Escribimos φ = g
−1 ◦ fn sobre d(An) y extendemos
φ a An+1 −An segu´n nos permite el Lema 1.4.5. Por u´ltimo, definimos
fn+1(x) =
{
g ◦ φ(x), si x ∈ An+1 −An
fn(x), si x ∈ An
entonces fn+1 es continua sobre cada componente d(An) y satisface (ii) sobre




2.4. Construccio´n de una superficie con frontera
ideal dada
Por el teorema anterior hemos establecido que si dos espacios topolo´gicos
tienen las fronteras ideales homeomorfas, es que los espacios mismos tambie´n
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son homeomorfos. En esta seccio´n vamos a dar un paso ma´s, estableciendo
una relacio´n todav´ıa ma´s fuerte para las superficies no compactas y sus fron-
teras ideales.
Recordemos que la frontera ideal puede escribirse como B′′(S) ⊂ B′(S) ⊂
B(S), una terna encajada de espacios compactos, separables y totalmente
disconexos (Proposicio´n 2.2.2). En esta seccio´n veremos que dada una terna
cualquiera de tales espacios, e´sta ocurre como frontera ideal de alguna su-
perficie. Adema´s, vamos a construir dicha superficie tomando una esfera a
la que quitaremos puntos, discos y sometiendo las fronteras de estos discos
a identificaciones adecuadas.
Antes de dar el teorema principal de esta seccio´n, vamos a dar la defini-
cio´n de la dimensio´n topolo´gica y algunos de sus resultados (demostraciones
en [4]).
Definicio´n 2.4.1. La dimensio´n topolo´gica de un conjunto X (denotamos
por dim(X)) se define de manera inductiva de la siguiente manera:
(i) dim(X) = −1 si y so´lo si X = Ø.
(ii) dim(X) ≤ n si para todo x ∈ X y para todo abierto U existe un abierto
V con x ∈ V tal que V ⊂ U , y dim(∂V ) ≤ n− 1. Y dim(X) = n si la
condicio´n anterior se cumple para n, pero no para n− 1.
(iii) dim(X) =∞ si para todo n, dim(X) ≤ n es falso.
Lema 2.4.1. Un espacio totalmente disconexo tiene dimensio´n topolo´gica
0.
Teorema 2.4.2. Todo espacio topolo´gico compacto separable de dimensio´n
n puede embeberse en el espacio eucl´ıdeo de dimensio´n 2n+ 1.
Si X es un espacio topolo´gico compacto, separable y totalmente disco-
nexo, entonces su dim(X) = 0. Por el teorema anterior X puede embeberse
en la recta real. Ahora, X que es un subespacio de la recta real, puede verse
como un subconjunto del conjunto de Cantor. Entonces tenemos,
Proposicio´n 2.4.3. Todo espacio topolo´gico compacto, separable y total-
mente disconexo es homeomorfo a un subconjunto del conjunto de Cantor.
En este punto podemos dar el teorema principal de esta seccio´n.
Teorema 2.4.4. Sea (X,Y, Z) una terna de espacios topolo´gicos compac-
tos, separables y totalmente disconexos con Z ⊂ Y ⊂ X. Entonces existe
una superficie S cuya frontera ideal (B(S), B′(S), B′′(S)) es topolo´gicamen-
te equivalente a la terna (X,Y,Z).
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Demostracio´n. Por la Proposicio´n 2.4.3 podemos suponer que X es un sub-
conjunto del conjunto de Cantor, que puede verse como embebido en la
compactacio´n del plano por un punto (es decir, una esfera) como los puntos
(x, 0) tal que 0 ≤ x ≤ 1 y tal que x admite una expansio´n tria´dica que no
involucra el d´ıgito 1.
Sea D′ el conjunto de todos los discos cerrados en el plano tales que
sus dia´metros son los intervalos en el eje x de la forma
I(n,m) = [(n− 1/3)/3m, (n+ 4/3)/3m)], 0 ≤ n ≤ 3m,
donde n es un entero y en su expansio´n tria´dica no aparece el d´ıgito 1, y el
entero m recorre todos los enteros no negativos. Dado un m definimos T (m)
como el conjunto de tales n. Sea D el conjunto de los discos en D′ tales que
contienen al menos un punto de X. Veamos primero que D determina una
base para la topolog´ıa de X.
Tomemos un x ∈ X y una bola B(y, r) de centro y ∈ R y radio r > 0 que
contiene a x. Supongamos que y − r < x ≤ y. Tomemos m suficientemente
grande como para que (x−n/3m) + 1/3m+1 < r. Observamos que x−n/3m
puede hacerse tan pequen˜o como se quiera eligiendo como n el entero for-
mado por los m primeros d´ıgitos de x, de hecho, eligiendo n de este modo,
la diferencia x− n/3m es menor que 1/3m < 4/3m+1. Observamos tambie´n
que el nu´mero n/3m coincide con los m primeros d´ıgitos de x y por lo tanto
aproxima a este u´ltimo por debajo. Con todo esto, obtenemos las siguientes
desigualdades,
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Se deduce que para el par de nu´meros m y n ∈ T (m) no negativos, se tiene
que x ∈ I(n,m) ⊂ B(y, r), y por lo tanto, el disco que tiene a I(n,m) como
dia´metro tambie´n esta´ contenido en B(y, r). Y por ello, D determina una
base para la topolog´ıa de X.
La familia de discos D satisface las siguientes condiciones:
(i) Un par cualquiera de discos en D son disjuntos o uno contiene al otro.
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(ii) La interseccio´n de una cadena infinita encajada de discos de D es un
so´lo punto de X.
Demostracio´n de (i).Primero veremos que la condicio´n se cumple para
D′ y de manera inmediata se puede ver que D tambie´n la cumple. Por con-
veniencia, dado un entero negativo vamos a pensar en su expansio´n tria´dica
finita (que es u´nica), dejando de lado la infinita.
Vamos a ver que dado un m, la cardinalidad de T (m) es exactamente
2m. Dado un n ∈ T (m) se tiene que 0 ≤ n < 3m, donde la desigualdad es
estricta porque si se cumpliera n = 3m entonces en la expansio´n tria´dica
de n aparecer´ıa el d´ıgito 1 en m-e´sima posicio´n (lo que contradice la defini-
cio´n de n). Por la desigualdad anterior, n debe tener m d´ıgitos, adema´s esos
d´ıgitos deben ser el 0 o el 2, lo que nos da un total de 2m combinaciones
posibles. Notemos tambie´n que los nu´meros as´ı construidos son pares, pues
en la expasio´n tria´dica sumamos potencias de 3 multiplicadas por 0 o por 2.
El siguiente paso es demostrar que para m fijo, y n, s ∈ T (m), con n 6= s,













es decir, estamos suponiendo que el extremo izquierdo de I(m, s) pertenece
a I(n,m). Por primera desigualdad tenemos que n ≤ s, y como n y s son










































simplificando la desigualdad, llegamos a que 6 ≤ 5, lo cual es una contradic-
cio´n.
Resumiendo, dado un m entero no negativo tenemos 2m discos disjuntos
en D′ cuyos dia´metros son los intervalos I(n,m) con n ∈ T (m), denotamos
a la familia de estos discos por D′(m), que son los discos a escala m.





Como T (m + 1) tiene el doble de elementos que T (m), su cardinalidad
es 2m+1. A continuacio´n veremos que los nu´meros de T (m + 1) son de la
forma 3n o´ 3n + 2 con n ∈ T (m). Dado n ∈ T (m), esta´ claro que 3n
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es un entero que no contiene al d´ıgito 1, puesto que n no lo contiene, y
multiplicando por 3 no cambia la afirmacio´n, es ma´s, la u´nica diferencia
entre n y 3n es que el segundo tiene un 0 ma´s al final. Adema´s, dado que
n ≤ 3m, se tiene que 3n ≤ 3m+1, y hemos demostrado que 3n ∈ T (m + 1)
para n ∈ T (m). Para ver que 3n+ 2 ∈ T (m+ 1) el razonamiento es similar.
como 3n ∈ T (m+ 1) y su u´ltimo d´ıgito es 0, 3n+ 2 no tiene el d´ıgito uno en
su expansio´n tria´dica. Si n ∈ T (m) entonces n < 3m, por lo tanto n ≤ 3m−1
y con esto 3n+2 ≤ 3m+1−1. Con esto completamos la demostracio´n de que
3n, 3n + 2 ∈ T (m + 1) cuando n ∈ T (m). Dado que 3n no puede ser igual
a 3s + 2 para un par cualquiera de n, s ∈ T (m), llegamos a que los 2m+1
nu´meros de T (m + 1) deben tener la forma 3n o´ 3n + 2, con n ∈ T (m). Y
entonces la familia D′(m+1) consiste de 2m+1 discos disjuntos de dia´metros
I(s,m+ 1) con s ∈ T (m+ 1), y s = 3n o´ s = 3n+ 2 para algu´n n ∈ T (m).
Demostraremos ahora que dado n ∈ T (m) los intervalos I(3n,m + 1) e
I(3n + 2,m + 1) esta´n contenidos en I(n,m). Es decir, los discos a escala
m + 1 esta´n contenidos a pares en los discos a escala m. Sea el caso del
















con lo que, el extremo izquierdo de I(s,m + 1) es mayor que el extremo


















y entonces, el extremo derecho de I(s,m + 1) es menor que el extremo
derecho de I(n,m). Se tiene la inclusio´n I(s,m + 1) ⊂ I(n,m). Veamos el



























y por lo tanto, el extremo izquierdo de I(s,m+ 1) es mayor que el extremo



























pues 2+4/3 < 4. Y con esto, el extremo derecho de I(s,m+1) es menor que
el extremo derecho de I(n,m), y ocurre la segunda inclusio´n deseada. Queda
claro ahora que todo disco en D′(m) contiene dos discos de D′(m + 1), y
para una misma escala los discos son disjuntos. As´ı, hemos demostrado (i)
para la familia de discos D′.
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Demostracio´n de (ii). Tomamos una cadena infinita de discos D y pensa-
mos en sus dia´metros como otra cadena en R denotada por {Ij = I(nj ,mj)}.
Sea la cadena {Ij ∩X} que es una familia de cerrados en X que tiene la pro-
piedad de interseccio´n finita. Dado que X compacto, aplicamos el Teorema
1.1.3 para probar que
⋂
j≤i Ij ∩X 6= Ø.
Observacio´n 2.4.1. Veamos ahora que esta interseccio´n no vac´ıa consiste
so´lo de un punto de X. Supongamos que tenemos dos puntos x1 y x2 en la
interseccio´n, sea d la distancia entre ellos. Tomamos ahora un J suficiente-
mente grande como para que 1/3mJ < d, es decir, x1 y x2 no pertenecen a
IJ simulta´neamente. Luego, uno de ellos queda fuera del IJ , y deja de per-
tenecer a la interseccio´n
⋂
j≥1 Ij ∩X. La razo´n de esto es porque la cadena
esta´ formada por a lo sumo un disco a cada escala.
Observacio´n 2.4.2. En conjunto de discos que contiene un punto x ∈ X
fijo, forma una cadena infinita. El procedimiento para probar esto es similar
al utilizado cuando probamos que los discos en D formaban una base para la
topolog´ıa de S. En todo caso agregamos el comentario que los extremos de
los intervalos I(n,m) no pertenecen a X, pues son de la forma (n−1/3)/3m
y (n+ 4/3)/3m, con n ∈ T (m).
Continuamos con la demostracio´n del teorema. Sean P+ y P− los semi-
planos y > 0 y y < 0 respectivamente. Para cada disco K ∈ D sean K ′ y
K ′′ dos discos ma´s grandes propios de K (de esta manera, todo disco de D
propio de K estara contenido en K ′ o en K ′′).
Para cada disco K ∈ D elegimos dos c´ırculos C+ y C− contenidos en
el interior de K de modo que
(a) C+ ⊂ P+ y C− ⊂ P−,
(b) C+ y C− no intersecan ni a K ′ ni a K ′′,
(c) C+ y C− son sime´tricos con respecto al eje x.
En particular, la condicio´n (b) nos dice que los c´ırculos C±(K) no se inter-
secan variando K ∈ D.
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Figura 2.2: Los c´ırculos C±(K)
Para construir una superficie S con la frontera ideal dada vamos a quitar
de la esfera los puntos en X e identificaremos los interiores de los c´ırculos
C±(K) adecuadamente. En primer lugar, rellenamos los c´ırculos C±(K) ta-
les que K ∩ Y = Ø, y quitaremos los interiores de los c´ırculos C±(K) tales
que K ∩Y 6= Ø (los finales no planares). Si K ∩Y 6= Ø pero K ∩Z = Ø (los
finales no planares orientables) entonces identificamos la frontera de C+(K)
con la de C−(K) reflejando los c´ırculos con respecto del eje x, es decir, el
punto ma´s alto de C+(K) se identifica con el punto ma´s bajo de C−(K) y
viceversa. Si K ∩ Z 6= Ø (los finales no orientables), entonces identificamos
la frontera de C+(K) con la de C−(K) trasladando una sobre la otra, aqu´ı
los puntos ma´s altos de una se identifican con ma´s altos de la otra, y los
bajos igual. La primera identificacio´n preserva la orientacio´n, mientras que
la segunda la invierte.
Por las propiedades (i) y (ii) observamos que cada punto x ∈ X pue-
de ser representado un´ıvocamente por una cadena maximal de discos en D
(la cadena representante no es u´nica). Notemos que cada cadena maximal en
D representa una componente abstracta de frontera. Esto define una funcio´n
de X en B(S).
Dado que X−Y y X−Z son abiertos en X, para cada punto p ∈ X−Y
existe un disco K ∈ D tal que x ∈ K ⊂ X − Y , es decir, K ∩ Y = Ø (recor-
damos que D es una base para la topolog´ıa de X). Similarmente para X−Z.
Con esto, los cerrados Y y Z de X corresponden a las cadenas maximales
que representan finales no planares y no orientables de S respectivamente.
Falta demostrar que S no tiene ma´s finales que los dados por este procedi-
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miento, es decir, que toda componente de frontera de S es equivalente a una
de las que le corresponde a algu´n punto x ∈ X (la sobreyectividad), tambie´n
falta ver el homeomorfismo.
Denotamos la aplicacio´n por h y veamos su sobreyectividad. Sea p∗ ∈
B(S), entonces existe una familia infinita p1 de discos K ∈ D tales que⋂
K∈p1 K
∗ = {p∗}, puesto que los conjuntos K∗ ⊂ B(S) forman una ba-
se de B(S), que es Hausdorff. Por la condicio´n (i) la familia infinita p1 es
una cadena y como tal representa a un elemento p∗1 ∈ B(S). Pero entonces
p∗1 = p∗, ya que
⋂
K∈p1 K
∗ = {p∗}. Por otra parte, por la propiedad (ii), la
interseccio´n de todos los discos en p1 consiste de so´lo un punto, llame´moslo
p′, con lo cual a p′ le corresponde p∗1 que es igual a p∗. Y probamos entonces
que h es sobreyectiva. Y como la inyectividad se deduce de la Observacio´n
2.4.1, se tiene que h es biyectiva.
Para acabar, veamos la continuidad de h. De nuevo usando que que el
conjunto de los K∗ con K ∈ D es una base para la topolog´ıa de B(S), y que
h es la aplicacio´n de X en B(S). Tomamos un x ∈ X y un abierto U∗ ⊂ B(S)
tal que h(x) ∈ U∗, como los K∗ forman una base, tenemos que existe un K∗
tal que h(x) ∈ K∗ ⊂ U∗. Por otra parte, K∗ es el conjunto de los finales p∗
tales que las componentes que lo definen esta´n contenidas en K (el punto
(ii) de la Definicio´n 2.1.1), y entonces h(x) es uno de estos finales, con lo
cual una cadena que lo define queda contenida en K, y finalmente x ∈ K,
ma´s au´n, por la Observacio´n 2.4.2, x ∈ K◦ (los discos no tienen elementos
de X en su frontera). Lo u´nico que falta decir es que h(K◦) = h(K) ⊂ K∗, y
esto es la consecuencia directa de la definicio´n de K∗. Entonces se tiene que
x ∈ K◦ y h(K◦) ⊂ K∗ y la continuidad de h esta demostrada. En definitiva,
h es un homeomorfismo de X en B(S).
2.5. Un teorema de representacio´n
En virtud del teorema anterior, una terna encajada de conjuntos (X,Y, Z)
de espacios compactos, separables y totalmente disconexos determinan una
superficie S′, salvo homeomorfismos. Teniendo en cuenta los pasos utiliza-
dos en la demostracio´n del teorema, podemos construir una superficie S,
tomando una esfera y modifica´ndola de tal manera que su frontera ideal
sea (X,Y, Z). De hecho, segu´n el Teorema 2.3.1, so´lo necesitamos considerar
posibles variaciones en el ge´nero, clase de orientabilidad de S y S′. En el
caso en que alguna de las superficies tenga ge´nero infinito o grado de no
orientabilidad infinito, la representacio´n de S′ es como la S construida en la
demostracio´n del Teorema 2.4.4. Por otra parte dado que es posible variar
el ge´nero o grado de orientabilidad en el caso finito sumando o quitando un
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nu´mero finito de asas o bonetes cruzados, tenemos el siguiente resultado.
Teorema 2.5.1. Toda superficie es homeomorfa a una superficie constru´ıda
a partir de una esfera Σ de la cual primero se quita un conjunto compacto
separable totalmente disconexo X, luego eliminando de Σ−X los interiores
de una cantidad finita o infinita numerable de discos D1, D2, . . . cerrados
disjuntos dos a dos, y finalmente identificando a pares las fronteras de estos
discos. Puede ser necesario identificar la frontera de un disco consigo mismo
para producir un bonete cruzado impar. La sucesio´n D1, D2, . . .
′′aproxima
a X ′′ en el sentido que, para cada abierto U en Σ que contiene a X, todos
salvo una cantidad finita de discos Di esta´n contenidos en U .
En la figura de abajo vemos como es un ejemplo de la representacio´n
visual de una superficie con una con una cantidad infinita de componentes
de bordes (representados por una sucesio´n infinita de puntos), 2 asas y 3
bonetes cruzados.
Figura 2.3: Representacio´n de una superficie
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