Accurate modeling of high-temperature hypersonic flows in the atmosphere requires consideration of collision-induced dissociation of molecular species and energy transfer between the translational and internal modes of the gas molecules. Here, we describe a study of the N 2 + N 2 −→ N 2 + 2N and N 2 + N 2 −→ 4N nitrogen dissociation reactions using the quasiclassical trajectory (QCT) method. The simulations used a new potential energy surface for the N 4 system; the surface is an improved version of one that was presented previously. In the QCT calculations, initial conditions were determined based on a two-temperature model that approximately separates the translationalrotational temperature from the vibrational temperature of the N 2 diatoms. Five values from 8000 K to 30 000 K were considered for each of the two temperatures. Over 2.4 × 10 9 trajectories were calculated. We present results for ensemble-averaged dissociation rate constants as functions of the translational-rotational temperature T and the vibrational temperature T v . The rate constant depends more strongly on T when T v is low, and it depends more strongly on T v when T is low. Quasibound reactant states contribute significantly to the rate constants, as do exchange processes at higher temperatures. We discuss two sets of runs in detail: an equilibrium test set in which T = T v and a nonequilibrium test set in which T v < T. In the equilibrium test set, high-v and moderately-low-j molecules contribute most significantly to the overall dissociation rate, and this state specificity becomes stronger as the temperature decreases. Dissociating trajectories tend to result in a major loss of vibrational energy and a minor loss of rotational energy. In the nonequilibrium test set, as T v decreases while T is fixed, higher-j molecules contribute more significantly to the dissociation rate, dissociating trajectories tend to result in a greater rotational energy loss, and the dissociation probability's dependence on v weakens. In this way, as T v decreases, rotational energy appears to compensate for the decline in average vibrational energy in promoting dissociation. In both the equilibrium and nonequilibrium test sets, in every case, the average total internal energy loss in the dissociating trajectories is between 10.2 and 11.0 eV, slightly larger than the equilibrium potential energy change of N 2 dissociation. C 2015 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Hypersonic flows, in which gas speeds exceed about five times the speed of sound, are of great interest in the aerospace science community. Such flows must be understood, for example, for the engineering design of spacecraft for planetary entry, scramjet-powered aircraft, and ballistic missile systems. In hypersonic aerodynamics, high-temperature reactions between chemical species of the gas play an important role, especially for the analysis of a shock layer, the region of fluid between a strong shock wave and a vehicle surface. In air, dissociation of species like diatomic nitrogen and oxygen is a particularly significant chemical process that must be considered for accurate aerodynamic simulations using computational fluid dynamics (CFD) and other tools.
The present study is concerned with dissociation of N 2 , which is a key gas-phase chemical reaction in hypersonic flows in air. This work consists of three major phases. (1) An accurate potential energy surface (PES) is constructed using quantum mechanical electronic structure methods and surface fitting. The results generated by MD are implemented in macroscopic simulations using continuum or particle-based techniques. In this paper, we discuss research from phases (1) and (2) on the N 2 + N 2 −→ N 2 + 2N and N 2 + N 2 −→ 4N dissociation reactions. This work expands on earlier research we presented recently. 2 Research on diatomic dissociation (and nitrogen dissociation specifically) has a long history. Many studies have viewed dissociation as a process of vibrational excitation to an unbound state. They used a simplified diatomic potential, such as a truncated harmonic oscillator or a Morse potential, to compute probabilities of transitions between vibrational energy levels, which in turn could be used to determine reaction rate constants via a master equation, a local-equilibrium approximation, or further simplifications. Such studies became increasingly more sophisticated in the last several decades. In the simplest ladder-climbing framework, [3] [4] [5] it was assumed that vibrational excitation occurred only via single-quantum transitions and that dissociation occurred only from the highest vibrational energy level. Variations of this idea allowed for limited multi-quanta transitions, but only permitted dissociation from the highest few vibrational levels. 6, 7 More advanced models discarded the second assumption of the ladder-climbing framework, i.e., they allowed for dissociation from any vibrational level, but still only permitted single-quantum transitions in the vibrational manifold. 3, [8] [9] [10] [11] In some of these works, it was assumed that dissociation was equally likely from any vibrational level. 8, 9 Other researchers built into their models a preference for dissociation from high vibrational levels. 10, 11 Indeed, several early works found evidence that dissociation caused significant depletion of the high vibrational levels (resulting in non-Boltzmann energy distributions), because molecules in such levels were favored to dissociate. 6, 12, 13 Finally, still more advanced models, such as the Morse potential model of Johnston and Birks with all transitions allowed, 3 the forced harmonic oscillator (FHO) framework of Adamovich et al., [14] [15] [16] [17] and the information-theoretic approach of Gonzales and Varghese, [18] [19] [20] permitted both multiquantum transitions and dissociation from any vibrational level. We could also include in this category the analytic model of Macheret and Rich, 21 which assumes classical, impulsive collisions between molecules and a "threshold function" for the minimum translational energy needed for a dissociative collision.
Many of the models we have referenced here did not account for the influence of rotational energy on the probability of dissociation. However, the possible dangers of that assumption have been analyzed, [22] [23] [24] and some of the investigators cited above did include rotational effects in their models. 7, 16, 17, 21 Advances in quantum chemistry and scientific computing in recent years have allowed for the construction of highly accurate PESs. These, in turn, have enabled the simulation of dissociative collisions using molecular dynamics, 23, 24 without the many simplifying assumptions inherent in most of the models outlined above. For example, several researchers have used MD and a master equation to study H 2 dissociation (due to collisions with various partners such as Ar, He, and H); these studies consider both vibrational and rotational effects. [23] [24] [25] [26] [27] [28] [29] Recently, the success of such methods spawned a new family of MD-based nitrogen dissociation studies. 2, [30] [31] [32] [33] [34] [35] The present article will expand on that literature. We use the quasiclassical trajectory (QCT) method for running dynamics. 36, 37 This method involves several steps. First, reactant molecules are prepared in classical analogs of quantized initial states. Then, reactants are collided by solving Hamilton's equations of motion for a classical trajectory, governed by interatomic forces computed as the negative gradients (with respect to atomic coordinates) of the PES. Finally, after the collision is complete, product molecules are identified and analyzed. This process is repeated many times, with initial conditions sampled from appropriate probability distributions.
Then, ensemble-averaged quantities like reaction rate constants are calculated. The method is called "quasiclassical" because the trajectory motion is computed classically, while the initial conditions are determined based on quantized rovibrational states.
A notable feature of many hypersonic flows is the presence of thermal nonequilibrium, i.e., regions of the flow in which the translational kinetic energy mode of the gas is not equilibrated with the rotational and/or vibrational internal energy modes. 38 Accurately accounting for thermal nonequilibrium has been a persistent challenge for computational hypersonic aerodynamics for decades. State-specific approaches, in which all rovibrational states of all species are treated distinctly, are not tractable for macroscopic aerodynamic simulations. Consequently, aerospace scientists have resorted to approximate models that attempt to characterize a fluid volume in which energy is preferentially stored in one or more of the energy modes. One strategy is to define three temperatures, which are allowed to all be different: a translational temperature T, a rotational temperature T r , and a vibrational temperature T v . 33, 34 Formally, such a framework implies that each chemical species inside a fluid element is characterized by a MaxwellBoltzmann distribution of relative translational kinetic energies at T, an approximately Boltzmann distribution of rotational internal energies at T r , and an approximately Boltzmann distribution of vibrational internal energies at T v . However, in order to be more broadly applicable, such models typically employ a generalized definition for effective temperature as a function of energy averages. 33, 34 This allows T, T r , and T v to be defined even for non-Boltzmann energy distributions, which is useful (even though it cannot be justified by statisticalmechanical arguments).
In a nonequilibrium gas, it is often assumed that the translational and rotational energy modes equilibrate rapidly, while the vibrational energy mode equilibrates more slowly through a process of vibrational relaxation. 38, 39 For example, if we define the mean free time as the average time between collisions, typical textbook assumptions are that translation equilibrates in 1-3 mean free times, rotation equilibrates in 2-10 mean free times, and vibration equilibrates in 10 3 -10 6 mean free times. 40, 41 Consequently, a widely used additional assumption of multi-temperature models (made either explicitly or implicitly) is that T = T r , while T v may be different, thus reducing the three-temperature model to a two-temperature one. 9, 10, [42] [43] [44] [45] [46] [47] [48] [49] We will use the two-temperature model in the present study. However, we note that there is a growing literature challenging the accuracy of assuming effectively instantaneous equilibration between translation and rotation; such investigations consider rotational relaxation times to be significant. 33, 34, 50, 51 We stress the approximate nature of all these approaches. Rotational and vibrational internal energies are not separable according to either classical or quantum mechanics. Indeed, let ε int be the total internal energy of a diatomic molecule with vibrational quantum number v and rotational quantum number j. Let ε vib be the molecule's vibrational energy, and let ε rot be its rotational energy, each defined according to some reasonable (but ultimately arbitrary) way to separate the kinds of motion. For any reasonable scheme, we should have that ε int is the sum of ε vib and ε rot , but all three quantities will depend on both v and j. That is, it is not possible to simultaneously define ε vib as a function of v alone and ε rot as a function of j alone. Thus, strictly speaking, the notion of distinct rotational and vibrational temperatures is ambiguous. Furthermore, even if one accepted the approximation that vibrational and rotational energies were separable, a two-or three-temperature model can only fully characterize a gas with Boltzmann distributions of the translational, rotational, and vibrational manifolds. In general, non-Boltzmann distributions may be only poorly parameterized by temperatures. 52, 53 Despite these shortcomings, the two-and three-temperature models have been widely used in the engineering design of successful hypersonic vehicles.
Consequently, in the QCT study described here, we designed a two-temperature model to investigate how the dissociation process varies with the energy distributions in a gas in thermal equilibrium and nonequilibrium. Our goal here is to obtain benchmark nitrogen dissociation rate constants for a representative set of precisely defined thermal environments. Such analyses shed light on how nitrogen dissociation proceeds under realistic hypersonic flow conditions, and the numerical results for rate constants can be used in the next generation of macroscopic models for high-temperature aerodynamics.
The remainder of this paper is divided into sections. In Sec. II, we present the new potential energy surface for the N 4 system, which forms a crucial foundation for the MD simulations. In Sec. III, we review the methodology of QCT, including an exposition of the two-temperature model we designed. In Sec. IV, we note several features of the codes we used to run the trajectories and of the simulations we executed. We discuss results from both thermal equilibrium and nonequilibrium simulations in Sec. V, where we compare our results with past theoretical, experimental, and computational work, and where we make some comments on possible future work. Finally, in Sec. VI, we summarize conclusions.
II. IMPROVED POTENTIAL ENERGY SURFACE
In previous work, 1 we presented a potential energy function for the ground-state N 4 system based on least-squares fits to the many-body component of the electronic energies. The fits are based on permutationally invariant polynomials 54, 55 in bond order variables, where the bond order variables are given by exponentials,
where r i is an internuclear distance, r e is the equilibrium bond length of N 2 , and a is a nonlinear parameter of the fit. The nonlinear parameter and coefficients of the polynomials (which are linear fitting parameters) were fit to 16 435 energies calculated by the complete active space second-order perturbation theory (CASPT2) quantum mechanical electronic structure method, 56, 57 with the maug-cc-pVTZ 58 basis set. Of these points, 9350 correspond to planar geometries and 7085 correspond to nonplanar geometries.
In the present work, we make two improvements on the previous fit. We noticed that the fit to nonplanar geometries could be improved significantly by adding more nonplanar points to the data set, and so the first improvement is that we added 99 new energies corresponding to nonplanar geometries. These new data are given in the supplementary material. 59 The second improvement is a change of functional form. Further study of the method with bond order variables showed that the method using Eq. (1) can be improved. One reason for this is that different values of a are optimal for fitting different regions of the global surface. The potential in the strong interaction regions can be described best with a value of a close to 1.0 Å, as used in our original fit. But the near-asymptotic regions are better described by a value of a near 0.4 Å, which is close to the Morse curve 60 value. Using 1.0 Å there causes incorrect long-range behavior, which could cause errors in treating near-threshold or low-temperature processes, as was pointed out recently. 61 A way to circumvent this difficulty is to replace X i by a mixed exponential-Gaussian (MEG) variable, defined in Eq. (2) below,
Here, a and b are nonlinear parameters that provide the necessary flexibility. Figure 1 shows that for large distances, the MEG function lies close to an X i curve that has a small a value, while for short internuclear distances, this new function approaches an X i curve that has a large a value. Although the function turns down below 0.5 Å, this behavior does not affect the quality of our PES, since the energy of the surface is extremely high when any distance is this small. Table I compares the errors of the original 1 and new fits; for the new fits, the a and b parameters were manually optimized to 1.0 Å and 1.5 Å 2 , respectively. We see that the new fit has smaller errors in each energy range, and it has smaller errors for both planar and nonplanar geometries. An even more important result is that it eliminates the spurious long-range behavior. The latter is illustrated in Figure 2 , which shows a comparison of our old exponential and new MEG fits against the electronic structure data for a sample long-range region. The high quality of the PES fit, as quantified by the low error values in Table I , is an important aspect of the current work. Indeed, in other QCT studies that included fitting of an analytic N 4 PES to electronic structure data, minimal 32 or no 35 quantitative statistics on fitting errors were reported.
The improved PES used for the present study is freely available online. 62 More details about the surface's structural features can be found in previous work. 1 We mention a few highlights here. First, the N 4 surface was designed with the N 3 surface as a subset; thus, the surface can be used to study both N 2 + N 2 and N 2 + N interactions. Electronic energies from CASPT2 were calculated at geometries featuring the N 3 molecule and the tetrahedral form of N 4 , which have also been studied by other researchers. [63] [64] [65] [66] [67] [68] Some visualizations of relevant portions of the PES are depicted in Figure 3 , corresponding to so-called H-shape and T-shape N 4 geometries. 1 Apparent are the repulsive walls of the potential and the flat regions corresponding to large intermolecular separation distances and to varying vibrational energy levels of the diatoms. Later in the   FIG. 2. Comparison of exponential and MEG fits against the CASPT2 data for the long-range region with tetrahedral geometry (θ A = θ B = φ = 90 • ). Both N 2 molecules are at r = 1.1 Å ≈ r e .
paper, we will examine PES structure in the context of energy transfer mechanisms and trajectory pathways.
III. QUASICLASSICAL TRAJECTORY METHODOLOGY IN A MULTI-TEMPERATURE FRAMEWORK
As we noted in Sec. I, the QCT method consists of several steps: preparation of reactants in classical analogs of quantized initial states, computation of the motion of a classical trajectory, and analysis of final states. We are studying the two related nitrogen dissociation reactions,
and
where v and j are vibrational and rotational quantum numbers, respectively. We do not consider electronically excited species. In this section, we discuss the QCT approach in detail, focusing on several features specific to our investigation of reactions (3) and (4) .
A. Relative velocities and the reaction rate constant
The primary quantity of interest in this investigation is the ensemble-averaged reaction rate constant k, which we define in this investigation by
where k 1 is the rate constant for the single-dissociation reaction (3), and k 2 is the rate constant for the double-dissociation reaction (4), each defined in the usual way. 69 Then, k = k 1 + 2k 2 . In this formalism, k is an effective rate constant that describes the total rate of removal of N 2 and half the rate of production of N due to dissociation via N 2 + N 2 collisions. Such rates are useful because they can be used directly to calculate species concentrations in macroscopic simulations of high-temperature gases. Furthermore, by combining the effects of reactions (3) and (4) more comprehensive picture of energy transfer via dissociative N 2 + N 2 collisions, as discussed later in this paper.
In the QCT framework, we simulate a large number of representative collisions between N 2 collisions in an ensemble-characterized by one or more temperatures-and we use the results to calculate k. The rate constant for specific v and j and for a thermal distribution of relative kinetic energies at translational temperature T is the thermal average of the product of the relative speed ν r between the colliding N 2 molecules and the reaction cross section σ (which itself is a function of ν r , v, and j), 37, 70 
The angular brackets ⟨·⟩ T in Eq. (6) indicate a thermal average over the distribution of relative velocities ν r at the temperature T. The 1/2 factor in this expression is needed to properly treat "double-counting," which is unique to bimolecular reactions in which the two reactants are identical. The concept of doublecounting is discussed at length in Ref. 38 . Vincenti and Kruger illustrate the difficulty by noting that a collision between two identical species A and A terminates two free paths of A molecules; this is in contrast to a collision between two different species A and B, which terminates the free path of only one A molecule. To account for this difference, the authors introduce a "symmetry factor" χ, equal to 1 for distinct reactants and 2 for identical reactants.
For a three-temperature ensemble, with temperatures T, T r , and T v for translation, rotation, and vibration, respectively, the cross section must be averaged over the internal-temperature distributions characterized by T r and T v . We indicate such an average by an overbar. Then, Eq. (6) becomes
Since we use a two-temperature model in which T = T r , we will simply denote this quantity by k(T,T v ). 
Here, µ is the reduced mass for the collision partners, k B is the Boltzmann constant, E r is the relative translational energy, Λ ≡ E r /k B T, b is the impact parameter, and b max is the value of b beyond which there is a negligible probability of dissociation. Finally,P(E r , b) is the probability of dissociation averaged over the vibrational and rotational quantum numbers and also over all other parameters (apart from E r and b) that are needed to specify trajectory initial conditions. These parameters, such as the initial orientation of the collision partners, will be discussed in Sec. III D. A derivation of Eq. (8) is provided in the supplementary material. 59 Eq. (8) forms the basis of our QCT analysis of reactions (3) and (4). The double integral in this equation is the overall ensemble-averaged probability of reaction, which we denote by ⟨P⟩ T ; it is the average ofP(E r , b) over the distributions of the relative translational energy and the impact parameter. (Note that we have dropped the double overbar from the expression ⟨P⟩ T to simplify the notation.) We seek to evaluate this quantity via Monte Carlo integration, by appropriate random sampling of the parameters E r , b, and all other quantities necessary to characterize the initial state of a system of two colliding N 2 molecules.
B. Enumeration of quantized rovibrational states
To initialize a quasiclassical trajectory, we must assign vibrational and rotational quantum numbers, v and j, respectively, to each of the two reactant N 2 molecules. In this section, we describe an important prerequisite step: the enumeration of all possible rovibrational energy states of N 2 . The procedure is well-known and is described in detail in Ref. 37 . Here, we will give a brief overview of the theory. We presented a similar overview as a part of an earlier project. 2 Also note that several other QCT studies of nitrogen dissociation have used a similar theoretical framework (with different potential energy surfaces). [30] [31] [32] [33] [34] [35] In this discussion, ε int denotes the total internal energy of a N 2 molecule.
In analyzing the quantized energy states of N 2 , it is convenient to place the zero of energy at the minimum in the diatomic potential energy curve V D (r), where r is the internuclear distance. Then, the energy of a dissociated N 2 molecule is the dissociation energy D e , which is 9.917 eV or 228.7 kcal/mol, for the fit to the CASPT2 calculations described in Sec. II. (The diatomic potential used in the fit has a functional form with nine parameters. 1 ) We then define the effective potential energy for vibrational motion as a function of j as
where is Planck's constant divided by 2π and m is the reduced mass for the diatom (not to be confused with µ, the reduced mass for the collision partners in a trajectory). Depending on the value of j, the V D,eff curve can have three possible shapes. For j = 0, it reduces to the potential V D , which has a single minimum. For 0 < j ≤ j max , it has a local minimum at small r (but larger than the equilibrium bond distance at j = 0), it has a local maximum at larger r, and it still approaches D e as r → ∞.
The local maximum is due to the centrifugal barrier, caused by the second term in Eq. (9) . In this case, let ε int,max ( j) denote the energy at this local maximum. Finally, for the j > j max case, V D,eff is purely repulsive, i.e., it has no local minimum (except at r = ∞).
With these definitions, we consider all of the quantum mechanical energy states of the diatom. In the j = 0 case, N 2 has bound states for ε int D e . In the 0 < j ≤ j max case, N 2 has bound states for ε int D e , it has quasibound states for D e ε int < ε int,max ( j), and it is unbound for higher ε int . For the real N 2 molecule, the quasibound states have a finite lifetime because of tunneling through the centrifugal barrier; however, within the quasiclassical framework, they have an infinite lifetime and hence will be treated as bound. To make a list of all the bound and quasibound states, we should find, for each integer j ≤ j max , the eigenvalues ε int of the vibrational Schrödinger equation,
with homogeneous boundary conditions, where ψ(r) is the wave function. We label the eigenvalues ε int (v, j), with v = 0, 1, 2, . . . , v max and j = 0, 1, 2, . . . , j max . Note that v max is a function of j. To approximate these eigenvalues, we can use the semiclassical Wentzel-Kramers-Brillouin (WKB) 37, 71, 72 approximation. Within this framework, we obtain the following:
In Eq. (11), r− and r+ are the internuclear distances at the inner and outer turning points on the effective potential energy curve that are associated with the (v, j) state.
This process ultimately yields a set of triples (v, j, ε int ), specifying all N internal energy states of the diatom. For convenience, we reference these states with a single index n, with n = 1, 2, 3, . . . , N. In our implementation, we determined the local minimum and local maximum in an effective potential energy curve by using a two-part algorithm consisting of an initial bracketing step and a convergence step using inverse parabolic interpolation. 73, 74 For finding inner and outer turning points, we used a simple bisection algorithm for finding roots. 73, 74 For evaluating the integral in Eq. (11), we used a Gauss-Chebyshev quadrature method for numerical integration. 75 For the diatomic potential used in the fit discussed in Sec. II, we found 9198 rovibrational states, with vibrational quantum numbers in the range 0-54 and rotational quantum numbers in the range 0-278. Of these, 7122 are truly bound states and 2076 are quasibound states that we treated as bound. As expected, the spacing between vibrational energy levels becomes smaller as v increases for fixed j, reflecting the anharmonicity of the potential energy curve. The spacing between rotational levels becomes larger as j increases for fixed v.
We note that in a recent investigation, 35 in which the same database of electronic structure data points used here was fitted to a different analytic form, different rovibrational states were predicted using the WKB method. Specifically, 9373 states were found in total, of which 6930 were bound and 2443 were quasibound, with v in the range 0-52 and j in the range 0-330. Since the underlying quantum chemistry data are identical, this difference is attributable to PES fitting quality, which is not sufficiently quantified in Ref. 35 to draw further conclusions.
C. The multi-temperature model
In Sec. III B, we described a procedure for enumerating all N rovibrational energy states of N 2 , indexed by n = 1, 2, 3, . . . , N. In this section, we discuss how we assign probabilities of occupation to those states, based on properties of the statistical ensemble under consideration and neglect of nuclear spin. Those probabilities are then used in the initialization of the quasiclassical trajectories.
First, consider a statistical ensemble characterized by a single rovibrational temperature T rv . From statistical mechanics, the probability of selecting a diatom in internal state n is
Here, v n and j n are the quantum numbers corresponding to state n, and Q rovib is the canonical rovibrational partition function, defined by 76
The factor (2 j n + 1) is the degeneracy of a state with rotational quantum number j n . Note that with the analysis techniques described in Sec. III B, it is not necessary to use harmonic oscillator or rigid rotor analytic assumptions to evaluate Q rovib (T rv )
in Eq. (12); since we have enumerated all allowable states, we can evaluate the partition function numerically. As we explained in Sec. I, we are interested in modeling ensembles in which the distribution of internal energies cannot be modeled simply by one internal temperature. More specifically, we seek a model that can yield an approximately Boltzmann distribution of rotational energy levels at a rotational temperature T r and an approximately Boltzmann distribution of vibrational energy levels at a (possibly different) vibrational temperature T v . The non-separability of the rotational and vibrational energies precludes the construction of a model in which the rotational and vibrational energy distributions can be uniquely defined. However, we can design an approximate model as follows.
First, we must specify a rule for separating the internal energy of a diatom into two components: a vibrational energy ε vib and a rotational energy ε rot . A reasonable approach is to first define the vibrational energy of state (v, j) as the energy of the corresponding state with the given v and j = 0, i.e., at the ground rotational level. This is a common strategy, also used by Panesi et al. 33, 34 Then, ε vib is a function of v alone. We have the following definition:
where we measure ε int from the minimum of the potential curve, not from the lowest-energy state, so that ε vib (0) is nonzero. (It is 0.147 eV.) Then, the rotational energy ε rot is defined as the difference between the total internal energy and the vibrational energy. Thus, ε rot is a function of both v and j. This is expressed below:
We refer to the scheme defined by Eqs. (14) and (15) as the vibration-prioritized framework. We reiterate that other approaches are possible. For example, one could define the rotational energy first, as a function of j alone. Nevertheless, the vibration-prioritized framework is the most intuitive choice for approximately separating internal energies, because when v and j have low to moderate values, the spacing between vibrational energy levels is larger than the spacing between rotational energy levels. We use the definitions in Eqs. (14) and (15) for all work in this paper. We computed the probability for state (v n , j n ) as a product of two quantities: the probability of selecting the vibrational level v n and the probability of selecting the state (v n , j n ) conditional on having chosen the vibrational level v n . The first of those probabilities is calculated based on the vibrational temperature T v and the second based on the rotational temperature T r . This scheme is expressed in Eq. (16) below:
If we now also define the canonical vibrational partition function (as we would if we had assumed that vibrational and rotational energies were separable), 38 ,76
then we obtain the expanded form of Eq. (16) given below:
Note, crucially, that Eq. (18) reduces exactly to Eq. (12) when T r = T v . We emphasize that Eq. (12) is physical, but Eq. (18) is not. Rather, we have argued that Eq. (18) is a reasonable model for hypothetical ensembles that can be characterized by distinct rotational and vibrational temperatures. Notice that we have introduced a normalization constant η in Eqs. (16) and (18), which is necessary to ensure that the sum of all the probabilities is 1 when T r T v . Obviously, η = 1 when T r = T v . Among all the cases, we considered in this project, η ranged from 0.95 to 1.10.
To illustrate the flexibility of the two-internal-temperature model, consider = T v = 20 000 K. In the second, T r = T v = 8000 K. Finally, in the third, T r = 20 000 K and T v = 8000 K. (Note that the translational temperature T is not relevant in this plot.) We give the probability density functions (PDFs) of v and j for each case. The first two ensembles represent cases of thermal equilibrium. As we discussed above, they are exactly described by Eq. (12) from statistical mechanics. The third ensemble represents a nonequilibrium case with T v < T r , a situation representative of vibrationally relaxing gases downstream of shock waves in hypersonic flows. Notice in Figure 4 (a) that the PDF of v for the third ensemble is approximately equivalent to the corresponding PDF for the second ensemble; these two ensembles have the same vibrational temperature. Likewise, in Figure 4(b) , the PDF of j for the third ensemble is approximately equivalent to the corresponding PDF for the first ensemble; these two ensembles have the same rotational temperature. This example supports the claim that Eq. (18) is effective at separating the distributions of rotational and vibrational energies in the way we desired. The model is not perfect; however, notice the slight divergence from the Boltzmann distributions in the third case at high v and j. As one might expect, we observed that this discrepancy generally becomes more significant as the difference between T r and T v increases in magnitude. The difference of 12 000 K in the nonequilibrium case shown here is relatively large among the cases we considered in this project.
D. Initial coordinates and velocities of reactants
In this section, we elaborate on how we initialize a quasiclassical trajectory, building on our discussion in Secs. III A-III C. The initial conditions are the Cartesian positions and velocities of the four N atoms in the system before the collision. We can specify these values using 18 (=6 × 4 − 6) parameters.
Two of these we have already discussed in Sec. III A. The relative translational kinetic energy E r can be used to define a relative velocity between the centers of mass of the two reactants. Without loss of generality, we align the relative velocity vector with the z axis in our simulation reference frame. The impact parameter b is used to define an initial separation between the centers of mass of the reactants along the x axis, again without loss of generality. We set the separation along the y axis to be zero and along the z axis to be large enough so that the initial intermolecular forces between the reactants are negligible. Procedures for selecting E r and b correctly are discussed in Ref. 37 .
We next consider how to specify the orientation and initial velocities of the atoms of each N 2 molecule in their own center-of-mass reference frames. For each molecule, we first randomly select a quantized rovibrational state (v, j) per Eq. (18) . We use the rotational quantum number j to set the magnitude of the classical internal angular momentum J of the diatom, based on the following semiclassical correspondence from quantum mechanics: 37, 71 
The vibrational quantum number v is used to set the initial separation distance between the two atoms. Following the suggestions in Ref. 37 , we initialize the diatom at either its inner or outer turning point. Then, we determine a random phase angle ξ, with 0 ≤ ξ ≤ 2π. This is used to determine a drift time for the molecule, i.e., an amount of time for the molecule to vibrate before the start of the trajectory, in order to reach a randomized point in its vibrational period. Next, we specify the orientation of the diatom's axis of symmetry using two randomly selected angles θ and φ. Finally, we use yet another randomly selected angle α to specify the initial orientation of the diatom's internal angular momentum vector, perpendicular to its central axis. These six parameters v, j, ξ, θ, φ, and α, all selected by Monte Carlo sampling, fully specify the initial conditions for the diatom in its center-of-mass frame.
Further discussion of exactly how these six parameters can be converted into Cartesian positions and velocity components can be found in the references. 
E. Stratified sampling and uncertainty quantification
We turn in this section to the problem of evaluating an ensemble-averaged probability of dissociation ⟨P⟩ T from a large batch of quasiclassical trajectories. We need to evaluate the right-hand side of Eq. (8). This requires integrating over appropriate distributions for the relative translational kinetic energy E r , the impact parameter b, the reactant internal rovibrational states, and all other parameters that we identified in Sec. III D. Fortunately, the rapid convergence of Monte Carlo methods makes tractable the numerical evaluation of the highly multidimensional integral in Eq. (8) .
From Eq. (8), b must be sampled so that the probability of selecting an impact parameter in the interval (b, db) is 2 b db/b 2 max , for 0 ≤ b ≤ b max . We used stratified sampling 37 for this. For a given set of temperatures, we compute trajectories in batches. In each batch, we sample b from the interval (0, b max ) with a different value of b max . For example, a typical run included six batches, with b max = 1, 2, . . . , 6 Å. The trajectories from all of the batches are then sorted into nonoverlapping intervals of b, which we call integration strata. Then, the evaluation of the integral in Eq. (8) is done in a piecewise fashion, with appropriate weighting for each stratum. In our research, we only partitioned the integral in Eq. (8) into strata based on the impact parameter. For all other integration parameters, we sampled without weights.
To quantify this procedure, we follow the exposition of Ref. 37 . Suppose that we have calculated several batches of trajectories and have sorted the results into K integration strata indexed by κ = 1, 2, . . . , K. Each stratum is defined by a minimum impact parameter value b − κ and a maximum value b + κ , and we assume that the strata are listed in increasing order so that b 
The sum of the V κ is 1. We can interpret the V κ values as weights on the contributions to ⟨P⟩ T from each of the strata. Let N κ and N d,κ denote the total number of trajectories and the number of dissociative trajectories in stratum κ. Then, assuming that we have used the correct probability distributions for all other integration parameters, we have the following relation:
By substituting this value for the integral in Eq. (8), we obtain the ensemble-averaged dissociation rate constant k. Importantly, we also have the following formula for the one-standard-deviation statistical error on this Monte Carlo estimate for ⟨P⟩ T :
We will use Eq. (22) to calculate statistical uncertainties throughout this paper. Note that this formula accounts only for statistical errors in the Monte Carlo integration; it does not include other sources of error, such as errors from fitting the PES to the CASPT2 data, from the lack of exact energy conservation in numerically integrated trajectories, and from the fundamental assumption of classical motion of the colliding atoms. Finally, note that Eqs. (21) and (22) were derived specifically for the calculation of an ensemble-averaged probability of dissociation. However, the same formulas apply for determining the averaged probability of any event of interest that either does or does not occur in each trajectory; we simply replace N d,κ with the number of trajectories N ev,κ in which the event occurred. For example, we may be interested in trajectories that featured a single dissociative event and whose molecular product had an internal energy within a specified range. Thus, we will make extensive use of Eqs. (21) and (22) to investigate the dissociation process in detail.
IV. SIMULATIONS
Using the potential energy surface described in Sec. II and the methods described in Sec. III, we proceeded to compute quasiclassical trajectories to study reactions (3) and (4) under various conditions. We chose five temperatures: 8000, 10 000, 13 000, 20 000, and 30 000 K. We varied both the translationalrotational temperature T and the vibrational temperature T v across the five values. In this process, we carried out a total of 25 runs, which are summarized in Table II . Notice that we generally ran more trajectories at lower temperatures, at which dissociation probabilities are lower and more trajectories are trajectories were calculated. The trajectories themselves were computed with a Verlet integrator. 78 For the purposes of terminating a dissociating trajectory, a molecular bond is considered broken if it exceeds 10 Å. A non-dissociating trajectory is terminated if, after the collision, four out of the six internuclear distances in the system exceed 15 Å.
To determine an appropriate integration time step ∆t for the runs, we first conducted several tests to understand how the time step affected energy conservation in a trajectory. Results from some of these studies are given in Table III . One needs a smaller time step when velocities are higher, so we conservatively chose T = T v = 30 000 K for the test. For the tests summarized in Table III , we ran conservatively large batches of 8 × 10 6 trajectories each, varying ∆t from 0.01 fs to 1 fs. For every trajectory, we calculated the magnitude of the energy deviation, defined as the difference between the largest and smallest total energy E tot values calculated during the trajectory. E tot is equal to
where x i and v i denote the position and velocity vectors for atom i, V is the total potential energy in the system, and m i is the mass of atom i. We then computed statistics on the set of values ∆E tot = E tot,max − E tot,min for each trajectory. As expected, both the maximum and average values of ∆E tot increase as ∆t increases. However, the change in the quantity of interest k is relatively small; the variation in k between the runs at low ∆t is of the same order of magnitude as the one-standarddeviation statistical error. Considering that the choice of ∆t has a major effect on the cost of the trajectory calculations, we decided to use ∆t = 0.05 fs for all of our production runs. This provides a reasonable compromise between high accuracy and high efficiency. A combined Fortran 90 and C code was written to perform the calculations. The code was parallelized with MPI. All large datasets were stored using the Hierarchical Data Format 5 (HDF5), 79 which improved computational efficiency and streamlined the organization of our data. For random number generation, we used the multiplicative lagged Fibonacci generator of the Scalable Parallel Random Number Generators (SPRNG) library. 80 The simulations were run on supercomputing resources within the Candler group. Typical calculations used between 50 and 1000 cores.
V. RESULTS AND DISCUSSION
In this section, we analyze results from the 25 runs that we described in Sec. IV. Several conventions are used throughout this section. When reporting a one-standard-deviation statistical error for a quantity, we use parentheses to indicate the magnitude of the deviation in the last digit of the quantity. For example, the expression 1.23(4) × 10 −10 is equivalent to 1.23 ± 0.04 × 10 −10 . PDFs for a property of reactive trajectories are denoted by f . A vertical line | indicates a conditional probability, per standard conventions. For convenience, we use the abbreviation dissoc to mean any dissociation event, i.e., a trajectory that resulted in at least one dissociated nitrogen molecule. Finally, we reiterate that the reactant-ensemble translational and rotational temperatures, T and T r , respectively, were equal for all simulations in this research; accordingly, we call T the translational-rotational temperature.
A. Dissociation rate constants
The ensemble-averaged dissociation rate constants k, computed from Eq. (8), are given in Table IV as a function of T and T v . Recall that these rate constants, per Eq. (5), account for the destruction of molecular nitrogen from both singledissociation and double-dissociation collisions between pairs of N 2 diatoms. The data are visualized in two different forms in Figure 5 . We observe that k varies more rapidly with T when T v is low. Consider, for example, that the rate constant increases much more rapidly with T when T v is fixed at 8000 K than when T v is fixed at 30 000 K. Likewise, k varies more rapidly with T v when T is low. For example, observe that the rate constant increases much more rapidly with T v when T is fixed at 8000 K than when T is fixed at 30 000 K.
In Figure 6 , we compare data from Table IV with past research. Figure 6 (a) compares our T = T v thermal equilibrium results with earlier studies. We include the experimental findings of Byron, 81 Appleton, 82 and Hanson and Baganoff tions of Park, 43, 44 which were based on compilations of earlier research. Our data agree most closely with the Park results at low temperatures, but diverge from his results at higher temperatures. To assist in comparing these various data, we provide a fit to our equilibrium rate constants in Eq. (24) below: Table IV The parameters in this equation were determined via nonlinear least-squares fitting using MATLAB. 84 In Figure 6 (b), we repeat our depiction of the 25 rate constants shown in Figure 5(b) , but now we also show rate constants computed along lines of constant T using the Park two-temperature model, 43, 44 in which k is approximated as a function of the controlling temperature T a ≡ (TT v ) 1/2 . The Park model predicts values of k that are smaller than ours in almost all cases. The discrepancy is especially significant in those cases of large thermal nonequilibrium (when the magnitude of the difference between T and T v is large). Agreement is best when both T and T v are small.
B. Contributions to the rate constant from trajectory subsets
To understand the dissociation process in more detail, we report in this section on the percentage contributions to the TABLE V. Percentage contributions k κ /k to the dissociation rate constant, from trajectories with impact parameters b in different intervals. Data are from five equilibrium runs with T = T v . Temperatures are in K, distances are in Å, and k κ /k is given as a percentage. We focus our attention on two sets of runs from the total 25. The first is an equilibrium test set, consisting of the five runs in which T = T v , ranging from 8000 K to 30 000 K. The second is a nonequilibrium test set, consisting of the four runs in which T is fixed at 20 000 K and T v varies from 8000 K to 20 000 K. The second set was chosen to shed light on ensembles representative of those in a vibrationally relaxing gas behind a shock, in which T v is initially much less than T and equilibrates to T over time.
Dependence on impact parameter
We begin by examining the contributions to k from different integration strata in the impact parameter b, per our discussion of Eq. (21) in Sec. III E. Tables V and VI present the contributions from six different strata, each characterized by a b interval of width 1 Å. Figure 7 complements these tables. It gives the ratio of the probability of dissociation, conditional on the impact parameter, to the total probability of dissociation. This quantity p(dissoc | b)/p(dissoc) can be interpreted as a scaled opacity function. 37, 70 It satisfies the following relation, per arguments similar to those in the derivation of Eq. (8):
It is important to remember that p(dissoc | b)/p(dissoc) is not a probability density function itself, and its integral from 0 to b max is not identically equal to unity; it should not be confused with the PDF f ( b | dissoc). Also note that the total probability of dissociation p(dissoc) varies by multiple orders of magnitude across the cases considered here. First, consider Table V for the equilibrium test set. Notice that for each run in this set, the greatest contribution is from trajectories with impact parameters in the range [1, 2] Å. Furthermore, the normalized contribution from such trajectories becomes larger as the temperature increases. Additionally, the contribution from larger-impact-parameter trajectories, in which b is greater than 2 Å, becomes steadily smaller as the temperature increases. These trends are confirmed in the sharpening of the scaled opacity function plots for equilibrium conditions in Figure 7 (Eq.) as the temperature increases. These observations are consistent with the well-known trend that the effective size of a molecule in a collision tends to decrease as the collision relative speed increases, because, intuitively, there is less time for the molecules to interact in glancing collisions. We do note that the probability ratio for collisions with b in the range [0.0, 0.5] Å is somewhat larger for the 20 000 K case than for the 30 000 K case. This suggests that at extremely high temperatures, there is less of a distinction between collisions below a certain small-impact-parameter threshold. Now consider the nonequilibrium test set, corresponding to Figure 7 (Neq.). Here, there is a clear sharpening of the scaled opacity function as the vibrational temperature is decreased and the translational-rotational temperature is held constant. This effect is also evident in Table VI , where we see that the normalized contribution to the rate constant from highb trajectories decreases dramatically as T v decreases. We can explain this phenomenon by noting that as the vibrational energy of a molecule decreases, the amount of energy that it must gain in a dissociative collision generally increases. Large energy transfers tend to result from small-b collisions, which are intuitively "harder." Consequently, it is reasonable to conclude that as T v decreases while T is held constant, large-b collisions become less effective at inducing dissociation.
Dependence on event subtype
We have used the abbreviation dissoc to refer to a trajectory resulting in at least one dissociated N 2 molecule. It is instructive to look more carefully at exactly what outcomes are possible in a N 2 + N 2 collision and at how those different events contribute to the dissociation rate constant. To do so, first assume that we have indexed the four nitrogen atoms in the system from 1 to 4 such that the reactant diatoms are N (1) -N (2) and N
-N (4) . Then, we identify five events of interest:
• nonreactive denotes a trajectory whose products have the same molecular bonds as the reactants. The products are the two diatoms
-N (4) .
• simple-dissoc denotes a trajectory whose products consist of two dissociated atoms and one diatom with the same molecular bond as one of the reactants. The products are either
• single-dissoc-swap denotes a trajectory whose products consist of two dissociated atoms and one diatom that itself is composed of one atom from each of the two reactants. Two (out of four total) possibilities for the products are N
• double-dissoc denotes a trajectory in which the products consist of four dissociated atoms. There are no chemical bonds in the products.
• metathesis denotes a trajectory whose products consist of two diatoms, each of which contains one atom from each of the two reactants. There are no dissociated atoms. The products are either N (1) -
We will use these abbreviations throughout the remainder of this paper. Note that, in general, we expect the lowest-energy trajectories to be of the nonreactive type. Also, we expect single-dissoc-swap, double-dissoc, and metathesis trajectories to be typically of higher energy than simple-dissoc trajectories, because they require the breaking of both reactant molecular bonds rather than only one. Furthermore, when the frequency of single-dissoc-swap, double-dissoc, and metathesis events increases (relative to the frequency of simple-dissoc events), we expect an increase in the probability of N 2 + N 2 dissociation via inelastic-partner collisions, in which internal energy is changed in both collision partners. Inelastic-partner collisions can be contrasted with elastic-partner collisions, in which dissociation of one particle occurs but the internal state of the other is unchanged. (For comparisons made in this paper, we will also use the term "elastic" loosely, to refer to internal state changes that are small but not exactly zero.) To illustrate these concepts, Figure 8 gives visualizations of four representative trajectories, one for each of the event types except nonreactive. For each trajectory, the rovibrational states of the reactants were identical to those for the other three event types. Only the initial relative speed between the collision partners and their molecular and rotational orientations and vibrational phases were varied among the four plots of Figure 8 . In all four cases, the vibration of the two reactants is apparent from the periodic structure in both the bond distances and the potential energy early in the trajectory. Figures 8(a) and 8(b) show a simple-dissoc and a single-dissocswap event, respectively. In both cases, there is one diatomic molecule in the products; this is evident from the smaller amplitude and approximately sinusoidal quality of the periodic potential energy change late in the trajectories. For the doubledissoc event depicted in Figure 8 (c), the potential energy in the products becomes constant as the four atoms fly apart. For the metathesis event shown in Figure 8 (d), large-amplitude periodic fluctuations in the potential energy resume late in the trajectory, after the two diatoms have formed again and begin to vibrate freely.
It is also instructive to compare the middle portion of the trajectories, when the actual collision occurs. For the case shown in Figure 8 (a), diatom N (3) -N (4) rebounds off its collision partner, with only small changes in its vibrational period, and r 24 remains greater than about 2 Å throughout the trajectory. For the cases illustrated in Figures 8(b) and 8(d) , we see the potential energy peak as both diatomic bonds break (at approximately the same time), then drop as the molecules move away from the steep repulsive wall at short interatomic distances. Also observe that the product diatom N (2) -N (4) in 8(d) case has a much larger vibrational energy than either of the reactant molecules, indicative of the significant inelastic interaction that occurred in the collision. Finally, in the highest energy case shown in Figure 8 (c), both reactant bonds break, again at approximately the same time, followed rapidly by a plateau in the potential energy at approximately twice the N 2 dissociation energy, which is 9.917 eV for the PES used here.
We turn next to a quantitative assessment of the contribution of each dissociation event subtype to the overall rate of destruction of N 2 . For the purpose of counting events to calculate the overall dissociation rate constant k using Eqs. (8) and (21), we treat a single double-dissoc trajectory as if it was two single-dissoc trajectories. This is consistent with our discussion of the effective rate constant k in Eq. (5). Table VII gives the contributions to k for the equilibrium test set from each of the three dissoc event subtypes: simple-dissoc, single-dissoc-swap, and double-dissoc. At low temperatures, almost all dissociation events are of the simpledissoc subtype. As the temperature increases, the contribution from single-dissoc-swap events increases significantly. double-dissoc events are extremely rare in all cases, although they do play a slightly more significant role at higher temperatures. For the nonequilibrium test cases, Table VIII shows that the relative contribution from the three dissoc event subtypes remains approximately the same as T v is increased with T held constant.
In Tables VII and VIII , we also give the effective rate constant for the (non-dissociative) metathesis event, as a percentage of k. In the equilibrium test set, this percentage is relatively small, but increases steadily with temperature. In the nonequilibrium test set, the relative rate constant for metathesis increases significantly as T v is decreased while T is fixed. The increased frequency of metathesis events may indicate a greater role of inelastic-partner collisions (as defined above) in the dissociation process. We will return to this finding in Secs. V D-V E.
Dependence on type of reactant states
In Sec. III B, we described the difference between a truly bound and a quasibound state. Both types of states were considered in the reactant ensembles we used for our QCT calculations. Accordingly, each trajectory we ran can be classified into one of the three classes: (1) both reactant molecules were in bound states, a case that we denote by the name boundbound, (2) one reactant was in a bound state and one was in a quasibound state (bound-quasi), or (3) both reactants were in quasibound states (quasi-quasi). We report in this section on the relative importance of each of these three classes of trajectories to the dissociation rate constant. Table IX gives data for the equilibrium test set. Percentage contributions to the rate constant from the three different classes are given. Note the consistency in the relative contribution, across the temperature range, from the bound-bound class. The bound-bound trajectories account for ∼40% of the rate constant, and trajectories featuring at least one quasibound reactant account for ∼60% of the rate constant in all five runs. This trend is particularly interesting given that the population of (relatively high-energy) quasibound states in the reactant ensemble increases by multiple orders of magnitude from the cold to hot cases. For reference, we provide, in the last row of the table, the percentage P(quasi) of quasibound states in the reactant ensemble. Evidently, quasibound molecules play a very significant role in the dissociation process. The same trend is maintained in the data from the nonequilibrium test set, which is reported in Table X . In all four runs, boundbound trajectories account for ∼40% of the rate constant and the other two classes of trajectories account for ∼60%. We reiterate that the cases considered here are based on approximately Boltzmann distributions of initial translational, rotational, and vibrational energy states. In a real gas, depletion of high-energy-state populations may affect the relative contribution of quasibound molecules to the dissociation rate constant.
C. Initial states of the dissociating diatom in simple dissociation trajectories
In this section, we examine PDFs of the initial vibrational quantum number v 1 , rotational quantum number j 1 , and total internal energy ε int,1 of the reactant molecule N (1)
, in those simple-dissoc trajectories (as defined in Sec. V B 2) in which N (1) 2 eventually dissociates. By restricting our attention to these types of dissociation events, we can gain information about which reactant molecules are favored to dissociate after colliding with another particle. However, it is important to remember that "non-swapping" dissociative trajectories make only a partial contribution to the rate constant at higher temperatures, as reported in Tables VII and VIII. For a "swapping" dissociative trajectory, it does not make sense to refer to the initial state of a molecule that eventually dissociates. Rather, both reactant molecules must be analyzed together. We will conduct such an analysis in Sec. V E. Figure 9 depicts the PDFs of v 1 , j 1 , and ε int,1 for the equilibrium test set (denoted by Eq.) and for the nonequilibrium test set (denoted by Neq.). Consider the equilibrium   FIG. 9 . PDFs of the initial vibrational quantum number v 1 , rotational quantum number j 1 , and total internal energy ε int,1 of the N 
, and ε vib,1 , ε rot,1 , and ε int,1 are the vibrational, rotational, and total internal energies, respectively. Vibrational and rotational energies are defined by Eqs. (14) and (15) . An overbar indicates an average over the entire ensemble of trajectories. Half-brackets ⌊ ·⌋ indicate an average over only those trajectories that result in a simple-dissoc event in which N (1) 2 dissociates, i.e, ⌊x⌋ means an average over the probability density function f (x | simple-dissoc). Data are from five equilibrium runs with T = T v . Temperatures are in K and energies are in eV. See Figure 9 (Eq.) for comparison. results first. Several trends are evident: as the temperature decreases, the PDF of v 1 becomes more biased toward high vibrational quantum numbers and the PDF of j 1 becomes more biased toward moderately-low rotational quantum numbers. Likewise, we observe that at higher temperatures, the PDFs of both v 1 and j 1 are more uniform, with greater contributions from low-v and high-j molecules. These trends are maintained down to the coldest temperatures 10 000 K and 8000 K, although statistical data noise is more evident in those cases. The trends suggest that the relative contributions of high-v and moderately-low-j molecules to the overall dissociation rate become larger as the equilibrium temperature decreases.
(Panesi et al. reach a similar conclusion in their recent QCT analysis of the N 2 + N −→ 3N dissociation reaction. 33 ) This finding is further substantiated by the data in Table XI : over the dissociating trajectories under consideration, the average value of v 1 decreases and the average value of j 1 increases with increasing equilibrium temperature. This trend in the average vibrational quantum number can be explained by the fact that if the relative translational energy in a collision is high, then less initial vibrational energy is typically needed to induce dissociation. Finally, note that the average value of v 1 over all molecules in the reactant ensemble increases with temperature, i.e., the trend in the average vibrational quantum number is reversed when the average is taken over only the dissociating trajectories instead of over the entire ensemble. These findings illustrate the shortcomings of simple ladder-climbing models and their variants, which assume that dissociation occurs only from the highest vibrational level [3] [4] [5] or the highest few vibrational levels. 6, 7 Evidently, such assumptions become worse as the equilibrium temperature increases and dissociation from lower-v levels becomes more significant.
The observation that favoring of certain (v, j) states becomes stronger as the temperature decreases is also borne out in Figure 9 (Eq.-c). Here, we see a clear pattern: if it eventually dissociates via a simple-dissoc event, then the molecule N 33 ) This behavior is also revealed in Table XI , where we see that the average of ε int,1 over the dissociating trajectories remains nearly constant at between 10.0 and 10.1 eV, even though the average over all molecules in the ensemble decreases with temperature. Note that this average is slightly more than the dissociation energy of N 2 , which is 9.917 eV for the PES of Sec. II.
Next, we turn to results from the nonequilibrium test set, shown in Figure 9 (Neq.) and in Table XII . A very different phenomenon is seen here, as the vibrational temperature drops from 20 000 K to 8000 K while the translational-rotational temperature is held fixed. As T v decreases, we see that there is a greater contribution to the dissociation rate from low-v and high-j states. The average value of v 1 over the dissociating trajectories decreases, along with the average over all reactants in the ensemble. The average value of j 1 over the dissociating trajectories increases, while the average over all reactants stays approximately constant (since T = T r is being held constant). Both of these observations suggest that as T v drops but T is held fixed, there is a greater probability that the dissociating trajectories will involve highly rotationally excited molecules. The role of vibrational energy lessens, in the sense that there is less of a bias for high-v states in the dissociative collisions. Indeed, notice that the PDFs in Figure 9 (Neq.-a) become qualitatively closer to a Boltzmann distribution as T v drops, indicating a more uniform probability of dissociation from any v. This suggests that when T v ≪ T, the assumption of some early models that there is no preference for vibrational energy in dissociation 8, 9 is roughly correct, if interpreted in the context of the two-temperature model. The sharpening of the PDFs in Figure 9 (Neq.-b) with decreasing T v also suggests the increasingly important role of rotational energy in determining trajectory outcomes when T v ≪ T. These observations are consistent with several earlier studies that argued that highj states can play an important role in the dissociation process, particularly if there has been a depletion of vibrational energy from the ensemble. 13, 21, 23, 24 For example, Macheret and Rich assert, using classical arguments, that (non-collinear) collisions between rotationally excited molecules should account for a larger fraction of all dissociation events in the T v ≪ T case. 21 In such a situation, rotational energy compensates for the lack of vibrational energy in promoting dissociation.
The PDFs of total internal energy ε int,1 exhibit dramatic qualitative changes across the nonequilibrium runs. First, notice, from Table XII, that the average energy over the dissociating trajectories still remains very close to 10.0 eV, increasing only by a few percent as T v decreases-a result remarkably consistent with the data in Table XI . However, the PDF of ε int,1 loses its sharp peak around 10.0 eV as T v falls. There is a broadening out of the PDF and also a notable increase in the probability corresponding to very-high-energy (quasibound) molecules. From Figure 9 (Neq.-b) and our discussion above, we expect those molecules to have a large rotational energy component.
D. Energy transfer to the dissociating diatom in simple dissociation trajectories
In Sec. V C, our focus was on the dissociating molecule in simple-dissoc trajectories. It is also instructive to analyze its collision partner, e.g., to study the molecule N (2)
-N (4) in simple dissociation trajectories in which N (1)
dissociates. Such an analysis sheds light on the energy transfer mechanisms that cause dissociation. We will look in detail at two cases from the equilibrium test set and two cases from the nonequilibrium test set: a hot equilibrium case with T = T v = 20 000 K, a cold equilibrium case with T = T v = 10 000 K, a moderately nonequilibrium case with T = 20 000 K and T v = 13 000, and a strongly nonequilibrium case with T = 20 000 K and T v = 8000 K.
First, consider Figure dissociates. Four cases are represented: a hot equilibrium case in (Eq.-a) , a cold equilibrium case in (Eq.-b) , a moderately nonequilibrium case in (Neq.-a) , and a strongly nonequilibrium case in (Neq.-b) . Temperatures for these cases are given in Table XIII . dissociates. Analyzed are the initial vibrational and rotational internal energies of the collision partner N (2) 2 , ε vib,2 , and ε rot,2 , respectively, and the initial relative translational energy E r between the two atom pairs' centers of mass. Also considered are the changes in the corresponding quantities from the beginning to the end of the trajectory, denoted by δε vib,2 , δε rot,2 , and δ E r . Half-brackets ⌊ ·⌋ indicate an average over only those trajectories that result in a simple-dissoc event in which N (1) 2 dissociates, i.e, ⌊x⌋ means an average over the probability density function f (x | simple-dissoc). Four cases were considered at the temperatures T and T v specified. Temperatures are in K and energies are in eV. See Figure 10 for comparison, in which each subfigure corresponds to a row in the 
2 , δε vib,2 , the corresponding change in rotational energy, δε rot,2 , and the change in relative translational energy, δE r , between the N (1) -N (2) and N (3) -N (4) centers of mass. (Each of these changes is computed as the quantity in the products minus the quantity in the reactants. Also, note that δE r is well-defined whether or not N (1) 2 is dissociated.) We immediately notice that, in general, δE r < δε rot,2 < δε vib,2 : notice the differences in the PDF maximums near δE = 0 and the differences in the probability densities at large-magnitude negative values. These observations are supported by numerical calculations of the PDF means, presented in Table XIII . Thus, the additional energy required for simple dissociation of N From Table XIII , both vibrational and rotational energy losses from N (2) 2 increase in magnitude when the equilibrium temperature increases. As T v decreases while T is held fixed, rotational energy loss increases significantly, but vibrational energy loss decreases. In fact, in the strongly nonequilibrium case, there is a tendency for N (2) 2 to gain vibrational energy when N (1) 2 dissociates, a behavior we would expect in nonreactive collisions as T v equilibrates to T. The magnitude of rotational energy transfer in the strongly nonequilibrium case is over three times larger than in the hot equilibrium case. These trends in internal energy exchange should be noted alongside the discussion of metathesis events in Sec. V B 2. The trends support the claim that inelastic-partner collisions play an increasingly important role in dissociation as T v decreases with T fixed, although translational energy transfer remains the dominant mechanism of dissociation.
We close this section with a reminder that, especially in the high-temperature cases, simple-dissoc trajectories only account for a fraction of the total number of dissociative trajectories. To analyze energy transfer due to all dissociation event subtypes, a more comprehensive approach is needed. This is the subject of Sec. V E.
E. Net changes in internal energies in dissociating trajectories
We will examine in this section how the internal energies in the four-nitrogen-atom system change from the reactants to the products in dissociating trajectories. More specifically, we will study the quantity,
where ε (reactants) vib is the sum of the vibrational internal energies of the two reactant molecules, and ε (products) vib is the vibrational internal energy in the products. For this definition, the vibrational energy of two dissociated atoms is zero; in the centerof-mass frame, all of the kinetic energy of the two separated atoms contribute to the system's relative translational kinetic energy. Thus, for a dissociating trajectory, ε (products) vib is either zero (for a double-dissoc event) or is the vibrational energy of the single N 2 product molecule (for a simple-dissoc or a single-dissoc-swap event). We define the quantities δε rot and δε int analogously to Eq. (26) , for the rotational energy and the total internal energy, respectively.
The utility of Eq. (26) lies in its generality: this quantity can be defined for any N 2 + N 2 collision, regardless of the dissoc event subtype or even whether or not a reaction occurs. This is in contrast to the quantities δε vib,2 and δε rot,2 , analyzed in Sec. V D. We thus hypothesize that by considering the quantity δε vib and its analogues, we can study (with minimal restricting assumptions) how energy moves between different modes in the dissociating N 2 gas. Figure 11 (Eq.) and Table XIV show results from our investigation of internal energy changes in the equilibrium test set. We highlight several features. First, dissociating trajectories tend to result in a relatively large vibrational energy loss. A loss of about 10 eV is most likely. A loss of larger than 10 eV is extremely rare, but there is a non-negligible probability of smaller-magnitude losses. Second, these trajectories tend to result in a relatively small rotational energy loss. A loss of 0-1 eV is most likely, but there is a non-negligible probability of losses up to about 10 eV. Third, there is a very high probability that these trajectories result in a total internal energy loss of about 10 eV, just larger than the dissociation energy of one N 2 molecule. Furthermore, all three of these trends become sharper as the temperature decreases. Thus, the average (over dissociating trajectories) of δε vib increases in magnitude and the average of δε rot decreases in magnitude as the temperature decreases. The average of δε int decreases slightly from −10.2 to −11.0 eV as the temperature increases from 8000 to 30 000 K. FIG. 11 . PDFs of the changes in the vibrational internal energy δε vib , rotational internal energy δε rot , and total internal energy δε int from the reactants to the products, for all dissoc trajectories. (Eq.) denotes results from five equilibrium runs; the legend in these plots indicates the temperature T = T v . (Neq.) denotes results from four nonequilibrium runs; the legend in these gives the vibrational temperature T v while the translational temperature T is held fixed at 20 000 K. Note the difference in scales of the vertical axes of the (Eq.) and (Neq.) plots. Temperatures are in K.
It is instructive to compare the last column of Table XIV  with the last column of Table XI . At low temperatures, the magnitude of the average internal energy loss ⌊δε int ⌋ (among all dissociative collisions) is approximately equal to the average internal energy ⌊ε int,1 ⌋ of N (1) 2 (among simple-dissoc collisions in which that molecule dissociates). From Table VII , we know that dissociation at these conditions occurs almost entirely via simple-dissoc events. Together, these observations support the claim that dissociation occurs primarily from translational energy transfer at low-temperature thermal equilibrium. Indeed, in a simple-dissoc trajectory with only translational energy transfer, the internal energy of the dissociating molecule's collision partner remains unchanged; thus, the magnitude of total internal energy loss is exactly equal to the initial internal energy of the dissociating molecule. Using the language of Sec. V B 2, we say that dissociation is primarily induced via elastic-partner collisions rather than inelastic-partner collisions.
As the equilibrium temperature increases, the magnitude of ⌊δε int ⌋ increases slightly above ⌊ε int,1 ⌋, perhaps reflecting TABLE XIV. Statistics on initial properties of both reactant molecules and on the total change of energy from the reactants to the products. Three energy quantities are considered: the vibrational energy ε vib , the rotational energy ε rot , and the internal energy ε int . The six columnsε vib , . . ., ⌊ε int ⌋ give properties for the total energy of the reactants, i.e., the sum of the initial energies of the two reactant molecules. An overbar indicates an average over the entire ensemble of trajectories. Half-brackets ⌊ ·⌋ indicate an average over only those trajectories that result in a dissoc event, i.e, ⌊x⌋ means an average over the probability density function f ( x | dissoc). Finally, the δ symbols in the three columns ⌊ε vib ⌋, . . ., ⌊ε int ⌋ indicate a difference from the reactants to the products, per Eq. (26) . Data are from five equilibrium runs with T = T v . Temperatures are in K and energies are in eV. See Figure 11 (Eq.) for comparison.
the increasingly important role of single-dissoc-swap and double-dissoc events in the dissociation process, as documented in Table VII . Also notice that as T = T v increases, rotational energy loss accounts for a larger fraction of the total internal energy loss. This is consistent with the results in Table XI and Figure 9 (Eq.), where we observed that lowv and high-j states play a more significant role in simpledissoc trajectories as the equilibrium temperature increases. It is interesting to observe, however, that the average combined vibrational energy of the reactants in a dissociating trajectory is between 9.0 and 9.2 eV in all cases, as shown in the fifth column of Table XIV . Figure 11 (Neq.) and Table XV summarize results from the nonequilibrium test set. Comparing these data with the equilibrium results, we first notice that the shape of the PDF of δε vib changes significantly as T v decreases with T fixed. Indeed, the high likelihood of a large vibrational energy loss disappears, and the peak of the PDF moves towards zero. In fact, in the T = 20 000 K and T v = 8000 K case, the most likely occurrence is a vibrational energy loss of about 0-1 eV. Conversely, the magnitude of the loss of rotational energy δε rot increases as T v decreases. The PDFs in Figure 11 (Neq.-b) broaden, with their peaks moving toward more negative energy values. Accordingly, from Table XV, the average value of δε vib decreases in magnitude, and the average value of δε rot increases in magnitude. The PDFs of δε int in Figure 11 (Neq.-c) also broaden, with their peaks moving toward more negative values, though the average of δε int over the dissociating trajectories remains approximately constant, ranging from −10.5 to −10.6 eV.
These observations are broadly consistent with our discussion in Sec. V C. From the sixth column of Table XV , we see that highly rotationally excited molecules play a more significant role in the dissociation process as the vibrational temperatures fall below the translational-rotational temperature. Also, again using the language of Sec. V B 2, we see further evidence of the importance of inelastic-partner collisions in promoting dissociation in these nonequilibrium cases. Consider the eighth column of Table XV and the ninth column of Table XII. In the nonequilibrium cases, the magnitude of the average vibrational energy loss ⌊δε vib ⌋ (among all dissociative collisions) is always slightly less than the average vibrational energy ⌊ε vib,1 ⌋ of N (1) 2 (among simple-dissoc collisions in which that molecule dissociates). This was never the case for the equilibrium cases, and it suggests the presence of dissociative trajectories with a product molecule of higher vibrational energy than either of the reactants. This, in turn, suggests the increasingly important role of internal energy exchange in these trajectories.
F. Future work
Further research in various areas would be useful. For example, we might re-run some tests in this paper with a PES constructed using the second-generation local interpolating moving least squares (L-IMLS-G2) fitting method, developed and applied to N 2 in earlier work. 85 It has been shown to be even more accurate than the fitting method described in Sec. II, but it is significantly more computationally expensive.
We anticipate that the results presented here will enable better modeling of the energy distributions in hypersonic flows and how they are coupled with the dissociation process. The reactant ensemble energy distributions that we discussed in this paper were clearly idealized and are intended to serve as TABLE XV. Statistics on initial properties of both reactant molecules and on the total change of energy from the reactants to the products. The same conventions used in Table XIV T vεvibεrotεint ⌊ε vib ⌋ ⌊ε rot ⌋ ⌊ε int ⌋ ⌊δε vib ⌋ ⌊δε rot ⌋ ⌊δε int ⌋ a guide to studying more realistic distributions. For example, there is no reason to believe a priori that a real gas undergoing vibrational relaxation will do so by moving through a series of Boltzmann distributions of vibrational energies. Research studying the actual time evolution of energy distributions in a dissociating gas is underway using particle-based simulation tools (originally developed for studying rarefied gas flows). 51 Actual distributions can also be studied by master equation simulations. [23] [24] [25] [26] 86 
VI. CONCLUSIONS
In this paper, we discussed a QCT analysis of N 2 + N 2 dissociative collisions under both thermal equilibrium and nonequilibrium conditions. An improved PES was constructed by a fit to electronic structure calculations for the N 4 system. The improvements consisted of additional quantum mechanical electronic structure calculations and an improved functional form of the fitting function that better models long-range interactions. Trajectories were prepared based on quantized rovibrational states of a N 2 molecule and on a twotemperature model that assumes one temperature applies to the vibrational manifold and another to the translational-rotational manifold. In all cases, we assumed approximately Boltzmann distributions of states for each energy mode and equilibrium between the translational and rotational modes. A stratified sampling strategy based on the impact parameter was used to accelerate convergence of the Monte Carlo integrations. We computed a total of over 2.4 × 10 9 trajectories over a range of translational-rotational and vibrational temperatures. We reported ensemble-averaged dissociation rate constants for 25 temperature combinations. Then, restricting our attention to a set of five equilibrium runs and a set of four nonequilibrium runs, we analyzed what subsets of trajectories contributed to the dissociation rate constants. For those equilibrium and nonequilibrium test sets, we examined PDFs of various quantities that characterize, in dissociating trajectories, the initial internal energies of reactant molecules and the changes in those energies.
Several important conclusions emerged. First, we saw that the influence of the translational-rotational temperature T on the dissociation rate constant is stronger when the vibrational temperature T v is low, and vice versa. The Park twotemperature model 43, 44 predicts rate constants that are smaller than our QCT results in almost all cases. Agreement is best when both T and T v are low, and it is worst when either T ≪ T v or T v ≪ T.
In studying contributions to the rate constants from various trajectory subsets, we noted that the contribution of low-impact-parameter collisions to the rate constant increases in two different scenarios: as the equilibrium temperature increases, or as T v decreases while T is fixed. At higher temperatures, "swap" dissociation processes become more and more significant; they contributed over 28% to the rate constant in the 30 000 K equilibrium case. Even "double" dissociation events were not completely negligible at the highest temperatures. Across all cases we considered, quasibound states of N 2 played a crucial role in the dissociation process, with typical contributions of over 58% from trajectories with at least one quasibound reactant.
For equilibrium ensembles, we saw in Figures 9 and 11 that high-v and moderately-low-j molecules are predominant in the sets of dissociating trajectories, and this dominance becomes stronger as the temperature decreases. Dissociating trajectories tend to result in a vibrational energy loss from the reactants of up to about 10 eV and in a smaller rotational energy loss. (For comparison, the equilibrium dissociation energy of the diatomic potential we used is 9.917 eV.) As the temperature decreases, the average vibrational energy loss in a dissociating trajectory becomes larger in magnitude and less variable (i.e., the corresponding PDF is more sharply peaked), and the average rotational energy loss becomes smaller in magnitude and less variable. The average total internal energy loss is consistent at between −10.2 and −11.0 eV, and it again is less variable at lower temperatures. Broadly, we can conclude from these results that at equilibrium, vibrational energy plays a more important role in dissociation than does rotational energy in the sense that (1) there tends to be more vibrational energy than rotational energy in the reactants of dissociating trajectories, and (2) the change in vibrational energy from the reactants to the products in dissociating trajectories is typically larger than the change in rotational energy. Both biases become stronger as T = T v decreases. Also, we found that dissociation is induced primarily via translational energy transfer in elasticpartner collisions.
For nonequilibrium ensembles, we analyzed a representative set of four runs with T v ≤ T and T fixed. As the vibrational temperature decreases below the translationalrotational temperature in these cases, the proportion of high-j and low-v molecules in the dissociating trajectories increases. In fact, we observed that when T v ≪ T, the PDF of the initial vibrational quantum number v 1 on the set of dissociating trajectories resembles a Boltzmann distribution, indicating a weak dependence of dissociation probability on the vibrational level. As T v decreases while T is held constant, the magnitude of the average rotational energy loss from the reactants to the products in dissociating trajectories increases, while the magnitude of the average vibrational energy loss decreases. We can summarize these behaviors by concluding that rotational energy plays an increasingly important energyproviding role in promoting dissociation when there is a decline of average vibrational energy in the gas. Even in these nonequilibrium cases, the average total internal energy loss from the reactants to the products remains at between −10.5 and −10.6, values similar to those from the equilibrium cases. Inelastic-partner collisions are more significant in these nonequilibrium cases than in the equilibrium cases, but translational energy transfer remains the dominant mechanism of dissociation. 
