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Let the process { Y(x, t) : t E T} be observable for each Y in some compact 
set X. Assume that Y(x, t) = O,f&)(t) + --* + &f&)(t) + N(t) where f, 
are continuous functions from X into the reproducing kernel Hilbert space H 
of the mean zero random process N. The optimum designs are characterized 
by an Elfving’s theorem with W the closed convex hull of the set ((4, f(x))H : 
II4IIH < 1,x E x), where (*, *)H is the inner product on H. It is shown that if X 
is convex and fj are linear the design points may be chosen from the extreme 
points of X. In some problems each linear functional ~‘0 can be optimally 
estimated by a design on one point x(c). These problems are completely charac- 
terized. An example is worked and some partial results on minimax designs are 
obtained. 
1. INTRODUCTION 
Let X be a set of functions on [0, 11. Suppose that for each x E X an experi- 
menter can observe the stochastic process {Y(x, t): t E [0, l]}, where 
Y(x, t) = 6$x(t) + elx’yt) + N(t) 
and N(t) is a zero mean noise process with covariance min(s, t). The constants 
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8, and 0, are unknown. If  the experimenter wishes to obtain an estimate of, 
say, 0, based on observing N outcomes (Y(.r, , t): t E [0, l]}, i = I,..., N, 
which x<(t) should he use? If it is desired to estimate the value of the mean 
function at some particular time t, in (0, 11, what design minimizes the maximum 
over X of the variances of the estimators of this value? 
Let X be the closed convex hull of the set of functions on [0, l] such that 
x(O) = X(~)(O) = 0 and the second derivative is 
.(2)(t) = E, o,<t<or, 
= -6, a:<t<l, 
for some 01 E [0, I] and l = il. Then the answer to the first question is to 
take all observations at 
x(s) = P/2, Obs64, 
= ) - (s - 1)2/2, $<s<l. 
The answer to the second, for to = $ , is to take all observations at 
The answers to these and other questions of interest are obtained by utilizing 
the characterizations of the optimal designs developed below for the more 
general model 
Y(x, 4 = 5 &h(m) + N(t), tE T, 
i=o 
where N has zero mean and known covariance kernel K(s, t). It seems intuitively 
reasonable that a mean of the given form should serve as an adequate approxima- 
tion to the true mean in many experimental situations. If  T is finite this is 
just the usual linear model mean. In either case it can be taken as the Taylor 
approximation to a differentiable mean (see DieudonnC [2, 8.14.31). 
A characterization of the solution to the first problem, estimation of a linear 
form in the unknown e’s, is provided by an Elfving-type theorem. The second, 
minimax design, problem is not solved in general. The solution for the example 
shows that, as one might expect, the optimal designs in some minimax problems 
do not necessarily coincide with the D-optimal designs. 
Although the estimators are based on the values of the process Y on the set T 
which may be an interval or larger set, the information on the optimal design 
is valuable for at least two reasons. If  the experimenter is only able to sample 
values of Y at some finite set T, C T and this set “fills” T sufficiently (see 
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Sacks and Ylvisaker [ll], the experiment based on our optimal design will 
be nearly optimal. Our optimal design should be easier to find it does not 
depend upon how T, “sits” in T. The second reason is that in certain cases 
the optimal estimators may turn out to depend on the values of the process 
at only a finite set of points, an integral over the interval, or some other quantity 
which may be realized as the output of an analog device. The optimal estimator 
of 0, for the example above turns out to be 
dl = ; i [2Y&, 4) - Yi(X, l)]. 
a=1 
2. PRELIMINARIES 
Let f = (f,, , jr ,...,fh) be a vector of mappings from a set X onto a subset 
of functions on the set T. That is, for each x E X, fj(x)(.) is a real-valued 
function on the set T with valuef’(x)(t) at t E T. The points x E X are possible 
levels of feasible experiments. For each level some experiment can be performed 
whose outcome is a stochastic process {Y(x, t): t E T}. It is assumed that the 
process has mean function 
and known proper covariance kernel 
The constants 8, ,..., 8, are unknowns and the function c’0, where c (#0) is a 
fixed known vector, is to be estimated on the basis of N uncorrelated observations 
{Y(x, , t): t E T, i = l,..., N}. 
An experimental design specifies a probability measure 5 concentrating 
mass p, ,..., p,. at the points x1 ,..., x, , where piN = ni , i = l,..., r are integers. 
The associated experiment involves taking n, observations of the stochastic 
process {Y(x, , t): t E T}. 
The problem confronting the experimenter is to choose the design which 
minimizes the variance of the minimum variance linear unbiased estimator 
of de. 
Let K be as above and H(K) be the associated reproducing kernel Hilbert 
space of functions on T with inner product (., .)k (see Parzen [lo]). The 
assumptions are as follows. 
(Al) The functions {jj}FC,, , fi: X -+ H(K) are continuous on the compact 
set X with the norm topology of H(K). 
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(A2) The set X can be given a topology so that one point sets are 
measurable. Arbitrary Bore1 probability measures will be admitted as possible 
designs. We denote the class of designs by 9. 
(A3) There is a measure f E B such that 
ifandonlyifa,=a,=~~~=a,=O. 
Define for each measure 5 E E the matrix M(f) whose ijth entry is 
[~mii = j ui(4?fd4)K aw (1) 
That M(t) is well defined follows from (Al). 
Consider the discrete design f which places masses pi = ni/N at xi , 
i = I,..., Y, where xi E X and {R~}:=~ are integers with SE, pi = 1. The experi- 
ment consists of taking N uncorrelated observations { Y,(xi , t): t E T}, 
j = l,..., ni ) i = l,..., Y. As we vary t, Y(x, t) denotes a sample path observed 
at level x. Set r = {(x1 , l), (x1 , 2) ,..., (x1 , n,) ,..., (x7, 1) ,..., (x,. , n,)> x T and 
define the process {Z(y): y E r} by Z(y) = Yj(x, , t) if y = (xi ,j, t). 
The covariance kernel of Z is given by 
where ya = ((za ,j,), ta). Denote by (Z, g)B the random variable inL,[Z(y): y E r] 
which is the image of g in the reproducing kernel Hilbert space H(B) associated 
with B. Note that H(B) consists of functions defined on l7 The class of linear 
estimators of c’8 is ((Z, g)B: g E H(B)). The function ~‘8 is said to be estimable 
with respect to this design if there is a g E H(B) such that E,(Z, g)B = ~‘0. 
Denote the inner product on H(B) by (., .)s . Parzen [lo] proved the following. 
THEOREM 1OA. Let {Z(y): y E r> have known proper covakmce kernel B 
and unknown ntean value function m(e) E H(B). Given that ~‘0 is estimable there 
is a unique linear estimator (Z,g& which is the Mifomly minimum variance 
linear unbiased estimator of c’B with varke (1 go l[f, . Furthermore <Z, g)B is 
urn&e of c’0 if and only ifg is the unique function in the closure of {m(t?): 0 E iRkfl} 
satishting de = (m(e), g)B , e E W+l. 
The proof of the next result is obtained by a routine application of the 
properties of reproducing kernel Hilbert spaces as found in Panen [lo, Sect. 51. 
LEMMA 2.1. The element g is in H(B) if and only if g((x, , j), -) E H(K) 
OPTIMUM DESIGNS 157 
for each (xi , j), j = l,..., ni , i = l,..., T. Furthermore, if g and h me in H(B) 
Still retaining 6 as defined above we have the following. 
LEMMA 2.2. (i) ~‘8 is estimable ;f and onZy if c is in the range of M(t). 
(ii) The variance of the zmvl~ of c’B is 
N-lc’M+( .$)c (3) 
where M+ is the Moore-Penrose g-inverse of M (=M-l if M is mnsingular). 
Proof. Since E,(Z,g>B = (m(e),g), = (m(0), Pg), where Pg is the yjection 
of g onto the (closed) subspace {m(B): B E W+r), and since Pg(y) = Cj=,, c~fj(y) 
for some 01 E WB+l, one has E&Z, g)s = B’NM(& by Lemma 2.1. This last 
expression is identically ~‘8 if and only if c is in the range of M(f). Now (ii) 
follows from Parzen’s Theorem 1OA above and Lemma 2.1 which show that 
the variance of the umvlue is 
II Pg II; = Na’M(S)a, (4) 
where NM& = c. Utilizing the properties of M+(f) it can be seen that the 
rhs of (4) is just N%‘M+(f)c. 
For arbitrary c in W+r - {O} and 5 in E define 
d(c, 5) = c’M+(r$)c (5) 
if c E B[M([)], the range of M(f), and d(c, f) = + cc otherwise. 
If c’B is estimable with respect to the particular 5 which has been the object 
of our attention so far, the variance of the umvlue of c’8 is N-V(c, ,?J). 
Following Karlin and Studden [5] we make the following definitions for 
arbitrary 5 in 9. 
DEFINITION. The linear form c’B is estimable with respect to [ if c is in 
~T[wm 
DEFINITION. A design 5s in 8 is said to be optimal with respect to the 
estimation of de if d(c, &J = mina d(c, [). 
For any symmetric nonnegative definite matrix M and any vectors a and b 
1 a’Mb 1 < (a’Mu)1/2(b’Mb)112, 
with equality if and only if Ma = kMb for some constant k. 
158 SPRUILL AND STUDDEN 
The alternative expression below for d(c, 0 was proved by Karlin and 
Studden [5]. 
LEMMA 2.3. For any c E Rk - (0) and E in E such that M(E) # 0 
d(c, 6) = sup (c’d)2/d’M(t)d, (6) 
aeu 
where U = (d: d’Md > 01. 
Proof. Write M for M(f). If c E R(M) then since MM+ is the projection 
onto R(M) (see Nashed [9]) one has c = MM+c. Thus 
(c’d)2 = (c’M+Md)2 < c’M+cd’MM+Md 
= c’M+cd’Md 
for any d. If d E U then 
(c’d)2/d’Md < c’M+c. (7) 
Setting d = M+c, which is in U, equality is achieved in (7). 
If c # R(M) then c = c, + cR1 is the direct sum decomposition of c and 
/I cR1 (I2 > 0. Taking d, = cR1 + HZ, where a E R, a # 0, is such that (a, cR) 3 0, 
Therefore supdEu(c’d)“/d’Md = + 00. 
For each x in X and A in Rk+r write 
qx, A) = i h,fj(x). 
i=O 
If g and h are in H(K) d enote their inner product by (g, h)K or (g, h) when 
no confusion is possible When go ,..., g, are in H(K) let (h, g) be the k + 1 
vector whose jth component is (h, gi). Let W = Z{(t$, f(x)): x E X, 114 11 = 11, 
where Co(A) denotes the closed convex hull of A For each A E R?+r - (0) let 
and for any subsets G(h) of X 
HG(A) = ! 
6% 4, f(x)) 
IIL(x, A)11 : * E W, II L(x, A)ll > 01. 
Define the subset so of Rk+l by 9s = lJAESk+I HA(A), where Sk+l is the unit 
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sphere in W+l. It can be shown that W = ZZ(%‘,,). This relationship is useful 
in the theoretical work below It is also potentially useful for a graphical solution 
since W, C ((4, f(x)): x E X, II+ (1 = 11. 
LEMMA 2 4. Undev the assumptions (Al) to (A3), 9, is compact. 
Proof. Let {Y~);=~ C 9s , 
Since Sk+1 is compact there is a h, and a subsequence hj, 4 X, . Since f is 
continuous f(X) is a compact subset of the metric space (H(K))“+l. Therefore, 
there is a further subsequence f(xje) converging to f(xs) componentwise for 
some x0 in X. By the continuity of the functions involved it follows that 
ri” - ( 
L(xo 9 X0) 
II L(xo , Xo)ll 9fW) 
in @s since also // L(x, , &)(I = maxx /( L(x, XJl. 
3. CHARACTERIZATION OF OPTIMAL DESIGNS 
Fix c E R”+l - (0) and let v0 = inf, d(c, 6). 
LEMMA 3.1. (a) pc E W implies z1,, < 1//12. 
(b) /3c E aB implies v,, > 1/j2. 
Proof. (a) If /3 = 0 the result is immediate. Otherwise, since PC E W, one 
has by Caratheodory’s theorem that 
k-t1 
PC = c 44oj 3 f@O~)h (8) 
j=O 
where ‘Ye > 0, C CQ = 1, and (doj , f(xoj)) E W, for j = 0 ,..,, k + 1. One has 
for any z in Rk+l that 
where e is the measure which places masses aj at xgj and M(x,) is the matrix 
for the measure placing all mass at xoj . This shows v. < l/p by Lemma 2.3. 
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(b) Since /3c B %2’ there is a point h E UP+’ such that 
q3c g3 h’r (9) 
for all r E ~2. This implies h’/3c > 1 /\‘r / for all r E W since 9 is symmetric 
about 0. Consider 
y” = ( 
L(xo 3 4 
I/L(xo 2 9 7 f@o$ 
where 
From (8) one has 
II L(x, , 4II = mix II W, U 
= c aiuj’M(xo,)A/(ui’M(xoj)aj)l~2 (11) 
< C Olj@‘M(xoj)Wz = C aj II L(xoj , A)ll d max It L(x, A>ll. 
From (9), (IO), and (11) one has 
max IIL(x, X)11 = h’r, < x’@ G max /[15(x, A)]1 
with Xgc < max )I L(x, h)ll unless 
for j = O,..., k + 1. Consequently 
(h’/3c)2 = max /I L(x, A)[/” = (1 L(xoj , A)l12 = h’M(f)h, 
where [ places masses ‘yj at xoi , j = 0, l,..., k + 1. Since w. = inff d(c, [) 
there is a sequence 5, such that d(c, 5‘,) -+ v. . By (A3) there is at least one 
design for which c is estimable. We may assume that c E .%[M(&J] for all n. 
It follows that h has a nonzero component in .N’-[M(&J] for every ft, for other- 
wise one would have h E JV[M(&)] = 2[M([,)] so that (A’c)~ = 0. This latter 
equality contradicts (A3) in view of (,Bx’c)” = sups II L(x, h)ll”. Therefore 
h’M(t)A ’ 
WY2 w2 < & 5 ) 
~‘M(-&,)~ n 
for all n and the lemma is proved. 
THEOREM 3.1. Under the assumptions (Al) to (A3) there is an optimal design 
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.$, for estimating c’tI. Furthermore &, is optimal if and only if there is a function 
4: X -+ H(K), (1 $(x)1\ = 1, such that 
(i) proportional to c and 
(ii) a boundary point of W. 
Proof. Since W is compact there is a p, 0 < /I < co, such that /3c E &%‘. 
From Lemma 3.1 p2 = l/o, and since v,, is finite by (A3) ,!l must be strictly 
positive. If  &, denotes the measure which places masses 01~ at 3coi as in (8) it 
follows that for any .a in R?+l 
Because q, is not zero Jc”[M(~,)] is nonvoid. For z’M(.$~)z > 0, (12) yields 
(c’z)“/z’M(~o)z < w. . 
Thus d(c, 5,) = o, and it has been demonstrated that to is optimal. 
Now suppose to is optimal. Then c’M+(.$~)c = w. and c E a[M(t,)]. Set 
h, = M+(to)c. Since c E W[M(&)] and MM+ is the projection onto W[M] 
one has M(to)A,, = M(fo) M+([,)c = c. Thus 
(4 WSOPO = c and 
(b) A,‘M(fo)&, = wo . 
(13) 
Let {a: h’(z - w. -‘/‘c - 0) be a supporting hyperplane to &! at wi1i2c. Since ) 
w,‘12c is a boundary point of W 
k+l 
w,1’2c = 2 Yl(+lj 9 f(xlj>>* (91j 7 f(xlj)) E g0 - (14) 
From the proof of Lemma 3.1(b) one finds 
(X’M(.$,)X)1/2 = max j( L(x, X)(1 = h’w,-l12c. 
where t1 places masses yj > 0 at xlj , j = l,..., k + 1. Furthermore, on the 
support of 65 , Wd, 
162 SPRUILL AND STUDDEN 
Since M(&)h, = c one has from (14) and (15) that h’M(&) h,,~;i/’ = 
max \iL(x, h)lj. Thus 
Using (13b) this show that max l/L(x, X)j12 < h’M(&,)/\ with strict inequality 
unless M(&)h, = kM(&))c. Since the opposite inequality always holds 
IIL(x, A)// = max /I L(x, h)/J a.e. &, . Now set 
L(x, 4 
c(X) = II L(x, h)Jj ’ 
x E S(f,) n D, 
= 0, 4 O.W., 
where D = {x: )/ L(x, h)lj = max 1) L(x, A)//} and II +0 1) = 1. According to (13a) 
s 
WfoP (4(x), f(x)) @o(x) = max 1, qx, A),, = Mao k max II Lb, 4ll 
It follows from 
= k max ,LL(s, A)// a 
vo = ho'M(foPo = k)b'M(fo)h = Wo'M(fc,)4,)""(X~(fo)W2 
that v~i2 = k max /) L(x, A)ll. Th is shows the necessity of the conditions (i) 
and (ii). 
Next suppose (i) and (ii) hold. Then for any z in Rk+r 
v;l(c’z)2 = (/ hw, L(% 4) dfo(x))2 
< s (9(x), L(x, 4)” dfo(4 
< s II L(x, 411” dfdx) = z’M(fo)z 
showing 4, to be optimal. 
In certain cases it is possible to have an optimal design concentrating all 
mass on a single point of X. In these cases the optimal approximate theory 
design coincides with the optimal exact theory design. The points c at which 
this phenomenon occurs is exactly the set {do: (11 > 0). If Se, has no “holes” 
this set is lP+l - {O}. A useful result in this connection is given by the 
following. 
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THEOREM 3.2. There is an optimal one point design for each c E Rk+l - (0) 
if and only if H,(h) is convex for each h E S”+l. 
Proof. Assume that there is a one point optimal design for each c but that 
H&J is not convex for some X, E Sk+l. Let z E G H(A,,) - H(b). Then since 
XEa.9, 
for some x and X. However, since z E EG H(A,,) 
where &,‘z = max llL(x, &J/l. By (16) 
Thus x E A(&,). This implies equality in (17) which shows 
M(x)X = KM(x)& . 




This contradiction establishes the necessity of the convexity of H(A). 
Let H(h) be convex for each h and let c be given. If {z: h’(z - v-r/4) = 0} 
is a supporting hyperplane to W at v+ac then 
where )IL(xj , X)1\ = max \lL(x, h)ll (see the proof of Lemma 3.1). Thus 
v-l12c E ~5 H(h) = H(h), or equivalently, there is an x E A(h) such that 
v-l/% = ,,y$;,, ( Y f(x)). 
4. LINEAR fj 
In the linear case certain simplifications are possible if (A4) holds. 
(A4) The set X is a compact convex subset in a locally convex topological 
vector space. 
164 SPRUILL AND STUDDEN 
To motivate these results consider the example alluded to in the introduction 
EXAMPLE 4.1. Let 
Y(x, t) = Box(t) + elx’yt) + N(t), t E [O, 11 
be observable, where N(t) is a zero mean noise process with K(s, t) = min(s, t: 
and x is an element of the closed convex hull of the perfect splines on [0, l] 
of degree 2 with one knot satisfying 
x(0) = x(l)(O) = 0. (191 
That is, X is the closed convex hull of the set of functions on [O, I] satisfying 
(19) and 
x@‘(t) = E, O<t<a, 
= -6, a<t<l, 
(20) 
for some 01 E [0, 11, E = f  I. The problem is to find the optimal design for 
estimating de. 
To verify assumption (Al) begin by noting that the reproducing kernel 
Hilbert space H(K) consists of all functions of the form 
for f  in L,[O, I] with inner product 
E G>K = fd f(s) g(s) 4 
(see Kuelbs [S]). 
Let B be the set of all functions h on [0, l] such that 
I 
l [I h(t)/2 + 1 h(l)(t)12 + 1 h’“‘(t)12] dt < co. 
0 
(21) 
Define 11 h//a by (21). The operators h defined on B by f,(x) = x(j) are con- 
tinuous as functions from B to H(K). The set of functions satisfying (19) 
and (20) is compact as a subset of B so by Mazur’s theorem (Dunford and 
Schwarz [3]) X is also compact. 
Assumption (A2) is immediate. Computation of det[M(x,)] shows any design 
concentrating mass at any x, satisfies (A3) since M(xJ are all nonsingular. 
We defer verification of (A4) and the solution of the problem until’presentation 
of the results of this section. Since the set X is so large it would conceivably 
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be a difKcult or impossible task to plot W, directly. This is true even if one 
observes from the form of 9, that it suffices to consider only those points x 
in the boundary of X. 
It is the purpose of this section to prove the more useful result, at least 
for the example, that only points x in E(X), the extreme points of X, need 
be considered. If 
where B(h) = A(h) n E(X) we shall show that W = cO(BJ. 
One can prove the following. 
THEOREM 4.1. If+ is a continuous convex functional on K, a compact convex 
subset of a locally convex topological vector space, then # achiewes its maximum 
at an extreme point of K. 
If X satisfies (A4) then by Theorem 4.1 the sets B(A) are never empty for 
h E P+l. This follows from the convexity of the functions I/ L(*, h)ll on X. 
THEOREM 4.2. Under the assumptions (Al) to (A4) 93 = cO(9?,). 
Proof. It suffices to prove W, C cO(B1). Suppose &?,, is not contained in 
Z(Se,). Then there is a point 
in so, a number a, and a vector y such that for all Y E 9, 
y’r < a < y’r, . 
This follows from the compactness of cO(BJ. Let 
be in W, . Then from (22) 
II Lb All -c a < ~‘~(x~)~~/(ho’~(x~)~)~‘~ 
d IIUXO 3 r>ll* 
This is impossible since (I L(x, r)l\ = maxx (1 L(x, r)ll. 
(22) 
COROLLARY 4.1. Under (Al) to (A4) for each c E W+l - (0) thee is an 
optimal design on no more than k + 1 points of E(X). 
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COROLLARY 4.2. If (Al) to (A4) hold, then there is an optimal one point 
design for each c E lR”+l - (0) if and only if H,(h) is convex for each h E Sk+‘. 
EXAMPLE 4.1 (Solution). Assumption (A4) is satisfied since every Hilbert 
space is locally convex and B is a Hilbert space. By Lemma V.8.5 of Dunford 
and Schwarz [3] every extreme point of X must satisfy (19) and (20). It is there- 
fore possible to obtain W, by maximizing h’M(x,)h over 01 E [0, l] for each 
h E Sk+l and plotting the points M(x,)h/(h’M(xu)/\)l12. However, for this 
particular example it is easier to solve the problem by noting that HB(X) are 
always convex. If 
43 
A= h [ 1 and A, f 0, h’M(x,)h 1 
is maximized by x, or -x, for a unique 01 E (0, I]. Hence H,(h) is a one-point 
set for these /\. If h = L”] then h’M(x,)X is constant for 01 E [0, 11. In this case 
is also convex. Therefore for each c E Iw k+l - (0) the design which concentrates 
all mass at x, minimizing c’M-l(x,)c over (Y E (0, l] is optimal for the estimation 
of c’t9. Using the methods of Parzen it can be shown that if the optimal design 
concentrates all mass at LYE in [0, I] then 
c% = u. C 1 Yi(1)[201, - I] - joa Y,(s) ds + 1’ Y,(s) dsj 
z a0 
+ Ul c W,(%) - YiU)) 
* 
where u is any solution to 
NM(x,,)u = c. 
Remark. The linearity of the fi combined with the convexity of X does 
not always entail one point optimal designs for each c E W+l - (0). For 
example, if in the example above one takes X to be the convex hull of the two 
functions which satisfy (19) and (20) f or 01 = 4 and 01 = 1, then the design 
for estimating 0, concentrates mass on both of these. 
However, there is no simple relationship between the size of X and the 
existence of one point optimal designs for all of Sk+1 as would be the case 
for T a one-point set. Taking X to be the convex hull of the two functions 
satisfying (19) and (20) for (Y = 4 and 01 = f one finds that the optimal design 
for each c in Sk+1 places all mass at the function corresponding to 2 . 
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5. MINIMAX DESIGNS 
Let C be a subset of Rk+l. If the design f* satisfies 
sup d(c, f*) = i;f sup d(c, [) 
cot C 
it is said to be a minimax design with respect to C. 
It is easily seen that if for some cO E C, &, is optimal for estimating c,,‘O and 
(23) 
then & is minimax. This follows from 
for any 5. 
EXAMPLE 5.1. The minimax design for estimating the value of the mean 
function of Example 4.1 at t = $ is the minimax design with respect to the set 
Define the mapping c: X + R2 by 
Then c(X) = C, and for any design & which concentrates all mass on x, , 
(d(c(.), &J)1/2 is continuous and convex on X. Thus Theorem 4.1 shows 
mp W, E,) = m;x 444, 6,) = gg. d(c(x), 42. 
A plot of the set c[E(X)] suggests that the design optimal for estimating 
w3w6 + w4)h is minimax. This design, f*, concentrates all mass at x, for 
01 = $ . Computation shows that for c,, = (‘,/,“,“), 
so that .$* is minimax. 
Remark. The result shows that the minimax design is not the same as 
the design which maximizes the determinant of M(e). Nor is it true that 
mina maxc d(c, [) = k + 1. Thus a useful theorem developed by Kiefer and 
Wolfowitz [7] for the case of T a one-point set does not apply to the example 
above where T = [0, 11. 
683/8/a-2 
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There is an analog of the Kiefer-Wolfowitz result which is similar tl 
Theorem 5.2.1, page 212 of Fedorov [I] which states that the following art 
equivalent. 
(i) [* is a minimax design. 
(ii) tr{M-i(t*) M(X)} ,< k + 1 for all x. 
(iii) f* maximizes det[M(k)]. 
A discussion of this result will be given elsewhere. 
EXAMPLE 5.2. For a fixed input {x,,(t): t E 2”) one may wish to estimate 
quantities depending on the unknown mean L(xO , O), such as the value of 
the mean at certain times t E T, or possibly its derivative there. If it is desired 
to hold the maximum variance of these estimators to a minimum we have a 
minimax design problem. The particular design problem is dictated by the 
collection of estimators. A collection of interest is the set of estimators of the 
quantities (z, L(x,, , 0)) where z is in the unit ball of H(K). That is, the estimators 
of certain continuous linear functionals of the mean. Since L(x,, (0) E H(K) 
and the evaluation functional is continuous in H(K) this set always includes 
the estimators of the values of the mean at any time t E T. Depending upon K, 
it may also include derivatives or integrals of the mean evaluated at points 
in T. With regard to the setup as described in Example 4.1, we find the minimax 
design with respect to the set c(Q) = C where 8 = {z E H(K): 11 z /I < I} 
and c(z) = (z, f(z1,3)). Th a is, we find the minimax design for the collection t 
of estimators of the quantities {(z,L(~~,s, 0)): 11 z /I < 11, where L(x,,, , 6) = 
Q,,,(t) + t9,x$(t). The convex set c(Q) may be plotted by plotting its boundary 
i 
WXl,,)~ 
(I\‘M(x,,,)A)l/2: h E s”+1 * 
The plot suggests that a design optimal for estimating (3/54)0,, + 0, is minimax. 
Such a design [* is the one which places all mass at x2/s and satisfies 
d((“/l”), f*) = 1. It can be seen that l* is minimax by (23) since 
The solution to the problem posed in the next example may be obtained 
without all the machinery developed above. It provides, however, a convenient 
solution. 
’ The problem has certain features in common with some problems discussed 
in Joiner and Campbell [4] and Kiefer [7]. It is the problem of optimal estimation 
of 0,-O, (see below) in the presence of a time trend whose form is known up 
to a multiplicative constant. 
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It differs from those discussed by Joiner and Campbell [4] and from most 
of those discussed by Kiefer [7l in the criterion of optimality. It should also 
be pointed out that our model above does not cover the William’s models 
discussed in Kiefer since in that problem the covariance depends on the unknown 
parameter. 
EXAMPLE 5.3. Let 
qx, t) = 4l + e1w + -** + &%(G + e,+fw + 4, 
where xj(t), j = l,..., K is 0 or 1 for each t E T = (I,..., M}, E[c(t)] = 0, and 
E[&) &>I = L * The function d(t) is assumed to be known. 
One may visualize {Y(x, t)}zll as one day’s observations taken under con- 
ditions which change with time as reflected by 9(t). The function x specifies 
the level of each factor to be run at each time t E T. The next day’s observations 
with factor levels x1, are {Y(xl, t)}E1 . An optimal experimental design specifies 
the types of daily experiments x which should be run and the proportion of 
days on which they should be run. We shall assume zero cost for all factor- 
level changes. 
Let 4(h) < W2) 9 ... < $(tM) and assume, for simplicity’s sake, that M 
is even. Let L = {tl , t, ,..,, tM,2) and U = {t,,,,, ,..., tM}. Since 2C,,,+(t) >, 
CE1$(t) and the opposite inequality holds when U is replaced by L, there 
is an ~1~ E [0, l] such that 
a0 
[C SrJ 
d(t) - qq + (1 - 010) [&4(l) - V] = 0. 
Let x,(t) = (xll(t),..., xih(t)), i = 1,2, be such that 
%lW = 1 for tE V 
= 0 for tEL 
and+(t) = 1 - x,,(t) for t E {l,..., M}. Set xij(t) ZE 0 for i = 1, 2, j > 3, x,,(t) = 
1 - x,(t), and xz2(t) = 1 - x,,(t). It will be shown that the design which 
places mass c+, at x1 and 1 - % at xB is optimal for estimating 0, - 8, and 
w. = 4/M. 
It is not hard to verify that, if F is the space of all functions g from 
u,..., M} = T, to WL+2 with II g II = Cf-‘,’ II gj IL , then X = ((1, x1 ,... , xk , $4) 
is a compact convex subset thereof. If jj(g) = gj then all assumptions are 
satisfied since H(K) consists of all real-valued functions h on T with inner 
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product (A,, h,) = CE, h,(t) h,(t). Therefore, see Studden and Tsay [12], 
if one can find cr, ,..., 01~ , x1 ,.,., x, , and A,, E IR~+~ such that 
(i) max, 1) L(x, A,,)11 = min,,,=, maxx Jj L(x, A)/\, where c’ = (0, 1, -1, 
O,..., 0), and 
(ii) ~~~, cxj(f(xj),L(xj , A,)) = maxx I/ 15(x, ht,)I12c, then a1 ,..., LY, , x1 ,..., x, 
is an optimal design and 
I 
‘O = max, (/ L(x, uo)j12 ’ 
Consider solving (i). One has I]L(x, h)l]s = CE, (A,, + h&t) + ... + 
b%(t) + ~k+lw)2. 
Set h,(a) = A, + AleI + ... + hReK , where l j = 0 or 1, j = l,..., k, bA = 
max, h,(a) and a, = min, h,(e). Then since 
VA + ~k+lwN2 > @A + bc+~wN2 
if and only if &#(t) > -(a, + Q/2, one has 
“f.X II Jw u2 = c (h + ~,+,4(W + c (a, + &.f#@))e, 
tsw, tsVA 
where WA = {t: t E T, h,+,$(t) > -(uA + b,)/2} and VA = T - WA. Now 
write 
and 
to see that on K ,@A + Ak+14(t))2 2 ((h - %)/2j2 ad on VA , (aA + b+,4(t))2 2 
((h - 432. Th us maxr \j 15(x, A)]\” > M(b, - a,J2/4. Now among X’c = 1, 
that is, h for which A, - A, = 1, h,(a) = At, + (1 + X,)Q + X,E, + ... + hKck 
b, - a, = (1 + X2)+ + (h)+ - ((1 + A,)- + (A,)-) > 1. 
zax, 11 L(x, h)[12 > M/4. 
Therefore, 
Setting &,’ = (7 4 , 1, 0 ,..., 0), one finds 
maxr 1) L(x, X,,)]j” = M/4 is achieved whenever any x1 is used. 
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