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RELATIVE WEAK INJECTIVITY FOR C*-ALGEBRAS
ALI S. KAVRUK
Abstract. We study the order theoretic properties of relative weak injectivity, w.r.i., in
short, in the category of C*-algebras. We prove that Arveson’s extension theorem, with
additional order assumption on the morphisms, is tightly connected with relative weak in-
jectivity. We prove that (2,3)-Riesz-Arveson property, defined below, is equivalent to w.r.i.
Likewise tight Riesz interpolation property yields another characterization of w.r.i. We ex-
hibit, with examples, that these C*-algebraic properties fail in general operator systems.
Several order theoretic characterization of Connes’ embedding problem is given.
C. Lance’s weak expectation property characterises C*-algebras for which the maximal ten-
sor product behaves injectively [31], [30]. For von Neumann algebras this property coincides
with the injectivity and, as pointed out by Effros and Haagerup, for general C*-algebras, this
may be viewed as the approximate injectivity for matrix systems [10]. Kirchberg’s QWEP
conjecture states that every C*-algebra is a quotient of a C*-algebra with WEP, which is
equivalent to Connes’ embedding problem on the embedding of II1-factors into ultrapowers
of hyperfinite II1-factor [27], [8]. A C*-algebra A with WEP is also called weakly injective
C*-algebra as the bidual von Neumann algebra A∗∗ of a A is injective relative to A [28],
[35]. WEP is a categorical concept and indigenous to non-commutative algebra, in fact, in
classical function systems (such as Banach spaces or Kadison spaces) WEP-like properties
coincide with the categorical nuclearity. This property extensively studied in operator spaces
[38], [18], non-selfadjoint algebras [4], operator systems [24] and Hilbert C*-modules [32].
A more general concept, namely relative weak injectivity or weak relative injectivity, w.r.i.
in short, is introduced by Kirchberg in [27]. For C*-algebras A ⊆ B, A is called w.r.i. in B
if the inclusion of A in B admits a conditional expectation from B into A∗∗. (Throughout
we assume that all the C*-algebras are unital and all C*-algebraic inclusions are unital.)
If the larger object B is injective this property coincides with WEP. W.r.i. is a nuclearity
related property and characterizes the pair of C*-algebras A ⊆ B for which the projective
tensor product behaves injectively in the sense that A ⊗max C ⊆ B ⊗max C for every C*-
algebra C. Moreover, by the standard Lance trick, the later condition can be solely verified
by C = C∗(F∞), the (full) group C*-algebra of free group F∞ generated by countably infinite
number of generators.
Our main purpose in this paper is to illuminate the connection between relative weak
injectivity and classical order theoretic concepts such as tight Riesz interpolation or Riesz
decomposition properties. In addition to the non-commutative order of the underlying op-
erator algebras, there is also a non-commutative order on the morphism. More precisely,
for completely bounded self-adjoint maps ϕ1 and ϕ2 we shall write ϕ1 ≤ ϕ2 if ϕ2 − ϕ1 is
a completely positive map. Arveson’s theory of Radon-Nykodim derivatives prescribes the
structure of uniformly dominated completely positive maps [2]. Here we shall be concerned
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with Arveson’s extension theory with additional order preservation assumptions on the mor-
phisms, which in turn, is tightly connected with the relative weak injectivity. As a first step
we prove the following:
Theorem 0.1. Let C be an injective C*-algebra. For A ⊆ B the following hold:
(1) every completely positive maps ϕ1, ϕ2, ϕ : A → C with ϕ1, ϕ2 ≤ ϕ have completely
positive extensions ϕ˜1, ϕ˜2, ϕ˜ : B → C, resp., with ϕ˜1, ϕ˜2 ≤ ϕ˜;
(2) every completely positive maps ϕ1, ϕ2, ϕ3, ϕ4 : A → C with ϕ1 + ϕ2 = ϕ3 + ϕ4 admit
completely positive extensions ϕ˜1, ϕ˜2, ϕ˜3, ϕ˜4 : B → C, resp., with ϕ˜1 + ϕ˜2 = ϕ˜3 + ϕ˜4.
The condition in (2) will be called (2, 2)-Riesz-Arveson property of the extensions. It is
worth mentioning that these C*-algebraic properties may fail in general operator systems. In
example 2.1 we will see that the Namioka and Phelps test subsystem does not possess these
properties. A simple generalization of the above theorem requires an additional assumption,
in the following the property in (3) will be called (2,3)-Riesz-Arveson property.
Theorem 0.2. The following statements are equivalent for A ⊆ B:
(1) A is w.r.i. in B;
(2) for all m, every completely positive maps ϕ1, ϕ2, ϕ2, ϕ : A →Mm with ϕ1, ϕ2, ϕ3 ≤ ϕ
have completely positive extensions ϕ˜1, ϕ˜2, ϕ˜3, ϕ˜ : B →Mm with ϕ˜1, ϕ˜2, ϕ˜3 ≤ ϕ˜;
(3) for every m, every completely positive maps ϕi : A →Mm, i = 1, ..., 5, with
ϕ1 + ϕ2 = ϕ3 + ϕ4 + ϕ5
have completely positive extensions ϕ˜i : B →Mm, i = 1, ..., 5, resp., with
ϕ˜1 + ϕ˜2 = ϕ˜3 + ϕ˜4 + ϕ˜5;
(4) for every m, every completely positive maps ϕi : A →Mm, i = 1, ..., 6, with
ϕ1 + ϕ2 = ϕ3 + ϕ4 = ϕ5 + ϕ6
have completely positive extensions ϕ˜i : B →Mm, i = 1, ..., 6, resp., with
ϕ˜1 + ϕ˜2 = ϕ˜3 + ϕ˜4 = ϕ˜5 + ϕ˜6.
We fix a pair of C*-algebras A ⊆ B where A is a unital C*-algebra of B. For self-adjoint
elements a1, a2 we shall write a1 < a2 if a2−a1 ≥ δ1 for some scalar δ > 0. We say that A has
the (n, k)-tight Riesz interpolation property in B, TR(n, k)-property in short, if the following
holds: for every selection of self-adjoint elements x1, ..., xn and y1, ..., yk of A, if x1, ..., xn and
y1, ..., yk interpolate in B, meaning that there exists a self-adjoint element b of B such that
x1, ..., xn < b < y1, ..., yk,
then x1, ..., xn and y1, ..., yk interpolate in A (i.e xi < a < yi for all i = 1, ..., n, j = 1, ..., k for
some a ∈ Asa). Likewise we say that A has the complete TR(n, k)-property in B if Mm(A)
has the TR(n,k)-property in Mm(B) for every m.
The above definition should be viewed as a non-commutative version of classical Riesz
interpolations considered in ordered groups, Kadison spaces, Riesz spaces etc. [39] , [33], [1].
Paulsen’s example [23, Sec. 7] indicates that interpolation in a larger object is essential. When
the larger object B is injective, several WEP-related formulae in terms of Riesz interpolation
are obtained in [23]. (See also [16] for a model theoretic approach.) As a first step we will
prove that:
Theorem 0.3. For any pair A ⊆ B where A is a unital C*-subalgebra of B, A has TR(2,2)-
property in B.
RELATIVE WEAK INJECTIVITY FOR C*-ALGEBRAS 3
In Example 2.3 we will see that this property may fail for general operator systems. The
following improves the results in [23]:
Theorem 0.4. The following are equivalent for C*-algebras A ⊆ B :
(1) A is w.r.i. in B;
(2) A has the complete TR(2,3)-property in B;
(3) A has the complete TR(n,k)-property in B for any n and k.
Unfortunately we are unable to show if “complete” can be removed in (2) or (3). However,
there are special cases where TR(n, k)-property implies complete TR(n, k)-property. For
example, if we fix an embedding of C∗(F∞) into a B(H) then C
∗(F∞) has TR(2,3)-property
in B(H) if and only if it has the complete TR(2,3)-property in B(H). In the following
equivalence (1) and (2) improves results in [23]:
Theorem 0.5. We fix a representation C∗(F∞) ⊂ B(H). The following are equivalent:
(1) Connes’ embedding problem has an affirmative solution;
(2) C∗(F∞) has TR(2,3)-property in B(H);
(3) every positive linear functionals ϕ1, ϕ2, ϕ3, ϕ : C
∗(F∞)→ C with ϕ1, ϕ2, ϕ3 ≤ ϕ have
positive extensions ϕ˜1, ϕ˜2, ϕ˜3, ϕ˜ : B(H)→ C with ϕ˜1, ϕ˜2, ϕ˜3 ≤ ϕ˜;
(4) every positive linear functionals ϕi : C
∗(F∞)→ C, i = 1, ..., 5, with
ϕ1 + ϕ2 = ϕ3 + ϕ4 + ϕ5
have positive extensions ϕ˜i : B(H)→ C, i = 1, ..., 5, resp., with
ϕ˜1 + ϕ˜2 = ϕ˜3 + ϕ˜4 + ϕ˜5;
(5) every positive linear functionals ϕi : C
∗(F∞)→ C, i = 1, ..., 6, with
ϕ1 + ϕ2 = ϕ3 + ϕ4 = ϕ5 + ϕ6
have positive extensions ϕ˜i : B(H)→ C, i = 1, ..., 6, resp., with
ϕ˜1 + ϕ˜2 = ϕ˜3 + ϕ˜4 = ϕ˜5 + ϕ˜6;
(6) every cp maps ϕ,ψ : C∗(F∞)→M3 with tr ◦ϕ = tr ◦ ψ admit cp extensions ϕ˜, ψ˜ on
B(H) with tr ◦ ϕ˜ = tr ◦ ψ˜, where tr denotes the trace.
Since the above formulations are independent of a particular embedding if, in particular,
we fix a representation C∗(F∞) ⊂ B(H) in the sense of Blackadar [3] (so the inclusion admits
a weak expectation on B(H) into the bi-commutant of C∗(F∞)) then for every
x1, x2 < b < y1, y2, y3,
where xi, yj ∈ C
∗(F∞) for i = 1, 2, j = 1, 2, 3 and b ∈ B(H) and for every finite dimensional
Hilbert subspace H0 ⊂ H there exists a self-adjoint a ∈ C
∗(F∞) such that that
PH0xiPH0 < PH0aPH0 < PH0yjPH0 , i = 1, 2, j = 1, 2, 3,
where PH0 is the orthogonal projection onto H0.
Remark: Consider the inclusions C∗(F2) ⊂ B(H), C
∗(F2) ⊂ ΠMn(k), C
∗(F∞) ⊂ ΠMn(k)
(where second and third inclusions follow from free groups being residually finite dimensional
[5, Chp. 7]), C∗(SL(2,Z)) ⊂ B(H), C∗(G1 ∗G2) ⊂ B(H), where G1, G2 are discrete abelian
groups satisfying |G1| ≥ 2, |G2| ≥ 2 with |G1|+ |G2| ≥ 5. Then Connes’ embedding problem
is affirmative if and only if one of these inclusions have TR(2,3)-property (if and only if all
the inclusions have the complete TR(2,3)-property). Likewise Connes’ embedding problem
has an affirmative solution if and only one of these inclusions satisfies one of conditions in
the above theorem.
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An operator subsystem S ⊂ B, where B is a C*-algebra, is said to have C*TR(n,k)-property
in B if every selection of n and k self-adjoint elements in S that interpolate in B also interpolate
by a self-adjoint element in C∗{S}, the C*-subalgebra generated by S in B. We say that
S has complete C*TR(n,k)-property in B if Mm(S) ⊂ Mm(B) has C*TR(n,k)-property for
every m.
Theorem 0.6. Let S be an operator subsystem of the C*-algebra B. Assume that S is a
unitary operator subsystem of C∗{S}, the C*-algebra generated by S in B. Then S has the
complete C*TR(n,k)-property in B if and only if C∗{S} has complete TR(n,k)-property in B.
We consider the category of operator systems with fixed states, denoted by (S, w), which
may be viewed as non-commutative probability spaces. Our proof uses categorical pullback
of these objects. As in the C*-algebra category [37] we define the pullback of a collection
{(Si, wi)}i∈I as the operator system
⊓iSi = {(si) ∈ ΠiSi : wi(si) = wj(sj) for all i, j ∈ I}
along with the fixed state w((si)) = wi(si) for some i ∈ I. The pullback (⊓iSi, w) has the
universal property that for every operator system T and completely positive maps ϕi : T →
Si, i ∈ I, with wi ◦ ϕ = wj ◦ ϕ for all i, j ∈ I, there is a unique ucp map ϕ : T → ⊓Si such
that ϕ ◦Qi = ϕi where Qi is the canonical quotient map from ⊓Si onto Si. In particular, for
I = {1, 2} we have the commuting diagram
T
ϕ2

✹
✹
✹
✹
✹
✹
✹
✹
✹
✹
✹
✹
✹
✹
✹
✹
ϕ1
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
ϕ
##
S1 ⊓ S2
w
●●
●●
##
●●
●●
Q1
// //
Q2

S1
w1

S2 w2
// C
.
Categorical pullback is the dual notion of categorical pushout, or coproducts, of operator
systems and have many nuclearity-related stability properties. If we consider the inclusion
of M2 ⊓M3 ⊂M2⊕M3 via normalized tracial states, then the question whether or not every
ucp map from M2 ⊓M3 to C
∗(F∞) has an approximate ucp extension on M2 ⊕M3 would be
equivalent to Connes’ embedding problem (follows from Theorem 0.6 of [22]).
We shall be particularly interested in the operator system ℓ∞n with the fixed state w given
by w((a1, ..., an)) = (a1 + · · ·+ an)/n. Note that ℓ
∞
n ⊓ ℓ
∞
n can be identified with the operator
subsystem
V = {(a1, a2, ..., a2n) :
n∑
i=1
ai =
2n∑
i=n+1
ai} ⊆ ℓ
∞
2n.
If ϕi and ψi, i = 1, ..., n are positive linear functionals on a C*-algebra A with the property
that
ϕ1 + · · ·+ ϕn = ψ1 + · · ·+ ψn
then we obtain a well-defined completely positive map from A to ℓ∞n ⊓ ℓ
∞
n given by
a 7→ (ϕ1(a), ...., ϕn(a), ψ1(a), ..., ψn(a)).
Conversely every completely positive map ϕ : A → ℓ∞n ⊓ ℓ
∞
n yields positive linear function-
als with the above property when evaluated component-wise. We shall use this argument
repeatedly in the proofs.
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We start with a brief introduction to operator systems and tensor products. We then
outline the duality correspondence of pullbacks and pushouts. We prove, for unital C*-
algebras {Ai}, that the canonical inclusion of pushout ⊔iAi ⊆ ∗iAi constitutes an essential
unitary operator system. (In this paper we use the notation ⊔ rather than ⊕1 for pushouts.)
We recall w.r.i. characterizations of Kirchberg then obtain further formulations. In the later
section we focus on the proof of the main results and some examples in operator systems.
1. Preliminaries
In this section we establish the terminology and state basic definitions and results that shall
be used throughout the paper. An operator system can be defined concretely as a unital ∗-
closed subspace of B(H), bounded linear transformations acting on a Hilbert space H. We
refer the reader to [34] for the abstract characterization of these objects via compatible, strict
collection of matricial cones along with an Archimedean matrix order unit [7]. A map between
operator systems ϕ : S → T is called completely positive, cp in short, if the nth-amplification
idn ⊗ ϕ :Mn ⊗ S →Mn ⊗ T is positive for all n. If ϕ is also unital, i.e. ϕ(1S) = 1T , we will
say that ϕ is a ucp map. Sn(S) = {ϕ : S →Mn : ϕ is ucp } denotes the n
th matricial state
space of S and CP(S,T ) denotes the cp maps from S to T .
1.1. Duality. The topological dual S∗ of an operator system S has a canonical matricial
order structure: first by defining the self-adjoint idempotent ∗ via f∗(s) = f(s∗), we declare
(fij) ∈Mn(S
∗) is positive if S ∋ s 7−→ (fij(s)) ∈Mn is a cp map.
The collection of the cones of the positive elements {Mn(S
∗)+}∞n=1 forms a strict, compatible
matricial order structure on S∗. In general an Archimedean matrix order may fail to exist for
this matricially ordered space. If dim(S) < ∞ then a faithful state w on S can be assigned
as an Archimedean order unit for S∗ [7].
Remark. There are many infinite dimensional operator system S such that S∗ has a
structure of an operator system, in other words, there exists a state w on S that uniformly
dominates all the other positive linear functionals. Recall that an operator space X can be
defined concretely as a subspace of B(H) along with the matricial norm structure. Associated
to X let PX be the universal Paulsen system, which can be described concretely by
PX = span{

. . .
. . .
. . .
y∗ λI x 0 0 · · ·
· · · 0 y∗ λI x 0 · · ·
· · · 0 0 y∗ λI x
. . .
. . .
. . .
 : λ ∈ C, x, y ∈ X} ⊆ B
(⊕
i∈Z
H
)
Note that the super-diagonal inclusion X 
 i
// PX is a complete isometry. PX has the
following universal property: for every operator system T , for every completely contractive
map ϕ : X → T there exists a unique ucp map ϕ˜ : PX → T such that ϕ˜ ◦ i = ϕ. (Note
that the universal property of PX is also sufficient to define itself.) We claim that matricially
ordered space P∗X is an operator system if we declare the state w : PX → C that extends
X ∋ x 7→ 0 ∈ C an Archimedean order unit. In fact given a state ϕ on PX , let ϕ0 be its
restriction to X. Note that ϕ0 and −ϕ0 are both c.c. maps and that ϕ + −˜ϕ0 = 2w, where
−˜ϕ0 is the state extending −ϕ0. This, in particular, means that 2w dominates ϕ. So P
∗
X is
an operator system with unit w.
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1.2. Quotients. A subspace J ⊂ S is called a kernel if J is kernel of a ucp map defined from
S (equivalently kernel of a cp map). A kernel is typically a non-unital ∗-closed subspace but
these properties, in general, do not characterise a kernel. A matricial order structure on the
algebraic quotient S/J can be defined by
Qn = {(sij + J) : (sij) ∈Mn(S)
+)}.
The Archimedeanization process, in other words, completion of the cones {Qn} relative to
order topology induced by (e + J) ⊗ In (see [36], [25]) yields the operator system quotient
S/J . The universal property of the quotient ensures that if ϕ : S → T is a ucp map then
the induced map ϕ˙ : S/ker(ϕ) → T is again a ucp map [14]. ϕ is called a quotient (resp.,
complete quotient) map if ϕ˙ is an order (resp. a complete order) inclusion. In particular a
surjective ucp map ϕ is completely quotient if and only if the adjoint ϕ† : T ∗ → S∗ is a
complete order inclusion. We finally remark that a closed, ∗-closed subspace J of an operator
system which does not include any positive elements other than 0 is called a null-subspace.
In [25] it was proven that every finite dimensional null-subspace is a kernel. (Interestingly we
don’t know if every null-subspace is a kernel or not.) Consider the operator spaces X ⊆ Y .
It follows that Y + Y ∗ is a kernel in PX , the universal Paulsen system of X, such that we
have canonical complete order isomorphism PX/(Y + Y
∗) = PX/Y .
1.3. Minimal tensor product. For operator systems S and T we define
Cminn = {[xij ] ∈Mn(S ⊗ T ) : [(φ⊗ ψ)(xij)] ≥ 0 ∀φ ∈ Sp(S), ψ ∈ Sq(T ), ∀ p, q}.
The collection of cones {Cminn }
∞
n=1 forms a strict compatible matricial ordering for the alge-
braic tensor S ⊗ T . Moreover, 1S ⊗ 1T is a Archimedean matricial order unit. Therefore
the triplet (S ⊗ T , {Cminn }
∞
n=1, 1S ⊗ 1T ) forms an operator system which we call the minimal
tensor product of S and T and denote by S ⊗min T . We refer the reader to [25] for details.
The minimal tensor product is spatial, injective and functorial. By the representation of the
minimal tensor we mean CP(S,T ) ∼= (S∗ ⊗min T )
+ for any operator systems S and T with
dim(S) <∞ [21].
1.4. Maximal tensor product. Let S and T be two operator systems. We define
Dmaxn = {X
∗(S ⊗ T )X : S ∈Mp(S)
+, T ∈Mq(T )
+, X is pq × n matrix, p, q ∈ N}.
The collection of the cones {Dmaxn }
∞
n=1 are strict and compatible. Moreover, 1⊗1 is a matricial
order unit for the matrix ordered space (S ⊗ T , {Dmaxn }). Nonetheless 1 ⊗ 1 may fail to be
Archimedean, which can be resolved by Archimedeanization process. We define
Cmaxn = {X ∈Mn(S ⊗ T ) : X + ǫ(1⊗ 1)n ∈ D
max
n for all ǫ > 0}.
The collection {Cmaxn } forms a strict, compatible matrix ordering on S ⊗T for which 1⊗ 1 is
an Archimedean matrix order unit. We let S⊗maxT denote the resulting tensor product. max
is functorial and projective [25], [17]. By the representation of the maximal tensor product
we mean the canonical identification CP(S ⊗max T ,C) ∼=CP(S,T
∗). We will need a more
general form of this representation. For operator systems S and T , CB(S,T ) has a matricial
order structure: (ϕij) ∈Mn(CB(S,T )) is called positive if
S ∋ s 7→ (ϕij(s)) ∈Mn(T ) is a cp map.
For a linear map ϕ : S ⊗ T → R we define γϕ : S → L(T ,R) by γϕ(s)(t) = ϕ(s ⊗ t) where
L(T ,R) denotes the linear maps from T to R.
Theorem 1.1. A linear map ϕ : S ⊗max T → R is completely positive if and only if the
associated map γϕ : S → CB(T ,R) is completely positive.
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Proof. (⇒) Let (sij) ∈ Mn(S) be positive. We wish to show that (γϕ(sij)) is a completely
positive map, that is, t 7→ (γϕ(sij)(t)) = (ϕ(sij ⊗ t)) is a completely positive map. Let
(tpq) ∈ Mk(T )
+ be given. We must show that ((ϕ(sij ⊗ tpq))
n
i,j=1)
k
p,q=1 is a positive element
of Mnk(R). This follows from the definition of maximal tensor product, in fact, (sij)⊗ (tpq)
is a positive element of Mnk(S ⊗max T ), hence, its image under the nk
th-amplification of ϕ
is positive.
The proof of the reverse direction is similar, so we leave it the the reader. 
1.5. Commuting tensor product. We construct the commuting tensor product S ⊗c T of
two operator systems S and T via ucp maps with commuting ranges, that is, the collection
of matricial positive cones are defined by
Ccomn = {X ∈Mn(S ⊗ T ) : for all Hilbert spaces H and for all ucp maps
ϕ : S → B(H), ψ : T → B(H) with commuting ranges we have
(ϕ⊗ ψ)n(X) ≥ 0}.
We refer [25] for basic properties of this tensor product and recall that if one of the tensorant
has a structure of a C*-algebra then c and max coincide, that is, for an operator system S
and a C*-algebra A we have a canonical complete order isomorphism S ⊗c A = S ⊗max A.
1.6. Pullback and Pushout of operator systems. Recall that the pushout, or coprod-
ucts, of operator systems are introduced independently in [26] and [15]: for a collection of
operator systems {Si}i∈I we defined the pushout as an operator system ⊔iSi along with the
unital complete order embeddings ji : Si →֒ ⊔iSi, i ∈ I, such that the following holds: for
every operator system T and for every ucp maps ϕi : Si → T , i ∈ I, there exists unique ucp
map ϕ : ⊔iSi → T such that ϕi = ϕ ◦ ji for all i.
We defined pullback of operator systems {(Si, wi)} at the introduction. If S
∗ has a structure
of an operator system (for example if dim(S) < ∞) then we shall consider S∗ a probability
space with the faithful state eˆ given by eˆ(f) = f(e).
Theorem 1.2. Let {Si}i∈I be a collection of operator systems such that for each i ∈ I, S
∗
i
is an operator system. Then we have a canonical complete order inclusion
⊔iSi →֒ (⊓iS
∗
i )
∗
where the pullback ⊓iS
∗
i is performed via states eˆi. If I is a finite set and dim(Si) < ∞ for
all i then ⊔iSi ∼= (⊓iS
∗
i )
∗ canonically.
Proof. Let Qi : ⊓iS
∗
i → S
∗
i be the canonical quotient map, and Q
†
i : S
∗∗
i →֒ (⊓iS
∗
i )
∗ be its
adjoint, which is a complete order embedding. We let Q†i,0 denote the restriction of Q
†
i on
Si. Note that Q
†
i,0 is “unital” in the sense that Q
†
i,0(ei) is the state eˆ of ⊓iS
∗
i (formed via
amalgamation of the states {eˆi}i). Consider the Effros system
[eˆ] = span{g : g is a positive linear functional with g ≤ eˆ} ⊆ (⊓iS
∗
i )
∗.
Clearly the image of Q†i,0 lies in [eˆ] for all i. The universal property of the pushout (or
coproducts) ensure that we have a ucp map
γ : ⊔iSi → [eˆ] ⊆ (⊓iS
∗
i )
∗.
In order to prove that γ is a complete order embedding we will prove that its image in (⊓iS
∗
i )
∗
has the same universal property that pushout has. Let T be a finite dimensional operator
system and, for each i, ϕi : Si → T be ucp maps. The adjoint map ϕ
†
i : T
∗ → S∗i is a
completely positive map such that for all i and j we have eˆi ◦ ϕ
†
i = eˆj ◦ ϕ
†
j . The universal
property of the pullback ensures that we have a completely positive map ϕ : T ∗ → ⊓iS
∗
i . If
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we consider the adjoint ϕ† : (⊓iS
∗
i )
∗ → T ∗∗ ∼= T then we obtained the desired map once we
restrict ϕ† on the image of γ. Since the universal property of pushout can be solely verified
by finite dimensional objects we obtain the proof of the first part. If I is a finite set and
dim(Si) <∞ for all i ∈ I then a dimension count argument proves the last argument in the
theorem. 
1.7. Representation of Pullback and Pushout. We assume familiarity with universal
and enveloping C*-algebra of operator systems, denoted by C*u(S) and C*e(S), resp., for
an operator system S (the reader may refer to [29] and [34]). We let ∗ denote the full free
product of C*-algebras amalgamated over the unit. For a family of operator systems {Si} we
have a canonical C*-algebra isomorphism of
C∗u(⊔iSi)
∼= ∗iC
∗
u(Si).
The reader may easily verify this by using the universal property of the pushout and unital
free product. Here we wish to prove that a similar inclusion also holds for the enveloping
C*-algebras. As the result heavily depends on a result of F. Boca [6], we repeat his argument:
let C and the family {Ai} be unital C*-algebras with a common unital C*-subalgebra B and
let, for each i, Ei : Ai → B be a positive idempotent. We shall write Ai = B ⊕ A
0
i , where
A0i =ker(Ei) and ⊕ is the vector space direct sum. Let ϕi : Ai → C be completely positive B-
module map for each i. Then there exists a completely positive B-module map ϕ : ∗BAi → C
such that ϕ(ai1ai2 ...ain) = ϕi1(ai1)ϕi2(ai2) · · ·ϕin(ain) with aij ∈ A
0
ij
, j = 1, 2, ..., n, n ∈ N ,
i1 6= i2 6= · · · 6= in.
Proposition 1.3. For a family of operator systems {Si}i we have a canonical complete order
inclusion
⊔iSi ⊆ ∗iC
∗
e (Si).
In particular, for a family of C*-algebras {Ai} we have a canonical inclusion ⊔iAi ⊆ ∗iAi.
Proof. Let ji : Si → ∗iC
∗
e (Si) be the canonical inclusion for each i and let j : ⊔iSi → ∗iC
∗
e (Si)
be the ucp map that appears in the definition of pushout. We wish to prove that j is a
complete order embedding. Let ϕ : ⊔iSi → B(H) be a ucp map. It is sufficient to show that
ϕ extends to a ucp map on ∗iC
∗
e (Si). Let ϕi be the restriction of ϕ on Si for each i. By
Arveson’s extension theorem [2], let ϕ˜i be a ucp extension of ϕi on C
∗
e (Si). We can fix a state
fi on C
∗
e (Si), for each i, which plays the role of self-adjoint idempotent as in Boca’s result.
Now by Boca’s extension theorem there exists a ucp map ϕ˜ : ∗iC
∗
e (Si) → B(H). It is clear
that ϕ˜ is a ucp extension of ϕ. This proves our claim. 
We recall couple of facts from [13]. An operator subsystem S ⊆ A of a C*-algebra A is
called essential if for C*-algebra B we have a canonical complete order embedding
S ⊗max B ⊆ A⊗max B.
Every operator system is essential in its universal C*-algebra. This notion arises naturally in
the study of essential tensor product. We leave the proof of the following fact to the reader:
Proposition 1.4. An operator subsystem S of a C*-algebra A is essential if and only if for
every operator system T we have a canonical inclusion S ⊗c T ⊆ A⊗max T .
Following [21] we say that an operator subsystem S ⊆ A of a C*-algebra A is unitary if
C∗{S ∩ U(A)} = A, that is, the unitaries of A that belongs to S topologically generates A
as a C*-algebra.
Theorem 1.5. For a family of unital C*-algebras {Ai} the canonical inclusion ⊔iAi ⊆ ∗iAi
constitutes an essential, unitary operator subsystem.
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Proof. Let B be a unital C*-algebra. Note that we have a canonical ucp map (⊔iAi) ⊗max
B → (∗iAi) ⊗max B. This inclusion is an order embedding if and only if every state f on
(⊔iAi) ⊗max B extends to a state f˜ on (∗iAi) ⊗max B. By using the representation of the
maximal tensor product this is same as saying that every cp map ϕ : ⊔iAi → B
∗ extends to
a cp map ϕ˜∗ iAi → B
∗. (Note that the topological dual B∗ is viewed as a matricially ordered
space.) By rescaling, if necessary, we may suppose that ϕ(1) is a state in B∗, say w. Let
[w] = span{g : 0 ≤ g ≤ w} ⊂ B∗
be the corresponding Effros system. Note that [w] has a structure of a von Neumann algebra,
in fact [w] can be identified with πw(B)
′ where πw is the unital ∗-homomorphism that appears
in the Stinespring representation of w. The map ϕ : ⊔iAi → [w] may be viewed as a collection
of ucp maps ϕi : Ai → [w]. Now, by fixing states fi on each Ai (which plays the role of
self-adjoint idempotens), Boca’s result ensures that exists a ucp map ϕ˜ : ∗iAi → [w] such
ϕ˜|Ai = ϕi. It is elementary to see that ϕ˜ is an extension of ϕ. This proves that the embedding
of (⊔iAi)⊗maxB in (∗iAi)⊗maxB is positive. If we replace B byMn(B) then it follows that we
have a complete order embedding. Since the inclusion of Ai in ∗iAi is a C*-algebra morphism
⊔iAi ⊆ ∗iA is a unitary operator subsystem. 
Theorem 1.6 (Farenick, Paulsen). ℓ∞n is a self-dual operator system, that is, (ℓ
∞
n )
∗ ∼= ℓ∞n is
unitally completely order isomorphically.
So roughly speaking, considering ℓ∞n as an operator system rather than an operator space,
the classical dual ℓ1n of functionals is again an operator system which is completely order
isomorphic to its predual.
Theorem 1.7. We have a complete order embedding of
(ℓ∞n ⊓ ℓ
∞
k )
∗ ∼= ℓ∞n ⊔ ℓ
∞
k →֒ ℓ
∞
n ∗ ℓ
∞
k
∼= C∗(Zn) ∗ C
∗(Zk) ∼= C
∗(Zn ∗ Zk).
Moreover, the inclusion of (ℓ∞n ⊓ ℓ
∞
k )
∗ in C∗(Zn∗Zk) constitutes a unitary operator subsytem.
Proof. The first isomorphism follows from Theorem 1.2 and the above mentioned result of
Farenick and Paulsen. Second inclusion is direct consequence of Proposition 1.3. It is also
well-known that the full group C*-algebra of Zn is ℓ
∞
n . The final identification is a property of
group C*-algebras and the reader may refer to [38, page 149]. Finally note that the inclusion
ℓ∞n ⊔ ℓ
∞
k →֒ ℓ
∞
n ∗ ℓ
∞
k constitute a unitary operator subsystem. 
The following result when ni = 2 was proven in [14].
Corollary 1.8. ⊔iℓ
∞
ni ⊆ ∗iℓ
∞
ni
∼= ∗iC
∗(Zni)
∼= C∗(∗iZni) is an essential operator subsystem.
The following result indicates that the maxc tensor product of [20] actually coincides with
the commuting tensor product.
Corollary 1.9. We have a canonical complete order embedding
⊔iℓ
∞
ni ⊗c ⊔iℓ
∞
ni ⊆ ∗iℓ
∞
ni ⊗max ∗iℓ
∞
ni
Proof. As ⊔iℓ
∞
ni ⊆ ∗iℓ
∞
ni is an essential operator subsystem we have the following inclusions:
⊔iℓ
∞
ni ⊗c ⊔iℓ
∞
ni ⊆ ∗iℓ
∞
ni ⊗max ⊔iℓ
∞
ni ⊆ ∗iℓ
∞
ni ⊗max ∗iℓ
∞
ni .

Theorem 1.10. Let S ⊆ A be an essential, unitary operator subsystem of a C*-algebra A.
Then for every C*-algebras B1 ⊆ B2 we have
S ⊗max B1 ⊆ S ⊗max B2 ⇐⇒ A⊗max B1 ⊆ A⊗max B2.
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Proof. We shall only prove the non-trivial direction ⇒. Let τ be the C*-algebra structure on
A⊗ B1 arising from the inclusion A⊗max B2. Since
S ⊗max B1 ⊆ S ⊗max B2 ⊆ A⊗max B2 ⊇ A⊗τ B1
we have a canonical complete order embedding S ⊗max B1 ⊆ A ⊗τ B1. It is not hard to see
that S ⊗max B1 is a unitary operator subsystem of A ⊗τ B1. By Proposition 5.6 of [21] it
follows that A⊗τ B1 must the enveloping C*-algebra of S ⊗max B1. On the other hand the
canonical inclusion S ⊗max B1 ⊆ A⊗max B1 also forms a unitary operator system. Therefore
the equivalence of τ and max on A ⊗ B1 follows from the uniqueness and rigidity of the
enveloping C*-algebra. This proves our claim. 
1.8. Non-commutative polygones, Namioka-Phelps test systems. The pullback and
pushout of operator systems we discuss in the previous sections exhibit familiar objects: by
a non-commutative polygon with k-input, n-output, denoted by NPn,k, we mean pushout of
k-copies of ℓ∞n . Likewise a non-commutative cube with k-input (and binary output), denoted
by NCk, is pushout of k-copies of ℓ
∞
2 :
NPn,k :=
k⊔
i=1
ℓ∞n NCk :=
k⊔
i=1
ℓ∞2 .
Note that for any operator systems S and for any positive elements {sax}
n
x=1 with
∑
x s
a
x = 1,
where the upper index a ranges from 1 to k, we have a ucp map ϕ : NPn,k → S given
by eax 7→ s
a
x where e
a
x is the x
th canonical projection that appears in the ath copy of ℓ∞n .
Regarding NCk we identify e1 = e
1
1, e2 = e
2
1,...,ek = e
k
1 . Therefore for any operator system S
and 0 ≤ s1, ..., sk ≤ 1 we have a ucp map from NCk to S given by ei 7→ si, i = 1, .., k, and
e 7→ 1.
The pullback V = ℓ∞2 ⊓ ℓ
∞
2
∼= {(a, b, c, d) : a+ b = c+ d} ⊂ ℓ∞4 is referred as the standard
Namioka-Phelps test system [33]. A generalized version can be given by
Vn,k :=
⊔
k
i=1
ℓ∞n .
By the Theorem 1.2 and the above mentioned result of Paulsen and Farenick we have complete
order isomorphism
NP∗n,k
∼= Vn,k.
These objects naturally appears in the study of nuclearity related properties in positivity
and non-commutative order theory, joint quantum probability distributions in Quantum In-
formation Theory [33], [9], [20], [13] etc.
1.9. W.R.I. and nuclearity. Given a pair of C*-algebras A ⊆ B, we say that A is relatively
weakly injective in B (or A has the weak relative injectivity in B), A is w.r.i. in B in short, if
the canonical inclusion of A into bidual von Neuman algebra A∗∗ extends to ucp map on B:
A 
 cˆ
//
_
i

A∗∗
B
ϕ
77♦♦♦♦♦♦♦♦♦♦♦♦♦
.
We begin with the following characterization:
Theorem 1.11 (Kirchberg, [27]). The following statements are equivalent for A ⊆ B:
(1) A is w.r.i. in B;
(2) for every C*-algebra C we have a canonical inclusion A⊗max C ⊆ B ⊗max C;
(3) we have canonical C*-algebra inclusion A⊗max C
∗(F∞) ⊆ B ⊗max C
∗(F∞).
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Remark 1.12. In the above theorem C∗(F∞) can be replaced by
(1) C∗(Fn) where n ≥ 2;
(2) C∗(Zn ∗ Zk) ∼= ℓ
∞
n ∗ ℓ
∞
k , for any n, k ≥ 2 with n+ k ≥ 5,
(3) C∗(∗i∈IZni)
∼= ∗i∈Iℓ
∞
ni with |I| ≥ 3 and ni ≥ 2 for at least three distinct i.
Proof. We let G be the set of the discrete groups Fn, n ≥ 2, Zn ∗ Zk with n, k ≥ 2 provided
n+ k ≥ 5 and ∗i∈IZni provided ni ≥ 2 for at least three distinct values of i. It is well known
that for any group G ∈ G we have a group inclusion F∞ →֒ G. (For example the reader
may refer to [19] for an excellent source.) This implies, by Section 8 of [38], that we have a
canonical C*-algebra inclusion i : C∗(F∞) →֒ C
∗(G) with a ucp inverse, say ϕ. Now given a
pair of C*-algebras A ⊆ B if we have a C*-algebra inclusion A⊗max C
∗(G) ⊆ B ⊗max C
∗(G)
then it follows that A⊗max C
∗(F∞) ⊆ B ⊗max C
∗(F∞). In fact the following composition
A⊗max C
∗(F∞)
id⊗i
−−−→ A⊗max C
∗(G)
id⊗ϕ
−−−→ A⊗max C
∗(F∞),
which is identity, implies that the first map is a C*-algebra inclusion (recall that if the
composition of two ucp maps is a complete order embedding then this is the case for the first
map). Likewise we have a C*-algebra inclusion B⊗maxC
∗(F∞) ⊆ B⊗maxC
∗(G) given by id⊗i.
Since A⊗max C
∗(G) ⊆ B ⊗max C
∗(G) it follows that A⊗max C
∗(F∞) ⊆ B ⊗max C
∗(F∞). 
Theorem 1.13. Let S be the set of all the operator systems of the form ℓ∞n ⊔ℓ
∞
k with n, k ≥ 2
provided n+k ≥ 5 and ⊔i∈Iℓ
∞
ni with |I| ≥ 3 and ni ≥ 2 for at least three distinct i. Let A ⊆ B
be given. The following are equivalent:
(1) A is w.r.i. in B;
(2) for all operator system S we have a canonical inclusion A⊗max S ⊆ B ⊗max S;
(3) there exists an operator system S0 ∈ S such that we have complete order inclusion
A⊗max S0 ⊆ B ⊗max S0.
Proof. (1) ⇒ (2): Let the operator system S be given. We use [24, Lemma 6.5]: A⊗max S ⊆
A∗∗⊗maxS completely order isomorphically, that is, cˆ⊗id is a unital complete order embedding
from A⊗maxS toA
∗∗⊗maxS where cˆ denotes the canonical embedding of A in toA
∗∗ . Letting
ϕ : B → A∗∗ be the ucp map extending cˆ, the following composition of ucp maps
A⊗max S
i⊗id
−−−→ B ⊗max S
ϕ⊗id
−−−→ A∗∗ ⊗max S
is a complete order embedding. So this is the case for the first map, which proves our claim.
(2) ⇒ (3) is clear.
(3)⇒ (1): Let S0 ∈ S be given. We will suppose that S0 = ℓ
∞
n ⊔ℓ
∞
k with n, k ≥ 2 provided
n + k ≥ 5. In fact the other case can be treated identically. We know by Theorem 1.5 that
S0 ⊆ ℓ
∞
n ∗ ℓ
∞
k forms an essential, unitary operator subsystem. Since A⊗max S0 ⊆ B⊗max S0,
by Theorem 1.10, we have a C*-algebra inclusion
A⊗max (ℓ
∞
n ∗ ℓ
∞
k ) ⊆ B ⊗max (ℓ
∞
n ∗ ℓ
∞
k ) .
Now by the above theorem of Kirchberg (and the subsequent remark) A is w.r.i. in B. 
Recall that an operator system S is said to be C*-nuclear if for every C*-algebra A we
have a canonical complete order isomorphism
S ⊗min A = S ⊗max A.
If S is C*-nuclear then for every C*-algebras A ⊆ B we have a canonical complete order
inclusion A⊗max S ⊆ B ⊗max S, in fact one can replace max by min which is injective. The
following is logically equivalent to amenability of Z2 ∗ Z2:
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Proposition 1.14 (Cor. 6.13 of [23]). NP2 = ℓ
∞
2 ⊔ ℓ
∞
2 is C*-nuclear.
We close this section with a brief summary on the weak expectation property (WEP) which
is introduced by C. Lance [30], [31]. A unital C*-algebra is said to have the weak expectation
property if the canonical inclusion of A into bidual von Neumann algebra A∗∗ decomposes
via ucp maps through an injective C*-algebra. In particular if we represent A into a B(H),
then A has WEP if and only if the canonical inclusion of A into A∗∗ extends to a ucp map on
B(H). Therefore a unital C*-algebra A has WEP if and only if it is w.r.i. in B(H) for some
representation A ⊆ B(H). An operator system S is said to have the local lifting property if
for every C*-algebra A and ideal I in A the following holds: for every ucp map ϕ : S → A/I
and for every finite dimensional subspace S0 ⊆ S ϕ|S0 has a ucp (equivalently cp) lift on A.
If the S is finite dimensional or a global lifting exists we simply use the term lifting property.
The reader may refer to [24] for more detail on the topic. Extending a well-known result of
Kirchberg [27], an operator system S has the local lifting property if and only if we have
S ⊗min B(H) = S ⊗max B(H)
canonically, whereH is a separable Hilbert space. Either by using the definition with standard
Paulsen trick [34] or the tensor characterization one can easily shows that S has the local
lifting property if and only if Mn(S) has the same property for every n. We in particular
need the fact that C∗(F∞) has the local lifting property [27]. Also the reader may verify
that if {Si} is family of operator systems with the lifting property then ⊔iSi has the lifting
property [21].
2. Proof of the Main Results
In this section we will prove the main results we listed in the preface and provide the
promised example regarding the behaviour of Arveson-Riesz property in the general operator
system category.
Example 2.1. In Theorem 0.1 we have seen that (2,2)-Riesz Arveson Property holds in the
category of C*-algebras. Here we will show that it fails in general operator systems. Consider
the Namioka-Phelps test system
V = {(a1, a2, a3, a4) : a1 + a2 = a3 + a4} ⊂ ℓ
∞
4 .
Consider the states ϕi : V → C defined by ϕi(a1, a2, a3, a4) = aj for i = 1, 2, 3, 4. Clearly
ϕ1+ϕ2 = ϕ3+ϕ4. We claim that there are no positive extensions ϕ˜i of ϕi on ℓ
∞
4 , i = 1, 2, 3, 4,
with the property that ϕ˜1 + ϕ˜2 = ϕ˜3 + ϕ˜4. Assume for a contradiction that such maps exist.
Then we have a well-defined ucp map
γ : ℓ∞4 → ℓ
∞
4 given by γ(x) = (ϕ˜1(x), ϕ˜2(x), ϕ˜3(x), ϕ˜4(x)).
We first note that the image of γ is contained in V and secondly the restriction of γ on V is
the identity on V. We leave the elementary verification of these facts to the reader. Therefore
we may regard γ as a ucp extension of the identity on V
V 
 id
//
_
i

V
ℓ4∞
γ
88qqqqqqqqqqqqq
But then a standard Choi-Effros trick forces V to have a structure of a C*-algebra, which
yields a contradiction. In fact there are many ways to see that V cannot be operator system
isomorphic to ℓ∞3 (perhaps the most versatile method is that V, as a Kadison space, is a test
object to verify nuclearity so cannot be order isomorphic to ℓ∞3 .)
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proof of Theorem 0.1. (1) Let [ϕ] ⊆ CB(A, C) be the Effros system associated with ϕ. Con-
sider the map γ : NC2 → [ϕ] ⊆ CB(A, C) defined by 1 7→ ϕ, e1 7→ ϕ1, e2 7→ ϕ2. The
universal property of the non-commutative cube NC2 ensures that γ is a ucp map. By the
representation of the maximal tensor product, γ corresponds to a completely positive map
Γ : NC2 ⊗max A → C. Since NC2 is C*-nuclear operator system (Proposition 1.14) we have
an obvious inclusion NC2 ⊗max A ⊆ NC2 ⊗max B. As C is an injective C*-algebra, Γ extends
to a completely positive map Γ˜ : NC2 ⊗max B → C. Let γ˜ be the corresponding completely
positive map from NC2 to CB(B, C). It is elementary to see that γ˜(·)|A = γ. Now setting
ϕ˜ =: γ˜(1), ϕ˜1 =: γ˜(e1), ϕ˜2 =: γ˜(e2), we obtain the desired extensions.
(2) Let ℓ∞2 ⊓ℓ
∞
2 = V = {(a, b, c, d) : a+b = c+d} ⊂ ℓ
∞
4 be the standard Namioka-Phelp test
system. Note that C⊗minV can be identified with {(c1, c2, c3, c4 : c1+ c2 = c3+ c4)} ⊂ C⊗ ℓ
∞
4
∼= ⊕4i=1C. Consider the map γ : A → C ⊗min V given by a 7→ (ϕ1(a), ϕ2(a), ϕ3(a), ϕ4(a)),
which is a completely positive map. By the representation of the minimal tensor product
we have the identification of CB(V∗, C) ∼= C ⊗min V. Moreover, by the representation of
the maximal tensor product, γ : A → CB(V∗, C) corresponds a completely positive map
Γ : A⊗maxV
∗ → C. By using the fact that V∗ ∼= NC2 and NC2 is C*-nuclear, we deduce that
A⊗max V
∗ ⊆ B ⊗max V
∗. As C is an injective C*-algebra, there exists a completely positive
map Γ˜ : B⊗max V
∗ → C that extends Γ. Now following the procedures backward we obtain a
completely positive map γ˜ : B → C ⊗min V that extends γ. Now the components of this map
satisfy the desired properties. 
Remark. It is not hard to show that the statements of Theorem 0.1 are equivalent. However
we prove these statements separately as the proofs rely on duality corresponding of pullbacks
and pushout of operator systems.
proof of Theorem 0.2. (1) ⇒ (2): Let cp maps ϕ1, ϕ2, ϕ3, ϕ : A → Mm with ϕ1, ϕ2, ϕ3 ≤ ϕ
be given. Recall, by Theorem 1.13, that A being w.r.i. in B is equivalent to the statement
that A⊗maxNC3 ⊆ B⊗maxNC3 completely order isomorphically, where NC3 = ℓ
∞
2 ⊔ ℓ
∞
2 ⊔ ℓ
∞
2
denotes the non-commutative cube. Consider the Effros system
[ϕ] = span{φ : φ is a cp map with φ ≤ ϕ} ⊆ CB(A,Mm).
Note that γ : NC3 → [ϕ] ⊆ CB(A,Mm) given by e1 7→ ϕ1, e2 7→ ϕ2, e2 7→ ϕ3, e 7→ ϕ declares
a ucp map by the universal property of the non-commutative cube. By Theorem 1.1, γ
corresponds to a cp map Γ : A ⊗max NC3 → Mm. Since Mm is injective, Γ extends to a cp
map Γ˜ : B ⊗maxNC3 →Mm. Now if we consider the associated map γ˜ : NC3 → CB(B,Mm)
we obtain that the maps γ˜(e1), γ˜(e2), γ˜(e3) and γ˜(e) are the desired extensions of ϕ1, ϕ2, ϕ3
and ϕ, respectively.
(2)⇒ (1): Consider the restriction map R : CB(B,Mm)→ CB(A,Mm) given by θ 7→ θ|A.
Note that there is a one-to-one correspondence between cp maps ϕ1, ϕ2, ϕ3, ϕ : A→Mm with
ϕ1, ϕ2, ϕ3 ≤ ϕ and γ(e1), γ(e2), γ(e3) and γ(e) where γ is a cp map fromNP3 to CB(A,Mm).
Therefore the statement in (2) is equivalent to every cp γ : NP3 → CB(A,Mm) lifts to cp
map on CB(B,Mm):
NP3
γ
//
γ˜
))❘
❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
CB(A,Mm)
CB(B,Mm)
R
OO
.
By the representation of the maximal tensor product this is same as saying that for every
cp map Γ : A⊗max NC3 → Mm there exits a cp map Γ˜ : B ⊗max NC3 → Mm such that the
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following composition
A⊗max NC3
i⊗id
−−−→ B ⊗max NC3
Γ˜
−−−−→Mm
coincides with Γ. This shows that the canonical map A ⊗max NC3
i⊗id
−−−→ B ⊗max NC3 is
m-order inclusion. Since m is arbitrary it follows that we have a complete order inclusion
A⊗max NC3 ⊆ B ⊗max NC3. Now by Theorem 1.13, A is w.r.i. in B.
(2) ⇔ (4): It’s not hard to see that the conditions in (2) and (4) are equivalent. In fact,
assuming (2), given ϕi, i = 1, ..., 6, one can proceed by setting ϕ = ϕ1 +ϕ2 which dominates
ϕ1, ϕ3 and ϕ5. Conversely, assuming (4), given ϕ1, ϕ2, ϕ3, ϕ as in (2), one can proceed by
considering the pairs of cp maps ϕ1, ϕ−ϕ1, ϕ2, ϕ−ϕ2 and ϕ3, ϕ−ϕ3 whose sums are equal.
We leave the details to the reader.
(1) ⇔ (3) The steps of the proof follow the same patterns as in (1) ⇔ (2), in fact one can
simply replace NP3 = ℓ
∞
2 ⊔ ℓ
∞
2 ⊔ ℓ
∞
2 by ℓ
∞
2 ⊔ ℓ
∞
3 . For example given ϕi, i = 1, ..., 5 with
ϕ1 + ϕ2 = ϕ3 + ϕ4 + ϕ5 we can define a cp map from ℓ
∞
2 ⊔ ℓ
∞
3 to CB(A,Mm) by e
1
1 = ϕ1,
e12 = ϕ2, e
2
1 = ϕ3, e
2
2 = ϕ4, e
2
3 = ϕ5 where {e
1
1, e
1
2} and {e
2
1, e
2
2, e
2
3} are the canonical basises
for ℓ∞2 and ℓ
∞
3 , respectively. One can proceed by using the fact that A ⊆ B relatively weakly
injective if and only if A⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ) ⊆ B⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ) completely order isomophically
(Theorem 1.13). We leave the details to the reader. 
For a pair of C*-algebras A ⊆ B we say that A has the (n, k)-Riesz-Arveson property in
B for for every m, every cp maps ϕi : A→Mm, i = 1, ..., n + k, with
n∑
i=1
ϕi =
n+k∑
i=n+1
ϕi
have cp extensions ϕ˜i : B →Mn, i = 1, ..., n + k, resp., with
n∑
i=1
ϕ˜i =
n+k∑
i=n+1
ϕ˜i.
Simply following the arguments in the above proof one can show that A is w.r.i. in B if and
only if it has (n, k)-Riesz-Arveson property in B for every n and k, (equivalently for some n
and k satisfying n ≥ 2, k ≥ 2 with n+ k ≥ 5). Here the ranges {Mm}
∞
m=1 can be replaced by
B(H) where H is a separable Hilbert space or arbitrary injective objects. It is also possible
sharpen (2) of Theorem 0.2:
Theorem 2.2. The following statements are equivalent for A ⊆ B:
(1) A is w.r.i. in B;
(2) for any injective object C and cp map ϕ : A → C we have a cp extension ϕ˜ : B → C
of ϕ such a way that every cp map ϕ0 : A → C with ϕ0 ≤ ϕ has a cp extension
ϕ˜0 : B → C with ϕ˜0 ≤ ϕ˜. Moreover this can be achieved such a way that ϕ0 7→ ϕ˜0 is
a ucp map from [ϕ] ⊆ CB(A, C) to [ϕ˜] ⊆ CB(B, C) (with a ucp inverse given by the
restriction).
Proof. (2)⇒(1). (2) implies Theorem 0.2 (2) so A is w.r.i. in B.
(1)⇒(2): The evaluation map E : A⊗max [ϕ]→ C given by E(a⊗ ψ) = ψ(a) is a cp map.
As A ⊗max [ϕ] ⊆ B ⊗max [ϕ], we have a cp extension E˜ : B ⊗max [ϕ] → C of E. By the
representation of the max E˜ corresponds to a cp map γ : [ϕ]→ CB(B, C). Setting ϕ˜ := γ(ϕ)
the reader may verify that we have all the above mentioned properties. 
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We now turn out attention to tight Riesz interpolation property. Recall that TR(2,2)-
property holds for arbitrary pairs of C*-algebras A ⊆ B. It fails in general operator systems:
Example 2.3. Consider V = {(a, b, c, d) : a+ b = c+ d} ⊆ ℓ∞4 , the standard Namioka-Phelps
test system, and the elements
x1 = (−3, 1,−1,−1), x2 = (1,−3,−1,−1), x3 = (2, 2, 4, 0), x4 = (2, 2, 0, 4).
Note that x1, x2 and x3, x4 interpolate in ℓ
∞
4 , in fact if we set y = (3/2, 3/2,−1/2,−1/2) then
clearly x1, x2 < y < x3, x4. However there exists no y0 ∈ V with this property. We leave the
elementary verification to the reader.
Before we proceed we recall the quotient characterization of the pushout: for operator
systems Si, i = 1, ..., n, we have a canonical complete order isomorphism(
n⊕
i=1
Si
)
/J ∼=
n⊔
i=1
Si.
where J is null-subspace given by J =span{(e,−e, 0, ..., 0), (e, 0,−e, 0, ..., 0), (e, 0, ...,−e)} (see
Sec. 5 and Theorem 5.1 of [12]). In particular we have a complete order isomorphism
ℓ∞n ⊕ ℓ
∞
k /span{(e,−e)}
∼= ℓ∞n+k/span{(1, 1, .., 1︸ ︷︷ ︸
n−terms
,−1,−1, ..,−1︸ ︷︷ ︸
k−terms
)} ∼= ℓ∞n ⊔ ℓ
∞
k .
Based on the projectivity of the maximal tensor product [17] we have:
Lemma 2.4. Let S be an operator system and s1, s2, ..., sn+k are self-adjoint elements of S.
Then the following statements are equivalent:
(1)
∑n+k
i=1 si ⊗ e˙i > 0 in S ⊗max ℓ
∞
n+k/span{(en,−ek)};
(2) there exists a self-adjoint element s ∈ S such that −si < s for i = 1, ..., n and s < sj
for j = n+ 1, ..., n + k.
Proof. (1)⇒ (2). Since
∑n+k
i=1 si⊗e˙i > 0 we can find δ > 0 such that
∑n+k
i=1 si⊗e˙i−δ(e⊗e˙) > 0.
The projectivity of the maximal tensor product ensures that we have a canonical complete
order isomorphism
S ⊗max ℓ
∞
n+k/span{(en,−ek)}
∼=
(
S ⊗max ℓ
∞
n+k
)
/(S ⊗ span{(en,−ek)}).
Since
∑n+k
i=1 si⊗ e˙i−δe⊗ e˙ is a strictly positive element, it must have a positive representative
in S ⊗max ℓ
∞
n+k, say
n+k∑
i=1
si ⊗ ei − δe⊗ e+ s⊗ (en,−ek).
As ℓ∞n+k is a nuclear we have the identification S ⊗max ℓ
∞
n+k
∼= S ⊗min ℓ
∞
n+k
∼= ⊕n+ki=1 S. Now
the element above can be written as
(s1, s2, ..., sn+k)− δ(1, 1, ..., 1) + (s, s, .., s︸ ︷︷ ︸
n−terms
,−s,−s, ..,−s︸ ︷︷ ︸
k−terms
)} ≥ 0.(2.1)
Therefore we have si − δ1 + s ≥ 0 for i = 1, ..., n and si − δ1− s ≥ 0 for i = n+ 1, ..., n + k.
Now clearly the statement in (2) holds.
(2) ⇒ (1). So we can find δ > 0 such that si − δ1 + s ≥ 0 for i = 1, ..., n and si −
δ1 − s ≥ 0 for i = n + 1, ..., n + k. This implies that the element that appears in (2.1) is
strictly positive in ⊕n+ki=1 S
∼= S ⊗max ℓ
∞
n+k. By using the definition of the quotient (and the
projectivity of the maximal tensor product) the element
∑n+k
i=1 si ⊗ e˙i − δe⊗ e˙ is positive in
S ⊗max ℓ
∞
n+k/span{en,−ek}. This proves our claim. 
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Lemma 2.5. Let A be a unital C*-subalgebra of B. The following are equivalent:
(1) A has TR(n,k)-property in B;
(2) we have a canonical order embedding A⊗max (ℓ
∞
n ⊔ ℓ
∞
k ) ⊆ B ⊗max (ℓ
∞
n ⊔ ℓ
∞
k ) .
Proof. Before we start the proof we identify ℓ∞n ⊔ ℓ
∞
k
∼= ℓ∞n+k/span{(en,−ek)}. Note that
{e˙i}
n+k
i=1 is not basis for the quotient, which can be called a frame. However if
∑
i ai ⊗ e˙i is a
self-adjoint element then we may suppose that each ai is self-adjoint.
(1) ⇒ (2). To show that the canonical map is an order embedding we need to prove the
following: if
∑
ai⊗ e˙i is positive in B⊗max
(
ℓ∞n+k/span{(en,−ek)}
)
then it must be positive in
A⊗max
(
ℓ∞n+k/span{(en,−ek)}
)
. Here first note that we may suppose each ai is self-adjoint.
Also, a moment of thought shows that we may suppose that
∑
ai ⊗ e˙i is a strictly positive
element. The above lemma shows that there exists b in B such that −ai < b < aj for
i = 1, ..., n and j = n + 1, ..., n + k. As A has TR(n, k)-property in B, it follows that there
is an element a ∈ A with the same property. But this means, by the above lemma, that∑
ai ⊗ e˙i is a strictly positive element of A ⊗max
(
ℓ∞n+k/span{(en,−ek)}
)
. This proves our
claim.
(2) ⇒ (1). Let a1, ..., an < b < an+1, ..., an+k be given where ai ∈ A for each i and b ∈ B.
By the above lemma the element
−a1 ⊗ e˙1 − · · · − an ⊗ e˙n + an+1 ⊗ e˙n+1 + · · ·+ an+k ⊗ e˙n+k
must be strictly positive in B ⊗max
(
ℓ∞n+k/span{(en,−ek)}
)
. The order isomorphism guaran-
tees that it must be positive in A ⊗max
(
ℓ∞n+k/span{(en,−ek)}
)
too. By the same lemma,
there exists a self-adjoint a ∈ A with the desired property. This finishes our proof. 
proof of Theorem 0.3. As ℓ∞2 ⊔ℓ
∞
2 is a C*-nuclear operator system (Proposition 1.14) we have
a canonical complete order embedding A ⊗max (ℓ
∞
2 ⊔ ℓ
∞
2 ) ⊆ B ⊗max (ℓ
∞
2 ⊔ ℓ
∞
2 ). So by the
above lemma A has TR(2,2)-property in B. 
proof of Theorem 0.4. (1) ⇔ (2). By Theorem 1.13, A is w.r.i. in B if and only if we have
complete order embedding
A⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ) ⊆ B ⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ) .
With the identification Mm(A⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ))
∼=Mm(A)⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ), and similarly for
B, this is equivalent to saying that we have an order embedding
Mm(A)⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ) ⊆Mm(B)⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 )
for every m. By the above lemma this is equivalent to Mm(A) having TR(2,3)-property in
Mm(B) for each m, or A having the complete TR(2,3)-property in B.
The equivalence of (1) and (3) can be shown identically. This completes our proof. 
We turn our attention to Connes’ Embedding Problem on the embedding of II1-factors.
Kirchberg proved, in his seminal paper [27], that this conjecture is equivalent to Kirchberg’s
Conjecture which states that every every C*-algebra with the local lifting property has the
weak expectation property. His conjecture is equivalent to C∗(F∞) having weak expectation
property. In Theorem 0.5 we express this problem in terms of Tight Riesz interpolation
property and Arveson’s extension property under certain order conditions on the morphism.
We will start with the following observation:
Proposition 2.6. Let S be an operator system. If S ⊗min C
∗(F∞) = S ⊗max C
∗(F∞) holds
order isomorphically then the equality holds completely order isomorphically.
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Proof. We first fix a positive element X ≥ 0 in Mn(S ⊗minC
∗(F∞)) that lies in the algebraic
tensor productMn(S⊗C
∗(F∞)). (In fact we do not require completion of the tensor product.)
We wish to show that X is positive in Mn(S ⊗max C
∗(F∞)). We will use the identification
Mn(S ⊗minC
∗(F∞)) ∼= S⊗minMn(C
∗(F∞)) which also holds for the maximal tensor product.
Let S0 ⊂ S and T0 ⊂ Mn(C
∗(F∞)) be finite dimensional operator subsystems such that
X ∈ S0 ⊗ T0. By the injectivity of the min, X is positive in S0 ⊗min T0. Let π : C
∗(F∞) →
Mn(C
∗(F∞)) be a surjective unital ∗-homomorphism. SinceMn(C
∗(F∞)) has the local lifting
property, there exists a ucp map γ : T0 → C
∗(F∞) such that π◦γ coincides with the inclusion
of T0 into Mn(C
∗(F∞)). Consider the maps
S0 ⊗min T0
i⊗γ
−−→ S ⊗min C
∗(F∞) = S ⊗max C
∗(F∞)
id⊗pi
−−−→ S ⊗max Mn(C
∗(F∞)).
Note that the first and and the last maps are completely positive and the middle equality
holds order isomorphically. So the composition of these maps are positive which implies
that X ≥ 0 in S ⊗max Mn(C
∗(F∞)) ∼= Mn(S ⊗max C
∗(F∞)). Since the canonical map from
S ⊗max C
∗(F∞) to S ⊗min C
∗(F∞) is readily completely positive the result follows. 
proof of Theorem 0.5. (1) ⇔ (2). By Lemma 2.5, C∗(F∞) has TR(2,3)-property in B(H) if
and only if we have an order inclusion
C∗(F∞)⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ) ⊆ B(H)⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ) .
Since ℓ∞2 ⊔ ℓ
∞
3 has the lifting property we have a canonical complete order isomorphism
B(H)⊗min (ℓ
∞
2 ⊔ ℓ
∞
3 ) = B(H)⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ) .
As the minimal tensor product is injective the above inclusion is equivalent to the statement
that we have an order isomorphism
C∗(F∞)⊗min (ℓ
∞
2 ⊔ ℓ
∞
3 ) = C
∗(F∞)⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ) .
By the above lemma this equality holds completely order isomorphically, equivalently, by
Theorem 5.7 of [23], C∗(F∞) has WEP, in other words, Connes’ embedding problem has an
affirmative solution.
(1) ⇔ (5). For an operator system S and positive linear functionals ϕi ∈ S
∗ satisfying
ϕ1 + ϕ2 = ϕ3 + ϕ4 = ϕ5 + ϕ6 there corresponds a positive map
ϕ : S → ⊓3i=1ℓ
∞
2 = {(αi)
6
i=1 : α1 + α2 = α3 + α4 = α5 + α6} ⊂ ℓ
∞
6
given by s 7→ (ϕ1(s), ..., ϕ6(s)). Conversely, for every positive maps from S to ⊓
3
i=1ℓ
∞
2 we
obtain such positive linear functionals. Keeping this observation in mind, the condition in
(5) is equivalent to the statement that every positive maps from C∗(F∞) to ⊓
3
i=1ℓ
∞
2 extends
a positive map on B(H). Since operator system dual of ⊓3i=1ℓ
∞
2 is completely order isomor-
phic to ⊔3i=1ℓ
∞
2 , by the representation of the maximal tensor product, the last condition is
equivalent to the statement that every positive linear functional on C∗(F∞) ⊗max
(
⊔3i=1ℓ
∞
2
)
extends to a positive linear functional on B(H)⊗max
(
⊔3i=1ℓ
∞
2
)
. This is same as saying that
we have an order embedding
C∗(F∞)⊗max
(
⊔3i=1ℓ
∞
2
)
⊆ B(H)⊗max
(
⊔3i=1ℓ
∞
2
)
.
Simply following the steps of the above proof (1)⇔ (2), one can show that the last statement
is equivalent to Connes’ embedding conjecture.
(3) ⇔ (5). The equivalence of these two statements is similar to proof of Theorem 0.2
(equivalence of (2) and (4)) so we skip it.
(1) ⇔ (4). Let R be the quotient map from B(H)∗ to C∗(F∞)
∗ given by the restriction.
The condition in (4) is equivalent to the statement that every cp map ℓ∞2 ⊔ ℓ
∞
3 to C
∗(F∞)∗
lifts to a cp map on B(H)∗:
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ℓ∞2 ⊔ ℓ
∞
3
γ
//
γ˜
((❘
❘❘❘
❘❘❘
❘❘
❘❘❘
❘❘
C∗(F∞)
∗
B(H)∗
R
OO
By the representation of the maximal tensor product this is equivalent to saying that every
positive linear functionals on ℓ∞2 ⊔ ℓ
∞
3 ⊗max C
∗(F∞) extends to a positive linear functional
on ℓ∞2 ⊔ ℓ
∞
3 ⊗max B(H). A moment of thought shows that this condition is equivalent to the
statement that we have an order inclusion
ℓ∞2 ⊔ ℓ
∞
3 ⊗max C
∗(F∞) ⊆ ℓ
∞
2 ⊔ ℓ
∞
3 ⊗max B(H).
Now as in the above proof, (1) ⇔ (2), the last statement is equivalent to Connes’ embedding
conjecture.
(1) ⇒ (6). In fact, if A ⊆ B is w.r.i. in B, then for every finite dimensional operator
system T , every cp map ϕ from A to T extends to cp map on B. To see this one can
first take the adjoint of ϕ twice, ϕ∗∗ : A∗∗ → T ∗∗ ∼= T , then compose it with the map
extending the canonical inclusion A →֒ A∗∗ on B. Keeping this in mind, assuming that
Connes’ embedding problem has an affirmative answer, that is, C∗(F∞) is w.r.i. in B(H),
every cp map γ : C∗(F∞) → M3 ⊓M3 extends to a cp map from B(H) to M3 ⊓M3, where
the pullback M3 ⊓M3 performed via tracial states. It is not hard to see that this coincides
with the statement appears in (6).
(6) ⇒ (1). Consider ℓ∞3
i
−→M3
p
−→ ℓ∞3 , where i is diagonal inclusion of ℓ
∞
3 into M3 and p is
the unique conditional expectation from M3 onto diagonals. The condition on (6) is same as
saying that every cp map from C∗(F∞) to M3 ⊓M3 extends to a cp map on B(H) where the
pullback is performed via tracial states. Now, by considering i and p above, this implies that
every map from C∗(F∞) to ℓ
∞
3 ⊓ ℓ
∞
3 extends to a cp map from B(H) to ℓ
∞
3 ⊓ ℓ
∞
3 , where the
pullback is performed via the states w(α1, α2, α3) = (α1 + α2 + α3)/3. The predual of the
operator system ℓ∞3 ⊓ ℓ
∞
3 is ℓ
∞
3 ⊔ ℓ
∞
3 , therefore, by the representation of the maximal tensor
product, this is same as saying that every positive linear functional on ℓ∞3 ⊔ ℓ
∞
3 ⊗maxC
∗(F∞)
extends to a positive linear functional on ℓ∞3 ⊔ ℓ
∞
3 ⊗max B(H). As above, this implies that
we have an order inclusion
ℓ∞3 ⊔ ℓ
∞
3 ⊗max C
∗(F∞) ⊆ ℓ
∞
3 ⊔ ℓ
∞
3 ⊗max B(H).
Now simply following the steps of the above proof, (1) ⇔ (2), the last statement is equivalent
to Connes’ embedding conjecture. 
In the last part of this section we work on C*TR(n, k)-property then we discuss some of
its consequences. We start with the following observation:
Proposition 2.7. Let B be a C*-algebra, S ⊆ B be an operator subsystem and C*{S} be the
C*-algebra generated by S. The following are equivalent:
(1) S has C*TR(n, k)-property in B;
(2) the operator system structure on the tensor product S ⊗ (ℓ∞2 ⊔ ℓ
∞
3 ) arising from the
inclusion B ⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ), say τ1, coincides with the structure arising from the
inclusion C∗{S} ⊗max (ℓ
∞
2 ⊔ ℓ
∞
3 ), say τ2, order isomorphically.
Proof. (1) ⇒ (2). Note that the canonical map C∗{S} ⊗max (ℓ
∞
n ⊔ ℓ
∞
k )→ B ⊗max (ℓ
∞
n ⊔ ℓ
∞
k )
is completely positive. So its restriction S ⊗τ2 (ℓ
∞
n ⊔ ℓ
∞
k ) → S ⊗τ1 (ℓ
∞
n ⊔ ℓ
∞
k ) is readily a
completely positive map. Therefore we need to prove that the inverse is positive. We use
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the identification ℓ∞n ⊔ ℓ
∞
k
∼= ℓ∞n+k/span{(en,−ek)}. Let
∑n+k
i=1 si ⊗ e˙i be a strictly positive
element in S ⊗τ1 ℓ
∞
n+k/span{(en,−ek)}. Here we may suppose that each si is self-adjoint. By
the definition of τ1, it is strictly positive in B⊗maxℓ
∞
n+k/span{(en,−ek)}. By Lemma 2.4, there
exists a self-adjoint b ∈ B such that −si < b < sj for i = 1, ..., n and j = n+1, ..., n+k. Since
S has C*TR(n, k)-property in B there exists self-adjoint a ∈C*{S} with the same property.
Again, by Lemma 2.4,
∑
si ⊗ e˙i is strictly positive in C
∗{S} ⊗max ℓ
∞
n+k/span{(en,−ek)}, so
by the definition of τ2, it is strictly positive in S ⊗τ2 ℓ
∞
n+k/span{(en,−ek)}. This proves our
claim.
(2) ⇒ (1). Consider s1, ..., sn < b < sn+1, ..., sn+k where si ∈ S and b ∈ B. We wish to
show that there exists a ∈ C∗{S} with the same property. By Lemma 2.4,
−s1 ⊗ e˙1 − · · · − sn ⊗ e˙n + sn+1 ⊗ e˙n+1 + · · ·+ sn+k ⊗ e˙n+k
is strictly positive in B ⊗max ℓ
∞
n+k/span{(en,−ek)}. So the definition of τ1 and the order
isomorphism of τ1 and τ2 imply that the above element is strictly positive in
S ⊗τ2 ℓ
∞
n+k/span{(en,−ek)} ⊆: C
∗(S)⊗max ℓ
∞
n+k/span{(en,−ek)}.
Thus, By Lemma 2.4, there exists a ∈ C∗{S} with the desired property. 
Corollary 2.8. If S is a nuclear operator system then for every inclusion S ⊆ B, where B
is a unital C*-algebra, S has the complete C*TR(n, k)-property in B.
proof of Theorem 0.6. We let A denote the C*-algebra generated by S in B. Assume first
that S has the complete C*TR(n, k)-property in B. By the above proposition we have a
complete order isomorphism ⊗τ1 = ⊗τ2 where
S ⊗τ1 (ℓ
∞
n ⊔ ℓ
∞
k ) ⊆: B ⊗max (ℓ
∞
n ⊔ ℓ
∞
k ) ⊆ B ⊗max (ℓ
∞
n ∗ ℓ
∞
k )
and
S ⊗τ2 (ℓ
∞
n ⊔ ℓ
∞
k ) ⊆: A⊗max (ℓ
∞
n ⊔ ℓ
∞
k ) ⊆ A⊗max (ℓ
∞
n ∗ ℓ
∞
k ) .
Here we observe that S ⊗τ2 (ℓ
∞
n ⊔ ℓ
∞
k ) must be a unitary operator subsystem of A ⊗max
(ℓ∞n ∗ ℓ
∞
k ). We leave the elementary but tedious verification of this to the reader. Therefore,
by Proposition 5.6 of [21], A ⊗max (ℓ
∞
n ∗ ℓ
∞
k ) must be the enveloping C*-algebra of S ⊗τ2
(ℓ∞n ⊔ ℓ
∞
k ). Now the rigidity of the enveloping C*-algebra ensures that the canonical unital
∗-homomorphism
A⊗max (ℓ
∞
n ∗ ℓ
∞
k ) −→ B ⊗max (ℓ
∞
n ∗ ℓ
∞
k )
is injective. Thus we have a canonical C*-algebra inclusion A ⊗max (ℓ
∞
n ∗ ℓ
∞
k ) ⊆ B ⊗max
(ℓ∞n ∗ ℓ
∞
k ). Since ℓ
∞
n ⊔ ℓ
∞
k ⊆ ℓ
∞
n ∗ ℓ
∞
k is an essential operator subsystem it follows that we
have complete order inclusion A⊗max (ℓ
∞
n ⊔ ℓ
∞
k ) ⊆ B ⊗max (ℓ
∞
n ⊔ ℓ
∞
k ). So, by Lemma 2.5, A
has the complete TR(n, k)-property in B.
Conversely suppose that A has the complete TR(n, k)-property in B. By Lemma 2.5, we
have a complete order inclusion
A⊗max (ℓ
∞
n ⊔ ℓ
∞
k ) ⊆ B ⊗max (ℓ
∞
n ⊔ ℓ
∞
k ) .
It follows that the operator system structure on S ⊗ (ℓ∞n ⊔ ℓ
∞
k ) arising from the inclusion
B ⊗max (ℓ
∞
n ⊔ ℓ
∞
k ) coincides with the structure arising from the inclusion A⊗max (ℓ
∞
n ⊔ ℓ
∞
k )
completely order isomorphically. So S has the complete C*TR(n, k)-property in B by Propo-
sition 2.7. 
Remark 2.9. In the statement of Theorem 0.6 with S ⊆ C∗{S} ⊆ B we require that S is a
unitary operator subsystem of C∗{S}. Without this condition we don’t know any example of
S ⊆ B where S has a complete C*TR(n, k)-property in B but C∗{S} does not have TR(n, k)-
property in B. Also, if for every pair S ⊆ B with S having complete C*TR(n, k)-property
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in B if it is the case that C∗{S} has the TR(n, k)-property in B then this solves Connes’
Embedding Problem affirmatively. In fact we can fix a separable nuclear operator system
S with the inclusions S ⊆ C∗u(S) ⊆ B(H). Nuclearity assures that S has the complete
C*TR(2,3)-property in B(H). So, with the previous assumption, C∗u(S) has the complete
TR(2,3)-property in B(H). This is same as saying that C∗u(S) is w.r.i. in B(H), equivalently
C∗u(S) has WEP. Therefore, by Proposition 6.16 of [21], Connes’ Embedding Problem is
affirmative. Finally it is worth mentioning that there exists operator systems such that for
every embedding into a C*-algebra the only unitaries in the image are scalar multiples of
the identity. To see this one can consider a universal operator system S in the sense of
Kirchberg and Wassermann [29] and observe that the embedding of S into C∗u(S) cannot hit
any non-trivial unitary.
Acknowledgement. This article is a part of study of relative weak injectivity for general
operator systems. As the properties appear in the C*-algebra context fail for general operator
systems we publish these results separately. In an upcoming paper we focus on w.r.i. for
operator systems and discuss weak rigitidy in this setting.
References
[1] C. D. Aliprantis, R. Tourky, Cones and duality volume 84 of Graduate Studies in Mathematics. American
Mathematical Society, Providence, RI, 2007
[2] W. B. Arveson, Subalgebras of C*-algebras I, Acta Math. 123 (1969) 141-224.
[3] B. E. Blackadar, Weak Expectations and Injectivity in Operator Algebras, Proc. Amer. Math. Soc. 68
(1978), 49-53. 2.
[4] D. P. Blecher, B. L. Duncan, Nuclearity-related properties for nonselfadjoint algebras, J. Op. Theory V.
65, Issue 1, Winter 2011
[5] N. P. Brown, N. Ozawa, C*-algebras and Finite-dimensional Approximations, volume 88 of Graduate
Studies in Mathematics. American Mathematical Society, 2008
[6] F. Boca, Free products of completely positive maps and spectral sets, J. Functional Analysis 97 (1991),
251-263.
[7] M. Choi, E. Effros, Injectivity and operator spaces, J. Functional Analysis 24 (1977) 156-209.
[8] A. Connes, Classification of injective factors, cases II1 , II∞ , IIIλ , λ 6= 1, Ann. Math. 104 (1976) 73-116.
[9] E. Effros, Aspects of non-commutative order, in C*-algebras and applications to physics (Proc. 2nd
Japan-USA Seminar, Los Angeles, 1977), eds.
[10] E. Effros, U. Haagerup, Lifting problems and local reflexivity for C*-algebras, Duke Math. J. 52 (1985),
no. 1, 103-128
[11] E. Effros, Z. Ruan, Operator Spaces, London Math. Soc. Monographs, New Series 23, Oxford University
Press, New York 2000.
[12] D. Farenick, A. S. Kavruk, V. I. Paulsen and I. G. Todorov, Characterisations of the weak expectation
property, New York Journal of Mathematics 2015
[13] D. Farenick, A. S. Kavruk, V. I. Paulsen and I. G. Todorov, Operator systems from discrete groups,
Comm. Math. Phys., Volume 329, Issue 1 (2014), Page 207-238)
[14] D. Farenick, V. I. Paulsen, Operator system quotients of matrix algebras and their tensor products,
Mathematica Scandinavica, Vol. 111 (2012)
[15] T. Fritz, Operator system structures on the unital direct sum of C*-algebras, Rocky Mountain J. of Math.
V. 44, Number 3, 2014
[16] I. Goldbring, T. Sinclair, Omitting types in operator systems, Indiana Univ. Math. J., to appear.
[17] K. H. Han, On maximal tensor products and quotient maps of operator systems, J. Math. Anal. Appl.
384(2):12 (2011)
[18] U. Haagerup, Self-polar forms, conditional expectations and the weak expectation property for C-algebras.
Unpublished manuscript (1995).
[19] P. de La Harpe, Topics in geometric group theory, The University of Chicago Press, (2000)
[20] M. Junge, M. Navascues, C. Palazuelos, D. Perez-Garcia, V. B. Scholz, R. F. Werner, Connes’ embedding
problem and Tsirelson’s problem, J. Math. Phys. 52, 012102 (2011)
[21] A. S. Kavruk, Nuclearity related properties in operator systems. J. Op. Theory, V 71 Issue 1 (2014)
RELATIVE WEAK INJECTIVITY FOR C*-ALGEBRAS 21
[22] A. S. Kavruk, On a non-commutative analogue of a classical result of Namioka and Phelps, J. Functional
Analysis Vol 269, Issue 10, 15 November 2015, Pages 3282-3303
[23] A. S. Kavruk, The weak expectation property and Riesz interpolation, preprint (arXiv:1201.5414), 2012.
[24] A. S. Kavruk, V. I. Paulsen, I. G. Todorov, and M. Tomforde, Quotients, exactness and nuclearity in the
operator system category, Adv. Math. Volume 235, 1 March 2013, Pages 321-360
[25] A. S. Kavruk, V. I. Paulsen, I. G. Todorov, and M. Tomforde, Tensor Products of Operator Systems, J.
Functional Analysis, Vol 261, Issue 2, (2011)
[26] D. Kerr and H. Li On Gromov-Hausdorff convergence for operator metric spaces, J. Operator Theory, 62
(2009) 83-109.
[27] E. Kirchberg, On non-semisplit extensions, tensor products and exactness of group C*-algebras, Invent.
Math. 112 (1993) 449-489.
[28] E. Kirchberg, Some properties of QWEP C-algebras, presentation at University of Copenhagen, 2012
[29] E. Kirchberg, S. Wassermann, C*-Algebras Generated by Operator Systems, J. Functional Analysis V
155, Issue 2, (1998)
[30] C. Lance, Tensor products and nuclear C*-algebras, Proceedings of Symposia in Pure Mathematics, Vol.
38 (1982) 379-399.
[31] C. Lance, On nuclear C*-algebras, J. Functional Analysis 12(1973), 157-176.
[32] J. Liang, Operator-Valued Kirchberg Theory and Its Connection to Tensor Norms and Correspondence,
Doctoral Dissertation, University of Illinois Urbana-Champaign (2015)
[33] I. Namioka and R. R. Phelps, Tensor products of compact convex sets, Pacific J. Math. Volume 31,
Number 2 (1969), 469-480
[34] V. I. Paulsen, Completely bounded maps and operator algebras, Cambridge Studies in Advanced Mathe-
matics 78, Cambridge University Press, 2002.
[35] V. I. Paulsen, Weak Expectations and the Injective Envelope, Trans. Amer. Math. Soc. V. 363 (2011)
4735-4755
[36] V. I. Paulsen and M. Tomforde, Vector spaces with an order unit, Indiana Univ. Math. J., 58 (3) December
2007
[37] G. K. Pedersen, Pullback and Pushout Constructions in C*-Algebra Theory, J. Functional Analysis 167,
243-344 (1999)
[38] G. Pisier, Introduction to Operator Space Theory, Cambridge University Press, 2003
[39] J. R. Teller, On Partially Ordered Groups Satisfying the Riesz Interpolation Property, Proc. Amer. Math.
Soc. Vol. 16, No. 6 (Dec., 1965), pp. 1392-1400
Department of Mathematics & Applied Mathematics,
Virginia Commonwealth University
Richmond, VA 23220, U.S.A.
E-mail address: askavruk@vcu.edu
