This paper addresses the boundary control for flutter suppression of a flexible wing, both in bending and twisting displacements, under unsteady aerodynamic loads. The wing is modeled by a distributed parameter system described as two coupled partial differential equations. The problem is tackled in the framework of semigroup theory, and a Lyapunov-based stability analysis is carried out to assess that the system energy, as well as the bending and twisting displacements, decays exponentially to zero. The effectiveness of the proposed boundary control scheme is evaluated based on simulations.
Introduction
Resulting from interactions between aerodynamic, elastic and inertial forces, dynamic aeroelastic phenomena can significantly degrade the performance of an aircraft, and may also jeopardize the integrity of its structure [30] . Flutter, which generally occurs in the presence of unsteady aerodynamic loads, is recognized as one of the most significant aeroelastic phenomena [37, 40] . This aeroelastic instability, due to a severe loss of structural damping, is characterized by limit-cycle oscillations in both bending and twisting displacements of the wing, which can severely affect the aircraft maneuverability and reduce the wing fatigue life [16] . For a given altitude, the flutter boundary is defined as the smallest airspeed at which flutter occurs; it is therefore essential to push back this boundary to enlarge the flight domain. Conventional solutions for flutter suppression are essentially based on passive damping mechanisms by, e.g., increasing the structural stiffness, and so, the wing mass. Although relatively efficient, these solutions are opposite to the current trend to reduce aircraft mass for better fuel consumption. Nevertheless, the massive integration of composite materials decreases the structure rigidity, which implies stronger aeroelastic phenomena, resulting in undesired couplings between the flexible modes and the flight dynamics [9, 38] .
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Therefore, the active control of aeroelasticity phenomena has become a topic of primary interest.
One of the most noticeable contributions to flutter control is the Benchmark Active Control Technology (BACT) wind-tunnel model developed by NASA Langley Research Center [28, 35] . The BACT is modeled as a two-degree-offreedom aeroelastic wing section capturing the first bending and twisting modes of a flexible wing. The control design strategy of the BACT for flutter suppression, including experimental tests, has been widely investigated in the literature [3, 5, 8, 21, 29] . Nevertheless, the BACT cannot represent the full dynamics of real aircraft wings. Indeed, the flexible wing can be more accurately modeled by a distributed parameter system of two coupled partial differential equations (PDEs) describing the dynamics in bending and twisting displacement respectively [6, 42, 43] .
There exist basically two approaches in the control of distributed parameter systems. The first one consists in casting the PDEs to a finite set of ordinary differential equations (ODEs), by using, e.g, Galerkin and Rayleigh-Ritz methods [10, 36] . This allows leveraging the well-developed techniques for finite-dimensional systems in the control of infinite-dimensional systems. The second approach, which is the one adopted in this paper, is to proceed to the control design based on the original PDEs. One of the main benefits to deal directly with the PDE models is that it does not invoke early truncations so that such phenomena as spillover instability can be avoided [2, 26] .
PDE-based control of flexible structures is one of the most Preprint submitted to Automaticapopular problems among a wide range of applications addressed in the literature. Different methods have been considered for the control of different settings, including among others, backstepping control [22, 39] , Lyapunov method [13, 25, 33] , passivity-based control [20, 33] , flatness method [1, 27] , spectral analysis [12, 25] , and optimal control [4, 12, 23] . Nevertheless, control of coupled PDEs is relatively less addressed although some interesting contributions have been reported [11, 15, 41] . This topic still remains widely open, particularly for coupled PDEs with asymmetric structures. This paper addresses the boundary stabilization problem of a wing described by a system of coupled PDEs with actuators located at the wing tip. The considered model is a linear version of the system presented in [6] . Different from [6] , the considered model in this work includes explicitly the Kelvin-Voigt damping in both bending and twisting axes, and the aerodynamic loads are supposed to be unsteady. A quite similar problem, namely a flapping wing UAV, is considered in [31] , where the backstepping method is used for the boundary control of the spatial integral of the state variables to track the net aerodynamic forces on the wing. The same model is considered in [19] , where a Lyapunov-based stabilization control of flapping wings can achieve bounded bending and twisting deflections in the presence of aerodynamic load disturbances. It should be noticed that a commonly used assumption for Lyapunov-based designs of this type of systems is that the system energy should be bounded and the system states and their partial derivatives should be uniformly bounded up to a certain order [13, 14] . In the case of unsteady aerodynamic loads, the requirement of bounded aerodynamic loads, as the one imposed in [19] , implies that the above regularity assumption should hold. The boundedness of system energy and the regularity of closed-loop trajectories can be justified by physical intuitions [13, 14] . This assumption can also considerably simplify closed-loop stability analysis. However, this regularity assumption implies the well-posedness of the underlying PDEs and the stability of the system, which is indeed a quite strong condition. The main objective of this work is to show that this regularity assumption can be relaxed. To this aim, we formulate the problem under an abstract form that allows the application of the semigroup theory [12, 32] . Then, we show that the closed-loop system with the proposed boundary control admits a C 0 -semigroup and is well-posed. The closed-loop stability is derived from a Lyapunov-based analysis, which shows that the above C 0 -semigroup is exponentially stable.
The remainder of the paper is organized as follows. The wing model describing the dynamics of the bending and twisting displacements, along with the associated abstract form, are introduced in Section 2. The well-posedness of the problem is analyzed in Section 3 in the framework of semigroup theory. Then, a Lyapunov-based analysis is carried out in Section 4 to assess that the system energy, as well as bending and twisting displacements, exponentially decays to zero. Finally, numerical simulations are presented in Section 5 to illustrate the performance of the resulting closed-loop system.
Notations: Let L 2 (0, l) be the set of Lebesgue squared integrable real-valued functions over (0, l). L 2 (0, l) is a Hilbert space when endowed with its natural inner product f , g L 2 (0,l) = l 0 f (y)g(y)dy and associated norm denoted by · L 2 (0,l) . For any m ∈ N, H m (0, l) denotes the usual Sobolev space, which is defined as the set of f ∈ L 2 (0, l), such that f admits m successive weak derivatives, denoted by
is a Hilbert space when endowed with its natural inner product
(y)dy, and associated norm denoted by · H m (0,l) . Denoting by AC(0, l) the set of all absolutely continuous functions on [0, l], H 1 (0, l) ⊂ AC(0, l) in the sense that for any f ∈ H 1 (0, l), there exists a unique absolutely continuous function g ∈ AC(0, l) such that f = g almost everywhere (in the sense of the Lebesgue measure), implying f = g in H 1 (0, l). For two given normed vector spaces (E, · E ) and (F, · F ), L (E, F) denotes the space of bounded linear transformations from E to F, or simply denoted by L (E) when the normed vector spaces coincide. L (E, F) is a normed space when equipped with the induced norm denoted by |||·|||. The range of a given operator A is denoted by R(A ) while its resolvent set is denoted by ρ(A ). Further details can be found in, e.g., [12, Annex A] and [24, 34] .
For notational simplicity, the successive partial derivatives of a sufficiently regular function f are denoted in subscript, e.g., f ty stands for ∂ 2 f /(∂t∂ y).
Problem Setting and Boundary Control Law

Flexible wing model
Let l ∈ R * + be the length of the wing, ρ ∈ R * + the mass per unit of span, I w ∈ R * + the moment of inertia per unit length, EI ∈ R * + (resp. GJ ∈ R * + ) the bending (resp. torsional) stiffness, and η ω ∈ R * + (resp. η φ ∈ R * + ) the bending (resp. torsional) Kelvin-Voigt damping coefficient. The bending and twisting dynamics of the flexible wing are described by the following PDEs [6] :
where the functions ω : 
where α ω , β ω , γ ω , α φ , β φ , γ φ ∈ R + . Introducing c ω = EI/ρ and c φ = GJ/I w , it yields the following system of coupled PDEs:
The boundary conditions for the tip-based control scheme considered in this work are such that, for any t ≥ 0,
where L tip : R + → R and M tip : R + → R are the tip control inputs. More precisely, L tip (t) and M tip (t) denote the aerodynamic lift force and pitching moment generated at time t by the flaps located at the wing tip. The store at the wing tip is characterized by its mass m s ∈ R * + and its moment of inertia J s ∈ R * + .
Finally, the initial conditions are given, for any y ∈ (0, l), by
Boundary control law
Introducing the system energy defined by
the control problem investigated in this paper is formalized as follows.
Problem 1 The boundary control objective is twofold.
(1) To guarantee that the system energy exponentially decays to zero, i.e., there exist K E , Λ ∈ R * + such that
(2) To guarantee that both bending and twisting displacements converge exponentially and uniformly over the wing span to zero.
In particular, it will be shown that if the first objective in Problem 1 is satisfied, the second one follows in the sense that there exist K ω , K φ ∈ R * + such that for any t ≥ 0,
where · ∞ is the uniform norm for real-valued functions defined over
In control design and implementation, we make the following assumption.
, and φ tt (l, ·) are measurable and available for feedback control.
The proposed boundary stabilization control takes the following form:
for any t ≥ 0, where k 1 , k 2 ∈ R + are tunable controller gains and ε 1 , ε 2 ∈ R * + are two parameters to be determined. In the remainder of this paper, we show that this boundary control solves Problem 1.
Closed-loop system in abstract form
In order to study the properties of the closed-loop system, the problem is rewritten in abstract form. In this context, we introduce the following real Hilbert space:
endowed with the inner product ·, · H ,1 defined by
The induced norm is denoted by · H ,1 and is such that the energy of the wing defined by (6) can be expressed as In view of equations (3a-3b), the following operator is introduced:
Remark 1 The vector space H endowed with ·, · H ,1 is a Hilbert space because it is a closed subset of the Hilbert space H
wheref := g,
The linear operator A is defined, based on boundary conditions (4a-4c) and the boundary control (7a-7b), on the do-
Then, the evolution equation in abstract form is given by
where
Remark 2 The boundary condition ω yy (l,t) = 0 (see (4a)) implies ω tyy (l,t) = 0, which provides ω yy (l,t) + η ω ω tyy (l,t) = 0. Conversely, ω yy (l,t) + η ω ω tyy (l,t) = 0 with the initial condition ω yy (l, 0) = 0 implies ω yy (l,t) = 0 for any t ≥ 0. It motivates the introduction of the boundary
The proof of the closed-loop exponential stability consists in two main steps:
(1) to show that A is the infinitesimal generator of a C 0 -semigroup T (t) on H ; (2) to show that the C 0 -semigroup T (t) is exponentially stable.
With this approach, the regularity properties of the closedloop trajectory are deduced from the well-posedness assessment, and the exponential energy decay of the system in closed loop is confirmed by Lyapunov stability analysis. The details of the proof are presented in the following two sections.
Well-posedness
To assess that the Cauchy problem (10) admits for any given initial condition X 0 ∈ D(A ) a unique solution X : 
In the upcoming developments, the following versions of the Poincaré's and Agmon's inequalities will be used.
, while the Agmon's inequality provides
.
Introduction of a second inner product on H
In order to study the well-posedness of the abstract Cauchy problem (10), it will be useful to consider the following second inner product on H . Let ε 1 , ε 2 ∈ R * + be constant parameters and ·, · H ,2 : H × H → R be defined for any
Finally, let K m ∈ R * + be defined by
Then the following lemma holds. Proof. Note first that ·, · H ,2 is bilinear and symmetric. For any
Lemma 2 For any given
Then, by first applying Young's inequality 1 , and then Poincaré's inequality for h ∈ H 1 (0, l) with h(0) = 0, it yields
Hence, for any X ∈ H ,
is positive definite and hence, it defines an inner product on H . Furthermore, denoting by · H ,2 the induced norm, we have for any X ∈ H ,
Thus · H ,2 is equivalent to · H ,1 . ✷ From Lemma 2 the following corollary holds.
) is a real Hilbert space. 1 For any a, b ∈ R + and r ∈ R * + , the Young's inequality provides ab ≤ a 2 /(2r) + rb 2 /2.
Remark 3
The utility of the second inner product ·, · H ,2 for assessing the well-posedness of the abstract Cauchy problem (10) will appear clearly in the proof of Lemma 4 regarding the dissipativity of the operator A 1 . It will also be useful for assessing the exponential stability of the closed-loop system in the framework of energy multiplier method [17] .
Hereafter, we assume that 0 < ε 1 , ε 2 < 1/K m whenever Lemma 2 is applied.
A 1 generates a C 0 -semigroup of contractions
We apply the Lumer-Phillips theorem [12, 17, 32] to show that A 1 generates a C 0 -semigroup. To do so, the following preliminary lemma is introduced. Proof. Let us show first that A 1 is surjective. Let (f ,g,h,z) ∈ H . We are looking for
Lemma 3 The operator
Direct computations show that f defined below and g =f solve (12a-12b),
while h defined below and z =h solve (12c-12d),
Therefore, A 1 is surjective. Let us now investigate the injectivity. By linearity, it is sufficient to show that for
Evaluating at y = l, it yields
Similarly, as h ′′ (y) = 0 for almost all y ∈ (0, l) and h, h ′ ∈ AC(0, l), we have for any y ∈ [0, l],
Evaluating at y = l, it yields (1 + k 2 ε 2 l/c 2 φ )h(l) = 0. As c 2 φ , k 2 , l, ε 2 ≥ 0, it implies that h(l) = 0 and hence,
We have proven that f , h,h ) where f and h are given by equations (13) and (14), respectively, and is clearly linear. Finally, it is shown in Annex A that A −1 1 is bounded, i.e., there exists M ∈ R + such that for all (f ,g,h,z) ∈ H , A −1
and it follows that A 1 is a closed operator 2 . ✷
Remark 5 The main interest of considering operator A 1 as an intermediate step in the study of A relies in the fact that equations (12a)-(12b) and (12c)-(12d) are uncoupled, facilitating the surjectivity assessment of the operator.
The second key-element for applying the Lumer-Phillips theorem is stated in the following lemma with
Proof. As 0 < ε 1 , ε 2 < 1/K m , Lemma 2 ensures that (H , ·, · H ,2 ) is a real Hilbert space. Thus, to prove the dissipativity of operator A 1 , we have to show that [12, 17, 32] 
We evaluate the first term on the right-hand side of (15) as follows:
Applying integration by parts for absolutely continuous functions [7] to the second integral in (16) along with the boundary conditions (9) yields:
while the fourth integral becomes:
We now study the third term on the right-hand side of (15) .
Integrating by parts along with the boundary conditions (9) yields:
Finally, for the fifth term on the right-hand side of (15), integrating by parts along with the boundary conditions (9) yields:
It yields then
Applying Young's inequality with r 1 , r 2 > 0 to be determined later, it provides
Thus, it yields for any X = ( f , g, h, z) ∈ D(A 1 ) and any r 1 , r 2 > 0,
is a continuous decreasing function over R * + and, by assumption
Therefore, taking r 2 = r * 2 and r 1 = r * 1 in (18), as the left-hand side of the inequality is independent of r 2 and r 1 , it ensures that for any X ∈ H ,
The motivation of introducing the second inner product ·, · H ,2 is that the operator A 1 is not dissipative with respect to the first inner product ·, · H ,1 . Indeed, introducing f = g = 0, h(y) = (2κ 1 /l − κ 2 )y+ (−κ 1 /l 2 + κ 2 /l)y 2 and z(y) = y/l, where
and, based on (17) , a straightforward computation yields
We are now ready to establish the main property of the operator A 1 . 
A 2 is bounded
We now investigate the operator A 2 . In particular, the following lemma holds.
Lemma 5 The linear operator
Remark 7 Again, as · H ,1 and · H ,2 are equivalent, it is sufficient to show that this result holds with respect to · H ,1 to deduce that it also holds for · H ,2 .
By developing the square in the two integrals, using the Young's inequality and then the Poincaré's inequality with h ∈ H 1 (0, l) and h(0) = 0, it provides a constant M ∈ R + depending only on l, c ω , c φ , α ω , β ω , γ ω , α φ , β φ , γ φ such that
which concludes the proof. ✷
A generates a C 0 -semigroup
We can now introduce the main result of this section. 
Proof. We have by definition
The proof is complete because, based on Lemma 2, · H ,1 and · H ,2 are equivalent. ✷ Therefore, the Cauchy problem (10) is well-posed [12, 17, 32] . Let T : R + → L (H ) be the C 0 -semigroup generated by A . Then, for any initial condition X 0 ∈ D(A ),
is the unique solution of (10), i.e., it satisfies X(0) = X 0 , X ∈ C 1 (R + , H ), and for any t > 0, (dX/dt)(t) = A X(t). Furthermore, for any t ≥ 0,
Exponential Stability Assessment
Exponential decay of the system energy
The objective of this section is to show the exponential stability of the solutions of (10). We introduce, in the framework of energy multipliers methods [17] , the augmented energy of the plant, defined by
where R + ∋ t → X(t) := T (t)X 0 ∈ D(A ) denotes the unique solution of (10) associated to the initial condition X 0 ∈ D(A ). As T (t) is a C 0 -semigroup, there exist M ≥ 1 and ω ≥ 0 such that for any t ≥ 0,
is bounded for any given t 0 ≥ 0 by Me ωt 0 . Thus, one can show that E is differentiable over R + , with a derivative denoted byĖ that satisfies for any t ≥ 0:
In order to derive the exponential stability of the system, we formulate the following assumption regarding the constants in the considered system dynamics. (3a-3b) 
Assumption 2 It is assumed that the constants in
Remark 8 Assumption 2 imposes restrictions on both control parameters ε 1 , ε 2 and the physical parameters of the wing. Note that these restrictions are similar to those considered in [6, 19] We can now introduce the main result of this section.
Theorem 3 Assume that Assumption 2 holds. Then the augmented energy E defined by (19) exponentially decays to zero, i.e., there exists
Λ ∈ R * + such that ∀t ≥ 0, E (t) ≤ E (0) exp(−Λt).
Furthermore, T (t) is an exponentially stable C
Proof. The objective is to show that for any t ≥ 0,Ė (t) ≤ −ΛE (t) holds for a Λ ∈ R * + to be determined. We first note that the first term of the right-hand side of (20) 
This equality can be extended to all X 0 ∈ H because for any t ≥ 0, T (t) ∈ L (H ) and, based on Corollary 2, D(A ) = H . In other words,
Thus T (t) is an exponentially stable C 0 -semigroup for · H ,2 with |||T (t)||| H ,2 ≤ exp(−Λt) for any t ≥ 0. ✷
Corollary 3 Assume that Assumption 2 holds. Then the energy E defined by (6) exponentially decays to zero. In particular, there exists K E
where Λ > 0 is provided by Theorem 3. Furthermore, T (t) is an exponentially stable C 0 -semigroup for · H ,1 .
Proof. This is immediate with K E = (1 + K m ε m )/(1 − K m ε m ) > 0 because based on the equivalence of the norms (11),
Following the same argument as in the last part of the proof of Theorem 3, the claim holds true because E(t) = X(·) H ,1 /2, providing |||T (t)||| H ,1 ≤ K E exp(−Λt) for any t ≥ 0. ✷
Uniform exponential stability of the bending and twisting Displacements
Finally, we assess the uniform exponential stability of bending and twisting displacements. 
where Λ > 0 is given in Theorem 3 and E(0) = X 0 H ,1 /2 is the initial energy of the system. where for any p, q ∈ { f , f ′ , f ′′ , f ′′′ , h, h ′ }, based on the selected basis function, the following matrix is computed
For open-loop simulations, the aerodynamic force and momentum applied at the wing tip are zero, i.e., L tip = M tip = 0, while in closed-loop they are given by (7a-7b) which, with approximations (21a-21b), gives
The initial conditions are selected as ω(y, 0) = 0.15 f 0 (y)/l 3 m and φ (y, 0) = 16(h 0 (y) + h 1 (y)/l 2 ) = 8y 2 /l 2 deg for both open-loop and closed-loop simulations. The temporal behavior of the open-loop system is depicted in Fig. 1 . It can be seen that both bending and twisting displacements are poorly damped, exhibiting large oscillations. Setting the two controller gains as k 1 = k 2 = 1, the behavior of the closedloop system, depicted in Fig. 2 shows that the oscillations have been damped out rapidly. To better illustrate the performance improvement provided by the proposed control scheme, a comparison of displacements at the wing tip for the open-loop and closed-loop systems is given in Fig. 3 . Finally, the actuation effort at the wing tip is depicted in Fig. 4 .
Conclusion
This paper tackled the boundary control of a flexible wing under unsteady aerodynamic loads. The wing is modeled by a distributed parameter system consisting of two coupled partial differential equations describing both bending and twisting displacements of the wing. It is demonstrated that the problem is well-posed by resorting to the framework of the semigroup theory. Furthermore, it is shown by using the Lyapunov method that the proposed boundary control scheme ensures the uniform exponential stability of both bending and twisting displacements. Numerical simulations have been carried out to illustrate the performance of the closed-loop system. Note that the obtained results rely in certain structural constraints that mainly impose restrictions on the amplitude of the aerodynamic coefficients. As these constraints may limit the admissible airspeed, relaxing these restrictions can be considered in the future work.
A Proof of the boundedness of the operator A
−1 1
We have where f and h are given by (13) and (14), respectively. Based on (14) , there exist c 1 , c 2 , c 3 , c 4 ∈ R, which only depend on the constants η φ , c 2 φ , ε 2 , k 2 , l, such that for almost any y ∈ 1/2 ∈ R + , which only depends on the physical parameters of the wing.
