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Introduction
In this study we are concerned with the problem of approximating a locally unique solution x ⋆ of an equation
where F is a Fréchet-differentiable operator defined on a non-empty, open, convex subset D of a Banach space X with values in a Banach space Y.
A large number of problems in applied mathematics and engineering are solved by finding the solutions of certain equations. For example, dynamic systems are mathematically modeled by difference or differential equations, and their solutions usually represent the states of the systems. For the sake of simplicity, we assume that a time-invariant system is driven by the equationẋ = Q (x), for some suitable operator Q , where x is the state. Then the equilibrium states are determined by solving Eq. (1.1). Similar equations are used in the case of discrete systems. The unknowns of engineering equations can be functions (difference, differential, and integral equations), vectors (systems of linear or nonlinear algebraic equations), or real or complex numbers (single algebraic equations with single unknowns). Except in special cases, the most commonly used solution methods are iterative. In fact, starting from one or several initial approximations a sequence is constructed that converges to a solution of the equation. Iteration methods are also applied for solving optimization problems. In such cases, the iteration sequences converge to an optimal solution of the problem at hand. Since all of these methods have the same recursive structure, they can be introduced and discussed in a general framework.
A classic iterative process for solving nonlinear equations is Chebyshev's method (see [1, 2] ):
This one-point iterative process depends explicitly on the two first derivatives of F (namely,
). Ezquerro and Hernández introduced in [1] some modifications of Chebyshev's method that avoid the computation of the second derivative of F and reduce the number of evaluations of the first derivative of F . Actually, these authors have obtained a modification of the Chebyshev iterative process which only need to evaluate the first derivative of F , (namely,
, but with third-order of convergence. In this paper we recall this method as the Chebyshev-Newtontype method (CNTM) and it is written as follows:
where
is the Fréchet-derivative of F . A semilocal convergence analysis was provided by Ezquerro and
The main aim of this paper is focused on constructing a family of iterative processes free of derivatives as the classic Secant method (SM) [3] . To obtain this new family we consider an approximation of the first derivative of F from a divided difference of first order, that is, F 
and (CSTM) reduces to Newton's method (NM). Bosarge and Falb [4] , Dennis [5] , Potra [6] , Argyros [7] [8] [9] [10] [11] , Hernández et al. [12] and others [3, 13, 14] , have provided sufficient convergence conditions for the (SM) based on Lipschitz-type conditions on divided difference operator (see, also relevant works in [15, 4, 16, 5, 17, 18, 6, [19] [20] [21] ).
Here, we provide a semilocal convergence analysis for (CSTM) using recurrence relations, as it was done in [1] for (CNTM). Three numerical examples are also provided. First, we consider a scalar equation where the main study of the paper is applied. Second, we discretize a nonlinear integral equation and approximate a numerical solution by a method of (CSTM) and its computational order of convergence. Thirdly, we do a comparative study of the methods of (CSTM), depending on the parameter c.
Semilocal convergence analysis of (CSTM)
We shall show the semilocal convergence of (CSTM) under the following conditions 
(C 2 ) There exist x −1 and x 0 in D such that 
Note that in view of (C 5 ), the following assumption holds:
where,
for some r > 0 to be precised later in Theorem 2.5.
Note that
holds in general, and λ can be arbitrarily large [9] [10] [11] 15] .
We note by (C) the set of conditions (C 1 )-(C 9 ). 
and
Next, we give some Ostrowski-type approximations for (CSTM) that are needed later.
, and c ≥ 0. Then, the following items hold for all k ≥ 0:
1)
Proof. We have in turn using (CSTM)
and (2.1) is proved.
By eliminating x k from the first and the third approximations in (CSTM), we get:
(by (2.1)), which proves (2.2). Finally, we have:
and (2.3) is proved by (2.2).
This completes the proof of Lemma 2.2.
The following relates (CSTM) with scalar sequences introduced in Definition 2.1.
Lemma 2.3. Under the (C) conditions, we assume:
x n ∈ D and γ µ n (q n−1 + q n ) < 1 (n ≥ 0).
Then, the following items hold for all n ≥ 0:
Proof. We use induction.
We have ‖y 0 − x 0 ‖ ≤ η, and ‖z 0 − x 0 ‖ ≤ a η, so that x 0 , z 0 ∈ D. Items (I 0 ) and (II 0 ) hold by (C 2 ) and (C 4 ), respectively. To prove (III 0 ), we use Lemma 2.2 for n = 0 to obtain by (C 2 )-(C 5 )
Then, we have
It follows from the Banach lemma on invertible operators [7, 11] 
which shows (I k+1 ). Using Lemma 2.2, (C 5 ), and the induction hypotheses, we get
Then, we get
Moreover, by Lemma 2.2, we have
and consequently,
This completes the proof of Lemma 2.3.
We shall establish the convergence of sequence {x n } generated by (CSTM). This can be achieved by showing that {q n } is a Cauchy sequence, if the following conditions hold for n ≥ 0: (A 1 ) x n ∈ D, and (A 2 ) γ µ n (q n−1 + q n ) < 1.
In the next result, we show the Cauchy property for sequence {q n }. 
Lemma 2.4. Assume (C 8
But it follows from the definition of sequence {µ k } that
which is a contradiction, since we get γ µ k+1 q k+1 < 0, but µ k+1 q k+1 have the same sign, and γ > 0. The induction is then completed.
By the definition of sequence {µ n } and µ 0 = 1, we have 
This completes the proof of Lemma 2.4.
We can show the main semilocal convergence theorem for (CSTM). Moreover, the following estimate holds
Proof. According to Lemmas 2.3 and 2.4, sequence {x n } is of Cauchy ({q n } is of Cauchy) in a Banach space X, and it converges to some x ⋆ ∈ U(x 0 , r η) (since, U(x 0 , r η) is a closed set). The sequence {µ n } is bounded above. Indeed, we have
, and lim n−→∞ q n = 0, which imply lim n−→∞ c n = 0. By letting n −→ ∞ in (2.4), we get F (x ⋆ ) = 0.
We also have
By (2.9), the following relation between µ ∞ and r holds:
Then, we have r > r and r 0 < r 0 .
In view of the proof of Theorem 2.5, r can replace r. However, this approach is less accurate but it avoids the computation of µ ∞ .
(b) Condition (C 5 ) implies that for x = y,
Then the conclusions of [1, Theorem 4.4] can be obtained from Theorem 2.5 for 
Numerical examples
To illustrate the theoretical results introduced previously, we present some numerical examples. In these examples we show some situations where the results provided in the paper can be applied. In addition, the application of the methods introduced in (CSTM) for equations defined in functional spaces is also shown.
Example 3.1. Let X = Y = R 2 be equipped with the max-norm. Choose:
Define function F on U 0 by
The Fréchet-derivative of operator F is given by We can stop the process, since r 7 = r 6 . Then, we set r ≃ r 7 = 1.175056282. Consequently r 0 = 2.184701893 and
The hypotheses of Theorem 2.5 are satisfied. Hence, equation F (x) = 0 has a solution
which is unique in D 0 and can be obtained as the limit of {x k } starting at x 0 .
Example 3.2. In this example we present an application of the previous analysis to the Chandrasekhar equation [16] :
We determine where a solution is located, along with its region of uniqueness. Later, the solution is approximated by an iterative method of (CSTM).
Note that solving (3.3) is equivalent to solve F (x) = 0, where F :
To obtain the existence of a unique solution of F (x) = 0, where F is given in (3.4), we need to evaluate d, β, η, M from operator (3.4) and the starting points x −1 and x 0 . In addition, from (3.4), we have
On the other hand, from (3.3), we infer that x(0) = 1, so that reasonable choices of initial approximations seem to be x −1 (s) = 0. 
Hence, by the Banach lemma, there exists A Second, all the functional compositions derived from the application of (CSTM) can be explicitly computed. Actually, we rewrite Eq. (3.6) in the form F (x) = 0, where F :
In addition,
In the numerical experiment we compare some Chebyshev-Secant-type methods obtained for a = b = 1 and c a free
with the classical Secant method
Notice that the Secant method (3.9) is included in the family (3.8). In fact it corresponds with the case c = 0.
In this example, we are not interested in checking if the convergence conditions are satisfied or not, but comparing the numerical behavior of the sequences obtained by applying methods (3.8) to the operator defined in (3.7).
If we consider two initial approximations in the form x −1 (s) = ς −1 s, x 0 (s) = ς 0 s, ς −1 , ς 0 ∈ R, and we apply methods 
, (k ≥ 0), (3.10) 
Conclusion
We provided a semilocal convergence analysis of (CSTM) for approximating a locally unique solution of an equation in a Banach space. Using a combination of Lipschitz and center-Lipschitz conditions, instead of only Lipschitz conditions [1] , we provided an analysis with a larger convergence domain and weaker sufficient convergence conditions than in [1] . Note that these advantages are obtained under the same computational cost as in [1] , since in practice the computation of the Lipschitz constant M requires the computation of M 0 . Hence, the applicability of (CSTM) has been extended.
