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E-mail address: foulsham@essex.ac.uk (T. FoulshamHow do people distribute their visual attention in the natural environment? We and our colleagues have
usually addressed this question by showing pictures, photographs or videos of natural scenes under con-
trolled conditions and recording participants’ eye movements as they view them. In the present study, we
investigated whether people distribute their gaze in the same way when they are immersed and moving
in the world compared to when they view video clips taken from the perspective of a walker. Participants
wore a mobile eye tracker while walking to buy a coffee, a trip that required a short walk outdoors
through the university campus. They subsequently watched ﬁrst-person videos of the walk in the lab.
Our results focused on where people directed their eyes and their head, what objects were gazed at
and when attention-grabbing items were selected. Eye movements were more centralised in the real
world, and locations around the horizon were selected with head movements. Other pedestrians, the
path, and objects in the distance were looked at often in both the lab and the real world. However, there
were some subtle differences in how and when these items were selected. For example, pedestrians close
to the walker were ﬁxated more often when viewed on video than in the real world. These results provide
a crucial test of the relationship between real behaviour and eye movements measured in the lab.
 2011 Elsevier Ltd. All rights reserved.1. Introduction
Humans, alongwithmost vertebrates, sample thevisualworldby
making eyemovements to direct a centralised regionof visual acuity
towards different parts of the environment (Land & Fernald, 1992).
In natural vision, these saccadic eye movements are made around
three or four times every second, and research in humans has sought
to identify the spatiotemporal properties of the way that people
move their eyes (e.g., Becker, 1991), as well as how eye movements
reﬂect information processing in stereotyped tasks such as reading
(Rayner, 1998). More recently, a large body of research has consid-
ered where people look in realistic scenes, and how this might be
determined by properties of the image or the task being performed.
However, the vast majority of these experiments measure the eye
movements of observers presented with drawings (De Graef, Chris-
tiaens, & d’Ydewalle, 1990; Yarbus, 1967), photographs (Foulsham&
Underwood, 2007, 2008; Henderson, 2003), or occasionally videos
(Foulsham, Cheng, Tracy, Henrich, & Kingstone, 2010; Itti, 2005) of
the real world. In the present study we compared the eye move-
ments of people immersed in the real environment to ﬁxations and
saccades recorded in the laboratory while watching videos of the
sameenvironment.Weaskedwhetherpeoplewoulddistribute theirll rights reserved.
Psychology, Wivenhoe Park,
).gaze in the sameway and look at the same things, at the same time,
when freely acting in theworld, compared towatching videos of the
world in the laboratory.
There are several reasons why comparing eye movements be-
tween the real world and a video representation is important. First,
there are many differences between the situations in which people
make saccades in everyday experience and the constraints im-
posed by a typical laboratory set up. In the real world, eye move-
ments are part of a coordinated gaze system involving the head
and the body as we move around space and perform actions (Pelz,
Hayhoe, & Loeber, 2001). In contrast, due to the set-up required by
most eye-trackers, experiments in the laboratory are most often
performed with participants who are seated, stationary and have
their head and body restrained. The displays used to present pic-
tures and videos of the world are also normally smaller than the
full visual angle available to people in the real world, and obviously
the participants know that they are watching a representation of
the world, and not the world itself. Although much research sug-
gests that motion has strong effects on attention and eye move-
ments (Hillstrom & Yantis, 1994; Itti, 2005), most of what we
know about how people look at natural scenes is based on the ‘‘free
viewing’’ of static images presented one at a time for a few sec-
onds. While we have undoubtedly uncovered much about how
people respond to such stimuli, it is crucial to consider whether
this research generalizes to the way that people behave when im-
mersed in the real world.
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that there is something of a disconnection between research inves-
tigating eye movements during real-world actions and that per-
formed on natural scene viewing. There have now been several
studies looking at how people coordinate their gaze while perform-
ing sequences of skilled action. For example, Hayhoe, Shrivastava,
Mruczek, and Pelz (2003) recorded participants making sand-
wiches and pouring a drink. This study found that ﬁxations were
task speciﬁc and temporally coordinated: people looked at relevant
items (such as the end of a knife) ‘‘just-in-time’’ for the completion
of the next action (such as transferring jelly to bread). Whatever is
guiding these eye movements, Hayhoe et al. argue, it is sensitive to
highly speciﬁc and subtle details about the task (such as the fact
that jelly needs more supervision as it is transferred than peanut
butter, because peanut butter is more sticky; see also Ballard &
Hayhoe, 2009). In other active tasks such as playing sports and
driving, gaze is both highly speciﬁc to the task and planned in con-
cert with a temporal sequence of motor actions such as hand, head
or body movements (Land, 2009). In an everyday task that is more
relevant to the study at hand, walking a path, Patla and Vickers
(2003) reported that people ﬁxate the points at which they will
step approximately a second before stepping there, a pattern of
gaze preceding action that is common to other real-world tasks.
In contrast to this research on when gaze is deployed during
skilled actions, studies of eye movements during natural scene
viewing have been largely concerned with accounting for patterns
in where people ﬁxate. For example, observers may be drawn to
ﬁxate objects that are out of place given their context (Loftus &
Mackworth, 1978; Underwood & Foulsham, 2006) or items which
convey social information, such as the faces of people in a scene
(Birmingham, Bischof, & Kingstone, 2008; Yarbus, 1967). However,
these ﬁndings have rarely been tested in the context of real world
behaviour. One particular debate in natural scene viewing con-
cerns the extent to which ﬁxations are determined by the bot-
tom-up visual saliency of image features (Itti & Koch, 2000;
Parkhurst, Law, & Niebur, 2002), a hypothesis which has been re-
futed by many recent studies showing how participants can avoid
ﬁxating salient points if they are not task relevant (Einhauser,
Rutishauser, & Koch, 2008; Foulsham & Underwood, 2007). Indeed,
this is one area in which virtual reality studies have helped to
bridge the gap between laboratory experiments and the real world.
For example, Rothkopf, Ballard, and Hayhoe (2007) recorded eye
and head movements while participants walked in a virtual reality
environment collecting or avoiding blocks of a certain colour. Gaze
was attuned to the demands of the task (i.e. to the task relevance of
the different blocks), irrespective of their visual saliency. In gen-
eral, however, the questions asked, and the ﬁndings uncovered,
in studies of gaze during real-world actions and those of eye move-
ments in scene viewing are not well matched (Kingstone, Smilek, &
Eastwood, 2008). One of our aims in the present study is to address
questions from scene perception, such as which items are fre-
quently ﬁxated, in the real world vs. a video-based setting.
A third and ﬁnal reason why comparing real and laboratory eye
movements is important is that, when the two have been explicitly
compared, several differences have been found. In terms of the
spatiotemporal dynamics of saccades and ﬁxations, saccades tend
to be somewhat larger in unconstrained action than in the lab (Ba-
hill, Adler, & Stark, 1975). Stahl (1999) reports that these large gaze
shifts are made with head movements in unconstrained tasks,
something which has not been captured in natural scene viewing
experiments. Hayhoe et al. (2003) report that ﬁxations in their
sandwich and drink making task have a wider range of durations,
with frequent ﬁxations that are shorter (100–200 ms) than is com-
mon in static scene viewing, as well as some very long ﬁxations. In
a recent study, 0t Hart et al. (2010) reported what we believe is the
only explicit comparison between eye movements in uncon-strained, free exploration and free viewing on a monitor. In that
study, head-centred videos from amobile eye tracker (the ‘‘EyeSee-
Cam’’) were presented to participants in a laboratory situation. The
real-world gaze data came from six individuals who were told to
behave naturally in a range of different environments, and the re-
sults showed that some of the spatial characteristics of gaze in the
laboratory matched those of the real world. Participants showed a
central bias, previously documented in scenes (Foulsham &
Underwood, 2008; Tatler, 2007), and this was most pronounced
when isolated frames were presented randomly. Saliency was a
weak but reliable predictor of where people looked, particularly
in videos shown in laboratory conditions. Importantly, where peo-
ple looked in video was a better predictor of gaze in the real world
than eye movements in static scenes. On the other hand, even in
this case, the eye movement distributions from the lab are only
about 60% accurate at predicting gaze in the real world, which indi-
cates that there are considerable differences between the two
situations.
Despite the limited research comparing real-world to labora-
tory tasks, it is not known if what people look at, and when they
look there, is different in a laboratory set up vs. when people are
immersed in the real world. In this paper we compare gaze re-
corded from participants using a mobile eye tracker while they
undertook a naturalistic, unconstrained task (a walk around cam-
pus) with eye movements recorded from participants in the lab
watching ﬁrst-person videos of the same task. This procedure re-
sulted in a large amount of naturalistic eye movement data, and
our analysis and results focused on three main areas of interest,
based on previous research from scenes and movies. First, we con-
sider what spatial biases emerge from the general allocation of
gaze to different points in the visual ﬁeld, and whether these biases
are tethered to landmarks in the world. Cristino and Baddeley
(2009) found that ﬁxations made by observers watching a video
of a walk down a street were best explained by taking into account
the structure of the world, and in particular the position of the
horizon. We therefore investigate whether our observers showed
consistent biases relative to egocentric head direction or allocen-
tric horizon position, as well as whether these biases were differ-
ent in video vs. the real world.
Second, we categorise what objects in the scene are ﬁxated, and
we consider whether the frequency with which some objects were
ﬁxated differs in the lab and the real world. For example, previous
research suggests that people should look at the path when walk-
ing in laboratory conditions (Patla & Vickers, 2003) and that they
often ﬁxate other people in a static scene (Birmingham et al.,
2008). In several studies, Jovancevic, Sullivan, and Hayhoe (2006)
and Jovancevic-Misic and Hayhoe (2009) have shown that the gaze
of participants walking in a virtual environment is very sensitive to
virtual pedestrians, especially when they are likely to cause a col-
lision. When a similar experiment was repeated in the real world,
the results continued to show that participants looked at pedestri-
ans according to the probability of them veering off course. In a re-
lated, virtual, study, Karacan and Hayhoe (2008) reported that
participants spend most of the time looking at the ground and
the environment, and relatively less time looking at pedestrians
(although this increased with experience with the scene). A speciﬁc
aim of the present research, therefore, is to quantify gaze on the
path and people in both real, unconstrained behaviour and when
watching a scene in the lab.
Finally, we evaluated the temporal ﬁt between ﬁxations on the
different objects in the scene in the real world and the lab. Are ob-
jects looked at the same time in both cases? Jovancevic et al.
(2006) report that most pedestrians in their virtual environment
were ﬁxated early and from a distance, within 1–2 s of them
appearing in the scene. In studies with static stimuli, other people
continue to be looked at over time (Birmingham et al., 2008). In the
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ronment, or in a video, are looked at early and in the same tempo-
ral fashion.
Together, these analyses aim at describing the allocation of gaze
in both natural behaviour (walking around campus) and ‘‘natural-
istic’’ viewing (constrained in a laboratory).
2. Method
2.1. Participants
Our eye movement data set comes from fourteen participants
(nine female) who were recruited from the student population at
UBC and took part in exchange for course credit. All participants re-
ported normal vision and none wore glasses. Participants were in-
cluded on the proviso that they achieved a good calibration with
the mobile eye tracker and that their real-world data had minimal
data loss. The same participants subsequently took part in the lab-
oratory part of the experiment.
2.2. Apparatus and stimuli
In the ﬁrst part of the study, we recorded fully-mobile gaze
direction using the ASL MobileEye (Applied Science Laboratories;
Bedford, MA, USA; see Fig. 1, left). This eye tracker is mounted on
a pair of lightweight, inconspicuous goggles, and features two cam-
eras: a scene camera and a camera capturing the pupil image. The
scene camera was aligned with the participant’s line-of-sight and
captured a video image of the visual ﬁeld with a size of approxi-
mately 50 horizontally and 40 vertically. This camera included
a microphone recording environmental sounds. The eye camera
monitored the position of the pupil and the corneal reﬂection from
the right eye. Video frames from each camera were written at
60 Hz to a digital video recorder that was carried by the participant
in a backpack. Eye and scene camera frames were interleaved,
resulting in a sampling rate of 30 Hz. The system has an instrumen-
tal spatial accuracy of 0.5 and in our own tests we found that gaze
position was accurate to within 1, although pupil data was some-
times lost due to changes in illumination when walking outdoors.
Videos recorded by the scene camera in the ﬁrst part of the
study were used as stimuli for the second part, where they were
presented in the laboratory. Videos were presented at the recorded
resolution (640  480 pixels, 30 fps), centred on a grey background
on a 19-in. monitor. Participants used a chin-rest, constraining
head movements and ensuring that there was a constant distanceFig. 1. Left: The ASL MobileEye tracker used to record gaze during walking. Right: Th
surrounding campus.of 60 cm from the screen, meaning that the video was 25 by 19 of
visual angle. It is important to note the video was not life-size and
in fact took up only about half the visual angle of the same image in
real life. This is one of the major simpliﬁcations typically imposed
in scene perception research in the laboratory, with most studies
making the assumption that absolute size will not make a differ-
ence to gaze behaviour.
Sound from the videos was also played through speakers that
ﬂanked the computer monitor. Eye movements in the laboratory
were tracked using the EyeLink II system, which is also a head-
mounted eye tracker. Eye position was recorded monocularly from
the pupil image at 500 Hz. The EyeLink system used an on-line
parser to extract ﬁxations and saccades from the eye position sam-
ples, using velocity (30/s) and acceleration (8000/s2) thresholds.
A message was also written to the data ﬁle to mark the time of on-
set of each video frame with millisecond accuracy. This allowed
eye position data to be synchronized with events in the movie with
a high degree of precision.
2.3. Procedure
2.3.1. Session 1
In the ﬁrst session, participants completed the mobile eye-
tracking portion of the experiment. The eye tracker was ﬁtted to
the participant and secured with a strap, and a calibration was per-
formed, using ASL’s EyeVision software, by getting participants to
look at each of nine points marked on the wall of the laboratory
while standing at a distance of 2–3 m. This calibration was re-
peated at the end of session, allowing us to ensure that calibration
had not slipped signiﬁcantly during the session. In addition, several
calibrations were conducted outside at the beginning of the walk,
at the midway point, and at the end. Outdoor calibrations were re-
corded on tape and comprised the participant being instructed to
look at a series of objects in the environment. The record of gaze
location could later be compared to the recorded instructions,
and the system could be recalibrated ofﬂine, ensuring that the sys-
tem was correctly tracking gaze when outdoors.
After calibration, participants were given three Canadian dollars
and instructed to walk to the students’ union building, taking a
route of their choice, purchase a coffee or a snack, and walk back.
These instructions were chosen to be as unconstrained and natural
as possible, whilst still ensuring that all participants would walk in
a similar environment. There were several possible alternative
routes, but all involved 5–10 min of walking in a pedestrian envi-
ronment featuring sidewalks, buildings, cars and street furniture,e route walked by one participant, as drawn by them on a satellite map of the
T. Foulsham et al. / Vision Research 51 (2011) 1920–1931 1923and other pedestrians. Fig. 1 (right) shows a map of the surround-
ing area, and examples from the scene camera are shown in Figs. 2
and 4. During the walk, an experimenter followed the participant
at a distance. On their return, participants drew their route on a
map and were debriefed.2.3.2. Session 2
The same participants returned a week later and participated in
the laboratory section of the experiment. In this session, partici-
pants were seated in front of a monitor and the EyeLink II system
was calibrated using a 9-dot grid. In the ﬁrst part of the session,
participants watched a series of short clips taken from their own
and other people’s walks, with the task being to recognize whether
the clip came from their own walk or somebody else’s. The results
from this part of the study, and from pilot studies, suggested that
people were able to do this easily on the basis of the route that
was taken, the weather conditions on the day, and possibly differ-
ences in gait. Because participants were re-viewing situations from
their own experience, this part of the study risked introducing
memory biases and anticipation into the eye tracking results.
Therefore, in the remainder of the session we matched each partic-
ipant with another from Session 1. This meant that we collected
data on each route being viewed by one naïve observer in the real
world and a different naïve observer in the lab. The routes were
perfectly matched by having each participant in the lab view the
walk of another person that had occurred in real life.
While watching the matched participant’s walk, observers were
asked to imagine that they were walking the route outside and be-
have as they normally would. In order to maintain accurate eye
movement tracking, the videos were split into 3-min sections,One clip
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Fig. 2. Eye position distributions in one clip (left column) and across all clips (right colum
with bright areas representing positions where the eye dwelt for longer, within the head
centre of the scene camera image (when walking) or the video display (when watchingallowing a pause between each section and a recalibration if
required.
3. Analysis and results
The raw data from Session 1 consisted of a frame-by-frame re-
cord of eye position, within the head-centred video image that was
speciﬁc to each walking subject. The ASL mobile eye also provided
a digital video ﬁle with gaze cursor showing eye position overlaid
onto the scene. In Session 2, the EyeLink system recorded eye posi-
tion samples at 500 Hz, along with time-stamped messages indi-
cating the exact time that a video frame was displayed, and
allowing us to check for dropped frames (these turned out to be
very rare). These data allowed a video showing gaze at each frame
to be produced, using custom code written in MATLAB. Thus posi-
tion coordinates for each frame were available for both sessions, as
well as a video showing gaze location superimposed over the
scene.
In order to address the question of how similar or different gaze
behaviour was in each session, we performed data analyses on
both the pixel-based gaze coordinates (‘‘where’’ the subject was
looking), and on the objects at ﬁxation (‘‘what’’ was being looked
at). Because each participant’s walk, and therefore the scene in
front of them, was different, knowing what the person was looking
at required manual coding. This method will be discussed in more
detail below. Analysis was restricted to three 30-s clips taken from
each participant’s walk. These clips were chosen on the basis of
several criteria. First, they were representative of the environment
and events found during the whole walk. Second, at least one clip
was taken from the outbound trip, and at least one was taken from
the return trip. Finally, accurate gaze data was available for aAll clips
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Fig. 3. Frequency distributions of gaze within the head camera view. Plots show the relative frequency (across all clips) of frames where the eyes were positioned at different
points horizontally (left) and vertically (right). Position axes are scaled according to the visual angle in the real-world condition, with the centre indicated by the dashed line.
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walk in Session 2. We will begin by characterizing the spatial dis-
tribution of gaze within the scene.Walking
Watching
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Fig. 4. Tethering gaze distributions to the position of the horizon. The top panel
depicts the distribution of the horizon along the vertical axis within the real-world
ﬁeld of view, with bars representing the mean (with standard error bars) across
clips. The centre of the head frame is shown for reference (dashed line). Bottom
panels show world-centred eye position distributions, plotted in the same way as
Fig. 2 but relative to the position of the horizon at each point in time (white dashed
lines).3.1. Where do people look?
3.1.1. Spatial gaze distributions
How did people distribute their gaze within the head-centred
ﬁeld-of-view? In order to describe and compare the overall spatial
distribution of gaze, we computed gaze density maps by overlaying
a two-dimensional Gaussian at the gaze position for each frame,
and progressively summing the resulting map. This process pro-
duced a gaze ‘‘landscape’’ for each clip, and the height of each
map was normalized by the number of gaze samples available.
The Gaussian had a sigma of 12 pixels, which was equivalent to
approximately 1 in the real world. This value was chosen based
on estimates of the size of the fovea and on the error in the position
signal of both eye trackers.
Fig. 2 shows gaze distributions for one clip, and for the average
of all clips taken from Session 1 (walking) and Session 2 (watch-
ing). Several observations can be made from this representation
of the overall spatial distributions. First, the distributions from
both conditions were highly centralised along the horizontal. A
central bias has been previously seen and discussed in scene per-
ception in the lab, and orbital reserve, or the position of the eyes
within the head, is one possible cause of this bias (but not the only
one: Tatler, 2007; Tseng, Carmi, Cameron, Munoz, & Itti, 2009). In
our case, we found that in the real world the eyes tended to be
positioned centrally, along the horizontal, relative to head direc-
tion. This was also the case in the lab, where head position was
restricted.
Second, gaze in the watching condition was more distributed,
despite the information in central vision being the same. When
walking, participants spent most of the time ﬁxating in one loca-
tion above the centre of the head frame-of-reference; large eye
movements to peripheral locations were rare. Fig. 3 plots the fre-
quency distribution of gaze along the horizontal and vertical axes
in the two conditions. These distributions are plotted relative to
the ﬁeld-of-view in the real-world condition. Non-parametric,
two-sampled K–S tests indicated that walking and watching distri-
butions were different, in both the x- and y-axis (both ps < .001). In
the horizontal axis, gaze was approximately normally distributed
around the centre, particularly in the laboratory condition. In the
vertical axis, gaze was more frequently directed at regions in the
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Fig. 5. Frequency distribution of gaze in the vertical axis, plotted in the same way
as Fig. 3 but relative to vertical position of the horizon.
T. Foulsham et al. / Vision Research 51 (2011) 1920–1931 1925top half of the ﬁeld-of-view, peaking at about 10 above the centre
of the head direction while walking. In the watching condition, the
point of gaze was more evenly distributed, and somewhat more
centralised along the vertical. To test this difference, we compared
the standard deviation of the x- and y-coordinates of eye position
between walking and watching. A higher standard deviation in
one condition would indicate that eye movements in that condi-
tion were more spread out. Testing across clips, there was no
difference between conditions in the standard deviation in the hor-
izontal direction (average SD walking = 7.6, SD watching = 7.4,
t(13) < 1), but there was a signiﬁcant difference in the standard
deviation in the y-coordinate (t(13) = 2.5, p = .03). Eye position
was more spread out along the vertical axis in the watching condi-
tion (6.8) than when participants were walking in the real world
(5.3). It is clear from the gaze distributions that the modal eye po-
sition along the vertical axis is also different in the two experi-
ments. Speciﬁcally, ﬁxation in the walking condition was highly
likely to be directed toward a ‘‘heading point’’ above the centre
of the head frame-of-reference, while gaze in the lab was more
likely to be positioned around the horizontal midline.
3.1.2. ‘‘World salience’’: head direction, eye direction and the horizon
The previous section considered eye position regardless of the
environment presented to the participant at any point in time. In
order to tether the head-centred gaze record to the scene, we
analysed the position of the horizon at each point in the clips. In
scene perception in the lab, the horizon may be an important factor
in determining where people initially orient their attention
(Foulsham & Kingstone, 2010). In dynamic scenes, Cristino and
Baddeley (2009) found that the position of the horizon was a
strong predictor of ﬁxation density. This indicated that locations
were selected in a world- or scene-centred frame of reference
and buttressed their claim that ‘‘world salience’’—the meaning of
items in their real world context—was a more important factor in
guiding the eyes than image salience. Importantly, that study used
realistic, ﬁrst-person video clips, but these were viewed by partic-
ipants constrained in a laboratory eye tracker. In the present study
we were able to test the generalisability of the world-centred ref-
erence frame, in both a real walker and somebody watching a vi-
deo. Thus in this section we consider eye position relative to the
layout of the world.
To approximate the layout of the world in front of the partici-
pant, a research assistant coded the vertical location of the horizon
in each frame. This coding was performed using custom pro-
grammed software that allowed the observer to place a horizontal
line at the point where the horizon was located, and to move the
cursor outside the frame when the horizon was missing from the
frame (e.g. if the participant looked at their own feet). Horizon po-
sition coding was performed for all clips from the scene camera,
without reference to the eye position data.
The horizon analysis provided two insights. First, because the
image frame is head-centred, the position of the horizon within
this frame gives us a proxy measure of head direction in the verti-
cal axis. For example, if the head were always pointed at the hori-
zon, the horizon will always be positioned in the centre of the
video frame. Second, we can re-evaluate the eye position distribu-
tions from walking and watching in terms of their relationship to
the scene frame of reference. As we have seen, the eyes tended
to dwell in the centre of the ﬁeld of view, but were these ﬁxations
planned egocentrically, or might they be explained by the structure
of the scene? Fig. 4 shows a histogram of the vertical position of
the horizon (top panel) alongside plots of eye position relative to
the horizon (bottom panels). The latter plots were produced by
shifting the y-coordinate of the eye position for each frame accord-
ing to where the horizon was located in that frame. Moments when
the horizon was missing were excluded from this analysis.Rather than being always positioned exactly in the centre of the
frame, the horizon tended to be in the upper half of the visual ﬁeld.
When the horizon was visible, it was above the centre of the head
frame in 69% of all frames. To express this in a different way, par-
ticipants walking in our clips tended to point their heads below the
horizon. Furthermore, despite the fact that this sampling of the
scene by head direction was also imposed on participants watching
the clips in the lab, the plots of eye position relative to the horizon
(Fig. 4, bottom) reveal that differences in eye position between the
two conditions persisted. Fig. 5 shows the horizon-shifted fre-
quency distributions along the vertical axis across all clips (note
that the horizontal distribution remained the same as that in
Fig. 3). While walking, participants tended to ﬁxate slightly below
the horizon, with the peak of the gaze distribution being approxi-
mately 0.5 below the horizon. However, when watching video in
the lab, participants tended to look above the horizon more often
(gaze distribution peak at 1 above the horizon). Again the K–S test
conﬁrmed that the two distributions were reliably different
(p < .001). The difference in mean vertical eye position approached
signiﬁcance (t(13) = 2.1, p = .06). Across clips the mean vertical eye
position relative to the horizon was lower in walking (M = 1.9 be-
low the horizon) than in watching (M = 0.6 below the horizon).
It is notable that both the central tendency and the spread of the
horizon-shifted distributions are different from the average head-
centred ones in Fig. 3. Speciﬁcally, while gaze tended to be above
the centre of the head direction, it was systematically below the
horizon. The head- and horizon-centred vertical distributions were
different, both in walking and when video watching (K–S tests,
both ps < .001). The distributions were also more normal and
slightly less spread out when aligned with the horizon, although
this was not reliable across the limited number of clips (shifted
SD walking = 5.2, watching = 6.4; both ts < 1). While this merits
further investigation, the differences support the idea that the po-
sition of the horizon (and probably of the world in general) ac-
counted for much of the variance in where people were looking.
3.2. What do people look at?
3.2.1. Coding gaze to objects of interest
Our analyses thus far have been conﬁned to the head- and
scene-centred location of ﬁxations rather than the objects at which
these ﬁxations are targeted. In order to determine what people
were looking at we manually coded the object at the point of gaze
for each frame in each of the clips. Coding was accomplished using
purpose built MATLAB software written by the ﬁrst author (and
available at http://barlab.psych.ubc.ca/people/tom/programming).
This software displayed each video one frame at a time and
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Fig. 6. Gaze allocation in a participant walking (top panel) and somebody watching video of the same walk in the lab (middle panel), coded over time (horizontal axis) for one
30 s clip. Timing matrices classify gaze as being on one of six different categories (labelled on the left axes). Bottom panel shows the scene in front of the participant at four
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1926 T. Foulsham et al. / Vision Research 51 (2011) 1920–1931allowed the user to categorise the object being looked at by
pressing one of several keys on the keyboard. Clips were generated
in exactly the same way in both walking and watching conditions,
with point of gaze illustrated with a circular cursor of diameter
25 pixels, equivalent to about 2 of visual angle in the real world.
All clips were coded by at least two independent research assis-
tants, one of whom was naïve as to whether any individual clip
came from the real-world or lab condition. This enabled us to ex-
clude possible experimenter biases and check on the between-
coder reliability (which was high in all cases: all correlations
between codings >.90).
We deﬁned six objects of interest in the clips: people, the path
and other objects, all of which were deﬁned as either near or far
from the person walking. These categories were chosen based both
on prior research and on our impressions of what objects were of-
ten inspected. A signiﬁcant body of research has indicated that
observers are biased to attend to and ﬁxate other people when they
appear in search displays or natural scenes, and this is believed to
reﬂect a hard-wired human tendency for social attention (Emery,
2000; Kingstone, 2009). However, few if any studies have exam-
ined social attention using eye tracking in the real world. Gaze
was counted as being on another person if the gaze cursor inter-
sected any part of the body of one of the pedestrians in the clip
(meaning that eye position was within 1 of the person). A ﬁxation
on the path was logged when gaze intersected the ground ahead of
the walker, which consisted of grey pavement for the majority of
the route. Prior inspection of the clips suggested that people often
ﬁxated the path, and Cristino and Baddeley (2009) anecdotally ob-
served that their lab-based participants looked at the ground fre-
quently, despite it being of low contrast and brightness. Several
studies have looked at eye movements during walking in the lab
and found that looks to the ground are important, and here we
sought to investigate this in a naturalistic setting (Patla & Vickers,
2003). The ‘‘other objects’’ category was deﬁned as gaze on dis-
cernible objects (other than people or the path). For example in
our clips these objects included lampposts, cars and trees.
Each of these categories was subdivided into whether they were
‘‘near’’ or ‘‘far’’ in relation to the walker. Coders were instructed tomake their own judgements about what was near and far. No accu-
rate physical measurements were available in practice but coders
reported that distance could be inferred from the position of the
object in the frame, with in most cases a near object being in the
lower half of the video frame. A ﬁnal category designated when
gaze was on a different part of the scene (such as the sky) or when
eye position data was missing due to blinks or tracking loss.
Fig. 6 illustrates the resulting coding matrix for one clip, show-
ing the location of gaze at each point in time, both for the partici-
pant walking the route in real life, and for a different participant
watching the clip in the lab. Gaze regularly moved between objects
in the ﬁeld of view. In the example in Fig. 6, the participant walking
in the scene spends the ﬁrst few seconds looking at people in the
distance (e.g. at T1) and she also makes multiple short glances to-
ward the near path (e.g. at T2). When a pedestrian crosses her path
(e.g. T3), she makes some brief ﬁxations on this near person, before
moving back to people and the path. Towards the end of the clip
she often looks at the path and the steps in the distance (e.g. T4),
which she will have to climb in a few minutes time. The coding
of gaze over time provided a very detailed description of where
people were looking, and our subsequent analysis looks at the sim-
ilarity between this description for walkers and watchers.
3.2.2. Comparing gaze across conditions
In order to evaluate whether different objects were looked at in
the real world and in the lab we summed the time spent on each of
our six categories within each clip, and then expressed it as a pro-
portion of the total clip duration. It is important to note that here
we were interested only in comparing between conditions, and not
the difference in frequency of gazes to different regions of interest,
because the latter comparison would depend on the incidence of
each type of object in the videos (and therefore it’s availability
for being ﬁxated). We treated each clip as an independent data
point and compared gaze on each type of object between someone
walking the route and someone watching exactly the same clip,
using planned, related t-tests.
Fig. 7 shows the results of this analysis. In many cases the
frequency of gazes on each type of object was similar in both
0%
10%
20%
30%
40%
50%
60%
People Path Objects People Path Objects
Pr
op
or
tio
n 
of
 g
az
es
 o
n 
ite
m
Walking
Watching
Near Far
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bars) across clips.
T. Foulsham et al. / Vision Research 51 (2011) 1920–1931 1927conditions. However, people walking in the real world spent signif-
icantly more time looking at the near path than participants
watching videos in the lab (t(13) = 2.9, p = .01). Conversely, partic-
ipants in the lab spent more time looking at objects that were far
away than people in real life (t(13) = 2.7, p = .02). The frequency
of gazes on each type of object did not differ signiﬁcantly in any
of the other categories (all ts < 1). To summarise this analysis then,
while people walking spent more time gazing at the path close to
them, people watching the clips in the lab tended to spend this
time looking instead at objects further away.
3.3. When do people look
3.3.1. Comparing gaze over time
The example record of gaze over time in Fig. 6 gives a very de-
tailed picture of the target of gaze at different points in time. A fur-
ther question, therefore, concerns whether there was a close
temporal ﬁt between gazes in the real world and in the lab. Infor-
mal inspection of Fig. 6 suggests that in that clip there was some
correspondence between gaze in the two conditions: sometimes
both the person walking and the participant watching in the lab
looked at the same type of object at the same time. For example,
both participants start the clip looking at a pedestrian in the dis-
tance (see T1, Fig. 4). To quantify this we calculated the proportion
of frames where the two gaze records converged, and we can com-
pare this to a control comparison between two gaze records from
different clips. This control comparison will allow for the fact that,
given certain categories of object were gazed at more often than
others, we would expect some degree of overlap by chance.0 5 10 15
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Fig. 8. The time course of looks toward other pedestrians. Left panel shows the cumulat
since that pedestrian ﬁrst entered the ﬁeld of view. Right panel shows the proportion of d
in the ﬁrst or last 3 s in which they appeared in the scene. Bars show the mean plus staSurprisingly, gaze in the two conditions converged on only 22%
of frames (mean across clips, SEM = 3%). Although this is greater
than we would expect if gaze were randomly assigned to one of
the six categories (where chance overlap would be 1/6 or 16.7%),
it is only marginally higher than the control comparison between
gaze records for different clips (which showed a mean overlap of
20% of all frames). Indeed there was no statistically signiﬁcant dif-
ference between the observed overlap and the control comparisons
(t < 1). In other words, although both walkers and watchers looked
at some types of objects for a similar amount of time across all clips
(see previous section), these objects were not ﬁxated at the same
moment in time.3.3.2. When do people look at people?
Previous research suggested one case where the timing of gazes
might differ between the lab and the real world: when observers
are looking at other people. We were particularly interested in
how the other pedestrians in the clips were looked at, because of
the large number of laboratory studies documenting an attentional
bias towards people, their faces and their eyes (Birmingham et al.,
2008; Foulsham et al., 2010; Yarbus, 1967), and because observa-
tional studies of interpersonal behaviour have found that people
avoid looking at others in some social settings (e.g., Goffman,
1963). Jovancevic-Misic and Hayhoe (2009) found that participants
looked at real pedestrians when walking around a set route,
although in this experiment the pedestrians were also explicitly
important for the task (participants had to follow a leader and
avoid collisions). We have experimental evidence that people are
less likely to look at people who are physically present than at
those who are on a video screen (Laidlaw, Foulsham, Kuhn, & King-
stone, 2011). However, no other experiments, to our knowledge,
have used eye trackers to measure gaze towards people in real sit-
uations where the observers are free to move around.
In order to measure how likely pedestrians in our experiment
were to be ﬁxated, we supplemented our coding of the clips in
the following way. First, we counted howmany unique pedestrians
there were in the scene and when they entered and exited the ﬁeld
of view. Then, we recorded the time of each discrete gaze made to-
wards these pedestrians.
There were 133 different pedestrians across all the clips and the
walker in the scene ﬁxated 83% of these people at least once. In the
lab, 72% of the people were looked at. Fig. 8 (left panel) shows
the cumulative probability of a pedestrian being looked at, and to-
gether these data conﬁrm that the other people in the scene were
potent attractors of attention. We also observed a subtle difference
between the conditions arising in gazes toward pedestrians that20
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1928 T. Foulsham et al. / Vision Research 51 (2011) 1920–1931were close to the participant. In Fig. 7 one can see that, while peo-
ple far away from the observer were more likely to be ﬁxated when
that observer was in the real world than in the lab, the opposite
pattern was found in pedestrians close to the walker. We con-
ﬁrmed this by counting gazes directed at pedestrians who were
walking towards the walker and crossed their path. While in gen-
eral pedestrians were slightly more likely to be looked at in the
real-world condition, this was not the case when looking at the last
few seconds before a pedestrian passed the observer (Fig. 8, right
panel). Most gazes towards these pedestrians occurred when they
ﬁrst appeared in the ﬁeld of view, typically several metres away
from the observer. During the ﬁrst 3 s in which they were in the
scene there was no difference between the proportion of pedes-
trian gazes in walking and watching (t(13) < 1). However, during
the last 3 s before passing the approaching pedestrian, there were
signiﬁcantly more pedestrian gazes in participants watching a vi-
deo (t(13) = 2.6, p = .02). Looks at the pedestrian when he or she
was close to the observer were relatively rare, particularly when
the observer was actually in the real world. Therefore one of the
temporal differences between gaze in the real world and when
watching video was that participants in the real world were less
likely to look at pedestrians when they were close to them than
people watching video of exactly the same event.
3.4. The role of head-induced motion
Our results have described some differences between the real-
world walking condition and the case of watching the scene un-
fold in the laboratory. One of the differences between this study
and previous laboratory research is that the clips viewed in our vi-
deo condition came directly from the head-mounted scene camera
in the walking condition and thus featured motion from head
movements. This allowed a clearer comparison between condi-
tions because the visual stimulus was very similar and permitted
us to yoke each ‘‘watcher’’ to a ‘‘walker’’. t’ Hart et al. (2009) also
used head-centred videos for the laboratory component of their
study. In contrast, previous studies looking at eye movements in
video have used professionally shot footage or video taken from
a ﬁxed camera where head movements were minimized or ex-
cluded (Foulsham et al., 2010; Itti, 2005) Cristino and Baddeley
(2009) used a customized head-mounted camera, but deliberately
minimized head movements. Jerky camera movements can make
video viewing uncomfortable, although the participants included
in the present study reported feeling comfortable and immersed
in the scene. Our own phenomenological experience converged
with those reports. The fact that spatial gaze distributions and
the things looked at in each condition were broadly similar sug-
gests that camera motion elicited by head movements is unlikely
to have had a large impact on the results. Nevertheless, an
interesting question is whether the unpredictable motion from
head movements may have caused some of the differences we
observed. To address this question we performed two additional
analyses.
First, we compared general eye movement statistics from par-
ticipants in our watching condition to those from observers view-
ing ﬁxed-camera videos in the same eye-tracking set-up.
Participants watching the walking videos in the present study
made an average of 61.6 ﬁxations during the 30 s clips analysed
here (i.e. around 2 ﬁxations per second), with a mean ﬁxation
duration of 441 ms. This is within the range reported by other
studies. On the other hand, fewer (and longer) ﬁxations were made
compared to the 25 participants in Foulsham et al. (2010) who
watched ﬁxed camera videos of people talking and made 2.5 ﬁxa-
tions/s with a mean duration of 377 ms. Observers watching a pro-
fessionally shot Hollywood movie (with the same eye tracker) also
made more ﬁxations which were shorter than those recorded here(Birmingham et al., 2006; mean ﬁxation rate = 2.5/s; mean dura-
tion = 346 ms). Between-group t-tests conﬁrmed these differences
(all ps < .05). Thus the walking videos seemed to elicit fewer, longer
ﬁxations, and this may have partly been due to the head-move-
ments. However, it certainly does not show that gaze allocation
in the head-mounted videos is more random (as it might be if par-
ticipants were uncomfortable). Instead, and because we found that
participants walking in the real world also tended to stay ﬁxated
for longer periods, we suggest that the eye movement statistics re-
ﬂect the fact that items within the ﬁeld-of-view had already been
selected by head movements from the walking group and thus
watchers did not need to move their eyes as much as in other video
presentations.
Second, we recoded the video data according to the presence of
head movements. If movements from the head camera have a large
effect on eye position during watching, we would expect the differ-
ence between walking and watching to be largest around the time
of a large head movement (for example if video-watching partici-
pants were not expecting the head movement and took some time
to re-orient themselves). We coded the onset time of any large
head movements in each clip and calculated the Euclidian distance
between eye positions of walkers and watchers. Eye positions were
compared in each frame and the distance averaged across a 500 ms
bin either side of the head movement. To generate a baseline dis-
tance, eye positions were compared at random times during each
clip. Eye position distance at the time of a head movement was
not signiﬁcantly different from the baseline (in fact gazes were
slightly closer during a head movement: mean distance in real-
world degrees around time of head movement = 15.8; random
baseline = 17.8; t(13) = 1.3, p = .2). Thus, although further research
would be necessary to fully establish the effects of head transla-
tions and scene changes around the time of a head movement, this
preliminary analysis suggests that head movements did not have a
large impact on the difference between walking and watching.4. Discussion
In everyday life, humans shift their gaze as part of a much larger
behavioural repertoire. This repertoire often consists of moving
around within a continuous three-dimensional environment fea-
turing many different objects and inhabited by other people. In
the present study we asked whether the allocation of gaze in this
type of realistic situation is the same as that observed in laboratory
experiments. This investigation is important because it permits an
evaluation of the degree to which ﬁndings from past and present
research into visual attention in scenes and movies are reﬂective
of how humans behave in the real world. It might be that some
(or all) examples of visual attention occur in the same way in both
complex natural behaviour (e.g., when people are walking down a
street) and in the controlled version of this behaviour that
researchers often investigate in a lab (e.g. viewing a static image
of the same street). We believe that comparisons between these
levels must be made before such a conclusion can be reached
(Kingstone et al., 2008).
We measured where people looked, when they looked there,
and what people looked at for multiple participants walking across
campus. We then compared the results to matched participants
who watched the exact same walks while seated in the laboratory.
Our discussion focuses on what is preserved between these situa-
tions and what is different.4.1. Walking vs. watching: what is the same?
By presenting video of the same events to people in our lab con-
dition we kept the contents of central vision as similar as possible:
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folded in the same way. We found some similarities between gaze
in the real world and gaze in the lab.
First, both participants walking in the real world and those
watching video on a screen spent much of the time looking at
the centre of the visual ﬁeld. A pronounced central bias has been
reported previously in viewing of static scenes and videos on a
monitor (Foulsham & Underwood, 2008; Itti, 2005; Tatler,
Baddeley, & Gichrist, 2005). We replicated this result, and observed
a similar bias in the distribution of eye position, within the head
frame, shown by people free to move around the real world. That
there was a central bias in the real world is probably a reﬂection
of both orbital reserve—the tendency for the eyes to be positioned
centrally in the orbits (Tseng et al., 2009)—and the fact that people
oriented their head towards important features in the environ-
ment. These features (e.g. objects) would then have been more
likely to be in the centre of the visual ﬁeld, something that carried
over into the head-centred video we presented to watching sub-
jects in Session 2. One critical feature that we were able to track
was the horizon, and we found that it was normally positioned
slightly above the centre of the visual ﬁeld, suggesting that people
oriented their head to points below the horizon. By recording vid-
eos from multiple angles or framing these videos differently in
the lab it would be possible to tease apart the inﬂuence of orbital
reserve and the position of features in the frame. Cristino and
Baddeley (2009) have also demonstrated that a change in percep-
tion of the gravitational vertical, a laboratory manipulation they in-
duced with a contoured ‘‘tent’’, can cause vertical eye position to
deviate. It would be interesting, therefore, to explore this in people
walking outdoors on different terrain and at different inclines, as
well as indoors where the horizon is not visible.
In a preliminary investigation of eye movements in real-world
‘‘free-exploration’’ and laboratory-based ‘‘free-viewing’’, t’ Hart
et al. (2009) also found a central bias in both conditions, particu-
larly along the horizontal axis. In the vertical axis, gaze tended to
be around 3 above the centre of the head frame-of-reference, par-
ticularly in the real-world condition. This is consistent with the
present data, which also showed a real-world gaze bias to the
upper half of the visual ﬁeld. Some of the other ﬁndings from that
study were that a saliency model was a weak predictor of gaze in
both settings (which is consistent with the similarity between
the objects that were looked at in the present experiment) and that
matching the temporal aspects of real world stimuli (as we did by
using a video rather than static images) is important when moving
into the lab.
The types of objects that were inspected were also quite similar
in both real walking and in video watching. Because both sets of
participants saw exactly the same stimuli, it may be that some of
these objects were selected due to their bottom-up salience, e.g.,
some objects were looked at in both cases because they were the
biggest or brightest things in the visual ﬁeld, or because they were
the only things moving in the environment. However, these cases
were relatively rare and many of the things that were ﬁxated often
did not contrast heavily with the rest of the scene. For example,
people often looked at the path, even though it was a usually a con-
stant grey colour with no high contrast edges or markings.
Other pedestrians in the scene were also ﬁxated often, and this
was something that did not differ between participants walking in
the environment and those watching a video. In both conditions,
most (>70%) pedestrians were ﬁxated just 4 s after appearing in
the scene. Given that pedestrians were small, and there were many
other items to look at, some of which were also moving (e.g., cars
and trucks), this conﬁrms a wealth of research that other agents
are prioritized for selection by covert attention and eye move-
ments (Birmingham et al., 2008; Emery, 2000; Foulsham et al.,
2010). Critically, it also demonstrates that attentional priority isgiven to other people both during active behaviour in a real envi-
ronment as well as during the watching of complex video clips in
the lab. That is, the social attention mechanisms observed in the
lab are also at work in natural behaviour.
4.2. Walking vs. watching: what is different?
Despite the noted similarities in the general distribution of
gaze, and in some of the things that were looked at, we also dem-
onstrated some differences between walking and watching.
Describing these differences is an important enterprise as it will al-
low ourselves and other researchers to begin to investigate why
these situations differ and how we can study them in a controlled
manner.
First, the measurement of gaze distributions showed some
interesting differences between people in the real world and those
watching video, and because the stimulus in central vision was the
same in both cases these differences are likely due to different
scanning strategies in the different environments. When people
were walking, we observed a surprisingly constrained gaze distri-
bution: walkers did not spend long ﬁxating away from where their
head was pointing. To express this in another way, participants
walking in the real world selected objects with head movements,
and their eyes tended to stay ﬁxated on a ‘‘heading point’’ slightly
above the centre of the head frame-of-reference. When partici-
pants watched the same events on a monitor, with their head con-
strained in a laboratory eye tracker, they shifted their gaze more
often to the edge of the visual ﬁeld. This is even more striking
when one considers that the items in the video frame had been
pre-selected by virtue of the head-mounted scene camera. Most re-
search recording shifts of gaze in scenes and other naturalistic
stimuli does so by measuring eye position while ﬁxing head posi-
tion. Our results imply that this may not reﬂect the dynamics of
gaze selection in the real world, which involves head movements
rather than large scanning eye movements. It also implies that
researchers can use head direction as a good ﬁrst approximation
of gaze direction, because in many cases, at least when moving
through their environment, people are ﬁxating in the centre of
the head-centred ﬁeld of view. One possible factor in the vertical
distribution of gaze during walking, and the difference from the
watching condition, is the location of the head-mounted camera,
which was positioned slightly above the eyes. Although this merits
investigation with different technology, it is unlikely to have
caused the observed above-centre bias in the real world. If the eyes
were in fact positioned centrally in the head (i.e. according to orbi-
tal reserve) then the position of the camera above the eyes would
have lead to a bias to look below the centre of the camera’s ﬁeld-
of-view, which is the opposite to that found here. This means that
the above-centre bias observed in the walking condition, if any-
thing, underestimates that present in the true head-frame (rather
than the approximation given by the head-mounted camera). In
addition, 0t Hart et al. (2010) also reported an above-centre bias,
using a different set-up and methodology, which supports this
interpretation.
Second, when aligned with a prominent feature in the world—
the horizon—the gaze distributions from walking and watching
continued to be different. Walking participants spent most of the
time ﬁxating slightly below the horizon, whereas participants in
the lab were more likely to look above the horizon. This may have
been because, when walking, participants were more concerned
with items in the lower visual ﬁeld, which could have interrupted
walking. This is consistent with the categorical coding of the
objects at ﬁxation. However, the difference between conditions
relative to the horizon was relatively small and based on a limited
number of frames. Further investigations are needed to conﬁrm
this, and to rule out any inﬂuence of the particular testing
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mounted camera).
Of course, a major difference between walking and watching
conditions was that the participants watching video were not in
control of the head and thus the ﬁeld-of-view afforded by the scene
camera. In the real world, gaze is probably inﬂuenced by a predic-
tion of how the scene will change given a certain head movement.
The absence of this information in most laboratory studies, and in
the watching condition here, provides an important caveat for re-
search aiming to make sense of behaviour in the real world. It is
possible that our use of a head-mounted camera, and thus the
presence of unpredictable camera movements, inﬂuenced the re-
sults here. For example, participants watching the video may have
been planning their eye movements with reference to the horizon
in just the same way as when walking, but, being unable to predict
the change of head direction, were more erratic in doing so. This
could explain the slight difference in horizon-centred eye position.
However, analysis of convergence in eye position at the time of a
head movement did not reveal a sudden change in the relationship
between gaze in walking and watching. Further research is needed
to tease apart the effects of real-world immersion and head move-
ments, perhaps by combining scene cameras or tracking head
movements more precisely in a virtual environment.
Third, within the categories of objects on which we measured
ﬁxation, we found some differences in what was looked at in the
lab, as compared to the real world. The main difference was that
participants who were immersed in an active task in the real world
spent more time looking at the path than those watching the video.
Moreover, this difference was found only in gazes on the path near
to the observer. We can attribute the decrease in gazes on the path
when participants watched a video of the walk to one of the main
differences between the conditions, namely the requirement to en-
gage in the active walking task. In Session 1 this task required pay-
ing attention to the route, planning where to step next and
avoiding obstacles or uneven terrain. In Session 2, although partic-
ipants watching the video were also asked to pay attention to the
route, they were not actually walking, and had no need to monitor
their footsteps and no capability of planning or inﬂuencing the
route. Our categorical coding of gaze suggested that observers
watching the video spent time looking at far objects, rather than
the near path. These objects tended to include lampposts, trees
and distant buildings, which may have been distinctive or salient
but were normally not necessary for the task of walking across
campus. More generally, our results demonstrate a strong top-
down inﬂuence of task and action on gaze in natural scenes, some-
thing which has been identiﬁed and modelled by other researchers
(see Ballard and Hayhoe (2009) and Land (2009) for recent re-
views). Despite being exposed to the same visual scene, partici-
pants selected different objects according to their relevance for
current actions. Many laboratory studies of eye movements in
scenes ask people to look at a static image with little or no task
(i.e. ‘‘free viewing’’). People may sometimes perform a similar task
in the real world (e.g. when looking out of a window or admiring a
view) but one suspects that these occasions are rather rare. Our re-
sults demonstrate that the task matters, and thus the objects
looked at frequently in free viewing may not be looked at as much,
or in the same way, when engaged in a real task.
Finally, we highlighted one further case where immersion in a
real scene may make a difference—in the allocation of gaze to-
wards other people. Although pedestrians were frequently ﬁxated
both by people walking and by people watching video, there was a
subtle difference in when these pedestrians were looked at. Pedes-
trians who were far away from the observer were equally likely to
be looked at by walkers in the scene and those watching video.
However, when these pedestrians were close to the observer, and
were passing by, they were more likely to be gazed at by observerswatching the event on video. Jovancevic et al. (2006) provide one
possible explanation for this. In their study, pedestrians were ﬁx-
ated early, especially when they were likely to collide with the
walker. This suggests that the early ﬁxation of people is important
for planning the path being walked, something which obviously
was not necessary when just watching the video. When the pedes-
trians are close to the walker, in the real world, the planning pro-
cess may have moved onto a later part of the route so they no
longer need to be ﬁxated. We propose an additional explanation:
that the timing difference is due to the authentic social context
afforded by a real person, who can look back at the observer, as op-
posed to a video of a person. This proposal is supported by work
documenting gaze avoidance in social situations (Goffman, 1963).
It also dovetails with a recent study where we found that partici-
pants were less likely to look at a confederate who was seated
nearby than at a monitor showing an image of the same confeder-
ate (Laidlaw et al., 2011). The present ﬁnding conﬁrms that, when
it comes to looking at people, there may be important differences
between real life and video.4.3. Conclusions
Laboratory investigations of attention in natural scenes, by de-
sign, represent a restricted simulation of the real world. The pres-
ent study sought to compare gaze behaviour in an immersive, real
world task—including where, what and when people look at items
in the environment—to the same behaviours in people watching
videos of the real world in a lab. The results suggested both simi-
larities and differences, with the differences being attributable to
the freedom of immersed participants to move their head and their
body, to their engagement in an active task, and to the social con-
straints of having other real people nearby. Describing these differ-
ences, and their causes, should be of the upmost importance to
those looking to investigate attention in natural stimuli and situa-
tions. Doing so provides new avenues for research, as well as vali-
dating past and present work investigating eye movements and
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