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Abstract
The problem of dependency between two random variables has been studied throughly in
the literature. Many dependency measures have been proposed according to concepts such as
concordance, quadrant dependency, etc. More recently, the development of the Theory of
Copulas has had a great impact in the study of dependence of random variables specially in the
case of continuous random variables. In the case of the multivariate setting, the study of the
strong mixing conditions has lead to interesting results that extend some results like the central
limit theorem to the case of dependent random variables.
In this paper, we study the behavior of a multidimensional extension of two well-known
dependency measures, ﬁnding their basic properties as well as several examples. The main
difference between these measures and others previously proposed is that these ones are based
on the deﬁnition of independence among n random elements or variables, therefore they
provide a nice way to measure dependency.
The main purpose of this paper is to present a sample version of one of these measures, ﬁnd
its properties, and based on this sample version to propose a test of independence of
multivariate observations. We include several references of applications in Statistics.
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0. Introduction
Since many random phenomena consist of clearly dependent random variables,
the concept of dependency has been largely studied in Probability and Statistics. Even
in the case of two random variables dependency can have a large variety of forms, and
many dependency measures have been provided according to some speciﬁcations, for
example measures between two random variables that indicate when one of them is a
strict monotone transformation of the other, other examples are based on the widely
used concepts of concordance and discordance which are scale-invariant measures of
association such as the Kendall’s tau and the Spearman’s rho. Another measures have
been proposed in terms of ranks, quadrant dependency, etc. see for example [11].
In the ﬁrst section of this paper we provide a brief introduction to copulas, that
basically can be thought as joint distributions of two continuous random variables X
and Y with margins Uð0; 1Þ; we provide Sklar’s Theorem which allows us to connect
joint distributions with copulas. We then mention some of the most known
dependency and association measures in the case of two random variables, such as
the Kendall’s tau and the Spearman’s rho. For the multivariate setting, we recall the
strong mixing conditions, that basically extend the concept of m-dependency to
sequences of random variables when m increases, and allow nice extensions of
known results such as central limit theorems, invariance principles, etc.
In the second section we extend to a multidimensional setting a bidimensional
dependency measure based on copulas, and we also extend the dependency measure
used in the deﬁnition of ‘‘strong mixing’’ for two s-algebras, for the case of n s-
algebras. We ﬁrst ﬁnd the basic properties of these multidimensional measures,
ﬁnding bounds that only depend on the number of random variables considered; we
then ﬁnd examples that show that these bounds cannot be improved. In the case of
indicator functions, we ﬁnd an easier expression for one of these measures and
applied this results in a couple of interesting examples. Finally, we ﬁnd its value in
the case of the two state Markov chain, the results show a wide range of dependency
relying on the values of the transition probabilities.
In the last section, we propose a sample multidimensional dependency measure
based on the empirical distributions, this measure and its properties are the main
point of this work. We provide a Glivenko Cantelli theorem for this statistic, and
results that show that it can be used for testing independence, since under continuity
the statistic has a distribution depending only on the size of the sample and the
dimension, but not on the joint distribution of the observations. We end this section
by mentioning several applications of the sample version in time series analysis [2],
principal component analysis [8] and regression analysis [9].
1. Preliminaries
Recall that a bivariate copula is a function C : I2-I ; where I ¼ ½0; 1 such that
(a) For every u; vAI Cðu; 0Þ ¼ 0 ¼ Cð0; vÞ
and Cðu; 1Þ ¼ u and Cð1; vÞ ¼ v:
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(b) For every u1; u2; v1; v2AI such that u1pu2 and v1pv2;
Cðu2; v2Þ  Cðu2; v1Þ  Cðu1; v2Þ þ Cðu1; v1ÞX0:
There is of course a multidimensional version of copulas. One of the most important
theorems in the theory of copulas is the following theorem.
Theorem A (Sklar’s Theorem in n dimensions). Let H be an n-dimensional
distribution function with margins F1; F2;y; Fn: Then there exists an n-copula C such
that for all ðx1; x2;y; xnÞARn;
Hðx1; x2;y; xnÞ ¼ CðF1ðx1Þ; F2ðx2Þ;y; FnðxnÞÞ: ð1Þ
If F1; F2;y; Fn are all continuous, then C is unique; otherwise, C is uniquely
determined on RanF1 	 RanF2 	?	 RanFn: Conversely, If C is an n-copula and
F1; F2;y; Fn are distribution functions, then H define by (1) is an n-dimensional
distribution function with margins F1; F2;y; Fn:
Remark. For a proof of this result see [16]. Due to Sklar’s Theorem a copula C can
be thought as the joint distribution of a continuous random vector X ¼
ðX1; X2;y; XnÞ with Uð0; 1Þ marginals.
In fact there is a whole methodology for constructing copulas, see for example
Chapter 3 of [11]. Many of the known dependency measures, such as Kendall’s t;
Spearman’s r; and many others, can be evaluated in terms of copulas [11].
Dependency has been measured in many different ways, for example via the
concept of concordance as Kendall’s tau and Gini’s indice di cograduazione
semplice, via the concept of association as Spearman’s rho, via the concept of
quadrant dependency [10], and many others. Most of these are bidimensional
measures.
Recall that a sequence fXn j nAZg of random variables is m-dependent if and only
if for each JAZ the sets fXn j npJg and fXn j nXJ þ mg are independent, this
concept has been extended using what is known in literature as strong mixing
conditions, as noticed in [1] ‘‘Of course all of these mixing conditions are satisﬁed by
sequences of independent random variables and also by m-dependent sequences’’.
There exist in the literature very nice results associated to strong mixing conditions
in the ergodic-theoretic sense, for gaussian sequences, for stationary Markov chains,
etc. We also have interesting results for central limit theorems and invariance
principles see for example [4,12,13], we also have many applications of these results
in Time Series Analysis, Extreme Values, Markov Chain Theory, and so forth.
However from the deﬁnitions it is clear that these measures only compare two
vectors of the sequence separated by n units, but they do not measure the
dependency among the coordinates of any of these vectors.
In the next section we will analyze a multivariate version of
sup
u;vAI
jCðu; vÞ  uvj: ð2Þ
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2. Multidimensional dependency measures
Let ðO;F; PÞ be an arbitrary probability space and let
Xi : ðO;FÞ-ðOi;FiÞ for iAIn ¼ f1; 2;y; ng
be n random elements. We deﬁne a dependency measure among the X 0i s as follows.
Let
ZX1;X2;y;Xn :¼ sup
AiAFi ;iAIn
P
\n
i¼1
fXiAAig
 !

Yn
i¼1
PðfXiAAigÞ

: ð3Þ
This deﬁnition is solely based on the deﬁnition of independence of random variables
and generalizes the a-mixing deﬁnition (see [1]) since ZX1;X2;y;Xn can be thought as
aðF1;F2;y;FnÞ with obvious changes, its general properties are:
Theorem 2.1. Let ðO;F; PÞ; Xi and ZX1;X2;y;Xn as above. Then ZX1;X2;y;Xn satisfies
(a) ZX1;X2;y;Xn ¼ ZXsð1Þ;Xsð2Þ;y;XsðnÞ for every s permutation of In :¼ f1; 2;y; ng:
(b) ZX1;X2;y;Xn ¼ 0 if and only if X1; X2;y; Xn are independent.
(c) For every AiAFi; iAIn
 n  1
n
 n
pP
\n
i¼1
fXiAAig
 !

Yn
i¼1
PðXiAAiÞp 1
n
  1
n1
1 1
n
 
o1:
Hence 0pZX1;X2;y;Xnp1: Besides the bounds above can be attained.
(d) 0pZX1;X2pZX1;X2;X3p?pZX1;X2;y;Xn1pZX1;X2;y;Xn
Proof.
(a) Let s be a permutation of In; since Pð
Tn
i¼1 XiAAiÞ ¼ Pð
Tn
i¼1 XsðiÞAAsðiÞÞ for all
AiAFi and iAIn; the result follows.
(b) By deﬁnition X1; X2;y; Xn are independent if and only if for all AiAFi; iAIn;
PðTni¼1fXiAAigÞ ¼Qni¼1 PðXiAAiÞ and (b) follows.
(c) Let AiAFi for iAIn and let ai ¼ PðXiAAiÞ and Bi ¼ fXiAAig for iAIn: We will
show that for nX2
 n  1
n
 n
pP
\n
i¼1
Bi
 !

Yn
i¼1
aip
1
n
  1
n1
1 1
n
 
:
To see this, we ﬁrst notice that PðTni¼1 BiÞpPðBiÞ for every iAIn: Then,
P
\n
i¼1
Bi
 !

Yn
i¼1
aipminfa1; a2;y; ang 
Yn
i¼1
aipa an;
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where a ¼ minfa1; a2;y; ang: Then,
P
\n
i¼1
Bi
 !

Yn
i¼1
aip sup
aA½0;1
ða anÞ ¼ 1
n
  1
n1
1 1
n
 
:
Now for the lower bound we ﬁrst notice that
P
\n
i¼1
Bi
 !

Yn
i¼1
aiX
Qn
i¼1
ai if 0pbpn  1;
b ðn  1Þ  Qn
i¼1
ai if n  1obpn;
8>><
>:
where b ¼Pni¼1 ai: But ðQni¼1 aiÞ1=npb=n by the arithmetic–geometric mean
inequality, thenYn
i¼1
aip
b
n
 n
p n  1
n
 n
if 0pbpn  1:
Then for 0pbpn  1
P
\n
i¼1
Bi
 !

Yn
i¼1
aiX n  1
n
 n
:
In the case that n  1obpn we have
b ðn  1Þ 
Yn
i¼1
aiXb ðn  1Þ  b
n
 n
¼ gðbÞ;
gðbÞ is increasing for n  1pbpn; with gðn  1Þ ¼ ððn  1Þ=nÞn: Therefore
 n  1
n
 n
pP
\n
i¼1
Bi
 !

Yn
i¼1
aip
1
n
  1
n1
1 1
n
 
:
Now we notice that the absolute value of the lower bound is always less or equal
than the upper bound which is always less than one, so the supremum in the
deﬁnition of ZX1;X2;y;Xn is bounded between zero and one.
Besides, the upper and lower bounds cannot be improved. Consider X a real
continuous random variable (for example, X a uniform ð0; 1Þ), nX2 and deﬁne
X1 ¼ X2 ¼? ¼ Xn ¼ X ; let Ai be borel subsets of R such that PðXAAiÞ ¼
ðn  1Þ=n and PðTni¼1fXAAigÞ ¼ 0; this subsets exist since Pni¼1ðn  1Þ=n ¼
ðn  1Þ (for example in the uniform case take Ai ¼ ð0; ði  1Þ=nÞ,ði=n; 1Þ for
iAIn), then the lower bound is attained. For the upper bound with the same
random variable take a borel set A such that PðAÞ ¼ ð1=nÞ1=ðn1Þ and deﬁne
Ai ¼ A for every iAIn: Then the upper bound is attained.
To show (d), just observe that taking any AjAFj; for j ¼ 1;y; i and any
i ¼ 2; 3;y; n  1 and deﬁning
DA1;A2;y;Ai :¼ P
\i
j¼1
fXjAAjg
 !

Yi
j¼1
PðfXjAAjgÞ;
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we have that
DA1;A2;y;Ai ¼ DA1;A2;y;Ai ;Oiþ1 : &
Remark. An important fact about the deﬁnition of ZX1;X2 is that, if there exist AiAFi
for iAf1; 2g such that PðT2i¼1fXiAAigÞ Q2i¼1 PðXiAAiÞo0 we can ﬁnd sets BiAFi
for iAf1; 2g such that
P
\2
i¼1
fXiABig
 !

Y2
i¼1
PðXiABiÞX P
\2
i¼1
fXiAAig
 !

Y2
i¼1
PðXiAAiÞ

:
This ensures that the positive part is enough to deﬁne the relation of dependency
between two random variables. To see that this holds, observe that if
DA;B :¼ PðX1AA; X2ABÞ  PðX1AAÞPðX2ABÞ;
for AAF1 and BAF2: Then
DA;B ¼ DAc;Bc
and
DA;B þ DAc;B ¼ DA;B þ DA;Bc ¼ 0;
where Ac and Bc are the complements of A and B; respectively. Therefore, if DA;Bo0
then DAc;B40 and in fact jDA;Bj ¼ DAc;B: This observation allows to omit the absolute
value in several deﬁnitions of strong mixing conditions, see [1].
Now we can bound our measure for sequences of m-dependent random variables.
Proposition 2.2. Let fXn j nAZg be a sequence of m dependent random variables. Then
ZXJ ;XJþ1;y;XJþnp
1
m
  1
m1
1 1
m
 
;
for all JAZ and nXm:
Proof. If nXm; we can assume without loosing generality that n ¼ km for some k
positive integer, if we deﬁne X 1 ¼ ðXJ ; XJþm; XJþ2m;y; XJþkmÞ and
X i ¼ ðXJþði1Þ; XJþmþði1Þ; XJþ2mþði1Þ;y; XJþðk1Þmþði1ÞÞ for i ¼ 2; 3;y; m:
Then all coordinates in X i are independent by the deﬁnition of m-dependency. Hence
the dependency among the random variables XJ ; XJþ1;y; XJþn is the same as the
dependency among X 1;y; X m: Therefore
ZXJ ;XJþ1;y;XJþn ¼ ZX 1;X 2;y;X mp
1
m
  1
m1
1 1
m
 
;
by Theorem 2.1. &
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We also observe that for computations an easier deﬁnition of a measure of
independence among real random variables (see ﬁnal remarks) can be given by
dX1;X2;y;Xn ¼ sup
ðx1;x2;y;xnÞARn
FX1;X2;y;Xnðx1; x2;y; xnÞ 
Yn
i¼1
FXiðxiÞ

; ð4Þ
where FX1;y;Xn is the joint distribution function of the X
0
i s and FXi is the distribution
function of Xi: This deﬁnition generalizes the equation given in (2). Comparing both
deﬁnitions, we can see that dX1;X2;y;Xn satisﬁes
Theorem 2.3. Let ðO;F; PÞ; Xi real random variables and dX1;X2;y;Xn as above. Then
dX1;X2;y;Xn satisfies
(a) dX1;X2;y;Xn ¼ dXsð1Þ;Xsð2Þ;y;XsðnÞ for every s permutation of In:
(b) dX1;X2;y;Xn ¼ 0 if and only if X1; X2;y; Xn are independent.
(c) For every xiAR; iAIn
 n  1
n
 n
pFX1;X2;y;Xnðx1; x2;y; xnÞ 
Yn
i¼1
FXiðxiÞp
1
n
  1
n1
1 1
n
 
o1:
Hence 0pdX1;X2;y;Xnp1: Besides the bounds above can be attained.
(d) 0pdX1;X2pdX1;X2;X3p?pdX1;X2;y;Xn1pdX1;X2;y;Xn
(e) dX1;X2;y;XnpZX1;X2;y;Xn for all X1; X2;y; Xn real random variables.
Proof. Take Ai ¼ ðN; xi for xiAR and iAIn in the proof of Theorem 2.1 to see
that (a)–(c) hold.
Notice that the upper and lower bounds can be attained for dX1;X2;y;Xn ; just deﬁne
X a uniform ð0; 1Þ random variable and deﬁne Xi ¼ 1XAðði1Þ=n;i=nÞ for iAIn; then as
before FX1;X2;y;Xnð0; 0;y; 0Þ 
Qn
i¼1 FXið0Þ ¼ ððn  1Þ=nÞn; then taking X1 ¼ X2 ¼
? ¼ Xn ¼ X and xAð0; 1Þ such that FX ðxÞ ¼ ð1=nÞ1=ðn1Þ we get the upper bound.
To prove part (d) just let xiþ1-N: Finally, to see that (e) holds just notice that
fðN; xjxARgCBðRÞ the family of all real Borel sets. &
Now we provide an example in which dX1;X2;y;XnoZX1;X2;y;Xn :
Example 1. Let X be a continuous symmetric random variable with distribution
function f and let Y ¼ X 2: Let a40 such that PðjX jXaÞ ¼ 1=2 and deﬁne A ¼
fjX joag and B ¼ fjX jXag: Then PðXAA; YABÞ ¼ 0 and PðXAAÞ ¼ PðXABÞ ¼
1=2; using the upper bound for ZX ;Y we have that ZX ;Y ¼ 1=4: Now to obtain dX ;Y
notice that
dX ;Y ¼ sup
xAR;yX0
j PðXpx; YpyÞ  fðxÞ PðYpyÞj;
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and that for yX0
PðXpx; YpyÞ ¼
Pð ﬃﬃﬃyp pXp ﬃﬃﬃyp Þ if xX ﬃﬃﬃyp ;
Pð ﬃﬃﬃyp pXpxÞ if  ﬃﬃﬃyp pxp ﬃﬃﬃyp ;
0 if xp ﬃﬃﬃyp :
8><
>:
But Pð ﬃﬃﬃyp pXp ﬃﬃﬃyp Þ ¼ 2fð ﬃﬃﬃyp Þ  1 by symmetry of X ; on the other hand
Pð ﬃﬃﬃyp pXpxÞ ¼ fðxÞ  fð ﬃﬃﬃyp Þ and PðYpyÞ ¼ 2fð ﬃﬃﬃyp Þ  1:
If we let a1 ¼ jð2fð ﬃﬃﬃyp Þ  1Þ  fðxÞð2fð ﬃﬃﬃyp Þ  1Þj ¼ ð2fð ﬃﬃﬃyp Þ  1Þð1
fðxÞÞpð2fð ﬃﬃﬃyp Þ  1Þð1 fð ﬃﬃﬃyp ÞÞ for xX ﬃﬃﬃyp :
If a2 ¼ jðfðxÞ  ð1 fð ﬃﬃﬃyp ÞÞÞ  fðxÞð2fð ﬃﬃﬃyp Þ  1Þj ¼ jð2fðxÞ  1Þð1 fð ﬃﬃﬃyp ÞÞjp
ð2fð ﬃﬃﬃyp Þ  1Þð1 fð ﬃﬃﬃyp ÞÞ for  ﬃﬃﬃyp pxp ﬃﬃﬃyp :
If a3 ¼ j fðxÞð2fð ﬃﬃﬃyp Þ 1Þjpfð ﬃﬃﬃyp Þð2fð ﬃﬃﬃyp Þ 1Þ ¼ ð2fð ﬃﬃﬃyp Þ 1Þð1 fð ﬃﬃﬃyp ÞÞ
for xp ﬃﬃﬃyp : Hence
dX ;Y ¼ sup
yX0
ð2fð ﬃﬃﬃyp Þ  1Þð1 fð ﬃﬃﬃyp ÞÞ ¼ sup
1=2pup1
ð2u  1Þð1 uÞ;
which is attained at u ¼ 3=4: Therefore dX ;Y ¼ 1=8o1=4 ¼ ZX ;Y :
Lemma 2.4. Let X1; X2;y; Xn; Xnþ1 be n þ 1 random elements defined on ðO;F; PÞ:
If Xnþ1 is independent of ðX1;y; XnÞ; then
ZX1;X2;y;Xn ¼ ZX1;X2;y;Xn;Xnþ1 :
If all the X 0i s are real random variables then
dX1;X2;y;Xn ¼ dX1;X2;y;Xn;Xnþ1 :
Proof. We will use the same notation as above. If Xnþ1 is independent of ðX1;y; XnÞ
then for every AiAFi for iAInþ1
DA1;A2;y;Anþ1 ¼PðX1AA1;y; XnAAnÞPðXnþ1AAnþ1Þ 
Ynþ1
i¼1
PðXiAAiÞ
¼ pDA1;A2;y;An ;
where p ¼ PðXnþ1AAnþ1Þp1: Therefore
ZX1;X2;y;XnpZX1;X2;yXnþ1
and using part (d) of Theorem 2.1 we get the result. The proof is the same for
dX1;X2;y;Xn : &
Proposition 2.5. Let X ¼ ðX1; X2;y; XnÞ be an n-dimensional random vector
with distribution function FX1;X2;y;Xn and respective continuous margins FXi for
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i ¼ 1; 2;y; n and copula C: Then,
dX1;X2;y;Xn ¼ sup
ðu1;u2;y;unÞA½0;1n
Cðu1; u2;y; unÞ 
Yn
i¼1
ui

:
Proof. Just apply Sklar’s Theorem in n dimensions to the joint distribution function
FX1;X2;y;Xn to obtain the existence of a unique n-copula C such that
dX1;X2;y;Xn ¼ sup
ðx1;x2;y;xnÞARn
FX1;X2;y;Xnðx1; x2;y; xnÞ 
Yn
i¼1
FXiðxiÞ


¼ sup
ðu1;u2;y;unÞARn
Cðu1; u2;y; unÞ 
Yn
i¼1
ui

;
by taking ui ¼ FXiðxiÞ for i ¼ 1; 2;y; n: &
In the case of indicator random variables we have an easy way to evaluate
dX1;X2;y;Xn ; to do so let us denote by Fi1;i2;y;ikðxi1 ; xi2 ;y; xikÞ the joint distribution
function of Xi1 ; Xi2 ;y; Xik ; then we have
Lemma 2.6. Let ðO;F; PÞ be a probability space and let A1; A2;y; An be n
measurable subsets, If we let Xi ¼ 1Ai for i ¼ 1; 2;y; n then
dX1;X2;y;Xn ¼ max Fi1;i2;y;ikð0; 0;y; 0Þ 
Yk
j¼1
Fij ð0Þ

;
where the maximum is taken over all possible selections of 1pi1oi2o?oikpn and
2pkpn:
Proof. Since each Xi only take values zero or one we just notice that
F1;2;y;nðx1; x2;y; xnÞ 
Yn
i¼1
FiðxiÞ ¼ Fi1;i2;y;ikð0; 0;y; 0Þ 
Yk
j¼1
Fij ð0Þ;
where the indices ij correspond to those xi ¼ 0; since Fið1Þ ¼ 1; and in the joint
distribution we just marginalize for each xi ¼ 1: &
Using the result in the last Lemma we provide some examples in which we evaluate
dX1;X2;y;Xn in different situations.
Example 2. Take O ¼ f0; 1; 2;y; ng where nX2 with s-Algebra F ¼ 2O and deﬁne
Pðf0gÞ ¼ 1ðn  1Þ2 and PðfigÞ ¼
1
n  1
1
ðn  1Þ2 for i ¼ 1; 2;y; n:
Now deﬁne Ai ¼ f0; ig for i ¼ 1; 2;y; n; then as shown in [6] we have that
PðAi-AjÞ ¼ PðAiÞPðAjÞ for all 1piojpn; but for all 1pi1oi2o?ikpn with kX3;
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PðTkj¼1 Aij ÞaQkj¼1 PðAij Þ: Then, if we deﬁne Xi ¼ 1Ai for i ¼ 1; 2;y; n we have
random variables which are 2-independent but not k-independent for kX3: Now
using Lemma 2.6 we have that
Fi1;i2;y;ikð0; 0;y; 0Þ ¼ P
\k
j¼1
Acij
 !
¼ ðn  kÞ 1
n  1
1
ðn  1Þ2
 !
for any selection of k indices 1pi1oi2o?oikpn: Therefore
dX1;X2;y;Xn ¼ max
2pkpn
ðn  kÞ 1
n  1
1
ðn  1Þ2
 !
 n  2
n  1
 k
 ¼ n  2n  1
 n
:
Now comparing with the bounds found in Theorem 2.3 we have that dX1;X2;y;Xn is of
the same order as ððn  1Þ=nÞn; which indicates a very strong dependency among the
random variables, as expected. The question here is, can we obtain a central limit
theorem for these random variables? To answer this question let Sn ¼
Pn
i¼1 Xi; it is
easy to see that
PðSn ¼ kÞ ¼
nðn  2Þ
ðn  1Þ2 for k ¼ 1;
1
ðn  1Þ2 for k ¼ n;
0 for k ¼ 0; 2; 3;y; n  1:
8>>><
>>>:
Therefore as n-N; Sn-1f1g in distribution, but the limit is a degenerate random
variable, therefore there is no central limit theorem for these random variables.
Example 3. Take O ¼ f1; 2; 3;y; 2ng an equiprobable probability space, then it is
possible to deﬁne, see [6], n subsets Ai such that PðAiÞ ¼ 1=2 for every i ¼ 1; 2;y; n
such that f1; 2gCAi and for all 2pkpn  1 and selection of indices
1pi1oi2o?oikpn
P
\k
j¼1
Aij
 !
¼
Yk
j¼1
PðAij Þ;
but PðTni¼1 AiÞaQni¼1ðAiÞ: Deﬁne Xi ¼ 1Ai for i ¼ 1; 2;y; n: Then the X 0i s are k-
independent for 2pkpn  1; but they are not n-independent. In this case using
Lemma 2.6 it is clear that
dX1;X2;y;Xn ¼ F1;2;y;nð0; 0;y; 0Þ 
Y
Fið0Þ
  ¼ 1
2
 n1
 1
2
 n
 ¼ 12
 n
:
As expected the dependency measure dX1;X2;y;Xn is close to zero and in fact
limn-N dX1;X2;y;Xn ¼ 0: Here again we ask if for Sn ¼
Pn
i¼1 Xi there is a central limit
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theorem. In this case using the results in [6] we have that for n an even integer
PðSn ¼ kÞ ¼ 2
n
k
 
2n k ¼ 0; 2;y; n;
0 k ¼ 1; 3;y; n  1;
8<
:
and for n an odd integer number
PðSn ¼ kÞ ¼ 2
n
k
 
2n k ¼ 1; 3;y; n;
0 k ¼ 0; 2;y; n  1:
8<
:
Therefore, in any case it is clearly possible to obtain a central limit theorem for Sn:
Example 4. Let Y1; Y2; Y3 be three independent Uð0; 1Þ random variables, deﬁne
X1 ¼ Y1 þ Y2 and X2 ¼ Y2 þ Y3: Then it is easy to see that dX1;X2 ¼ 1=12:
Example 5. Let Y1; Y2 be two independent Uð0; 1Þ random variables and for
0opo1 deﬁne X1 ¼ Y1 and X2 ¼ Y11Y1pp þ Y21Y14p: Then we can see that
dX1;X2 ¼ max pð1 pÞ2;
1
4ð2 pÞ
 
¼ pð1 pÞ
2 if 0opp1 1= ﬃﬃﬃ2p ;
1=ð4ð2 pÞÞ if 1 1= ﬃﬃﬃ2p opo1:
(
Using Lemma 2.6 and one lemma proved at the end of this section, we can analyze a
more interesting case.
Example 6. Let X0; X1; X2;y be a two state Markov chain, that is the X 0i s take only
values zero and one, and the transition probabilities in one step are given by
PðXnþ1 ¼ 0jXn ¼ 1Þ ¼ q and PðXnþ1 ¼ 1jXn ¼ 0Þ ¼ p;
where 0pp; qp1 and nX0: Assume that the initial distribution p0 is given by
p0ð0Þ ¼ PðX0 ¼ 0Þ ¼ q
p þ q ¼ 1 PðX0 ¼ 1Þ ¼ 1 p0ð1Þ;
then the transition probabilities in n steps are given by
Pnð0; 0Þ ¼ PðXkþn ¼ 0jXk ¼ 0Þ ¼ q
p þ q þ ð1 p  qÞ
n p
p þ q
for any kX0 and nX1; by the stationary property of this chain. We also have that
pnð0Þ ¼ PðXn ¼ 0Þ ¼ q
p þ q ¼ 1 PðXn ¼ 1Þ ¼ 1 pnð1Þ;
for all nX1: Now, using Lemma 2.6 we will ﬁnd dX0;X1;y;Xn to do so we just evaluate
max
0pi1oi2o?ikpn; 2pkpn
jFi1;i2;y;ik ð0; 0;y; 0Þ 
Yk
j¼1
Fij ð0Þj;
but
Fi1;i2;y;ikð0; 0;y; 0Þ ¼ Pikik1ð0; 0ÞPik1ik2ð0; 0Þ?Pi2i1ð0; 0ÞPðXi1 ¼ 0Þ:
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Therefore letting a ¼ p þ q
dX0;X1;y;Xn ¼ max
0pi1oi2o?ikpn; 2pkpn
Yk
j¼2
Pijij1ð0; 0ÞPðXi1 ¼ 0Þ 
Yk
j¼1
PðXij ¼ 0Þ


¼ max
0pi1oi2o?ikpn; 2pkpn
Yk
j¼2
q
a
þ ð1 aÞijij1p
a
  q
a
 
 q
a
 k

¼ max
0pi1oi2o?ikpn; 2pkpn
q
a
 k Yk
j¼2
1þ ð1 aÞijij1p
q
 
 1

: ð5Þ
We now proceed by cases. The simplest one is assuming that a ¼ pþ q ¼ 1; using (5)
we get that dX0;X1;y;Xn ¼ 0 for every nX1: Therefore we have independent Bernoulli
random variables with parameter p=ðp þ qÞ ¼ p and the central limit theorem
follows. We also notice that if p ¼ 0 or q ¼ 0 then again dX0;X1;y;Xn ¼ 0:
Now if we assume that 0oa ¼ pþ qo1; then ð1 aÞo1; so ﬁxing 2pkpn and
using (5), we conclude that the maximum over all indices 0pi1oi2o?oikpn is
attained when ijþ1 ¼ ij þ 1 for j ¼ 1;y; k  1: Hence
dX0;X1;y;Xn ¼ max
2pkpn
q
a
 k
1þ ð1 aÞp
q
 k1
1
( )
¼ max
2pkpn
Hk; ð6Þ
but 1þ ð1 aÞp=q ¼ ðq þ ð1 aÞpÞ=q ¼ ðq þ ð1 aÞða qÞÞ=q ¼ ðað1þ qÞ  a2Þ=q;
therefore
Hk ¼ qakðað1þ qÞ  a
2Þk1  q
a
 k
¼ q
a
ð1 pÞk1  q
a
 k1 
: ð7Þ
But 0oao1 then 1 p  qa ¼ ððp þ qÞ  p2  qp  qÞ=ðp þ qÞ ¼ pð1 aÞ=a40:
Then using Lemma 2.7 with y ¼ 1 p and x ¼ qa we get from Eq. (7)
dX0;X1;y;Xn ¼ H2 ¼
q
p þ q ð1 pÞ 
q
p þ q
 
¼ pqð1 p  qÞðp þ qÞ2 :
Finally, let us assume that a ¼ pþ q41; in this case using the expression for
dX0;X1;y;Xn given in (5) we notice that
1oð1 aÞpð1 aÞijij1pð1 aÞ2o1;
besides, since 1oap2 and aXap; then 1pð1 aÞp
q
o0: Then,
0p1þ ð1 aÞp
q
p1þ ð1 aÞijij1 p
q
p1þ ð1 aÞ2 p
q
:
Hence
1þ ð1 aÞp
q
 k1
p
Yk
j¼2
1þ ð1 aÞijij1p
q
 
p 1þ ð1 aÞ2 p
q
 k1
:
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Therefore,
Yk
j¼2
1þ ð1 aÞijij1p
q
 
 1


¼ max 1 1þ ð1 aÞp
q
 k1
; 1þ ð1 aÞ2 p
q
 k1
1
( )
: ð8Þ
Now we observe that if n ¼ 2 then k ¼ 2; and the maximum in (8) is always 1
ð1þ ð1 aÞp
q
Þk1 ¼ ð1 aÞp
q
: But for large values of n; and any values of p; q such
that p þ q41; taking k ¼ ½n=2 (the largest integer less or equal n=2), we get from
Eqs. (5) and (8) that
dX0;X1;y;Xn ¼
q
a
 ½n=2
1þ ð1 aÞ2 p
q
 ½n=21
1
( )
:
The compilation of theses results is presented in Table 1 for n large enough. There
are in the literature central limit theorems for Markov chains, which allow us to say
that in all cases (except those of degenerate random variables), we have a central
limit theorem for this chain, see for example [15].
Lemma 2.7. Let 0oxoyo1 such that x þ yo1: Then
yk  xkoyk1  xk1 for all kX2:
Proof. Since y2  x2 ¼ ðy  xÞðy þ xÞoy  x the statement hold for k ¼ 2: Now
assume that for some kX3; yk  xkXyk1  xk1 and yk1  xk1oyk2  xk2:
Then
yk  xk ¼ ðyk1  xk1Þy þ xk1ðy  xÞXyk1  xk1
but by hypothesis
ðyk2  xk2Þy þ xk1ðy  xÞ4ðyk1  xk1Þy þ xk1ðy  xÞXyk1  xk1;
then yk1  xk2y þ xk1y  xk4yk1  xk1 ) xk1ðy þ 1Þ4xk2ðy þ x2Þ ) xðy þ
1Þ4y þ x2 ) xðy  xÞ4y  x ) x41; which is a contradiction. Therefore, yk 
xkoyk1  xk1 for every kX2: &
3. A sample multidimensional dependency measure
Assume we have a n-dimensional sample of size m; Xi ¼ ðXi1 ; Xi2 ;y; XinÞ for
i ¼ 1; 2;y; m; coming from a joint distribution FXðx1; x2;y; xnÞ with margins given
by FXj ðxjÞ; j ¼ 1; 2;y; n: Denote by Fmðx1;y; xnÞ the joint empirical distribution
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function and by Fm; jðxjÞ the empirical distributions of Xj for j ¼ 1; 2;y; n: We
propose as a sample multidimensional dependency measure the following
dmX1;X2;y;Xn :¼ supðx1;x2;y;xnÞARn
Fmðx1; x2;y; xnÞ 
Yn
j¼1
Fm; jðxjÞ

: ð9Þ
Then this sample version mimics the populational version of the dependency
measure deﬁned above. In fact this proposal makes sense since when m-N; Fm
approaches the population joint distribution, and Fm; j approaches the population
margin distribution.
We can prove a strong law of large numbers for this statistic under the hypothesis
of independence among samples.
Theorem 3.1. Let ðXi1 ; Xi2 ;yXinÞ for i ¼ 1; 2;y; m be an independent sample of size
m; coming from a common n-dimensional joint distribution FX with corresponding
marginal distribution functions given by FXj for j ¼ 1; 2;y; n; let us use the same
notation as above for the empirical distribution functions. Then,
dmX1;X2;y;Xn :¼ supðx1;x2;y;xnÞARn
Fmðx1; x2;y; xnÞ 
Yn
j¼1
Fm; jðxjÞ

-dX1;X2;y;Xn ;
almost surely when m-N:
Proof. Adding and subtracting several terms and using the triangle inequality we
have that for any ðx1; x2;y; xnÞARn
jFmðx1; x2;y; xnÞ 
Yn
j¼1
Fm; jðxjÞj
pjFmðx1;y; xnÞ  FXðx1;y; xnÞj þ FX1ðx1Þ
Yn
j¼2
Fm; jðxjÞ 
Yn
j¼1
Fm; jðxjÞ


ARTICLE IN PRESS
Table 1
Values of dX0 ;X1 ;y;Xn for the two state Markov Chain, where a ¼ pþ q
Value of p Value of q Value of dX0 ;X1 ;y;Xn
0 0 0
0opo1 0 0
0 0oqo1 0
0opo1 q ¼ 1 p 0
0opo1 0oqo1 p pqð1 p  qÞ=ðp þ qÞ2
0opp1 1 poqp1 ðq=aÞ½n=2fð1þ ð1 aÞ2ðp=qÞÞ½n=21  1g
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þ
Y2
k¼1
FXkðxkÞ
Yn
j¼3
Fm; jðxjÞ  FX1ðx1Þ
Yn
j¼2
Fm; jðxjÞ


þ?þ
Yn
j¼1
FXj ðxjÞ 
Yn1
j¼1
FXj ðxjÞFm;nðxnÞ

þ FXðx1;y; xnÞ 
Yn
j¼1
FXj ðxjÞ


¼ jFmðx1;y; xnÞ  FXðx1;y; xnÞj þ
Yn
j¼2
Fm; jðxjÞ

  jFX1ðx1Þ  Fm;1ðx1Þj
þ FX1ðx1Þ
Yn
j¼3
Fm; jðxjÞ

  jFX2ðx2Þ  Fm;2ðx2Þj
þ?þ
Yn1
j¼1
FXj ðxjÞ

  jFXnðxnÞ  Fm;nðxnÞj þ FXðx1;y; xnÞ 
Yn
j¼1
FXj ðxjÞ


pjFmðx1;y; xnÞ  FXðx1;y; xnÞj þ
Xn
j¼1
jFXj ðxjÞ  Fm; jðxjÞj
þ FXðx1;y; xnÞ 
Yn
j¼1
FXj ðxjÞ

:
Finally taking supremum and using Glivenko Cantelli in R and Rn; see for example
[5] or [14], the last expression tends to dX1;X2;y;Xn almost surely. &
Following the proof of this last Theorem if we have m independent samples of n-
dimensional vectors whose coordinates are independent we have that
dmX1;X2;y;Xn-0
almost surely when m-N:
We can also ﬁnd an upper bound for the populational version of the statistic.
Proposition 3.2. For Every nX2 and any m4n
dmX1;X2;y;Xnp max0pkpm
k
m
 k
m
 n 
¼: Km;n:
Proof. Just notice that for any 0pkpm; Fmðx1; x2;y; xnÞ ¼ k=m implies that
Fm; jðxjÞXk=m for every j ¼ 1; 2;y; n and in this case we have that
Fmðx1; x2;y; xnÞ 
Yn
j¼1
Fm; jðxjÞpk
m
 k
m
 n
:
Then taking the maximum the result is obtained. &
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Also notice that this quantity is closely related to the maximum of the function
hðxÞ ¼ x  xn obtained in Theorem 2.3, in factKm;npð1=nÞ1=ðn1Þðn  1Þ=n for every
m4n:
Using last Proposition we can provide a sample dependency coefﬁcient which does
not depend on the existence of any moments.
Deﬁnition 3.3. Assume we have an n-dimensional sample of size m; Xi ¼
ðXi1 ; Xi2 ;y; XinÞ for i ¼ 1; 2;y; m; coming from a joint distribution
FXðx1; x2;y; xnÞ with margins given by FXj ðxjÞ; j ¼ 1; 2;y; n: We deﬁne the Sample
Dependency Coefﬁcient by
CX :¼
dmX1;X2;y;Xn
Km;n
:
Of course this coefﬁcient lies between zero and one, and it is an indicator of the
dependency among the n coordinates, given a sample of size m: It can be used instead
of the correlation coefﬁcient, because we do not need existence of any moments to
deﬁne it. It is easy to see, that if for example all coordinates have an strictly
monotone behavior in the m samples, then CX ¼ 1:
Let x1ox2o?oxm and y1oy2o?oym for mX2: Assume the sample is given
by fðxi; yjÞ j 1pi; jpmg: Then it is easy to see that CX ;Y ¼ 0:
Another thing that is easy to show is that for a sample of size m in R2; CX ;Y ¼ 1 if
and only if for j ¼ ½m=2; where ½a denotes the greatest integer less or equal a; there
exists ðx0; y0ÞAR2 such that Fmðx0; y0Þ ¼ j=m; Fm;1ðx0Þ ¼ j=m and Fm;2ðy0Þ ¼ j=m: In
other words if S denotes the sample there exists ðx0; y0ÞAR2 such that if A ¼
fðx; yÞ j xpx0; ypy0g; B ¼ fðx; yÞ j x4x0; y4y0g; C ¼ fðx; yÞ j xpx0; y4y0g and
D ¼ fðx; yÞ j x4x0; ypy0g: Then SCA,B; where both A and B include roughly
half of the sample, or SCC,D; where again both C and D include roughly
half of the sample. This fact is closely related with quadrant dependency
(see [11]).
Theorem 3.4. Let ðXi1 ; Xi2 ;y; XinÞ for i ¼ 1; 2;y; m be a random sample of size m
coming from a common joint distribution FX ðx1; x2;y; xnÞ; where X ¼
ðX1; X2;y; XnÞ: Then
(i) If X1; X2;y; Xn are continuous random variables then d
m
X1;X2;y;Xna0 a.s. for
every mXn:
(ii) If n ¼ 2 and Fmðxi; yjÞ ¼ k=m; for 0pkpm; Fm;1ðxiÞ ¼ k1=m and Fm;2ðyjÞ ¼
k2=m: Then minfk1; k2gXk and m þ k  k1  k2X0:
(iii) Assume that FX ðx1; x2;y; xnÞ ¼ x1x2?xn; that is X1; X2;y; Xn are independent
uniform ð0; 1Þ random variables. Then it is always possible to find the distribution
of dmX1;X2;y;Xn for every mXn:
(iv) Assume that FX ðx1; x2;y; xnÞ ¼ FX1ðx1ÞFX2ðx2Þ?FXnðxnÞ; that is X1; X2;y; Xn
are independent random variables with corresponding distribution functions FXiðÞ
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for i ¼ 1; 2;y; n; which we will assume to be continuous. Then
dmX1;X2;y;Xn ¼
dist dmFX1 ðX1Þ;FX2 ðX2Þ;y;FXn ðXnÞ:
Proof. We only prove the Theorem for the case n ¼ 2; a similar proof applies for
n42: (i) If X and Y are continuous random variables, then we can assume,
rearranging if necessary, that x1ox2o?oxm; besides yiayj for all iaj; but then
Fmðx1; y1Þ ¼ 1=m Fm;1ðx1Þ ¼ 1=m: If we assume that Fmðx1; y1Þ  Fm;1ðx1ÞFm;2ðy1Þ ¼
0; this implies that Fm;2ðy1Þ ¼ 1; hence y1 ¼ maxfy1; y2;y; ymg and y2oy1; but then
Fmðx1; y2Þ ¼ 0; Fm;1ðx1Þ ¼ 1=m and 1=mpFm;2ðy2Þpðm  1Þ=m; which implies that
Fmðx1; y2Þ  Fm;1ðx1ÞFm;2ðy2Þa0: Therefore dmX ;Ya0 a.s.
(ii) Assume that Fmðxi; yjÞ ¼ k=m; for 0pkpm; Fm;1ðxiÞ ¼ k1=m and Fm;2ðyjÞ ¼
k2=m: Let S ¼ fðx1; y1Þ; ðx2; y2Þ;y; ðxm; ymÞg be the sample set in R2: Consider the
following three regions R2
A ¼ fðx; yÞjxpxi; ypyjg; B ¼ fðx; yÞjx4xig and C ¼ fðx; yÞjy4yjg;
then A,B,C ¼ R2; A-B ¼ | ¼ A-C; but B-Ca|; and since S ¼
ðA-SÞ,ðB-SÞ,ðC-SÞ; then jA-Sj ¼ k; jB-Sj ¼ m  k1 and jC-Sj ¼
m  k2; where j  j denotes cardinality. Then Therefore k þ m  k1 þ m  k2Xm;
that is m þ k  k1  k2X0: The fact that minfk1; k2gXk follows as in the proof of
Proposition 3.2.
(iii) We can assume, rearranging if necessary, that 0ox1ox2o?oxmo1: Deﬁne
zi ¼ i=ðm þ 1Þ for i ¼ 1;y; m; then 0oz1oz2o?ozm: Let us denote by
0oy½m;1oy½m;2o?; y½m;mo1 the order statistics of the coordinates y1; y2;y; ym:
Then for every i ¼ 1;y; m there exists a unique jiAf1; 2;y; mg such that yi ¼ y½m;ji 
and deﬁne wi ¼ ji=ðm þ 1Þ for i ¼ 1;y; m: Then it is clear that for every
i; kAf1; 2;y; mg
Fmðxk; yiÞ ¼ Fmðzk; wiÞ; Fm;1ðxkÞ ¼ Fm;1ðzkÞ and Fm;2ðyiÞ ¼ Fm;2ðwiÞ;
from here dmX ;Y ððx1; y1Þ;y; ðxm; ymÞÞ ¼ dmX ;Y ððz1; w1Þ;y; ðzm; wmÞÞ: Therefore dmX ;Y
only depends on the conﬁguration of the sample but not on the speciﬁc values of the
x0is and y
0
is. Finally using that under uniformity all conﬁgurations are equally likely
we get that
P dmX ;Y ¼
k
m2
 
¼ mðkÞ
m!
;
where mðkÞ is the number of conﬁgurations such that dmX ;Y ¼ k=m2:
(iv) If X and Y are independent and continuous random variables, FX ðÞ and
FY ðÞ are continuous strictly increasing functions. So if we assume that
x1ox2o?oxm; then FX ðx1ÞoFX ðx2Þo?oFX ðxmÞ: Besides FY ðÞ also preserves
the order of the y0is, and since FX ðX Þ and FY ðYÞ are independent uniform ð0; 1Þ
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random variables, by the same argument used in part (iii) of this Theorem
dmX ;Y ¼dist dmFX ðX Þ;FY ðYÞ;
which ﬁnishes the proof. &
Therefore last Theorem proves that the distribution of the estimator dmX1;X2;y;Xn
under the hypothesis of independence, relies only on the sample size and the
dimension, but not on the distribution. It is also important to notice that even if it is
possible to ﬁnd the exact distribution of the statistic, we would have computer
restrictions to ﬁnd it, due to the large number of conﬁgurations of points related to
large dimensions n or large sample sizes m:
We now give the exact distribution of dmX1;X2;y;Xn for n ¼ 2 and m ¼ 4; 5 under
continuous independent components.
Pðd4X ;Y ¼ kÞ ¼
1=12 if k ¼ 0:125
7=12 if k ¼ 0:1875
1=3 if k ¼ 0:25
8><
>: and Pðd5X ;Y ¼ kÞ ¼
1=60 if k ¼ 0:12;
39=60 if k ¼ 0:16;
1=3 if k ¼ 0:24:
8><
>:
Another important property of the statistic dmX1;X2;y;Xn is that it is invariant under
increasing transformations.
Proposition 3.5. For i ¼ 1; 2;y; m; let ðXi1 ; Xi2 ;y; XinÞ be a random sample as in
Theorem 3.4, and let fj :R-R for j ¼ 1; 2;y; n be strictly increasing functions. Then
(i) For continuous random variables X1; X2;y; Xn d
m
X1;X2;y;Xn ¼ dmf1ðX1Þ;f2ðX2Þ;y;fnðXnÞ:
(ii) If f1 and f2 are strictly increasing or decreasing functions, and X1; X2 are
continuous, then
dmX1;X2 ¼ dmf1ðX1Þ;f2ðX2Þ:
(iii) For every nX2 and any m4n and any different subindices
i1; i2;y; ikAf1; 2;y; ng with kpn;
dmXi1 ;Xi2p?pd
m
Xi1 ;Xi2 ;y;Xik
p?pdmX1;X2;y;Xn :
For a proof of this Proposition see [8]. This result is very useful in applications since
we can apply transformations such as standarizations, or Box–Cox transformations
to each of the components of the vector X ¼ ðX1; X2;y; XnÞ and the statistic
dmX1;X2;y;Xn remains unchanged, another important feature of the statistic, is that its
value increases when we add coordinates to a vector in any order.
Multivariate test of independence have been proposed in the literature see for
example the Kolmogorv–Smirnov type test proposed by Deheuvels in [3], based on
the difference between the empirical joint distribution and the joint distribution and
asymptotic theory.
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Using the properties of our statistic dmX1;X2;y;Xn we can think about implementing a
multidimensional independence test using its distribution, even if it is necessary to
approximate its distribution by simulations.
Given a random sample of vectors in dimension n and size m Xi ¼
ðXi;1; Xi;2;y; Xi;nÞ for i ¼ 1;y; m where each Xi comes from a common continuous
distribution FXðÞ; we want to test if the corresponding coordinates are independent.
The procedure of this test would include the following steps.
* Find the exact distribution or an approximation by simulations of dmX1;X2;y;Xn in
the case of n independent uniform ð0; 1Þ random variables and sample size m:
* Evaluate the statistic dmX1;X2;y;Xn for the given sample.
* Reject Independence if the statistic is greater than the 1 a quantile of the exact
or approximated distribution. In other case we do not reject the independence
hypothesis.
Recently we have applied this kind of test in order to determine the order of a
general time series, see [2], we also have found applications of this multivariate test
based on dmX1;X2;y;Xn in principal component analysis, see [8]. Another important use
of the statistic in regression analysis is being studied in [9], in this work we measure
the dependence between Y the response variable and the covariates ðX1; X2;y; XnÞ;
using a modiﬁed version of the statistic, that is, dðY ;ðX1;X2;y;XnÞÞ; the information
provided by this statistic can be used to determine if there exists a functional relation
between Y and a subset of the covariates ðX1; X2;y; XnÞ: We also give some results
about robustness of dmX1;X2;y;Xn and other topics in [7].
4. Final remarks
The case of dependence between two random variables has been throughly studied
by analyzing many different kinds of dependence. For more than two random
variables this work presents two proposals which in spite of being known for some
time, they are analyzed here in detail ﬁnding some new properties which proved to be
very useful in applications when transfered to a sample version.
In general the evaluation of dX1;X2;y;Xn can be a difﬁcult task, even in easy
situations such as example 6. However, the sample version dmX1;X2;y;Xn has very nice
properties which allow to apply this statistic in many areas such as principal
component analysis, time series and regression analysis. The main result of this
paper was to present an alternative to measure sample dependence in an easy way,
with an statistic whose distribution depends only on the sample size and the
dimension, but not on the distribution; at least in the continuous case. This property
allows us to think of dmX1;X2;y;Xn as a ‘‘Kolmogorov–Smirnov type’’ statistic, and as it
is well known the discrete case should be studied separately.
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A Fortran program that evaluates dmX1;X2;y;Xn for any n and m for any given
sample, even if the sample comes from a discrete distribution, can be obtained from
the authors.
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