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ABSTRACT
We present a detailed analysis of a red quasar at z = 2.32 with an intervening damped
Lyman-α absorber (DLA) at z = 2.13. Using high quality data from the X-shooter spectro-
graph at ESO Very Large Telescope we find that the absorber has a metallicity consistent with
Solar. We observe strong C I and H2 absorption indicating a cold, dense absorbing medium.
Partial coverage effects are observed in the C I lines, from which we infer a covering fraction
of 27 ± 6 % and a physical diameter of the cloud of 0.1 pc. From the covering fraction and
size, we estimate the size of the background quasar’s broad line region. We search for emis-
sion from the DLA counterpart in optical and near-infrared imaging. No emission is observed
in the optical data. However, we see tentative evidence for a counterpart in the H and K ′
band images. The DLA shows high depletion (as probed by [Fe/Zn] = −1.22) indicating
that significant amounts of dust must be present in the DLA. By fitting the spectrum with
various dust reddened quasar templates we find a best-fitting amount of dust in the DLA of
A(V)DLA = 0.28 ± 0.01|stat ± 0.07|sys. We conclude that dust in the DLA is causing the
colours of this intrinsically very luminous background quasar to appear much redder than
average quasars, thereby not fulfilling the criteria for quasar identification in the Sloan Dig-
ital Sky Survey. Such chemically enriched and dusty absorbers are thus underrepresented in
current samples of DLAs.
Key words: galaxies: high-redshift – galaxies: ISM – quasars: absorption lines – quasars: in-
dividual: J 222514.69+052709.1 – quasars: individual: 4C +05.84 – cosmology: observations
1 INTRODUCTION
Damped Lyman-α absorbers (DLAs) are a class of neutral hy-
drogen absorbers seen in the spectra towards bright background
sources (typically quasars and gamma ray bursts). Due to their high
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rio del Roque de los Muchachos, La Palma, Spain, of the Instituto de As-
trofı´sica de Canarias. Based on Very Large Telescope observations carried
out at the European Organisation for Astronomical Research in the South-
ern Hemisphere, Chile under DDT program 293.A-5033. Some of the data
presented herein were obtained at the W.M. Keck Observatory, which is
operated as a scientific partnership among the California Institute of Tech-
nology, the University of California and the National Aeronautics and Space
Administration. The Observatory was made possible by the generous finan-
cial support of the W.M. Keck Foundation.
† E-mail: krogager@dark-cosmology.dk
degree of self-shielding, these absorbers allow a precise charac-
terization of the chemical evolution in the gas phase of galaxies
over a large cosmic timespan (for a review, see Wolfe et al. 2005).
DLAs thereby play a significant role in understanding the interstel-
lar medium (ISM) and star formation at high redshift.
However, in order to interpret the available data it is impor-
tant to understand to which extent our quasar samples are biased
against dusty and hence likely more metal-rich sightlines (Pei et al.
1999). This issue has been discussed extensively in the literature
for more than 20 years (e.g. Pei et al. 1991; Vladilo & Pe´roux
2005; Pontzen & Pettini 2009; Khare et al. 2012). Over the past
few years a handful of systems have been discovered in which the
DLAs host significant amounts of dust (e.g. Fynbo et al. 2011; No-
terdaeme et al. 2012; Wang et al. 2012). This poses a problem to
the way we sample the population of absorbing galaxies. As DLAs
are detected towards bright background sources, the presence of
dust in the absorbing medium will cause the background source to
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appear fainter and redder. Up until now, large area quasar samples
have been compiled from optical photometry only (e.g., the Sloan
Digital Sky Survey, SDSS; York et al. 2000). Hence optical colour
criteria were the basis for selection algorithms of quasars. Recently
the search for quasars has been refined and an increasing number
of selection techniques are used to probe the quasar population to
gather a more complete census of the quasars, and thereby also
the absorbers along their sightlines (e.g., Ross et al. 2012; Schmidt
et al. 2010; Graham et al. 2014; Heintz et al. 2015). The importance
of the dust bias can be studied by compiling a radio selected sam-
ple of quasars, since the radio emission is not affected by dust. This
approach has been followed both in the CORALS survey (Ellison
et al. 2001, 2004) and the UCSD survey (Jorgenson et al. 2006),
which includes the CORALS survey. The authors of these surveys
conclude that a dust bias is probably a minor effect, however, a
larger sample is necessary to robustly exclude a significant dust
bias. The later study of Pontzen & Pettini (2009) confirms that a
dust bias is most likely a small effect. Nevertheless, they find that
the cosmic density of metals measured in DLA surveys could be
underestimated by up to a factor of 2 due to a dust bias.
The effects from dust obscuration in a foreground absorber
were identified clearly towards the quasar Q 0918+1636 presented
in the work by Fynbo et al. (2011). The reddening of the back-
ground quasar, caused by dust in the foreground DLA, changed
the colours of the quasar to the point where the quasar was close
to dropping out of the SDSS quasar sample. In other words, had
the dust extinction in the DLA been a little higher than the mod-
est A(V) = 0.2 mag, the background quasar would not have been
identified as a quasar in SDSS. Following this discovery, we set
out to look for quasars that would be missing in the SDSS quasar
catalogs due to such reddening effects. The resulting surveys from
our targeted search have identified almost 150 quasars that were
not classified as such in SDSS-II (Fynbo et al. 2013b; Krogager
et al. 2015). Although the vast majority of the quasars in these sur-
veys were reddened by dust in the hosts rather than in foreground
DLAs, we did encounter one very strong candidate: a DLA at red-
shift z = 2.13 towards the quasar J 2225+05271.
In this work, this specific target was then observed in greater
detail at the Very Large Telescope to characterize the absorber
and the extinction plausibly caused by it. We have combined the
deep spectrum with new optical imaging from the Nordic Optical
Telescope together with archival near-infrared imaging from the
Keck observatory to search for the emission counterpart of the
DLA. Such DLA galaxies have been exceedingly difficult to
observe and the current sample of detections at redshift z ≈ 2
consists of only 10 galaxies (Krogager et al. 2012). It has been
argued that the more evolved and metal-rich DLAs might also be
associated with more massive systems and hence would be more
readily detected in emission (Møller et al. 2004; Fynbo et al. 2008;
Neeleman et al. 2013). In that case, metal-rich and dusty DLAs
should be caused by the most evolved and massive systems, which
are more likely to be missed in optically selected quasar samples.
1 Interestingly, this target, although not classified as such in SDSS, is a
well-known radio source discovered by Gower, Scott, & Wills (1967) and
identified as 4C 05.84. The QSO was later spectroscopically observed and
a redshift of z = 2.323 was measured (Barthel, Tytler, & Thomson 1990).
Barthel et al. also identified the zabs = 2.132 DLA. However, this did not
come to our attention before starting the follow-up observations. The previ-
ous low resolution data were also not adequate for the detailed absorption
line analysis in this work.
This paper is structured as follows: In Section 2, we present
the data for this sightline, in Sections 3, 4, and 5, we present the
analysis of absorption lines, dust extinction, and the search for an
emission counterpart, respectively, and in Section 6, we discuss the
implications of our findings.
Throughout this paper we assume a standard ΛCDM cosmol-
ogy with H0 = 67.9 kms−1Mpc−1, ΩΛ = 0.69 and ΩM = 0.31
(Planck Collaboration et al. 2014).
2 OBSERVATIONS AND DATA REDUCTION
2.1 Spectroscopy
We observed the target as a candidate quasar from the High A(V)
QSO (HAQ) survey (Krogager et al. 2015) on the night of August
27, 2014 at the Nordic Optical Telescope. The initial observations
were carried out using the Andalucia Faint Object Spectrograph
and Camera (ALFOSC) with a low resolution setup. The DLA was
identified during the observing run and was followed up with higher
resolution spectra covering the absorber the following nights.
After the identification in the HAQ survey we observed the tar-
get with the X-shooter spectrograph (Vernet et al. 2011) at the VLT
during October 30, 2014 and November 23, 24, 25, 2014 under di-
rector’s discretionary time program ID 293.A-5033. The X-shooter
covers the wavelength range from 3000 A˚ to 2.5 µm simultane-
ously by splitting the light into three separate spectrographs, the
so-called arms: UVB (3000 − 5500 A˚), VIS (5500 − 10000 A˚),
and NIR (10000 − 25000 A˚). All observations were carried out
with the same slit widths (see Table 1) to allow us to search for
emission from the DLA galaxy counterpart at small projected dis-
tances from the quasar. However, since the atmospheric disper-
sion correction did not function properly we were forced to ob-
serve at parallactic slit angle to limit slit loss. For this reason only
two different slit angles were obtained, one for the Oct 30 obser-
vations (PA ∼ −4 deg east of north) and three almost identical
slit angles for the November observations (PA ∼ 39 deg east of
north). The data were reduced using the official X-shooter pipeline
esorex version 2.3 for stare mode, whereafter the four individual
2-dimensional spectra were combined and the final 1-dimensional
spectrum was extracted (this was separately done for each arm:
UVB, VIS, NIR). This spectrum was then corrected for Galactic
extinction (E(B − V ) = 0.132) using the maps of Schlafly &
Finkbeiner (2011). The effective resolving power was measured in
the final spectrum to be R = 11000 for VIS and R = 7000 for
NIR. As there are no telluric lines appropriate for determining the
resolution in the UVB, we obtained the resolving power by inter-
polating between the tabulated values of resolving power for given
slit widths. Given the seeing of ∼0.′′7 in V -band we inferred a re-
solving power of R ≈ 6000 in the UVB .
2.2 Imaging
In order to look for extended emission from the galaxy counterpart
of the DLA, we observed the region around the quasar with the AL-
FOSC instrument at the NOT in imaging mode. We used the r′ filter
centred at 618 nm. The observations were carried out in a five-point
dither pattern with sub-integrations of 330 s over many nights dur-
ing November 2014 and June 2015 under program P49-422 (the
dates are given in Table 1). The images were bias subtracted and
flat field corrected using standard IRAF routines. In order to sub-
tract fringes and large scale variations in the background we sub-
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Table 1. Observations of the quasar J 222514.97+052709.1
Date Instrument Setup Exp. Time
(s)
2006, Sep 1 Keck/NIRC2 AO H , K′ imaging 2700
2007, Aug 21 Keck/NIRC2 AO J imaging 1620
2014, Oct 30 VLT/X-shooter 1.′′3, 1.′′2, 1.′′2 (a) 3000
2014, Nov 23 VLT/X-shooter 1.′′3, 1.′′2, 1.′′2 (a) 3000
2014, Nov 24 VLT/X-shooter 1.′′3, 1.′′2, 1.′′2 (a) 3000
2014, Nov 25 VLT/X-shooter 1.′′3, 1.′′2, 1.′′2 (a) 3000
2014, Nov 13, 14, 15 NOT/ALFOSC r′-band imaging 8580
2015, Jun 12, 23 NOT/ALFOSC r′-band imaging 5280
(a) The slit widths of the three arms of X-shooter given as UVB, VIS and
NIR.
sequently created a master background image. In each frame, we
masked out any sources above 4 σ of the sky noise estimated by
the robust median absolute deviation. The masked frames were nor-
malized by the median of each frame and combined. The result-
ing background image was then scaled to and subtracted from each
frame. For each frame, we measured the seeing and only the 50 per
cent best frames (21 out of 42) in terms of seeing were aligned and
median combined to create the final image. This resulted in a much
sharper and more symmetric point spread function (PSF) compared
to the image of all frames combined. The seeing in the optimally
combined image was 0.′′74 compared to the 0.′′85 of the combined
image from all frames.
Furthermore, we have included imaging data in the J , H , and
K′-bands from the Keck II telescope observed with the NIRC2 in-
strument fed by the Keck Laser-Guide-Star Adaptive-Optics sys-
tem to enhance the image resolution. The observations in H and
K′ bands had total exposure times of 2700 s each, performed in
sub-integrations of 300 s. The J band image was obtained with
sub-integrations of 180 s for a total exposure time of 1620 s. The
NIRC2 images were reduced using an IRAF scripted pipeline that
does an iterative removal of the sky background, flat fielding, reg-
istration of the individual images, and drizzling onto the final grid
with a pixel size of 40 mas pixel−1. The full width at half maximum
(FWHM) of the point spread function in the H and K′ images are
0.′′089 and 0.′′092, respectively. The shallower J-band image was
obtained with slightly worse AO correction resulting in a less sym-
metric point spread function with a FWHM of 0.′′093. Moreover,
the wings of the PSF were more dominant for the J-band image
than in the H and K′-band images.
3 ABSORPTION LINE ANALYSIS
We detected molecular hydrogen in absorption from rovibra-
tional transitions in the rest-frame far-UV. We fitted the Lyman
and Werner bands of H2 assuming two components for the
J = 0, 1, 2, 3 levels. The relative velocities and broadening
parameters were kept fixed for all J-levels. For the first com-
ponent we inferred z1 = 2.13123 (vrel = −120 km s−1) and
b = 1.3 km s−1, and for the second component we inferred
z2 = 2.13240 (vrel = −9 km s−1) and b = 8.1 km s−1.
Due to the poor resolution of the UVB arm, the very narrow
molecular lines were not resolved and hence the fit was very
degenerate. We therefore do not state all the column densi-
ties of each individual transition. However, the total column
density remained rather unaffected of the degeneracies as it
was dominated by only one component in the damped regime.
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Figure 1. In the top panel, the Lyα transition is shown. The best-fitting
Voigt profile is shown in solid red with 3-σ range indicated by the red
shaded area. In the middle and lower panels, a zoom-in around some of
the available H2 lines is shown. The red line marks the best-fitting model to
the ro-vibrational lines.
From the fit we obtained a total column density of molecular
hydrogen of log N(H2)/cm−2 = 19.4 ± 0.1. We observed
tentative evidence of partial coverage (this effect is described
in more detail in Section 3.1) from the H2 lines at the Lyβ
and O VI lines, but higher resolution spectroscopy is needed
to confirm. In order to measure the column density of neutral
hydrogen, we fitted the Lyα transition, for which we obtained
log N(H I)/cm−2 = 20.69 ± 0.05. The molecular fraction
fH2 = 2N(H2)/(2N(H2) + N(H I)) = 0.09 is thus among the
highest observed in high-redshift quasar-DLAs (e.g. Noterdaeme
et al. 2008; Srianand et al. 2008; Noterdaeme et al. 2010, 2015;
Jorgenson et al. 2014). The fitted profiles to neutral and molecular
hydrogen are shown in Fig. 1.
We detected metal absorption lines from various ionization
states, ranging from neutral species (C I, Cl I) to highly ionized
transitions (C IV, Si IV). The full list of absorption lines detected
and their equivalent widths are given in Table A1 of the Appendix.
In order to obtain the column densities for the low ionization lines,
we fitted the weak unsaturated lines using Voigt profiles. We used
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4 Krogager et al.
the iron and manganese lines (Fe IIλ2374 and Mn IIλ2576) with
high signal-to-noise ratios to obtain a solution for the number of
velocity components, their relative velocities, and their broadening
parameters. The best-fitting solution to these lines gave 10 com-
ponents ranging from v = −183 to +214 km s−1 relative to the
strongest absorption component, zsys = 2.13249. The relative ve-
locities and broadening parameters of the individual components
are given in Table 2 for reference. We assumed the broadening to be
purely turbulent. This velocity structure was then kept fixed and all
lines were fitted simultaneously to infer their column densities. We
included the uncertainty on the continuum normalization in the fit-
ting. The best-fitting column densities are reported in Table 2. The
neutral magnesium transition Mg I λ2852 was included in order to
constrain the contribution from Mg in the line-blend of Zn, Cr, and
Mg at 2026 A˚. Since the signal-to-noise for the Mg I line was high,
we fitted a separate set of 7 components to this line. Because of the
different velocity structure of the magnesium line we do not include
the individual components in Table 2. We further note that the con-
tribution from Co II to the line-blend is negligible due to the weak
strength of this transition and the non-detection of other Co transi-
tions, see Table A1. For lines with lower signal-to-noise ratios, we
were not able to constrain all 10 components. These unconstrained
components are marked with ‘. . . ’ in Table 2. The total abundances
from the fit and the calculated metallicities are given in Table 3. We
observe a relatively low [S/Zn] ratio of−0.31, this is lower than the
average DLA, however not uncommon given the large uncertainty
regarding this element (Rafelski et al. 2012; Berg et al. 2015). Fur-
thermore, the abundance of sulphur may be underestimated due to
hidden saturation given the lower resolution in the UVB arm. For
a resolution of R = 6000, we find that absorption lines with a
flux residual at peak absorption of less than roughly 0.75 are po-
tentially affected by hidden saturation. One of the S II lines is thus
right at the border, but this line is blended with Lyα forest. The
other sulphur line is stronger and should therefore be viewed as a
lower limit. The hidden saturation might cause the column density
to be underestimated by as much as 0.4 dex.
From the low ionization metal lines, we were able to recover
information about the kinematics of the DLA through the measure
∆V90. We followed the definition by Prochaska & Wolfe (1997),
who define ∆V90 in terms of the wavelengths encompassing the
central 90 per cent of the apparent optical depth. In order to avoid
saturation effects biasing the apparent optical depth we chose the
Si II λ1808 absorption line instead of the stronger Fe II λ2374 tran-
sition. Following the definition by Prochaska & Wolfe, we first
converted the normalized spectral line to apparent optical depth:
τ = − ln (F ), where F denotes the continuum normalized flux.
From the distribution of τ we then calculated the line centre, λ0
along with the 5th and 95th percentiles, λ5 and λ95, respectively
(see Fig. 3). To minimize the contribution from noise in the contin-
uum, we only calculated the percentiles within a set of boundaries
obtained from visual inspection of the absorption line profiles. The
boundaries used for this analysis were −250 and +290 km s−1.
We then obtained the velocity spread as:
∆V90 = c (λ95 − λ5)/λ0 = 331± 30 km s−1 .
We note that the result does not depend on the extent of the bound-
aries; only the uncertainty increases for more inclusive boundaries.
The uncertainty on ∆V90 was determined by varying the spectral
profile within the errors 10000 times. For each realization, we mea-
sured ∆V90. The 1 σ uncertainty was then inferred from the distri-
bution of velocities as the 16th and 84th percentiles. Furthermore,
we obtained consistent results for the Fe II line. However, the pos-
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Figure 2. Voigt profile fits to low ionization lines. The data are shown in
black with error-bars. Grey areas were excluded in the fits due to blends with
other lines. The red line shows the best-fitting model, and the blue dashed
lines show the fitted components. Velocities are relative to zsys = 2.13249.
Table 3. Metal abundances from the z = 2.13249 DLA.
Element (X) log
(
NX/cm
−2) [X/H](a)
Si II, λ1808 15.49± 0.04 −0.71± 0.07
S II, λλ1250, 1253 15.41± 0.02 −0.40± 0.06
Cr II, λλλ2026, 2056, 2062 13.04± 0.08 −1.29± 0.09
Mn II, λ2576 12.91± 0.02 −1.21± 0.06
Fe II, λλ2374, 2260 14.87± 0.01 −1.32± 0.05
Ni II, λλ1709, 1741 13.90± 0.07 −1.01± 0.10
Zn II, λλ2026, 2062 13.16± 0.02 −0.09± 0.05
C I, λλ1560, 1656 13.86± 0.04 . . .
C I∗ 13.80± 0.04 . . .
C I∗∗ 12.98± 0.11 . . .
Cl I, λ1347 13.34± 0.03 . . .
Mg I, λλ2026, 2852 12.93± 0.02 . . .
H2 19.4± 0.1 . . .
(a) With respect to solar abundances from Asplund et al. (2009).
sible hidden saturation affecting absorption lines with a flux resid-
ual at peak absorption of less than 0.6 yields the Fe II less reliable
(given the resolution of 27.3 km s−1).
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Table 2. Column densities for individual components of the Voigt profile fit to eight elements. All entries below are given as log
(
N/cm−2
)
.
vrel
(a) b Si II S II Cr II Mn II Fe II Ni II Zn II
km s−1 km s−1
−183 32 . . . . . . . . . 11.49± 0.26 13.50± 0.03 . . . . . .
−146 11 14.30± 0.17 14.45± 0.07 . . . 11.38± 0.25 13.69± 0.02 12.93± 0.15 11.70± 0.15
−107 20 15.00± 0.04 14.81± 0.04 12.65± 0.09 12.31± 0.03 14.21± 0.01 13.22± 0.08 12.64± 0.02
−54 10 . . . 14.00± 0.19 . . . . . . 13.30± 0.03 . . . 12.06± 0.07
0 22 14.90± 0.06 15.02± 0.02 12.21± 0.27 12.50± 0.02 14.20± 0.01 13.10± 0.16 12.68± 0.02
30 19 14.51± 0.20 . . . . . . . . . 13.93± 0.02 13.03± 0.29 . . .
54 21 14.71± 0.11 14.52± 0.05 12.67± 0.10 12.23± 0.04 14.12± 0.01 13.33± 0.11 12.43± 0.03
133 17 14.30± 0.18 14.14± 0.10 . . . 11.50± 0.20 13.62± 0.02 12.81± 0.17 11.74± 0.16
161 5 . . . . . . . . . 11.49± 0.18 13.39± 0.03 . . . 11.48± 0.24
214 35 . . . . . . . . . . . . 13.52± 0.03 . . . . . .
(a) Relative to the systemic redshift zsys = 2.13249.
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Figure 3. Apparent optical depth of the Si II λ1808 line used to calculate
∆V90. In the top panel, we show the cumulative distribution of apparent
optical depth. The grey dashed line marks the absorption line centre, and
the grey dotted lines mark the 5th and 95th percentiles of this distribution,
from which ∆V90 is calculated. The red dashed lines mark the boundaries
of the absorption line within which the apparent optical depth distribution
is calculated. The boundaries used are −250 and 290 km s−1 with respect
to the systemic redshift, zsys = 2.13249.
3.1 Atomic Carbon
Strong absorption from atomic carbon (C I) and its fine-structure
levels 3P1 and 3P2 (here denoted as C I∗ and C I∗∗, respectively)
was clearly detected in the rest-frame UV. We fitted these tran-
sitions with a two component Voigt profile for each of the three
levels (v1 = −110 km s−1 and v2 = −4 km s−1, relative to
zsys = 2.13249). Due to the limited resolution of the spectra we
fixed the relative velocities and doppler broadening parameters of
the various transitions and fitted them all simultaneously. We were
not able to get both the transitions at 1560 A˚ and 1656 A˚ to fit si-
multaneously. The depth of the absorption lines was over-estimated
for the 1656 A˚ line while under-estimated for the 1560 A˚ line.
This may be explained due to so-called partial coverage. The ef-
fect arises when only a fraction of the emitted flux from the back-
ground source passes through the absorbing medium, i.e., the ab-
sorbing medium has a covering fraction less than unity (see Bala-
shev et al. 2011). The partial coverage leads to an observable ef-
fect where saturated absorption lines do not reach zero flux since a
fraction of background emission is able to reach the observer unab-
sorbed. This excess flux is here referred to as the line flux residual,
LFR. We follow Balashev et al (2011) in their definition of LFR.
We call the total emitted flux Ftot(λ), and the flux that is affected
by absorption Fcloud(λ). The observed flux is thus given by
Fobs(λ) = Ftot(λ)− Fcloud(λ) · [1− e−τ(λ)] ,
where τ(λ) is the optical depth of the absorption line. The LFR is
the normalized flux which is not covered by the cloud:
LFR = (Ftot − Fcloud)/Ftot .
The phenomenon may also arise if the background source is grav-
itationally lensed and not all deflected paths pass through the ab-
sorbing medium; however, as will be argued later on, we disregard
this effect in our analysis.
We assume a structure for the quasar as follows: the accretion
disc around the black hole is responsible for the continuum emis-
sion and is assumed to be a point source; the broad emission lines
are emitted from a more extended structure of gas called the broad
line region (BLR). In this geometry, an absorption line on top of a
continuum region will be unaffected as the cloud covers all of the
continuum source. However, an absorption line on top of a broad
emission line will absorb the full continuum source but only part
of the BLR flux due to the partial coverage of the BLR. Absorp-
tion lines on top of broad emission lines will therefore exhibit a
line flux residual depending on the covering fraction of the BLR.
An idealised schematic view of the assumed geometry is shown in
Fig 4. The figure shows the case of an absorption line on top of a
broad emission line and one in a continuum region only. For clarity,
we show saturated lines in the figure, as this allows the LFR to be
visualized more easily.
In case of gravitational lensing, the LFR for absorption lines in
continuum regions and on top of broad emission lines will be iden-
tical, since the light from both the central continuum source and the
BLR is deflected and reach the observer unabsorbed. Only in spe-
cial cases, where the extended BLR is lensed differently from the
continuum source, will the LFR be different. We therefore assume
that the mismatch observed in the two C I lines is caused by par-
tial coverage due to the absorbing cloud being small in projection
compared to the BLR.
Since the C I lines were not saturated, we could not easily
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measure the LFR as is indicated in Fig 4. Instead we had to in-
fer the LFR by fitting the absorption lines with various values for
the LFR. We defined a grid of discrete value of LFR and for each
grid point, we fitted the two absorption line complexes. The likeli-
hood for each grid point was saved and used to fit a polynomial for
the likelihood as function of LFR. We then obtained the best-fitting
LFR by identifying the maximum likelihood from the polynomial
fit, and the uncertainty was given by the curvature of the likelihood
function, see top panel in Fig. 5. The lower panel in Fig. 5 shows
the best-fitting C I absorption profile for the two transitions at 1560
and 1656 A˚ in red. The blue line in the figure shows the fit without
taking into account partial coverage. The best fit resulted in a line
flux residual of 16± 3 %. Fitting the absorption lines for this value
of the LFR, we recovered the column densities for C I, C I∗, and
C I∗∗ as given in Table 3.
The 1560 A˚ transition is located in a part of the spec-
trum where the total incident flux is coming from the continuum
source in the quasar (Fcloud(1560) = Fcont). The other transition
(1656 A˚) is located on top of the broad C IV emission line from
the quasar; the incident flux is therefore a combination of the con-
tinuum flux and the flux from the more extended broad line region
which is only partially covered (Fcloud(1656) = Fcont + fcov ·
FBLR). The Fcov here denotes the fraction of the BLR covered by
the cloud. For the assumed quasar geometry, we can then relate
fcov to the estimated LFR:
LFR · Ftot = Ftot − Fcloud
= (Fcont + FBLR)− (Fcont + fcov · FBLR) ,
(1)
which yields
LFR = (1− fcov) · FBLR
Ftot
.
In order to recover fcov, we thus need to measure the two
quantities Ftot and fcont (since FBLR = Ftot − Fcont) in the
spectrum at the wavelength of the C I λ1656 absorption line. The
total flux is easy to measure with good precision; however, the
continuum flux is more cumbersome as the intrinsic quasar con-
tinuum is notoriously difficult to assess. We infer Fcont by in-
terpolating a spline locally in the regions around the C IV emis-
sion line (for details see Fig. B1 of the Appendix). Due to the
high level of uncertainty in the continuum evaluation, we assign
an error of 10 per cent on the continuum flux. This way we ob-
tain Fcont = 22.9 ± 2.3 and Ftot = 29.3 ± 1.5, both in units of
10−16 erg s−1 cm−2 A˚
−1. Given the best-fitting value of the LFR
of 16± 3 %, the flux measurements result in a covering fraction of
the BLR of fcov = 27± 6 %.
4 DUST EXTINCTION
In Krogager et al. (2015), we assigned the reddening to the quasar
itself due to the limited data available. However, in this work we
have accurate abundance ratios from the DLA and a much extended
wavelength coverage from the X-shooter spectrum. The observed
[Fe/Zn] ratio indicates a significant amount of dust in the DLA.
First we constrain the dust extinction,A(V ), along the line of sight
by fitting a quasar template to the observed spectrum. We then com-
pare the best-fitting A(V ) to an estimate from the observed deple-
tion ratio of refractory to volatile elements. In the following, we
will describe both methods in detail.
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Figure 4. Schematic view of partially absorbing cloud. The top left panel
shows the projected view of the background quasar’s accretions disc (black
dot) and the foreground absorbing cloud (grey circle). The top right panel
shows the same configuration but with the quasar’s broad line region shown
as the blue circle. Absorption from different transitions in the foreground
cloud are seen in the observed spectrum in the lower panel. Here the line
marked (a) corresponds to the top left scenario at a wavelength where there
is no contribution from broad emission line flux. The line marked (b) shows
the top right scenario at a wavelength where broad emission line flux is
contributing to the total observed flux. Due to the partial coverage of the
broad line region indicated in the top right panel, a residual line flux (LFR)
is observed in the saturated line, i.e., the line does not reach zero.
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Figure 5. Voigt profile fit to neutral carbon (C I) and its fine structure tran-
sitions (C I∗ and C I∗∗). The thick red line and thin blue line show the best-
fitting model with and without partial coverage, respectively. The model
without partial coverage poorly estimates the depth of the lines. The top
panel shows the likelihood, L (normalized to the maximum likelihood) as
function of the line flux residual, LFR, for each evaluation in black points.
The blue dashed line shows a polynomial fit to the likelihood function. The
maximum likelihood estimate (LFR = 0.16 ± 0.03) is shown by the red
vertical line with 1 σ confidence interval shown by the dotted lines.
c© 2014 RAS, MNRAS 000, 1–14
A quasar reddened by a dusty DLA 7
4.1 Template Fitting
By fitting a quasar template to the spectroscopic data, we were able
to model the dust extinction along the line-of-sight independently
from the depletion analysis. We parametrized our model follow-
ing the method in Krogager et al. (2015); However, we expanded
the model to contain a variable intrinsic power-law slope, β, to be
able to propagate the correlation between the reddening and the un-
known intrinsic slope. In this work, we used the quasar template of
Selsing et al. (2015, in preparation) and fitted for both the intrinsic
quasar dust, A(V)QSO, and for dust in the DLA, A(V)DLA. We
applied SMC, LMC and LMC2 type extinction curves by Gordon
et al. (2003) in the fitting routine, and for the quasar dust we further-
more applied a new extinction curve derived explicitly for quasars
(see Zafar et al. 2015, submitted). We fitted the entire spectrum
red-wards of Lyα excluding the regions influenced by the broad
emission lines and telluric absorption. Furthermore, we used pho-
tometric data from WISE band 1 at 3.5 µm. The WISE bands at
longer wavelength were not used since the quasar template does
not cover these wavelengths. We did not include optical nor NIR
photometric data points since all the available photometry was cov-
ered by the spectrum. During the initial fit, we noted an apparent
mismatch between the template and the data in the spectral range
around the C III] emission line of the quasar. We first suspected this
to be caused by the 2175 A˚ bump feature characteristic of the LMC
and LMC2 types of extinction curves. However, neither LMC nor
LMC2 extinction curves resulted in better fits. Instead we discov-
ered that the mismatch could be explained by variations in the broad
emission from Fe II and Fe III, which form a pseudo-continuum
in this wavelength range. We used the template of Vestergaard
& Wilkes (2001) to model the iron emission. The contributions
of Fe II and Fe III were separated into two individual templates,
and subsequently smoothed to match the observed width of the
broad emission lines of the quasar (∼ 1500 km s−1). By includ-
ing the variable iron templates, we obtained a much improved fit,
see Fig. 6. The best-fitting solution was obtained for the following
parameters: A(V)QSO = 0.005+0.008−0.004, A(V)DLA = 0.280
+0.005
−0.009,
and β = 0.128± 0.007 assuming SMC type dust in the DLA. The
results were insensitive to the extinction law in the quasar due to
the negligible amount of dust at the redshift of the quasar, also the
results were not sensitive to the initial parameter estimate. The best
fit was obtained for an excess of Fe II and a deficit of Fe III relative
to the average quasar template. The errors stated here only repre-
sent the statistical errors from the fit. We note that a fit to the data
without the parameter A(V )DLA, i.e., with only dust in the quasar,
gives an equally good fit. However, from the high level of deple-
tion ([Fe/Zn] = −1.22) we have a strong prior indicating dust
in the DLA. Moreover, the presence of neutral carbon (due to its
ionization potential of 11.26 eV) requires the cloud to be shielded
from the background UV radiation. This leads to a lower photo-
dissociation rate for dust and molecules. The detection of strong
H2 absorption thus provides further evidence for dust in the ab-
sorbing medium since H2 forms most effectively on the surface of
dust grains (e.g., figure 8 of Noterdaeme et al. 2008).
The extinction derived from the fit is strongly correlated with
the intrinsic slope of the quasar power-law; this introduces a large
systematic uncertainty, since we do not a priori know the intrin-
sic quasar slope. Previous studies have shown the intrinsic slope of
quasars to be normally distributed with a width of ∼ 0.2 (Vanden
Berk et al. 2001, but see also Krawczyk et al. 2015 and Selsing et
al. 2015). By propagating this intrinsic uncertainty on the slope in
our fitting, we can estimate the systematic effect on A(V)DLA. A
steeper intrinsic slope (smaller β) yields a larger extinction. The
change in extinction varies approximately as a linear trend with the
slope as ∆A(V)DLA = −0.07 · (∆β/0.02), where ∆A(V)DLA
and ∆β denote the change in best-fitting extinction and slope, re-
spectively. We can include this as a systematic uncertainty in our
result: A(V)DLA = 0.28 ± 0.01|stat ± 0.07|sys. We note, that in
cases of very shallow slopes the extinction becomes very small and
these models prefer dust in the quasar. However, such solutions are
inconsistent with the broad-band data from WISE at 3.5 µm and
the measure of extinction from the depletion ratio of metals lines in
the DLA, see above. Furthermore, the very high luminosity of the
quasar (among the top 0.1 per cent brightest quasars at this redshift,
λLK = 7.9 × 1046 erg s−1) renders such models highly unlikely
as bright quasars typically have steeper slopes (Davis et al. 2007),
which would increase our best-fitting value for A(V)DLA.
4.2 Depletion of iron relative to zinc
Following Vladilo et al. (2006) and De Cia et al. (2013), we cal-
culated the column density of iron in the dust phase, log(NˆFe).
This quantity is expected theoretically to correlate with A(V), and
we used the empirical relation from Vladilo et al. (2006) to cal-
culate A(V)DLA assuming that the intrinsic abundance ratio of
(Fe/Zn) is Solar. Although zinc is usually assumed to be depleted
very little onto dust grains, and as such a good estimator of the
volatile elements, this is not the case for high metallicity sys-
tems. For around Solar metallicity and above, even zinc may show
signs of weak depletion (Vladilo et al. 2006). In order to cor-
rect for this differential depletion of both iron and zinc, we as-
sumed that the depletion of iron and zinc follow that of the in-
terstellar medium in the Milky Way, see De Cia et al. (2013).
Given the high metallicity ([Zn/H] = −0.09) inferred from zinc,
both the Solar intrinsic abundance ratio and the Galactic depletion
pattern are valid assumptions. We measured a high depletion of
[Fe/Zn] = −1.22 ± 0.06, from which we inferred an amount of
dust extinction of A(V) = 0.39+0.13−0.10 mag. We note that neglecting
differential depletion of zinc relative to iron for such high metallic-
ities would underestimate A(V) by 0.11 mag. The intrinsic ratio of
[Zn/Fe] has been studied extensively (for a recent study, see Berg
et al. 2015), and a large spread is generally observed. Berg et al.
(2015) show that the intrinsic [Zn/Fe] ratio is most probably lower
than Solar. This would lead to a higher A(V ) in this case. Even
with a higher than Solar intrinsic ratio of [Zn/Fe] (+0.2 dex), the
high level of depletion observed in this DLA requires a significant
amount of dust in order to reconcile the observed zinc-to-iron ratio
with the intrinsic ratio.
5 THE DLA GALAXY COUNTERPART
In order to identify the galaxy associated with the DLA we have
searched for stellar continuum emission in broad-band imaging as
well as nebular emission lines in the X-shooter spectrum. However,
the bright background quasar impedes detection of the faint glow
from the DLA galaxy, and it is therefore necessary to subtract as
much of the quasar’s light as possible. The methods utilized for
this subtraction is described below for each dataset.
5.1 Optical Imaging
For the broad-band images, we had to replicate the point spread
function (PSF) in order to subtract the point-like quasar emission.
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Figure 6. The X-shooter spectrum of quasar J 2225+0527 shown in black together with the photometry from SDSS, UKIDSS, and WISE band 1 (shown in
yellow squares, the errorbars are too small to be seen). The spectrum in the top panel has been smoothed for presentation purposes. The telluric absorption
regions in the near-IR (at ∼1.0, 1.1, 1.5 and 1.9 µm) have been masked out. The blue solid curve shows the unreddened quasar template, and the red solid
curve shows the same template assuming the best-fitting dust model with iron emission and Lyα absorption included, see Sect 4. For reference, the blue dashed
line shows the best-fitting dust model without including the iron emission template. The largest offset between the red and the dashed line is observed around
the C III] emission line at ∼ 0.6 µm.
In the NOT r′-band image, we modelled the PSF by combining
bright, though not saturated, stars in the field. The light from the
quasar was then subtracted using this empirical PSF. This way we
could probe the regions closer to the quasar. However, the central
part (within 0.′′9) was still not accessible due to strong residuals
from the PSF subtraction. The PSF subtracted r′-band image is
shown in Fig. 7. In the residual image, we observed no emission
consistent with that of a DLA galaxy. However, when smoothing
the image with a Gaussian filter we detect a fuzzy blob of emis-
sion around 4 arcsec South-West of the quasar. This extended emis-
sion is consistent with the Lyα nebula observed by Heckman et al.
(1991), and moreover is located at the same spatial position as the
extended radio lobes reported by Barthel et al. (1988). We therefore
ascribe this extended emission to the C III line of the Lyα nebula,
rather than emission from the DLA galaxy. Hence, the DLA galaxy
remains undetected down to a limit of mAB > 24.79 mag (3 σ
limit). Since we were not able to probe the region closest to the
quasar we used apertures placed around the quasar at a distance of
1.′′9 from the quasar to estimate the flux limit. This corresponds to
a physical separation of 16 kpc at the redshift of the DLA. The ob-
served r′-band probes flux at ∼ 1900 A˚ in the rest-frame of the
DLA galaxy. This part of the UV continuum is sensitive to recent
star formation, and the flux limit thus allows us to constrain the star-
formation rate using Kennicutt (1998). First we applied a correction
for Galactic extinction ofAr′ = 0.347 from the maps of Schlafly &
Finkbeiner (2011), and converted the corrected flux to a luminosity
given the luminosity distance for z = 2.13. Finally, we converted
the luminosity to star-formation rate (using Chabrier initial mass
function) correcting for dust in the DLA assuming an extinction of
1.5 mag at rest-frame 1900 A˚. This way we obtained a 3σ limit on
star formation rate of SFR < 21 M yr−1, under the assumption
that the impact parameter is more than 16 kpc. For smaller impact
parameters, the star formation rate may be even higher.
5.2 Near-infrared Imaging
Due to the lack of suitable PSF stars in the small field of view of the
Keck AO images we used the quasar itself to make an azimuthally
averaged radial PSF profile. We then generated a spherically sym-
metric PSF from the average radial profile for each image and sub-
tracted the model PSF from the images. In the H and K′ images,
we observed a small excess flux at roughly 0.′′5 south of the quasar’s
centroid, see Fig. 8. The emission was observed at the same loca-
tion in the two images, which is not expected for a random excess
due to a spurious peak in the residuals. We thus regarded this as
a tentative detection of the DLA galaxy counterpart. We extracted
the flux from the small excess by fitting a 2-dimensional Gaussian
model to the excess emission. By using the measured flux of the
quasar in UKIDSS photometry as reference, we obtained the fol-
lowing magnitudes for the tentative DLA counterpart: H = 23.6
and K′ = 23.8 mag, both on the AB system. The PSF in the J
band image was less symmetric than in the other two AO images.
This made the PSF modelling more difficult to perform; As a re-
sult, we did not obtain a good subtraction of the PSF and no excess
emission was observed in the J-band at the same position.
5.3 X-shooter Spectroscopy
In order to detect weak nebular emission lines from the DLA
galaxy in the spectrum, we subtracted the quasar trace from the
2-dimensional spectrum following the method in Krogager et al.
(2013). We did not detect any emission from the nebular lines Hα,
Hβ or [O III] at the redshift of the DLA in our X-shooter spectrum.
We obtained flux limits for [O III] λ5007 and Hα of FO III < 5.3×
10−17 erg s−1 cm−2 (3σ) andFHα < 16.5×10−17 erg s−1 cm−2,
respectively. The spatial extent of the aperture used for the flux
limit estimation was determined from the width of the spectral trace
(FWHM = 5 pixels at the location of Hα). We used an aperture
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Figure 8. Keck AO images of the quasar J 2225+0527 in H and K′ bands.
The left and right panels in each row show, respectively, the image before
and after subtraction of a model PSF (see text). Each images are oriented
North to the top and East to the left. The red circle in each residual image
marks the location of the tentative detection of the emission counterpart of
the DLA at redshift z = 2.13. The radial structure observed in the H-band
residuals is an artefact of the circular averaging of the PSF. The J-band
image did not result in a successful PSF subtraction and is therefore not
shown.
size of twice the FWHM (1.5 arcsec) centred on the position of
the quasar. In the spectral direction, we used the velocity width
of the absorption lines (330 km s−1) centred around the absorp-
tion systemic redshift zsys = 2.132489. This provides a conserva-
tive upper limit which takes into account the fact that we do not
know the exact emission redshift, however, the emission redshift
is probably within the velocity spread observed in the different ab-
sorption components. Also, we assumed that the emission is at very
small impact parameter, which seems plausible given the hints from
the Keck imaging described above. Unfortunately the Hα line is
located in a region of Telluric absorption lines. The flux limit is
therefore not very constraining; However, it still allows us to put a
limit on the star formation rate by using the relation from Kenni-
cutt (1998). This yields an upper limit on the star formation rate of
SFRHα < 29 M yr−1, assuming Chabrier IMF and correcting
for dust.
6 DISCUSSION
The quasar observed in this work, although identified in previous
radio catalogs, was missing in the SDSS quasar database due to sig-
nificant amounts of dust causing the optical colours of the quasar
to appear stellar-like in the SDSS colour spaces. However, since
the quasar is a radio-loud quasar it would be expected to appear
in the SDSS database. The reason why this quasar does not appear
in SDSS is that the cross matching of SDSS and the FIRST radio
catalog was performed in 2008, whereas Q2225+0527 was not ob-
served until 2009. It is thus an unfortunate coincidence of various
factors that resulted in the misclassification of Q2225+0527 in the
SDSS database.
The foreground DLA at z = 2.13 was first reported by Barthel
et al. (1990) and later by Junkkarinen, Hewitt, & Burbidge (1991)
and Ryabinkov, Kaminker, & Varshalovich (2003); However, the
dust reddening towards the quasar has so far not been studied in
detail. Based on the detection of C I and H2 together with high de-
pletion from [Zn/Fe], we had strong evidence for dust in the DLA.
This was further bolstered by our spectral fitting. The best-fitting
model had all the dust in the DLA. We found the DLA to be of
Solar metallicity with [Zn/H] = −0.09 ± 0.05 and we inferred a
dust-to-gas ratio of A(V)/N(H I) = 5.5 × 10−22 mag cm2 con-
sistent with that of the local ISM (4 − 6 × 10−22 mag cm2; Liszt
2014). This value of dust-to-gas ratio is much higher than the aver-
age DLA (A(V)/N(HI) = 2−4×10−23 mag cm2; Vladilo et al.
2008).
This shows that dusty DLAs indeed do exist and that they are,
to some degree, missed in optically selected quasar samples. The
quasar studied here is intrinsically very bright and red (among the
top 0.1 per cent most luminous and top 1 per cent most red quasars
at these redshifts, see Figures 9 and 10). A bias against dusty DLAs,
and absorption systems in general, is therefore not only limited to
the faint end of the quasar luminosity function. The bright quasars
are also affected due to the reddening caused by dust allowing the
quasars to escape detection by optical colour criteria. The actual
colour criteria used by SDSS are hard to visualize, since the algo-
rithm works in a multi-dimensional colour-space (Richards et al.
2002). However, in order to visualize the effect of dust redden-
ing we show the u − g and g − r colour-colour diagram in Fig-
ure 10. The contours and small blue points indicate SDSS quasars,
showing that they mostly cluster in the region around (0, 0). The
individual points at redder colours are added to the SDSS sample
by various other criteria such as radio selection (for comparison,
see Richards et al. 2001, 2002). The red dot marks the observed
colours of the quasar in this work and its intrinsic colours after cor-
recting for the DLA dust (the red square connected to the red dot
by a line). The quasar thus falls in the region of optically selected
quasars if there had been no dust in the DLA. Owing to its very
bright radio emission, the quasar presented here was identified in
radio surveys. However, only about 10 per cent of quasars are radio
loud (Balokovic´ et al. 2012). Hence, more dusty absorbers might be
missing toward red, radio quiet quasars. The DLA presented here is
similar to the recent sample of neutral carbon absorbers by Ledoux
et al. (2015) both in terms of C I abundance and dust extinction.
These authors also argue that the most dusty absorption systems
are missing in current samples selected using optical criteria.
The impact of this bias, i.e., the frequency of dusty DLAs,
is not a large effect when seen in terms of the overall number of
DLAs. The criteria used in the HAQ survey (Krogager et al. 2015)
select around 2 per cent of the general quasar population (known
in SDSS data release 10). Of the quasars identified in the HAQ sur-
vey, about 2 per cent have dusty foreground absorbers. Hence, only
a small number of absorbers are missed. However, these absorbers
are primarily metal-rich and will contribute to a significantly larger
fraction of the metals, since the bulk of DLAs have very low metal-
licities. This is consistent with what has been found in radio surveys
of DLAs (Ellison et al. 2001; Jorgenson et al. 2006), i.e., dust bias-
ing does not have a strong effect on the bulk of the DLA population.
We furthermore caution the reader that the numbers presented here
are only rough approximations and a more detailed investigation of
the selection effects is still needed.
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Figure 7. r’-band image from the Nordic Optical Telescope of the quasar J 2225+0527. The three panels show (left to right) the combined image, the residuals
after subtraction of the point spread function, and the residual image smoothed by a (5×5 pixel2) Gaussian filter with σfilter = 2 pixels. In the middle panel,
the two slit positions used for the X-shooter observations are shown as rectangles. In the right panel, an extended excess of emission is visible about 4 arcsec
southwest of the quasar (marked by a red circle).
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Figure 9. Distribution of SDSS g − r color and K-band luminosity for
quasars with redshifts from 2.1 < z < 2.5 (blue points and histograms)
selected from the sample of Peth et al. (2011). The quasar presented in
this work is shown in red. All magnitudes have been corrected for Galactic
extinction of E(B − V ) = 0.132.
6.1 Partial Coverage and Size of the BLR
In Sect. 3.1, we derived the line flux residual from the C I absorp-
tion lines. If we interpret the LFR as a geometric effect caused by
partial coverage of the background emitting source (in this case
the broad line region of C IV) then the LFR can be converted to a
covering fraction. Other explanations for the LFR would be gravi-
tational lensing of the quasar or a double quasar, see the discussion
in Balashev et al. (2011). As argued in Sect. 3.1 we favour the geo-
metric effect since the other scenarios require a somewhat unlikely
conspiracy of alignments. However, with the current data, we can-
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Figure 10. Distribution of SDSS u − g and g − r colors for quasars (blue
contours and points) selected from the sample of Peth et al. (2011). The
red dot marks the observed colours of the quasar, Q2225, presented in this
work. The red square connected to the red dot by the line marks the colours
of Q2225 after correcting for the foreground reddening from the DLA. The
intrinsic colours of the quasar are thus consistent with the bulk of quasars
identified in SDSS, though slightly redder than the average. This is con-
sistent with the redder than average intrinsic slope inferred from the spec-
tral fitting. All magnitudes have been corrected for Galactic extinction of
E(B − V ) = 0.132.
not exclude the other scenarios and we caution the reader that the
following exercise is merely suggestive.
Given the covering fraction of 27±6 per cent of the BLR, in-
ferred in Sect. 3.1, we can calculate the size of the BLR assuming
a simple spherical geometry of both the absorbing cloud and the
BLR, as depicted in the schematic view of Fig. 4. A prerequisite for
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this calculation is the physical size of the absorbing cloud, which
we can estimate from the fine structure levels of C I. These fine
structure levels are excited by the background radiation field and by
collisions with other species predominantly hydrogen (both atomic
and molecular). The population of the various levels will therefore
depend on the density and temperature of the gas. In the following,
we assume that neutral carbon arises from the cold self-shielding
cloud where molecular hydrogen is the primary collisional part-
ner. We then use the numerical code POPRATIO (Silva & Viegas
2001) to calculate the population of various fine-structure levels for
a grid of temperatures (50−500 K) and densities (1−1000 cm−3).
Assuming that the column densities derived in Sect. 3.1 trace the
physical densities, i.e., N(C I)/N(C I∗) = n(C I)/n(C I∗), we
can then calculate the allowed range in temperature and density
(nH2 ). The temperature and density are highly degenerate and the
temperature remains unconstrained, though typical values for the
cold, neutral phase lie in the range of 50 − 200 K. However, we
obtain a range of allowed densities from 90 to 400 cm−3 with a
most probable density around 100 cm−3 for T = 100 K.
With the physical density of H2 at hand, we can infer a phys-
ical length scale of the small absorbing cloud from the ratio of
column density to volumetric density: lcloud = N/n ≈ 0.1 pc.
We assume that the cloud is spherically symmetric with radius
rcloud = lcloud/2. In projection as shown in the top right panel
of Fig. 4, the system will therefore appear like two overlapping
disks with an offset between the two centres, ∆l. Since we do not
know this projected separation we calculate a grid of various sep-
arations and radii of the BLR. For each grid point, we can then
evaluate the covering fraction of the BLR by the small cloud of
radius rcloud = 0.05 pc. Since the quasar and absorbing cloud are
independent the projected separation between the centres of the two
disks will be randomly distributed. For the spherically symmetric
geometry that we assume, the probability of a given ∆l will depend
linearly on the separation p(∆l) ∝ ∆l, i.e., there is zero probabil-
ity of a perfect alignment. We furthermore require ∆l 6 rcloud
since the continuum source (the accretion disk) in the centre of the
BLR must be covered by the absorbing cloud. These two require-
ments serve as our prior on the separation: p(∆l) = 2∆l/r2cloud
for ∆l 6 rcloud and p(∆l) = 0 for ∆l > rcloud. Given the mea-
surement of the covering fraction we can convert the 2-dimensional
grid of covering fraction as a function of RBLR and ∆l to a like-
lihood function. By multiplying the likelihood function with the
prior on ∆l and marginalizing over all separations, we obtain the
most probable radius of the C IV broad line region,RBLR = 0.1 pc.
However, given the large uncertainties on the density, temperature,
and size of the cloud, the size of the BLR is not constrained to better
than a factor of ∼2, i.e., RBLR ≈ 0.05− 0.2 pc.
From the observed correlation between the physical size of the
broad line region and luminosity, we can independently estimate
the radius of the BLR. We use the relation for C IV from Kaspi
et al. (2007), who quantify the relation in terms of the luminosity
at 1350 A˚. In the X-shooter spectrum, we measure λLλ(1350) =
3.48 × 1046 erg s−1, which corresponds to RBLR = 0.17 pc with
an uncertainty of 54 % dominated by the scatter in their calibration.
This is well within the uncertainties on both the radius–luminosity
relation and our estimate. The good agreement between the two
size estimates provides evidence for the partial coverage due to the
small projected size of the cloud compared to the BLR, despite the
simple geometry we assumed.
6.2 Stellar Mass of the DLA Galaxy
The velocity structure of the absorbing gas contains 10 individual
components spread over a total range of 397 km s−1. Such a wide
span of velocities is in fact quite common for absorbers with a sim-
ilar high metallicity (Ledoux et al. 2006), and it is believed to be
related to the deep potential well of the massive dark matter haloes
that host high metallicity galaxies (Møller et al. 2013; Neeleman
et al. 2013; Arabsalmani et al. 2015). In Sect. 3, we quantified the
velocity width of the system using ∆V90 for which we obtain a
value of 331 km s−1. The resolution of X-shooter at the observed
wavelength of the line is 27.2 km s−1, and we use the method de-
scribed by Arabsalmani et al. (2015) to correct the ∆V90 measured
and obtain the intrinsic value ∆V90 = 329 km s−1.
The ∆V90 has been shown to correlate with metallicity, a cor-
relation which depends on the redshift (Ledoux et al. 2006). The
evolution of the zero-point of the relation is shown in Fig. 11 (black
points and full red line from Møller et al. (2013)). The 1σ of the
intrinsic scatter of the relation is marked by the dashed red lines,
and the DLA (blue star) is seen to lie well within this scatter. Chris-
tensen et al. (2014) confirmed the expectation that the relation in re-
ality is a mass-metallictiy relation, and using the prescription from
Christensen et al. (2014), and [M/H] = −0.1, we predict a stellar
mass of log(M?/M) = 10.78 ± 0.55 which is among the few
most massive DLA galaxies known at any redshift. We note that be-
cause we do not know the impact parameter for this galaxy we use
the average value 0.44 for C[M/H]. In case the true impact parame-
ter is very small, C[M/H] would be somewhat smaller and likewise
then the stellar mass (as discussed below).
Comparing to the three known DLA galaxies at similar red-
shifts (Christensen et al. 2014, Tables 2 and 3), those have masses
computed from the same formula in the range log(M?/M) =
9.9 − 11.0, and rest-frame optical AB magnitudes of 23.6, 24.4,
and 25.2. In case we assume that the DLA galaxy in our case is
perfectly aligned with the quasar (i.e., impact parameter of zero)
then we can use equation (3) from Christensen et al. and obtain the
lowest possible stellar mass of log(M?/M) = 10.00. This is still
a very high stellar mass for a DLA galaxy, but the galaxy would
remain hidden under the glare of the quasar.
We searched for the emission counterpart of the DLA both in
the X-shooter spectrum and in imaging. From the spectrum we only
obtained upper limits on the [O III] and Hα line fluxes, and the r′-
band image only provided a flux limit for impact parameters larger
than 16 kpc. Interestingly, we observed tentative signs of the emis-
sion counterpart in the near-infrared AO images in the H and K′
bands. Although this is highly uncertain given the relatively simple
PSF subtraction, it is however reassuring that the excess emission
is observed at the same spatial location in the two images. We can
thus speculate that the DLA is associated with the excess emis-
sion observed in the near-infrared images at an impact parameter
of roughly 4 kpc. The inferred H-band magnitude of the emission
counterpart would then be 23.6 mag which is in good agreement
with the observed fluxes in the sample of Christensen et al. (2014).
In previous studies of emission counterparts of DLAs, we inferred
star formation rates of 13 and 27 M yr−1 (Krogager et al. 2013;
Fynbo et al. 2013a) for DLAs with slightly lower metallicities of
[Zn/H] ≈ −0.5. The upper limit on the star formation rate of
SFR < 29 M yr−1 derived in Sect. 5 is therefore consistent with
previous detections.
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Figure 11. Comparison to the redshift evolution of the global metallicity-
∆V90 relation of DLAs. The quantity [M/H]100 km/s denotes the metallic-
ity normalization of the relation at 100 km s−1. Black dots and full red line
marks the binned data and simple linear fit, red dashed lines mark the 1 σ
internal scatter of the relation (from Møller et al. (2013)). DLA-2225+0527
is seen to lie well within the general distribution of intervening DLAs.
7 SUMMARY
In this work, we presented imaging and spectroscopic observations
of the quasar J 2225+0527 and found that the DLA at z = 2.13
has high metallicity (consistent with Solar), high level of deple-
tion (inferred from [Fe/Zn]), and strong molecular hydrogen ab-
sorption. Moreover, we detected neutral carbon absorption lines
showing signs of partial coverage due to the projected size of the
absorbing cloud being small compared to the background source.
By deriving the covering fraction and a rough size estimate of the
absorbing cloud, we were able to infer the size of the broad line
region of C IV in the quasar to be 0.05− 0.2 pc. This is consistent
with the estimate from the radius-luminosity relation from Kaspi
et al. (2007) to within the 1σ scatter of 54 per cent of their relation.
From the depletion ratio, we estimated the amount of dust in
the DLA to be A(V) = 0.39+0.13−0.10 mag. Spectral modelling of the
quasar resulted in a best-fitting A(V) of A(V)DLA = 0.28 mag
with no dust in the quasar itself. We therefore concluded that the
reddening of the quasar is caused by dust located in the DLA, and
that this reddening caused the quasar to be misclassified as a star in
SDSS.
We observed tentative evidence for an emission counterpart to
the DLA in the near-infrared H and K′ band images at an impact
parameter of roughly 0.′′5 or 4 kpc. The flux of the tentative DLA
galaxy in the H-band was estimated to be roughly 23.6 AB mag.
This corresponds to a stellar mass of roughly 109 − 1010 M
consistent with the estimate from the mass-metallicity relation of
Christensen et al. (2014).
The quasar studied in this work, although identified previ-
ously in radio surveys, was misidentified as a star in SDSS due
several factors. Had this been a more typical quasar in terms radio-
loudness, the quasar would have been missed by the optical criteria
utilized by SDSS and furthermore missed by radio surveys. There-
fore, enriched and dusty galaxies detected in absorption towards
quasars are underrepresented in the current optically selected sam-
ples. This has important implications for the mapping of chemi-
cal enrichment, as it introduces a bias against the most enriched
systems at high redshift. Although a small effect in terms of the
number of missing absorbers, the bias introduced in the metallicity
distribution as well as the cold gas fraction of DLAs still needs to
be determined quantitatively.
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APPENDIX A: ABSORPTION LINES
The full list of identified absorption lines belonging to the DLA is
given in Table A1. We further quote the equivalent widths for each
line.
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Table A1. List of absorption lines from the z = 2.13249 DLA.
Transition EW(1)
Fe II,λ1144 0.623±0.009
S II,λ1250(2) <0.392±0.007
S II,λ1253 0.339±0.005
S II,λ1259 + Si II + Fe II,λ1260 2.294±0.006
O I,λ1302 + Si II,λ1304 3.157±0.004
C II,λ1334 + C II∗, λ1335 2.243±0.006
Ni II,λ1370 0.105±0.005
Ni II,λ1454 0.045±0.004
Al II,λ1670 1.967±0.004
Ni II,λ1709 0.074±0.005
Ni II,λ1741 0.119±0.004
Si II,λ1526 1.662±0.006
Fe II,λ1608 0.754±0.004
Si II,λ1808 0.184±0.008
Co II,λ1941 <0.018 (3σ)
Co II,λ2012(2) <0.04±0.02
Mg I + Zn II,λ2026 0.276±0.006
Cr II,λ2056 0.055±0.007
Cr II + Zn II,λ2062 0.137±0.006
Fe II,λ2249 0.042±0.005
Fe II,λ2260 0.086±0.005
Fe II,λ2344 1.899±0.005
Fe II,λ2374 0.946±0.004
Fe II,λ2382 2.682±0.003
Mn II,λ2576 0.160±0.004
Fe II,λ2586 1.741±0.004
Mn II,λ2594 0.144±0.004
Fe II,λ2600(2) 2.973±0.003
Mn II,λ2606(2) 0.278±0.003
Mg II,λ2796 4.759±0.005
Mg II,λ2803 4.350±0.005
Mg I,λ2852 0.909±0.005
Cl I,λ1347 0.060±0.005
C I + C I∗ + C I,∗∗λ1328 0.231±0.004
C I + C I∗ + C I,∗∗λ1560 0.216±0.004
C I + C I∗ + C I,∗∗λ1656 0.390±0.003
N I,λ1199 + N I,λ1200 2.228±0.010
N I,λ1134.4 1.451±0.009
C IV,λ1550, 1548 2.924±0.007
Al III,λ1854 0.559±0.009
Al III,λ1862 0.392±0.009
Si IV,λ1393 1.041±0.006
Si IV,λ1402 0.645±0.006
(1) Rest-frame equivalent width in units of A˚.
(2) Contaminated line.
APPENDIX B: CONTINUUM DETERMINATION
The continuum flux of the quasar around the C IV line is obtained
by interpolation of relatively emission-line free regions. This is
however very uncertain, as many broad and weak lines can blend
together, which may create a so-called pseudo continuum. For this
reason we assume a conservative uncertainty of 10 per cent for the
placement of the continuum. The estimated continuum is shown in
Fig. B1.
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