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Disorder chaos in some diluted spin glass models
Wei-Kuo Chen∗ Dmitry Panchenko†
Abstract
We prove disorder chaos at zero temperature for three types of diluted models with large
connectivity parameter: K-spin antiferromagnetic Ising model for even K ≥ 2, K-spin spin
glass model for even K ≥ 2, and random K-sat model for all K ≥ 2. We show that modifying
even a small proportion of clauses results in near maximizers of the original and modified
Hamiltonians being nearly orthogonal to each other with high probability. We use a standard
technique of approximating diluted models by appropriate fully connected models and then
apply disorder chaos results in this setting, which include both previously known results as
well as new examples motivated by the random K-sat model.
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1 Introduction
We begin by defining three types of diluted spin glass models that will be considered in this paper.
Let K ≥ 2 be a fixed integer. A random clause with K variables is a random function θ(σ1, . . . ,σK)
on {−1,+1}K. We will consider the following three examples.
Example 1. (K-spin antiferromagnetic model) The function θ is given by
θ(σ1, . . . ,σK) =−σ1 · · ·σK, (1)
so in this case it is non-random.
Example 2. (K-spin spin glass) The random function θ is given by
θ(σ1, . . . ,σK) = Jσ1 · · ·σK, (2)
where J is a Rademacher random variable with P(J =±1) = 1/2.
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Example 3. (K-sat model) The random function θ is given by
θ(σ1, . . . ,σK) =− ∏
k≤K
1+ Jkσk
2
, (3)
where (Jk)k≥1 are i.i.d. Rademacher random variables.
We choose random variables J to be Rademacher only for simplicity, and one can also consider
other symmetric distributions. We will denote by θ j independent copies of the function θ for
various indices j. In the Example 1, θ is non-random so θ j = θ , and in Examples 2 and 3,
θ j(σ1, . . . ,σK) = J jσ1 · · ·σK and θ j(σ1, . . . ,σK) =− ∏
k≤K
1+ Jk, jσk
2
with i.i.d. copied J j or Jk, j of J. Given a parameter λ > 0, called the connectivity parameter, the
Hamiltonian of the models we will be studying is defined by
Hλ (σ) = ∑
j≤pi(λN)
θ j(σi1, j , . . . ,σiK, j), (4)
where pi(λN) is a Poiss(λN) random variable with the mean λN, and the coordinate indices ik, j
are independent for different pairs (k, j) and are chosen uniformly from {1, . . . ,N}. In Example 1,
we will be interested only in balanced configurations belonging to the set
V =
{
σ : ∑
i≤N
σi = 0 if N ∈ 2N and ∑
i≤N
σi = 1 if N ∈ 2N+1
}
, (5)
while in Examples 2 and 3 the set will be the entire hypercube V = {−1,+1}N . Our main result
below will describe a chaotic behaviour of near maximizers of this Hamiltonian under resampling
a positive proportion of clauses, even arbitrarily small.
Example 1 with K = 2 is related to the maximum bisection of the sparse Erdo¨s-Re´nyi random
graph G(N,2λ/N), since we can represent a bisection by a balanced configurations σ and write
the number of edges between the two groups (up to the usual Poisson approximation) as
∑
j≤pi(λN)
I(σi1, j 6= σi2, j) =
pi(λN)
2
− ∑
j≤pi(λN)
σi1, jσi2, j =
pi(λN)
2
+Hλ (σ).
Example 2 is a diluted version of the K-spin Sherrington-Kirkpatrick spin glass model [28], and
Example 3 corresponds to the random K-sat model and, in particular, finding the assignment of
variables (σi) that maximizes the number of satisfied clauses, which for a given clause means that
at least one σk =−Jk for 1≤ k ≤ K.
For the rest of the paper we fix a correlation/proportion parameter
t ∈ (0,1), (6)
and consider two copies H1λ (σ) and H
2
λ (σ) of (4) defined in two different ways as follows.
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(Resampling clauses) In this case, the two Hamiltonians H1λ (σ) and H
2
λ (σ) will have Poiss(tλN)
common clauses and two independent Poiss((1− t)λN) independently generated clauses, which
means that we resample both indices of variables and random signs. For instance, in Example 1
the only randomness is in the choice of the clause indices so, for ℓ= 1,2, we define
Hℓλ (σ) =− ∑
j≤pi(tλN)
σi1, j · · ·σiK, j − ∑
j≤piℓ((1−t)λN)
σiℓ,1, j · · ·σiℓ,K, j , (7)
where pi(tλN),pi1((1− t)λN) and pi2((1− t)λN) are independent Poisson random variables with
the means tλN and (1− t)λN and all indices ik, j and iℓ,k, j are independent and uniform on
{1, . . . ,N}. In the Examples 2 and 3, we can also resample only random signs J without resampling
indices, as follows.
(Resampling random signs) In this case, the number of clauses, pi(λN), will be the same, as well
as their indices, and only random signs will be resampled. In the K-spin spin glass, we will replace
the random variable J j in each clause by two correlated copies J
1
j and J
2
j such that EJ
1
j J
2
j = t. In
the K-sat model, we will consider two versions of the correlated copies H1λ (σ) and H
2
λ (σ).
(a) In the first version, independently for each clause θ j, with probability 1− t we resample all
random signs J11, j, . . .J
1
K, j simultaneously to produce J
2
1, j, . . .J
2
K, j. In this case, EJ
1
k, jJ
2
k, j = t
but the pairs (J1k, j,J
2
k, j) within the same clause are correlated.
(b) In the second version we will simply replace each Jk, j in each clause by two copies such that
EJ1k, jJ
2
k, j = t. In other words, we resample each J
1
k, j with probability 1− t to produce J2k, j, but
(J1k, j,J
2
k, j) are independent for all different pairs (k, j).
The main result of this paper is that for all decouplings of the Hamiltonian described above and
for large connectivity λ , with high probability all near maximizers are nearly orthogonal to each
other. For technical reason related to Theorem 2 below, we will assume from now on that K ≥ 2 is
even in Examples 1 and 2, and arbitrary K ≥ 2 in Example 3.
Theorem 1 For any ε, t ∈ (0,1) there exists small enough η > 0 such that for large enough λ the
following holds for large enough N with probability at least 1−Le−Nη2/L: for any configurations
σ1,σ2 ∈V that nearly maximize the corresponding Hamiltonian,
1
N
Hℓλ (σ
ℓ)≥ 1
N
max
σ∈V
Hℓλ (σ)−η
√
λ for ℓ= 1,2, (8)
the overlap R1,2 = N
−1∑i≤N σ1i σ
2
i between them satisfies |R1,2| ≤ ε.
In other words, the set of near maximizers is chaotic under resampling even a small proportion of
clauses. Here the constant L depends only on K, L = L(K) > 0, and we will see in the proof that
one can take λ ≥ Lη−6 also for some large enough constant L= L(K) > 0. The definition of near
maximizers is taken on the scale
√
λ , which corresponds to the scale of the maximum (see (11) and
(12) below) except that in the random K-sat model one needs to subtract −λ/2K corresponding to
the non-random part of the clauses in (3).
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Let us mention one standard consequence of Theorem 1 – the existence of exponentially many
in N near maximizers of the Hamiltonian Hλ in the Examples 1 and 2 (and in Example 3 after
subtracting −λ/2K) which are all nearly orthogonal to each other. To see this, consider the case
of resampling clauses and notice that, by (11), the normalized maximum over Poiss((1− t)λN)
clauses will be of order
√
(1− t)λ so, for t close to 1, the maximizer of the second Hamiltonian
can be considered a near maximizer of the first one. Since we have exponential control of all
probabilities, we can resample the Hamiltonian exponentially many times to find exponentially
many near maximizers that are all nearly orthogonal to each other.
The proof of Theorem 1 will be based on some known as well as new examples of disorder
chaos at zero temperature for mixed p-spin models, and a standard comparison technique of the
diluted models with large connectivity with appropriate mixed p-spin models using the Guerra-
Toninelli interpolation from [14]. This technique has been used in various settings in [11, 27, 24,
16] to show that the diluted K-spin model and K-spin spin glass can be approximated by the fully
connected pure K-spin spin glass model with the Hamiltonian
H(σ) =
1
N(K−1)/2 ∑1≤i1,...,iK≤N
gi1,...,iKσi1 · · ·σiK (9)
and the K-sat model can be approximated by the following mixed p-spin Hamiltonian
H(σ) =
K
∑
p=1
√(
K
p
)
1
N p−1 ∑
1≤i1,...,ip≤N
gi1,...,ipσi1 · · ·σip , (10)
where the coefficients (gi1,...,ip) are standard Gaussian random variables independent for all p≥ 1
and all indices (i1, . . . , ip). From now on, whenever Hλ and H appear in the same formula, we
assume without explicitly mentioning again that Examples 1 and 2 are paired with (9) and Example
3 is paired with (10). For the K-spin antiferromagnetic Ising model from Example 1 and K-spin
spin glass from Example 2, it was shown in [11, 27] that
1
N
Emax
σ∈V
Hλ (σ) =
√
λ
1
N
Emax
σ∈V
H(σ)+O(λ 1/3) (11)
as λ → ∞, uniformly in N. For the K-sat model, it was shown in [24] that
1
N
Emax
σ∈V
Hλ (σ) =−
λ
2K
+
√
λ
2K
1
N
Emax
σ∈V
H(σ)+O(λ 1/3) (12)
as λ →∞, uniformly in N (which was obtained earlier in [19] by the non-rigorous replica method).
All the above results were stated with the error o(
√
λ ) instead of O(λ 1/3); however, a (not so)
careful inspection of the arguments as well as the proof below will make it clear that the error term
can be chosen to be O(λ 1/3). Upper and lower bounds on the factor in front of
√
λ were obtained
earlier in [10]. The main motivation for the above approximation results was due to the fact that
the limit of N−1Emaxσ∈V H(σ) on the right hand side is well known and is given by the Parisi
formula [25, 26] proved for various mixed p-spin models in [30] and [22, 23] and extended to zero
temperature in [8]. This zero temperature formula appears below in the equation (30).
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To prove Theorem 1, we will connect by a similar technique two resampled diluted systems
coupled by some overlap constraint to two fully connected systems correlated in an appropriate
way as follows. The covariance of the Gaussian Hamiltonians above is given by
EH(σ1)H(σ2) = Nξ (R1,2), (13)
where in the case of (9) and (10) correspondingly,
ξ (s) = sK and ξ (s) =
K
∑
p=1
(
K
p
)
sp = (1+ s)K−1. (14)
For t ∈ (0,1),we will consider two correlated copiesH1,H2 of these Hamiltonians such that either
EH1(σ1)H2(σ2) = Ntξ (R1,2) (15)
or
EH1(σ1)H2(σ2) = Nξ (tR1,2). (16)
The first type of correlation (15) will be used to approximate correlated copies of the dilutedmodels
in all cases except one – the K-sat model with the resampling as in (b) above, in which case the
second type of correlation (16) will be used. Once this approximation is established, at the core of
the proof of Theorem 1 will be the following disorder chaos result for fully connected models.
Theorem 2 Assume that one of the following conditions is satisfied:
(i) H is given by (9) with even K and (15) holds;
(ii) H is given by (10) for any K ≥ 2 and either (15) or (16) holds.
For any ε, t ∈ (0,1), there exist η > 0 such that, for large enough N,
1
N
E max
|R1,2|>ε
(
H1(σ1)+H2(σ2)
)≤ 2
N
Emax
σ
H(σ)−η. (17)
The case of the K-spin model for even K was already included in the disorder chaos result in
[9], which in fact covers mixed p-spin models with even p. The other two cases corresponding to
the Hamiltonian (10) will be proved in this paper and, since the proof is very similar to [9], only
necessary modifications will be detailed. For a number of earlier results about disorder chaos in
various settings, see [1, 2, 3, 4, 5, 6].
Remark 1 The proof of Theorem 2 applies to general covariance structures under the following
technical assumptions. Let ξ0(s) := tξ (s) in the case (15) and ξ0(s) := ξ (ts) in the case (16). If
ξ (s) and ξ0(s) are both convex functions on [−1,1] that satisfy ξ ′′0 (s) < ξ ′′(|s|) on [−1,1] \ {0}
and ζ+(s) and ζ−(s) defined in the equation (36) in Lemma 2 below are nondecreasing on (0,1],
then chaos in disorder (17) remains true.
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2 Proof of Theorem 1
We will first show how Theorem 2 implies Theorem 1. The proofs are very similar in all cases, so
we will only detail one case when only random signs are resampled and one case when clauses are
resampled.
2.1 Resampling random signs
First, we will describe the analogue of the Guerra-Toninelli interpolation in the case of resampling
of random signs in the K-spin spin glass and random K-sat model. In the next susbsection, we will
describe the interpolation in the case of resampling clauses.
For s ∈ [0,1], let us consider the interpolating Hamiltonian
H(s,σ1,σ2) =
2
∑
ℓ=1
(
δHℓλ (1−s)(σ
ℓ)+
√
sβHℓ(σ ℓ)
)
, (18)
where the correlated Hamiltonians H1λ (1−s) and H
2
λ (1−s) are defined in the same way as H
1
λ and
H2λ in the introduction, only with the connectivity parameter λ replaced by λ (1− s). The inverse
temperature parameters δ > 0 and β > 0 will be chosen later. Let
ϕ(s) =
1
N
E log ∑
|R1,2|>ε
expH(s,σ1,σ2) (19)
be the interpolating free energy of these correlated systems coupled by the overlap constraint
|R1,2| > ε. We will now compute the derivative ϕ ′(s) = I+ II as a sum of two terms coming
from the Gaussian integration by parts and Poisson integration by parts. Let us denote by 〈 · 〉s the
average with respect to the Gibbs measure on {(σ1,σ2) ∈V 2 : |R1,2|> ε},
Gs(σ
1,σ2) =
expH(s,σ1,σ2)
∑|R1,2|>ε expH(s,σ
1,σ2)
, (20)
corresponding to the Hamiltonian H(s,σ1,σ2). Recall that the K-spin spin glass and random K-
sat model are defined on V = {−1,+1}N. Let us denote the i.i.d. replicas from this measure by
(σ ℓ,1,σ ℓ,2) for ℓ≥ 1 and let us denote
R
j, j′
ℓ,ℓ′ =
1
N
N
∑
i=1
σ
ℓ, j
i σ
ℓ′, j′
i .
Taking the derivative in
√
s in the second term in (18) and using standard Gaussian integration by
parts (see e.g. [31] or Section 1.2 in [21]) gives
I=
β 2
2
(
2ξ (1)+2E
〈
tξ (R1,21,1)
〉
s
−E〈ξ (R1,11,2)+ξ (R2,21,2)+ tξ (R1,21,2)+ tξ (R2,11,2)〉s)
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in the case when the correlation of H1 and H2 is given by (15) and
I=
β 2
2
(
2ξ (1)+2E
〈
ξ (tR1,21,1)
〉
s
−E〈ξ (R1,11,2)+ξ (R2,21,2)+ξ (tR1,21,2)+ξ (tR2,11,2)〉s)
in the case when the correlation of H1 and H2 is given by (16). The rest of the calculation below is
quite similar to the one in the proof of the Franz-Leone upper bound for the free energy in diluted
models in [12, 20]. To differentiate with respect to s in the Poisson random variable pi(λ (1− s)N)
in the first term in (18) we use that
d
ds
E f (pi(s)) = E f (pi(s)+1)−E f (pi(s))
for a Poisson random variables pi(s)with the mean s. Therefore, the derivative of ϕ(s) with respect
to s in pi(λ (1− s)N) equals
II=−λ
(
E log ∑
|R1,2|>ε
expH+(s,σ1,σ2)−E log ∑
|R1,2|>ε
expH(s,σ1,σ2)
)
,
where H+(s,σ1,σ2) differs from H(s,σ1,σ2) by the addition of one more clause in each of the
correlated diluted Hamiltonians,
H+(s,σ1,σ2) = H+(s,σ1,σ2)+δθ1(σ1i1, . . . ,σ
2
iK
)+δθ2(σ2i1, . . . ,σ
2
iK
),
and these clauses are independent of H(s,σ1,σ2) and are given by
θ ℓ(σ ℓi1, . . . ,σ
ℓ
iK
) =− ∏
k≤K
1+ Jℓkσ
ℓ
ik
2
,
where the random signs Jℓk are correlated as in the case (a) or case (b), that is, they are resampled
with probability 1− t either independently or simultaneously within this one clause. Clearly, we
can rewrite the derivative above as
II=−λE log〈expδθ1(σ1i1, . . . ,σ1iK)expδθ2(σ2i1, . . . ,σ2iK)〉s.
Since θ ∈ {−1,0}, we can write expδθ = 1+(1− e−δ )θ and
expδθ1 expδθ2 = 1− (1− e−δ )∆(σ1,σ2),
where
∆(σ1,σ2) = ∏
k≤K
1+ J1kσ
1
ik
2
+ ∏
k≤K
1+ J2kσ
2
ik
2
− (1− e−δ ) ∏
k≤K
1+ J1k σ
1
ik
2
· 1+ J
2
kσ
2
ik
2
.
Since 0≤ ∆(σ1,σ2)≤ 1+ e−δ and (1− e−δ )∆(σ1,σ2)≤ 1− e−2δ , we can express the logarithm
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above using the Taylor series as
II= λ ∑
n≥1
(1− e−δ )n
n
E
〈
∆(σ1,σ2)
〉n
s
.
Using replicas, we can represent
E
〈
∆(σ1,σ2)
〉n
s
= E
〈
∏
ℓ≤n
∆(σ ℓ,1,σ ℓ,2)
〉
s
= E
〈
E
′∏
ℓ≤n
∆(σ ℓ,1,σ ℓ,2)
〉
s
,
where E′ is the expectation with respect to the randomness J1k ,J
2
k and ik of the clauses θ
1 and θ2,
which is independent of the randomness in 〈 · 〉s. To compute this expectation, let us first note that
the expectation EJ in the random variables J
ℓ
k satisfies
EJ ∏
k≤K
1+ J1kσ
1
ik
2
· 1+ J
1
k σ
2
ik
2
= EJ ∏
k≤K
1+ J2kσ
1
ik
2
· 1+ J
2
k σ
2
ik
2
= ∏
k≤K
1+σ1ikσ
2
ik
4
,
in the case (a) of the correlations between J1k and J
2
k we have
EJ ∏
k≤K
1+ J1kσ
1
ik
2
· 1+ J
2
k σ
2
ik
2
= t ∏
k≤K
1+σ1ikσ
2
ik
4
+
1− t
4K
,
and in the case (b) of the correlations between J1k and J
2
k we have
EJ ∏
k≤K
1+ J1k σ
1
ik
2
· 1+ J
2
kσ
2
ik
2
= ∏
k≤K
1+ tσ1ikσ
2
ik
4
.
Taking expectation with respect to the random indices ik, we get
E
′ ∏
k≤K
1+ J1kσ
1
ik
2
· 1+ J
1
kσ
2
ik
2
= E′ ∏
k≤K
1+ J2kσ
1
ik
2
· 1+ J
2
kσ
2
ik
2
=
(1+R1,2)
K
4K
=
1+ξ (R1,2)
4K
,
in the case (a) of the correlations between J1k and J
2
k we have
E
′ ∏
k≤K
1+ J1k σ
1
ik
2
· 1+ J
2
kσ
2
ik
2
=
1+ tξ (R1,2)
4K
,
and in the case (b) of the correlations between J1k and J
2
k we have
E
′ ∏
k≤K
1+ J1k σ
1
ik
2
· 1+ J
2
kσ
2
ik
2
=
1+ξ (tR1,2)
4K
.
From now on we will consider the case (a) since the second case (b) is similar. Using the above
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formulas, let us compute E〈∆(σ1,σ2)〉ns above for n= 1,2 first. For n= 1,
E
〈
∆(σ1,σ2)
〉
s
=
2
2K
− 1− e
−δ
4K
(1+ tE
〈
ξ (R1,21,1)
〉
s
).
For n= 2, we will separate the terms that contain the factor (1− e−δ ) to obtain
E
〈
∆(σ1,σ2)
〉2
s
= E
〈1+ξ (R1,11,2)
4K
+
1+ξ (R2,21,2)
4K
+
1+ tξ (R1,21,2)
4K
+
1+ tξ (R2,11,2)
4K
〉
s
+ III1,
where |III1| ≤ L(1− e−δ ). Finally, using that ∆(σ1,σ2) ≤ 1+ e−δ , we can bound the sum over
n≥ 3 in II above by
III2 := λ ∑
n≥3
(1− e−δ )n
n
E
〈
∆(σ1,σ2)
〉n
s
≤ λ ∑
n≥3
(1− e−2δ )n
n
≤ Lλ (1− e−2δ )3.
Plugging all these expressions back into II,
II=
2λ (1− e−δ )
2K
− λ (1− e
−δ )2
4K
(
1+ tE
〈
ξ (R1,21,1)
〉
s
)
+
4λ (1− e−δ )2
2 ·4K +
λ (1− e−δ )2
2 ·4K E
〈
ξ (R1,11,2)+ξ (R
2,2
1,2)+ tξ (R
1,2
1,2)+ tξ (R
2,1
1,2)
〉
s
+ III,
where |III| ≤ Lλ (1− e−2δ )3.
Next, given λ and δ , we are going to make the following choice of β ,
β 2
2
=
λ (1− e−δ )2
2 ·4K , or β =
√
λ (1− e−δ )
2K
. (21)
With this choice, all the terms containing overlaps R
j, j′
ℓ,ℓ′ cancel out and, since 2ξ (1) = 2 ·2K−2,
ϕ ′(s) = I+ II=
2λ (1− e−δ )
2K
+
2λ (1− e−δ )2
2 ·2K + III,
where |III| ≤ Lλ (1− e−2δ )3 ≤ Lλδ 3. Recall that we are interested in the regime when λ is large
enough, and below we will take δ = λ−1/3. By Taylor’s expansion,
2λ (1− e−δ )
2K
+
2λ (1− e−δ )2
2 ·2K =
2λδ
2K
+O(λδ 3),
so ϕ ′(s) = 2λδ/2K +O(λδ 3). Integrating between 0 and 1, we get∣∣∣ϕ(0)+ 2λδ
2K
−ϕ(1)
∣∣∣= O(λδ 3)
and, dividing both sides by δ , ∣∣∣ 1
δ
ϕ(0)+
2λ
2K
− 1
δ
ϕ(1)
∣∣∣= O(λδ 2).
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Using elementary estimates
1
N
E max
|R1,2|>ε
H(s,σ1,σ2)≤ ϕ(s)≤ 2log2+ 1
N
E max
|R1,2|>ε
H(s,σ1,σ2)
for s= 0 and s= 1, we get∣∣∣ 1
N
E max
|R1,2|>ε
(
H1λ (σ
1)+H2λ (σ
2)
)− 1
δ
ϕ(0)
∣∣∣≤ 2log2
δ
and ∣∣∣β
δ
1
N
E max
|R1,2|>ε
(
H1(σ1)+H2(σ2)
)− 1
δ
ϕ(1)
∣∣∣≤ 2log2
δ
.
By Taylor’s expansion and our choice of β above,
β
δ
=
√
λ(1− e−δ )
2Kδ
=
√
λ
2K
+O(
√
λδ 2)
and, therefore,
1
N
E max
|R1,2|>ε
(
H1λ (σ
1)+H2λ (σ
2)
)
= − 2λ
2K
+
√
λ
2K
1
N
E max
|R1,2|>ε
(
H1(σ1)+H2(σ2)
)
+O
( 1
δ
+λδ 2+
√
λδ 2
)
.
With the choice of δ = λ−1/3, the error term here is O(λ 1/3). By Theorem 2, we conclude that
there exists η > 0 such that
1
N
E max
|R1,2|>ε
(
H1λ (σ
1)+H2λ (σ
2)
)≤−2λ
2K
+
2
√
λ
2K
1
N
Emax
σ
H(σ)− 2
√
λη
2K
+Lλ 1/3
and, using (12), we get
1
N
E max
|R1,2|>ε
(
H1λ (σ
1)+H2λ (σ
2)
)≤ 2
N
Emax
σ
Hλ (σ)−
2
√
λη
2K
+Lλ 1/3.
For λ ≥ Lη−6 for large enough constant L= L(K), this implies that
1
N
E max
|R1,2|>ε
(
H1λ (σ
1)+H2λ (σ
2)
)≤ 2
N
Emax
σ
Hλ (σ)−
√
λη
L
.
By Azuma’s inequality, this implies that (increasing value of the constant L= L(K))
1
N
max
|R1,2|>ε
(
H1λ (σ
1)+H2λ (σ
2)
)≤ 1
N
(
max
σ
H1λ (σ)+maxσ
H2λ (σ)
)−
√
λη
L
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with probability at least 1−Le−Nη2/L. On this event, the existence of σ1,σ2 such that
1
N
Hℓλ (σ
ℓ)≥ 1
N
max
σ
Hℓλ (σ)−
√
λη
3L
and such that |R1,2|> ε would, obviously, lead to contradiction, so the proof is finished in the case
of resampling random signs.
2.2 Resampling clauses
Next we describe the interpolation in the case of resampling clauses. We only consider the first
example of antiferromagnetic K-spin model. Under resampling of clauses, the Hamiltonians are
defined in (7). Now, for s ∈ [0,1], we will replace these Hamiltonians by
Hℓλ ,s(σ) =− ∑
j≤pi((1−s)tλN)
σi1, j · · ·σiK, j − ∑
j≤piℓ((1−s)(1−t)λN)
σiℓ,1, j · · ·σiℓ,K, j
and consider the interpolating Hamiltonian
H(s,σ1,σ2) =
2
∑
ℓ=1
(
δHℓλ ,s(σ
ℓ)+
√
sβHℓ(σ ℓ)
)
. (22)
Here, H1 and H2 are pure fully connected K-spin Hamiltonians (9) with the correlation in (15).
We will use the same notation ϕ(s) and Gs as in (19) and (20). Recall that in this model, the pairs
of configurations as well as the Gibbs measure are defined on {(σ1,σ2) ∈V 2 : |R1,2|> ε}, where
V is the set of configurations in (5) with zero magnetization.
As in the previous section, the derivative of the interpolating free energy ϕ(s) in (19) with
respect to
√
s in front of the second term gives
I=
β 2
2
(
2+2E
〈
t(R1,21,1)
K
〉
s
−E〈(R1,11,2)K+(R2,21,2)K+ t(R1,21,2)K+ t(R2,11,2)K〉s).
On the other hand, the derivative with respect to s in the Poisson random variables will now be
applied to three different terms pi((1− s)tλN),pi1((1− s)(1− t)λN) and pi2((1− s)(1− t)λN)
and, similarly to the computation above,
II= − tλE log〈exp(−δσ1i1 · · ·σ1iK −δσ2i1 · · ·σ2iK)〉s
− (1− t)λE log〈exp(−δσ1i1 · · ·σ1iK)〉s− (1− t)λE log〈exp(−δσ2i1 · · ·σ2iK)〉s.
Since the product of spins takes values ±1, we can represent
exp
(−δσ ℓi1 · · ·σ ℓiK)= ch(δ )(1− th(δ )σ ℓi1 · · ·σ ℓiK)
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and rewrite their product as
exp
(−δσ1i1 · · ·σ1iK −δσ2i1 · · ·σ2iK)= ch(δ )2(1− th(δ )∆(σ1,σ2))
with the notation
∆(σ1,σ2) = σ1i1 · · ·σ1iK +σ2i1 · · ·σ2iK − th(δ )σ1i1 · · ·σ1iKσ2i1 · · ·σ2iK .
Expressing the logarithm by its Taylor series, we can rewrite
II=−2λ logchδ +λ ∑
n≥1
th(δ )n
n
(
tE
〈
∆(σ1,σ2)
〉n
s
+(1− t)
2
∑
ℓ=1
E
〈
σ ℓi1 · · ·σ ℓiK
〉n
s
)
.
Let us recall that, in this example, we restrict configurations to the set V with zero magnetization,
m(σ ℓ) = N−1∑i≤N σ ℓi = 0. For odd N, magnetization equals 1/N which for simplicity of notation
we denote by 0. Averaging in the random signs, we get
E
〈
σ ℓi1 · · ·σ ℓiK
〉
s
= E
〈
m(σ ℓ)K
〉
s
= 0
and
E
〈
∆(σ1,σ2)
〉
s
=−th(δ )E〈(R1,21,1)K〉s.
This is the only place where we used the assumption that magnetization is zero. Using replicas as
above, averaging in random signs and collecting all the terms of the order O(λ th(δ )3) into error
term, it is easy to check that
II= −2λ logchδ − tλ th(δ )2E〈(R1,21,1)K〉s
+
λ th(δ )2
2
E
〈
(R1,11,2)
K +(R2,21,2)
K + t(R1,21,2)
K + t(R2,11,2)
K
〉
s
+O(λδ 3).
If we now take β =
√
λ th(δ ) then all the terms containing overlaps cancel out and we get
ϕ ′(s) = I+ II=−2λ logchδ +λ th(δ )2+O(λδ 3).
One can check that −2logchδ + th(δ )2 = O(δ 4) as δ → 0 and, therefore, ϕ ′(s) = O(λδ 3). By
Taylor’s expansion and our choice of β ,
β
δ
=
√
λ th(δ )
δ
=
√
λ +O(
√
λδ 2)
and, using elementary estimates connecting the free energy and maximum as above, one can check
that the obtained control of the derivative implies that
1
N
E max
|R1,2|>ε
(
H1λ (σ
1)+H2λ (σ
2)
)
=
√
λ
1
N
E max
|R1,2|>ε
(
H1(σ1)+H2(σ2)
)
+O(λ 1/3),
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if we again take δ = λ−1/3. The maximum on the right hand side is taken over σ1,σ2 ∈ V with
zero magnetization and we can bound it from above by removing this magnetization constraint and
then applying Theorem 2 to the right hand side,
1
N
E max
|R1,2|>ε
(
H1(σ1)+H2(σ2)
)≤ 2
N
Emax
σ
H(σ)−η,
where the maximum on the right hand side is now taken over all σ ∈ {−1,+1}N . However, since
the ground state energy over the whole space is essentially the same as over subset V of configura-
tions with zero magnetization as N → ∞ (see Lemma 1 below), by reducing η we can replace the
maximum above by the one over σ ∈V. Then, using (11), the proof is finished in exactly the same
way as above. ⊓⊔
Lemma 1 We have that
lim
N→∞
Emax
σ
H(σ)
N
= lim
N→∞
Emax
σ∈V
H(σ)
N
Proof. Obviously the left-hand side is no less than the right-hand side. It remains to show the
reverse inequality. First, we note that it is already known from the proof of [9, Proposition 9] that
for any ε > 0,
lim
N→∞
E max
|m(σ)|<ε
H(σ)
N
= lim
N→∞
Emax
σ
H(σ)
N
, (23)
where m(σ) := N−1∑Ni=1σi is the magnetization of σ . Let ε > 0 be fixed. For any σ satisfying
|m(σ)| < ε , we can find pi(σ) ∈ {−1,1}N with m(pi(σ)) ∈ V such that the Hamming distance
between σ and pi(σ) satisfies
d
(
σ ,pi(σ)
)
=
1
N
N
∑
i=1
I
(
σi 6= pi(σ)i
)
< ε (24)
provided that Nε > 1. Indeed, let A = {i : σi = 1} and B = {i : σi = −1} and assume |A| < |B|
(|A| ≥ |B| is similar). If N is even, we consider a partition {B1,B2,B3} of B with |B1| = |B2| =
(|B|− |A|)/2. Set pi(σ) as
pi(σ)i =
{
1, if i ∈ A∪B1,
−1, if i ∈ B2∪B3.
Then clearly m(pi(σ)) = 0 and
d
(
σ ,pi(σ)
)
=
1
N
|B1|= |B|− |A|
2N
=
|m(σ)|
2
<
ε
2
.
Similarly, if N is odd, then we consider a partition {B1,B2,B3,B4} of B with |B1| = |B2| = (|B|−
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|A|−1)/2 and |B4|= 1. Set pi(σ) by
pi(σ)i =
{
1, if i ∈ A∪B1∪B4,
−1, if i ∈ B2∪B3.
Then m(pi(σ)) = 1/N and if Nε > 1,
d
(
σ ,pi(σ)
)
=
1
N
(|B1|+ |B4|) = |B|− |A|+1
2N
<
ε
2
+
1
2N
.
All these imply that pi(σ) ∈V and (24) holds. Now, for any Nε > 1, if |m(σ)|< ε , then
E
(
H(σ)−H(pi(σ)))2 = 2N(ξ (1)−ξ(R(σ ,pi(σ)))
≤ 2Nξ ′(1)d(σ ,pi(σ))
< 2Nξ ′(1)ε.
We apply the Slepian inequality (see e.g. [18]) to get
E max
|m(σ)|<ε
|H(σ)−H(pi(σ))| ≤ N
√
2εξ ′(1) log2.
Consequently,
E max
|m(σ)|<ε
H(σ)
N
≤ Emax
σ∈V
H(σ)
N
+
√
2εξ ′(1) log2.
From (23), sending N → ∞ and then ε ↓ 0 gives
lim
N→∞
Emax
σ
H(σ)
N
≤ lim
N→∞
Emax
σ∈V
H(σ)
N
and this completes our proof. ⊓⊔
3 Proof of Theorem 2
In section, we establish Theorem 2 assuming the case (ii). In this case H is associated to
ξ (s) = (1+ s)K−1 (25)
for K ≥ 2. For notational convenience, we denote the covariance between H1 and H2 by ξ0,
EH1(σ)H2(σ2) = ξ0(R1,2).
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Throughout the remainder of this section, we assume that t ∈ (0,1) andH1,H2 have the covariance
structure (15) or (16), that is, either
ξ0(s) = tξ (s) (26)
or
ξ0(s) = ξ (ts). (27)
Recently, chaos in disorder for the ground energy was proved in [9] for the case when ξ is an
infinite series of even mixtures and (26) holds. The major difference between [9] and our current
situation is that ξ now includes odd p-spin interactions and H1 and H2 possess a new type of
covariance structure (27). Our proof of Theorem 2 is essentially based on [7], where the author
established chaos in disorder at positive temperature using the Guerra replica symmetry breaking
(RSB) bound [13] and its two-dimensional extension (in the spirit of Talagrand [30, 29]) under
general assumptions on ξ and ξ0. While several properties of the Parisi measure γP(ds) and the
Parisi PDE Φγ established in [9] will be used, our proof will follow closely the one in [7] only now
at zero temperature.
3.1 Parisi formula and the Guerra-Talagrand RSB bound
The first key ingredient is played by the Parisi formula for the maximum Hamiltonian in [8]. Let
U be the set of all nonnegative and nondecreasing right-continuous functions γ on [0,1] such that
∫ 1
0
γ(s)ds< ∞.
We equip the space U with L1(dx) norm. Define the Parisi functional on U by
P(γ) = Φγ(0,0)− 1
2
∫ 1
0
sξ ′′(s)γ(s)ds, (28)
where Φγ(0,0) is defined through the weak solution of the Parisi PDE with boundary condition
Φγ(1,x) = |x|,
∂sΦγ(s,x) =−ξ
′′(s)
2
(
∂xxΦγ(s,x)+ γ(s)
(
∂xΦγ(s,x)
)2)
(29)
for (s,x) ∈ [0,1)×R. The existence and regularity properties of Φγ can be found in [9]. The Parisi
formula for the maximum energy states that, forMEN = N
−1maxσ H(σ),
ME := lim
N→∞
MEN = inf
γ∈U
P(γ) a.s. (30)
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Here the minimizer on the right-hand side exists and is unique, see [9]. Denote this minimizer by
γP and call γP(ds) the Parisi measure. We mention that (30) was indeed established for general
mixtures, see [8].
Next, we state Guerra-Talagrand’s RSB bound. For any measurable A ∈ [−1,1], consider the
normalized maximum
MCEN(A) =
1
N
max
(σ1,σ2)∈A
(
H1(σ1)+H2(σ2)
)
.
If A contains only one point q, we simply writeMCEN(A) =MCEN(q). Let SN = {R1,2 : σ1,σ2 ∈
{−1,+1}N} be the set of possible overlap value for a given N. Let q ∈ [−1,1] be fixed. Denote by
ι = 1 if q≥ 0 and ι =−1 if q< 0. Define a matrix-valued function T on [0,1] by
T (s) =


[
ξ ′′(s) ιξ ′′0 (ιs)
ιξ ′′0 (ιs) ξ
′′(s)
]
, if s ∈ [0, |q|),
[
ξ ′′(s) 0
0 ξ ′′(s)
]
, if s ∈ [|q|,1].
(31)
For any γ ∈U , consider the weak solution Ψγ(s,x) on [0,1]×R2 of
∂sΨγ(s,x) =−1
2
(〈T (s),▽2Ψγ(s,x)〉+ γ(s)〈T(s)▽Ψγ(s,x),▽Ψγ(s,x)〉)
with boundary condition Ψγ(1,x) = |x1|+ |x2|. Here the existence of this PDE and its regularity
can be argued in a similar way as those for Φγ appearing in [9, Appendix]. Define
Tq(γ) = Ψγ(0,0,0)− 1
2
(∫ 1
0
sξ ′′(s)γ(s)ds+
∫ |q|
0
sξ ′′0 (ιs)γ(s)ds
)
(32)
for all γ ∈ U . For any q ∈ SN, the Guerra-Talagrand RSB bound for the expected value of the
normalized maximum defined above is given by
EMCEN(q)≤ Tq(γ). (33)
This inequality is obtained from the usual Guerra-Talagrand upper bound at positive temperature,
which holds because of the convexity of ξ and ξ0 on [−1,1], by taking zero temperature limit
with the same rescaling of the functional order parameter as in one dimensional case explained in
Lemma 2 in [8]. In other words, this is a standard two-dimensional analogue of Lemma 2 in [8].
From (30) and (33), the proof of Theorem 2 relies on finding γ ∈U such that
Tq(γ)< 2P(γP),
whenever |q| > ε. From (28) and (32), one way of attaining this is to find γ ∈ U such that the
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following two conditions are satisfied:
(i)
∫ 1
0 sξ
′′(s)γ(s)ds+
∫ |q|
0 sξ
′′
0 (ιs)γ(s)ds=
∫ 1
0 sξ
′′(s)γP(s)ds;
(ii) Ψγ(0,0,0)< 2ΦγP(0,0).
To obtain (i), we choose
γq(s) :=


ξ ′′(s)γP(s)
ξ ′′(s)+ξ ′′0 (ιs)
, if s ∈ [0, |q|),
γP(s), if s ∈ [|q|,1],
(34)
and an algebraic manipulation gives
∫ 1
0
sξ ′′(s)γq(s)ds+
∫ |q|
0
sξ ′′0 (ιs)γq(s)ds=
∫ 1
0
sξ ′′(s)γP(s)ds. (35)
One technical condition we need here is the requirement that γq must lie in U . The lemma below
justifies this condition.
Lemma 2 Consider ξ defined through (25) and ξ0 defined by either (26) or (27). We have that
ξ ′′0 (s) < ξ
′′(|s|) for all s ∈ [−1,1] \ {0} and ζ+ and ζ− are nondecreasing on (0,1], where for
s ∈ (0,1],
ζ+(s) :=
ξ ′′(s)
ξ ′′(s)+ξ ′′0 (s)
,
ζ−(s) :=
ξ ′′(s)
ξ ′′(s)+ξ ′′0 (−s)
.
(36)
Since ζ+ and ζ− are nondecreasing and ξ ′′ and ξ ′′0 are nonnegative, we see that γq is nonnegative
and nondecreasing with lims→|q|− γq(s) ≤ γP(|q|). Thus, γq ∈ U . The fact that ξ ′′0 (s) < ξ ′′(|s|) is
not needed for this statement, but will be used in the subsequent sections.
Proof of Lemma 2. Compute directly
ζ ′+(s) =
ξ ′′′(s)ξ ′′0 (s)−ξ ′′(s)ξ ′′′0 (s)
(ξ ′′(s)+ξ ′′0 (s))2
and
ζ ′−(s) =
ξ ′′′(s)ξ ′′0 (−s)+ξ ′′(s)ξ ′′′0 (−s)
(ξ ′′(s)+ξ ′′0 (s))2
.
If (26) holds, then
ξ ′′′(s)ξ ′′0 (s)−ξ ′′(s)ξ ′′′0 (s) = tK2(K−1)2(K−2)(1+ s)2K−5 ≥ 0
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and
ξ ′′′(s)ξ ′′0 (s)+ξ
′′(s)ξ ′′′0 (−s) = tK2(K−1)2(K−2)
(
(1+ s)K−5+(1+ s)K−2(1− s)K−3)≥ 0.
Thus, ζ+ and ζ− are nondecreasing. The fact that ξ ′′0 (s) < ξ (|s|) holds for all s ∈ [−1,1] \ {0} is
clear since t ∈ (0,1). Next, assume that (27) is valid. Since
ξ ′′′(s)ξ ′′0 (s)−ξ ′′(s)ξ ′′′0 (s)
= K2(K−1)2(K−2)(t2(1+ s)K−3(1+ ts)K−2− t3(1+ s)K−2(1+ ts)K−3)
= (1− t)t2K2(K−1)2(K−2)(1+ s)K−3(1+ ts)K−3
≥ 0
and
ξ ′′′(s)ξ ′′0 (−s)+ξ ′′(s)ξ ′′′0 (−s)
= K2(K−1)2(K−2)(t2(1+ s)K−3(1− ts)K−2+ t3(1+ s)K−2(1− ts)K−3)
= (1+ t)t2K2(K−1)2(K−2)(1+ s)K−3(1+ ts)K−3
≥ 0.
From these, ζ+ and ζ− are nondecreasing. On the other hand, clearly
ξ ′′0 (s) = t
2K(K−1)(1+ ts)K−2 < K(K−1)(1+ |s|)K−2 = ξ ′′(|s|)
for all s ∈ [−1,1]\{0}. This completes our proof. ⊓⊔
3.2 Variational representations for Φγ and Ψγ
In order to establish the condition (ii) in the previous section, a key ingredient we need is the
variational representation for Φγ and Ψγ in terms of optimal stochastic control problems. Denote
by W = {W(w) = (W1(w),W2(w)),Gw,0 ≤ w ≤ 1} a two-dimensional Brownian motion, where
the filtration (Gw)0≤w≤1 satisfies the usual conditions (see Definition 2.25 in Chapter 1 of [17]). Let
now γ ∈U be fixed. For 0≤ s≤ 1, denote by D[s] the space of all two-dimensional progressively
measurable processes v = (v1,v2) with respect to (Gw)0≤w≤s satisfying sup0≤w≤s |v1(w)| ≤ 1 and
sup0≤w≤s |v2(w)| ≤ 1. Endow the space D[s] with the norm
‖v‖s =
(
E
∫ s
0
(v1(w)
2+ v2(w)
2)dw
)1/2
.
Recall T (s) in (31) and define a functional
Fsγ (v) = E
[
Csγ(v)−Lsγ(v)
]
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for v ∈ D[s], where
Csγ(v) := Ψγ
(
s,
∫ s
0
γ(w)T (w)v(w)dw+
∫ s
0
T (w)1/2dW(w)
)
,
Lsγ(v) :=
1
2
∫ s
0
γ(w)〈T (w)v(w),v(w)〉dw.
The functional Ψγ defined above as the solution of a PDE can also be written via an optimal
stochastic control problem.
Proposition 1 Let γ ∈U . For any s ∈ [0,1],
Ψγ(0,0,0) =max
{
Fsγ (v) : v ∈ D[s]
}
. (37)
The maximum of (37) is attained by vγ(r) = ▽Ψγ(r,X(r)), where the two-dimensional stochastic
process (Xγ(w))0≤w≤s satisfies
dXγ(w) = γ(w)T (w)▽Ψγ(w,X(w))dw+T (w)
1/2dW(w),
Xγ(0) = (0,0).
The derivation of Proposition 1 is a purely an application of Itoˆ’s formula. For a detailed proof,
we refer the readers to [7, Theorem 5]. Although the argument therein is for different boundary
condition and γ(1−) is bounded, the same argument carries through in the current setting with only
minor modification. Note that when q= 0, T is a diagonal matrix and
Ψγ(0,x1,x2) = Φγ(0,x1)+Φγ(0,x2).
Proposition 1 is a zero-temperature two-dimensional analogue of Lemma 2 in [8] (see also [15]).
By taking x1 = x2 = 0, it implies the zero-temperature one-dimensional analogue of Lemma 2 in
[8], giving the following representation of Φγ . LetW be a one-dimensional standard Brownian mo-
tion with respect to the filtration (Gw)0≤w≤1 and D0[s] be the space of all progressively measurable
processes u with respect to (Gw)0≤w≤s and satisfy sup0≤w≤s |u(w)|dw≤ 1.
Corollary 1 Let γ ∈U . For any s ∈ [0,1],
Φγ(0,0) = max
u∈D0[s]
E
[
Φγ
(
s,
∫ s
0
ξ ′′(w)γ(w)u(w)dw+
∫ s
0
√
ξ ′′(w)dW (w)
)
− 1
2
∫ s
0
ξ ′′(w)γ(w)u(w)2dw
]
.
(38)
Here the maximizer is given by uγ(w) = ∂xΦγ(w,Xγ(w)), where Xγ = (Xγ(w))0≤w≤s is the solution
to the following SDE with the initial condition Xγ(0) = 0,
dXγ = ξ
′′(w)γ(w)∂xΦγ(w,Xγ(w))dw+
√
ξ ′′(w)dW (w). (39)
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Remark 2 From [9, Lemma 2], this minimizer uγ is unique if γ(s) > 0 on (0,1]. In particular,
from [9, Subsection 3.2], 0 lies in the support of γP(ds), so γP(s)> 0 on (0,1].
While it is generally not possible to find the solutions Ψγq and ΦγP explicitly and compare their
values, the variational representations in Proposition 1 and Corollary 1 provide an elementary way
to quantify the difference between Ψγq(0,0,0) and 2ΦγP(0,0).
Proposition 2 The following two statements hold:
(i) If vγq = (v1,v2) is the maximizer to the variational problem (37) for Ψγq(0,0) using s = |q|,
then
Ψγq(0,0,0)≤ 2ΦγP(0,0)
− 1
2
∫ |q|
0
ξ ′′(w)ξ ′′0 (ιw)
(
ξ ′′(w)−ξ ′′0 (ιw)
)
2
(
ξ ′′(w)+ξ ′′0 (ιw)
)2 γP(w)E(v1(w)− ιv2(w))2 dw. (40)
(ii) Let us define
(u1(w),u2(w)) =
1
ξ ′′(w)+ξ ′′0 (ιw)
T (w)vγq(w), (41)
(B1(w),B2(w)) =
1
ξ ′′(w)1/2
T (w)1/2W(w) (42)
for 0≤ w≤ |q|. If the following equality holds,
Ψγu(0,0,0) = 2ΦγP(0,0),
then u1 and u2 are the maximizers of (38) with respect to the Brownian motions B1 and B2
in (42) respectively, that is, on the interval [0, |q|],
u1(w) = ∂xΦγP(w,X1,γP(w)),
u2(w) = ∂xΦγP(w,X2,γP(w)),
(43)
where (X1,γP(w))0≤w≤|q| and (X2,γP(w))0≤w≤|q| satisfy
dX1,γP(w) = γP(w)ξ
′′(w)∂xΦγP(w,X1,γP(w))dw+ξ
′′(w)1/2dB1(w),
dX2,γP(w) = γP(w)ξ
′′(w)∂xΦγP(w,X2,γP(w))dw+ξ
′′(w)1/2dB2(w)
(44)
with the initial condition X1,γP(0) = X2,γP(0) = 0.
Proposition 2 is essentially taken from [7, Proposition 5]. Its proof is based on the comparison
between (37) and (38) with s= |q|. More precisely, note that
Ψγq(|q|,x1,x2) = ΦγP(|q|,x1)+ΦγP(|q|,x2).
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If one takes the optimizer vγq in (37), then (40) can be obtained after some algebraic manipulation,
while the statement (43) follows by Remark 2. For details, we refer the readers to [7, Proposition
5]. Although the PDEs considered there have different boundary conditions, this does not affect
the proof in any essential way.
3.3 Proof of Theorem 2 assuming the case (ii)
First note that Tq(γq)≤ 2P(γP) from (35) and (40). We claim that
Tq(γq)< 2P(γP) (45)
for all q ∈ [−1,1] \ {0}. Assume on the contrary Tq(γq) = 2P(γP) for some q ∈ [−1,1] \ {0}.
This and (35) imply Ψγq(0,0,0) = 2ΦγP(0,0). Note that γP(s) > 0 on (0,1] by Remark 2. Since
ξ ′′0 (w)< ξ
′′(|w|) for all w ∈ [−1,1]\{0} by Lemma 2, applying (40) gives that v1 = ιv2 on [0, |q|]
and thus, the definition of T in (31) and (41) imply that (u1,u2) =
(
v1, ιv1
)
. By (43),
∂xΦγP(w,X1,γP(w)) = u1(w) = ιu2(w) = ι∂xΦγP(w,X2,γP(w))
on [0, |q|]. Since ∂xΦγ(w, ·) is a strictly increasing odd function on R (see [9, Lemma 4]), X1,γP =
ιX2,γP on [0, |q|]. Consequently, from (44),
0= X1,γP(s)− ιX2,γP(s) =
∫ s
0
ξ ′′(w)1/2d(B1(w)− ιB2(w))
and thus, B1(w) = ιB2(w) on [0, |q|]. The definition (42) then implies that
0= E
(
B1(w)− ιB2(w)
)2
= 2
(
ξ ′′(w)−ξ ′′0 (ιw)
)
.
On the other hand, by Lemma 2, the right hand side is strictly positive – a contradiction.
Next, from (37) with s= |q|, it is easy to see that Ψγq(0,0,0) is continuous in q. Therefore, by
(45), for any ε ∈ (0,1) there exists η > 0 such that Tq(γq)≤ 2P(γP)−3η for all q ∈ SN \ [−ε,ε].
Applying (30) and (33) yields that, for large enough N,
EMCEN(u)≤ 2EMEN−2η
for any q∈ SN \ [−ε,ε]. Furthermore, since SN \ [−ε,ε] contains no more than 2N distinct elements,
using the usual concentration of measure for Gaussian extrema processes MCEN(u) and MEN
implies that, for large enough N,
EMCEN
(
[−1,1]\ [−ε,ε])≤ 2EMEN−η.
This finishes our proof. ⊓⊔
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