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Abstract
Given a polynomial basis Ψi which spans the polynomial vector space P, this paper addresses the construction and
use of the algebraic dual space P′ and its canonical basis for finite element methods. These dual spaces supplemented
with boundary conditions obey the De Rham cohomology if the primal spaces also form a De Rham sequence. It is
shown that duality pairing between primal and dual representations reduces to the vector product of the degrees of
freedom. This is demonstrated with the application of dual basis to a constrained minimization problem. The method
is also applied to a pair of Dirichlet-Neumann problems as presented in [1] and it is shown that the finite dimensional
approximations satisfy the duality properties for these problems on any arbitrary grid. These two test problems will
also show that one does not explicitly need to construct the dual basis, but merely exploit its properties.
Keywords: Finite element method, Spectral elements, Algebraic dual polynomials, Riesz Representation Theorem
1. Introduction
With every linear vector space V we have the algebraic dual V′ = L(V,R), see [2, §2.10] or [3, §2.10]. If dV
is the dimension of the spaceV, and ei, i = 1, · · · , dV, forms a basis forV, then one can construct a canonical basis
e∗i , i = 1, · · · , dV, which satisfies 〈e∗i , e j〉 := e∗i (e j) = δi j. The finite dimensional polynomial spaces we use in finite
element methods also form a linear vector space and therefore the existence of an algebraic dual polynomial space
directly follows from functional analysis, or more precisely in the finite dimensional case, from linear algebra, [4,
§3.F].
Earlier use of dual bases has been in isogeometric methods for projection of B-splines [5, 6]. In standard finite
elements they have been used for mortar methods [7, 8] as test functions for coupling of discontinuous finite elements -
resulting in discrete representation of the mortar map as a diagonal matrix only. In recent works these ideas have been
combined for isogeometric mortar methods in [9]. For other implementations in isogeometric methods see [10, 11].
Different methods for construction of dual basis have also been discussed in [12], and for construction of dual splines
in [13].
In this paper we will present the use of dual basis for mimetic spectral element methods. We set up a De Rham
sequence for primary spaces and for each space in this complex we construct a dual space. The sequence of these dual
spaces with boundary conditions also forms a De Rham complex. The construction of a dual basis used in this work
is similar to the inverse Gram constructions described in [8, 12]. Let P be a finite dimensional function space with
basis Ψi, i = 1, · · · , dV, then we will give a construction of the dual space P′ and its canonical dual basis Ψ˜ j.
As applications we will demonstrate the use of dual basis on a constrained minimization problem of the Poisson
equation. It will be shown that the use of an algebraic dual basis results in a very sparse matrix where two of the
sub-matrices consist of 1, −1 and 0 only and do not change with the shape and size of the element. This observation
is relevant for incompressible flow equation where we encounter a similar div-grad pair. These techniques may also
be valuable in electromagnetism to represent the involution constraint div B = 0 in a way that is very sparse and
independent of the shape and size of the mesh.
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We will also solve for the pair of Dirichlet-Neumann problems discussed in [1]. The duality of this pair is used
to prove well posedness of the class of DPG methods [14–16]. We will prove this duality in a discrete setting. This
is in general not trivial. We use a representation in primal degrees of freedom for the Neumann problem and a
representation in terms of dual degrees of freedom for the Dirichlet problem. It is shown that the duality relation
φh = div qh continues to hold point-wise in these finite-dimensional approximations, on arbitrary grids, through the
use of algebraic dual polynomials. In addition, we prove that ‖φˆh‖H1/2 = ‖φh‖H1 = ‖qh‖H(div) holds, just as in the
continuous setting.
The construction of dual polynomial spaces in the one dimensional case is presented in Section 2. In this section
it is also shown how nodal sampling and edge sampling from polynomial spaces extend to Sobolev spaces. The
derivative of dual representation will also be given in this section. In Section 3 this construction of dual spaces is
extended to two dimensions. In Section 4 a dual polynomial representation is used for the mixed formulation of the
Poisson equation. In Section 5 equivalence of the Dirichlet-Neumann problems [1] is proved and demonstrated by a
particular example. Finally, in Section 6 conclusions are drawn and future work is discussed.
2. Construction of dual finite elements
We will use the definition of finite element spaces in terms of the triplet (K,P,N) by Ciarlet, [17], see also Ern
and Guermond, [18, §1.2] and Brenner and Scott, [19, §3.1].
Definition 1. A finite element consists of the triplet (K,P,N) with
i K is a compact, connected, Lipschitz subset of Rd with non-empty interior;
ii P is a (finite dimensional) linear vector space with domain K. Usually, P is a polynomial vector space;
iii N is a set of linear functionals {Ni}, i = 1, . . . , dP, acting on elements of P, such that the linear map,
p ∈ P 7→ (N1(p), . . . ,Nndo f (p)) ∈ RdP (p) ,
is bijective.
The linear functionals {Ni} are called the local degrees of freedom. The following Proposition taken from [18]
defines the basis functions:
Proposition 1. There exists a basis {Ψ1, . . . ,Ψndo f } in P such that
Ni(Ψ j) = δi j , 1 ≤ i, j ≤ ndo f .
Example 1. Consider the interval K = [−1, 1] ⊂ R. Let ξi ∈ K, i = 0, . . . ,N, be the roots of the polynomial
(1− ξ2)L′N(ξ), where LN(ξ) is the Legendre polynomial of degree N and L′N(ξ) its derivative. These nodes are referred
to as the Gauss-Lobatto-Legendre (GLL) points, [20]. Let P be the space of polynomials of degree N defined on the
interval K. For any p ∈ P define the degrees of freedom by
N0i (p) := p(ξi) , i = 0, . . . ,N . (1)
Because polynomials are continuous, (1) is well-defined. The superscript ‘0’ in N0i indicates that we sample the
polynomial p in points. The basis which satisfies the Kronecker-delta property from Proposition 1 is given by the set
of Lagrange polynomials through the GLL-points
hi(ξ) =
(ξ2 − 1)L′N(ξ)
N(N + 1)LN(ξi)(ξ − ξi) , i = 0, 1, . . . ,N .
This example also corresponds to [18, Prop.1.34] for d = 1.
Remark 1. Note that the degrees of freedom are linear functionals on P. The nodal sampling of functions in P
is essentially the Dirac delta distribution which is well defined when the vector P consists of continuous functions,
see [3, Example 2.10.2]. Extension of this functional to Sobolev spaces is in general not possible. The extension to
Sobolev spaces will be given in Definition 4.
2
Example 2. Let K and ξi be defined as in Example 1. Let Q be the space of polynomial degree (N − 1). The degrees
of freedom will be defined in this case by
N1i (p) =
∫ ξi
ξi−1
p(ξ) , i = 1, . . . ,N . (2)
For polynomials the integral in (2) is well-defined. The superscript ‘1’ in N1i expresses the fact that the degrees
of freedom are associated to line segments [ξi−1, ξi]. The basis functions, e j(ξ), which satisfy the Kronecker-delta
property from Proposition 1 need to satisfy
N1i (e j) =
∫ ξi
ξi−1
e j(ξ) dξ = δi j .
Lemma 1. The basis functions e j(ξ) on the GLL-grid defined in Example 2 are given by
e j(ξ) = −
j−1∑
k=0
dhk
dξ
(ξ) , j = 1, . . . ,N , (3)
where hk(ξ) are the Lagrange polynomials defined in Example 1.
Proof. ∫ ξi
ξi−1
e j(ξ) dξ = −
j−1∑
k=0
∫ ξi
ξi−1
dhk(ξ) = −
j−1∑
k=0
[
hk(ξi) − hk(ξi−1)] = δi j ,
where we repeatedly use the Kronecker-delta property of the Lagrange polynomials. If the Lagrange polynomials
hk(ξ) are polynomials of degree N, then dhk(ξ)/dξ is a polynomial of degree (N − 1). It is easy to show that ei forms
a basis for Q.
Corollary 1. From (3) it follows that
dh j
dξ
= e j(ξ) − e j+1(ξ) .
So if p ∈ P is expanded in terms of Lagrange polynomials as
p(ξ) =
N∑
i=0
N0i (p)hi(ξ) ,
then its derivative is given by
dp
dξ
(ξ) =
N∑
i=0
N0i (p)
dhi
dξ
=
N∑
i=0
N0i (p)
[
ei(ξ) − ei+1(ξ)] = N∑
i=1
(
N0i (p) − N0i−1(p)
)
ei(ξ) , (4)
where we used that e0(ξ) = eN+1(ξ) = 0.
Let E1,0 be the N × (N + 1) matrix
E1,0 =

−1 1
−1 1
. . .
. . .
−1 1
−1 1

,
then we can write (4) as
dp
dξ
(ξ) =
N∑
i=1
N∑
j=0
E1,0i, j N0j (p) ei(ξ) .
Taking the derivative of a nodal expansion changes the nodal degrees of freedom discussed in Example 1 to integral
degrees of freedom discussed in Example 2. The matrix E1,0 is called the incidence matrix, which converts nodal
degrees of freedom to integral degrees of freedom. Differentiation is a map d/dξ : P 7→ Q.
3
2.1. Construction of dual basis
Consider the finite element constructed in Example 1. Any element p ∈ P can be represented as
p(ξ) =
N∑
i=0
N0i (p)hi(ξ) ,
where N0i (p) are the nodal degrees of freedom and hi(ξ) are the associated basis functions. To simplify the notation,
we will write this as
p(ξ) = Ψ0(ξ)N0(p) , (5)
where
Ψ0(ξ) = (h0(ξ) h1(ξ) . . . hN−1(ξ) hN(ξ)) and N0(p) =

N00 (p)
N01 (p)
...
N0N−1(p)
N0N(p)

.
Let p, q ∈ P be both represented as in (5), then the L2-inner product is given by
(p, q)L2(K) :=
∫
K
pq dK = N0(p)TM(0)N0(q) .
Here M(0) denotes the mass matrix (or the Gram matrix) associated with the nodal basis functions
M(0) =
∫
K
Ψ0 (ξ)T Ψ0 (ξ) dK . (6)
Definition 2. Let N0(p) be the degrees of freedom for p ∈ P, then the dual degrees of freedom, N˜1(p) for p ∈ P are
defined by
N0(q)T N˜1(p) := N0(q)TM(0)N0(p) , ∀q ∈ P .
Therefore
N˜1 (p) = M(0)N0 (p) .
The dual degrees of freedom N˜1(p) are linear functionals acting on the primal degrees of freedom N0(p). Linearity
of the functional follows from the linearity of the L2 inner-product.
Remark 2. In Definition 2 the superscript ‘1’ on N˜1 corresponds to the geometric dual of ‘0’ of the one-dimensional
domain K = [−1, 1]. In general the dual of N0 in Rd is denoted by N˜d.
Corollary 2. The dual basis functions are given by
Ψ˜1(ξ) = Ψ0(ξ)M(0)−1 . (7)
Proof.
p(ξ) = Ψ0(ξ)N0(p) = Ψ0(ξ)M(0)−1M(0)N0(p) = Ψ˜1(ξ)N˜1(p) . (8)
Remark 3. Note that in (8) an element p ∈ P can be represented in P and in P′. This is due to the fact that L2(K) is
the pivot space in this duality relation, see also [3, Ex.6.7.2].
Corollary 3. The mass matrix M˜(1) is the inverse of the mass matrix M(0).
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(a) Lagrange polynomials (b) Dual Lagrange polynomials
Figure 1: The nodal Lagrange polynomial basis functions and the associated dual polynomials for N = 4.
Proof.
M˜(1) :=
∫
K
Ψ˜1(ξ)T Ψ˜1(ξ) dK
(7)
= M(0)−1
∫
K
Ψ0(ξ)T Ψ0(ξ) dK · M(0)−1 (6)= M(0)−1 .
In Figure 1 the Lagrange polynomials through the GLL-points and the associated dual polynomials are presented
for N = 4.
Analogous to the construction of the dual nodal polynomials, we can also construct the dual polynomials to the
edge functions. Let an element p ∈ Q be represented as
p(ξ) =
N∑
i=1
N1i (p)ei(ξ) .
In the simplified notation this can be written as
p(ξ) = Ψ1(ξ)N1(p) ,
with
Ψ1(ξ) =
(
e1(ξ) e2(ξ) . . . eN−1(ξ) eN(ξ)
)
and N1(p) =

N11 (p)
N12 (p)
...
N1N−1(p)
N1N(p)

.
Similarly, we can write the L2-inner product for two functions p, q ∈ Q expanded in this way as
(p, q)L2(K) = N1(p)TM(1)N1(q) ,
with M(1) the mass matrix (or the Gram matrix) associated with the edge polynomials
M(1) =
∫
K
Ψ1(ξ)T Ψ1(ξ) dK .
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Definition 3. Let N1(p) be the degrees of freedom for p ∈ Q, then the associated dual degrees of freedom N˜0(p) are
defined as
N1(q)T N˜0(p) := N1(q)TM(1)N1(p) ∀q ∈ Q .
Therefore
N˜0 (p) = M(1)N1 (p) .
Here again we follow Remark 2 to denote the superscript ‘0’ on N˜0 corresponding to geometric dual of ‘1’ for
K = [−1, 1]. In the d-dimensional case the dual degrees of freedom ofN1 will be denoted by N˜d−1, see also Section 3.
Following Corollary 2, the dual edge functions are then given by
Ψ˜0(ξ) := Ψ1(ξ)M(1)−1 . (9)
In Figure 2 the edge polynomials ei(ξ) and their dual polynomials e˜i(ξ) are shown for N = 3.
(a) Edge polynomials (b) Dual Edge polynomials
Figure 2: The edge polynomial basis functions and the associated dual polynomials for N = 3.
From the Definitions 2 and 3 we see that the dual degrees of freedom act as linear functionals on the primal degrees
of freedom. These two definitions essentially are a particular form of the Riesz Representation Theorem, [19, §2.4]
or [2, §3.8]. We have, in this case that
N0(p)TM(0)N0(p) = N˜1(p)TM˜(1)N˜1(p) and N1(p)TM(1)N1(p) = N˜0(p)TM˜(0)N˜0(p) .
The mass matrices M(0) and M(1) which map the primal degrees of freedom to the dual degrees of freedom are called
the Riesz maps, [3, §6.4]. A direct consequence is that
‖Nk(p)‖2M(k) = Nk(p)TM(k)Nk(p) = N˜1−k(p)TM˜(1−k)N˜1−k(p) = ‖N˜1−k(p)‖2M˜(1−k) , k = 0, 1 ,
which just states that the Riesz map preserves the norm. One can compare this construction with covariant and
contravariant representation of vectors. Let v = viei ∈ V be the contravariant representation and α = αiei ∈ V′ a
covariant representation, then for every α ∈ V′ there exists a vα ∈ V such that 〈α,w〉 = (vα,w), for all w ∈ V. This
is the Riesz representation theorem. Compare this with Definitions 2 and 3. In components the connection between α
and vα is written as αi = gi jv
j
α, where gi j = (ei, e j) is the metric tensor. If we compare this with N˜1−k(p) = MkNk(p)
for all p ∈ P ,Q and k = 0, 1, we see that the mass matrix plays the role of the metric tensor gi j. Note also that in
this case we have that 〈ei, e j〉 = δi j, which states that ei is a canonical dual basis of e j. A similar relation holds for the
primal and dual polynomials.
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Lemma 2. Let Ψk(ξ) and Ψ˜1−k(ξ) be the primal and the dual basis as defined above, then these bases are bi-orthogonal
with respect to each other ∫
K
Ψ˜1−k(ξ)T Ψk(ξ) dK = I , k = 0, 1 ,
where I is the (N + 1) × (N + 1) identity matrix for k = 0 and the N × N identity matrix for k = 1.
Proof. Using the definition of the dual basis, Ψ˜1−k(ξ) = M(k)−1Ψk(ξ), gives,∫
K
Ψ˜1−k(ξ)T Ψk(ξ) dK = M(k)−1
∫
K
Ψk(ξ)T Ψk(ξ) dK = M(k)−1M(k) = I .
In Remark 1 it was stated that nodal sampling of a function is only possible in the space P of continuous functions.
In a Sobolev space the elements consist of equivalence classes of functions that satisfy an integral equation and in this
case nodal sampling may not be defined.
Example 3. Let ξi be the GLL points which were defined in Example 1. Consider the functions
f (ξ) = 1 and g(ξ) =
 1 if ξ , ξi0 if ξ = ξi for i = 0, . . . ,N , ξ ∈ [−1, 1] .
As elements of L2([−1, 1]) the functions f and g are the same, but N0( f ) , N0(g) if nodal sampling would have been
used. For a well-posed degree of freedom, we require that the operation should be independent of the representation
we take from an equivalence class.
Lemma 3. Let p ∈ P, then the nodal degrees of freedom are given by
N0(p) =
∫
K
Ψ˜1(ξ)T p(ξ) dK .
Proof. Every p ∈ P can be written as p(ξ) = Ψ0(ξ)N0(p), therefore∫
K
Ψ˜1(ξ)T p(ξ) dK =
∫
K
Ψ˜1(ξ)T Ψ0(ξ)N0(p) dK = N0(p) ,
where in the last equality we used Lemma 2.
Example 3 demonstrated that nodal sampling of a f ∈ L2([−1, 1]) is not well-defined. But Lemma 3 allows us to
extend nodal sampling to square integrable functions.
Definition 4. For f ∈ L2([−1, 1]) we define the nodal degrees of freedom by
N0( f ) :=
∫
K
Ψ˜1(ξ)T f (ξ) dK ,
where we assume the exact evaluation of the Lebesgue integral.
Corollary 4. Using now the fact that Ψ˜1(ξ) = Ψ0(ξ)M(0)−1 this ‘nodal sampling’ can be written as
N0( f ) = M(0)−1
∫
K
Ψ0(ξ)T f (ξ) dK ,
which is just the L2-projection of f onto the basis functions. Analogously we have
N1( f ) :=
∫
K
Ψ˜0(ξ)T f (ξ) dK = M(1)−1
∫
K
Ψ1 (ξ)T f (ξ) dK ,
N˜0( f ) :=
∫
K
Ψ1(ξ)T f (ξ) dK and N˜1( f ) :=
∫
K
Ψ0(ξ)T f (ξ) dK .
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2.2. Differentiation of dual variables
Let q be expanded in Lagrange polynomials and φ in dual edge polynomials. The objective of this section is to
define dφ/dξ. We will do this with the help of integration by parts∫
K
q
dφ
dξ
dK = −
∫
K
φ
dq
dξ
dK +
∫
∂K
qφ dK . (10)
Let q and φ be expanded as
q(ξ) =
N∑
i=0
N0i (q)hi(ξ) and φ(ξ) =
N∑
j=1
N˜0j (φ)˜e j(ξ) .
Then, using (4), we have∫
K
dq
dξ
φ dK = N0(q)TE1,0T
{∫
K
Ψ1
T
Ψ˜0 dK
}
N˜0(φ) = N0(q)TE1,0T N˜0(φ) , (11)
where we used Lemma 2 in the last step.
Using (11) in (10) gives∫
K
q
dφ
dξ
dK = −N0(q)TE1,0T N˜0(φ) +N0N(q)N˜0N+1(φ) − N00 (q)N˜00 (φ) , ∀q ∈ P , (12)
where N˜00 (φ) and N˜0N+1(φ) are the nodal values of φ(ξ) at the end points ξ = −1 and ξ = 1, respectively. Since (12)
needs to hold for all q ∈ P, we define the degrees of freedom of derivative of the dual representation of φ as
N˜1
(
dφ
dξ
)
:= −E1,0T N˜0(φ) + N˜0N+1(φ) − N˜00 (φ) . (13)
With these degrees of freedom we can expand the derivative of φ as
dφ
dξ
= Ψ˜1(ξ)N˜1
(
dφ
dξ
)
= Ψ˜1(ξ)
[
−E1,0T N˜0(φ) + N˜0N+1(φ) − N˜00 (φ)
]
. (14)
Remark 4. Note that while φ(ξ) is a polynomial of degree (N − 1), its derivative, as defined by (14), is a polynomial
of degree N.
3. Two-dimensional dual spaces
In order to address more challenging problems, it is important to consider in more detail the case K = [−1, 1]2 ⊂
R2. For d := dim K = 2, we have the two sets of function spaces that obey the De Rham cohomology [21, 22]
H (curl; K)
∇×−→ H (div; K) ∇·−→ L2 (K) and H1 (K) ∇−→ H (curl; K) ∇×−→ L2 (K) .
We will introduce three different finite element spaces in the sense of Definition 1 such that the associated discrete
functional spaces, Ch(K) ⊂ H(curl; K), Dh(K) ⊂ H(div; K), S h(K) ⊂ L2(K), and the corresponding dual spaces
S˜ h0 (K), D˜
h
0 (K), C˜
h
0 (K) obey the discrete De Rham complex.
3.1. The function space Ch(K) ⊂ H (curl; K)
3.1.1. Primal finite element
Let ξi, ηi ∈ [−1, 1], i = 0, . . . ,N, be Gauss-Lobatto-Legendre (GLL) points, and PN denote the space of polyno-
mials of degree N defined on the interval [−1, 1], see Example 1. Consider now the polynomial tensor product space
8
(a) The basis nodal polynomials (b) The dual basis of the nodal polynomials
Figure 3: Visualization of primal, (0)i(N+1)+ j(ξ, η), and dual, ˜
(0)
i(N+1)+ j(ξ, η), basis functions of the spaces C
h(K) and C˜h(K) for polynomial degree
N = 2.
Ch(K) := PN ⊗ PN . Given the set x of 2D nodes xk defined as x := {xi(N+1)+ j = (ξi, η j) | i, j = 0, . . . ,N}, we can
introduce for any p ∈ Ch(K) the degrees of freedom as
N0k (p) := p(xk), k = 0, . . . , (N + 1)2 − 1 . (15)
The basis which satisfies the Kronecker-delta property from Proposition 1 is given by the Lagrange (or nodal)
polynomials, (0)k , k = 0, . . . , (N + 1)
2 − 1, through the two-dimensional GLL-nodes xi(N+1)+ j = (ξi, η j), i, j = 0, . . . ,N,
such that
(0)i(N+1)+ j(ξ, η) := hi(ξ)h j(η), i, j = 0, . . . ,N , (16)
where hi are the 1D nodal interpolants introduced in Example 1. A visual representation of these basis functions for
N = 2 is presented in Figure 3a.
3.1.2. The dual finite element
The construction of the dual basis functions follows the ideas presented in Section 2.1. Here we outline the direct
application to the 2D case of constructing the dual basis of the space C˜h. The degrees of freedom of the dual element
are given by
N˜2(p) := M(0)N0(p) . (17)
where
Ψ0(ξ, η) =
(
(0)0 (ξ, η) . . . 
(0)
(N+1)2−1(ξ, η)
)
and M(0) =
∫
K
Ψ0(ξ, η)T Ψ0(ξ, η) dK .
Since the dual basis functions ˜(2)j need to satisfy the Kronecker-delta property
N˜2i (˜(2)j ) = δi j , (18)
by Corollary 2 we have that the dual basis functions can be expressed in terms of the primal basis functions as
Ψ˜2(ξ, η) :=
(
˜(2)0 . . . ˜
(2)
(N+1)2−1
)
=
(
(0)0 . . . 
(0)
(N+1)2−1
)
M(0)−1 = Ψ0(ξ, η)M(0)−1 . (19)
A visual representation of these basis functions for N = 2 is presented in Figure 3b.
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3.2. The function space Dh(K) ⊂ H (div; K)
3.2.1. Primal finite element
Let ξi, ηi ∈ [−1, 1], i = 0, . . . ,N, be the GLL points, and P and Q denote the space of polynomials of degree N
and N − 1, respectively, defined on the interval [−1, 1], as in Example 1 and 2. Consider now the polynomial tensor
product spaces Q1ξ := P ⊗ Q and Q1η := Q ⊗ P. We introduce for any polynomial vector field p ∈ Q1ξ × Q1η the degrees
of freedom as 
N1iN+ j(p) :=
∫ (ξi,η j)
(ξi,η j−1)
p · eξ dη, i = 0, . . . ,N and j = 1, . . . ,N ,
N1(i−1)(N+1)+ j+1+N(N+1)(p) :=
∫ (ξi,η j)
(ξi−1,η j)
p · eη dξ, i = 1, . . . ,N and j = 0, . . . ,N ,
(20)
where eξ, and eη are the unit vectors in the ξ- and η−directions, respectively. In a polynomial vector space these
integrals are well-defined.
It is possible to show, see [23–26], that the basis functions which satisfy the Kronecker-delta property from
Proposition 1 are the 2D edge polynomials, (1)k , k = 1, . . . , 2N(N + 1), defined as
Ψ1 (ξ, η) =
 
(1)
iN+ j(ξ, η) := hi(ξ) e j(η) eξ , i = 0, . . . ,N and j = 1, . . . ,N ,
(1)(i−1)(N+1)+ j+1+N(N+1)(ξ, η) := ei(ξ) h j(η) eη , i = 1, . . . ,N and j = 0, . . . ,N ,
(21)
where hi are the 1D nodal interpolants introduced in Example 1, and e j are the 1D edge interpolants introduced in
Example 2. A visual representation of these basis functions for N = 2 is presented in Figure 4a.
Let ωh ∈ Ch (K) be represented as
ωh =
N∑
i=0
N∑
j=0
ωi j hi(ξ) h j(η) ,
then
curl ωh =
(
∂ω/∂η
−∂ω/∂ξ
)
,
using Corollary 1, we have
curl ω =
( ∑N
i=0
∑N
j=1(ωi, j − ωi, j−1)hi(ξ)e j(η)
−∑Ni=1 ∑Nj=0(ωi, j − ωi−1, j)ei(ξ)h j(η)
)
= Ψ1(ξ, η)E1,0N0(ωh) . (22)
This implies that R(curl; Ch(K)) ⊂ Dh(K), where R(curl; Ch(K)) denotes the range of the curl operator applied to
elements from Ch(K). This is a necessary requirement or Ch(K) and Dh(K) to form a finite dimensional De Rham
sequence, (39).
3.2.2. Dual finite element
The construction of the dual basis functions of the space D˜h(K) is done in the same manner as for the dual basis
functions of the space C˜h(K). In this case, the dual basis functions can be expressed in terms of the primal basis
functions as
Ψ˜1(ξ, η) :=
 ˜(1)1 . . . ˜(1)N(N+1) 0 . . . 00 . . . 0 ˜(1)N(N+1)+1 . . . ˜(1)2N(N+1)

=
 (1)1 . . . (1)N(N+1) 0 . . . 00 . . . 0 (1)N(N+1)+1 . . . (1)2N(N+1)
M(1)−1 =: Ψ1(ξ, η)M(1)−1 ,
with
M(1)i j :=
∫
K
(1)i (ξ, η) · 1)j (ξ, η) dK , i, j = 1, . . . , 2N(N + 1) . (23)
A visual representation of these basis functions for N = 2 is presented in Figure 4b.
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(a) The primal basis edge polynomials (b) The dual basis edge polynomials
Figure 4: Visualization of the primal basis functions, (1)iN+ j(ξ, η) (top left), 
(1)
(i−1)(N+1)+ j+1+N(N+1)(ξ, η) (bottom left), and dual basis functions,
˜(1)iN+ j(ξ, η) (top right), and ˜
(1)
(i−1)(N+1)+ j+1+N(N+1)(ξ, η) (bottom right), for the spaces D
h(K) and D˜h(K) with N = 2.
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The degrees of freedom of the dual element are given by
N˜1(p) := M(1)N1(p) .
In the case of orthogonal mesh we have that M(1) is block diagonal
M(1) =
(
M(1,ξ) 0
0 M(1,η)
)
,
with 
M(1,ξ)i j :=
∫
K
(1)i (ξ, η) 
(1)
j (ξ, η) dK , i, j = 1, . . . ,N(N + 1) ,
M(1,η)i j :=
∫
K
(1)i (ξ, η) 
(1)
j (ξ, η) dK , i, j = N(N + 1) + 1, . . . , 2N(N + 1) .
3.3. The function space S h(K) ⊂ L2 (K)
3.3.1. Primal finite element
Once again, let ξi, ηi ∈ [−1, 1], i = 0, . . . ,N, be the GLL points, and Q represent the space of polynomials of
degree N − 1 on the interval [−1, 1]. Consider now the polynomial tensor product space Q2 := Q⊗ Q. The degrees of
freedom for this finite element can be introduced for any polynomial p ∈ Q2 as
N2(p) :=
∫ η j+1
η j
∫ ξi+1
ξi
p dξ dη , i, j = 1, . . . ,N . (24)
These integrals are well-defined in a polynomial space. It is possible to demonstrate, see [23–26], that the basis func-
tions which satisfy the Kronecker-delta property from Proposition 1 are the surface polynomials, (2)k , k = 1, . . . ,N
2,
defined as
(2)(i−1)N+ j(ξ, η) := ei(ξ) e j(η), i, j = 1, . . . ,N ,
where, as before, e j are the 1D edge interpolants introduced in Example 2. A visual representation of these basis
functions for N = 2 is presented in Figure 5a.
(a) The primal basis surface polynomials (b) The dual basis surface polynomials
Figure 5: Visualization of primal basis functions (left), (2)(i−1)N+ j(ξ, η), and dual basis functions (right), ˜
(0)
(i−1)N+ j(ξ, η), for the spaces S
h(K) and
S˜ h(K) with N = 2.
Application of (4) shows that R(div; Dh(K)) = S h(K), which is required for the spaces Dh(K) and S h(K) to be part
of the finite dimensional De Rham sequence, (39).
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An element from qh ∈ Dh(K) can be represented in the basis functions of Dh(K) as (21)
qh(ξ, η) =
 ∑Ni=0 ∑Nj=1 ui, jhi(ξ)e j(η)∑N
i=1
∑N
j=0 vi, jei(ξ)h j(η)
 .
If we take the divergence of this vector field and use (4) repeatedly, we have
div qh(ξ, η) =
N∑
i=1
N∑
j=1
[
ui, j − ui−1, j + vi, j − vi, j−1
]
ei(ξ)e j(η) . (25)
So, we see that the divergence modifies the degrees of freedom (the expansion coefficients) and changes the basis
functions from basis functions in Dh(K) to basis functions for S h(K). We can write this as
div qh(ξ, η) = Ψ2(ξ, η)E2,1N1(qh) , (26)
where the incidence matrix E2,1 is a sparse matrix which only contains the non-zero entries, −1 and 1, as can be seen
from (25).
Since we have that div curl ωh ≡ 0 for all ωh ∈ Ch(K), we have, by combining (22) and (26) that
div curl ωh = Ψ2(ξ, η)E2,1E1,0N0(ωh) ≡ 0 .
Since Ψ2(ξ, η) forms basis for S h(K) it implies that E2,1E1,0N0(ωh) ≡ 0. If, in addition, this needs to hold for all
ωh ∈ Ch(K), we need to have E2,1E1,0 ≡ 0, which is a well-known property of incidence matrices in mimetic methods.
3.3.2. Dual finite element
The dual basis functions of the space S˜ h(K) follow the same steps as performed for the spaces C˜h(K) and D˜h(K).
The degrees of freedom for the dual element are given by
N˜0(p) := M(2)N2(p) , (27)
with
M(2)i j :=
∫
K
(2)i (ξ, η) 
(2)
j (ξ, η) dK , i, j = 1, . . . ,N
2 .
The associated dual basis functions are expressed in terms of the primal basis functions as
Ψ˜0(ξ, η) :=
(
˜(0)1 . . . ˜
(0)
N2
)
=
(
(2)1 . . . 
(2)
N2
)
M(2)−1 =: Ψ2(ξ, η)M(2)−1 .
A visual representation of these basis functions for N = 2 is presented in Figure 5b.
3.4. Dual De Rham sequence
In the multi-dimensional case we can extend the derivative of dual representations, (13), in the following: For
qh ∈ Dh(K) and sh ∈ S˜ h(K), we have, using (26)∫
K
sh divqh dK = N˜0(sh)TE2,1N1(qh) . (28)
Since ∫
K
sh divqh dK =
∫
∂K
(qh · n) sh dΓ −
∫
K
grad sh · qh dK . (29)
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This gives
N1(qh)T N˜1(grad sh) =
∫
K
grad s˜h · qh dK
= −
∫
K
s˜h divqh dK +
∫
∂K
(qh · n) sh dΓ
= −N1(qh)TE2,1T N˜0(sh) +
N∑
i=1
[
si,N(qη)i,N − si,0(qη)i,0
]
+
N∑
j=1
[
sN, j(qξ)N, j − s0, j(qξ)0, j
]
(30)
= −N1(qh)TE2,1T N˜0(sh) +N1(qh)NN˜0(sh) ,
where N is a very sparse matrix with non-zero entries −1 and +1 only. Since this equality needs to hold for all
qh ∈ Dh(K) we have
N˜1(grad sh) = −E2,1T N˜0(sh) + NN˜0(sh) . (31)
Note that the degrees of freedom for qh · n along the boundary are already contained in the space of degrees of
freedom for Dh(K), but the degrees of freedom for sh along the boundary are not in S˜ h(K), therefore these have to be
explicitly added. If we set these trace variables along the boundary to zero, we refer to this space as S˜ h0(K) and (30)
reduces to
N˜1(grad sh) = −E2,1T N˜0(sh) . (32)
We therefore have that the gradient is a mapping S˜ h0(k)→ D˜h  D˜h0.
Likewise, we have that for all ωh ∈ Ch(K) and qh ∈ D˜h(K) according to (22)∫
K
qh · curl ωh dK = N˜1(qh)TE1,0N0(ωh) . (33)
Then the identity ∫
K
qh · curl ωh dK = −
∫
∂K
(qh · n)ωh dΓ +
∫
K
ωh curl qh dK ,
gives
N0(ωh)T N˜2(curl qh) =
∫
K
ωh curl qh dK
=
∫
K
qh · curl ωh dK +
∫
∂K
(qh · n)ωh dΓ
= N0(ωh)E1,0T N˜1(qh) +
N−1∑
i=1
[
ωi,0(qξ)i,0 − ωhi,N(qξ)i,N
]
+
N−1∑
j=1
[
ωN, j(qη)N, j − ωh0, j(qη)0, j
]
+ (34)
ωN,NqN,N − ω0,Nq0,N + ω0,0q0,0 − ωN,0qN,0 (35)
= N0(ωh)TE1,0T N˜1(qh) +N0(ωh)NN˜1(qh) .
Note once again that in the boundary integral the degrees of freedom for ωh are contained in the space of the degrees
of freedom for Ch(K), but the need to explicitly add the trace variables qh · n. In this particular case, the situation is
complicated near the corner of the domain where the normal changes direction. For a treatment of these degrees of
freedom near corners, see [27]. The matrix N is the sparse trace matrix with entries −1 and +1 only.
If we set the trace variable qh · n to zero along the boundary ∂K, we refer to this space as D˜h0 (K) and (35) reduces
to
N0(ωh)T N˜2(curl qh) = N0(ωh)TE1,0T N˜1(qh) . (36)
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If this relation needs to hold for all ωh ∈ Ch(K), then we have
N˜2(curl qh) = E1,0T N˜1(qh) . (37)
The basis functions in which these degrees of freedom are expanded are the dual polynomials in C˜h(K). Therefore
the curl applied to the D˜h0(K) is a map D˜
h
0(K) → C˜h(K)  C˜h0(K). Therefore, the dual space supplemented with
homogeneous boundary traces form a dual De Rham sequence
S˜ h0(K)
−E2,1T−→ D˜h0(K)
E1,0T−→ C˜h0(K) . (38)
In general
Ch (K) Dh (K) S h (K)
C˜h0 (K) D˜
h
0 (K) S˜
h
0 (K)
∇×
M(0) M(1)
∇·
M(2)
∇× ∇
. (39)
4. Mixed formulation of the Poisson equation
So far we have introduced the construction of primal spaces and corresponding dual spaces that obey the De
Rham sequence. In this section we present an application of these spaces to a constrained minimization problem of
the Poisson equation. We will compare the results from two formulations: 1) with primal spaces only, and 2) with
primal and dual spaces. In this application it will be shown that the use of dual spaces can give much sparser systems
with a lower condition number.
Let K ⊂ Rd for d = 2, then for φ ∈ L2(K) and q ∈ H(div; K) we define the functional
L(φ, q; f , φˆ) :=
∫
K
1
2
|q|2 dK +
∫
K
φ (div q − f ) dK −
∫
∂K
φˆ (q · n) dΓ ,
for a prescribed function f ∈ L2(K) and φˆ ∈ H1/2 (∂K). The optimality conditions for this functional are given by (p, q)K + (div p, φ)K =
∫
∂K(p, n) φˆ dΓ ∀ p ∈ H(div; K)
(ϕ, div q)K = (ϕ, f )K ∀ ϕ ∈ L2(K)
. (40)
This corresponds with a Poisson equation for φ with Dirichlet boundary condition φ = φˆ along the boundary. We will
consider two different discretizations for this problem. For the first approximation we choose (qh, φh) ∈ Dh(K)×S h(K),
we will call this primal-primal formulation, while in the second case we approximate the solution as (qh, φh) ∈
Dh(K) × S˜ h(K), we will call this primal-dual formulation.
4.1. Primal-primal formulation
Let qh be represented as
qh(ξ, η) = Ψ1(ξ, η)N1(qh) . (41)
Then, using (26), the divergence is given by
div qh(ξ, η) = Ψ2(ξ, η)E2,1N1(qh) .
If we use this in the variational formulation (40), we get M(1) E2,1TM(2)M(2)E2,1 0

 N1(qh)N2(φh)
 =  N˜0n(φˆh)M(2)N2( f h)
 , (42)
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where the degrees of freedom of f are obtained using (24)
N2( f h) :=
∫ η j+1
η j
∫ ξi+1
ξi
f dξ dη , i, j = 1, . . . ,N ,
and the degrees of freedom of the prescribed boundary condition φˆ are given by
N˜0n
(
φˆh
)
= N N˜0
(
φˆh
)
= N

N˜0bot
(
φˆh
)
N˜0top
(
φˆh
)
N˜0le f t
(
φˆh
)
N˜0right
(
φˆh
)

= N

∫
Γbot
ei (x)T φˆhbot(x) dx∫
Γbot
ei (x)T φˆhtop(x) dx∫
Γbot
ei (y)T φˆhle f t(y) dy∫
Γbot
ei (y)T φˆhright(y) dy

, (43)
where N is the discrete unit normal vector that restricts the degrees of freedom of qh to the boundary of the domain.
For N = 3, N is given by
N =

−1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

, (44)
where we have (+) sign for the right and the top boundary degrees of freedom and the (−) sign for the left and bottom
boundary degrees of freedom based on the direction of the outward unit normal n, see [27, 28], and ei are the 1D
edge interpolants introduced in Example 2. These integrals are one dimensional boundary integrals obtained using
Corollary 4.
The incidence matrix E2,1 is a very sparse topological matrix which only contains entries −1, 1 and 0, that do
not depend on the shape, mesh size, or polynomial degree of the approximation, see [24–26]. All metric properties
are contained in the mass matrices M(1) and M(2). For high order methods, these matrices are full matrices which
destroy the sparsity of the incidence matrix with which they are multiplied in (42). We refer to this formulation as the
primal-primal formulation, because both qh and φh are expanded in primal basis functions. If the mesh is deformed,
all sub-matrices in (42) will change because the mas matrices M(k) will change and need to be recomputed.
4.2. Primal-dual formulation
Alternatively, we may approximate φh ∈ S˜ h(K). In this case the discrete system is given by M(1) E2,1TE2,1 0

 N1(qh)N˜0(φh)
 =  N˜0n(φˆh)N2( f h)
 . (45)
We see that if we expand φh in terms of dual polynomials, the discrete divergence blocks in (45) are very sparse and
no longer depend on the metric of the mesh geometry.
Remark 5. We can immediately convert (42) to (45). The mass matrixM(2) in the second row of (42) can be cancelled
on both sides of the equation, while the mass matrixM(2) in the first row can be contracted with the degrees of freedom
N2(φh) to give M(2)N2(φh), but these new unknowns are just the dual degrees of freedom N˜0(φh) according to (27).
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(a) Orthogonal mesh, c = 0.0 (b) Curved mesh, c = 0.3
Figure 6: Meshes generated by the transformation (46) for, N=7, c = 0.0 and c = 0.3.
4.3. Test case
In the following test case we demonstrate that using the primal-dual formulation we obtain sparse algebraic for-
mulation and lower condition number without compromising on quantative results. We use a ‘standard’ orthogonal
spectral element shown on the left, and a deformed spectral element shown on the right, of Figure 6.
The deformed mesh coordinates (x, y) are obtained by transforming the orthogonal coordinates (ξ, η) with the
mapping  x =
1
2 +
1
2 (ξ + c sin(piξ) sin(piη))
y = 12 +
1
2 (η + c sin(piξ) sin(piη))
, (46)
where c is the deformation coefficient.
We compare both the formulations with a manufactured solution φex = sin(2pix) sin(2piy) which gives
fex = −div(grad φex) ,
on a domain K ∈ [0, 1]2, and using Dirichlet boundary conditions over entire domain given by ΓD = φex|∂K= 0.
In Figure 7 we compare the sparsity pattern of primal-primal and primal-dual formulation for the orthogonal mesh
for N = 3. The non-zero elements in dual grid approach - 144, are much less than that in the primal grid approach -
504.
In Table 1, we list the condition number of the system of the two formulations, for polynomial degree N =
5, 10, ..., 50 and plot this data in Figure 8. For both the orthogonal and the curved domains we observe that the
condition number for the primal-primal formulation is higher than that of the primal-dual formulation. In Figure 8
we see that the rate of increase in condition number is also higher for the primal-primal formulation than the primal-
dual formulation. In this sense the use of dual polynomials can also be interpreted as a form of inverse type mixed
preconditioning [29]  M(1) E2,1TM(2)M(2)E2,1 0
 =
 I 00 M(2)

 M(1) E2,1TE2,1 0

 I 00 M(2)
 . (47)
In the top-left plot of Figure 9 we show the L2-error in the constraint (div qh − f ) and the interpolation error in
the RHS term
(
f h − f
)
for primal-dual formulation, for polynomial degrees from 2 to 50. We see that the error in
constraint is equal to the interpolation error of the source term. In the top-right of Figure 9 we show the L2-error in
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nz = 144 nz = 504
Figure 7: Sparsity structure for orthogonal mesh, c = 0.0, for N = 3, on: i) Left: Primal-dual formulation, ii) Right: Primal-primal formulation
Table 1: Condition number for the primal-primal formulation and the primal-dual formulation, on mesh geometries c = 0.0 and c = 0.3 for
polynomial degree N = 5, 10, ..., 50.
c = 0.0 c = 0.3
N Primal-Primal Primal-Dual Primal-Primal Primal-Dual
5 825.0252 12.4568 3.6714e+03 85.1068
10 9.8191e+03 26.2636 4.4249e+04 299.379
15 4.6040e+04 66.8577 2.1424e+05 1.0578e+03
20 1.4036e+05 138.4703 6.1383e+05 1.9300e+03
25 3.6434e+05 250.7597 1.6331e+06 3.9074e+03
30 8.0614e+05 413.7121 3.4321e+06 6.9518e+03
35 1.582e+06 637.1410 6.3343e+06 1.0209e+04
40 2.8439e+06 931.1191 1.0912e+07 1.5291e+04
45 4.7756e+06 1.3054e+03 1.7483e+07 2.2209e+04
50 7.5999e+06 1.7702e+03 2.6566e+07 2.9444e+04
3
3
4
4
Figure 8: Condition numbers for the meshes c = 0 and c = 0.3 as a function of the polynomial degree
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Figure 9: Top left: L2-error in constraint (div qh − f ), and the interpolation error in RHS term
(
f h − f
)
. Top right: L2-error in (div qh − f h). Bottom
left: H (div)-error in flux qh. Bottom right: L2-error in potential φh.
constraint (div qh − f h) for both the formulations which is satisfied up to machine precision over the entire range of
polynomial degrees for both the orthogonal mesh and the highly curved mesh. In the bottom-left plot of Figure 9
we see the error convergence of the fluxes in H (div)-norm on the orthogonal mesh and the curved mesh. The results
from the primal-primal formulation and the primal-dual formulation coincide with each other. Both methods converge
exponentially towards the exact solution. The convergence is slower in the case of curved mesh.
In the plot at the bottom right of Figure 9 we see the convergence in L2-error of φh. The results from the primal-
primal formulation and the primal-dual formulation overlap. We see exponential convergence on both orthogonal and
curved meshes.
In terms of accuracy Figure 9 shows that the results from primal-primal formulation and primal-dual formulation
are equal up to machine precision.
For the next test problem we choose a pair of div-grad problems that are dual to each other in a continuous setting.
We will show that this duality continues to hold true at discrete level by using the primal-dual representations for these
problems.
5. The Dirichlet-Neumann problems
The mathematical theory of finite elements often makes use of the equivalence of dual problems. In general this
equivalence no longer holds at the discrete level. In this section we want to show that this equivalence continues to
hold at the finite dimensional level when dual representations are employed. In the proof of Lemma 2.2 in [1], for
instance, use is made of an equivalence between a Dirichlet and a Neumann problem. We start with the two problems
given by: Given φˆ ∈ H1/2(∂K)
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1. The Dirichlet problem: Find φ ∈ H1(K) such that φ = φˆ on ∂K−div (grad φ) + φ = 0 in K . (48)
2. The Neumann problem: Find q ∈ H(div; K) such that div q = φˆ on ∂K−grad (div q) + q = 0 in K . (49)
If φ solves the Dirichlet problem (48), then q solves the Neumann problem (49), if and only if φ = div q. Furthermore,
it follows that [1]
‖φˆ‖H1/2(∂K) = ‖φ‖H1(K) = ‖q‖H(div;K) .
The finite dimensional problem is to find suitable finite dimensional function spaces S˜ h ⊂ H1(K) and Dh ⊂
H(div; K) for
1. The Dirichlet problem: Find φh ∈ S˜ h such that φh = ΠΓ φˆ on ∂K−div (grad φh) + φh = 0 in K . (50)
2. The Neumann problem: Find qh ∈ Dh such that div qh = ΠΓ φˆ on ∂K−grad (div qh) + qh = 0 in K , (51)
where ΠΓ φˆ is the projection of φ at the boundary, such that the solutions φh and qh will satisfy φh = div qh identically
in the element K. Furthermore, we wish to prove that in this case
‖φˆh‖H1/2(∂K) = ‖φh‖H1(K) = ‖qh‖H(div;K) .
5.1. The Neumann problem
Consider K ⊂ Rd, with d = 2. Then the variational formulation of the Neumann problem, (51), is given by: For
φˆh ∈ H1/2 (∂K) find qh ∈ Dh such that(
div ph, div qh
)
K
+
(
ph, qh
)
K
=
∫
∂K
(ph · n)φˆh dΓ , ∀ph ∈ Dh . (52)
We represent qh as in (41)
qh(ξ, η) = Ψ1(ξ, η)N1(qh) .
Then using (26) for divergence in the variational formulation (52) we obtain(
div ph, div qh
)
K
+
(
ph, qh
)
K
= N1(ph)TE2,1TM(2)E2,1N1(qh) +N1(ph)TM(1)N1(qh) , ∀ph ∈ Dh . (53)
The boundary terms on the right hand side of (52) are evaluated in the same way as in (43). Collecting all boundary
terms, and using the fact that equality should hold for all N1
(
ph
)
gives
E2,1TM(2)E2,1N1(qh) +M(1)N1(qh) = N˜0n
(
φˆh
)
. (54)
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5.2. The Dirichlet problem
Consider now the Dirichlet problem given by (50) on the domain K ⊂ Rd, with d = 2. The variational formulation
for this problem is given by: For φˆ ∈ H1/2 (∂K) find φh ∈ S˜ h, such that
(
gradϕh, grad φh
)
K
+
(
ϕh, φh
)
K
=
∫
∂K
φˆh
∂ϕh
∂n
dΓ . (55)
We discretize φh in terms of the dual degrees of freedom N˜0(φh). Then the degrees of freedom of the gradient are
given analogous to (13) by
N˜1(grad φh) = −E2,1T N˜0(φh) + N˜0n
(
φˆh
)
,
where N˜0n
(
φˆh
)
are the degrees of freedom of the prescribed boundary condition. Then we know that the gradient of
φh is given by
grad φh(ξ, η) = Ψ˜1(ξ, η)
(
−E2,1T N˜0(φh) + N˜0n
(
φˆh
))
. (56)
The gradient of the test functions ϕh is discretized similarly, but then the variations on the boundary are set to zero,
therefore
gradϕh(ξ, η) = −Ψ˜1(ξ, η)E2,1T N˜0(ϕh) .
If we use this in the variational formulation (55) we have(
gradϕh, grad φh
)
K
+
(
ϕh, φh
)
K
= N˜0(ϕh)TE2,1M˜(1)
[
E2,1T N˜0(φh) − N˜0n
(
φˆh
)]
+ N˜0(ϕh)TM˜(0)N˜0(φh) = 0 .
Note that the boundary conditions are strongly imposed in terms of the dual variables. Once again using the fact that
equality should hold for all N˜0(ϕh) the discrete formulation is given by
E2,1M˜(1)E2,1T N˜0(φh) + M˜(0)N˜0(φh) = E2,1M˜(1)N˜0n
(
φˆh
)
. (57)
5.3. Relation between Dirichlet and Neumann problem
What we need to check now is that the solutions of (54) and (57) are related by φh = div qh. This discrete relation
translates into
N˜0(φh) = M(2)E2,1N1(qh) . (58)
In order to establish this relation, we fill in (58) in (57) to obtain
E2,1M˜(1)E2,1TM(2)E2,1N1(qh) + M˜(0)M(2)E2,1N1(qh) = E2,1M˜(1)N˜0n
(
φˆh
)
. (59)
We substitute (54) in (59) to get
−E2,1M˜(1)M(1)N1(qh) + E2,1M˜(1)N˜0n
(
φˆh
)
+ M˜(0)M(2)E2,1N1(qh) = E2,1M˜(1)N˜0n
(
φˆh
)
.
Then we use the fact that M˜(1)M(1) = I and M˜(0)M(2) = I to get
−E2,1N1(qh) + E2,1M˜(1)N˜0n
(
φˆh
)
+ E2,1N1(qh) = E2,1M˜(1)N˜0n
(
φˆh
)
,
which proves the relation between the Dirichlet and the Neumann problem.
It remains to show that ‖φh‖H1(K) = ‖qh‖H(div;K). Using (56) we have that
‖φh‖2H1(K) = N˜0(φh)TM˜(0)N˜0(φh) +
[
N˜0n
(
φˆh
)T − N˜0(φh)TE2,1] M˜(1) [N˜0n (φˆh) − E2,1T N˜0(φh)] . (60)
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Since we have just established that, N˜0(φh) = M(2)E2,1N1(qh), we can insert this in (60)
‖φh‖2H1(K) = N1(qh)TE2,1
TM(2)M˜(0)M(2)E2,1N1(qh)
+
[
N˜0n
(
φˆh
)T − N1(qh)TE2,1TM(2)E2,1] M˜(1) [N˜0n (φˆh) − E2,1TM(2)E2,1N1(qh)]
(54)
= N1(qh)TE2,1TM(2)E2,1N1(qh) +N1(qh)TM(1)M˜(1)M(1)N1(qh)
= N1(qh)TM(1)N1(qh) +N1(qh)TE2,1TM(2)E2,1N1(qh)
= ‖qh‖2H(div;K) , (61)
where we used again that M˜(0)M(2) = I and M˜(1)M(1) = I and the fact that the degrees of freedom of qh satisfy (54).
5.4. Test case
In this section we solve the Dirichlet (55) and the Neumann (52) problems on K ∈ [0, 1]2 with one spectral element
for a non-trivial boundary condition φˆ given by
φˆ =

0 for x = 0 and y = 0
− sin(piy) for x = 1
− ln (1 − 3x(1 − x)) for y = 1
.
For this test case also we use the two coordinate systems as shown in Figure 6.
(a) Solution div qh of (51) (b) Difference between div qh and the solution φh from (50)
Figure 10: Comparison between φh obtained from (50) and div qh calculated using (51) for N = 8 on an orthogonal mesh with c = 0
In Figure 10a the numerical solution div qh is shown on the orthogonal mesh, c = 0 for N = 8. The solution φh on
the same mesh is graphically indistinguishable from Figure 10a, therefore in Figure 10b the difference between div qh
and φh is shown. The difference between both solutions is of O
(
10−14
)
.
In Figure 11a div qh is plotted for the deformed grid with c = 0.3, for N = 8. On the deformed mesh we expect
the solution to be less accurate than on the orthogonal mesh, but φh computed on the same mesh is graphically still
identical to Figure 11a. The difference between div qh and φh is shown in Figure 11b. This confirms that for this test
case the discrete equivalence (58) holds.
In order to corroborate that the norms ‖φh‖H1(K) and ‖qh‖H(div;K) are identical according to (61) for this specific
problem, Table 2 lists these norms on three different meshes, the orthogonal mesh, c = 0.0, the slightly deformed
mesh, c = 0.15 and the highly deformed mesh, c = 0.3. This table shows that on all mesh configuration and for
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(a) Solution div qh of (51) (b) Difference between div qh and the solution φh from (50)
Figure 11: Comparison between φh obtained from (50) and div qh calculated using (51) for N = 8 on curvilinear mesh with c = 0.3
Table 2: Norms ‖φh‖H1(K) and ‖qh‖H(div;K) on three different meshes as a function of the polynomial degree N.
c = 0 c = 0.15 c = 0.3
N
∥∥∥φh∥∥∥H1 ∥∥∥qh∥∥∥H(div) ∥∥∥φh∥∥∥H1 ∥∥∥qh∥∥∥H(div) ∥∥∥φh∥∥∥H1 ∥∥∥qh∥∥∥H(div)
2 2.45180494 2.45180494 2.45180494 2.45180494 2.45180494 2.45180494
4 2.37137238 2.37137238 2.35503380 2.35503380 2.13797018 2.13797018
6 2.35794814 2.35794814 2.35666554 2.35666554 2.34310363 2.34310363
8 2.35588158 2.35588158 2.35547353 2.35547353 2.35133906 2.35133906
10 2.35564418 2.35564418 2.35556015 2.35556015 2.35443148 2.35443148
12 2.35561580 2.35561580 2.35560124 2.35560124 2.35534845 2.35534845
14 2.35561268 2.35561268 2.35561045 2.35561045 2.35555229 2.35555229
16 2.35561231 2.35561231 2.35561199 2.35561199 2.35559831 2.35559831
18 2.35561227 2.35561227 2.35561223 2.35561223 2.35560913 2.35560913
all polynomial degrees we have ‖φh‖H1(K) = ‖qh‖H(div;K). All the three mesh configurations show convergence to a
limiting value ‖φˆ‖
H
1
2 (∂K)
= 2.35561.
This work has been further extended to multi-element cases in [28, 30], three dimensional case in [31], another pair
of dual Dirichlet-Neumann problems in H(curl) spaces in [27], iso-geometric methods in [32] and a linear elasticity
problem in [33].
6. Conclusions
In this paper a dual polynomial basis is constructed. The duality pairing between variables from a primal and a
dual representation reduces to the vector product between the primal and dual degrees of freedom. The first example
where the use of a dual representation is beneficial concerns the mixed formulation of the Poisson problem. When
a primal-dual formulation is used, two sub-matrices in the mixed formulation become very sparse, even though very
high order methods are used and these two sub-matrices do not change when the mesh is deformed. The second
example shows the equivalence of a Dirichlet-Neumann pair of equations (taken from [1]) at the discrete level. This
equivalence is proven and illustrated by a test case.
In this paper the construction of dual polynomial basis is metric dependent. For example see (7) and (9) where
the mass matrix terms M(0) and M(1) depend on the shape and size of the element. In future work we will present a
construction of metric free dual polynomials that are independent of the shape and the size of the element by means
of the wedge product instead of the inner product.
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We have also seen that the use of dual representations allows us to work directly with the degrees of freedom,
without explicitly referring to the basis functions. It suffices to make use of its properties. This allows for a direct
connection/comparison with staggered finite volume methods. In (45), E2,1 acts directly on the degrees of freedom
qh and E2,1T acts on the dual degrees of freedom for φh. Only in post processing step we need to compute the dual
polynomials but this can be done element-by-element.
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