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A B S T R A C T
Thermal operations in residential and commercial buildings account for a significant
proportion of the primary energy consumption within both Europe and the United
States. Owing to the myriad of factors influencing building energy demand, imple-
menting optimal designs or retro-fitting actions is non-intuitive. Hence, numerical
simulations have become popular as decision-making tools in such instances. The
large physical scale of buildings along with extended simulation time frames necessi-
tate compact modelling approaches; simplifying thermal analysis to manage compu-
tational costs. The trade-off between simulation accuracy and modelling complexity
is a product of the discretisation methodology being employed. However, the optimal
means of applying discretisation remains unclear. During the course of this thesis a
metric is introduced to quantify discretisation effects which is based on energy storage
predictions. Importantly, this approach allows for spatial and temporal discretisation
effects to be addressed and reported separately. Results are presented in terms of gov-
erning dimensionless parameters and so are equally applicable to all materials and
physical scales.
Firstly, guidance on optimal discretisation levels and simulation time steps is
presented for linearly-spaced discretisation schemes. Thereafter, an optimised loga-
rithmic distribution of elements is introduced, yielding up to a fivefold reduction in
the number of elements required to achieve desired levels of accuracy when com-
pared to linearly-spaced elements. The results are then extended to multi-layer walls
by introducing a universal layer-by-layer discretisation approach and an effective Biot
number calculation procedure. This allows for the relative position of layers to be
considered when determining discretisation levels. Finally, guidance is presented for
achieving accurate simulation in the widely used software EnergyPlus by selecting
optimal discretisation parameters. EnergyPlus-based simulations are then conducted,
demonstrating that the reported guidance provides efficient models with excellent
prediction accuracies.
Many buildings are currently controlled by building automation systems. These
systems deploy a multitude of sensors to provide feedback to controllers so that com-
fortable conditions are maintained. In the process, vast amounts of data about the
operation of the buildings is generated, however, much of this currently goes unused.
Within this thesis, data mining of building automation system data is undertaken
for the purpose of knowledge discovery. Graphical, statistical and machine learning
approaches are employed to uncover potential means of improving energy efficiency.
Important control settings within such smart automation systems are selected
by facility managers or home-owners. These control settings significantly affect sys-
tem energy efficiency and thermal comfort levels within a building. The potential for
improving energy efficiency through optimising these control parameters is well re-
ported. However, it is difficult to translate potential efficiencies into practice without
continuously educating facility managers/users. This thesis presents an application
of artificial intelligence to address this issue. The results of the research show that an
artificial neural network is capable of learning to autonomously control a full build-
ing energy system. When compared to a typical human control strategy, the neural
network is observed to achieved an approximate 20% reduction in operating costs
while maintaining the desired zone temperatures for thermal comfort.
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1I N T R O D U C T I O N
This thesis is focused on developing novel mathematical approaches that can be ap-
plied to improve energy efficiency within residential and commercial buildings. Three
distinct topics are considered within this research, these are: physical models of build-
ings; data-mining techniques; and data-driven modelling approaches. Physical mod-
els of buildings have gained widespread use as decision-making tools when initially
designing buildings and determining optimal retro-fitting actions. In order to accom-
modate the large physical scale of buildings and extended simulation time frames,
simplified heat transfer analysis is typically employed. Building energy models are
predominately based on discretising governing heat transfer equations to simulate the
thermal responses of thermal zones and structural components. However, discretisa-
tion schemes that achieve accurate solutions while maintaining attractive computa-
tional times remain elusive. Overly simplified models are not capable of accurately
predicting thermal responses within buildings; leading to erroneous results that can
elicit negative financial and environmental impact. Highly detailed models on the
other hand, while accurate, are often impractical; proving to be both time consuming
and computationally expensive. This is especially true when building energy models
are combined with optimisation routines to determine multiple design variables; this
can require hundreds or thousands of simulation runs. This thesis addresses this cur-
rent information gap by providing guidance on optimal discretisation levels, allowing
accurate simulations to be achieved at minimal computational expense.
In addition to using physical models to improve building design, savings can
also be made by enhancing the efficiency of installed energy systems. Many buildings
use automation systems to regulate internal environmental conditions. To successfully
control buildings, automation systems deploy a multitude of sensors to provide feed-
back to controllers within energy systems. Consequently, these sensors generate vast
amounts of data regarding system operations, user behaviour and building dynamics.
Most of this data goes unused but there exists the potential to gain valuable insights
by exploring this information. Within this thesis, data-mining is applied to building
automation system data acquired from a large commercial facility for the purpose of
uncovering trends in the data as well as potential means of improving energy effi-
ciency.
Building automation systems comprise of a number of interconnected compo-
nents that combine to provide thermally comfortable conditions and good air quality.
Each of the components is typically equipped with its own controller; with many of
these components requiring control parameters to be specified as inputs to their con-
trol algorithms. Typical parameters include: desired zone temperatures; chilled water
temperatures; duct pressures; air flow rates etc. The selection of these control param-
eters is the responsibility of facility managers and home-owners. However, choosing
optimal control parameters is complicated by building-specific operating conditions
and the interconnected nature of system components. As the effects of altering control
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parameters are unclear, they typically remain unchanged for extended periods of time;
often leading to sub-optimal performance. Physical models can be used to evaluate
changes to control parameters prior to implementation, however, constructing these
models is time consuming. Furthermore, physical models assume that the building
has been built as designed, therefore, any deviations between design and build can-
not be considered. An alternative approach is offered by data-driven methods which
use building automation system data to create predictive models. As data is acquired
during the operation of the building, data-driven models inherently consider as-built
conditions. In other fields where large quantities of data is available, machine learning
and artificial intelligence have proven to have success in matching, or out-performing,
human performance. Hence, an artificial intelligence algorithm is developed to exam-
ine the potential for energy efficient autonomous control of building energy systems.
1.1 motivation for research
Buildings account for up to 40% of all energy consumed across the EU [73, 28], with
heating and cooling systems typically accounting for approximately half of this figure.
The EU has committed to reducing this percentage via the promotion of enhanced
thermal designs and retrofitting existing buildings as well as through the integration
of renewable technologies [74, 21]. A myriad of options are available to reduce energy
consumption in buildings, however, choosing one solution that provides optimal fi-
nancial or environmental outcomes is a nontrivial matter. This is due to each building
having unique operating conditions which are heavily dependent on their design pa-
rameters, i.e. climatic conditions, occupancy schedules, architectural designs and the
multitude of materials used during construction. All of these factors lead to individ-
ual buildings requiring distinct solutions in order to achieve optimal performance. The
complex nature of building thermal dynamics has motivated the use of simulations
as decision-making tools, which provide useful insight when engineered solutions for
enhanced building designs and retrofitting actions are sought. It is essential that sim-
ulations are highly accurate to ensure their effectiveness in evaluating any potential
energy saving measures.
Due to the large physical scales and extended time frames that are required to be
simulated, it is necessary to implement appropriate numerical methods that produce
accurate solutions without incurring restrictive computational expense. A review by
Foucquier et al. [32] details modelling approaches employed for building energy simu-
lations. These have been catagorised as models based on physical laws; data-driven ap-
proaches; and hybrid approaches that use measured data to define parameters within
simplified physical models. For models informed by physical laws, the most detailed
approach is offered by computational fluid dynamics coupled with thermal transport
in solid media. Such approaches are not typically feasible for building simulations,
due to considerable computational costs. Instead almost all building energy software
packages simplify numerical approaches by making significant assumptions. These
approaches are commonly referred to as compact models or reduced-order models.
Twenty compact modelling packages have been compared and contrasted in a paper
by Crawley et al. [17]. Their review identifies desirable features included within each
software packages; such as calculating zone loads and the inclusion of economic indi-
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cators. However, their study does not detail how these features are incorporated into
the software. Similarly, a study by Balaras [5] examines sixteen software programs that
account for transient effects in buildings. His work highlights the importance of con-
sidering thermal storage within simulations, as it significantly affects thermal loads.
It also emphasises that strategies utilizing a building’s thermal storage, such as night
ventilation, can significantly reduce energy consumption levels.
Increases in building energy efficiency can also be achieved by optimising the con-
trol of installed energy systems during operational periods. This aims to continuously
meet system demands at minimal cost. Building automation systems (BAS) control
energy systems so that desired zone temperatures and air quality conditions are main-
tained. However, the selection of key parameters and set points, that significantly af-
fect energy consumption, is the responsibility of home-owners and facility managers.
A large scale energy audit conducted by Nilsson [69] highlighted that HVAC system
design and operations are typically guided by vendor recommendations and rules-
of-thumb. This generally lead to poor system energy efficiency. By using modelling
methods in place of these recommendations and rules-of-thumb, it was reported that
fan power in air handling units can be reduced by over 50%. The significant increase in
research efforts aimed at optimising thermal comfort and building energy efficiency
is highlighted in an extensive review by Shaikh et al. [80]. Predominantly these re-
cent efforts have employed data-mining for: predictive tasks; examining occupancy
behaviour; and fault detection. Despite data-mining showing significant potential to
improve energy efficiency, Yu et al. [95] outlined the current obstacles preventing its
widespread deployment within residential and commercial buildings. These include:
(1) A lack of generality, as expert-knowledge of data-mining techniques is required;
(2) difficulty in managing large data-sets; (3) and needing improved data visualiza-
tion methods to allow easy interpretation of results.
Due to the complex interconnected nature of building energy systems, selecting
optimal control parameters is a non-intuitive task. This has motivated many studies to
treat the selection of control parameters as an optimisation problem. To correctly evalu-
ate the effects of altering control parameters prior to implementation, accurate predic-
tive models are required. Afram [1] conducted a review of model predictive controls
applied to building controls. The review highlighted that the predictive models used
to optimise building controls were based on two distinctive approaches: (1) physical-
based models; (2) and data-driven approaches, which employ statistical methods and
machine learning algorithms. Many studies have demonstrated that model predictive
controls lead to increased energy efficiency, such as in the experimental analysis of
Siroky et al. [81] and the simulation study of Oldewurtel et al. [70].
Data-driven approaches are highly adaptable, the same algorithm can be applied
to data acquired from any building to create predictive models. However, they cannot
make predictions regarding initial designs or retro-fitting actions. Hence, both phys-




This section examines the current literature published in the field of energy efficient
buildings. Firstly, existing discretisation schemes developed for and employed within
building energy simulations are examined. Following this, a review of data-mining
techniques applied to building automation system data is conducted; focusing partic-
ularly on the topics of fault detection and knowledge discovery. Finally, state-of-the-art
machine learning approaches and model predictive control methods are discussed.
1.2.1 Physical Models & Discretisation Schemes
Probably the most commonly used building energy software package is EnergyPlus.
Developed by the U.S. Department of Energy, EnergyPlus provides a flexible mod-
elling tool capable of simultaneously simulating thermal zones, transient storage ef-
fects and energy system demands. The main concepts of EnergyPlus are discussed
by Crawley et al. [16]. Mathematical approaches based on the discretisation of gov-
erning heat transfer equations are employed, with two solution methods available for
simulating thermal responses in structural elements. These are the conduction trans-
fer function (CTF) method and the implicit finite difference approach [23]. The CTF
method is the default solution approach and employs a space-state solution to obtain
temperatures only at the inner and outer surfaces of structures. The implementation
of this approach is based on the work of Seem [79]. Alternatively, the finite difference
approach allows for both internal and surface temperatures to be calculated. These
two approaches share the same discretisation scheme, which uses two parameters to
determine discretisation levels, these are: (1) the number of evaluations per hour and
(2) a discretisation constant. This current discretisation scheme uses default values for
the discretisation constant based on standard stability criteria for explicit numerical
solutions, resulting in a discretisation constant of 2 for the CTF approach and 3 for
finite difference solutions. As stated in the source code, these values were chosen due
to a lack of a better alternative [22].
Due to its greater flexibility and internal temperature calculations, EnergyPlus’
finite difference approach has found use when modelling walls which incorporate
phase-change materials. Tabares et al. [84] conducted a study aimed at validating an
EnergyPlus simulation of a phase-change wall. Within this validation study, accuracy
was assessed by comparing simulation predictions to analytical solutions, for the Ste-
fan problem, and benchmark numerical solutions. From the results, it was found that
one-hundred times the number of elements implemented by using default settings was
required to accurately simulate the Stefan problem. This was deemed overly restrictive
and a further comparative test was conducted for a sinusoidal ambient temperature
profile with heat transfer coefficients of 20 W/m2K and 5 W/m2K at the external and
internal faces, respectively. For this case, simulation predictions were compared to
a benchmark numerical solution, which included one-hundred times the number of
elements implemented by using default discretisation parameters. It was concluded
that in order to achieve accurate hourly predictions, 1% error based on energy storage
predictions, the discretisation constant should be reduced from the default value of 3
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to 0.3, leading to three times the number of elements. Additionally, short time steps
of less than three minutes should be used.
Sang et al. [77] used the guidance provided by Tabares et al. [84] to model a dif-
ferent phase-change material in EnergyPlus. In their study, a time step of one minute
and the suggested discretisation constant of 0.3 were used. Simulation predictions
were compared to experimental data from a test-cell facility. This showed that internal
surface temperature predictions followed the same trends exhibited by the experi-
mental data, but there was a notable differences between the magnitudes of recorded
temperatures and simulation predictions. A number of other studies have sought to
validate EnergyPlus models for specific building types, including: natural ventilated
multi-storey building [3]; double skin facade buildings with natural and mechanical
ventilation [62]; and a test facility with solar gains [60]. All of these studies present
results showing good agreement between simulation predictions for zone air temper-
atures and recorded data. Ensuring the accuracy of building energy models through
validation is valuable, as accurate simulations can be used to optimise building energy
efficiency. This can either be during initial designs or operational periods as demon-
strated by Eisenhower et al. [26] and Ma et al. [57], respectively.
Building energy models are attractive due to their flexibility, simulations are capa-
ble of simultaneously considering: the effects of convection; thermal storage in struc-
tural components; zone contents; and energy systems. Due to the simplification of
governing equations, compact models are inherently unable to model fluid flow. In-
stead, correlations based on experimental data are used to estimate convective heat
transfer coefficients. Many empirical correlations have been derived for both natural
and forced convection over exterior and interior surfaces. The review articles of Peeters
et al. [72] and Khalifa [48] detail a number of these empirically-derived correlations.
The optimal treatment of zone contents, or non-structural components, is addressed
in the works of Xu and Wang [89, 92], who used optimisation routines to determine
their effective thermal resistance and capacitance terms. Many standard steady-state
energy system models have also been developed, with details for the energy system
models used in EnergyPlus outlined in [23]. The modelling of structural components
has also attracted considerable attention. Many research endeavors have focused on
establishing modelling methods and discretisation schemes that provide accurate so-
lutions without incurring excessive computational costs.
The simplest approach to modelling thermal responses in structural components
such as walls, floors, etc. is offered by using a single lumped-capacitance element.
It is advised that such models only be implemented when Biot numbers less than
0.1 are encountered [42]. However, the majority of building components have Biot
numbers that are one, two or even three orders of magnitude higher than this lim-
iting criteria. Theoretically, this negates the validity of this approach and adversely
affects prediction accuracy. A study by Mathews et al. [64] concluded that lumped-
capacitance models had reasonable accuracy in two specific building modelling sce-
narios: (1) for passive designs and (2) when constant thermal loads are present. This
makes sense, the former represents a quasi-steady state operating condition where
heating/cooling rates are low and fluctuate very gradually. The latter case represents
a true steady-state condition in which transient elements are not required for mod-
elling. In contrast, buildings typically incorporate air conditioning systems or apply
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intermittent heating/cooling which significantly compromises the effectiveness of the
lumped-capacitance modelling approach. Nonetheless, this approach is widely used
in building energy softwares.
In order to accurately simulate the intermittent operating conditions encountered
in buildings, numerous studies have examined methods of enhancing the prediction
accuracy of compact thermal models. Ryan et al. [76] published a review of building
energy software validation methods. Their paper highlights that analytical solutions
can be used to validate models of structural components. Once validated, these compo-
nent level models can be assembled within building simulations. One such study that
used benchmark analytical solution to assess simulation accuracy was conducted by
Xu et al. [91]. In their study, the validity of the lumped-capacitance approach was ex-
tended to higher Biot numbers by calculating an effective heat transfer coefficient. The
motivation for their research was to extend lumped-capacitance models to more realis-
tic conditions encountered in energy storage applications. The heat transfer coefficient
was adjusted based on the geometry of the body being modelled and the method was
demonstrated to improve prediction accuracy. Despite increasing accuracy, this ap-
proach is not well suited to building energy simulations as: (1) The proposed method
uses an analytical form of the lumped capacitance approach, which lacks the flexibil-
ity required to simulate multiple components within a system simultaneously. (2) The
accuracy of the solutions is not sufficient for short time scales. Methods have also been
developed to model multi-layer walls with a single-element model, containing two re-
sistances and a capacitance term. In the method proposed by Lorenz and Masy [54], an
accessibility factor is determined using the thermal resistances and capacitances from
each layer. The accessibility factor is then used to determine the proportion of the
overall resistance assigned to each of the two “lumped” resistance terms. Notably, this
approach preserves the overall thermal resistance and capacitances of the multi-layer
structures.
Improving the accuracy of simplified models can also be achieved by increasing
the order of simulations. The order of a model is equivalent to both the number of
elements and the discretisation level. By increasing the number of elements, the lim-
iting criteria associated with single-lumped capacitance models (Bi < 0.1) is relaxed.
Within compact models, resistance-capacitance (RC) networks are typically used to
describe the order of the model. For example, an nth order model is equivalent to
a (n + 1) R (n)C network, if all thermal capacitors are connected in series and the
external capacitors are also connected to boundary conditions. Thermal resistances
account for heat transfer between adjoining elements, whereas, the thermal capaci-
tances account for transient storage effects. During the assessment of compact mod-
els, structural component are typically modelled in isolation and prediction accuracy
is assessed by comparing predictions to experimental data or benchmark numerical
solutions. Many different metrics have been used to assess prediction accuracy in-
cluding those based on: surface heat fluxes, surface temperatures and energy storage.
Tuomaala et al. [86] examined the accuracy of wall models containing three (4R3C)
and five elements (6R5C), respectively. Simulations were conducted for a step-change
boundary condition with accuracy assessed in terms of surface heat fluxes. As ex-
pected, the results show that increasing the number of elements produces greater
prediction accuracy. Hensen and Nakhi [39] assessed the effects of Biot and Fourier
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numbers on prediction accuracy and solution stability, these are the governing di-
mensionless parameters for transient heat conduction. The Biot number is the ratio
between the rate of convection at the surface of a body compared to the rate of con-
duction through the body, whereas, the Fourier number is a dimensionless time pa-
rameter that compares the rate of conduction to the rate of energy storage. In their
study, a number of simulations of homogenous walls were conducted with these two
dimensionless parameters varying throughout. The results demonstrated the negative
impact that increasing time steps and reducing discretisation levels has on the predic-
tion accuracy, however, these results were qualitative rather than quantitative.
Davies [18] proposed a rationale to determine the number of elements required
to model planar walls. He suggests the number of elements should correspond to the
number of transfer coefficient terms required to reach a pre-defined threshold. These
transfer coefficients are based on the decay times taken from an analytical solution for
isothermal boundary conditions assessed at time intervals of one hour. This time scale
was chosen as it is common for meteorological data to exhibit hourly time intervals.
Davies also noted that lumped-capacitance models, in most cases, predict a slower
response than that of a real wall; leading to erroneous predictions. Simulation per-
formance was assessed by comparing heat flux predictions to benchmark analytical
solutions. Upon implementing an optimisation routine to determine effective thermal
resistance and capacitance terms, simulations of homogenous walls achieved relative
errors within 5%.
Similarly, a number of studies have implemented optimisation routines to extend
the applicability of models with a pre-defined number of elements. By fixing the or-
der of the model, attractive computational times can be ensured. The optimisation
routines are employed to determine effective thermal resistance and capacitances so
that model predictions match either experimental data or benchmark solutions. This
allows for parametric results to be reported for specific construction types. Gouda et
al. [35] used such an optimisation routine to determine the parameters of second-order
models used to simulate multi-layer walls (3R2C). The optimisation routine adjusted
three thermal resistance and two capacitance terms to match the dynamic responses
of a second-order model with a twenty-element reference model. An optimisation con-
straint was also applied that preserved the overall thermal resistance and capacitance
of the multi-layer structures. The optimised models were shown to achieve signifi-
cant improvements when compared to simulations based on Lorenz and Masy’s first
order lumped-capacitance approach [54]. Furthermore, Fraisse et al. [33] examined
the use of a four-element model (3R4C) to improve the initial response of simula-
tions to changes in boundary conditions. The two outer elements of this cell-centred
four-element model were each attributed 5% of the total thermal capacitance. In ad-
dition to the fourth-order model, two other compact models were assessed. These
were: (i) a two-element model with elements placed at the outer surfaces; (ii) and a
two-element model with elements placed in the centre of the cells. Model parame-
ters were determined analytically and simulation accuracy was assessed through com-
parison to a one-hundred element benchmark solution. The results showed that the
fourth-element model initially achieved higher accuracy compared to the cell-centred
two-element model, however, as time progressed both offered near identical results.
Both of these cell-centred models surpassed the prediction accuracy of the surface-
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element model. In a work by Underwood [87], a multi-objective optimisation routine
was used to define the resistance and capacitance parameters (3R2C) for forty-five dif-
ferent typically-encountered construction types. This provided interested parties with
parametric results that can be combined to create a full building energy model. In his
study, the multi-objective functions sought to minimise the difference between surface
temperature predictions, at both internal and external surfaces, from a two-element
models and a detailed reference model. To demonstrate the applicability of this ap-
proach, predicted temperatures from a building model derived from the parametric
results were compared to those provided by a reference model. This reference model
placed three elements within each layer of construction. Additionally, both simula-
tions used a weather file to inform boundary conditions and the simulation was run
for a full year with a time step of one minute used within implicit numerical solutions.
From comparing the results, excellent agreement was achieved between the two simu-
lations. The results showed root-mean square errors ranging between 0.1-0.5◦C for all
surface and zone temperature predictions.
Developing discretisation schemes that can be algorithmically applied to all struc-
tures has also been explored. These schemes have a fixed method of distributing
elements and use discretisation parameters and structural details to determine dis-
cretisation levels and element placements. In order to maximise both accuracy and
efficiency, it is desirable to place elements in accordance with expected thermal gradi-
ents. Discretisation schemes that utilise geometric series have been used to this effect.
This approach maintains a constant relationship between the size of adjacent elements,
with smaller elements being placed near exposed surfaces and element size increasing
towards the core. Holopainen et al. [43] used this discretisation scheme for simulating
two-dimensional conduction in walls/slabs, with both homogenous and multi-layer
slabs being considered. The effectiveness of the approach was assessed in terms of the
relative number of elements required to achieve a pre-defined level of prediction accu-
racy when compared to an evenly-spaced discretisation scheme. The results showed
that a two- to fourfold reduction in the number of elements was offered by this un-
even discretisation method. The same distribution scheme was utilised by Tuomaala
et al. [86] for one-dimensional conduction in walls. Within this study, third- (4R3C)
and fifth-order models (6R5C) were analysed. The spacing ratios were optimised in
order to minimise the difference between surface temperature predictions and ana-
lytical solutions. For a range of material and wall thicknesses, spacing ratios ranging
from 2.24− 35.5 for a three-element model and 1.14− 5.29 for a five-element models
offered the best results. Notably, the optimal spacing ratio tended to increase with
lower Fourier numbers and higher Biot numbers, respectively.
Alternatively, accurate models of multi-layer walls can be achieved by assessing
grid independence; this involves varying spatial discretisation resolutions and exam-
ining solution convergence. This method is common within computational fluid dy-
namics as well as finite element analysis. This approach was utilised by Hickson et
al. [40], discretisation levels were incrementally increased and local temperature pre-
dictions were compared to an analytical solution to assess prediction accuracy. The
implemented discretisation level was determined based on the fewest number of el-
ements required achieved a desired level of accuracy. This approach is also advised
within many heat transfer texts [42].
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1.2.2 Data-Mining
Primarily, data-mining has been applied to building automation system data for fault
detection and diagnosis (FDD). This allows faults to be reported quickly, preventing
excessive energy wastage. Many different data-mining approaches have been used for
this task, including those based on physical models. Schein et al. [78] developed a
set of twenty-eight rules, based on energy and mass balances, that can be used for
automated fault detection. Bonvini [9] produced an on-line fault detection algorithm
which used HVAC equipment models to predict system faults. Similarly, Gunay et
al. [37] introduced a grey-box approach that used BAS data to fine-tune parameters
within a set of heat and mass balance equations. Once trained, this allowed for abnor-
mal operating conditions to be identified. During the course of their study, a review of
fault detections methods was also conducted. Their findings showed that most efforts
have focused on discovering faults in air handling units (AHUs). They also concluded
that it is more difficult to find faults in smaller components, such as variable air vol-
ume boxes (VAVs), as fewer occupants are affected and there is less data available to
examine. In a review by Yu et al. [94], air handling unit fault detection approaches
were divided into three categories: knowledge based; analytical approaches (based on
physical models); and data-driven approaches. Of the data driven approaches, princi-
pal component analysis (PCA) has been used most frequently.
Bengi et al. [6] used PCA for FDD using data acquired from a chiller. The results
from their study showed that this approach achieved a fault detection accuracy up-
wards of 95%. Alternatively, probabilistic and artificial intelligence approaches have
been used for data-driven fault detection. Zhou et al. conducted two studies [97, 96],
using diagnostic Bayesian networks to develop a number of fault detectors for a wide
range of HVAC components. The networks were tested using experimental data from
the ASHRAE RP-1312 project for fault detections in HVAC equipment. The trained
networks were first used to detect if faults have occurred, then the output probabili-
ties were used to isolate the cause of the fault. The results showed that this method
was effective in detecting faults with accuracy rates over 90%. Additionally they were
able to isolate difficult to identify faults such as leaky ducts and blocked air filters.
Alternatively, Yan et al. [93] used decision trees to detect faults in an air handling unit.
Decision trees were used as their results can be easily interpretable, which is not true
of many data-driven approaches. Again, this approach was demonstrated to work
very well, with an accuracy of 97% being achieved. Finally, Du et al. [24] used two
neural network and a clustering algorithm for FDD. The method was validated using
a simulated HVAC system in TRNSYS with an integrated fault generator. The neural
networks were used to determine if a fault had occurred. Faults were reported when
neural network predictions deviated from recorded data by more than 2%. Upon de-
tecting anomalous operating conditions, the clustering algorithm was used to identify
which of the six considered faults had occurred. Notably, the clustering algorithm had
been originally trained with data relating to previously known faults. From the results,
it was reported that this approach created false alarms at a rate of up to 7% of the time
and missed faults at a rate of up to 8%. However, for the most accurately predicted
type of faults both the false alarm and missed fault rates were less than 1%.
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Distinct from fault detection and diagnosis, a number of recent studies have used
building automation system data for knowledge discovery. Knowledge discover in-
volves finding patterns within databases that provide insights. In the context of build-
ings this can relate to the performance of system components, factors affecting energy
usage or user behaviour. Knowledge discovery involves analysing large amounts of
data using visual, statistical and machine learning approaches. Fan et al. [30] devel-
oped a framework for knowledge discovery that consists of four stages: data explo-
ration; partitioning; knowledge discovery; and post-mining. In their study, this frame-
work was applied to a high rise building in Hong Kong. Clustering and association
rule-mining were used to find correlations between data streams as well as to find
when changes where made to control parameters. Xiao and Fan [90] also applied
this framework to examine power consumption patterns within a commercial build-
ing. Association rule-mining was used to determine potential inefficiencies and abnor-
mal behaviour in the system. One finding from their study observed excessive chiller
pumping power consumption during weekends. It was determined that this was the
result of an ineffective control strategy that was implemented to prevent deficit flow.
Fan et al. [29] explored the use of temporal knowledge discovery methods to examin-
ing building dynamics, anomalies and patterns. This study used motif-discovery and
temporal rule-mining, to examine co-occurrences and time lags in power consump-
tion data. They concluded, despite this approach finding sensible results, such as the
chiller taking 45 minutes to reach steady-state conditions after start-up, more valuable
insights can be gained by also considering physical parameters, e.g. temperatures and
flow rates. Furthermore, the large number of reported rules must be evaluated manu-
ally by building professionals, which could prove impractical in large facilities.
1.2.3 Machine Learning & Model Predictive Control
Numerous research studies have concentrated on using thermodynamic models to
assess and improve the performance of thermal operations within buildings. Many
of these have introduced mathematical models for HVAC components that can be
used to determine HVAC system control parameters, such as the models presented
by Tashtoush et al. [85]. A model of an air handling unit was used by Wang et al.
[88] to determine optimal supply air temperatures for various outside air conditions.
These supply air temperatures were selected to optimise economiser performance and
simulation results showed that up to 90% energy savings can be achieved under cer-
tain space load and ambient conditions. Similarly, Ma et al. [58] used a HVAC model
to determine the optimal chilled water temperature in order to reduce chiller power
consumption. The selected chilled water temperatures resulted in energy savings of
up to 25% and 3% in terms of pumping power and total electrical consumption, re-
spectively. In studies by Mathews et al. [65] and Mathews and Botha [63], building
energy simulations were used as HVAC system management tools. Building energy
models were used to evaluate changes to HVAC control parameters and predicted
energy savings of 30%. Colmenar et al. [15] integrated a building model and weather
forecasts into the control logic of a HVAC system. Their research focused on determin-
ing optimal starting times for the system and also achieved energy savings of up to
30%. Moreover, their work demonstrated that modelling approaches can successfully
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be embedded within real-time system controls. In a study by Nassif et al. [68] the
accuracy of a HVAC model was increased by fine-tuning its parameters with the aid
of BAS data. The accuracy of models was accessed in terms of coefficents of variance
which shows the fined tuned models had an accuracy of ∼ 98%, whereas, the original
physical models offered an accuracy of 90%.
Other studies have combined HVAC system models with optimisation procedures
to optimise control parameters, with the aim of minimising lifetime or running costs.
Bichiou et al. [7] used both a genetic algorithm and a particle swarm algorithm to
select building envelope and HVAC system features in order to minimise predicted
lifetime costs of a building. On average, 8,000 simulation runs were required during
optimisation and results showed that reductions in lifetime costs of between 10− 25%
could be achieved, this varied depending on the climate. Fong et al. [31] used a TRN-
SYS HVAC simulation and an evolutionary optimisation approach to optimise supply
air and chilled water temperatures in order to minimise running costs. As a result
of this optimisation routine, a 7% increase in energy efficiency was predicted. Simi-
larly, Mossolly et al. [67] used a genetic algorithm to optimise indoor air quality (IAQ)
by varying the supply air flow rate and supply temperature of a multi-zone system.
This showed energy improvements of up to 30% could be achieved when compared
to a constant supply air temperature strategy. Finally, Lu et al. [55, 56] used a HVAC
model and a genetic algorithm to determine optimal control parameters. Again, the
results showed that the optimised controls parameters provided 5-15% improvements
in energy efficiency over traditional controls. As can be seen, the amount of energy
savings that are offered by model predictive controls varies widely depending on the
application and the efficiency of the control settings already in use.
Purely data-driven approaches have also been used for model predictive or arti-
ficial intelligence control within buildings. Some of these are referred to as black-box
approaches, which have observable inputs and outputs but provide no interpretable
knowledge of their internal workings. A comparison of black-box and grey-box mod-
elling approaches was conducted by Afram et al. [2]. In their study, different ap-
proaches were used to create predictive models for a range of HVAC components,
including: neural networks, grey-box models, transfer functions, state-space and auto-
regressive exogenous models. For each HVAC component, the modelling approaches
were ranked and the sum of the ranks was used to determine the best modelling
approach. The results showed that neural networks provided the best data-driven ap-
proach for modelling HVAC component.
Due to their ability to model complex systems and behaviours, neural networks
have been used for a myriad of building energy applications. Mba et al. [66] used
neural networks to predict zone temperature and humidity with hourly predictions
achieving 98% accuracy. Castilla [12] compared neural networks to a seventh-order
polynomial model for predicting thermal comfort indicies. It was found that the neural
network offered better prediction accuracy when compared to the polynomial model
with accuracies of 98% and 95% being achieved, respectively. Neural networks have
also7 been shown to predict building energy consumption with accuracies of 90%
[8, 13]. In a study by Khayatian [50] a neural network was trained to predict building
certificate ratings. By using features relating to the size of the building, the proportion
of glazing and average U-values, the neural network accurately predicted building
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certificates with 90% accuracy for buildings constructed after 2007 and 80% accuracy
for buildings constructed prior to 1930. All of these models demonstrate the ability
of neural networks to provide accurate predictive models, however, it is worth noting
that the accuracy of neural networks is largely dependent on the complexity of the
model, the amount of data available and the training time.
A number of studies have combined neural networks and optimisation routines
in order to assess building designs and HVAC controls. Magnier and Haghighat [59]
used results from a large number of TRNSYS building energy models to train a neu-
ral network. By training this neural network, the need to iterative run simulations
during optimisation was removed. Once trained, the neural network was used dur-
ing optimisation to predict the effects of altering structural and HVAC characteristics
of a test building. This resulted in a number of suggestions being made to improve
energy efficiency such as: reducing air flow rates, increasing window to wall ratios
on south-facing walls and applying early stopping within the HVAC system. It was
predicted that this would lead to annual energy savings of 13%. Similarly, Ascione
et al. [4] trained two neural networks: the first to predict the energy consumption of
the building; and the second to quantify to impact of retro-fitting actions. Again, this
removed the need to run simulation during optimisation, reducing the computational
burden by 98%. When used to assess the effects of retro-fitting actions, neural network
energy consumptions predictions were within 10% of predictions obtained from de-
tailed EnergyPlus simulations. Finally, Huang et al. [44] trained a neural network to
forecast multi-zone air temperatures. The predictions were passed to a rule-based con-
trol algorithm for a start-stop control process. The results show that energy savings of
up to 28% were obtained by switching-off the system prior to the end of scheduled
occupancy periods.
An alternative approach that has been developed to improve energy system ef-
ficiency involves combining neural networks with fuzzy-logic controls. Gouda et al.
[36] used this approach to maximize the use of solar gains during the control of zone
temperatures within a test facility. The neural network prediction for zone tempera-
ture was used as an input to the fuzzy logic controller which allows for the transient
effects of solar gains to be considered when determining heating system controls. To
reduce the complexity of the neural network, singular value decomposition was used
to reduce the number of neural network inputs; this reduced the number of inputs
from 192 to 10. As most of the time series data was highly correlated, this dimension-
ality reduction preserved most of the useful transient information. When compared to
a simulation of the test facility, based on the modelling method proposed in [35], the
fuzzy logic control successfully reduce afternoon overheating; both saving energy and
improving thermal comfort. Similarly, Marvuglia et al. [61] coupled an auto-regressive
neural network with a fuzzy logic controller. This was used to control AHU air flow
rates in order to maintain comfortable air conditions in a thermal zone. The focus of
this paper was to optimise the parameters of the neural network model, which was
used to predict zone temperatures over short time frame. This neural networks was
shown to provide 99% prediction accuracy.
Kusiak et al. [52] tested a number of machine learning approaches for modelling
energy consumption component, these included random forests, boosting tree, sup-
port vector machine and neural networks. From their results, they determining neural
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networks out-performed all other tested methods and achieved accuracies of 96.5%.
Following this, four separate neural network models for a chiller, pump, fan and heat-
ing coil were trained. These models were input into a particle swarm optimisation
algorithm to determine optimal supply air temperatures and static pressure set points
for a HVAC system. Using these neural networks to determine control parameters
offered saving of 7%. Similarly, Chow and Zhang [14] aimed to optimise the perfor-
mance of a chiller by using a neural network model coupled with a genetic algorithm,
with both chiller load and power consumption considered in the optimisation objec-
tive function. By optimising the chilled water and condenser water flow rates, energy
savings of up to 20% were achieved when compared to original control settings. Other
optimisation studies have also been conducted to maintain comfortable indoor room
temperatures or air quality conditions. Kusiak et al. [51] used a particle swarm ap-
proach to optimise supply air temperatures and static set points. Their results showed
that significant energy-savings and air-quality improvements could be made when
compared to conventional control processes. When compared to a traditional control
strategy the proposed method offered saving of 30%. Finally, He and Zhang [38] com-
bined a neural network and an evolutionary algorithms to optimise the same AHU
control parameters, except in their study both energy consumption and room temper-
ature ramp-rates were minimized. When implemented with test facility, their results
showed that energy savings of ∼ 6% were achieved.
1.3 research objectives
This thesis is aimed at developing novel mathematical approaches that can be used
to improve energy efficiency in residential and commercial buildings. An extensive
review of the current literature published in the fields relating to building energy
efficiency is presented. Information gaps are identified and these have motivated the
research objectives addressed throughout this thesis.
• There exists a high degree of interest in reducing the computational cost of build-
ing energy simulations by minimising the number of discretisation elements re-
quired to model structural elements. Within this thesis, the effects of spatial and
temporal discretisation will be clearly quantified for the first time. Results will
be used to provide guidance on optimal discretisation levels and simulation time
steps. These results will be presented in terms of the governing dimensionless
quantities of Biot and Fourier numbers, providing generality of findings. Further-
more, a universal discretisation methodology will be presented for multi-layer
layer walls that can be applied to any structural components within building
energy simulations; ensuring accurate yet efficient predictions. Finally, guidance
will also be provided on the optimal selection of EnergyPlus discretisation pa-
rameters.
• In light of the challenges highlighted relating to data-mining from building au-
tomation datasets, this thesis will apply data-mining techniques to data from
of a large six-building commercial facility. This will be applied for the purpose
of discovering potential methods of improving thermal comfort and energy effi-
ciency. The building is owned by Hewlett Packard and has over two-thousand
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data recordings, relating to power consumption, logical values and physical pa-
rameters. The data-mining approaches have been employed to meet two main
aims: (1) Present data-mining methods that reduce the requirement for expert
knowledge; (2) Acknowledging that one of the issues confronting data-mining
of such large facilities is the labeling of sensor data, which varies considerably
between components and buildings. The employed methods will minimise the
requirements for data labels to be specified i.e. limit pre-processing.
• Modern buildings use building automation systems to provide comfortable oc-
cupancy conditions. However, facility managers and home-owners of HVAC con-
trolled buildings are tasked with defining key parameters within these systems
that significantly influence energy efficiency. Optimising control parameters to
achieve near-optimal system efficiency is a non-intuitive task, due to the complex
interconnected nature of systems and their relationship to environmental factors.
As a result, heuristics and experience typically guides decision making. Previous
studies have demonstrated that data-driven approaches can successfully be ap-
plied to building automation data to improve energy efficiency. However, acquir-
ing the data with the required variability for training can take weeks or months,
which is unpractical for many buildings. To alleviate this restriction, simulation
models of a building and its HVAC can be used for the initial training process.
Once implemented within a building, the model can be fine-tuned based on
building automation system data; significantly reducing the amount of opera-
tional training data required. This thesis will examine the training methods of
neural network control algorithms based on simulated building environments.
1.4 thesis structure
The remainder or this thesis is divided into five chapters. The second chapter presents
the theoretical relations used throughout the course of this thesis. This includes tran-
sient heat conduction solution methods, mathematical models of energy system com-
ponents and the theoretical basis of feedforward neural networks. Within Chapter
three, the practical application of the theoretical equations is presented along with a
description of their algorithms; detailing their computational implementation. Chap-
ter four presents guidance on optimal spatial and temporal discretisation, essential
for achieving accurate and efficient compact thermal models. Chapter five presents
results from data-mining building automation system data acquired from a large com-
mercial facility. This includes the application of visual, statistical and machine learning
approaches. Also presented in Chapter five is the implementation of an artificial in-
telligence algorithm for the autonomous control of a smart building system. Finally,
Chapter six presents the conclusions and recommendations of this thesis.
2T H E O RY
This chapter details all theoretical relations used throughout the course of this thesis.
Firstly, a number of solution methods for transient heat conduction are discussed, in-
cluding: analytical solutions, direct solutions and implicit numerical solutions. These
solution methods are used to quantify the effects of spatial and temporal discretisation
so that guidance on optimal discretisation levels and simulation time steps can be pro-
vided. During the assessment of spatial discretisation, direct solutions are compared
to benchmark analytical solutions; the accuracy of direct solutions is only affected
by spatial discretisation, therefore, by comparing these two solution procedures the
effect of varying discretisation levels can be quantified. Implicit numerical solutions
experience both adverse spatial and temporal discretisation effects. As both direct
and implicit numerical solutions incur the same spatial discretisation effects, compar-
ing these two approaches isolates the effects of temporal discretisation. The results
obtained from these comparisons are subsequently assessed to provide guidance on
optimal discretisation levels and simulation time steps, respectively.
The guidance pertaining to optimal spatial discretisation is used to model struc-
tural components within all building energy simulations developed within this thesis.
Along with accurately modelling the transient effects of structural components, build-
ing energy simulations incorporate HVAC system models to provide information relat-
ing to supply temperatures, power consumption and running costs. The mathematical
models of various HVAC components included within air-conditioned buildings are
presented herein. The HVAC models are also used to synthesise sensor data for train-
ing neural networks. These neural networks are used for model predictive control,
where they provide predictions for zone temperatures and energy consumption.
Data-driven approaches, such as neural networks, provide an alternative to phys-
ical models when assessing existing buildings. These approaches use machine learn-
ing to create predictive models by modifying parameters to match model predictions
with recorded data. Within this chapter, the theoretical aspects of neural networks
are described along with the statistical concepts of information entropy and mutual
information. Firstly, these mathematical approaches are used to data-mine building
automation system data acquired from an existing commercial facility. Data-mining is
used to provide insights into building operations as well as to accelerate troubleshoot-
ing and fault detection. Thereafter, neural networks are used to explore the potential
for artificial intelligence to autonomously control buildings.
To achieve the research objectives outlined in this thesis, there is a requirement
to establish a number of new theoretical concepts. Firstly, a method of quantifying
discretisation effects has been developed, ultimately allowing for spatial and tempo-
ral discretisation effects to be assessed and reported independently. Secondly, in order
to optimise the computational efficiency of conduction models it is desirable to use
a discretisation methodology that places elements in accordance with expected ther-
mal gradients. To achieve such a discretisation scheme, a method of quantifying the
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relative influence of opposing boundary conditions is introduced. This method de-
termines the location within structures where boundary conditions meet. Within this
thesis this calculated position is referred to as the centre of discretisation. The guid-
ance provided on optimal spatial discretisation is applied independently either side
of the centre of discretisation, allowing for optimal discretisation to be achieved for
all walls regardless of their constituent materials and boundary conditions. Finally,
to allow artificial intelligence algorithms to autonomously select optimal control pa-
rameters within smart building systems, a novel extension of the back propagation
procedure is presented. This allows neural networks to alter their own inputs in order
to optimise an objective function. Within the artificial intelligence algorithm, a new
objective function is introduced which accounts for both thermal comfort and system
running costs.
2.1 transient heat conduction solutions
Building energy simulations require compact modelling approaches due to the large
physical scale of buildings and extended time frames over which simulations are con-
ducted. These compact modelling approaches use one-dimensional heat transfer anal-
ysis to calculate temperatures within thermal zones and structural components. The
governing equation for heat conduction in homogenous media with constant coeffi-









This differential equation describes temperature variation with respect to both
spatial position and the progression of time. The same equation can be written in di-
mensionless form, as shown in Equation 2.2, which includes the Fourier number as
a dimensionless time parameter, t∗ = f (Fo). The spatial coordinates are normalised
by the characteristic length of the body; this dimension is geometry-dependent and
is used for calculating both Biot and Fourier numbers. The Biot number is a dimen-
sionless parameter that compares the rate of convection between the ambient environ-
ment and a body’s surface to the rate of conduction from the surface to its core. It is
essentially a measure of the expected thermal gradient within a body. As structural
elements in buildings typically have convective boundary conditions, the Biot number







Most structural elements within buildings consist of multiple materials with dif-
fering thermo-physical properties. This is commonly due to the fact that structural
elements serve a dual-purpose within buildings: they provide structural integrity and
improve thermal performance. The governing equation for multi-layer bodies is simi-








: x ∈ [xi−1, xi] (i = 1, 2, . . . l) (2.3)
2.1 transient heat conduction solutions 17
For the case of multi-layer structures additional continuities must also be con-
sidered at the interface between adjoining layers. These ensure temperature and flux
continuity as described by Equation 2.4a and Equation 2.4b, respectively.













(i = 2, . . . , l) (2.4b)
The methods employed within this thesis for solving heat conduction problems
are (i) analytical solutions, (ii) direct solutions and (iii) implicit numerical solutions.
These different solution procedures are employed to quantify the effects of spatial and
temporal discretisation. By quantifying these discretisation effects, guidance can be
provided on optimal discretisation levels and simulation time steps; ensuring accurate
and efficient heat conduction and thermal storage models.
2.1.1 Analytical Solutions
Analytical solutions of transient heat conduction problems can be obtained using the
separation of variables method. This method begins by assuming that the tempera-
ture solution can be solved as a product of two separate functions relating to spatial
position and time, as shown in Equation 2.5.
θ∗ = χ(X∗)Γ(Fo) (2.5)
By substituting this new equation for temperature into the governing equation,
Equation 2.2, and rearranging the variables, it can be written as shown in Equation
2.6. As both sides of Equation 2.6 are dependent on a single variable, they both must







This leads to two separate solutions for spatial position and time, as shown in
Equation 2.7a Equation 2.7b, respectively.
χ′′ + λ2χ = 0 (2.7a)
Γ′ + λ2Γ = 0 (2.7b)
The general form of the spatial solution is dependent on the geometry being
considered. The general solution for the case of a planar wall is shown in Equation
2.8, where the variables c1 and c2 are integration constants.
χ = c1cos (λx) + c2sin (λx) (2.8)
To obtain a solution tailored to a particular problem, boundary and initial con-
ditions are introduced to reduce the number of unknowns as well as to provide an
equation to calculate eigenvalues, λ. Equation 2.9 shows a mathematical description
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of the boundary and initial conditions for a wall with a convective boundary condition
at its surface, X∗ = 1, and an adiabatic boundary at its core, X∗ = 0. The wall also
begins with uniform initial temperature.
∂θ∗
∂Fo X∗=1




= 0,︸ ︷︷ ︸
Central Symmetry
θ∗ (X∗, 0) = 1︸ ︷︷ ︸
Initial Condition
(2.9)
Applying the adiabatic boundary condition, it can be found that the integration




(0) = 0 = −c1λsin (λ0) + c2λcos (λ0) = c2λ (2.10)
Equation 2.11 is obtained by using the boundary condition at the convection sur-
face, X∗ = 1.
Bicos (λ) = λsin (λ) (2.11)
This can be rearranged to produce Equation 2.12, a transcendental equation with
infinite roots. This in turn leads to the analytical solution taking the form of an infinite
series. However, for computational purposes the series must be truncated.
Bi = λitan (λi) (2.12)
The general solution for the temporal term has the same form for all geometries




The integration constants c1 and c3 can be combined to form a single coefficient Ci
that is solved using initial conditions. The final temperature solution for the described








A summary of all analytical solutions used within this thesis is presented in Table
2.1. This includes solutions for walls, cylinders and spheres alongside the equations
for calculating their eigenvalues and coefficients. Analytical solutions provide a bench-
Wall Cylinder Sphere
Roots(λi) Bi = λitan (λi) Bi = λi
J1(λi)
J0(λi)










Temperature (θ∗) ∑∞i=1 Cicos (λix) e



























Table 2.1: Analytical solutions for dimensionless temperature and energy storage for the ge-
ometries of walls, cylinders and spheres [45] .
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mark during the assessment of spatial discretisation accuracy. During this assessment,
direct solutions are compared to equivalent analytical solutions. As direct solution
only employ spatial discretisation, the difference between these two solutions is the
isolated effect of spatial discretisation.
2.1.2 Direct Solutions
Within direct solutions, spatial discretisation is used to simplify transient thermal anal-
ysis by transforming the governing second-order partial differential equation, Equa-
tion 2.2, to a system of first-order differential equations; each discrete element is rep-
resented by a corresponding differential equation. The rate of change of the discrete
temperatures with respect to time, ~̇θ∗, can be written in terms of discrete temperatures,
~θ∗ as shown in Equation 2.15.
~̇θ∗ = z~θ∗ (2.15)
The coefficient matrix z represents the heat transfer avenues within the discrete
system. An example of a two element system is shown in Equation 2.16. Both elements
exchange heat with one another and are also exposed to an ambient dimensionless
temperature of zero. The rate of heat transfer is determined by the value of UA, which
is the reciprocal of the thermal resistance, Rth.
Cth1
dθ∗1
dt = −UA1 (θ∗1 )−UA2 (θ∗1 − θ∗2 )
Cth2
dθ∗2
dt = −UA3 (θ∗2 )−UA2 (θ∗2 − θ∗1 )
(2.16)












For an arbitrarily chosen vector ~v to be an eigenvector of the matrix z, the opera-
tion z~v must only scale the vector ~v without resulting in rotation. The factor that each
components in an eigenvector is scaled by is its corresponding eigenvalue, λ. This
relationship is summarised in Equation 2.18.
z~v = λ~v (2.18)










Therefore, its determinant must be equal to zero, this is summarised in Equation 2.20.
The calculation of the determinant results in a characteristic equation which is a poly-
nomial of the nth degree. The roots of this polynomial are the eigenvalues of the matrix
z.
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∣∣∣z− λI∣∣∣ = 0 (2.20)
Having calculated the eigenvalues (λi), the corresponding eigenvectors (vi) are
calculated by solving Equation 2.19. The discrete temperatures are then calculated






A vector of the coefficients is determined using Equation 2.22, which requires
specified initial conditions corresponding to t = 0. By setting the time to zero the
exponential terms in Equation 2.21 equals unity.
~C = θ∗int ×
[
v1 . . . vn
]−1
(2.22)
The weighted sum of the individual dimensionless energy storage predictions is
used to calculate the overall energy storage value, Q∗eig. The value of the weightings
corresponds to the proportion of the body’s thermal capacitance assigned to each









Direct solutions are used in the assessment of both spatial and temporal discretisa-
tion effects. By comparing direct solutions to analytical solutions the effects of spatial
discretisation are determined. During the assessment of temporal discretisation effects,
implicit numerical solutions are compared to equivalent direct solutions. Both these
approaches employ identical spatial discretisation schemes, hence, the difference be-
tween these two solutions is the isolate temporal discretisation effect. The results from
this comparison allows for guidance to be presented on optimal simulation time steps.
2.1.3 Implicit Numerical Solutions
Implicit numerical solutions use the same spatial discretisation approach employed
within direct solution to simplify thermal analysis. Furthermore, they include tempo-
ral discretisation by defining time steps. This essentially linearly approximates the
exponential components in the general solution of direct solutions, Equation 2.21.
Equation 2.24a shows the energy conservation equation for a single discrete element
using the implicit numerical approach. For iteratively solved implicit solutions, this is
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Equation 2.24a can also be rewritten in terms of matrices and vectors, leading to
the equivalent representation shown in Equation 2.25. The vector ~F represents the set
of discrete temperatures to be calculated at the time of interest (t + 1). The neighbour-
ing temperatures (~N) and the heat sources (~H) also relate to the time (t + 1) , whereas,
the values of current temperatures (~P) are the temperatures of the discrete elements
at time (t). Each vector has an associated coefficient matrix, M( f ,n,p,h), which contain
thermal resistance and/or thermal capacitance terms.
M f~F = Mn~N + Mp~P + Mh~H (2.25)
The set of temperatures calculated at time (t + 1) is a subset of all the neigh-
bouring temperatures, where the two sets differ by temperatures imposing boundary
conditions e.g. ambient and supply air temperatures. These temperature boundary
conditions and heat inputs are grouped into a single vector ~O. Therefore, the implicit
solution can be represented as shown in Equation 2.26.
M f~F = Mp~P + Mo~O (2.26)









: i = j
− 1Rthi→j : i 6= j
, Mpi,j =
Cthi∆t : i = j0 : i 6= j (2.27)
Finally, the temperatures are calculated at each time step by using a matrix inver-
sion of M f , Equation 2.28. The boundary conditions can be updated at each time step






Prior to advancing to the next iteration, the vector ~P (temperatures at time t) is
updated with the values from the vector ~F (temperatures at time t + 1). The numer-
ical simulation prediction for energy storage can be calculated using Equation 2.23,
provided the temperatures have been cast in a dimensionless form (θ∗i =
Ti−T∞
Tint−T∞ ).
The implicit numerical solution is used to quantify the effects of temporal discreti-
sation by comparing simulation results to direct solutions. Additionally, the implicit
numerical approach is employed within building energy models to simulate structural
components and thermal zones.
2.2 neural networks
Artificial neural networks are computational models typically organised in a series
of layers. Each layer within neural networks contains artificial neurons. All artificial
neurons, or units, within a layer are connected to those in the preceding layers via
weights. The first layer contains all inputs to the neural network and the final layer
comprises of the model’s outputs. All layers in between the input layer and output
layer are referred to as hidden layers; with models containing many hidden layers
referred to as deep neural networks. Weights signify the strength of the connection
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between artificial neurons. Each neuron also has a bias of constant value which al-
lows for activation function thresholds to be adjusted. The activation function defines
the behaviour of each artificial neuron. The inputs to the activation functions are re-
ferred to as pre-activation values. The calculation of pre-activation values is shown in
Equation 2.29. This involves multiplying activation values from the previous layer by
weights and then adding biases.
hi = W iai︸︷︷︸
gi
+bi (2.29)
Each neuron’s activation value is calculated from its activation function as shown
in Equation 2.30. This applies to all layers with the exception of the input layer, where
user-supplied input values serve as the first layer’s activation values, a1 = x. Only
Equations 2.29 & 2.30 are required to calculate predictions from a trained neural net-
work. They are applied successively, calculating pre-activation and activation values





: i = 1, 2, ..., l − 1 (2.30)
The choice of activation function for hidden layers and the output layer depends
on the application of the neural network. Within this thesis, the hyperbolic tangent
function shown in Equation 2.31 is used for all layers. This activation function along
with its constant parameters are recommended by LeCun et al. [53]. These parameters
have been chosen so that the variance of the outputs will be close to unity.





The input values of the neural network, X, are scaled to match the range of the
selected activation function. In this case, the values are scaled to range between ±1
by using Equation 2.32, this range is the near linear portion of the activation function.





The initial value of the weights are sampled randomly from an appropriate prob-
ability distribution, whereas, the biases are generally initialised to values of zero. The
weight initialisation method used in this thesis was proposed by Glorot and Bengio
[34], where the weights are sampled from the bounded uniform distribution, U, shown
in Equation 2.33. The number of units connected to each weight is used to set the
bounds of the distribution, where mi is the number of units in the ith layer of the
network. Mathematically, the weights are represented as a matrix; with its dimensions
determined by the number of neurons in the layers connected to the weight matrix.
For example, the size of a weight matrix W i connecting a layer containing five hidden
units to a layer containing ten hidden units consists of fifty weights in total, with five
rows and ten columns.
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Implementing randomly selected weights will likely lead to large prediction er-
rors, hence, back propagation is employed to improve prediction accuracy during
training. This is a machine learning technique that enables neural networks to alter
their own weights and biases in order to minimise prediction error. Back propaga-
tion is applied to minimise a cost function, Equation 2.34, which generally consists
of an evaluation term, C, and a regularization term, R. The regularization term, R, is
a measure that penalizes large weights in an effort to prevent neural networks from
over-fitting training data. Its inclusion is optional and alternative methods to regular-
ization have been introduced in recent times, such as dropout [82]. Dropout applies a
stochastic binary mask to inputs and hidden units to prevent complex co-dependency
from being established.
J = C (ŷ) + R (W) (2.34)
Within this thesis, the sum-squared cost function shown in Equation 2.35 is used.
This compares recorded training data, yi, and neural network model predictions, ŷi, to
assess prediction accuracy. In order to examine the training cost, the neural network
outputs are calculated by sequentially applying Equations 2.29 & 2.30. The error pro-








(yi − ŷi)2 (2.35)
Large cost function values indicate poor prediction accuracy, hence, to improve
the neural network a minimisation of the cost function is sought. This minimisation
is iteratively applied during training. Within each iteration, weights and biases are
adjusted based on cost function derivatives, ∇C. As neural networks have a fixed
mathematical construct, these derivatives are calculated using a number of simple














The cost error of each preceding layer is calculated by working backwards through
the network using Equation 2.37. The reverse nature of this calculation led to the pro-









i = 1, 2, ..., l − 1 (2.37)
These cost error terms are used directly to calculate the required partial deriva-
tives of the cost function with respect to the biases, Equation 2.38a. However, the
partial derivatives of the weights require the error terms to be multiplied by the trans-
pose of activation values as shown in Equation 2.38b. All of the terms within the
back propagation training process, Equation 2.36-2.38b, are derived using successive












The calculated gradients are used to update all the values of the individual weight
and bias parameters. The updated values of the biases and weights are calculated
using Equation 2.39a and Equation 2.39b, respectively. This requires the specification
of learning rates σb and σw for biases and weights, respectively.








Learning rates, σ, are essential for efficient back propagation. Within this the-
sis, stochastic gradient descent is used as the optimisation procedure. An overview
of various algorithms for stochastic gradient descent is presented in [75]. These can
be applied using the full training set (batch), a random sample of the training data
(mini-batch) or a single training example (stochastic) [10]. In this thesis, the Adagrad
algorithm for stochastic gradient descent [25] is used to calculate learning rates. The
Adagrad algorithm adjusts the learning rate of each parameter at every iteration. Equa-
tion 2.40a and Equation 2.40b show the Adagrad procedure for calculating the learn-
ing rates for weights. Where the variable αw is a user-defined constant and ε is a small
constant to prevent computational errors due to division by zero. This procedure is












The computational procedures for training and thereafter obtaining predictions
from neural network are discussed in Chapter 3. This includes descriptions of the
algorithms for: the feedforward procedure; the computational processes for evaluating
cost functions; applying back propagation; and the algorithm for the overall training
process. Artificial neural networks are used within an artificial intelligence algorithm
to assess the potential for energy efficient autonomous control of building energy
systems. They will also be used to create predictive models during the data-mining
of building automation data acquired from a large commercial facility. In addition to
using neural networks during data-mining, statistical methods based on information
entropy and mutual information are also used. The calculation procedure for these
statistical approaches are presented within the next section.
2.3 information entropy and mutual information
Descriptive statistics such as the mean and standard deviation can be used to gain in-
sight into characteristics of individual data streams from building automation systems.
Another useful measure that can be used to describe the behaviour of data streams
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is the information entropy. The information entropy is the expected value of the in-
formation content from each data recording. Data streams with high variability will
also have high information entropy, whereas, data with low variability will have low
information entropy. The use of the base two in the logarithmic term in Equation 2.41
represents Shannon entropy, which is measured in bits. The information entropy esti-
mation, H (X), can be calculated using Equation 2.41. The probability for each discrete
bin, P (xi), is the number of occurrence within each bin divided by the total number
of data points.




P (xi) log2P (xi) (2.41)
The information entropy estimator requires data to be binned into discrete values.
Paninski [71] discusses the process of information entropy and mutual information
estimation. Mutual information can be thought of as the amount of information gained
about one variable given the state of another. As mutual information is the same for
both variables being considered, it has a maximum value of the lowest information
entropy of the two variables.























shown in Equation 2.42. The joint probability is calculated by applying two-dimensional
binning to the data. Again, the probability associated with each discrete bin is calcu-
lated by dividing the number of occurrence within each bin by the total number of
data points. By taking the marginal probabilities of the joint probability distribution
the Shannon entropy can be obtained. A normalised variant of mutual information
is used in this research which compares mutual information to information entropy.
This is termed the uncertainty coefficient and its value ranges from 0 to 1, Equation




H(Y) , CYX =
I(X;Y)
H(X) (2.43)
The uncertainty coefficient will be used during data-mining to uncover dependen-
cies within building automation systems. Due to the large size of building automation
data sets, finding and automatically reporting correlated data-streams aids in data
exploration and troubleshooting.
2.4 energy system modelling
HVAC systems within air conditioned buildings consist of a number of components.
The main air handling unit is used to deliver adequate amounts of conditioned air
through a ducting system to maintain desired occupancy conditions. The heating and
cooling coils in air handling units are serviced with hot water from a boiler and chilled
water from a chiller, respectively. In turn the boiler consumes a fuel source for the pro-
vision of thermal energy and the chiller is connected to a condenser water loop and a
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cooling tower to dissipate heat to the ambient environment. Within this work, an air-
conditioning system will be simulated to determine temperatures within and power
consumed by a HVAC system. The HVAC system model interfaces with implicit nu-
merical building simulations by providing two parameters: the supply air temperature
and the mass flow rate of supply air. The supply air temperature is a component of
the vector ~O in Equation 2.26. Wheras, the mass flow rate updates the ventilation resis-
tance, Rvent = 1ṁcp , between zone air temperatures and the supply air temperature in
Mo, the coefficient matrix in Equation 2.26. A mathematical description of the HVAC
system components is presented hereafter. In addition to providing details to build-
ing simulations, the HVAC model will also provide synthesised sensor data relating
to electrical power and fuel consumption when training a neural network, aimed at
achieving autonomous control of a smart building system.
2.4.1 Fan and Pumps
Well established scaling laws govern the pressure drop and volumetric flow rate of
fans and pumps within HVAC systems. Equation 2.44a and Equation 2.44b pertain
to pressure drop and volumetric flow rate, respectively. These equations show their
respective dependencies on density, rotational speed and physical scale via diameter.
∆P ∝ [ω]1 [D]3 (2.44a)
V̇ ∝ [ρ]1 [ω]2 [D]2 (2.44b)
The power required to operate fans and pumps is a product of pressure drop and
volumetric flow rate. Hence, the power is also proportional to fluid density, fan speed





∝ [ρ]1 [ω]3 [D]5 (2.45)
As fan/pump diameter remains unchanged during the considered HVAC simu-
lations, this parameter is removed from further consideration. Additionally, by using
a reference condition and introducing the relationship between volumetric flow rates,
density and mass flow rates (ṁ = ρV̇), the power consumed by pumps and fans is


















Fluids passing through pumps or fans are heated in proportion to the fan or
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2.4.2 Heat Exchangers
The heat transfer rates of all heat exchangers within the HVAC model are calculated
using the effectiveness method shown in Equation 2.48 [41].
Qhx = εCth,min (Thot,in − Tcold,in) (2.48)
The effectiveness method depends on the calculation of two parameters: the num-
ber of transfer units, NTU, and the capacitance ratio, Cr. These parameters are pre-









The heating and cooling coils in the air handling units are air-liquid heat exchang-
ers. A correlation for calculating heat transfer coefficients for such heat exchangers is
taken from Kays and London [47], Equation 2.50, and is presented in terms of Prandtl








The value of StPr2/3 can be related to Reynolds number in the form of StPr2/3 =
aReb [47]. Therefore, by providing a reference operating condition for an air-liquid heat















The air handling units are taken as cross-flow heat exchangers with both fluids
unmixed. The effectiveness of these heat exchangers is calculated using Equation 2.52
[41].











Both the evaporator and the condenser heat exchangers involve phase change which
requires the use of Equation 2.53 to calculate their effectiveness. In these cases, the
minimum fluids for calculating the NTU value, Equation 2.49a, are chilled water and
condenser water, respectively.
εevap&cond = 1− e−NTU (2.53)
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The fluid flow within the evaporator and condenser are assumed turbulent and
the use of the Dittus-Boelter equation, Equation 2.54, for scaling heat transfer charac-
teristics is deemed appropriate.
Nu ∝ Re0.8Pr0.35 (2.54)
Using this correlation, the UA value of the heat exchangers is determined based












Thereafter, the temperature of the refrigerant in the evaporator is calculated using
Equation 2.56.




The coefficient of performance (COP) of the chiller is calculated using Equation
2.57. Alternatively, this can be written in terms of condenser temperatures and evap-
orator temperatures. Within this thesis, chiller efficiency is assumed to be constant,









The compressor power is determined iteratively so that the condenser tempera-
ture is high enough for the full thermal load to be dissipated to the condenser water
loop. Equation 2.58 is used for this calculation.
Qcond = Qevap + Pcomp = εcondCcond (Tcond − Tcw,in) (2.58)
2.4.4 Cooling Towers
Heat transfer rates within cooling towers are calculated using the effectiveness model
introduced by Braun [11]. The effectiveness of the cooling tower is calculated in terms





1− exp (NTU (Cr − 1))
1− Crexp (NTU (Cr − 1))
(2.59)
The ratio of the capacitance is modified to account for the transfer of thermal
energy by both heat and mass transfer. The variable Cs, Equation 2.60, is the average





This term along with the the condenser water thermal capacitance are used within
Equation 2.61 to calculate the required capacitance ratio.








The NTU value is calculated using Equation 2.62 which compares the mass flow
rates of air and water within the cooling tower. Equation 2.62 also requires the selec-
tion of two parameters, ψ and φ which are dependent on the size and geometry of
the cooling tower. Values of ψ = 0.5 and φ = 0.63 were used within this research. The








The mass flow rate of air through the cooling tower is determined iteratively until
the desired cooling tower supply water temperature is obtained.
2.4.5 Boilers
Boiler efficiency is modelled using a biquadratic formula based on the return water
temperature and boiler part load, Equation 2.63. This approach can also be selected as
the boiler model within EnergyPlus.
ηboiler = ηnom
(
c1 + c2PLR1 + c3PLR2 + c4Tret + c5T2ret + c6PLR.Tret
)
(2.63)
The mass flow rate of fuel is calculated using Equation 2.64. In addition to the






Overall, the presented equations constitute a full HVAC system model. The HVAC
model is used to define parameters within building energy models so that realistic op-
erating conditions can be simulated. Additionally, the HVAC model results are used to
provide training data to neural networks used within an artificial intelligence building
control algorithm.
2.5 theoretical contributions
In order to achieve the research objectives outlined in this thesis, a number of new
theoretical concepts have been developed. Firstly, a metric for quantifying simulation
accuracy is introduced. Importantly, the proposed method separates the effects of spa-
tial and temporal discretisation allowing for guidance on optimal discretisation levels
and simulation time step to be independently reported. Secondly, to improve the com-
putational efficiency of simulations it is desirable to include the minimum number of
elements required to accurately predict thermal responses. Therefore, it is beneficial to
place discrete elements in accordance with thermal gradients. For such a discretisation
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scheme to be achieved, three measures have been implemented within this thesis: (1)
The results are presented in terms of Biot and Fourier numbers; this allows for bound-
ary conditions and simulation time scale to be considered. Furthermore, the govern-
ing dimensionless parameters offer results that apply to all materials and scales. (2)
A logarithmic spacing of elements is introduced to improve computational efficiency.
(3) The relative strength of the boundary conditions acting on either side of a wall is
used to determine a location within the structure where these boundary conditions
meet. In the current thesis, this point is referred to as the centre of discretisation. The
practical implication of determining the centre of discretisation is that it allows for two
different characteristic lengths to be calculated for a single wall. Of course, for the con-
cept to have any practical merit this position must be predicted prior to conducting
simulations. Expressions have been derived from steady-state heat generation equa-
tions for the cases of both homogenous and multi-layer walls. These expressions are
shown to correctly predict the relative influence of boundary conditions in transient
heat conduction applications.
Finally, a novel approach to optimising control parameters within smart building
systems is introduced. This employs an extension of the back propagation procedure
along with a newly-defined objective function. As opposed to the training phase of
the neural network, the weights and biases of the network are fixed and instead back
propagation is applied directly to inputs. This fully leverages the learned features
of neural networks. Furthermore, a binary mask is introduced which distinguishes
between optimisable inputs and those that remain unchanged, such as initial and
boundary conditions e.g. zone and outside air temperatures.
2.5.1 Quantifying Discretisation Effects
A simple metric for assessing simulation accuracy is introduced. The metric presented
in Equation 2.65 compares dimensionless energy storage predictions from implicit
numerical simulations to equivalent analytical solutions. The relative nature of this
comparison allows results to be presented for a wide range of Fourier numbers. Also,
as the energy storage prediction is the integral of the temperature profile, the results
provide guidance on the number of elements required to accurately predict local tem-
peratures. The method for determining energy storage predictions from simulations is
analogous to a Riemann sum approximation; a numerical integration technique. The
overall energy storage is obtained by summing the energy stored at each discrete ele-






To allow the solution approaches to be directly compared, the same initial and
boundary conditions are required. The chosen conditions are for a body initially at
uniform temperature being suddenly exposed to convection at its surface with a fluid
of differing temperature. These initial and boundary conditions have been described
previously in Equation 2.9. A step-change boundary condition has been chosen to
provide generality to results. Thermal gradients are most pronounced for step-change
boundary conditions, therefore, by following guidance based on step-change condi-
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tions, the thermal responses associated with more gradual changes in ambient condi-
tions will also be accurately predicted.
Simulation accuracy is adversely affected by both spatial and temporal discretisa-
tion. Using the chain rule and introducing a third solution technique, direct solutions,
these discretisation effects are separated and independently assessed. A direct solu-
tion methodology is used to solve a system of differential equations representing the
spatially discrete elements without incurring temporal discretisation error. Equation
2.66 summarises the process of separating the discretisation effects, where Rs and Rt











The spatial discretisation effect will be calculated by comparing direct solutions
to analytical solutions. Whereas, the temporal discretisation effect will be calculated
by comparing implicit numerical solutions to direct solutions. The total discretisation
effect for implicit numerical approach is the product of both spatial and temporal
discretisation effects.
2.5.2 Centre of Discretisation Principle
The centre of discretisation is introduced as a means of improving computational effi-
ciency in transient conduction simulations. The centre of discretisation calculates the
position where the boundary conditions meet when different rates of convection are
applied to either side of a wall. This results in two characteristic lengths being used to
calculate Biot and Fourier numbers; these characteristic lengths are the distances from
the calculated centre of discretisation to the surfaces of the wall. Dominant boundary
conditions will have longer characteristic lengths, resulting in higher Biot numbers
and lower Fourier numbers. The centre of discretisation is derived from the equations
of steady-state heat generation, with the calculated position being based on the point
h1 h2
i=1 i=2 i=l-1 i=l
T∞,1 T∞,2
k1

















Figure 2.1: Schematic of homogenous and multi-layer wall with convective boundary con-
ditions. Shown is the naming conventions used in the current analysis of homoge-
nous and multi-layer structures. (a) The homogenous case places the origin at the
centre of the wall. (b) The multi-layer wall contains any number of layers, each
having assigned values of thermal conductivity, specfic heat, density and thickness
with the origin places at the leftmost face.
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of inflection in the temperature profile. Firstly, the case of a homogenous body is con-
sidered before an extension of the principle is presented for multi-layer walls. In order
to test the utility of this approach for transient applications, a number of test cases are
presented which show that the desired position is indeed obtained using the presented
equations herein. Figure 2.1 shows schematics of homogenous and multi-layer walls,
highlighting the origin positions and naming conventions used for these calculations.
2.5.2.1 Homogenous Layers
Equation 2.67 governs steady-state one-dimensional conduction with internal heat






Equations for thermal gradients (Equation 2.71a) and local temperatures (Equation






x + c1 (2.68a)
T = − q
2k
x2 + c1x + c2 (2.68b)
The point of inflection within the temperature profile, ∂T∂x = 0, is sought as it is
hypothesised that it can provide information on the relative influences of differing con-
vection boundary conditions. This is due to the fact that heat removal at the surfaces
is directly proportional to the distance from the boundary to the point of inflection
in the temperature profile. Allowing for different rates of convection at the surfaces,
an expression to determine the point of inflection is presented in Equation 2.69. The
variable dxo is the displacement of the point of inflection from the geometric centre of
the wall. This has been calculated based on a rearrangement of Equation 2.68a for the
case of ∂T∂x = 0.
dxo =
kL (h1 − h2)
2Lh1h2 + k(h1 + h2)
(2.69)
The position of the point of inflection, calculated using Equation 2.69, will be used to
predict the relative influence of boundary conditions for transient conduction appli-
cations. For discretisation purposes, being able to predict areas of minimal curvature
allows for sensible discretisation schemes. Notably, the centre of discretisation is inde-
pendent of any internal heat flux and is only dependent on the boundary conditions,
wall thickness and material conductivity. Hence, it can be determined prior to dis-
cretising structural elements for later simulation.
Multi-layer structures
The equation for steady-state heat generation in multi-layer walls is presented in Equa-
tion 2.70. This includes different thermal conductivities for the various materials and
also allows for different heat fluxes to be applied within each layer.





: x ∈ [xi−1, xi] (i = 1, 2, . . . l) (2.70)
Through integration, thermal gradients are determined using Equation 2.71a. Re-
peating the integration step, temperature profiles can be calculated using l-quadratic
equations, one for each layer, as shown in Equation 2.71b. Each layer has its own









x2i + c1,ixi + c2,i : x ∈ [xi−1, xi] (i = 1, 2, . . . l) (2.71b)
Both the gradient and temperature fields require integration constants c1,i and c2,i
to be determined. These are calculated by applying boundary conditions and conti-
nuities between adjoining layers. The distance from the leftmost edge of the wall to
the point of inflection, Lc,1, can be expressed as the location that satisfies the condi-
tion presented in Equation 2.72. Evidently, to calculate this location it is necessary to











A number of terms are introduced to provide generality to the analysis, namely
these are thermal resistances and thermal capacitances. As only planar objects are
considered, the expressions are presented in terms of per unit surface area; owing to
the fact that the area of the wall does not affect the result of this one-dimensional
analysis. The individual resistance terms that influence the thermal behaviour of the
wall are shown in Equation 2.73. These include the convective resistances (R”th,conv) at











These resistances are combined to produce the total thermal resistance per unit
area between the two ambient conditions applied at either side of the wall, Equation



















By applying all boundary conditions and continuities, the overall energy balance
for multi-layer walls with heat generation can be expressed as shown in Equation 2.75.
This provides an equation which isolates the desired integration coefficient c1,1; the
integration constant linked to the characteristic length, as shown Equation 2.72.
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Figure 2.2: Effective thickness of layers introduced in the centre of discretisation analysis.
The scaling of physical layer thicknesses is based on relative heat generation rates








= 1h2 (∑ ql Ll − k1c1,1)
(2.75)
By rearranging and factorising Equation 2.75, an alternative form of the steady-


































Notably, Equation 2.76 only contains details relating to the first layer, thermal re-
sistances and also introduces effective distances, |d′|. The contribution of each thermal
resistance is determined by its effective distance from the leftmost face of the wall.
This is in essence the distance from the leftmost face of the wall to the centre of each
layer on a scaled axis. The scaling of the wall’s physical dimensions to the new scaled
axis is visually represented in Figure 2.2. On this scaled axis, each layer has an effec-
tive thickness, L′. The amount that each thickness is scaled by is directly proportional
to the ratio between each layer’s hypothetical heat generation rate and that of the first
layer. For example, if a layer has twice the heat generation rate of the first layer it has
an effective thickness of double its physical thickness. Equation 2.76 can be applied
to all steady-state heat generation cases, however, for transient applications a sensi-
ble means of assigning heat generation rates to each layer is required. This is due to
the fact that the point of inflection in the temperature profile is affected by the heat
generation rates.
For transient heat transfer applications, the heat generation rates are assigned rel-













By considering the energy balance at the leftmost face of the wall in Equation
2.72, introducing Equation 2.76 in place of the unknown c1,1 and assigning heat fluxes
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based on thermal capacitance per unit volume (Equation 2.77), this energy balance











Where the variable Ψ represents the sum of the products of the resistances by









By rearranging Equation 2.78 and dividing both sides by the total thermal capac-
itance per unit area of the wall, Equation 2.80 provides the proportion of the total
thermal capacitance that lies between the leftmost face of the wall and the desired lo-
cation of the point of inflection; this distance equates to the characteristic length, Lc,1.
Therefore, once the proportion of the thermal capacitance between the leftmost face
of the wall and the point of inflection has been calculated (using Equation 2.80), linear
interpolation can be applied to determine the location of Lc,1. It is worth noting that
the point of inflection can also be determined from the right-hand side of the wall
to provide the characteristic length, Lc,2 = ∑li=l L− Lc,1. To achieve this, the effective
distances in Equation 2.79 are calculated from the right-hand side of the wall and the
convective resistance term R”th,conv2 is replaced with R
”










This simple expression predicts the position where two convective boundary con-
ditions meet within any multi-layer wall. Notably, this calculation only requires knowl-
edge of thermal capacitance, thermal resistances and layer thicknesses; all of which
are known prior to any simulations. This is similar to the accessibility factor used by
Lorenz and Masy [54], except the derived expression in Equation 2.80 is used to calcu-
late a proportion of overall thermal capacitance instead of a proportion of the overall
thermal resistance.
2.5.2.2 Application to transient heat conduction
The location of the centre of discretisation has been derived from equations of steady-
state heat generation. The position of the centre of discretisation can be calculated
for homogenous walls using Equation 2.69. As dxo is the offset distance between the
centre of discretisation and the geometric centre of the wall, the characteristic lengths
used to calculate the Biot and Fourier numbers are L ± dxo. Figure 2.3a shows the
temperature profiles for a wall with various heat generation rates along with the cal-
culated location of the centre of discretisation. As predicted the point of the inflection
within the temperature profiles does not depend on the heat generation rate and is
only affected by the rates of convection for any particular wall.
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Figure 2.3: Calculating the centre of discretisation. Application of Equation 2.69 to homoge-
nous walls for determining the centre of discretisation for (a) steady-state heat
generation and (b) transient analytical solutions. Application of Equation 2.80 to
calculate the point of inflection in the temperature profile for (c) steady-state heat
generation, (d) a transient analytical solution [19] and (e) a high resolution simula-
tion.
The centre of discretisation is introduced specifically for transient heat conduc-
tion applications. Moreover, the position that is desired is the point where two devel-
oping thermal gradients converge within a wall. To assess if the proposed method can
indeed calculate this position, the temperature predictions from a full analytical solu-
tion capable of accounting for two different convection rates [19] is compared to two
analytical solutions for one convection boundary condition and an adiabatic boundary
condition, placed at the calculated centre of discretisation. The full analytical solution
is applied to the entirety of the wall, whereas, each of the solutions containing an
adiabatic boundary condition is calculated between one convection boundary and the
calculated centre of discretisation. If the correct location of the centre of discretisation
has been calculated the temperatures of the two separate adiabatic solutions should
match the full analytical solution prior to the boundary conditions meeting. Thereafter,
the solutions will diverge due to the assumed adiabatic boundary condition. Figure
2.3b shows the resulting temperature predictions for the three solutions. This shows
that the temperatures do in fact match until the boundary conditions meet precisely
at the centre of discretisation.
The extension of the principle to multi-layer walls is also examined. To examine
if the derived expression in Equation 2.80 yields the expected results, three cases are
considered and illustrated in Figure 2.3c-e. The first case considered in Figure 2.3c is
for a steady state heat generation case where the characteristic length is calculated
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from both sides showing that they converge to a single location. The other two cases
in Figure 2.3d&e are for transient heat transfer applications. The position where the
boundary conditions will meet is predicted using Equation 2.80 for a two layer an-
alytical solution [19] and a detailed four-layer wall simulation. As can be seen, the
position where the boundary conditions meet is correctly predicted in both transient
cases. This location will be used as the centre of discretisation and the discrete ele-
ments will be distributed to either side of this position independently based on the
calculated Biot and Fourier numbers.
2.5.3 Neural Network Input Optimisation
Neural networks are used within this thesis to assess the potential for artificial intelli-
gence autonomous control of smart buildings. Physical models can also be used to for
this task but they take considerable time to construct. Physical models also assume
that buildings have been constructed in accordance with final designs, hence, any
deviations between design and build cannot be considered. As neural networks are
trained using acquired data, they inherently learn to predict as-built conditions. Pre-
vious studies have demonstrated that building automation system data can be used
to obtain accurate neural network models, however, to achieve autonomous building
control a number of issues must first be addressed, these include: gathering data with
adequate variability; neural network training methods; applying updates; and includ-
ing a decision-making process. To allow for neural networks to select optimal control
parameters, the following contributions have been made to the modelling procedure.
Within this thesis, an artificial intelligence algorithm is developed to control HVAC
system within smart buildings. The artificial intelligence algorithm is applied to a sim-
ulated building environment with sensor data sythesised by a HVAC model. A neural
network is included within the the artificial intelligence algorithm so that zone tem-
peratures and system running costs can be predicted. The running costs include both
electrical and fuel consumption. By considering zone temperatures, control settings
can be optimised to ensure thermal comfort. Whereas, energy efficient operations to
be achieved by assessing running costs. The total electrical power consumption is the
sum of the power used by the individual components, Equation 2.81. By consider-
ing all of the power consumption components, holistic system optimisation can be
achieved.
Ptot = Pahu, f an + Pchill,pump + Phot,pump + Pcomp + Pcond,pump + Pct, f an + Pf uel,pump (2.81)
For the neural network control scenario considered within this thesis, $0.15/kWhr
is used as the cost of electricity and a fuel cost for kerosene of $0.60/l is adjusted based
on a density of 820kg/m3 to relate cost to the mass flow rates. Owing to the simulation
process, only a single set of control parameters can be used within any time step, this
is once every minute for these simulations. Hence, the electrical costs and fuel costs
can be determined as summations of the power usage within each minute multiplied
by the unit cost of electricity and fuel, respectively.
Having trained the neural network, the values of the weights and biases are
locked until an updated version is provided based on increased quantities of data. A
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novel application of the back propagation procedure is used to determine the control
parameters during scheduled occupancy periods. This will optimise input parameters
to minimise the cost of the new objective function presented in Equation 2.82. The
target values during the input optimisation process are 22◦C for zone air temperature






( ˆPtot)+ c (m̂ f ) (2.82)
The relative importance of each parameter can be set by altering the values of
the coefficient (a, b, c) and powers associated with each variable. These parameters in
turn alter the behaviour of the objective function shown in Equation 2.82. In this work,
the values of b and c are first set relative to one another based on the relative cost of
electricity and fuel. These values can then be further adjusted to account for the rela-
tive importance of achieving the desired zone temperature versus incurring operating
costs. The zone temperature coefficient (a) is set 5 times higher than the coefficient
associated with power prediction. Combined with the quadratic dependency of the
objective function on set point temperatures, this allows for desired room tempera-
tures to be highly prioritised, however, a lower value could be used to put greater
emphasis on cost saving. As noted, within Equation 2.82 the temperature term has
been squared. As a result, large differences between predicted zone temperatures and
target temperatures will dominate the behavior of the objective function, however, as
the difference becomes smaller the focus shifts to cost saving and efficient operations.
The partial derivatives of the cost function with respect to the input parameters
are shown in Equation 2.83, these will be used to update the input parameters during
back propagation. A binary mask is also introduced to control which inputs can be
adjusted during optimisation. The use of a binary mask is similar to procedures used
in dropout [82], however, for this application the masks are fixed so that inputs relating








Neural network inputs are iteratively adjusted to improve the objective function,
Equation 2.82, by using Equation 2.84. During optimisation the inputs are constrained
between maximum and minimum values to keep within system operating limits.




The optimisation process uses thirty random initial states that are optimised si-
multaneously. One hundred updates of the input parameters are applied using Equa-
tion 2.84 and the optimised control parameters with the lowest associated objective
function are used as the control parameters within the HVAC system.
2.6 closure
Within this chapter all of the theoretical equations used throughout the course of this
thesis have been detailed. This includes the derivation of the solution methods for tran-
sient heat conduction problems, the theoretical basis of artificial neural networks and
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the mathematical modelling approaches used to simulate the performance of build-
ing energy systems. A number of new theoretical concepts have also been presented
within this chapter. Namely, these include the method of quantifying the spatial and
temporal discretisation effects, the derivation of the centre of discretisation principle
and a novel application of the back propagation procedure to facilitates neural net-
work autonomous control of smart buildings. In the next chapter, a full discussion of
the computational implementation of these numerical methods is presented.

3N U M E R I C A L M E T H O D S
This chapter describes the computational procedures associated with the numerical
methods used throughout the course of this thesis. Firstly, the calculation of analytical
solutions for walls, cylinders and spheres is presented. Analytical solutions are used to
quantify spatial discretisation effects in transient heat conduction simulations so that
guidance can be presented on optimal discretisation levels. These solutions take the
form of infinite series which require eigenvalues and coefficients to be calculated. The
iterative root-finding method employed to calculate eigenvalues is detailed herein. For
computation, the infinite series must be truncated, however, there exists little guidance
on the number of terms required to achieve accurate solutions. Within this chapter,
a graphical method of determining the number of eigenvalues required to achieve
accurate analytical solutions is presented which extends beyond the guidance typically
reported in heat transfer texts.
During the assessment of spatial discretisation effects, analytical solutions are
compared to direct solutions. Spatial discretisation is employed within direct solutions
to simplify thermal analysis. This creates a system of first order differential equations;
with each discrete element corresponding to a single differential equation. Direct solu-
tions employ eigenvectors and eigenvalues to solve these systems of equations. Within
this chapter, the algorithm used to obtain temperature and energy storage solutions
via direct solutions is discussed.
Direct solutions are also utilised within the assessment of temporal discretisa-
tion effects. During this analysis, results are compared to implicit numerical solutions.
Implicit numerical solutions use the same spatial discretisation approach employed
within direct solutions, however, temporal discretisation is also introduced by defin-
ing time steps. A matrix formulation for solving the implicit numerical approach is
presented which enables discrete temperatures to be calculated using matrix inver-
sions. A full description of this calculation procedure is presented. The method of
assigning values to coefficient matrices is also discussed.
The various heat conduction solution methods are compared over a wide range of
boundary conditions and time scales so that guidance on optimal discretisation can be
provided for all scenarios typically encountered within building energy simulations.
This large scale simulation study produces vast quantities of data which must be
analysed to provide clear and concise guidance. Within this chapter, these comparative
studies are detailed along with an illustration of the methods used to analyse their
results.
In addition to using implicit numerical solutions to assess temporal discretisation
effects, this numerical approach is also employed within building energy models to
simulate the thermal responses of structural elements and thermal zones. In order to
simulate building energy systems, HVAC models are also included within building
energy models to provide information relating to supply air temperatures, power con-
sumption and running costs. The algorithms used to simulate a full HVAC system,
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with both heating and cooling capabilities, are outlined. The results from HVAC mod-
els are also used to synthesise sensor data which is used to train neural networks.
These neural networks are included within an artificial intelligence algorithm that has
been developed to explore the potential for autonomous control of smart building
systems.
Neural networks are a powerful data-driven approach that can be used to model
existing buildings. They are attractive as they are accurate, efficient and adaptable.
Within this chapter, the algorithms associated with training neural networks and ob-
taining predictions are discussed. This includes detailing the feedforward procedure,
evaluating cost functions, applying back propagation as well as training. Successfully
training neural networks is dependent on the selection of key user-defined param-
eters. These parameters include learning rates, optimisation approaches and batch
sizes. Within this chapter, a number of parametric tests are conducted, with their re-
sults illustrated and discussed. Furthermore, these results have informed the selection
of the user-defined parameters used to train the neural networks developed within
this thesis.
3.1 analytical solutions
Analytical solutions of transient conduction problems are obtained using the separa-
tion of variables method. This results in an infinite series solution, more commonly
referred to as a Fourier series. The exact form of these solutions depends on the geom-
etry, dimensionality and boundary conditions being considered. The Fourier series is a
harmonic solution which is solved by summing individual solutions of increasing fre-
quency, each of which fully satisfies given boundary conditions, until convergence is
satisfied. Each of the individual solutions have the same general form, however, their
eigenvalues (λi) and coefficients (Ci) differ. The required eigenvalues are the roots of
transcendental equations, these transcendental equations are determined by applying
boundary conditions, whereas, the coefficients are calculated using initial conditions;
this is possible due to the orthogonality of the individual solutions.
Algorithm 3.1 Newton-Raphson iterative solution for eigenvalue calculation for ana-
lytical solution to planar wall transient conduction
1: Specify the Biot number
2: for i=1 to no. eigenvalues do
3: Initialise starting position yk = i×π2 −
π
4
4: Initalise updated value yk+1
5: while |yk − yk+1|>stopping criteria do
6: Calculate the transcendental function f (yk) = y tan (y)− Bi
7: Get the derivative d fdyk = tan (y) + y
(
tan2 (y) + 1
)
8: Update value yk+1 = yk − 0.001 d fdyk
9: end while
10: Save the eigenvalue λi = yk
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Once calculated, the eigenvalues and coefficients can be combined to produce
the individual solutions of the Fourier series solution. As the required eigenvalues
are the roots of a transcendental equation, an iterative solution procedure is required
to determine their values. The root-finding method used in this thesis is Newton-
Raphson. A summary of this calculation procedure for the case of planar walls is
outlined in Algorithm 3.1. The calculation process requires the selection of an initial
value that avoids the asymptotic limits of the transcendental equation. The initially
selected value is updated iteratively using a relaxation of the transcendental equation’s
derivative to progress towards the root of the equation. Upon achieving the stopping
criteria, typically set at values of 10−6, the value of the root is saved and used to










































Figure 3.1: Calculating roots of analytical solutions along with the number of roots required
to achieve accurate solutions. (a) First ten roots of the analytical solution for the
case of a planar wall with boundary conditions leading to a Biot number of ten. (b)
Contour plot indicating the number of roots required to achieve analytical solutions
with 99% prediction agreement when compared to a solution with three-hundred
roots for cases of planar walls, cylinders and spheres.
Using the process outlined in Algorithm 3.1 to calculate eigenvalues and coeffi-
cients, Figure 3.1a shows the first ten roots for a planar wall with boundary conditions
leading to a Biot number of 10. Within this research, three hundred roots are used for
all analytical solutions. This provides highly accurate analytical solution predictions.
Typically within heat transfer texts, the first one to three roots are reported along with
the commonly encountered guidance that only one root is required in cases where the
Fourier number exceeds 0.2. However, there is little further guidance on the number
of roots required to achieve accurate solution predictions at lower Fourier numbers.
In order to address this information gap and provide greater clarity relating to the
number of roots required at lower Fourier numbers, analytical solutions containing
one to fifteen roots are compared to a three-hundred root solution. The accuracy is
determined by comparing energy storage predictions. Notably, energy storage is also
used to quantify simulation accuracy relative to analytical solutions using Equation
2.65. Figure 3.1b presents a contour plot indicating the number of roots required to
achieve 99% agreement with the three-hundred root solutions. This shows that no
more than fourteen roots are required for the wide range of Biot and Fourier numbers
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considered. In Appendix A, interested parties are presented with tabulated values of
the first 15 roots for walls, cylinders and spheres for a wide range of Biot numbers.
To fully assess the effects of spatial discretisation in transient heat conduction
models, direct solutions are compared to corresponding analytical solutions over a
wide range of Biot numbers and Fourier numbers. The selected range is intended to
cover all conditions typically encountered within building energy applications and
also extend beyond this range to provide applicability to many other engineering ap-
plications. Moreover, the use of the governing dimensionless parameters of the Biot
and Fourier number provide generality to the results, making them equally applicable
to all materials and physical scales. Analytical and direct solutions are conducted over
five decades of Biot numbers ranging from 1× 10−2 to 1× 103. Within each decade,
successive simulations differ by an incremental increase of 0.25 in the significand of
the Biot number, i.e. 217 Biot numbers. Each simulation is evaluated over four decades
of Fourier numbers, ranging from 1× 10−3 to 5× 100. Similarly, within each decade
a difference of 0.1 in the significand of the Fourier number is used between simula-
tion evaluations, i.e. 311 Fourier numbers. This amounts to 217 solutions with results
calculated at 311 time intervals.
Algorithm 3.2 Planar wall analytical solutions for temperature and energy storage
1: Set range of Biot and Fourier numbers
2: for b=1 to no. Biot numbers do
3: Calculate Eigenvalues λi and Coefficients Ci (Algorithm 3.1)
4: Initialise θ∗ = 0 and Q∗an = 1
5: for t=1 to no. Fourier numbers do
6: for i=1 to no. eigenvalues do
7: Update temperature solution θ∗ = θ∗ + Cicos (λix) e−λ
2
i Fo(t)



























































































































Figure 3.2: Analytical solutions for dimensionless energy storage. Contour plots showing di-
mensionless energy storage, as a percentage, obtained from analytical for (a) walls,
(b) cylinders and (c) spheres.
3.2 implicit solutions 45
Algorithm 3.2 shows the computational procedure for calculating local tempera-
tures and energy storage from a planar wall analytical solution. The results obtained
from each evaluation of the analytical solutions - i.e. for each Biot number - are com-
piled into a single matrix. This allows for the change in energy storage with respect
to both Biot and Fourier numbers to be easily assessed. Figure 3.2a-c shows a sample
of energy storage predictions obtained from analytical solutions for walls, cylinders
and spheres, respectively. These results are used in conjunction with equivalent direct
solutions to quantify spatial discretisation effects.
3.2 implicit solutions
Within this thesis, a resistance-capacitance approach is used to define heat transfer av-
enues within implicit numerical simulations. The implicit numerical approach is used
to simulate structural components and thermal zones within building energy models
as well as to simulate specific geometries in isolation so that the effects of temporal
discretisation can be assessed. Figure 3.3 shows resistance-capacitance networks for
the considered geometries of walls, cylinders and spheres; for clarity, only three ele-
ments are shown but many more elements are used in subsequent simulations. The
same approach is also applied to building energy simulations, with resistances and























Figure 3.3: Modelling thermal responses with RC networks. Resistance-Capacitance network
representation of simplified models containing three elements for wall, cylinders
and spheres.
A matrix calculation method is used to calculate discrete temperatures based on
the effects of initial temperatures, neighbouring elements, and imposed boundary con-
ditions. The discrete temperatures are calculated as a vector (~F), with the contribution
of each of these factors quantified within their associated coefficient matrix. Heat trans-
fer between neighbouring discrete elements is defined in the coefficient matrix Mn, this
is a square matrix with non-zero elements consisting of resistance terms as shown in
Equation 3.1. For neighbouring discrete elements located within structural elements,
this will contain conduction resistance terms. Whereas, both conduction and convec-
tion resistances will be included between zone temperatures and the outer elements of
structural components. The matrix Mn is used to define the required coefficient matrix
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M f . The two matrices only differ in the values assigned to their diagonal components.
As energy is conserved within the system, the diagonal components within the matrix
M f are calculated by simply summing the rows of the matrices, Mn, Mp and Mo.
Mn =




















The coefficient matrix Mp is associated with the vector of initial temperatures (~P,
temperatures at time t). This accounts for the current state of the system by account-
ing for the thermal capacitance of each element. The matrix Mp is a diagonal matrix











0 0 . . . 0 Cthn∆t

(3.2)
The final component is the vector ~O which contains the model’s boundary condi-
tions. This can be updated at each time step in the simulation to account for variations
in a HVAC system or ambient conditions. The matrix Mo is generally largely popu-
lated by zeros, with non-zero terms being introduced to connect discrete elements to
boundary conditions. For example, if the boundary condition vector contained both
an ambient temperature and a supply air temperature, the outer elements of external
walls are connected to the ambient temperature and one or more zone temperatures















A description of the implicit numerical simulation procedure is presented in Algo-
rithm 3.3. This algorithm is applied to models of isolated geometries as well as to full
building energy simulations.
3.3 direct solutions
Direct solutions use eigenvalues and eigenvectors to simulate transient responses of
discrete element systems. Spatially discretising the governing heat conduction equa-
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Algorithm 3.3 Calculation of the temperature and energy storage using the implicit
numerical solution method
1: Set physical parameters of the model
2: Calculate the resistances Rth and capacitances Cth from a RC network
3: Preallocate the coefficient matrices M f , Mn, Mp, and Mo
4: Preallocate the temperature matrix and assign the intial values T(1, :) = Tinit
5: Preallocate solution vectors ~F,~P and ~O
6: Assign the resistance values of neighbours in Mn such that Mn(i, j) and Mn(j, i) =
1
Rthi→j
7: Assign the diagonal values of Mp such that Mp(i, i) and
Cthi
∆t
8: Set the inital values of the vector ~P = T(1, :)
9: for t=1 to no. timesteps do
10: Interpolate weather data and set ambient conditions within the vector ~O
11: Run HVAC model as required to determine supply air temperatures to include
within the vector ~O
12: Check if the schedule is on and add appropriate resistances to the matrix Mo
13: Assign the diagonal values of M f as the sum of the rows of Mn, Mp and Mo,
M f (i, i) = ∑ Mn(i, :) + ∑ Mp(i, :) + ∑ Mo(i, :)
14: Calculate temperatures at time (t+1), ~F =
(






15: Add calculated temperatures to the temperature matrix, T(t + 1, :) = (~F)T
16: Update the current temperature prior to beginning the next time step, ~P = ~F
17: end for
18: Calculate Energy Storage, Q = Cth × (T − Tinit)
tion (Equation 2.1) transforms the second order partial differential equation into a
system of first order differential equations. Due to the interconnected nature of the
discrete elements, it is not possible to solve the system of equations directly through
integration. However, the direct solution method allows for the system of discrete
temperatures to be evaluated.
The coefficient matrix of the direct solution, z, defines the heat transfer paths and
the effects of thermal capacitance within the system. The eigenvalues (λi) and eigen-
vectors (~vi) for solutions are calculated from the coefficient matrix, z. The procedure
of calculating eigenvectors and eigenvalues is done iteratively, with many software
packages having in-built functions allowing for their values to be readily calculated.
Having determined the eigenvectors, any position within the state space, where each
discrete temperature is associated with a dimension, can be described as a linear com-
bination of these eigenvectors and the transient thermal behaviour can be described
using eigenvalues. Figure 3.4 shows the eigenvectors for a two element system, with
the temperature trajectory also shown on this phase plane map. The procedure for
calculating the direct solution is presented in Algorithm 3.4. Direct solutions do not
incur any temporal discretisation errors which allows for temperatures to be calcu-
lated directly at times of interest without the need for intermittent calculation steps,
as is the case for time-marching solutions.
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Figure 3.4: Temperature trajectory of a two element system. Phase plane plot showing the
temperature trajectory and eigenvectors of a two element representation of a wall.
Algorithm 3.4 Direct solution procedure using the method of eigenvalues and eigen-
vectors to calculate discrete temperatures and energy storage
1: Set the level of spatial discretisation used for the wall model
2: Specify the Biot and Fourier numbers
3: Determine equivalent times and convective heat transfer coefficients for the
Fourier and Biot numbers
4: for b=1 to no. Biot numbers do
5: Assign the coefficent values of neighbours in z such that z(i, j) and z(j, i) = UAi→jCth,i
6: Assign the coefficient values of the diagonal terms in z by summing the values
of each row, z(i, i) = ∑ z(i, :)
7: Add convective resistance values to z(1, 1) and z(n, n)
8: Calculate eigenvalues and eigenvectors, λ and ~v, by solving for
∣∣∣z− λI∣∣∣ = 0
9: Calculate coefficients based on initial conditions, ~C = θint ×
[
v1 . . . vn
]−1
10: for i=1 to no. timesteps do
11: Calculate the temperature T(i, :) = Cve−λt(i)
12: end for
13: Calculate dimensionless temperature θ∗ = T−TintT∞−Tint
14: Calculate dimensionless energy for each element Q∗i = 1− θ∗i






The direct solution is used to assess both spatial and temporal discretisation ef-
fects. For each level of discretisation being assessed, simulations are run for a range of
Biot numbers, leading to 217 simulations, with energy storage predictions calculated
at 311 pre-defined Fourier numbers. Comparing these solutions to analytical solutions
enables spatial discretisation effects to be quantified. Whereas, comparing the direct
solutions to equivalent implicit solutions allows for temporal discretisation effects to
be assessed.
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3.4 quantifying discretisation effects
The comparison of direct solutions to analytical equivalents enables spatial discretisa-
tion effects to be quantified. Figure 3.5a shows the results for the spatial discretisation
effect for simulations of a planar wall represented by three discrete elements, n = 3.
Corresponding results are obtained for all levels of discretisation examined. The low-
est level of discretisation assessed uses a single element. The number of elements
was successively increased by one element until twenty discretisation elements was
reached. Beyond twenty elements, an incremental increase of five elements was intro-
duced. This spacing was continued up to one hundred elements, the maximum level
of discretisation examined. Overall this required 7, 800 individual simulations per ge-
ometry, implementing in excess of two million time steps to comprehensively examine
the effects of varying the Biot number, Fourier number and discretisation levels for the



























































Figure 3.5: Determining the effects of spatial and temporal discretisation. (a) Surface plot
of the spatial discretisation effect for a three element model. Additionally, planes
of desired levels of accuracy are presented. The intersection of these planes pro-
duce contour lines. (b) Contour plots of the temporal discretisation effect for 95%
accuracy presented for various dimensionless time steps.
In order to interpret the results in a more concise fashion, planes of desired simu-
lation accuracies,Rs, are introduced as shown in Figure 3.5a. The intersection between
these planes and the surface plot, representing the spatial discretisation effect, pro-
duces contour lines. This process is repeated for each discretisation level and all the
contour lines are collated into a single graph for each geometry and constant value of
spatial discretisation,Rs. The contour lines show the minimum number of elements re-
quired to achieve a desired level of accuracy for any pair of Biot and Fourier numbers.
It is worth noting that the results relating to spatial discretisation are applicable to all
solution methods that employ spatial discretisation including: both implicit and ex-
plicit numerical approaches; eigenvector/eigenvalue solutions; state-space solutions;
and Laplace solutions.
Along with spatial discretisation, time-marching solutions also incur temporal
discretisation effects due to the inclusion of a time step. Therefore, it is necessary to
quantify the effect of temporal discretisation, Rt, so that guidance on optimal simula-
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tion time steps can be provided. The overall accuracy of such simulation approaches
is the product of both spatial and temporal discretisation effects, Equation 2.66. To
isolate and quantify the temporal discretisation effect, the results from implicit numer-
ical solutions are compared to corresponding direct solutions. Since both approaches
use the same element spacing, they incur the same spatial discretisation effects. There-
fore, any differences between predictions is the isolated temporal discretisation effect.
Only the temporal discretisation effect for implicit approaches is addressed herein, as
explicit numerical approaches are subject to further stability criteria. To provide gen-
erality to the results obtained from this analysis, time steps are made dimensionless
and calculated in terms of Fourier numbers, dtFo = α∆tL2 . The temporal discretisation
effect is assessed for a wide range of dimensionless time steps, ranging from 1× 10−5
to 1× 100. Within each decade, significands of 1, 2.5, 5 and 7.5 are assessed.
When determining the effects of temporal discretisation, the same spatial discreti-
sation levels and Biot numbers are used as those implemented for the assessment of
spatial discretisation effects. However, the implicit and direct solutions can only be
compared at Fourier numbers which are multiple values of the dimensionless time
step being considered.
The process of creating and collating contour lines, as described by Figure 3.5,
is repeated for temporal discretisation results. These contour plots indicate the maxi-
mum time step that can be used to achieve a desired level of temporal discretisation
accuracy. Figure 3.5b shows an example of the collated contour lines for various time
steps for each of the geometries with results presented in terms of dimensionless time
steps, dtFo.
3.5 energy system simulations
HVAC system models are required within building energy simulations to predict sup-
ply air temperatures, energy usage and associated running costs. These provide venti-
lation resistances and supply air temperature to implicit numerical simulations, which
are included within the coefficient matrix Mo and the vector ~O of Equation 2.26, re-
spectively. Additionally, HVAC models are used within this research to synthesise
sensor data so that an artificial intelligence algorithm can be trained to autonomously
control a simulated building environment.
The HVAC modelling process begins at the air handling unit (AHU), with an
economizer combining return air from the building with outside air to minimize the
difference between mixed air and supply air temperatures. The mass flow rate of air
in the air handling unit is used to determine fan power. While, the mixed air tem-
perature is used to determine whether additional heating or cooling is required. Both
the heating and cooling loops interface with the supply air in the AHU via crossflow
heat exchangers. These heat exchangers are modelled using the effectiveness-NTU
method, Equation 2.52. This portion of the HVAC modelling process is summarised
in Algorithm 3.5.
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Algorithm 3.5 Procedure for determining whether the HVAC model should run the
heating loop algorithm or the cooling loop algorithm
1: Input the control parameters
2: Define all reference and nominal operation values for pumps, fans, heat exchang-
ers and cooling towers
3: Determine the supply air temperature
4: Determine the mixed air temperature in the air handling unit based on the return
air and outside air temperatures
5: Calculate the air handling unit fan power





7: Determine if heating or cooling is required
8: if Supply air temperature > Mixed air temperature then
9: Enter the Heating Loop model
10: else if Supply air temperature < Mixed air temperature then
11: Enter the Cooling Loop model
12: end if
13: Report simulated sensor data
Within the heating cycle portion of the model, the mass flow rate of hot water is
iteratively calculated until the supply air temperature is achieved. Once the mass flow
rate of water has been determined, the return hot water temperature is calculated. The
pumping power can also be determined at this point based on the mass flow rate of
hot water. The inlet boiler temperature and the part load are used to calculate boiler
efficiency. Finally, the mass flow rate of fuel is calculated. Algorithm 3.6 outlines this
process.
Algorithm 3.6 Algorithm for modelling the heating loop cycle within the HVAC sys-
tem
1: Determine the mass flow rate of hot water required to provide the supply air
temperature, this requires an iterative solution
2: Initialise a range of ṁhot
3: Initialise a heat flux for the heating coil model Qhot = 0
4: while |Qreq −Qhot| > Stopping criteria do
5: Calculate the heat flux for the guessed mass flow rates, Qhx =
εCmin (Thot,water − Tmixed,air)
6: Find closest values to the required heat flux, Qhot = min(|Qreq −Qhx|)
7: Refine the range of mass flow rates
8: end while
9: Calculate the hot water return temperature, Thot,ret = Thot,sup −
Qreq
Cth,water






11: Calculate the part load on the boiler and its efficiency




Similarly, the cooling loop begins by iteratively determining the mass flow rate of
chilled water required to achieve the desired supply air temperature. Again, pumping
power and return chilled water temperatures can then be calculated. The effectiveness
of the evaporator within the chiller is calculated using both the chilled water temper-
ature and the mass flow rate. This in turn allows for the evaporator temperature to
be calculated. The compressor power is iteratively solved until the condenser temper-
ature is high enough to dissipate the full cooling load to the condenser water loop.
Finally, the cooling tower fan power and air flow rate are calculated. This requires the
specification of ambient temperature and relative humidity. Algorithm 3.7 describes
this part of the HVAC model.
Algorithm 3.7 Algorithm for modelling the cooling loop cycle within the HVAC sys-
tem
1: Determine the mass flow rate of chilled water required to provide the supply air
temperature, this requires an iterative solution like the beginning of the heating
loop, Algorithm 3.6
2: Calculate the chilled water return temperature, Tch,ret = Tch,sup +
Qreq
Cth,water






4: Calculate the evaporator effectiveness, εevap&cond = 1− e−NTU
5: Calculate the evaporator temperature, Tevap = Tch,ret −
Tch,ret−Tch,sup
εevap
6: Iteratively determine the compressor power so that the condenser temperature is
high enough to dissipate the heat load to the condenser water loop. This uses





7: Calculate the condenser water return temperature, Tcw,ret = Tcw,sup + QcondCth,water
8: Calculate the cooling tower parameters for Cs and Cr
9: Iteratively calculate the mass flow rate of air required to meet the cooling load
10: Calculate the cooling tower fan power
Now that the algorithms to model heating and cooling operations have been de-
scribed, they can be used to simulate an entire building’s energy system. The HVAC
model is combined with a building energy model within a Matlab-based simulation.
The simulation results are used to train neural networks which are included within
an artificial intelligence algorithm, developed to autonomously control smart building
systems. The following section details the computational procedures associated with
artificial neural networks.
3.6 neural networks
Within this research neural networks provide predictive capabilities to an artificial
intelligence algorithm. The neural networks are trained using data gathered from a
building energy simulation so that they are able to correctly predict zone tempera-
tures and energy consumption. These predictions are used to guide the selection of
control parameters within the artificial intelligence control approach. The parameters
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are selected in order to achieve both thermal comfort and energy efficient operating
by optimising the objective function shown in Equation 2.82. Evidently, the ability of
the artificial intelligence control algorithm relies heavily on the prediction accuracy of
the trained neural networks. Successfully training neural networks depends on a num-
ber of factors, which include: network architecture; choice of activation functions; cost
function selection; batch size; weight initialisation; and training time. The structure of
a typical neural network is presented in Figure 3.6a, this shows the naming conven-
tion used throughout this research. The aim of neural networks is to learn connections
between inputs so that model predictions, or outputs, match recorded data. The spec-
ification of inputs and outputs requires human assistance, hence, feedforward neural
networks are a supervised learning technique. Data is typically scaled to match the
range associated with selected activation functions prior to being used within neural
networks. As an example, Figure 3.6b&c shows the scaling of data to values ranging
between ±1 to match the range associated with hyperbolic tangent activation func-
















































Figure 3.6: Neural network structure and the scaling of data. (a) Structure of a neural net-
work showing the naming convention used throughout the thesis. (b) Input data
presented as a time series in an unscaled format. The time series plots correspond
to (i) supply air temperature (◦C) (ii) air flow rate (m3/s) (iii) chilled water temper-
ature (◦C) (iv) condenser water temperature (◦C) (v) fuel flow rate (m3/s) (vi) hot
water temperature (◦C) (vii) zone temperature (◦C) (viii) ambient temperature (◦C)
(ix) Relative humidity (%) (c) Input data scaled to match the range of activation
functions utilised.
Algorithm 3.8 Forward propagation procedure of the neural network models
1: for i=1 to no. layers do
2: Calculate pre-activation values for the hidden layer, hi = ai ×Wi + bi
3: Calculate hidden unit activation values, ai+1 = fa(hi)
4: end for
5: Outputs of the model are the activation values of the output layer, ŷ = al
Certain procedures are common to all feedforward neural networks. These in-
clude forward propagation, the evaluation of a cost function and the back propaga-
tion of the error terms to update weights and biases. Forward propagation is a rela-
tively simple mathematical procedure which uses input data to calculate the values of
hidden and output layers. Forward propagation involves successively calculating pre-
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Algorithm 3.9 Neural network cost function evaluation
1: Randomly sample training batch from full training set; where N is the batch size
2: Set the regulation penalty term, φ
3: Select the cost function such as C = ∑Ni=1
1
2 (yi − ŷi)
2
4: Select the regulation function
5: if Regularization option = L1 then
6: R = 12 φ ∑ |W|
7: else if Regularization option = L2 then
8: R = 12 φ ∑ W
2
9: else if Regularization option = None then
10: R = 0
11: end if
12: Calculate the total cost J = C + RN
Algorithm 3.10 Back propagation procedure for updating weights and biases within
neural networks
1: Specify the cost and regulariztion options
2: Calculate the derivatives of the cost function with respect to the outputs, dJdy =
1
N (yi − ŷi)
3: Calculate the derivatives of the regularization term with respect to the weights
4: Calculate the cost error and gradients with respect to the weights and bias
5: for i=no. hidden layers to 1 do
6: if i = no. hidden layers then
7: Calculate the cost error of the output layer δi = ∂C∂ŷ f
′ (zl + bl)
8: else if i < no. hidden layers then
9: Calculate the cost error of the preceeding layers δi = δi+1
(
W i+1
)T f ′ (zi + bi)
10: end if
11: Calculate the derivative of the cost function with respect to the bias, ∂J
∂bi = δ
i






14: Specify the learning rates for the weights and bias, σw and σb. Typically, values
between 10−4 and 10−1 are selected
15: Define a constant to prevent division by zero, ε = 1× 10−6
16: Update the weight and bias terms
17: for i=no. hidden layers to 1 do















21: Update the neural network weights and bias, W i = W i − σw ∂J∂W i and b
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activation and activation values for each layer. Firstly, the pre-activation value is cal-
culated by multiplying the preceding layer’s activation values by connecting weights,
this is then added to the biases. Secondly, these pre-activation values are input into
activation functions to obtain activation values. The computational procedure for for-
ward propagation is presented in Algorithm 3.8.
The cost function is used to evaluate prediction accuracy by comparing model out-
puts to recorded training data. The cost function evaluation procedure is outlined in
Algorithm 3.9. The sum-squared cost function is used within this research, as the neu-
ral networks are being trained for regression applications. Additionally, a regulariza-
tion term can also be included within the cost function which serves to penalise large
weights in order to improve model generality; these include L1-norm and L2-norm
regularization. The first type of regularization, L1-norm, aims to reduce the overall
sum of the weights, whereas, L2-norm regularization aims to reduce the squared val-
ues of the weights. As the training data and the test data are sampled from a single
energy system, no regularization term is included during the training of the neural
networks presented in this thesis. It was found for this application, regularization did
not improve training accuracy.
The back propagation procedure lies at the heart of training neural networks.
This process begins by using forward propagation to predict model outputs. These
predictions are then used to calculate the derivative of the cost function with respect
to weights and biases. These derivatives are used to update weights and biases to
improve prediction accuracy. The adjustment made to each weight and bias depends
on both the calculated derivatives and the method employed to calculate the learn-
ing rate. In this work, the Adagrad method for stochastic gradient descent offers the
Algorithm 3.11 Pre-training of deep neural networks with autoencoders
1: Load the inputs of the model
2: Select the activation functions for the model
3: Scale the inputs
4: Set the number of hidden units in the hidden layer
5: Randomly initialise the weights between the layers from the uniform distribution,











6: Initialise the bias terms to zero
7: Select training parameters to pass to back propagation procedure, e.g. σw and σb
8: Set the batch size
9: Choose the cost function and the regulation method
10: Tie the weights so the autoencoder is symmetrical about the hidden layer, W2 =(
W1
)T
11: for i=1 to no. iterations or time limit do
12: Randomly sample a batch of the inputs and outputs from the input training
data
13: Update the weights and bias using back propagation (Algorithm 3.10)
14: Evaluate the cost function using the training and validation data (Algorithm 3.9)
15: end for
16: The resulting weights for the first layer W1 and bias from the hidden unit b1 can
then be used in the final neural network
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Algorithm 3.12 Procedure for training neural networks
1: Load the input and output data
2: Select the activation functions for the input and output layers
3: Scale the data to match the range of the activation functions being used
4: Set the number of layers and the number of hidden units in each layer
5: Pre-train the model using autoencoders to initialise the weights and bias
6: Randomly initialise the final set of weights between the final hidden unit and the
output layer
7: Set the bias of the output layer to zero
8: Set the batch size
9: Select the learning rate and the stochastic gradient approach
10: Choose the cost function and the regularization method
11: for i=1 to no. iterations or time limit do
12: Randomly sample a batch of the inputs and outputs from the training data
13: Update the weights and bias through back propagation
14: Evaluate the cost function using the training and validation data
15: end for
16: Use the test data set to assess prediction accuracy
best results and reliability, hence, it is used throughout the course of this work. The
algorithm for applying back propagation is outlined in Algorithm 3.10.
One of the most important factors affecting the successful training of a neural
network is weight initialisation. This is particularly pertinent within deep neural net-
works i.e. networks with many hidden layers. Not only can it slow the learning process
but it can prevent neural networks from being trained entirely, due to the saturation
of hidden units. The saturation of hidden units occurs when pre-activation values
becomes so large that they cause activation values to near the asymptotic limit of
the activation functions. During training this leads to near-zero derivatives, causing
weights to remain largely unchanged during back propagation. Prior to training, bi-
ases are initialised to zero and the weights are sampled from an appropriate random
distribution, within this research the uniform distribution presented in Equation 2.33
is used. To improve training speed and accuracy, pre-training is employed to further
improve the initial weight value. In this work, autoencoders have been used for this
task. Algorithm 3.11 describes the application of pre-training.
Autoencoders are feedforward neural networks with the model’s outputs mirror-
ing its inputs. Autoencoder models consists of three layers: an input layer; a hidden
layer; and an output layer. The autoencoder’s weights are randomly initialised and
back propagation is applied to improve their accuracy. Unlike typical neural networks,
the target values at the output layer of autoencoders are the same as the inputs, hence,
its role is to learn connections between inputs. Notably, one autoencoder is trained for
each hidden layer of the model. The inputs to the first autoencoder are the same as
the inputs to the full neural network, whereas, the inputs to the second autoencoder
are the hidden units of the first autoencoder etc. Having completed the pre-training
process, the weights from each autoencoder are used as the initial weights for the
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Figure 3.7: Parametric testing of neural network training parameters. Training results of a
neural network using different (a) gradient descent methods (b) learning rates (c)
batch sizes. (d) Comparison of predictions from neural networks trained with dif-
ferent batch sizes.
The training procedure for full neural networks is presented in Algorithm 3.12,
this process combines all of the previously discussed algorithms within this section. In
addition to the previously discussed items, there is a requirement to specify a number
of user-defined parameters during training, such as the learning rate and the opti-
misation algorithm. Parametric tests are performed to determine their values, with a
single parameter examined in each test. This involves implementing a range of possi-
ble values and examining the ensuing cost values. The results from a number of such
parametric tests are presented in Figure 3.7. Notably, these results have informed the
selection of parameters used for training neural networks within this thesis. The data
used throughout these tests is taken from a chiller within Hewlett Packard Labora-
tories. The neural network has the same structure for all the parametric tests: with
twelve inputs; a single hidden layer containing fifty hidden units; and a single output
,predicting chiller power.
In Figure 3.7a, three different approaches for calculating learning rates are com-
pared, these are: the Adagrad algorithm; the Adadelta algorithm; and a fixed learning
rate. The results show that the three methods achieve comparable cost function values
after 1, 000 iterations. Of the three approaches, the Adagrad method achieved slightly
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better results. Additionally, it was found that it provided greater reliability during
training, hence, it is the method employed within this thesis.
Figure 3.7b shows the effect of altering the learning rate parameter, α, within the
Adagrad approach. The learning rates examined range between 0.001 and 1. The best
learning rate is determined by examining the cost function after a specified number
of iterations. From examining the results in Figure 3.7b, the lowest learning rate (α =
0.001) initially achieves good results, however, learning is slow. Whereas, the highest
learning rate (α = 1) resulted in the highest cost value. This case demonstrates the
effect of artificial neurons saturation, which prevents the model from being trained. By
using a value of unity, the full gradients are applied directly when updating weights
and biases. This proves to be too large and causes the activation functions to approach
their asymptotic limit. The best performing learning rate is for a value 0.1 as it has
achieved the lowest cost function. This learning rate is subsequently used throughout
this research.
Finally, various batch sizes are compared in Figure 3.7c this compares the train-
ing cost for batch sizes of 1, 100, 1, 000 and 5, 000. Each method had 30 seconds of
applying the back propagation procedure. As expected the smallest batch sizes pro-
vided considerably more iterations when compared to larger batch sizes. Figure 3.7c
shows that there is little discernible difference in training cost from using the differ-
ent batch sizes. The equivalence of these approaches is confirmed by examining the
results presented in Figure 3.7d, which shows that models trained using these batch
sizes all result very good prediction accuracy. Within this research, smaller batch sizes
are used as they require less memory during training. Also, using smaller batch sizes
decreases the likelihood of becoming stuck in local minima at the early stages of train-
ing. This is due to smaller batch sizes providing greater variability in the cost function
derivatives.
3.7 closure
The numerical methods for transient heat conduction solutions, quantifying discretisa-
tion effects, modelling energy systems and the training of neural networks have been
discussed within this chapter. In each case, the computational procedures have been
presented to the reader along with a description of their implementation. The follow-
ing chapters presents the results obtained from applying these numerical procedures
and techniques. Heat transfer solutions are utilised to quantify discretisation effects
and provide guidance on optimum discretisation levels for accurate simulations.
In the case of neural networks, all the required algorithms have been outlined
with the key user-defined parameters discussed and demonstrated above. Firstly, these
techniques are used in Chapter 5 for data-mining building automation system data
for the purpose of knowledge discovery. Thereafter, they are utilised to explore the
potential of neural networks to autonomously control building energy systems, for
improved thermal and economic performance. All results gathered throughout this
study are presented and discussed over the following two chapters.
4R E S U LT S & D I S C U S S I O N PA RT I : G U I D E L I N E S
F O R O P T I M A L D I S C R E T I S AT I O N O F C O M PA C T
T H E R M A L M O D E L S
The objective of the work presented in this chapter is to quantify discretisation ef-
fects for thermal conduction and storage models. This is achieved by conducting a
large scale simulation study for a wide range of discretisation levels and simulation
time steps. The results are analysed to provide guidance on the number of elements
and time step sizes required to achieve desired levels of prediction accuracy. The di-
mensionless quantities of Biot and Fourier numbers are used to provide generality
to results, making them applicably to all materials. Significantly, the effects of spatial
and temporal discretisation are separated and reported independently. This means
that guidance relating to spatial discretisation is not only applicable to time marching
numerical methods but also simulations based on direct approaches, such as transfer
functions, eigenvectors and state-space solutions. The results for temporal discretisa-
tion are presented for implicit simulations, as time step size does not hinder solution
stability.
The study begins by evaluating the effects of spatial and temporal discretisation
for the case of linearly, evenly, spaced discretisation schemes. Within this portion of the
analysis, the standard geometries of walls, cylinders and spheres are considered. The
walls, or slabs, are included for their common use in building design, while the other
geometries are included for their use in energy storage solutions. Clarity is provided
on the commonly used lumped-capacitance approach, showing that this method can
be extended beyond the typically-reported criterion of Biot numbers less than 0.1.
Guidance is presented on the optimal discretisation levels and simulation time steps
size, in the form of contour plots. Models based on the reported guidance are also
demonstrated to accurately predict surface temperatures and bulk energy storage for
a wide range of boundary conditions.
While linear discretisation schemes provide accurate results, the computational ef-
ficiency of compact models can be enhanced by employing an optimised logarithmic
discretisation scheme. Notably, only the planar wall geometry is considered during
this analysis. The logarithmic discretisation scheme uses a spacing exponent to de-
fine element positions, a value of unity is equivalent to a linear spacing discretisation
scheme while higher values concentrate elements towards the surface. This portion
of the study focuses on optimising the spacing exponent for each discretisation level
so that desired levels of accuracy can be achieved with the minimum number of ele-
ments. Again, guidance is provided on optimal discretisation levels, along with asso-
ciated spacing exponents, for a wide range of Biot and Fourier numbers. The centre
of discretisation principle is also employed to account for the relative influence of dif-
fering boundary conditions. The calculated position allows elements to be distributed
in accordance with expected thermal gradients. This is shown to provide further im-
provements in computational performance for asymmetrical heated/cooled objects.
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As nearly all structural components within buildings consist of numerous materi-
als with differing thermo-physical properties, a discretisation scheme that can be uni-
versally applied to all multi-layer walls is sought. The proposed discretisation scheme
uses a layer-by-layer approach, which builds upon the previously presented results.
This approach accounts for each layer’s relative position within a structure when de-
termining the number of elements required to predict thermal responses. The impact
and applicability of resistance-only layers is also addressed. By assigning resistance-
only status to a layer, it is not represented by any discrete elements and is excluded
from transient analysis. Instead, only its thermal resistance is included as a constant
within the model. This reduces computational demands but can negatively impact
prediction accuracy. The results show that each layer’s position largely impacts the
transient behaviour of the overall structure and the importance of each layer is not
dictated by its thermal capacitance alone but also its position.
Finally, a method of producing accurate simulations using the existing discretisa-
tion scheme employed in EnergyPlus is presented. Again, simulation accuracy is as-
sessed relative to analytical solutions. This begins by examining the theoretical basis
of EnergyPlus’ discretisation scheme along with discussing its implementation within
the software. The proposed method for ensuring accurate and efficient simulation
utilises results obtained from the assessment of optimal discretisation to inform user-
defined discretisation parameters within EnergyPlus. A number of EnergyPlus-based
test cases are conducted to validate the approach, with accurate predictions achieved
throughout.
4.1 accurate linear compact models
Within this section, the effects of spatial and temporal discretisation are quantified
for cell-centred linearly spaced discretisation schemes. These discretisation scheme is
chosen for an number of reasons: (1) Linear spaced discretisation schemes are used
in many software packages, as they are easily implemented. (2) Spatial discretisation
effects relate directly to discretisation levels, as no other parameters are required to de-
termine element locations. (3) Optimal discretisation levels for linear spacing schemes
provides a benchmark that allows the effectiveness of uneven discretisation schemes
to be assessed. Furthermore, owing to the theoretical basis underlying the assessment
procedure outlined in Equation 2.66, spatial and temporal discretisation effects are
considered separately and reported independently.
As described in Section 3.4, a large scale simulation study is conducted in order
to quantify the effects of spatial and temporal discretisation. Within this study, a wide
range of Biot and Fourier numbers are considered which are intended to cover all con-
ditions typically encountered within building energy applications. The results from
this assessment are used to create clear and concise guidance in the form of contour
plots. These contour plots indicate optimal discretisation levels and simulation time
steps required to achieve desired levels of prediction accuracy. Special attention is paid
to the commonly used lumped-capacitance modelling approach, this provides greater
clarity on its accuracy and limitations when extended beyond Biot numbers of 0.1.
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Finally, to assess the limitations of the guidance presented for spatial discretisa-
tion, an extensive range of boundary conditions have been tested. A description of the
linear discretisation scheme used within this section is presented hereafter.
4.1.1 Modelling Procedure for Linear Discretisation Schemes
The spatial discretisation scheme described can be applied equally to all discretisation
levels by adhering to two key principles. The first is that each element is attributed a
volume of Vn , leading to all elements having equal thermal capacitance, Cth = ρ
V
n cp.
Secondly, all elements are placed in the centre of their cells i.e. cell-centred. Table 4.1
summarises the calculation of element positions and thermal resistances. The charac-
teristic length required to calculate Biot and Fourier numbers is half the thickness of
walls, L, and radii in the cases of cylinders and spheres, i.e. the distance from the
surface to the core. Notably, the flexibility of discrete numerical approaches allows for
multiple geometries to be modelled simultaneously within a model.
Geometry Wall Cylinder Sphere












Table 4.1: Method for calculating the element locations and thermal resistances for each geom-
etry using the linear discretisation scheme. With Vn being the element volume ( Vn )
and i being the index of the element under consideration
4.1.2 Lumped Capacitance Models
The lumped capacitance modelling approach, which represents a body as a single ele-
ment, is the simplest and possibly most commonly used transient conduction analysis
method. When the Biot number is very low, the conductive resistance offered from the
surface to the core is negligible when compared to the convective resistance between
the ambient environment and the body’s surface. Hence, it is advised that this method
only be used for Biot numbers less than 0.1 and typically the effects of conduction are
excluded [42, 45]. Little guidance is provided on (1) the accuracy of this method if it
is extended to higher Biot numbers or (2) the influence of Fourier number on its ac-
curacy. Figure 4.1a-c presents the results from comparing the surface-element lumped
capacitance approach to analytical solutions for planar walls, cylinders and spheres,
respectively. From these results it is evident that the Fourier number significantly af-
fects solution accuracy. Even extremely high Biot numbers can be modelled with a
single element if the Fourier number associated with the time of interest is sufficiently
high. This is due to both the lumped capacitance approach and analytical solutions
approaching steady-state conditions. The applicability of this approach can also be
extended to Biot numbers over an order of magnitude higher than 0.1, when Fourier
numbers are lower than 2× 10−2. This relates to approximately five to fifteen minutes
for concrete leafs but can be of greater use when shorter characteristic lengths are
considered, such as in electronic components. For Biot numbers beyond 0.1 thermal
























































































































































































































Figure 4.1: Accuracy of classical lumped capacitance models. Spatial discretisation effects
for lumped capacitance models using a single surface element for (a) walls, (b)
cylinders and (c) spheres. Additionally, the spatial discretisation effects of single
cell-centred elements are presented for (d) walls, (e) cylinders and (f) spheres.
gradients becomes more pronounced and the lumped capacitance approach is unable
to account for this effect. However, at low Fourier numbers the lumped capacitance
temperature provides a solution close to the average temperature of the analytical
solution, hence, it accurately predicts energy storage.
A slight alteration which adheres to the proposed discretisation scheme is also ex-
amined for the lumped-capacitance approach i.e. cell-centred placement of the capac-
itance element. For lumped-capacitance models this places the representative temper-
ature at the body’s core by accounting for conductive resistance. This is of particular
interest for planar walls as it allows for different boundary conditions to be modelled
at its exposed surfaces. The results from implementing this configuration are shown
in Figure 4.1d-f for walls, cylinders and spheres, respectively. These results show that
both approaches, surface and cell-centred elements, offer comparable applicability and
confirms that lumped capacitance models will provide solutions that are at least 90%
accurate for Biot numbers less than 0.1. Furthermore, placing the single element at the
surface is advantageous for simulations dealing with low Fourier numbers. Whereas,
placing the element at the centre offers a slight advantage for cylinders and spheres at
higher Fourier numbers. Within Figure 4.1a a spectrum of Biot and Fourier numbers is
highlighted showing the typical range of values encountered within building energy
applications. For the majority of cases within this region, the lumped capacitance ap-
proach does not offer sufficiently accurate predictions; motivating the need for higher
levels of spatial discretisation.































Figure 4.2: Comparing the accuracy of different lumped capacitance approaches. Compari-
son of the accuracy from three configurations of lumped capacitance models of a
planar wall. These include a surface element mode, a cell-centred model and the
proposed method of Xu et al. [91].
Conducting simulations with a single element representing structural compo-
nents has routinely been incorporated into the modelling methodologies of commer-
cial building energy codes and research studies. The accuracy of this commonly im-
plemented lumped-capacitance approach has been clearly quantified over extended
ranges of Biot and Fourier numbers for the first time within this thesis. The findings
show that by placing the representative element on the surface of the body, relatively
large Biot numbers can be modelled accurately but only when the period of oscilla-
tion in the thermal boundary condition results in a low Fourier number. Xu et al. [91]
proposed the use of an effective heat transfer coefficient to extend the applicability
of lumped capacitance models. This approach along with both the surface-element
and central element approaches are used to model a planar wall, with results pre-
sented in Figure 4.2. Notably, models using Xu et al. [91] method provided superior
accuracy beyond Fourier numbers of 0.1. Below this, the unaltered approach with a
surface-element offers the most accurate solutions at low Fourier numbers. Also, it
can be observed that lumped capacitance models can be used for all Biot numbers if
the Fourier number is adequately high. These findings concur with the conclusions
of Mathews et al. [64], noting that a lumped-capacitance approach can be used for
passive designs or buildings with constant heating. As the period of oscillation in the
boundary conditions for these two specific scenarios is large, their Fourier numbers
will likely be high enough for thermal gradients to be predicted with a single element.
4.1.3 Spatial and Temporal Discretisation Effects
The effect of varying discretisation levels has been examined by comparing direct so-
lutions to equivalent analytical solutions, with full details of this comparative study
presented in Section 3.4. The results from evaluating each discretisation level has been
used to create contour plots which indicate optimal discretisation levels for all combi-
nations of Biot and Fourier numbers. Each contour plot relates to a single geometry
as well as a specific level of desired prediction accuracy. Contour plots for spatial
discretisation accuracies of 95%, 90% and 85% are presented in Figure 4.3. This al-
lows interested parties to make informed decisions regarding the optimum number
















































































































































































































































































































































Figure 4.3: Guidance on spatial discretisation for linearly spaced elements. Contour plots
indicating the number of elements required to achieve a spatial discretisation accu-
racy of 95%, 90% and 85% for (a-c) walls (d-f) cylinders and (g-i) spheres.
of elements required to model specific problems. Typically, the most accurate solution
possible is sought, however, available memory, simulation run-time and modelling
complexity all play a role when deciding the number of elements to include. The
number of elements required to achieve the indicated spatial discretisation accuracies
for walls are presented in Figure 4.3a-c, the contour plots for cylinders are provided
in Figure 4.3d-f and the results pertaining to spheres are shown in Figure 4.3g-i. If the
coordinate of interest lies between two contour lines, rounding up is recommended to
ensure the indicated level of accuracy is achieved. The graphs presented in Figure 4.3
should be used as follows:
1. Calculate a Biot number using Bi = hLck . The characteristic length is half the
thickness for planar walls and the radii in cylindrical and spherical cases. In
cases where different heat transfer coefficients are applied at the surface of a
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wall, the higher heat transfer coefficient should be used to calculate the Biot
number. This is further discussed in Section 4.1.6.
2. Calculate a Fourier number using Fo = αtcL2c . The characteristic time scale relates
to the oscillation of the boundary condition, the selection of this time scale is
fully discussed in the Section 4.1.4.
3. Define a desired level of prediction accuracy from 85%, 90% and 95%.
4. Read the optimal number of elements, n, from an appropriate graph in Figure 4.3.
This is dependent on the geometry and desired level prediction accuracy. When
reading the contour plot, use the calculated Biot (y-axis) and Fourier numbers
(x-axis) to determine the value of ’n’.
5. Apply the linear discretisation scheme described in Section 4.1.1 to determine
thermal resistances and capacitances. These parameters are input into the coef-
ficient matrices M f and Mp shown in Equation 2.27. Alternatively, these results
can be used within any numerical solution that employs spatial discretisation.
Similarly, contour plots for temporal discretisation accuracies of 99%, 95% and 90%
are presented in Figure 4.4a-c. These contour plot defines the maximum simulation
time step that can achieve the indicated temporal discretisation accuracy. The same
Biot and Fourier numbers used to define the number of elements should also be used
to determine the required dimensionless time step, dtFo. The results from Figure 4.4
can be used to calculate the simulation time step measured in seconds, ∆t = dtFo L2c/α.
This time step can then be incorporated into the implicit solution shown in Equation
2.24b.
The temporal discretisation graphs can conceptually be divided into two regions,
which are highlighted in Figure 4.4b. The lower region absent of contour lines will
provide the indicated level of temporal discretisation accuracy when the time scale
used to calculate the Fourier number is also used as the simulation time step. Hence,
accurate solutions can be achieved without the need for any intermittent calculations.
The upper region of Figure 4.4b indicates a range of Biot and Fourier numbers where
additional time steps are required in order to achieve the desired level of prediction
accuracy. The size of the required time step corresponds to the value of the contour
lines. These values are dimensionless time steps, dtFo, which must be transformed to a
physical time step, using ∆t = dtFo L2c/α, prior to its implementation within simulations.
Higher Biot numbers and lower Fourier numbers tend to require a relative increase in
the number of time steps required to achieve accurate results. In some cases, in excess
of twenty time steps are required within a heating/cooling cycle. Whereas, lower Biot
numbers and higher Fourier numbers generally only require a single time step. The
graphs presented in Figure 4.4 should be used as followed:
1. Calculate a Biot number using Bi = hLck . The characteristic length is half the
thickness of a planar wall or the radii in the cases of cylinders and spheres.
2. Calculate the Fourier number Fo = αtcL2c . The calculation uses a characteristic time
scale which is based on the oscillation of boundary conditions. The same Biot
and Fourier numbers are used to determine optimal number of elements, from
Figure 4.3, and optimal simulation time steps, Figure 4.4.












































































































































































































Figure 4.4: Guidance on temporal discretisation for linearly spaced elements. Conour plots
that can be applied to all geometries indicating the simulation time step required
to achieve temporal discretisation accuracies of (a) 99% (b) 95% and (c) 90%.
3. Determine a desired level of accuracy from 99%, 95% and 90%.
4. Read the value of the dimensionless time step from the appropriate graph in
Figure 4.4, using the calculated Biot number (y-axis) and Fourier number (x-
axis) as coordinates. Notably, the results from these graphs are applicable to all
of the considered geometries.
5. Convert the dimensionless time step to a physical value using ∆t = dtFo L2c/α. This
time step is measured in seconds.
6. Include the calculated time step, ∆t, within implicit numerical solutions by in-
corporating it within the coefficient matrices M f and Mp shown in Equation
2.27. The computational procedure for implicit numerical solutions is detailed
in Algorithm 3.3.
To fully assess the applicability of the reported guidance for use in building energy
applications, a number of topics are examined hereafter: (1) Due to oscillations in the
boundary condition, it is necessary to provide further guidance on the characteristic
time scale to use when calculating Fourier numbers. (2) Surface temperature predic-
tions are routinely used in heat transfer coefficient correlations, therefore, the accuracy
of surface temperature predictions are evaluated from models based on the reported
guidance. (3) External walls in buildings typically experience asymmetrical tempera-
ture or convection boundary conditions applied at their surfaces, hence, the accuracy
and limitations of models based on the reported guidance for such conditions is as-
sessed.
4.1.4 Time Scale Selection for Fourier Numbers
A Biot number and a Fourier number is required to determine the number of ele-
ments to include in numerical simulations. Calculating the Biot number is intuitive as
it concerns convective boundary conditions and material properties alone, whereas,
the Fourier number requires the selection of a time scale. For a single step-change
boundary conditions, the selection of the time scale is simply the first time that accu-
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Figure 4.5: Determining appropriate time scales to use when calculating Fourier numbers.
Assessment of the discretisation errors for periodic boundary conditions to deter-
mine the time scale to use for calculating the Fourier number for (a) a periodic step
changes in the ambient temperature boundary condition with n = {4, 6} and (b) a
positive sine wave boundary condition with n = {2, 3}.
rate solutions are desired. The selection of the characteristic time scale is more com-
plicated when periodic boundary conditions are encountered. In many applications,
oscillatory ambient temperature profiles are encountered and the time scale can be
interpreted as relating to either the full period of oscillation or the length of a single
heating/cooling cycle within the period.
Two cases are considered to examine if using these time scales to calculate Fourier
numbers provides the levels of spatial discretisation accuracy indicated in Figure 4.3.
Notably, both cases are for a homogenous planar wall with convective boundary con-
ditions leading to a Biot number of 10. The number of elements are determined based
on a desired spatial discretisation accuracy of 90%. Simulation accuracy is assessed by
comparing energy storage predictions to a two-hundred element benchmark model.
This highly-detailed benchmark solution is used as it exhibits negligible deviation
from analytical solutions.
The first case considered is for an ambient temperature profile with multiple
periodic step-changes. Each oscillation in the temperature profile contains two step-
changes, both lasting for two hours. The first step-change increases the ambient tem-
perature, whereas, the second step-change reduces it. As both the heating and cooling
periods last for two hours, the period of oscillation in the boundary condition is four
hour. These time scales (2hr & 4hr) result in Fourier numbers of 0.1 and 0.2, respec-
tively. Using Figure 4.3b, it is determined that six and four elements should be used
to model the planar wall, respectively. The results for these simulations are presented
in Figure 4.5a, with results presented in terms of relative error. This shows that both
time scales lead to accurate simulations within the target range of ±10%. Notably, the
accuracy constantly switches from under to over predictions which aids in dampening
the error for the lower level of discretisation.
Secondly, an ambient temperature profile that follows a positive sine wave is as-
sessed. For this case, the period of oscillation is 24 hours and the time scale for a
heating/cooling cycle is 12 hours. This in turn leads to Fourier numbers of 0.65 and
1.3 and simulations containing three and two elements, respectively. The results from
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these two simulations are presented in Figure 4.5b. Once the initial discretisation er-
ror is overcome, the accuracy of the three-element model remains within 1% of the
desired prediction accuracy. However, the accuracy of the the two element model
repeatedly falls outside of the 90% accuracy band. This suggests that the Fourier num-
ber should be based on a time scale relating to a single heating/cooling period rather
than the entire cycle. Furthermore, this is the largest time scale that should be used to
calculate Fourier numbers. If higher accuracy in energy storage predictions or temper-
ature traces are desired at times within the heating/cooling cycle, the Fourier number
should instead be calculated based on the first time of interest within the cycle. For ex-
ample, if surface temperatures are to be tracked after every minute then a time scale of
one-minute should be used to achieve accurate simulations for the entire simulation.
4.1.5 Surface Temperature Prediction Accuracy
In many applications it is also desirable to accurately predict surface temperatures,
as they are often used in correlations to determine convective heat transfer coeffi-
cients. As noted in Section 2.5.1, the procedure followed to evaluate prediction ac-
curacy herein is based on bulk energy storage. Therefore, simulations based on the
guidance provided in Figure 4.3 are examined to see if accurate surface temperature
predictions are achieved. The difference in dimensionless surface temperatures, dθ∗sur f ,
between analytical and direct solutions is used to quantify surface temperature pre-
diction accuracy. This provides a percentage difference between the dimensionless
temperature predictions, as shown in Equation 4.1.
dθ∗sur f = S
∗
an − S∗dir =
Tan,sur f − Tdir,sur f
Tint − T∞
(4.1)
Analytical solutions for surface temperatures is calculated from Table 2.1. The
surface temperature within cell-centred discrete systems is calculated by interpolat-
ing between the temperature of the outer most element and the ambient temperature
relative to conductive and convective thermal resistances, respectively. As the dimen-
sionless ambient temperature is zero, the surface temperature for the discrete system








Results from the comparison of surface temperature predictions are shown in Fig-
ure 4.6. These results are presented as contour plots with contour lines representing
a specific level of surface temperature predictions accuracy. The results are superim-
posed over equivalent values for the spatial discretisation accuracy, which indicate
energy storage prediction accuracy. It can be observed that the surface temperature
prediction accuracy is always greater than the energy storage prediction accuracy. This
is indicated by fewer contour lines relating to surface temperature accuracy, dθ∗sur f , be-
ing required to cover the range of Biot and Fourier numbers examined. Therefore,




































































Figure 4.6: Assessing the accuracy of surface temperature predictions. Contour lines indi-
cating the range of Biot and Fourier numbers where the dimensionless surface
temperatures reach a desired level of accuracy. The results are superimposed over
the results for the spatial discretisation accuracy for (a) levels of accuracy of 95%
and (b) levels of accuracy of 90%.
by using the graphs presented in Figure 4.3 to determine the number of elements,
accurate surface temperature predictions will be achieved.
4.1.6 Differing Boundary Conditions
In almost all building applications, and most heat transfer applications in general,
differing external temperatures are experienced at the surfaces of conductive mate-
rials. Spatial discretisation accuracy has been quantified for the case of symmetrical
boundary conditions in earlier figures. The accuracy of simulations based on the re-
ported guidance is tested for a wide range differing temperature boundary conditions.
Notably, only planar walls are considered within this section and all cases consider
homogenous materials. An alternative dimensionless temperature term, Θ∗, is used
within this analysis to allow for the maximum ambient temperature difference to
equal unity and the minimum ambient temperature difference to range between ±1,
as shown in Equation 4.3.
Θ∗ =
T(t) − Tint
abs (T∞ − Tint)max
(4.3)
The ratio between the dimensionless ambient temperature differences is repre-
sented by Ft , Equation 4.4. When the value of this ratio is unity the ambient temper-
atures are equal and when the ratio is a negative value heat gain is occurring at one
surface while heat is removed at the other. For positive values, heat is either intro-




{Ft ∈ R| − 1 ≤ Ft ≤ 1} (4.4)
Figure 4.7a shows the spatial discretisation accuracy for a number of cases of Ft.
These results were obtained by comparing each level of discretisation to a benchmark
200-element solution. Again, this reference model is used as it provides a near-perfect
























































































Figure 4.7: Assessing the effects of asymmetries in boundary conditions on simulation ac-
curacy. (a) Spatial discretisation effect, Rs, for various ratios of ambient tempera-
tures, Ft, showing that the results are independent of asymmetry in the temperature
boundary conditions. (b) Comparison of contour plots for the spatial discretisation
effect, Rs, for a range of convective heat transfer ratios, Fc. The maximum heat
transfer coefficient and half the thickness of the wall, L, have been used to calculate
Biot numbers and Fourier numbers. The level of discretisation is indicated by the
variable n.
approximation of analytical solutions. Results are presented in Figure 4.7a, this shows
that the spatial discretisation accuracy is the same for all of the ambient tempera-
ture ratios. This is indicated by the prediction accuracy for each level of discretisation
seamlessly transitions between sections associated with different ambient tempera-
ture ratios. Therefore, spatial discretisation accuracy is independent of asymmetries
in ambient temperature conditions when the convective heat transfer coefficients are
symmetrical.
It is also common to encounter different or changing convective boundary condi-
tions at external surfaces. Similar to the assessment for the effects of differing ambient
temperatures, a ratio of the convective heat transfer coefficients is used to quantify the
difference between the boundary conditions; this ratio is shown in Equation 4.5. When
the value of this ratio is unity the convective heat transfer coefficients are equal and
when the value is zero one side of the wall has an adiabatic boundary condition. The
purpose of this analysis is to examine the impact of asymmetric convective boundary
conditions on prediction accuracy. For the calculation of the Biot and Fourier numbers,
half the thickness of the wall, L, is used as the characteristic length and the maximum




{Fc ∈ R|0 ≤ Fc ≤ 1} (4.5)
The results of the spatial discretisation accuracy are shown in Figure 4.7b. This
includes results for a range of convection coefficient ratios, Fc ={0, 1× 10−3, 1× 10−2,
1× 10−1, 1}. Contour plots indicating 90% spatial discretisation have been overlaid for
each convection coefficient ratio; with a convection coefficient ratio of 1 being equiv-
alent to the results reported in Figure 4.3b. These results show that for there is no
appreciable decrease in accuracy for any levels of discretisation caused by differing
convection boundary conditions. Therefore, by calculating the Biot and Fourier num-
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bers based on a characteristic length of half the wall thickness, L, and the maximum
heat transfer coefficient, simulations will provide accurate solutions for all boundary
conditions. For first and second order models there is a small loss in accuracy but for
most applications this would still provide satisfactory results.
4.1.7 Summary
The aim of this section was to provide guidance on optimum discretisation levels and
time steps for accurate linearly-spaced compact thermal models. This was achieved by
comparing numerical predictions with analytical solutions. Results are presented as
contour plots for the geometries of walls, cylinders and spheres. All the results have
been presented in terms of dimensionless quantities of the Biot and Fourier numbers
to enhance their applicability. Interested parties are provided with an intuitive graph-
ical means of determining the number of elements to include within simulations, as
well as guidance on the selection of a suitable time step if time marching schemes are
employed.
Results from the commonly used lumped-capacitance model were addressed in
detail to provide clarity on the accuracy of this approach over a wide range of Biot
and Fourier numbers. This showed that the lumped capacitance approach can be ex-
tended beyond the conventional criterion of Biot numbers less than 0.1 when certain
conditions relating to the Fourier number are met. Namely, if the Fourier number
is sufficiently high, Fo > 2, all Biot numbers can be modelled accurately as the so-
lution approaches a steady-state condition. Moreover, a single surface element can
accurately predict energy storage for Biot numbers up to 1 at relatively low Fourier
numbers, Fo < 2× 10−2.
In addition to the guidance on spatial and temporal discretisation accuracy, a fur-
ther discussion on the selection of the time scale for calculating Fourier numbers was
presented. It is suggested that in the case of periodic ambient temperature profiles that
the maximum Fourier number to be used relates to the length of a single heating/cool-
ing period. If knowledge of developing temperature profiles within this time frame is
required then the first time of interest should be used instead to calculate the Fourier
number. In all cases the size of the time step in time marching solutions should be
determined using the results presented for temporal discretisation accuracy.
To assess the limitations of the guidance presented for spatial discretisation, an
extensive range of boundary conditions have been tested. Interestingly, this shows
that the spatial discretisation effect is independent of asymmetry in boundary tem-
peratures. The results showed that accurate solutions were achieved for all levels of
discretisation and no appreciable loss in accuracy had occurred. This is provided that
the higher heat transfer coefficient is used to calculate the Biot number. It has also been
demonstrated that simulations constructed using the proposed method will provide
highly accurate predictions for surface temperatures.
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4.2 optimised logarithmic distribution
Now that the linear discretisation scheme has been addressed, attention turns to en-
hancing efficiency. The aim of the work presented in this section is to develop a new
discretisation scheme that provides accurate solutions at the lowest possible compu-
tational cost. Efficient heat conduction discretisation schemes vary both element size
and position in accordance with expected thermal gradients. This allows for smaller,
more responsive, elements to be placed near the surface of the wall which improves
accuracy over short time scales. To achieve such a discretisation scheme, a number of
measures are implemented including the introduction of a logarithmic distribution of
elements. Notably, only planar walls are considered within this analysis. Planar walls
are of particular importance due to their prevalence within building designs. By re-
ducing the number of elements required to model each planar structure, the efficiency
of building energy simulations can be significantly increased. Furthermore, the linear
discretisation scheme demonstrated that cylindrical and spherical geometries required
relatively few elements to achieve accurate results.
A logarithmic discretisation scheme has an advantage over linear-spacing meth-
ods as it can accommodate elements of different sizes. The linear discretisation scheme
is limited by the size of the outer elements required to accurately predict thermal re-
sponses elicited by changes in the ambient environment; this same element size is
then used throughout the entirety of the wall. Instead, the logarithmic discretisation
scheme uses a single parameter, the spacing exponent, to determine the location of
elements with varying sizes. Optimising the spacing exponent for each level of dis-
cretisation is the primary focus of this portion of the study. As with the linear case,
the optimal number of elements will depend on the Biot and Fourier numbers asso-
ciated with the structure being simulated, however, the required discretisation levels
will be reduced.
To provide results that are applicable to all materials and physical scales, results
are presented in terms of Biot and Fourier numbers. These governing dimensionless
parameters also provide quantitative measures of thermal gradients, which reduce
over time and increase with higher convection rates. In cases where asymmetric con-
vective boundary conditions are encountered, a new approach for calculating the char-
acteristics lengths required to determine Biot and Fourier numbers is introduced. This
accounts for the relative influence of each of the boundary conditions being imposed
at a wall’s surfaces.
To further improve computational efficiency, the relative strength of boundary
conditions is accounted for by applying the centre of discretisation principle. The
centre of discretisation is established as the position where opposing boundary con-
ditions meet when different rates of convection are applied at either side of a wall.
This position is used to calculate two characteristic lengths within a single wall. These
characteristic lengths are the distance from the calculated centre of discretisation to
the wall’s surfaces. By using these characteristic lengths to determine two sets of Biot
and Fourier numbers, each side of the centre of discretisation is discretised indepen-
dently. Therefore, optimal discretisation can be applied throughout the wall, which
is particularly pertinent for external walls within buildings. This is shown to provide
further improvements to computational efficiency.
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In addition to optimising the placement of elements, the ability to trade-off spa-
tial and temporal discretisation effects is demonstrated. This allows for the negative
effects of large time steps to be counteracted by including more discretisation elements,
when implicit time marching solutions are used. Finally, the presented guidelines are
shown to be provide accurate results when extended to fixed temperature boundary
conditions, which indicates that the presented results are also applicable to all Biot
numbers, even those beyond the range considered during the initial analysis.
4.2.1 Modelling Procedure for Logarithmic Discretisation Scheme
In the preceding portion of the study, the optimal number of linearly-spaced elements
required to accurately predict heat conduction and thermal storage was presented.
To further improve computational efficiency, a logarithmic discretisation scheme is
introduced so that the same level of prediction accuracy can be achieved at reduced
computational expense i.e. with fewer elements.
The logarithmic discretisation scheme requires the specification of two parameters
to define all element positions. These are the number of elements, n, and the spacing
exponent, a. The relationship between these two parameters is shown in Equation 4.6.
The value of the spacing exponent, a, plays a pivotal role in this discretisation process,
as it determines the proportion of the thermal capacitance attributed to each element.
A value of unity will result in linear spacing while increasing the spacing exponent







Having defined a characteristic length (Lc) , a value which equates to the thickness
of the outer most element (p1) is calculated using Equation 4.7.
p1 =
Lc
exp (a ln (n))
(4.7)
Equation 4.8 is then used to calculate the location of all partitions between ele-
ments.
pi = ia × p1 : 0 ≤ i ≤ n (4.8)
Similar to the linear discretisation scheme, the modelling procedure uses a cell-





(pi−1 + pi) (4.9)
It is worth emphasising that this method determines element locations between a
surface and the input characteristic length. When using the centre of discretisation
principle, defined in Section 2.5.2, this process is applied twice using both the charac-
teristic lengths of L± dxo, calculated using Equation 2.69. Whereas, when symmetrical
distributions are desired, using a characteristic length of half the wall thickness, the
position of the elements can be calculated for one side and then reflected through the
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kA ρcp (pi − pi−1) A
Table 4.2: Calculating the thermal resistances and thermal capacitance for the logarithmically
spaced elements on planae walls
geometric centre to determine the opposing side’s element locations. In either case,
the thermal resistances between adjacent elements as well as the thermal capacitances
of each element is calculated using Table 4.2.
The metric used to determine optimal spacing exponents for each discretisation
level is the spatial discretisation accuracy. Again, this is determined by comparing en-
ergy storage predictions from direct solutions to benchmark analytical solutions, as
shown in Equation 2.65. A slight adjustment is made so that the adiabatic boundary
condition is assumed to be at an external surface of the wall instead of its geometric
centre. Hence, the full width of the wall is used as the characteristic length for calcu-
lating Biot and Fourier numbers. This facilitates the centre of discretisation principle
and allows for two characteristic lengths to be employed within a single wall.
Within the analysis of optimal logarithmic distributions, discretisation levels rang-
ing from 2 to 25 elements are assessed. A single element, n = 1, is unaffected by
changing the spacing exponent, hence, no further assessment is warranted and an
associated optimal spacing exponent of unity is reported. For all other discretisation
levels, the spacing exponents are assessed for values ranging from 1 to 4 in increments
of 0.05. This range of spacing exponents was chosen after initially examining the effect
of varying the spacing exponent. This showed that values below unity always reduced
the accuracy of solutions and higher values (a > 4) offered an initial increase in accu-
racy but considerable compromised prediction accuracy as Fourier number increase.
Furthermore, increments of 0.05 are used as finer resolutions offer little benefit and
only serves to complicate reported guidance. Each pair of discretisation level and spac-
ing exponent is assessed over the same range of Biot and Fourier numbers used for
evaluating the linear discretisation scheme. All in all, this amounts to approximately
400, 000 sets of simulation results being assessed.
When the logarithmic distribution of elements is employed, the predictable be-
haviour of improved accuracy with reduced Biot numbers and increased Fourier num-
bers is no longer guaranteed; as was the case with the linear discretisation scheme,
Figure3.5a. Instead, due to smaller surface elements and larger central elements, loga-
rithmic distributions can initially be highly accurate but then become less accurate as
time progresses. This subsequent loss of accuracy is demonstrated in the results shown
in Figure 4.8a. To further demonstrate this characteristic of logarithmic schemes, con-
tour lines for a single discretisation level, n = 3, and a selection of distribution ele-
ments are shown in Figure4.8b. At low Fourier numbers, accuracy tends to improve
with an increase in the spacing exponent. However, by placing the elements closer
to the surface, the central element accounts for an increasing majority of the thermal
capacitance which adversely affects prediction accuracy. This becomes significantly
worse than a case of a linear distribution, a = 1, negating the perceived benefit of
uneven distributions. In fact, for very high exponents the accuracy tends towards of-































































Figure 4.8: Effects of altering the spacing exponent. (a) Visualisation of the creation of contour
lines through the intersection of desired planes of accuracy and the surface plot
resulting from comparing direct and analytical solutions. (b) Collection of contour
lines for various spacing exponents for a fixed level of discretisation, n = 3.
fering the same results as a single-element simulation. This behaviour resonates with
the findings of Fraisse et al. [33], where a four-element model with two near-surface
elements offered an initial increase in accuracy before predicting similar values to that
of a two-element model.
For clarity, and to aid general applicability, a single spacing exponent will be re-
ported for each discretisation level and set value of spatial discretisation accuracy. The
reported optimum exponent is determined based on two criteria: (1) The area of ap-
plicability is maximised, this promotes an extension to both higher Biot numbers and
lower Fourier numbers. Notably, equal weighting is given to all values corresponding
to each pair of Biot and Fourier numbers on the presented logarithmic scale. (2) The
contour line provides an overall improvement in comparison to the linear distribution
case. The reported values may not provide the optimal exponent for any single Biot
and Fourier number combination. However, it will offer the widest range of applica-
bility, ensuring a desired level of prediction accuracy is maintained with the fewest
number of elements.
4.2.2 Guidance on Optimal Discretisation
A large scale simulation study was conducted to evaluate the effects that altering
the logarithmic distribution scheme’s spacing exponent had on prediction accuracy.
From the ensuing results, optimal spacing exponent for each discretisation level were
determined. A single spacing exponent is reported for each discretisation level, the se-
lected value essentially provides accurate predictions for the widest range of Biot and
Fourier numbers possible. The effectiveness of the logarithmic discretisation scheme
is assessed through comparison to linear distributions. This is quantified as the re-
duction in the number of elements required to achieve a desired levels of prediction
accuracy.







































































































































































































































































































































































































































































Figure 4.9: Guidance on spatial and temporal discretisation using an optimised logarithmic
placement of elements. Contour plots indicating the accuracy levels of 99%, 95%
and 90% for (a-c) spatial discretisation using logarithmic spacing (d-f) spatial dis-
cretisation using linear spacing and (g-i) temporal discretisation applicable to all
discretisation levels and spacing exponents.
Figure 4.9a-c shows the results for 99%, 95% and 90% spatial discretisation accu-
racy for the optimised logarithmic placement of elements. Contour lines indicate the
optimal number of elements for each pair of Biot and Fourier numbers. Each discreti-
sation level’s optimal spacing exponent is also indicated alongside each contour line.
Similarly, Figure 4.9d-f shows corresponding results for linearly-spaced elements. By
comparing the two sets of results, it can be observed that over a fourfold improvement
in computational efficiency can be achieved by using the logarithmic approach. This
aids in reducing simulation run-times and memory requirements. The benefits of un-
even distributions are primarily seen in situations where a high number of elements
are required i.e. applications with high Biot numbers and low Fourier numbers. In
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these cases, the optimal spacing exponent tends to be larger, whereas, relatively few
elements have smaller optimal spacing exponents, meaning they are almost linear.
Similar to the analysis of temporal discretisation effects conducted for linear-
spaced elements. The contour plot presented in Figure 4.9g-i indicate optimal sim-
ulation time steps for temporal discretisation accuracies of 99%, 95% and 90%, re-
spectively. Notably, these results can be used for all discretisation levels and spacing
exponents. The results from Figure 4.9g-i are used to calculate a suitable simulation
time step, measured in seconds, by using ∆t = dtFo L2c/α. The graphs presented in Figure
4.9 should be used as followed:
1. Calculate a Biot number using Bi = hLck . The characteristic lengths are calculated
using Equation 2.69. This is further discussed in Section 4.2.3.
2. Calculate a Fourier number using Fo = αtcL2c . The characteristic time scale relates
to the oscillation of the boundary condition, the selection of this time scale is
fully discussed in the Section 4.1.4.
3. Define a desired level of spatial discretisation accuracy from 99%, 95% and 90%.
4. Read the optimal number of elements, n, and spacing exponent, a, from an ap-
propriate graph. For logarithmically-spaced elements Figure 4.9a-c should be
used, whereas, for linearly-spaced elements use Figure 4.9d-f. When reading the
contour plot, use the calculated Biot (y-axis) and Fourier numbers (x-axis) to
determine the value of the number of elements and the spacing exponent.
5. Apply the logarithmic discretisation scheme described in Section 4.2.1 to deter-
mine element sizes and positions. This can then be used to calculate thermal
resistances and capacitances via Table 4.2.
6. If a time marching solution is being implemented, determine a desired level of
temporal discretisation accuracy from 99%, 95% and 90%. Notably, the overall
simulation accuracy will be the product of both the selected spatial and temporal
discretisation accuracies.
7. Read the value of the dimensionless time step from the appropriate graph in
Figure 4.9g-i. Again, use the calculated Biot number (y-axis) and Fourier number
(x-axis) as coordinates. Notably, the results from these graphs are applicable to
all levels of discretisation and spacing exponents.
8. Convert the dimensionless time step to a physical value using ∆t = dtFo L2c/α. This
time step is measured in seconds.
9. The time step, thermal resistances and thermal capacitances are input into the co-
efficient matrices M f and Mp shown in Equation 2.27. Alternatively, these results
can be used within any numerical solution that employs spatial discretisation.
An interesting consequence of separating spatial and temporal discretisation effects
is that it presents the possibility of balancing the accuracies associated with different
discretisation levels and simulation time steps in order to achieve a specific overall
prediction accuracy. The multiplicative relationship between the spatial and temporal
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Figure 4.10: Trading-off discretisation effects and assessing surface temperature prediction
accuracy. (a) Comparison of the predictions of three discretisation configurations
to examine the potential for trading-off discretisation effects for improved compu-
tational performance. (b) Contour lines indicating the range of Biot and Fourier
numbers where the dimensionless surface temperatures reach a level of 99% ac-
curacy. The results are superimposed over the results for the spatial discretisation
accuracy.
effects indicates that the adverse effect of including large time steps, which is typical
for many building energy applications, can be counteracted by including a higher level
of spatial discretisation. However, this can only be guaranteed for implicit solutions,
as time step size does not affect solution stability.
To examine this effect, three simulations of the same wall have been discretised
to provide spatial discretisation accuracies of 99%, 95% and 90% with time steps that
provide temporal discretisation accuracies of 90%, 95% and 99%, respectively. There-
fore, each of these solutions should provide prediction accuracies of over 89%. For
each case, the wall has been discretised for a Biot number of 103 and a Fourier num-
ber of 10−3. The results of these simulations are presented in Figure 4.10a. This type
of plot is used to assess simulation accuracy throughout the remainder of this chapter.
Within these graphs, simulation accuracy is plotted against Fourier numbers, or, in
other words the graphs depict the transient development of simulation accuracy. Prior
to conducting simulations the desired level of accuracy, Biot number and Fourier num-
ber are used to determine discretisation levels. Therefore, for the discretisation scheme
to be deemed successful, simulations must achieve the desired level of accuracy prior
to the Fourier number used to determine discretisation levels. The desired level of
accuracy is indicated by a dashed horizontal line, whereas, the Fourier number used
to determine the number of elements and the simulation step is represented as a ver-
tical line. The discretisation scheme has successfully achieved accurate results if the
lines indicating simulation performance are above the dashed horizontal line upon
intersecting the dashed vertical line. The results from Figure 4.10a show that each of
the simulations has achieved the desired prediction accuracy. This demonstrates the
ability to trade-off the spatial and temporal discretisation effects. In this case, by using
four times the number of elements a reduction approaching an order of magnitude in
the number of time steps was achieved.
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To ensure the presented guidance will provide solutions that accurately predict
surface temperatures, a further assessment is conducted. Similar to the analysis rep-
resented in Figure 4.6 for the linear case, surface temperature prediction accuracy is
assessed using Equation 4.1. The results from this assessment are shown in Figure
4.10b. As can be seen, fewer contours lines relating to surface temperature accuracy
are required to cover the wide range of Biot and Fourier numbers than those cor-
responding to energy storage accuracy. As the guidance is based on energy storage
prediction accuracy, by using the graphs presented in Figure 4.9 to determine discreti-
sation levels accurate surface temperature prediction will be achieved.
4.2.3 Application of Optimal Discretisation
Within buildings, external walls typically experience different rates of convection at
their exposed surfaces, which induces an asymmetry in their temperature profiles.
During the analysis of linear discretisation, it was shown that such conditions can be
accurately simulated by determining Biot and Fourier numbers based on the higher
heat transfer coefficient and a characteristic length of half the wall thickness. Intu-
itively, this leads to the part of the wall near the surface exposed to the lower heat
transfer rate being over-discretised. To address this inefficiency, the centre of discretisa-
tion has been introduced, in Section 2.5.2, to account for the relative influence of each
boundary condition. The position of the centre of discretisation is calculated using
Equation 2.69, which was derived from the equation of steady-state heat generation in
a wall. As the calculated value, dxo, is the distance between the centre of discretisation
and the wall’s geometric centre, the characteristic length used to calculate Biot and
Fourier numbers are L± dxo. Each side of the centre of discretisation is discretised in-
dependently, allowing for element placements to match thermal gradients across the
entire wall. When combined with the results for optimised logarithmic distributions, a
highly-efficient discretisation scheme is achieved. This optimal discretisation scheme
should be used as follows:
1. Calculate the centre of discretisation using Equation 2.69 and use it to define the
two characteristic lengths, L± dxo.
2. For each characteristic length:
a) Calculate a Biot number using Bi = hLck .
b) Calculate a Fourier number using Fo = αtcL2c .
c) Define a desired level of spatial discretisation accuracy from 99%, 95% and
90%.
d) Read the optimal number of elements, n, and spacing exponent, a, from an
appropriate graph for logarithmically-spaced elements in Figure 4.9a-c.
e) Apply the logarithmic discretisation scheme described in Section 4.2.1 to
determine element sizes and positions.
3. Use the calculated positions to determine thermal resistances and capacitances
for the entire wall using Table 4.2.
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Figure 4.11: Comparing methods of addressing differing boundary conditions. Modelling
of a wall with asymmetric boundary conditions using three different discretisa-
tion approaches: (1) Asymmetric Log Spacing, (2) Symmetric Log Spacing and (3)
Linear Spacing. (a-c) The resulting discrete representations walls with asymmetric
boundary conditions. (d-f) Prediction accuracy of the three discretisation methods,
showing all reach the desired level of prediction accuracy.
4. Implement these values appropriately within the chosen heat transfer solution
approach.
The benefits of using logarithmic-spacing combined with the centre of discretisation
principle is assessed in terms of the reduction in the number of elements required
to achieve a desired level of accuracy when compared to two other discretisation ap-
proaches. Therefore, three methods for dealing with differing convection boundary
condition are considered: (1) Asymmetric Log Spacing: Logarithmically spaced ap-
proach with the characteristic lengths based on the proposed centre of discretisation
principle (Lc = L ± dxo) used to calculate Biot and Fourier numbers. (2) Symmetric
Log Spacing: Logarithmically spaced approach with the characteristic length of half
the thickness of the wall and the maximum convection heat transfer rate used to cal-
culate a Biot and Fourier number. (3) Linear Spacing: Linearly spaced elements with
the characteristic length of half the thickness of the wall and the maximum convection
heat transfer rate used to calculate a Biot and Fourier number.
The resulting discretisation schemes and associated simulation accuracies for
three test cases are presented in Figure 4.11. In all cases, the three discretisation meth-
ods provide the desired simulation performance, hence, all the approaches are valid
for dealing with differing boundary conditions. Furthermore, the proposed method of
considering each side of wall separately achieved the desired levels of accuracy with
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the fewest number of elements. For one case with two differing convective boundary
conditions, the number of elements was reduced by 25% compared to the symmetric
logarithmically-spacing scheme. This is primarily achieved by placing small elements
near the surface with a high convection rate and placing larger elements near the
surface with the lower heat transfer coefficient, thereby, discretising according to the
magnitudes of thermal gradients. In comparison to the linear spacing approach, over
a threefold reduction in the number of elements was obtained; representing a consid-
erable increase in computational efficiency.
4.2.4 Extension to Fixed Temperature Boundary Conditions
A wide range of Biot and Fourier numbers have been examined in the current study
which cover the typical ranges of boundary conditions and time scales encountered in
building energy simulations. In many engineering applications higher Biot numbers
may also be encountered. From examining the result for spatial discretisation in Figure
4.9, each of the contour lines tend towards vertical at some Fourier number. After this,
all Biot numbers require the same discretisation level. This suggests that the results
could potentially be projected to even higher Biot numbers than those examined in the
current analysis. The limiting case for increasing the Biot number is a fixed temper-
ature boundary condition. The aim of this section is to examine whether the results
for the highest Biot number considered, Bi = 103, can serve as adequate guidance
on the number of elements required to accurately model fixed temperature boundary
conditions. If accurate results are achieved, all higher Biot numbers can also be simu-
lated using the guidance provided herein. To obtain the analytical solution for a fixed
temperature boundary condition, the roots for the planar wall solution presented in























































































Figure 4.12: Extending results to fixed temperature boundary conditions. (a) Normalised en-
ergy storage of walls with convective boundary conditions compared with the
energy storage prediction of the limiting case, a fixed temperature boundary con-
dition. (b) Spatial discretisation accuracy for three cases using a Biot number of
103 to predict the number of elements required to accurately model fixed temper-
ature boundary conditions.
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Figure 4.12a shows the dimensionless energy storage solutions for a range of Biot
numbers normalised by the energy storage of a wall with a fixed temperature bound-
ary condition. This shows that the relative energy storage for a Biot number of 103
is always within 3% of the fixed temperature boundary condition. This indicates that
using discretisation levels for the highest Biot number analysed in this study, Bi = 103,
accurate predictions for fixed temperature boundary conditions should be obtained.
To further examine this, three cases for fixed temperature boundary conditions are
considered. For each case, discretisation levels and spacing exponents are determined
based on a Biot number of 103. The three cases examined are for Fourier numbers of
2× 10−3, 2× 10−2 and 1, resulting in discretisation levels of 20, 6 and 1, respectively.
Figure 4.12b shows the results for the simulation prediction accuracies. These results
show that the desired prediction accuracy has been achieved in all three cases. There-
fore, this confirms that the results can be extended to all Biot numbers higher than
103, including fixed temperature boundary conditions.
4.2.5 Summary
A logarithmic discretisation scheme has been presented which can easily be applied
to all discretisation levels. Within this scheme the distribution of elements is deter-
mined by a single parameter, the spacing exponent. Using an optimisation process,
an optimal spacing exponent has been presented for each discretisation level which
provided accurate results for the widest range of Biot and Fourier numbers. Inter-
ested parties are presented with contour plots, providing guidance on the optimal
discretisation levels and spacing exponents required to achieve accurate predictions at
near-minimal computational cost. By comparing these results to equivalent linear dis-
tributions, a four- to fivefold reduction in the number of elements required to achieve
desired levels of prediction accuracy was observed. Guidance was also provided on
optimal simulation time steps for implicit time-marching solutions.
An expression derived from the steady-state heat generation equation was demon-
strated to provide useful information regarding the relative influence of differing con-
vective boundary conditions during the transient analysis of conduction in walls. This
expression was incorporated into the discretisation scheme which enabled a further
reduction in spatial discretisation requirements. Also, it was shown that trade-offs be-
tween temporal and spatial discretisation effects can be made. This could be used to
further increase computational efficiency via algorithm optimisation.
Within the next section, the presented results for homogenous materials will be
extended to multi-layer walls. This includes a generalisation of the centre of discretisa-
tion principle so that the varying thermo-physical properties encountered within struc-
tural components can be considered. Also, a layer-by-layer discretisation approach is
introduced, accounting for each layer’s relative position within multi-layer structures
when determining appropriate discretisation levels. Finally, the effect of including ma-
terials with low thermal capacitance as resistance-only layers is discussed.
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4.3 universal approach to discretising multi-layer walls
The foundations for accurate and efficient transient thermal conduction models has
been laid by using governing dimensionless parameters, optimising element spacings
and considering thermal gradients via the centre of discretisation principle. These
methods have been developed for homogenous materials, however, structural com-
ponents typically consist of multiple layers of different materials; some providing
structural integrity with others improving thermal performance. Within this section,
an extension of the previously reported results for homogenous walls is provided
for multi-layer walls. Firstly, this requires a sensible method of calculating Biot and
Fourier numbers for each layer within multi-layer constructions.
To place elements in accordance with expected thermal gradients, the relative
position of the layers is considered along with the boundary conditions applied at
external surfaces. A layer-by-layer discretisation approach is used to determine each
layer’s Biot and Fourier number. This approach introduces an effective Biot number
calculation, where the Biot number is interpreted as the ratio between the thermal
resistance from the outer-surface of the layer to the ambient environment compared
to the layer’s conductive resistance.
The calculated Biot and Fourier numbers are then used to determine the num-
ber of elements required within each layer. The centre of discretisation principle has
also been generalised for the case of multi-layer walls, allowing for any number of
layers and materials to be considered. This universal discretisation scheme provides
an attractive level of generality, as each wall is discretised based on its constituent
materials, each layer’s position within the structure and the boundary conditions ap-
plied at exposed surfaces. Finally, the validity of including low-capacitance materials
as resistance-only layers is examined. This shows the importance of considering each
layer’s position along with its thermal storage contribution.
4.3.1 Layer-by-Layer Discretisation
The calculation of the centre of discretisation, Equation 2.80, creates two distinct sec-
tions within a multi-layer wall. Each section is associated with a single convective
boundary condition and an assumed adiabatic boundary condition at the interface
between the two sections, located at the centre of discretisation. A Biot and Fourier
number is calculated for each layer using a layer-by-layer approach. These dimen-
sionless parameters are then used along with the graphs presented in Figure 4.9 to
determine each layer’s optimal discretisation level. As each layer is considered inde-
pendently, multiple materials are not aggregated at a single element. This proposed
layer-by-layer method will account for thermo-physical properties, layer position in
the structure, the effects of ambient conditions, the assigned simulation time frame
and the desired level of prediction accuracy when determining discretisation levels.
The Fourier number for each layer can be calculated using Equation 4.10, where the
full thickness of each layer, Li, is used as the characteristic length.





To account for each layer’s position, an effective convective heat transfer coeffi-
cient is introduced within the traditional Biot number calculation, as shown Equation
4.11.
Bii =
hi,e f f Li
ki
(4.11)
The Biot number can also be represented as the ratio between the conductive
resistance of the layer and the total resistance from the outer surface of the layer to the
ambient environment, as shown in Equation 4.12. As only planar walls are considered,





The equivalence of the Biot number representations, Equations 4.11 & 4.12, leads
to the effective heat transfer coefficient being equal to the inverse of the total resistance
per unit area from the outer surface of the layer to the ambient environment, Equa-
tion 4.13. For the outermost layer this will be the convective heat transfer coefficient,
whereas, the effective heat transfer coefficient for the second layer will account for
the conductive resistance of the first layer along with the convective resistance at the
external boundary. Once the effective heat transfer coefficient is calculated, Equation
4.11 is used to determine each layer’s Biot number.
hi,e f f = R′′−1th(xi→T∞) (4.13)
Having calculated Biot and Fourier numbers for each layer, discretisation levels
can be determined using the contour plots already presented in Figure 4.9. To demon-
strate the utility of the proposed approach, a homogenous wall consisting of two
identical layers is first considered. Two cases for this wall are simulated: (1) The first
case uses a time scale of ten minutes, a heat transfer coefficient of 50 Wm−2K−1 and a
desired prediction accuracy of 95%. (2) The second case uses a heat transfer coefficient
of 100 Wm−2K−1, a time scale of one hour and a desired prediction accuracy of 90%.
This information is used to calculate Biot and Fourier numbers, which in turn are used
to determine discretisation levels. The resulting discrete representations of the wall are
presented in Figure 4.13a. From examining the results presented in Figure 4.13b, the
desired level of prediction accuracy has been achieved just before the time scales used
to calculate the Fourier numbers; this indicates the correct number of elements has
been included in both simulations. If the desired level of accuracy had been achieved
well in advance of the chosen time scales it would indicate over-discretisation, whereas,
more elements would be required had they not achieved the desired level of accuracy.
Due to the inclusion of conductive resistances in the effective heat transfer coefficient,
Equation 4.13, there is a large decrease in the Biot number of the second layer when
compared to the first layer. In the first case, this led to a reduction in the number of ele-
ments required to model thermal responses in the second half of the wall. These cases
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Figure 4.13: Layer-by-bayer discretisation applied to a homogenous wall. Discretisation of a
two layer wall of identical layers to examine the proposed discretisation method.
(a) A schematic of the wall is shown along with a summary of the element selec-
tion criteria. (b) shows the resulting simulation accuracies when compared to an
analytical solution, Table 2.1. This shows that the desired accuracy was achieved
in both cases.
for homogenous walls illustrate that the proposed layer-by-layer approach produces
desired results with sensible element placements.
Building structures commonly consist of multiple layers of varying thermo-physical
properties. Two types of materials typically encountered are those with high thermal
capacitance, such as concrete and masonry, and those with high thermal resistance,
such as insulation. To examine the proposed layer-by-layer discretisation scheme for
multi-layer structures, two cases are considered. These two multi-layer walls com-
prise of two layers: one made of concrete and the other of insulation. In the first case,
the outer layer is insulation. Whereas, in the second case concrete is placed as the
outer layer. These cases seek to approximate walls with external and internal cladding
vs. conventional walls with an internal insulation layer. Both walls are exposed to
100 W/m2K of convective heat transfer at the exposed surface and a time scale of a
half an hour (30mins) is used to calculate Fourier numbers. The discrete representa-
tions of the two walls are presented in Figure 4.14a, which have been discretised to
provide prediction accuracies of 95%.
Firstly, Figure 4.14c shows the results for the case of the outer insulation layer.
This shows that the proposed discretisation approach has achieved the desired predic-
tion accuracy. Notably, only a single element is required in the layer of concrete due
to its very low effective Biot number. To examine the effect of reducing the number
of elements in the insulation layer, two additional simulations for the wall with insu-
lation on the outer layer are conducted. In these additional simulations, the number
of elements in the insulation layer was reduced from three elements to two elements
and one element, respectively. From the results shown in Figure4.14c, it can be seen
that the desired prediction accuracy is met with three elements but by reducing the
number of elements in the insulation layer the simulation accuracy is diminished. De-
spite its low overall contribution to the thermal capacitance of the structure (∼ 5%),
the insulation layer accounted for the majority of the thermal energy storage for a


































































































































Figure 4.14: Layer-by-layer discretisation applied to multi-layer walls consisting of concrete
and insulation. Application of the discretisation scheme to a wall consisting of
a thermal mass layer and a thermal resistance layer. (a) A schematic of the walls
depicting the boundary conditions and layer order for the considered cases along
with the resulting dimensionless parameters and spatial discretisation. (b) Shows
the relative energy storage for each layer as a proportion of the overall energy stor-
age. The accuracy of the simulations is also shown for (c) the wall with insulation
layer as the outer layer and (d) the wall with concrete as the outer layer.
significant proportion of the simulation. This is apparent by examining Figure 4.14b,
which shows the relative energy storage of the two layers throughout the simulation.
In the second case, the order of the materials is reversed and Figure 4.14d shows
the results for its prediction accuracy. Again, the results show that by using the pro-
posed layer-by layer approach accurate results were obtained. Due to its change in
position, the Biot number of the concrete has increased which led to three additional
elements being required. Despite a tenfold reduction in the Biot number of the insu-
lation layer, the same number of elements were included. This is due to the Biot and
Fourier numbers for both insulation layers being in the same vertical region of Figure
4.9b. Two additional simulations were once again conducted for the wall with a con-
crete outer layer: (1) the number of elements in the concrete layer has been reduced
from four elements to three elements and (2) the number of elements in the insulation
layer has been reduced from three elements to one element. The results for these ad-
ditional simulations are presented in Figure 4.14d. This shows that by reducing the
number of elements in the concrete layer the accuracy of the simulation falls below the
desired level of accuracy. However, there was no significant loss in prediction accuracy
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by reducing the number of elements in the insulation layer. This is due to nearly all
the energy storage being attributed to the concrete layer throughout the course of the
simulation, as shown in Figure 4.14b. This highlights that there is potential to increase
computational efficiency by using targeted reductions in discretisation levels, however,
both the location of low-capacitance materials and their relative energy storage should
be considered.
4.3.2 General Methodology for Discretising Multi-layer Walls
The proposed modelling methodology can be used to discretise any multi-layer wall.
This provides a discretisation scheme that is optimum for walls discretised based
on physical dimensions and thermo-physical properties. The process of discretising
multi-layer structures can be represented as a number of steps, which are presented
hereafter.
1. Calculate the centre of discretisation using Equation 2.80.
2. Introduce an adiabatic boundary at the calculated centre of discretisation. If the
centre of discretisation is located in the middle of a layer, treat both sides of
the layer independently as if they were separate layers. This allows for the effec-
tive Biot number for each layer to be calculated based on a single heat transfer
coefficient.
3. Calculate the Fourier number and Biot number of each layer of the wall using
Equation 4.10 and Equation 4.11, respectively.
4. Use the graphs presented in Figure 4.9 to determine the number of elements to
include in each layer.
5. Combine the results for each layer to spatially discretise the original wall.
6. Finally, use the results to calculate the resistance and capacitance terms for the
wall which can be incorporated into the building energy or thermal storage
simulation.
It is worth noting that it is possible to produce more efficient models by obtaining
effective thermal resistances and capacitances such as in the work of Gouda et al.
[35] and Underwood [87]. These methods provide parametric results which can be
used to produce accurate and efficient models when common construction types are
encountered. However, for other multi-layer configurations, boundary conditions and
time scales, the optimisation routine and validation process must be repeated prior
to conducting simulations. The definition of such a generic approach that relies only
on the physical wall structure can accommodate these variables. Furthermore, the
universal discretisation scheme allows for straight-forward translation into building
energy software packages, such as EnergyPlus.
Figure 4.15 illustrates how a very large five-layer wall is spatially discretised us-
ing the described methodology. Three simulations were conducted for this particu-
lar wall with details provided in Figure 4.15a. The first two cases are discretised for
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Figure 4.15: Centre of discretisation principle and layer-by-layer discretisation applied to
a large mult-layer wall. Application of the overall modelling methodology to
a multi-layer wall with two convective boundary conditions. (a) A schematic of
the walls depicting boundary conditions and layer order for the considered cases
along with the resulting dimensionless parameters and spatial discretisation. (b)
Simulation accuracy for the three cases, calculated by comparing energy storage
predictions to a high resolution benchmark simulation.
the same ambient conditions, time frame for calculating Fourier numbers (15 min-
utes) and desired prediction accuracies of 95%. These two cases differ by includ-
ing (1) logarithmically-spaced elements in the outer layers and (2) linear-spacing el-
ements are used in all layers. (3) The third and final case uses different ambient
conditions, a longer time frame of one hour for Fourier number calculations and a
desired level of prediction accuracy of 90%. Figure 4.15b presents prediction accuracy
results for each of these cases. As can be seen, each of the simulations achieve the
desired level of accuracy before their associated time frames. Furthermore, by using
logarithmically-spaced elements the number of elements was reduced, however, they
have only been included within the external layers, Figure 4.15a, as less sensible dis-
cretisation schemes would result if logarithmic spacing was used in internal layers.
4.3.3 Resistance-Only Layers
A resistance-only status is often assigned to some layers within building energy soft-
ware packages when their thermal storage is deemed negligible. The transient tem-
perature variation of these resistance-only layers are omitted and instead they are
accounted for as additional thermal resistances alone. Intuitively, materials with low
thermal capacitance, such as insulation, are considered for treatment as resistance-only
layers. This offers a means of reducing computational demands, however, it may also
cause a deviation from the physical reality of thermal responses which can potentially
lead to inaccurate results. In an earlier analysis of multi-layer walls, Figure 4.14, it is
shown that a layer’s thermal capacitance, position and relative energy storage should
be considered prior to reducing, or removing, its transient elements.
The case of a typical building construction is considered in Figure 4.16a, the wall
consists of a layer of plasterboard at the convective boundary adjacent to a layer of
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Figure 4.16: Assessing the effects of including resistance-only layers in multi-layer walls. (a)
Shows a schematic of the wall summarising the boundary conditions, layer order
and spatial discretisation for the four cases being considered. (b) The proportion
of energy storage for each layer relative to the total energy storage calculated from
a high resolution simulation. (c) Simulation accuracy of the different simulation
cases.
insulation with concrete at the core of the wall. Four cases are considered for this wall:
(1) An unaltered simulation based on the discretisation scheme presented in Section
4.3.2; (2) the inclusion of plasterboard as a resistance-only layer; (3) the inclusion of
insulation as a resistance-only layer; (4) and a reduction in the number of elements in
the insulation layer from three elements to one element. From the results are presented
in Figure 4.16b, it is observed that the simulation based on the unaltered layer-by-layer
approach was the only simulation to reach the desired level of accuracy. Both of the
resistance-only layer models suffered a considerable loss in accuracy. Notably, when
the insulation layer is considered as a resistance only layer, there was a 15% loss
in accuracy. Whereas, when the outer plasterboard layer was models as a resistance-
only layer, the accuracy was reduced by over 60%. However, by reducing the number
of elements in the insulation layer from three to one, the solution accuracy remains
close to the target accuracy and does offer a good means of improving computational
efficiency if required.
In summary, the results demonstrate that surface layers should not be considered
as resistance-only layers. In order to implement resistance-only layers they should only
be applied to internal layers which (1) contribute a small proportion of the overall ther-
mal capacitance of the wall and (2) have only been assigned a single element during
discretisation, therefore, the expected thermal gradients will be very low. Within in-
ternal layers that have been assigned multiple elements, n > 1, reducing the number
of elements instead of using resistance-only layers offers a better trade-off between
computational efficiency and simulation accuracy. For cavities within walls it is likely
applicable to treat them as resistance-only layers, that is unless the rate of convection
or the temperature in the cavity is a transient function of the ambient conditions. In
such cases, the cavity should be treated in a similar fashion to a zone in a building.
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Figure 4.17: Assessing simulation accuracy of multi-layer walls under realistic building en-
ergy modelling boundary conditions. Simulations of a wall under realistic con-
ditions for an external wall using sensor data to define boundary conditions
for four cases; (i) Unaltered simulation based on the proposed methodology (ii)
resistance-only plasterboard layer (iii) resistance-only insulation layer (iv) equiva-
lent homogenous material with the same thermal resistance and capacitance. (a)
Shows a schematic of the wall. (b) Accuracy of each simulation predictions for en-
ergy storage relative to a high resolution simulation with 200 elements per layer.
(c) Temporal development of the temperature profile for the unaltered case. (d)
Temporal development of the temperature profile for the equivalent homogenous
case.
4.3.4 Realistic Ambient Conditions
The accuracy of the proposed multi-layer wall discretisation scheme is further ex-
amined for more realistic building constructions. The wall presented in Figure 4.17a
consists of four layers; a structural concrete layer, a thermal insulation layer and plas-
terboard finish at the convective boundaries. Sensor data is used to provide external
air and room air temperatures. To account for the variability of the conditions, cor-
relations have been taken from literature for external and internal convective heat
transfer coefficients. Defraeye et al. [20] and Peeters et al. [72] conducted reviews of
correlations for external and internal convection coefficients, respectively. From these,
the correlation of Jürges [46] was chosen as the external convective heat transfer cor-
relation and Khalifa and Marshall’s [49] correlation for natural convection is used for
internal surfaces. These correlations are used to update convective resistances at every
time step throughout the simulation.
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Using Equation 2.80 the centre of discretisation was calculated. Prior to conduct-
ing the simulation, indicative values for convection rates are required for the cal-
culation of Biot numbers so that discretisation levels can be determined. Values of
50 W/m2K and 10 W/m2K for the external and internal boundaries have been used,
respectively. These values can be determined by examining historical data, otherwise,
typical values for forced and natural convection can be used. Furthermore, a time
scale of one hour is used to calculate Fourier numbers and Figure 4.9e is used to deter-
mine the number of elements. This should provide solutions within ±5% of a highly
accurate benchmark numerical solution.
In addition to assessing the accuracy of the proposed discretisation scheme, the
accuracy of including resistance-only layers for the external plasterboard and insula-
tion are also considered. Moreover, to assess the importance of local thermal prop-
erties, the thermo-physical information of all the layers are combined to determine
the properties of an equivalent homogenous layer. This maintains the overall thermal
capacitance and thermal resistance of the wall. Each simulation is compared to a high
resolution model, 200 elements per layer, with results shown in Figure 4.17b.
As can be seen, the desired accuracy was achieved by following the discretisa-
tion scheme proposed within this thesis. Furthermore, the accuracy was severely com-
promised when the external plasterboard was considered as a resistance-only layer,
despite it only accounting for ∼ 3% of the total thermal capacitance. The case of in-
sulation being considered as a resistance-only layer resulted in little loss of accuracy
being observed, the insulation layer accounts for less than one percent of the overall
capacitance and was only assigned one element during the initial discretisation of the
wall. Finally, the equivalent homogenous layer offered the lowest accuracy, despite in-
creasing the number of elements from 6 to 9. This indicates that the local properties of
the materials and the order of the layers are important in achieving accurate results.
This point is further demonstrated by a qualitative comparison between results in
Figure 4.17c and Figure 4.17d. These depict contour plots of local wall temperatures
(x-axis) vs. time progression (y-axis). These results show that the transient wall tem-
perature profiles differ greatly over the entire 360hr duration of the simulation. This
also indicates that discretisation methods which include aggregating materials/layers,
without applying optimisiation to determine effective thermal resistances and capaci-
tances, could encounter issues regarding the accuracy of both energy storage and local
temperature predictions.
4.3.5 Summary
The aim of this section was to present a discretisation scheme for multi-layer struc-
tures that provides accurate results without excessive computational expense. The
concepts underpinning the proposed method build upon previous results for accu-
rately simulating homogenous thermal storage media. The proposed methodology is
well founded in heat transfer theory since it preserves structural physical properties
and is also based on governing thermal diffusion equations. Dimensionless parame-
ters of Biot and Fourier numbers are used to generalise these equations to all wall
scales and material types. Additionally, the calculation of a centre of discretisation
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accounts for the relative contribution of the different boundary conditions which aids
in distributing elements in accordance with expected thermal gradients.
An expression was derived from the equations of steady state heat transfer with
heat generation to determine a centre of discretisation. For extension to transient appli-
cations, this required a special case of steady state multi-layer heat generation where
the magnitude of the heat fluxes in each layer is directly proportional to thermal capac-
itance per unit volume. Additionally, the centre of discretisation was demonstrated in
its ability to calculate the point of inflection/turning point of thermal boundary layers
within transient applications.
For the universal discretisation of different wall constructions, a layer-by-layer
approach is proposed which utilises a logical and easily-calculated alteration to the
Biot number which accounts for spatial position within the structure. For all cases,
the proposed method provided the desired level of accuracy in line with associated
time frames, indicating that an excessive number of elements was not included to
achieve accurate predictions. Additionally, it was demonstrated that both linear and
logarithmic element distributions can be used. Logarithmic spacing is only applied
within the external layers of the wall. Unreasonable element distributions would result
if it was employed within internal layers, as large elements would be placed before
smaller elements at the interface between layers.
The impact and applicability of resistance-only layers was also addressed. It was
shown that each layer’s position in a wall can largely impact the transient behaviour
of the overall structure. The importance of each layer is not dictated by its thermal ca-
pacitance alone but its position and relative energy storage also need to be considered.
The importance of including a transient element for external layers was particularly
highlighted. Furthermore, a model of a multi-layer wall under typical ambient con-
ditions was examined, showing that the model based on the proposed methodology
provided the desired level of accuracy. The simulations also demonstrated the impor-
tance of considering local thermal properties and their distribution, as opposed to
global thermal characteristics.
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4.4 guidance on discretisation in energyplus
Having presented a universal discretisation scheme that can be applied to all multi-
layer structures, the aim of this section is to extend the same underlying princi-
ples to the discretisation scheme currently employed within the building energy soft-
ware package EnergyPlus. These principles include: quantifying spatial discretisation
effects for EnergyPlus’ surface-element discretisation scheme; presenting results in
terms of Biot and Fourier numbers; applying a layer-by-layer discretisation approach;
and providing a means of calculating Biot numbers so that each layer’s relative posi-
tion within a structure is considered.
EnergyPlus offers two solution methods for modelling structural components,
the conduction transfer function approach and an implicit finite difference method.
Both of these approaches use the same linearly-spaced surface-element discretisation
scheme. This discretisation scheme utilities two user-defined parameters to determine
the number of elements for inclusion within each layer. The aim of the work presented
in this portion of the study is to provide guidance on the selection of these two pa-
rameters so that accurate and efficient models are achieved.
The spatial discretisation scheme employed within EnergyPlus differs subtly from
those previously utilised within this study, as it uses a surface-element placement
of elements instead of a cell-centred approach. Hence, the accuracy associated with
linearly-spaced surface-element distributions is assessed. The results are then used to
provide guidance on optimal discretisation levels. These results are presented in terms
of Biot and Fourier numbers so they are applicable to all materials and physical scales.
From an initial investigation of EnergyPlus’ discretisation scheme, it was found that
the current approach does not consider the effects of Biot number when determining
discretisation levels. Previously in this study, the Biot number was shown to play a
significant role in achieving accurate and efficient thermal models. By utilising the
guidance presented on optimal discretisation, this issue can be addressed.
The guidance provided on optimal discretisation cannot be implemented directly
into EnergyPlus without source code modification and re-compilation, which is out-
side the scope of the present study. However, results can be used to inform optimal
user-chosen values for EnergyPlus’ discretisation parameters. Therefore, a graphical
means of using optimal discretisation levels to determine EnergyPlus discretisation
parameters is provided. Finally, a number of simulations are conducted to validate
the guidelines presented.
4.4.1 EnergyPlus’ Discretisation Scheme
EnergyPlus employs a linearly-spaced surface-element discretisation scheme within
both its conduction transfer function (CTF) and implicit finite difference approaches,
which are used to simulate the thermal responses of structural components. Within
this discretisation scheme, two parameters are used to determine discretisation levels
for each layer of construction. Namely, these parameter are the number of evalua-
tions per hour (N) and a discretisation constant (C). The discretisation constant is
an inverse Fourier number, with element width used as the characteristic length and
the simulation time step used as the characteristic time scale (∆t = 3600N ), as shown
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in Equation 4.14. It should be noted that this definition of the Fourier number dif-
fers significantly from the convectional Fourier number used throughout this study,
whereby, characteristic lengths and time scales are related to wall/layer thickness and
boundary condition oscillation periods, respectively. To distinguish between these two








Using a prescribed discretisation constant, C, and number of evaluations per hour,
N, an approximate width of each element is calculated using Equation 4.15. This is












The values and n′ is an approximate value which may not be an integer, hence,
the number of elements, n, included within each layer is obtained by rounding-up
n′ from Equation 4.16. Finally, the width of each element within a layer is calculated
using Equation 4.17. Notably, the elements placed at the surface of a layer are assigned




The discretisation schemes for the CTF anf finite difference approaches are the
same but subtly differ in the allowable values of the discretisation parameters, C and
N. Within the finite difference method, the default value of the discretisation con-
stant is three, whereas, in the CTF approach it is two. These default values are based
on standard stability criteria for explicit numerical solutions. As stated in the source
code, these values were chosen due to a lack of a better alternative [22]. When the
finite difference approach is selected, the user can specify any desired value of the
discretisation constant, however, in the CTF approach it is fixed at the default value of
two.
Conversely, the CTF approach is more flexible in terms of the number of time
steps per hour that can be selected. This allows the number of time steps per hour to
range from 1 to 60, as long as the selected value is a factor of 60. However, only three
values are available for the number of time steps per hour when the finite difference
approach is selected. These are values of 20, 30 and 60.
Within the finite difference approach, a minimum of two elements must be in-
cluded within each layer, these are placed at the surfaces of the layer. Notably, there is
no upper limit on how many elements can be included. On the other hand, the CTF
approach imposes both minimum and maximum limits on the number of elements
that can be included with any layer; these limits are 6 and 19 elements respectively.
These constraints will be considered when providing guidance on optimal discretisa-
tion parameters.
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4.4.2 Optimal Surface-Element Discretisation
Similar to the analyses previously conducted for cell-centred discretisation schemes,
the effects of spatial discretisation are quantified for the surface-element discretisa-
tion scheme employed in EnergyPlus. Results from this analysis are presented in Fig-
ure 4.18a. Spatial discretisation accuracy is assessed for the same range of Biot and
Fourier numbers considered earlier for cell-centred schemes, as described in Section
3.4. The ensuing results were used to provide guidance on optimal discretisation lev-
els, as shown in Figure 4.18a. The contour lines indicate optimal discretisation levels
required to achieve 95% spatial discretisation accuracy for surface-element discreti-
sation schemes. Notably, the reported results only accounts for spatial discretisation
effects and cannot account for other sources of inaccuracy within EnergyPlus, such as:
temporal discretisation; boundary conditions updating; convergence issues etc. There-
fore, it is anticipated that the overall accuracy of EnergyPlus simulations will be lower
than the indicated 95%. Nevertheless, spatial discretisation effects are expected to con-
stitute the largest source of error, hence, results are expected to be near this indicated
level of accuracy.
As the Biot number is currently not considered within EnergyPlus’ discretisation
scheme, there will be many situations where the discretisation levels suggested by Fig-
ure 4.18a will not be in agreement with the number of elements implemented within
EnergyPlus when default values are used. For high Biot numbers, the number of el-
ements implemented within EnergyPlus will likely be lower than that suggested by
Figure 4.18a, leading to less accurate results. While for low Biot numbers, Energy-
Plus will likely include more elements than recommended which provides accurate
solutions but at unnecessary computational expense.
To examine the effects that varying discretisation levels have on prediction accu-
racy, a further assessment is conducted. Within this assessment, two benchmark cases
are considered: (1) A 50mm concrete wall with a Biot number of 2 and a Fourier











































































Figure 4.18: Guidance on the optimal level of discretisation for EnergyPlus models & as-
sessing the effects of altering discretisation levels. (a) Contour plot indicating
the optimal level of discretisation to achieve 95% spatial discretisation accuracy.
(b) Comparison of the number of elements resulting from the default EnergyPlus
discretisation method and the optimal discretisation method.
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of 0.1. These cases are chosen as they are indicative of external and internal walls
within buildings, respectively. By using EnergyPlus’ CTF approach with default set-
tings, three elements will be included for both simulations. By utilising Figure 4.18b
to determine discretisation levels, eight and nine elements should be implemented to
achieve 95% prediction accuracy. To assess the effect of not considering the Biot num-
ber during discretisation, simulations were conducted for a range of discretisation
levels for walls with a Biot number of 1 and 10, respectively. Energy storage predic-
tions for a Fourier number of 0.1 was taken for each simulation and compared to an
analytical solution, to assess spatial discretisation accuracy. The ensuing results for
prediction accuracy were compiled and are shown in Figure 4.18b, depicting simula-
tion error with respect to discretisation levels.
From examining the results presented in Figure 4.18b, the optimal number of el-
ements was selected by using the guidance provided in Figure 4.18a. In both cases,
including fewer elements prevents the desired level of prediction accuracy from be-
ing achieved. For the first case, there is a 20% loss in prediction accuracy incurred by
including three elements instead of eight elements. While in the second case, the dis-
crepancy in prediction accuracies between the optimal level of discretisation and the
default EnergyPlus discretisation method is in excess of 50%. This clearly highlights
the need to consider boundary conditions characterised by the Biot number, when
determining discretisation levels.
4.4.2.1 Layer-by-Layer Calculation of Biot and Fourier Numbers
In order to determine optimal discretisation levels from Figure 4.18a, a Biot and
Fourier number is required for each layer. Within this section, an alternative layer-by-
layer Biot numbers calculation is introduced for simplicity. This is based on resistance-
networks rather than the centre of discretisation approach presented in Section 4.3.1,
but both are analogous. Similar to the interpretation presented in the universal dis-
cretisation scheme, the Biot number is interpreted as the ratio between each layer’s
conductive resistance and the resistance from the layer’s surface to the ambient envi-
ronment, Equation 4.12. Due to planar walls being considered, all resistance terms are
again presented per unit surface area, i.e. R-values. As an example of this resistance-
network calculation procedure, the Biot number for the second leftmost layer within
a multi-layer wall is considered, as shown in Figure 4.19.
The conductive resistance term is calculated using Equation 4.18a, whereas, the


































Equation 4.19 shows a general form of the resistance-network Biot number cal-
culation. This was obtained by comparing Equation 4.18a & 4.18b and using the Biot
number definition presented in Equation 4.12. This generic equation is applied to each
layer in a layer-by-layer discretisation procedure, where the variable i is the layer un-
der consideration and l is the total number of layers within the wall.
4.4 guidance on discretisation in energyplus 97
Figure 4.19: Calculating Biot numbers using resistance-networks. The Biot number used to
determine discretisation levels is calculated as the ratio between the conductive

















The Fourier number for each layer is calculated using Equation 4.20. In this case
the characteristic lengths are half the layer thickness, Lc = Li2 . The time scale of the
Fourier number relates to the period of oscillation of the boundary conditions or the
first time of interest, and is distinct from the simulation time step, ∆t. A full discussion





Having calculated all the Biot and Fourier numbers, optimal discretisation levels
can be determined using Figure 4.18a. It should be noted that this resistance-network
approach for calculating Biot numbers is slightly more conservative than using the
previously discussed centre of discretisation approach. The inclusion of parallel resis-
tances reduces the thermal resistance between a layer and the ambient environment,
leading to higher Biot numbers. However, this approach is suggested as it is easier to
implement.
4.4.3 Optimising EnergyPlus’ Discretisation Parameters
Having calculated Biot and Fourier numbers for each layer, optimal discretisation
levels can be determined by using Figure 4.18a. As these values cannot be directly
implemented within EnergyPlus, they will be used to calculate optimal values of En-
ergyPlus’ discretisation parameters. The relationship between optimal discretisation,
the number of evaluations per hour and the discretisation constant can be determined
by combining Equations 4.14 & 4.17. This expression is shown in Equation 4.21a.
By determining an optimal discretisation level and selecting the number of evalu-
ation per hour, Equation 4.21a can be used to calculate an optimal discretisation con-
stant. This discretisation constant is the maximum value that will result in the optimal
discretisation levels being employed within EnergyPlus. Therefore, it is recommended
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Figure 4.20: Selecting optimal EnergyPlus discretisation parameters. Contour lines represent
the number of time steps per hour, the y-axis is the spatial discretisation constant
and the x-axis is calculated based on the optimal level of discretisation.
that its value is truncated to three significant figures when being specified in Ener-
gyPlus input file; this will prevent under-discretisation. Alternatively, Equation 4.21a
can be rearranged in order to provide an optimal number of evaluations per hour, as
shown in Equation 4.21b. This method is appropriate when the for CTF approach is












As an optimal discretisation level is determined for each layer, this results in the
same number of optimal discretisation parameters being calculated. However, only a
single value can be implemented for the entire model. Therefore, it is advised discreti-
sation parameters are selected to provide accurate solutions within the most restric-
tive/limiting layer.
Figure 4.20 shows a graphical representation of Equation 4.21a, this graph relates
the optimal level of discretisation (x-axis), number of time steps per hour (contour
lines) and the discretisation constant (y-axis) to one another. This allows for the re-
quired EnergyPlus discretisation parameters to be easily determined for both the CTF
and finite difference approaches. The suggested method for using Figure 4.20 to select
discretisation parameters is summarised as followed:
1. Calculate Biot numbers and Fourier numbers for each layer of construction
within the building by using Equation 4.19 and Equation 4.20, respectively.
2. For each set of Biot and Fourier numbers, determine optimal discretisation levels
using Figure 4.18a.
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3. Discard layers that only require less than or equal to the minimum number of el-
ements from further consideration. This equals two elements for the finite differ-
ence approach and six for the CTF approach. These layers will still be discretised
to the minimum discretisation level but by removing them from consideration
they will not cause over-discretisation in other layers.





2 for each layer.




2 , as it corresponds to the most re-
strictive layer. This will ensure predictions for all layers are accurate. The selected
value is used as the x-coordinate in Figure 4.20.
6. Use this x-coordinate within Figure 4.20. Depending on the selected solution
method this value should be used as follows:
a) For the CTF approach, take C = 2 along with the calculated x-axis coor-
dinate and read the number of evaluations per hour that will provide the
optimal level of discretisation from where they intersect.
b) For the finite difference approach, select any of the three allowable number
of evaluations per hour i.e. 20, 30 or 60. The optimal discretisation constant
is read from the intersection between the calculated x-value and the contour
line associated with the selected number of evaluations per hour.
7. Proceed to use these discretisation parameters within an EnergyPlus input file.
The presented methodology enables the Biot number to be considered when con-
ducting simulations in EnergyPlus. This accounts for both boundary conditions and
relative layer position when determining discretisation parameters. Notably, within
EnergyPlus a single set of discretisation parameters that is applied to all layers, there-
fore, the selected value is limited by the most restrictive layer. However, EnergyPlus’
discretisation scheme could easily be improved by allowing different discretisation
constants to be applied to each layer, instead of assigning a global value to the entire
simulation.
4.4.4 Validation of the Proposed Approach
Two validation tests have been conducted to assess the applicability of the guidance
provided on the selection of discretisation parameters within EnergyPlus simulations.
These test cases are for: (1) A single layer wall with a step-change boundary condition
and (2) A multi-layer wall, taken from ASHRAE standards for a typical construc-
tion type, with realistic boundary conditions informed by an EnergyPlus weather file.
For both cases, EnergyPlus’ finite difference method and a simulation time step of
3 minute have been used. Furthermore, simulation accuracy is assessed by compar-
ing energy storage predictions to those observed from a 100-element reference model.
The results of these validation tests are presented in Figure 4.21 & 4.22 and discussed
hereafter.
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4.4.4.1 Single Layer Wall Subject to a Step-Change Boundary Condition
In this case, a simple single-zone building assumed to have homogenous concrete ex-
ternal walls is examined. The single-zone and external wall have initial temperatures
of 15◦C and at the beginning of the simulation the ambient temperature and zone
temperature instantaneously rise to 35◦C. While this is an unrealistic condition, it
provides a step-change boundary condition. Three simulations are conducted for this
single zone building, differing only in the characteristic time scales used to calculate
Fourier numbers. These time scales are 20 minutes, 3 hours and 5 hours which re-
sult in Fourier numbers of 3.75× 10−2, 3.38× 10−1 and 5.62× 10−1, respectively. In all
three cases, symmetric convection rates of 8 Wm−2K−1 led to Biot number of 0.4. By us-
ing these dimensionless parameters alongside Figure 4.20b, the optimal discretisation
level for each case is three elements, four elements and three elements respectively.
Despite an increase in Fourier number, an increase in optimal discretisation lev-
els from three elements to four elements is observed. This is a result of implement-
ing a surface-element discretisation scheme. Surface-element models respond quickly
to changes in boundary-conditions. Therefore, relatively high Biot numbers can be
modelled accurately with relatively few elements over short time frames. As time pro-
gresses, these simulations continue to over-predict energy storage and tend to become
less accurate; leading to more elements being required at higher Fourier numbers.
Figure 4.21 shows the prediction accuracy when the external wall is modelled
with two elements, three elements and four elements, respectively. The three and
four element models are includes as they where determined as being optimal for
the three considered cases. Whereas, the two-element model is included for reference,
and demonstrates the effect of under-discretisation structural components. It can be
seen from the result presented in Figure 4.21 that by implementing optimal discretisa-
tion levels, overall simulation accuracies of 90% have been achieved in all three cases.















Figure 4.21: EnergyPlus simulation results for a single layer wall and a step-change bound-
ary condition. Simulation accuracy for simulations containing 2, 3 and 4 elements
within the external wall compared to a benchmark solution with 100 elements.
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4.4.4.2 ASHRAE Wall with Boundary Conditions Provided from a Weather File
To assess the effectiveness of the presented guidance for modelling more realistic
multi-layer walls in EnergyPlus, the proposed methodology is applied to a single
zone building with an ASHRAE standard external wall, ExtWall Mass ClimateZone
5. Additionally, the ambient conditions are taken from a default weather file within
EnergyPlus, Chicago, O’Hare Int. Airport, and a regular office heating schedule is im-
plemented, 9am-5pm Mon-Fri. The set point temperature for the zone is 21◦C during
scheduled occupancy periods.
From initially examining the weather file, internal and external heat transfer coef-
ficients of 7W/m2K and 20W/m2K are used for Biot number calculations and the full
length of the occupancy period is used as the characteristic time scale within Fourier
number calculations i.e. tc = 8 hours. The proposed optimal discretisation methodol-
ogy results in the external multi-layer wall being represented by six-elements.
This six-element model is compared to a simulation which uses sixteen elements
to represent of the external wall. This sixteen-element model is based on implementing
EnergyPlus’ discretisation scheme using default settings i.e. C = 3. Furthermore, to
assess the additional benefits of having even higher resolutions, a 32-element model
is also included within the analysis.
The results from these three simulations are presented in Figure 4.22. It can be
observed that the six-element model, based on the proposed guidance, achieves a
solution accuracy greater than 94% throughout, when compared to the benchmark
solution. The 16-element model, based on the EnergyPlus’ default settings, offered
less variability in its predictions, however, its average accuracy is similar. Further in-
creasing the number elements offers minimal improvement on prediction accuracy, as
evidenced by the 32-element model. It is worth noting that the default settings for
the CTF approach would include 21 elements within the multi-layer wall, further in-













Figure 4.22: Assessing the accuracy of EnergyPlus simulations of multi-layer walls with a
step change boundary condition. Simulation accuracy for three models of exter-
nal multi-layer walls represented with 6, 16 and 32 elements, respectively.
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4.4.5 Comparison of Discretisation Approaches
Within this section, simulation results for a multi-layer wall are compared based on
four different discretisation scheme. These discretisation schemes are: (i) The proposed
discretisation scheme presented in Section 4.3. (ii) EnergyPlus’ discretisation scheme
based on the default CTF discretisation parameter of two and a time step of one hour.
This time step is chosen as many building energy simulations use hourly evaluations.
(iii) EnergyPlus’ discretisation scheme based on the default finite difference discretisa-
tion parameter of three and a simulation time step of one minute. EnergyPlus limits
the finite difference approach’s time step to less than three minutes. (iv) An optimised
3R2C model presented by Gouda et al. [35].
The multi-layer wall has been selected from the study of Gouda et al. [35] to facil-
itate a comparison of results and a schematic of this four-layer wall is shown in Figure
4.23a. The wall is subject to the same ambient conditions used within Section 4.3.4,
where the accuracy of the proposed methodology was assessed for realistic boundary
conditions. Here, simulation accuracy is assessed in terms of predicted energy storage
relative to a high-resolution simulation with 100 elements per layer.
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Figure 4.23: Comparison of simulation accuracy based on different spatial discretisation ap-
proaches. Simulation accuracy is assessed in terms of energy storage relative to
a high-resolution numerical solution with 100 elements per layer. (a) Schematic
of the four-layer wall, along with each layer’s thermo-physical properties, which
has been discretised based on (i) The proposed methodology presented in Section
4.3. (ii) EnergyPlus discretisation scheme using default settings for the CTF so-
lution. (iii) EnergyPlus’ discretisation scheme using default settings for the finite
difference solution. (iv) Optimised 3R2C model presented by Gouda et al. [35]. (b)
Spatial discretisation accuracy for each of the four discrete representations of the
wall.
The discrete representations of the wall based on the various discretisation schemes
are presented in Figure 4.23a. The proposed methodology was discretised based on a
spatial discretisation accuracy of 95% and a characteristic time scale of one hour, this
resulted in eleven elements being included. The optimised model presented by Gouda
et al. is the least computationally intensive, having only two discretisation elements.
EnergyPlus’ discretisation scheme based on default CTF values also offered a lower
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level of discretisation when compared to the proposed approach, with six elements be-
ing incorporated. Alternatively, EnergyPlus’ finite difference default settings resulted
in the highest level of discretisation with thirty elements. In terms of computational
time, the optimised second-order simulation was completed in the shortest time. The
relative computation times for the proposed methodology, EnergyPlus’ discretisation
scheme based on CTF settings and EnergyPlus’ discretisation scheme based on finite
difference settings were 1.3, 1.15 and 1.69, respectively.
Figure 4.23b shows the results for each simulation’s prediction accuracy. As can
be seen, both the proposed methodology and EnergyPlus’ finite difference default
settings provided the desired level of accuracy. However, EnergyPlus’ CTF approach,
based on a simulation time step of one hour, resulted in the simulation repeatedly in-
curring errors of up to 20%. Additionally, the optimised second-order model offered
the least accurate solution, with predictions deviating from the high-resolution refer-
ence model by over 50%.
These results show that the proposed approach offers the best computational ef-
ficiency for an accurate model. Using default finite difference settings within Energy-
Plus provided accurate results, however, the computational efficiency can be improved
by following the guidance presented in Section 4.4.3 to determine optimal discretisa-
tion parameters. Similarly, this guidance can also be used to determine an optimal
simulation time step when the CTF approach is selected.
4.4.6 Summary
A review was conducted highlighting the role of the two user-defined parameters
currently employed within EnergyPlus, the number of time steps per hour and a dis-
cretisation constant. It was found that the current method does not account for the
effects of boundary conditions or relative layer positions when determining discretisa-
tion levels within structural components. Firstly, guidance was presented in the form
of a contour plot for optimal discretisation which allowed for the Biot number to be
considered. Thereafter, a methodology was presented aiding users in selecting opti-
mal parameters within EnergyPlus so that accurate, yet efficient, simulations can be
achieved.
A number of validation cases demonstrate that the proposed guidance provides
accurate solutions with increased computational efficiency when compared to the cur-
rent discretisation methodology employed within EnergyPlus. Finally, it is noted fur-
ther improvements could easily be obtained by altering EnergyPlus’ discretisation
scheme so that each layer is assigned individual discretisation constants, instead of
the applying a single value to all layers. However, works to alter source code were
considered out of the scope in the current study.
104 guidelines for optimal discretisation
4.5 closure
The aim of this section was to address the current information gap associated with
achieving accurate and efficient thermal conduction/storage models by quantifying
discretisation effects. A novel metric was introduced which allowed for the effects of
spatial and temporal discretisation to be assessed and reported independently. The
assessment of these effects is well founded in heat transfer theory and the govern-
ing dimensionless parameters of the Biot and Fourier numbers are used to provide
generality to results so that reported guidance is equally applicable to all materials.
Firstly, a large scale simulation study was conducted for evenly-spaced discretisa-
tion schemes. By comparing energy storage predictions from direct solutions to equiv-
alent analytical solutions the effects of spatial discretisation have been quantified for
the first time. Similarly, temporal discretisation has been assessed by comparing direct
solutions to implicit numerical solutions. The results from the simulation study have
been analysed and used to create contour plots indicating optimal discretisation lev-
els and simulation time steps required to achieve accurate simulations. Furthermore,
during the assessment of evenly-spaced discretisation schemes the classical lumped-
capacitance approach was also assessed in significant detail. The presented results
show that the lumped capacitance approach can be extended beyond the typically-
reported limiting criterion of a Biot number less than 0.1 in two cases: accurate results
can be achieved for Biot numbers up to 1 at low Fourier numbers by using a single
surface-element; and all Biot numbers can be accurately modelled provided there is a
sufficiently high Fourier number, Fo > 2.
In order to enhance the computational efficiency of solutions, a logarithmic dis-
cretisation scheme was also examined to place elements in accordance with thermal
gradients. Using an optimisation procedure a single exponent is presented for each
discretisation level. Results are again presented in terms of Biot and Fourier numbers
adding generality to the presented guidance. Interested parties are presented with
contour plots, providing guidance on the number of elements and spacing exponents
required to achieve accurate simulation predictions at near minimal computational
cost. By comparing the results to linear distributions, a four- to fivefold reduction in
the number of elements is achieved without any loss in prediction accuracy. Also, the
proposed centre of discretisation principle provided a further improvement in compu-
tational efficiency for walls with asymmetric boundary conditions whilst maintaining
the desired level of prediction accuracy.
Having presented methodologies to accurately and efficiently model homogenous
materials, an extension of these principles was sought for multi-layer walls. This
resulted in the definition of a new universal discretisation scheme for multi-layer
structures being introduced, which can be applied to any construction type. Firstly,
the centre of discretisation principle was successfully extended to multi-layer walls
which allows for the relative effect of boundary conditions to be considered during
the discretisation process. This information is used within a layer-by-layer discretisa-
tion methodology to determine the number of elements to assign to each layer. The
proposed methodology was demonstrated in its ability to achieve accurate simula-
tion results. Furthermore, the impact and applicability of resistance-only layers was
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addressed. The importance of including transient terms for external boundary layers
during transient analyses was particularly highlighted.
Finally, the current surface-element discretisation scheme employed within Ener-
gyPlus was reviewed and it was found that Biot numbers are not considered. Results
were presented for optimal discretisation levels for linearly-spaced surface-element
discretisation schemes. A methodology was then presented to translate the results
for optimal discretisation levels to optimal user-defined parameters within Energy-
Plus. A number of validation test cases using the proposed methodology were demon-
strated to provide accurate solutions, with increased computational efficiency when
compared to EnerrgyPlus’ current discretisation methodology. Notably, this also high-
lights that there is further potential to improve EnergyPlus’ discretisation scheme by
considering different discretisation constants for each layer, instead of applying a sin-
gle value to the simulation.

5R E S U LT S & D I S C U S S I O N PA RT I I : D ATA - D R I V E N
A P P R O A C H E S F O R I M P R O V E D E N E R G Y
E F F I C I E N C Y I N S M A RT B U I L D I N G S
Within this chapter data-driven approaches for improving smart building energy ef-
ficiency are examined. Firstly, data-mining is applied for the purpose of knowledge
discovery. This aims to reveal previously unknown trends and potential methods of
improving thermal performance in an existing commercial facility using instrumenta-
tion. The facility being considered herein is Hewlett Packard Laboratories HQ located
in Palo Alto, California. This premises contains six buildings with over two-thousand
data streams being recorded.
Smart buildings produce vast amounts of data relating to energy system oper-
ations, however, much of this data currently goes unused. Within this thesis, three
data-mining techniques are used, these are: data exploration; statistical methods; and
machine learning. The use of data exploration demonstrates the potential to detect in-
teresting system performance features using graphical means. These graphical means,
while simple, allow for facility managers to quickly and easily assess high dimen-
sional and transient behaviours which cannot be automatically reported by conven-
tional data-mining approaches.
Graphical approaches provide a useful means of assessing building system per-
formance and also provide results that are easy to interpret. However, finding the
interesting data to analyse is labourious and time consuming, due to the size of the
data set. This prevents effective troubleshooting of detected faults and causes ineffi-
ciencies to go unaddressed. In light of this, a statistical approach based on information
entropy and mutual information is employed to identify dependencies within the sys-
tem. In addition to this, descriptive statistics are used to categorise data streams into
groups of logical controls, set points, controllable devices and continuous measure-
ments. Categorising the data speeds-up data exploration and allows for targeted test-
ing to be preformed e.g. finding logical devices that are off-schedule or controllable
devices that continuously operate near their maximum. In addition to these graphical
and statistical approaches, an unsupervised method of creating neural network mod-
els from BAS data is introduced which removes the need for building operators to
specify model inputs and outputs prior to training the model.
Currently, facility managers must choose control settings for multiple devices
within buildings or facilities. However, the effect of altering these settings is unclear
due to the complex and interconnected nature of energy systems. Owing to this, it
is typical for control parameters to remain unchanged for long periods of time. In
recent times, artificial intelligence has emerged as a means of addressing tasks that
require predictive capabilities beyond human ability or in instances where unpractical
time demands are placed on people. Both of these characteristics are true of current
control strategies employed in smart buildings. An artificial intelligence algorithm
based on artificial neural networks is examined herein for its ability to achieve en-
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ergy efficient autonomous control of smart buildings. Within this study a simulated
building environment is used. This allows for the real-limitations of data collection to
be overcome and enables the seasonal effects encountered throughout a full year of
operation to be considered. Autonomous control is employed during the commission-
ing stage of the building so no data is initially available to train the neural network.
Therefore, issues facing artificial intelligence controls within the first year of operation
are also addressed. Notably, the artificial intelligence algorithm is implemented at a
facility-management level and does not alter the control logic of individual HVAC
components.
To begin, the artificial control algorithm is given full random control of the system
settings. Data from this period is then used during the initial training of the neural
network. A method of updating the neural network is also presented which results
in predictions becoming increasingly accurate as more data becomes available, aid-
ing in improving both thermal comfort and energy efficiency. Finally, the proposed
approach introduces a novel optimisation procedure which allows neural networks to
optimise their own inputs. This removes the need for external optimisation algorithms,
speeding-up the process and fully utilising the learned features of neural networks.
5.1 knowledge discovery
Within this section, data-mining techniques are applied to a database from a large
six-building commercial facility aimed at discovering potential methods of improving
thermal comfort and energy efficiency. The building is owned by Hewlett Packard and
has over two-thousand data streams being constantly recorded. The data-mining ap-
proaches used within this thesis have been motivated by two key aims. The first aim is
to present data-mining methods that can be implemented without expert knowledge
in data-mining techniques i.e. providing automated approaches. Secondly, acknowl-
edging that one of the main issues confronting data-mining of such large facilities is
the labeling of sensor data, which varies largely between both components in HVAC
systems and buildings; the methods used will minimise the requirements for the data
labels to be identified or specified by users. A statistical approach is introduced which
uses mutual information to determine dependencies within the system. Results are
presented as correlation maps to visually guide data exploration. Additionally, a novel
application of autoencoders is introduced which allows for machine learning algo-
rithms to learn representations of the data without prior specifications of inputs and
outputs. The autoencoders allow for a single model to be used to conduct predictive
queries regarding system operations. One of the biggest criticisms of machine learning
so called black-box approaches has been the inability to distil physical interpretations
from their results. Thus, an impulse-response method is introduced herein to allow for
learned connections between variables to be identified. Finally, a number of visual rep-
resentations of BAS data are presented which show the ability to discover interesting
features of building operations using graphical means. Such approaches allow for tem-
poral and highly dimensional connections and features to be uncovered rather easily,
which are otherwise unattainable through conventional data-mining techniques.
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5.1.1 Data Exploration
Data exploration is a common data-mining method that primarily involves analysing
data using graphical means to gain insight into system operations. Prior to explor-
ing the data, the data must be cleaned during pre-processing. Data cleaning involves
indexing data streams and ordering data chronologically. New sensor readings are
given a row in the data set along with an associated indexing number. Each building
in Hewlett Packard Laboratories consists of a number of air handling units (AHU)
which control the internal conditions within the facility. The air handling units typi-
cally have both heating and cooling capabilities. Variable-speed fans are used to con-
trol the air flow rates and economisers control return air and outside air flow rates. A
number of air handling units also have variable air volume (VAV) boxes with reheat
capability and damper control. The air conditioning system has a number of boilers
located throughout the premises to supply hot water to the heat exchangers while
chilled water is supplied from chillers. In addition to the chillers, cooling towers are
also present to dissipate thermal loads to the ambient environment. Having access to
data from all the various system components allows for detailed analysis. However,
the vastness of the data set also poses as an issue for operators when attempting to
maintain large commercial facilities.
Figure 5.1 shows a number of data visualisation methods that can be used dur-
ing data-mining to assess the performance of HVAC systems. Figure 5.1a shows the
measured static pressure from an AHU over the course of one week, along with the
desired static pressure set point. Visually examining the performance of such data
streams allows for facility managers to confirm that the system is operating as de-
sired. Finding problems associated with maintaining set points is difficult in real-time.
However, issues become immediately apparent when a series of historical data record-
ings is considered. Similarly, Figure 5.1b shows the supply air temperatures from two
AHUs plotted with respect to the supply air temperature set points. Supply air tem-
perature set points are dynamically determined based on current zone temperatures
and a pre-programmed algorithm within the controller. Therefore, examining this data
as a time series will provide little insight into whether or not the system is operating
correctly. Plotting the recorded supply air temperatures against its set points on a scat-
ter plot will show if desired supply air temperatures are being achieved. The results
show that for the majority of the time the supply air temperature accurately matches
the desired set point temperature for both AHUs.
BAS data can also be used to create distributions and aggregate measures that pro-
vide insights into the long-term performance and behaviours of buildings and their
energy systems. Figure 5.1c compares the zone temperature distributions for three
VAV boxes, all of which are connected to the same air handling unit. The results shows
that each of the zones achieved a large proportion of zone temperatures close to the
set point of 22◦C. However, one of the zone temperatures, VAV box 3, has a tendency
to have a slightly higher temperature. These results allow adjustments to be made to
VAV box control settings to improve zone temperature uniformity. Notably, as these
results are based on more than two data streams, conventional statistical methods will
not provide such insights. Finally, Figure 5.1d shows the average temperatures of a
zone at hourly intervals throughout the week; this is based on two months of data.
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Figure 5.1: Graphical approaches to data-mining BAS. (a) Time series plot of the static pres-
sure of an air handling unit along with the static pressure set point. (b) Comparison
of the supply air set point temperatures from two air handling units with respect
to the recorded supply air temperatures. (c) Temperature distribution for the zone
control temperatures from three variable air volume boxes supplied by the same
air handling unit. (d) Average temperature within a zone throughout the course of
a week, based on two months of data.
Interestingly the results show the thermal storage effect of the building, whereby, the
average room temperature tends to increase for the same time of day throughout the
week due to the thermal capacitance of structural materials. To improve performance,
the system could be turned on earlier on Mondays to meet the desired room tempera-
ture prior to the beginning of the occupancy period (9am) and also switched off earlier
on Thursdays and Fridays, as the building takes a number of hours to cool down on
these days. Such transient maps can also be created for occupancy levels in a room
or other physical parameters, allowing transient dynamics or occupancy behaviours
within a building to be examined and local set-points to be appropriately altered.
5.1.2 Automation and Statistics
Beyond using graphical means, certain processes can be automated to enhance data ex-
ploration and assist facility management. One of the obstacles facing data-mining BAS
data is the lack of a naming convention applied to sensor labels. By categorising data,
this issue can be somewhat overcome. Descriptive statistics can provide key charac-
teristics for each data stream; these characteristics include: mean; standard deviation;
and information entropy. These descriptive statistics allow data streams to be cate-
gorised. The categories used within this work are: (i) Logical values: characterised by
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Figure 5.2: Examining the performance of a fan with high power consumption. (a) Compar-
ison of the speed of a variable fan drive with respect to fan power with colours
representing static pressures. (b) Plot of the air handling unit and total supply air
volume with colours representing fan power.
the presence of values of zero or unity. (ii) Set points: values not restricted to zero and
unity, but still have long progressions of single values and low information entropy.
(iii) Controllable devices and proportional controls: these include long progressions of
zeros associated with times when the system is switched off but vary throughout the
occupancy period. (iv) Variable measurements: values not fitting the other categories,
generally having larger information entropy and varying during unoccupied periods
e.g. room temperatures.
Categorisation of data in this manner is not fully rigorous but it does allow for
targeted tests to be performed, aiding in accelerating computational procedures. For
example, the categorisation of logical values enables algorithms to verify that every-
thing is operating to the correct schedule. In the case of controllable devices, having
significant proportions of recordings at or near maximum values can indicate poten-
tial for energy savings. An example of this observed in the current data set is for a
fan within an AHU which reports as frequently reaching its maximum variable-drive
speed. Figure 5.2a shows the relationship between the recorded data for variable fan
drive speed and fan power. When the fan speed reaches its maximum value the power
increases, this also coincides with a reduction in static pressure in the AHU. Addition-
ally, Figure 5.2b shows that the system is unable to maintain static pressure at high
supply air volumes which in turn causes the fan power to increase. This indicates
that the control settings for the variable air volume boxes could be altered to provide
lower flow rates, allowing static pressures to be maintained and ultimately reducing
fan power in the AHU.
Improving performance or resolving inefficiencies can be troublesome as navi-
gating data sets can prove to be difficult and time-consuming. In this thesis, mutual
information is used to highlight dependencies between data streams. Uncertainty coef-
ficients provide a quantitative measure of the information gained about one measure-
ment given the state of another. By comparing a range of sensor measurements, data
can be sorted to identify sensors which have a high probability of dependency. Figure
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Figure 5.3: Using mutual information to uncover dependencies within BAS. (a) Method of
calculating mutual information between two variables. Shown is the joint probabil-
ity distribution of a return air and outside air temperatures readings along with
their marginal probability distributions. (b) Shown is the correlation matrix associ-
ated with a chiller showing values of uncertainty coefficients. (c) Variable fan drive
speed of a cooling tower plotted with respect to five variables resulting in the high-
est uncertainty coefficients. (d) Mixed air temperature plotted with respect to both
outside air temperature and return air temperatures, the two variables with the
highest uncertainty variables.
5.3a visually illustrates the approach used to determine the mutual information esti-
mate for two variables, the outside and return air temperatures. Mutual information
is used to determine uncertainty coefficients, Equation 2.43. The marginal probabili-
ties of two variables being compared are the sums of the rows and columns of the
two dimensional discrete probabilities, respectively. These can then be used to cal-
culate information entropy. The correlation matrix associated with a single chiller is
highlighted in Figure 5.3b. This shows the ability of the approach to identify sensi-
ble system features. For example, the chilled water supply temperature is dependent
on the chilled water return temperature but not dependent on the chilled water flow
rate. Furthermore, it is correlated strongly with the evaporator conditions and is far
less dependent on the condenser conditions. The uncertainty coefficients can be used
to discover links between various data streams, allowing for faster troubleshooting
and data exploration. Furthermore, the results for uncertainty coefficients need not
be visually evaluated, rather the highest scoring uncertainty coefficients relating to a
variable of interest can be automatically reported, providing both related sensor labels
and database indicies. This allows for correlated data streams to be rapidly assessed.
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The results for the five highest scoring correlations relating to cooling tower fan speed
have been plotted in Figure 5.3c. This shows the ability of the approach to determine
both linear and non-linear relationships as it identifies strong links between cooling
tower fan speed and other cooling tower parameters as well as condenser water pa-
rameters. Additionally, the use of the correlations can provide information regarding
the control logic of devices. Figure 5.3d shows that the mixed air temperature of an
AHU is highly dependent on both the return air temperature and outside air temper-
ature; both of these are combined to minimise the difference between the mixed air
temperature and the desired supply air temperature.
The use of automation algorithms and descriptive statistics offers a means of guid-
ing facility managers to detect errors, flag potential methods of improving efficiency
and identify dependencies within the system. However, it provides no insight into
the means of adjusting control parameters that leads to increased energy efficiency,
rather this requires a modelling approach with predictive capacity. Within this thesis,
machine learning algorithms are investigated for this purpose.
5.1.3 Machine Learning
Finding potential areas for improvement and implementing optimal controls can prove
to have a large disconnect. Determining such actions generally requires predictive
capabilities so new settings can be evaluated prior to their implementation. One ap-
proach is to create a building energy model, using packages like EnergyPlus, that
allow for predictions to be made about the operation of a building. However, even
for experts this requires details regarding the structural materials, building occupancy
schedule etc. which are sometimes difficult to acquire, especially for old and mixed-
use buildings. An alternative approach is to use machine learning techniques which
leverage BAS data to create predictive models. The machine learning approaches ap-
plied herein utilises neural networks and autoencoders.
To examine the accuracy of such models, data collected for ten thousand time
intervals has been taken for the training and testing of artificial neural networks. The
time series data is randomised and split into three sections (i) Validation set (15%) (ii)
Training set (70%) (iii) Testing set (15%). The validation set is first used to evaluate
network parameters, e.g. number of hidden units and learning rates, and can also be
used during training to assess if over-fitting is occurring. The test set is only used after
neural networks have been trained to examine the generality of predictions. Neural
networks can be trained to predict target parameters by specifying both input and
output parameters. Figure 5.4 shows fan power predictions from a neural network
that uses input data from an AHU and its VAV boxes. The results show that the
neural network achieved an average accuracy of 97.5% for the test set. The training
of this model achieved 60, 000 parameter updates per minute on a standard personal
computer using a stochastic batch size and only took a number of minutes to train.
Once trained, these models can be used to examine if the performance of the system
is degrading over time or used to explore the effects of altering parameters. One of the
issues associated with neural networks is that they require inputs and outputs to be
separated and specified prior to training, supervised learning, which is difficult when
large data sets are encountered.
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Figure 5.4: Neural network predictions for fan power. Neural network predictions for fan
power within an AHU compared to recorded data.
This issue can be addressed by using autoencoders. Autoencoders are an unsu-
pervised learning technique that do not require data to be separated into inputs and
outputs prior to training. They also provide a base from which other neural networks
can be automatically derived. This is achieved by removing desired outputs from the
input layer of a trained autoencoder and retraining the model to compensate for the
loss of information. Figure 5.5a shows the structure of a neural network derived from
an autoencoder for a chiller, where the model has been adapted to predict total chiller
power. Regarding the structure of the autoencoder, the reduction in the number of
hidden units in the first hidden layer compared to the input layer causes the input
information to be compressed, hence, forcing the formation of strong connections.
Figure 5.5b shows the prediction accuracy of the original autoencoder along with a re-
trained version with the chiller power removed from the input layer. The results show
that both achieved an average prediction accuracy of 98.5%.
Autoencoders and neural networks are black-box approaches which have been
criticised within the literature for the lack of physical interpretation that their results
can offer. However, it is possible to obtain information regarding the relationship be-
tween inputs and outputs by examining impulse-responses. This is achieved by se-
quentially applying an impulse to every input and then observing the associated re-
sponse in the model’s outputs. A baseline prediction for total chiller power is obtained
by first setting all the inputs to zero. Then a single scaled impulse of 0.1 is applied
sequentially to each input and the difference between the predicted output from the
baseline prediction and the output corresponding to each impulse is observed. Fig-
ure5.5c shows the results of applying impulses to each input of the chiller model.
As the model is being used to predict chiller power, the magnitude of each impulse-
response corresponds to the influence that its associated input has on chiller power.
Whereas, the sign of the impulse response indicates if the chiller power increases or
decreases with an increase in each input. The results show that the neural network has
created a number of links that are in agreement with expectation. These indicate that
the chiller power will increase with higher return chilled water temperatures, flow
rates and cooling demands. Whereas, increasing the supply chilled water temperature
will decrease the power consumption.








































































































































































Figure 5.5: Autoencoder based model of a chiller with learned connections uncovered
through testing impulse-responses. (a) Structure of a neural network trained from
an autoencoder of a chiller used to predict chiller power. (b) Predictions for chiller
power from the original autoencoder and the retrained neural network. (c) Change
in chiller power prediction from applying an impulse to each of the retrained neu-
ral network inputs.
Due to the relatively low frequency with which set points and other control pa-
rameters are changed within typical BAS it is difficult for neural networks to suggest
optimal control parameters, as there is insufficient information to learn the full effects
of altering control settings beyond those typically utilised. Therefore, regularly chang-
ing control parameters provides additional information that can be used in machine
learning, leading to better predictions, energy efficiency and knowledge discovery.
Notably, optimisation of input parameters can also be undertaken for the case of in-
dividual components by using models such as the one presented for the chiller. This
results in suggestions such as reducing condenser water flow rate and decreasing
condenser water supply temperature being made, which will improve chiller perfor-
mance. However, both of these measures also affect the power consumption of cooling
towers which is not accounted for by component level neural networks. Therefore, for
full system optimisation the entire system needs to be considered.
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5.1.4 Summary
The aim of this section was to apply data-mining techniques, both graphical and math-
ematical, to BAS data in order to leverage recorded data from a large-scale facility to
provide insights to facility managers. A number of visual representations of data al-
lowed for trends and transient dynamics within buildings to be uncovered. To aid in
knowledge discovery, descriptive statistics were used to categorise data streams and
a normalised variant of mutual information was used to find dependencies between
data streams. This aids in identifying issues and accelerating finding resolutions.
Autoencoders have also been introduced as predictive modelling tools. This in-
volves the training of a single autoencoder to establish connections between data
streams. Thereafter, desired outputs can be selected and the autoencoder can be tran-
sitioned to a neural network. As autoencoders are unsupervised learning algorithms,
they reduce the requirements for expertise in machine learning, allowing for easier
process automation. Furthermore, a method of visualising connections established
within neural networks is introduced so that physical interpretations of outputs can
be observed. This involves examining the response of model outputs based on sequen-
tially applying input impulses. Highlighted within this section is the current diffi-
cultly of optimising system operations using neural networks due to the infrequency
with which new control settings are defined. Within the next section, an artificial in-
telligence algorithm based on neural networks will be examined for its potential to
achieve energy efficient autonomous control of building energy systems.
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5.2 artificial intelligence for building control via
neural networks
This section will investigate the potential for neural networks to achieve energy effi-
cient autonomous control of a HVAC system with both heating and cooling capabili-
ties. A simulated building environment and HVAC model will be used to synthesise
realistic sensor data for the purpose of training a neural network. By using a simu-
lated building, the real-time limitations of data collection are removed and allows for
the seasonal effects of a full year to be considered. The artificial intelligence algorithm
will control the operation of the building’s HVAC system with the objective of meeting
zone temperatures at near minimal fuel and electrical costs. A novel use of back prop-
agation is introduced to determine optimal system control parameters. This allows for
the learned connections within the neural network to guide the optimisation process.
Throughout the control period of the autonomous control algorithm, newly ac-
quired data will be used to update the neural network leading to continuously in-
creasing prediction accuracy. The success of neural network-mediated control will be
assessed through comparison with conventional human control settings for the same
building, energy system and boundary conditions. Notably, in cases where full au-
tonomous control is not desired the artificial intelligence approach could instead be
used in a semi-autonomous role, or an advisory role, whereby facility managers can
choose to override parameters, or indeed just use its predicted optimal system setting
as advisory notes during operation.
5.2.1 Building Description
Training data-driven models to predict optimal controls from building automation
system data is often not possible due to control parameters remaining unchanged for
long periods of time, as was discussed in Section 5.1.3. To train such models the data
must have adequate variability so that the effects of altering control settings can be
learned. In addition to requiring variance, a sufficient sample size is needed to prevent
the models from over-fitting training data. Each evaluation must also elicit a thermal
response within the building in order for accurate predictions regarding thermal com-
fort to be achieved. As a combined result of these factors, such a data acquisition
phase can be expected to be in the order of weeks or months. For many operational
buildings, altering control settings for such periods of time is not feasible. However,
by using building simulations, initial predictive models can be trained prior to im-
plementation. Subsequently, the models can be fine-tuned using building automation
data; with a significant reduction in the amount of operational training data required.
For initial neural networks to provide useful starting points, building energy sim-
ulations must provide thermal responses representative of physical reality. It was ob-
served in Section 4.4.5, that the discretisation scheme developed in this thesis offered
the best combination of accuracy and efficiency when compared to three other dis-
cretisation schemes, hence, it is used herein to discretise the structural components
within building energy simulations. Additionally, by coupling building energy simu-
lation with HVAC models, the full effects of altering each control setting can also be

































Figure 5.6: Building Details. Schematic of the building used within the simulations presented
alongside section details for the structural components. A resistance capacitance
network has been superimposed over the building which described the mathemat-
ical model used for the building.
ficiently during data acquisition. This portion of the study will focus on the training
of such initial neural networks based on simulated building environments.
The test building considered herein consists of a single air-conditioned zone with
an air handling unit. The ambient conditions for the building have been taken from
weather data for the California area. The ambient air temperature is included within
the building simulation as a boundary condition as well as within the energy system
models for an economizer and a cooling tower. In addition to ambient temperatures,
the relative humidity is also included in the cooling tower model to calculate air en-
thalpy. Heat transfer coefficients are constant throughout the simulation and are taken
as 5 W/m2◦C and 70 W/m2◦C at the internal and external surfaces, respectively. The
zone air temperature is desired to be at 22± 1◦C and the zone is heated/cooled on
weekdays (Mon-Fri) between 9am and 5pm.
In order to initialise sensible temperatures within the building simulation, an
original simulation was run using the first three weeks of weather data, with the
HVAC system turned off. The final temperature from the original simulation provided
initial conditions for the full year simulation. A simplified schematic for the building
is presented in Figure 5.6. This shows the main building construction details with
a resistance-capacitance network superimposed, describing the mathematical model
the building heat loss/gain. To provide realistic transient responses, the building’s
structural elements have been discretised by following the methodology proposed in
this thesis, this led to the external walls containing 18 RC elements. This is based on
spatial discretisation accuracy of 90% and a characteristic time scale of 1min. Notably,
for this simulation it is also assumed that there is no heat loss to the ground i.e. an
adiabatic boundary condition is applied.
Within this study, this building model serves a number of purposes as it accounts
for transient effects, interfaces with a HVAC system model, allows a full years ambi-
ent conditions to be applied as boundary conditions and provides a zone temperature
reading that is used to train the neural network. The current model is relatively simple,
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however, the main focus of this study is to address issues regarding the implementa-
tion of neural network based autonomous control, such as: initially gathering data;
selecting required inputs and outputs; implementing a new decision-making process;
and defining an appropriate objective function. If proven to be successful, these meth-
ods can be used within more detailed simulation studies that consider multi-zone
buildings, different HVAC systems and solar gains. The success of the autonomous
control algorithm is assessed in terms of its ability to maintain thermally comfortable
conditions at reduced running cost when compared to a typical control strategy.
5.2.2 System Configuration
The temperature of this single zone building is regulated by a single air handling unit
whose components are described in Figure 5.7. The air handling unit has both heating
and cooling capabilities, Figure 5.7a. An economiser is used to control the dampers
within the air handling unit such that the mixed air temperature is as close to the
set point temperature as possible, additionally, a minimum fraction of 10% outside
air is used to ensure air quality. The fan in the air handling unit is controlled by a
variable fan drive, this allows the volumetric flow rate of air being supplied to the
room to be specified as a control parameter. A boiler supplies the heating coil in the
air handling unit with hot water, Figure 5.7b. Upon passing through the heating coil,
returning hot water passes back through the boiler where its temperature is increased
to the specified hot water supply temperature. The fuel used within this building
simulation is kerosene. Cooling is provided by chilled water supplied from the chiller.
Upon returning from the cooling coil, the chilled water is cooled in the evaporator.
The heat is then dissipated through a condenser to the condenser water loop, Figure
5.7c. The exiting condenser water then flows to the cooling tower. A variable speed fan
operates within the cooling tower to dissipate heat to the ambient environment. The
required flow rate of air is dependent on both conditions for outside air temperature
and relative humidity, Figure 5.7d.
As the control of the system predominately specifies supply temperatures, itera-
tive solutions are used to determine mass flow rates through all heat exchangers until
the heat exchange rate is equal to that required to meet desired set point temperatures.
This mimics the operation of valves which regulate fluid flow rate to achieve the same
effect. Similarly, the compressor power is solved iteratively until the condenser tem-
perature is hot enough to transfer the full cooling load to the condenser water loop.
Further details for the building and HVAC system are presented in Appendix B.
The HVAC model is only used in the absence of real sensor data and it does
not inform, or form any part of, the artificial neural network control algorithm. The
role of the HVAC model is to simulate system operations based on selected control
parameters in order to provide supply air temperatures and flow rates to the building
energy model. The building energy model in turn provides zone temperatures and
accounts for the thermal storage effects within structural elements. Physical models
of HVAC equipment can be used to determine optimal control parameters within sys-
tems. However, it requires significant time to construct such models for each building
and assumes that inherent steady-state assumptions are negligible. Neural networks




























































Figure 5.7: HVAC Components. Schematic of the heating and cooling equipments modelled
within the simulation. (a) The air handling unit provides conditioned air to the
building. An economiser is used to determine the proportions of return and outside
air used to define the mixed air temperature. (b) A boiler supplies hot water to the
air handling unit, the returning water is heated in the boiler through heat exchange
with flue gas. (c) A chiller supplies chilled water to the air handling unit. The
returning chiller water is cooled in the evaporator of the chiller and the cooling
load is transferred to the condenser water loop in the condenser. (d) Cooling tower
supplies the condenser water to the condenser of the chiller. The heat is removed
from the condenser water loop through heat and mass transfer with the ambient
air in the cooling tower.
ideal and transient operating conditions. Physical models are generally favoured over
neural networks approaches when large amounts of historical data are not available,
such as in new buildings. One of the aims of this study is to demonstrate that artificial
intelligence approaches can be applied to new builds by including methods of gath-
ering data, training neural networks and then applying updating. Furthermore, the
same processes can be applied after renovations or during re-commissioning, whereas,
a new physical model would need to be developed.
5.2.3 Control Approaches
The aim of the work presented in this paper is to assess the control of a compact neural
network tasked with achieving autonomous control of a smart building system. The
aim is not necessarily to provide optimal control but rather to examine if artificial
neural networks can perform as well, or better, than typical human control scenarios
and do so in an autonomous manner. To assess the viability of this neural network
autonomous control, two simulations of the same building are run, only differing in
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Control Parameter Control set point
Set Point Manager
High Zone Low Zone High Supply Low Supply
24◦C 20◦C 25◦C 20◦C
AHU Air Volume 0.4m3/s
Chilled Water Temperature 12◦C
Cooling Tower Supply/Condenser Water Inlet 27◦C
Condenser Water Flow Rate 0.15kg/s
Hot Water Temperature 70◦C
Table 5.1: HVAC system control parameters for the simulation using typical human control set
points
the approach used to controlling the HVAC system. The first approach uses a typical
control strategy implemented in many existing buildings. The second approach allows
an artificial neural network to select the same settings within the energy system. After
an initial training period, the neural network is allowed autonomous control of the
parameters during scheduled occupancy periods. Outside of occupancy periods both
control methods are inactive and the HVAC system is switched off. Comparing the
neural network control to a typical control strategy provides a benchmark, allowing
for its effectiveness to be assessed.
5.2.3.1 Human Control
Within typical air-conditioned buildings, a facility manager or home-owner is required
to specify a number of control parameters, or inputs, for use within the control logic of
HVAC system components. The separate controls of each device can make monitoring
the performance of systems difficult. Further complicating the choice of control param-
eters is the interconnected nature of components within the system. The experience
of many building energy professional has led to guidance relating to good choices for
such control parameters, however, whether they are best for a specific building is un-
known. Additionally, the control parameters within HVAC systems must be changed
manually, this leads to control settings remaining largely unchanged for extended
periods of time and may remain unchanged throughout the course of a year, if experi-
enced personnel are not available. Notably, each of the parameters for controlling the
system herein are applied at system-management level and do not change the control
logic programmed into any component within the system. Table 5.1 shows the control
parameters and set points used when simulating the building under human control.
A set point manager is used to determine the supply air temperature which is based
on the zone temperature. The set point manager linearly interpolates the supply air
temperature set point between set maximum and minimum supply air values in pro-
portion to the current zone temperature relative to minimum and maximum desired
zone temperature settings.
5.2.3.2 Neural Network Control
Neural network control allows for the HVAC system of the building to be controlled
autonomously. One of the perceived advantages is that the neural network automati-
cally transforms statically controlled HVAC systems into dynamically controlled sys-
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tems, as control settings are updated with much greater frequency; once every minute
in this study. Also, the neural network will use its predictive capabilities to dictate
its control logic in order to achieve comfortable temperatures at low financial costs.
For the neural network control scenario, the control parameters of the human control
model have been replaced with the maximum and minimum values that can be im-
plemented during system control, as shown in Table 5.2. One difference between the
neural network and human control scenarios is that the neural network avoids the use
of a set point manager and instead has direct control of the supply air temperature.
The artificial neural network used to control the HVAC system contains two hid-
den layers, both with fifty hidden units. Autoencoders are used to pre-train the neural
network; this serves as a weight initialisation with the final set of weights, W3, selected
randomly from a uniform distribution [27]. Autoencoders are a type of feedforward
neural network where the models outputs are the same as its inputs, thus the aim is
to learn connections between inputs. The inputs to the first autoencoder are the same
as the inputs to the final neural network model. The input to the second autoencoder
is the hidden layer of the first autoencoder. The final weights from the trained au-
toencoders are used as initial weights during the training of the final neural network.
Figure 5.8a-b shows a graphical representation of the pre-training procedure used for
the neural network. Figure 5.8c shows the structure of the neural network, with la-
beled provided for inputs and outputs. The network’s outputs are the values that are
required to be monitored in order to assess thermal comfort and system running costs;
namely zone temperature, electrical consumption and fuel consumption.
The inputs of the model are the control parameters of the system, outlined in
Table 5.2, along with additional initial and boundary condition information that will
allow the neural network to learn the implications of encountering various conditions
within the building. These additional initial and boundary conditions are: current
zone temperature; ambient air temperature; and relative humidity. This means that
the neural network only requires recorded sensor data regarding ambient air temper-
ature, zone temperature, relative humidity, electrical consumption and fuel usage. All
other sensor recordings typically provided from a HVAC system are not required for
training, or operating, the autonomous artificial neural network.
The neural network has no access to any equations governing the physics of the
HVAC system or the building layout. Therefore, the neural network must learn to
accurately predict future temperatures and incurred running costs based on the cur-
rent temperature, ambient conditions and implemented control parameters. This is
achieved during the training phase of the neural network, whereby, the weights and
biases of the activation function, Equation 2.29, are altered to match predicted out-
puts with recorded data. This adds an attractive flexibility to neural networks as the
same neural networks structure can be applied to buildings with different occupancy
schedules, layouts and HVAC systems; as connections are formed based on building
specific data.
In order to successfully train the neural network, recorded data with sufficient
variability is required. Hence, the neural network is first allowed two weeks to ran-
domly control the HVAC system while monitoring the resulting zone air tempera-
tures and running costs. Figure 5.9a shows an example of 50 randomly selected sets
of control parameters along with the resulting zone temperatures, electrical and fuel
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Control Parameter Min Max
Supply Air Temperature 16◦C 28◦C
AHU Air Volume 0.3m/s 0.6m3/s
Chilled Water Temperature 5◦C 12◦C
Cooling Tower Supply/Condenser Water Inlet 24◦C 30◦C
Condenser Water Flow Rate 0.05kg/s 0.3kg/s
Hot Water Temperature 60◦C 80◦C
Table 5.2: Neural network control parameter limits which can be used within the neural net-























































































































































Figure 5.8: Neural network architecture with pre-training applied for weight and bias ini-
tialisation. (a) First autoencoder used during the pre-training of the neural network.
The weight (W1) and biases (b1) provide the initial values for the full neural net-
work. (b) Second autoencoder used to intialise the values of W2 and b2 in the final
neural network. The inputs to this autoencoder is the hidden unit layer of the first
autoencoder h1. (c) Structure of the final neural network used to autonomously
control the building. The inputs of the neural network are highlighted and have
been separated into the system control setting which can altered during optimsia-
tion and inputs which provide information on initial and boundary conditions. The
outputs are selected to provide information on the thermal comfort of the building
(zone temperature) and the operational cost (electrical and fuel consumption). The
network will be trained to learn the effects of altering the control settings on the




















































































































Figure 5.9: Generating training data via random control of the HVAC system. (a) 50 exam-
ples of randomly selected control parameters during the initial learning phase of
the neural network. Also presented is the resulting zone temperatures, electrical
power consumption and fuel flow rates resulting from implementing these control
parameters. All of the data has been presented in the scaled form required for
training the neural network. (b) For the control of the building during the initial
training period the randomly selected values are not scaled and input directly in
accordance with there physical scale, the time series shows 3,000 randomly selected
control settings. Within the initial training period the neural network was allowed
to randomly switch off the system with a probability of occurring for three times
a day. The length of time that the system was switched off was randomly selected
between 1-6 hours. (c) The original neural network predictions trained with the
two weeks of random control settings compared to the recorded data. The results
show that good prediction accuracy was achieved.
consumption. Using Equation 2.32, the data has been scaled to the required values
for neural network training such that all vary between ±1 for upper and lower limits
respectively. Notably, when providing the selected control parameters to the HVAC
system, the values are returned to their physical values such as those presented in
Figure 5.9b.
Throughout the random control period the neural network is allowed to switch
off the system with a probability of occurring three times a day. Having been switched
off, the system then remains off for between 1-6 hours, this allows the building to cool
down naturally and provides training data for the building’s response during start-up
periods. In all, this leads to the HVAC system being switched on for an average of
15 hours per day during this initial training phase. Only data corresponding to times
when the system is switched-on is used to train the neural network.
Figure 5.9c shows the predictions of the neural network trained using the initial
two weeks of data. The results show that the neural network is able to accurately pre-
dict zone temperature, electrical consumption and fuel usage with a high level of ac-
curacy. The average prediction accuracy for zone temperature, electrical consumption
and fuel consumption is 96.6%, 98.8% and 99.4%, respectively. Additionally for the
same variables, the percentage of predictions above 90% accuracy is 98.2%, 99.7% and
99.9%. As more data becomes available, the neural network model will be retrained to
further improve prediction accuracy. These updates are applied at one-quarter annual
intervals and all the recorded data up to the time when the update is applied is used
to retrain the neural network.
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The effectiveness of the neural network to autonomously control a building en-
ergy system is assessed herein by considering a range of topics including: tempera-
ture regulation within the building; operational costs; selection of control parameters;
and prediction accuracy. Other methods of determining control parameters within
smart buildings can be implemented using physical models or data-driven approaches.
However, the proposed neural network approach has a number of perceived advan-
tages. Firstly, the neural network is capable of learning characteristics of a system
that a conventional steady-state HVAC model is incapable of learning e.g. transient ef-
fects. Building energy simulations are used to mimic physical reality and can account
for transient effects, however, it requires simplifications and assumptions in order to
achieve allowable run-times and costs. Artificial neural networks do not make the
same assumptions, as adaptations are made to activation functions during learning
in order to minimise the difference between predictions and measured data. They
also replace the need for engineers to develop suitable discretised models of a build-
ing capable of accurately simulating thermal responses with an autonomous learning
process; saving time, money and potentially yielding enhanced predictions. It is also
important to note that in comparison to many other data driven approaches, the pro-
posed artificial neural network requires only a few measurement sensors for critical
outputs. This differs from other data-driven approaches employed in the literature as
no sensor information is required regarding the physical operation of the system, i.e.
parameter associated with the internals of the HVAC, and all building specific effects
are learned based on alterations to the control parameters. Not only does this add an
attractive level of flexibility to the neural network but it could potentially be useful
in determining the sensors required to effectively control a building. These required
sensors would relate the inputs and outputs of the network. Therefore, fewer highly
accurate sensors could be deployed in place of the dozens or hundreds of lower accu-
racy sensors currently found in many smart buildings.
5.2.4 Temperature & Running Cost
Both control approaches were set to provide a zone temperature of 22◦C in the build-
ing during scheduled occupancy periods, a value within ±1◦C was deemed to be ac-
ceptable for the purpose of human comfort. Figure 5.10a shows the total distribution
of the temperatures during scheduled occupancy periods throughout the year. From
these results, both approaches provided very good temperature regulation within the
building with the neural network model achieving an average temperature closer
to the desired set point. The chosen objective function trades zone air temperature
against the cost of providing the desired set points. Hence, the minimum value from
the optimisation procedure will likely not precisely correspond to providing the de-
sired set point but rather focuses on providing efficient operations.
With both control apporaches achieving good temperature regulation, their associ-
ated running costs are also examined. Figure 5.10b shows monthly costs broken down
into fuel and electrical consumption for both the neural network controlled simula-
tion and the human controlled building. This shows that the artificial neural network
achieved a reduction in cost for eleven of the twelve months of the year compared to
the human control settings. This is a promising result as neural networks could prove
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Figure 5.10: Comparison of temperature regulation and running costs. (a) distribution of the
temperatures from both simulations showing that the neural network approach
achieved good control of the zone temperature. (b) Monthly costs for both elec-
tricity and fuel for both control scenarios. (c) Cumulative total cost for both ap-
proaches throughout the year, showing that the neural network control approach
achieved a 20% reduction in cost.
very useful within buildings for reducing operational costs. Notably, selecting differ-
ent parameters for the human control approach may provide greater parity between
the two sets of results; however, finding better control parameters is precisely the
problem faced in all building management situations and addressed by this approach.
Figure 5.10c shows the cumulative cost for a year from both the neural network and
human control simulations. This shows that a 20% reduction in the overall running
cost of the system was achieved by the artificial neural network. Additionally, the
rate at which the neural network out-performs the human control strategy increases
throughout the course of the year. This is likely due to increased prediction accuracy
offered by the neural network as a result of the updates applied at one-quarter annual
intervals.
5.2.5 Control Performance
The neural network has control over six parameters within the system. The control pa-
rameters selected by the neural network are chosen based on minimising an objective
function which accounts for both the thermal comfort of the building and the cost of
running the HVAC system, Equation 2.82. The objective function’s magnitude is im-
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Figure 5.11: Neural network control logic - selecting control settings & learned features. (a)
Optimisation of 30 randomly selected input parameters for a desired air tempera-
ture of 22◦C with a zone temperature of 22◦C and an ambient temperature of 24◦C.
(b) The control parameters associated with the lowest control function values after
100 iterations are selected for use within the HVAC system. The evolution of the
selected control settings across the 100 iterations is presented. Applying the pro-
cess for a range of zone temperatures and ambient conditions the learned control
logic of the neural network can be interpreted. Contour plots are presented show-
ing (c) selected supply air temperature from AHU, (d) predicted zone temperature
and (e) electrical power required to operate the system.
proved iteratively using back propagation to alter the control parameters, which are
also neural network inputs, as shown Equation 2.83. The back propagation procedure
is applied to 30 random combinations of control settings. The use of multiple starting
points prevents the control settings becoming stuck during optimisation. Considering
multiple starting points does not slow down the procedure as back propagation is ap-
plied to all inputs simultaneously. This process is repeated until the target number of
iterations is reached. The control parameters that result in the lowest objective function
are used to control the HVAC system for the next time step. During back propagation,
the optimised control settings are constrained to be within 10% of their current values
as well as the operating limits outlined in Table 5.2. By limiting the values, this would
allow a physical HVAC system to response to changes made to control parameters
and keeps the parameters within the operating limits.
Figure 5.11 shows an example of this process being applied to determine the con-
trol parameters of the HVAC system. The considered case is for a current zone temper-
ature of 22◦C and an ambient temperature of 24◦C. Figure 5.11a shows the reduction in

















































































































Figure 5.12: Neural network control settings. The distribution of the control parameters se-
lected by the neural network compared to the control parameters used within
the human control scenario. Comparison of the selected control parameters for:
(a) Selected supply air temperatures, showing that the neural network selected
much wider set of temperatures compared to the set point manager. (b) Supply
air volumes. (c) Chilled water temperatures. (d) Condenser water temperatures.
(e) Condenser water flow rates. (f) Hot water temperatures.
From examining the results, it can be seen that good convergence is achieved after 100
iterations and this value has been used within the artificial control algorithm. Having
reached the pre-defined number of iterations, the control parameters that produce the
lowest objective function value are selected for use within the HVAC system. Figure
5.11b shows the evolution of the initially randomly-selected control parameters that
led to the lowest objective function value in Figure 5.11a. These selected parameters
show that the supply air temperature is marginally below the desired temperature,
leading to a cooling load for the HVAC system. The air volume supplied from the air
handling unit has been minimised, the condenser water flow rate is reduced and the
chiller temperature has been increased. All of these are sensible means of increasing
energy efficiency during cooling.
By applying the same process for a wide range of zone temperatures (19◦C-25◦C)
and ambient temperatures (10◦C − 40◦C) the learned control logic of the neural net-
work can be examined. The resulting contour plots are presented in Figure 5.11c-e for
selected supply air temperature, predicted zone temperature and predicted electrical
power, respectively. This shows that the neural networks has learned to account for
both free-cooling and free-heating offered by the economiser. Notably, it has done so
without having encountered many of these combinations of zone temperatures and
ambient temperatures within the simulation period, this indicates good model gener-
alisation. Finally, higher running costs concur with larger deviations from the desired
5.2 artificial intelligence for building control via neural networks 129































































Figure 5.13: Improved and consistent neural network control within year two. Comparison
of two neural network controls and a human control strategy for a week in July.
The original neural network (year one) was trained based on data acquired from
January to June, whereas the second neural network has been trained with data
from January to October. As it has been trained with data relating to summer
conditions it will be indicative of the neural network performance within year
two. (a) Temperature profiles for a week in July for neural network control for year
one and year two compared to human control. (b) Running cost of operating the
HVAC system for the three scenarios. (c) Comparison of the chiller COP showing
that the neural network has improved its control of the chiller within the second
year.
zone temperatures. This means that some of the thermal comfort has been compro-
mised in order to reduce system costs.
This optimisation procedure is repeated throughout the course of a year to de-
termine HVAC control parameters. Figure 5.12 compares the implemented neural net-
work control parameters to the parameters used within the human control scenario.
Figure 5.12a shows the selected supply air temperatures vs. zone temperatures, there
is a stark contrast between the supply air temperature selected by the neural network
and the linear logic of the set point manager. Yet, the desired zone temperatures have
been achieved by the artificial intelligence approach, indicating that the selected sup-
ply air temperatures by the neural network led to desired conditions. The comparison
of the AHU flow rates in Figure 5.12b shows that the neural network has a tendency to
minimise the air flow rate to achieve its target objective. This helps to explain the more
extreme supply air temperatures utilised by the neural network controller, as larger
temperature differences are required to counteract the reduction in the air flow rate
for the same thermal demands. Figure 5.12d also shows that the neural network had
a tendency to reduce condenser water flow rates while a large degree of variability is
present in the other control parameters. This variability is due to the fact that during
the first year of operation the neural network is constantly encountering new ambi-
ent conditions which it has likely not learned to fully consider. Therefore, after the
first year has been completed the network should have learned to properly consider
seasonal effects by altering its weights and biases via updates.
To examine if there will be year-on-year improvement offered by the neural net-
work control, the third update of the neural network, trained with data from January
to October, is reapplied to the first week of July. This is compared to the original re-
sults for the neural network, Update 2 - based on data from January to June, and the
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human control scenario. Figure 5.13a-c shows the results of this comparison for zone
temperature, running cost and chiller performance, respectively. Figure 5.13a shows
that neural network temperature regulation is much closer to the desired set point of
22◦C in the second year than it was in the first year. The cost of neural network oper-
ations has marginal increased in the second year, as shown in Figure 5.13b. However,
this increase is due to the extra cooling applied to achieve better temperature regula-
tion and it should be noted that it still offers an improvement over the human control
scenario. Finally, the neural network has also learned to control the cooling equipment
more efficiently within the second year. This is evident by examining the coefficient of
performance (COP) of the chiller in Figure 5.12c. This shows that the neural network
has the highest values for the chiller efficiency when operating in year two. This im-
provement is achieved as the neural network has learned to consistently increase the
chilled water temperature. This characteristic of the neural network control was not
apparent within the first year of control, as a high degree of variability is observed in
Figure 5.12c. Therefore, more consistent and refined neural network-mediated control
can be expected as time progresses and more data becomes available.
5.2.6 Neural Network Predictions
Successful neural network control depends on the ability of the neural network to
predict future zone temperatures along with incurred system costs. One of the advan-
tages of the neural network approach is that data is constantly being gathered regard-
ing system operations. This newly acquired data can be constantly used to improve
prediction accuracy by retraining the neural network. Within the neural network con-
trol scenario three updates are applied which use the newly acquired data to retrain
weights and biases.
The aim of retraining neural networks is to achieve improved predictions in terms
accuracy and generalisation. This in turn aids in improving thermal comfort and re-
ducing running costs within the building. The predictions from two versions of the
neural network are compared which are based on data from December. Notably, nei-
ther of the neural networks have been trained using this data. The first is the original
neural network, which has been trained on two weeks of data obtained during the
initial random-control phase. The other is an updated version of the neural network
which has been trained using all data acquired from January until October. This is the
third and final update of the network. Figure 5.14 shows both neural networks pre-
dictions for temperature, electrical consumption and fuel consumption. The results in
Figure 5.14d-f shows that the third update of the neural network provides very good
predictions for each output, despite having been trained without any data regarding
building operations during winter months. The predictions from the original neural
network for temperature and electrical consumption, 5.14a&b, were not very accurate
when applied to the data from the month of December. This is likely due to its inabil-
ity to fully consider the effects ambient conditions, as it was initially trained over a
short two week period with little variation in ambient conditions.
One of the limitations of the neural networks employed within this thesis is that
they only consider current zone temperatures when determining control settings. This
means they are unable to account fully for transient effects within the building. For a















































































































































Figure 5.14: Improving neural network prediction accuracy via updates. Comparison of the
predictions from using two versions of the neural network. Original neural net-
work (14thJan) predictions for (a) temperature, (b) power and (c) fuel are compared
to the 3rd Update of the network (updated 1stOct) for (d) temperature, (e) power
and (f) fuel. This shows that the updated version of the neural network offered
very good predictions and has learned a good representation of the building.
given zone temperature it is unable to account for differences between thermal loads
in the building on Mondays, after the building has cooled over the weekend, and on
Fridays after the system has been on for multiple days in a row. The neural network
can at best predict the average response of the building for any given zone tempera-
ture and ambient conditions. To allow the neural networks to account for these tran-
sient effects, an effective zone temperature is introduced which provides information
from a number of historical data points. The architecture of this neural network is
presented in Figure 5.15a. The inclusion of effective temperatures in place of current
temperatures alone leads to better learning, evidenced by the lowering of the cost
function shown in Figure 5.15b. A comparison of the predictions from the original
configuration and the network that includes the effective temperature are presented
in Figure 5.15c and Figure 5.15d, respectively. This shows that the zone temperature
predictions have improved considerable by including more historical data. As a result
of including the effective temperature, the average zone temperature prediction accu-
racy has increased from 97.8% to 99.2%. Additionally, the percentage of predictions
with over 90% accuracy has improved from 98.6% to 99.9%. The accuracy was assessed
for over 140, 000 data points taken for the full year. Notably, in both cases the accuracy
of energy consumption and fuel consumption were in excess of 99%.
In reality, the data acquired from the system could be used to update the model
far more regularly than implemented within this study. Furthermore, different neural
network configurations - i.e. more hidden units or layers - could be trained and then
















































































Figure 5.15: Enhanced prediction accuracy by accounting for transient behaviours using an
effective temperature. (a) New architecture of the neural network with an effec-
tive temperature taking the place of current zone temperature sensor recording. (b)
Cost function of the network with effective temperature showing that an improve-
ment has been achieved by including an effective zone temperature. (c) Prediction
of zone temperatures, power and fuel from the final neural network using only
the current zone temperature. (d) Predictions of zone temperature, power and fuel
from the neural network using an effective zone temperature.
to the optimisation procedure. For artificial intelligence controlled systems, the role
of facility managers could be to improve the performance of neural networks and
fine-tune objective functions instead of controlling control parameters directly. One
of the key benefits to using so few inputs and outputs is that the neural network
size remains relatively small so that it can be trained and operated using standard
personal computers. This would likely not be true if all of the sensor measurements
from a HVAC system were included, hence, the approach can be readily deployed
within any smart building without the need for specialised or designated computing
equipment. Also, it is advised that these few key parameters are measured using
precise instrumentation.
5.2.7 Summary
The aim of this section was to examine the potential for artificial intelligence algo-
rithms to successfully control a building’s energy system and provide desired temper-
atures at low economic cost. This is tested in a simulated building environment where
the performance of the autonomous neural network control is compared to a bench-
mark human controlled strategy for the same building. The neural network control
approach implements a novel input optimisation procedure which uses back propaga-
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tion and a binary mask to determine HVAC system control parameters that provide
desired zone temperatures at near minimal cost.
Presented results illustrate that the neural network approach achieved very good
temperature regulation within the building and also reduced the overall system costs
when compared to a benchmark human control scenario. This was primarily achieved
by reducing the electrical costs resulting in approximately 20% reduction in overall
operational costs. Additionally, the neural network was updated on four occasions
which were shown to improved prediction accuracy and control performance. This
shows that the artificial intelligence approach’s effectiveness can be expected to be on
par with, or even exceed, that of a good human control strategy.
The neural network approach employed within this study has a number of attrac-
tive features. Firstly, an artificial intelligence approach is highly adaptable and can be
applied to most buildings since no specific details regarding the building’s structure
or its energy system are utilised within the neural network. Furthermore, it can be
applied following renovations with just retraining required. Importantly, the neural
network learned complex features of the building by monitoring only a few sensors
recordings. This could lead to the targeted deployment of accurate sensors in place of
large scale sensor networks, hence, reducing the capital cost of installing such systems.
The neural network can also be trained and operated on a standard personal computer,
this removes the need for acquiring specialised computing equipment which would
be required to practically operate much larger neural networks.
5.3 closure
Within this chapter data-driven approaches for improving the energy efficiency of
smart buildings were accessed. Firstly, data-mining algorithms were applied to BAS
data from a large scale commercial facility. Three different data-mining approaches
(graphical, statistical and machine learning) were employed in order to gain insights
into building operations and to identify potential means of improving energy effi-
ciency. Historical data was leveraged to visually examine the performance of the facil-
ity and data exploration was accelerated by including automated processes based on
statistical analysis of data streams. Machine learning algorithms were also employed
to provide predictive powers that can be used to examine long-term performance
or assess the effects of altering control settings prior to implementation. To provide
greater generality, autoencoders were used as predictive modelling tools. The autoen-
coders offered very good prediction accuracy and an impulse-response method was
introduced to allow for physical interpretations of their results.
The use of artificial intelligence to autonomously control smart building energy
systems via neural networks has also been examined. The aim of this research was to
assess the potential for an artificial intelligence algorithm to achieve comparable, or
improved, performance when compared to standard human control strategies. This
was tested in a simulated building environment and upon comparison, the neural
network control approach offered very good zone temperature regulation at reduced
operational cost. Updates to the neural network were applied throughout, leading
to better predictions and enhanced control performance. A novel application of the
back propagation algorithm was also applied to fully leverage learned features of the
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neural network and to quickly determine optimal operating conditions. Finally, he
neural network only required nine inputs (six control parameters and three defining
the current state of the building) and three outputs (for predicting thermal comfort
and operational costs) to achieve very good control.
6C O N C L U S I O N S & R E C O M M E N D AT I O N S
The development of novel mathematical approaches for improving building energy
efficiency has been completed. In order to achieve the objectives outlined at the be-
ginning of this thesis, a number of new theoretical concepts have been established;
allowing for guidance on optimal discretisation to be provided and autonomous arti-
ficial intelligence algorithms to be realised. The main conclusions from the research
presented in this thesis and some recommendations for further investigation are pre-
sented in the subsequent sections.
6.1 conclusions
Theoretical Contributions
• A metric for quantifying discretisation effects has been introduced. This metric is
based on relative dimensionless energy storage and is the ratio of simulation pre-
dictions to analytical solutions. The effects of spatial and temporal discretisation
have been separated, allowing for guidance on optimal discretisation levels and
simulation time steps to be independently assessed and reported. Basing the as-
sessment of simulation accuracy on energy storage has also been demonstrated
to provide accurate local temperature predictions.
• A matrix formulation of implicit numerical solutions has been presented. This
allows for temperatures to be calculated at each time step without the need for
iterative solutions. The specification of values within coefficient matrices, the in-
tegration of energy system models and a description of its calculation procedure
have also been detailed.
• In order to place elements in accordance with expected thermal gradients, a ’cen-
tre of discretisation’ principle has been introduced. Derived from the equations
of steady-state heat generation, the centre of discretisation accurately predicts
the positions in both homogenous and multi-layer walls where two developing
thermal gradients meet. This allows for two characteristic lengths to be calcu-
lated within a single wall. This ultimately allows for the relative influence of
boundary conditions to be considered when determining discretisation levels.
• Little guidance is provided in the literature on the number of eigenvalues re-
quired to achieve accurate analytical solutions. Within this thesis, a graphical
means of determining the number of eigenvalues required to achieve highly ac-
curate analytical solutions is presented for planar walls, cylinders and spheres.
• A novel extension of the back propagation procedure has been introduced to
allow neural networks to optimise their own inputs. This forms the basis of the
decision making process within the proposed artificial intelligence algorithm.
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This removes the need for external optimisation routines and fully leverages the
learned features of neural networks.
Optimal Discretisation for Compact Thermal Models
• Firstly, the accuracy of classical lumped-capacitance models has been fully as-
sessed. This has shown that accurate solutions can be achieved beyond the
typically-reported limiting criteria of encountering Biot numbers less than 0.1.
The extension of the approach to higher Biot numbers is dependent on the
Fourier number: At low Fourier numbers, a single surface element can accu-
rately predict thermal responses for Biot numbers up to unity; At higher Fourier
numbers all Biot numbers can be accurately modelled with this simple numeri-
cal approach.
• Guidance has been presented for both optimal discretisation levels and simu-
lation time steps. Results are presented in terms of Biot and Fourier numbers,
making them equally applicable to wide ranges of materials and length scales.
Further improvements to computational efficiency have been achieved by opti-
mising a logarithmic discretisation scheme and applying the centre of discreti-
sation principle. In certain cases, this led to a fivefold reduction in the number
of elements required to achieve a desired level of accuracy when compared to a
linearly-spaced discretisation scheme.
• Original results were presented for the case of homogenous materials. To al-
low for the results to be useful within building energy simulations, a universal
discretisation methodology is presented that can be applied to all multi-layer
structures. This was achieved by employing a layer-by-layer discretisation ap-
proach and an effective Biot number. The effective Biot number allows for the
relative position of each layer to be considered when determining discretisation
levels; allowing for elements to be placed in accordance with expected thermal
gradients.
• Finally, guidance on the optimal selection of discretisation parameters for use
in EnergyPlus has been presented. This allows interested parties to determine
both the number of evaluations per hour (N) and the discretisation constant (C)
to specify when using either the coefficient transfer function method or the im-
plicit numerical approach. The proposed methodology has been demonstrated
to achieve excellent results in a number of EnergyPlus-based validation cases.
Data-Driven Approaches for Improving Energy Efficiency
• Graphical, statistical and machine learning data-mining approaches have been
successfully applied to building automation data recorded at a large commer-
cial facility. The graphical approaches were shown to be very useful for assess-
ing transient responses and discovering faults. The statistical approach aided
data exploration by uncovering dependencies between data streams. Finally, the
machine learning approach introduced an autoencoder-based predictive model
which removed the need for inputs and outputs to be separated and specified.
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The autoencoder model was transitioned to a neural network by using an au-
tomated retraining process; this was demonstrated to provide highly accurate
chiller power predictions.
• One of the criticism that has been aimed at black-box approaches, such as ar-
tificial neural networks, has been the inability to distil physical interpretations
from their results. An impulse-response method has been presented in this the-
sis which allows for the learned connections between neural network inputs and
outputs to be visualised.
• The potential for artificial intelligence control algorithms within smart build-
ings has been successfully demonstrated. Furthermore, the neural network has
learned to effectively control a HVAC system by implementing measures that
agree with established best practices e.g minimising fan power, increasing chiller
temperature, using economisers to avail of favourable ambient conditions. This
thesis has also addressed a number of practical issues facing the implementa-
tion of artificial intelligence within smart buildings, which include; defining an
objective function that considers both thermal comfort and running costs; ini-
tial data acquisition via random control; and retraining to continuously improve
predictions.
• The neural network used in this thesis only required a limited number of sen-
sors. These sensors provided information regarding environmental conditions,
thermal comfort and running costs; no data relating to the physical state of the
HVAC system was required to successfully train the neural network.
6.2 recommendations for further work
• The autonomous control of smart buildings has provided some promising re-
sults. Therefore, the same approach could be applied to a number of different
building types and HVAC systems, to further prove its potential prior to imple-
mentation within a test facility. When dealing with multi-zone buildings and
open-concept spaces, this could include a study of the number and placement of
temperature sensors required to effectively train neural networks so that thermal
comfort can be correctly predicted.
• The artificial intelligence approach could potentially be improved by evaluating
different objective functions, neural network architectures and activation func-
tions. The objective function used herein focused strongly on maintaining ther-
mal comfort levels. However, it could be improved by including an adaptive
thermal comfort model to include seasonal effects.
• To reduce the capital costs associated with smart systems, methods of determin-
ing required sensors prior to installation could be explored. This would avoid
installing numerous sensors which provide little useful information being in-
stalled. These required sensors could potentially be based on those used within
neural network control algorithms, i.e. those that are monitored to assess per-
formance and those that provide information relating to boundary and initial
conditions.
138 conclusions & recommendations
• The accuracy and efficiency of EnergyPlus could be enhanced by changing its
discretisation methodology. Currently, EnergyPlus allows only a single discreti-
sation constant to be specified for an entire simulation. Greater performance
could be achieved by automating the selection of optimal discretisation levels
for each layer and could be achieved by altering source code to implement the
methodology presented herein.
• The guidance provided on optimal discretisation for heat conduction applica-
tions could be repeated or generalised for other diffusion problems including
surface heat flux boundary conditions.
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AA N A LY T I C A L S O L U T I O N R O O T S
Root Number
Biot Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1× 10−3 0.0316 3.1419 6.2833 9.4249 12.5665 15.7080 18.8496 21.9912 25.1328 28.2744 31.4160 34.5575 37.6991 40.8407 43.9823
5× 10−3 0.0707 3.1432 6.2840 9.4253 12.5668 15.7083 18.8498 21.9914 25.1329 28.2745 31.4161 34.5577 37.6992 40.8408 43.9824
1× 10−2 0.0998 3.1448 6.2848 9.4258 12.5672 15.7086 18.8501 21.9916 25.1331 28.2747 31.4162 34.5578 37.6994 40.8409 43.9825
5× 10−2 0.2218 3.1574 6.2911 9.4301 12.5703 15.7111 18.8522 21.9934 25.1347 28.2761 31.4175 34.5590 37.7004 40.8419 43.9834
1× 10−1 0.3111 3.1731 6.2991 9.4354 12.5743 15.7143 18.8549 21.9957 25.1367 28.2779 31.4191 34.5604 37.7018 40.8432 43.9846
5× 10−1 0.6533 3.2923 6.3616 9.4775 12.6060 15.7397 18.8760 22.0139 25.1526 28.2920 31.4318 34.5720 37.7124 40.8529 43.9937
1× 100 0.8603 3.4256 6.4373 9.5293 12.6453 15.7713 18.9024 22.0365 25.1724 28.3096 31.4477 34.5864 37.7256 40.8652 44.0050
5× 100 1.3138 4.0336 6.9096 9.8928 12.9352 16.0107 19.1055 22.2126 25.3276 28.4483 31.5730 34.7006 37.8305 40.9622 44.0952
1× 101 1.4289 4.3058 7.2281 10.2003 13.2142 16.2594 19.3270 22.4108 25.5064 28.6106 31.7213 34.8371 37.9567 41.0795 44.2048
5× 101 1.5400 4.6202 7.7012 10.7832 13.8666 16.9519 20.0392 23.1287 26.2206 29.3148 32.4116 35.5108 38.6123 41.7162 44.8222
1× 102 1.5552 4.6658 7.7764 10.8871 13.9981 17.1093 20.2208 23.3327 26.4450 29.5577 32.6709 35.7847 38.8989 42.0138 45.1292
5× 102 1.5677 4.7030 7.8383 10.9736 14.1090 17.2443 20.3796 23.5149 26.6503 29.7856 32.9210 36.0563 39.1917 42.3270 45.4624
1× 103 1.5692 4.7077 7.8461 10.9846 14.1230 17.2615 20.4000 23.5384 26.6769 29.8153 32.9538 36.0922 39.2307 42.3692 45.5076
Table A.1: First fifteen roots for a planar wall geometry for a wide range of Biot numbers
Root Number
Biot Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1× 10−3 0.0447 3.8320 7.0157 10.1736 13.3238 16.4707 19.6159 22.7601 25.9037 29.0469 32.1897 35.3323 38.4748 41.6171 44.7593
5× 10−3 0.0999 3.8330 7.0163 10.1740 13.3241 16.4709 19.6161 22.7603 25.9039 29.0470 32.1898 35.3324 38.4749 41.6172 44.7594
1× 10−2 0.1412 3.8343 7.0170 10.1745 13.3244 16.4712 19.6164 22.7605 25.9041 29.0472 32.1900 35.3326 38.4750 41.6173 44.7595
5× 10−2 0.3143 3.8447 7.0227 10.1784 13.3274 16.4737 19.6184 22.7623 25.9056 29.0485 32.1912 35.3337 38.4761 41.6183 44.7604
1× 10−1 0.4417 3.8577 7.0298 10.1833 13.3312 16.4767 19.6210 22.7645 25.9075 29.0503 32.1928 35.3351 38.4774 41.6195 44.7616
5× 10−1 0.9408 3.9594 7.0864 10.2225 13.3611 16.5009 19.6413 22.7820 25.9230 29.0640 32.2052 35.3465 38.4878 41.6291 44.7705
1× 100 1.2558 4.0795 7.1558 10.2710 13.3984 16.5312 19.6667 22.8040 25.9422 29.0812 32.2207 35.3606 38.5007 41.6411 44.7817
5× 100 1.9898 4.7131 7.6177 10.6223 13.6786 16.7630 19.8640 22.9754 26.0937 29.2168 32.3434 35.4726 38.6038 41.7365 44.8704
1× 101 2.1795 5.0332 7.9569 10.9363 13.9580 17.0099 20.0829 23.1710 26.2698 29.3767 32.4896 35.6071 38.7283 41.8523 44.9786
5× 101 2.3572 5.4112 8.4840 11.5621 14.6433 17.7272 20.8136 23.9026 26.9942 30.0885 33.1852 36.2846 39.3863 42.4905 45.5968
1× 102 2.3809 5.4652 8.5678 11.6747 14.7834 17.8931 21.0036 24.1147 27.2264 30.3387 33.4515 36.5649 39.6790 42.7936 45.9089
5× 102 2.4000 5.5090 8.6364 11.7680 14.9011 18.0350 21.1693 24.3039 27.4386 30.5735 33.7084 36.8435 39.9786 43.1137 46.2489
1× 103 2.4024 5.5146 8.6451 11.7797 14.9160 18.0530 21.1904 24.3281 27.4660 30.6040 33.7421 36.8802 40.0184 43.1566 46.2949
Table A.2: First fifteen roots for a cylindrical geometry for a wide range of Biot numbers
Root Number
Biot Number 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1× 10−3 0.0548 4.4936 7.7254 10.9042 14.0663 17.2208 20.3714 23.5195 26.6661 29.8116 32.9564 36.1006 39.2445 42.3879 45.5312
5× 10−3 0.1224 4.4945 7.7259 10.9046 14.0665 17.2210 20.3715 23.5197 26.6662 29.8118 32.9565 36.1008 39.2446 42.3880 45.5312
1× 10−2 0.1730 4.4956 7.7265 10.9050 14.0669 17.2213 20.3718 23.5199 26.6664 29.8119 32.9567 36.1009 39.2447 42.3881 45.5314
5× 10−2 0.3854 4.5045 7.7317 10.9087 14.0697 17.2237 20.3738 23.5216 26.6679 29.8133 32.9579 36.1020 39.2457 42.3891 45.5322
1× 10−1 0.5423 4.5157 7.7382 10.9133 14.0733 17.2266 20.3762 23.5237 26.6698 29.8150 32.9594 36.1034 39.2470 42.3903 45.5333
5× 10−1 1.1656 4.6042 7.7899 10.9499 14.1017 17.2498 20.3958 23.5407 26.6848 29.8284 32.9716 36.1145 39.2572 42.3997 45.5421
1× 100 1.5708 4.7124 7.8540 10.9956 14.1372 17.2788 20.4204 23.5619 26.7035 29.8451 32.9867 36.1283 39.2699 42.4115 45.5531
5× 100 2.5704 5.3540 8.3029 11.3348 14.4080 17.5034 20.6120 23.7289 26.8514 29.9778 33.1070 36.2383 39.3712 42.5053 45.6405
1× 101 2.8363 5.7172 8.6587 11.6532 14.6869 17.7481 20.8282 23.9218 27.0250 30.1354 33.2511 36.3709 39.4940 42.6196 45.7473
5× 101 3.0788 6.1582 9.2384 12.3200 15.4034 18.4888 21.5764 24.6664 27.7589 30.8540 33.9516 37.0517 40.1542 43.2590 46.3661
1× 102 3.1102 6.2204 9.3308 12.4414 15.5521 18.6632 21.7746 24.8865 27.9987 31.1114 34.2247 37.3385 40.4528 43.5677 46.6833
5× 102 3.1353 6.2706 9.4059 12.5412 15.6766 18.8119 21.9472 25.0825 28.2178 31.3532 34.4885 37.6239 40.7592 43.8946 47.0299
1× 103 3.1385 6.2769 9.4154 12.5538 15.6923 18.8307 21.9692 25.1076 28.2461 31.3845 34.5230 37.6614 40.7999 43.9383 47.0768
Table A.3: First fifteen roots for a spherical geometry for a wide range of Biot numbers
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BS I M U L AT E D B U I L D I N G D E TA I L S
b.1 building details
The simulated building consists of a single zone with dimensions of 10m× 5m× 2m for
length, breath and height respectively. This leads to a volume of 100m3. The exterior
of the building consists of both a structural wall and glazing. The external walls takes
up 85% of this area and the glazing is attributed the remaining 15%. Additionally, a
weather file is taken for the full year of 2016 for Palo Alto, California. Other detail are
as follows:
• The internal air of the single thermal zone with a specific heat capacity of
1.005 W/kgK and a constant density of 1.225 kg/m3.
• Zone contents are assigned a thermal capacitance 3.6× 106 W/K and are con-
nected to the zone air with a thermal resistance of 0.02K/W .
The details for the walls, roof and windows are presented hereafter.
External Wall Details
Layer Thickness Conductivity Specific Heat Capacity Density
Gypsum Plaster 0.015 0.25 1090 800
Concrete 0.1 1 880 2100
Insulation 0.05 0.05 1200 50
Concrete 0.1 1 1000 2100
Plasterboard 0.02 0.6 1600 1600
Table B.1: Wall Details
Roof Details
Layer Thickness Conductivity Specific Heat Capacity Density
Plasterboard 0.015 0.25 1090 800
Concrete 0.135 1 880 2100
Insulation 0.2 0.05 1200 50
Asphalt 0.02 0.75 1090 1700




Layer Thickness Conductivity Specific Heat Capacity Density
Soda Lime 0.004 0.8 850 2500
Argon Fill 0.012 0.02 523 1.49
Soda Lime 0.004 0.8 840 2500
Table B.3: Window Details
b.2 hvac system details
The HVAC system required to selection of a number of nominal values, the values
used in this thesis are presented in this section. These were selected to balance the
system to provide realistic operating conditions. The atmospheric pressure is constant
at 101325 Pa. Both the ambient temperature and realtive humidity is taken from the
weather file.
Fan Reference Conditions
Power Density Mass Flow Rate
800 1.225 0.7
Table B.4: Fan Reference Conditions
AHU Reference Conditions
Viscosity UA Mass Flow Rate Pumping Power Density
800 250 0.5 500 1000
Table B.5: AHU Reference Conditions
Chiller Reference Conditions
UA Evaporator UA Condenser Chiller Efficiency
250 400 60%
Table B.6: Chiller Reference Conditions
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Condenser Water Reference Conditions
Pumping Power Density Mass Flow Rate
100 1000 0.25
Table B.7: Condenser Water Loop Reference Conditions
Cooling Tower Reference Conditions
Power Density Air Mass Flow Rate
600 1.225 1
Table B.8: Cooling Tower Reference Conditions
Boiler Reference Conditions
Nominal Efficiency Load Capacity Fuel LHV Pumping Power Density Mass Flow Rate
0.7 103 60% 200 820 0.1
Table B.9: Boiler Reference Conditions
c1 c2 c3 c4 c5 c6
1.124 0.015 −0.026 0 −1.4× 10−6 −0.0015
Table B.10: Boiler Model Parameters

CM O D E L L I N G F I L E S
All files can be downloaded from https://github.com/JasonHillaryUL/Thesis–Mathematical-
Approaches-for-Improved-Thermal-Efficiency-in-Buildings.
Within this appendix, a description of the files included within the repository is
presented. Section headings correspond with the main folders and decreasing levels
correspond with sub folders.
c.1 numerical solutions




The analytical solution for a planar wall is presented in the Analytical Solution file
and the analytical data used to quantify the spatial discretisation effects is presented
in the .mat file AnalyticalData.
c.1.1.2 Cylinders
Similar to the case of the wall, the analytical solution for a cylinder is presented in the
Analytical Solution file and the analytical data used to quantify the spatial discretisa-
tion effects is presented in the .mat file AnalyticalData.
c.1.1.3 Spheres
Again, the analytical solution for a sphere is presented in the Analytical Solution file
and the analytical data used to quantify the spatial discretisation effects is presented
in the .mat file AnalyticalData.
c.1.2 Direct Solutions
An example of the direct solution procedure is presented for a planar wall.
c.1.3 Implicit Solutions





c.2.1 Linear Discretisation Scheme
All the spatial discretisation accuracy data resulting from linear discretisation scheme
is presented in the .mat file. Also presented is a function to implement a look-up
table which determines the optimal level of discretisation based on three inputs: Biot
Numbers, Fourier Numbers and the desired level of accuracy.
c.2.2 Optimised Logarithmic Discretisation Scheme
All the spatial discretisation accuracy data relating to the optimised logarithmic dis-
cretisation scheme is presented in the .mat file. Also presented is a function to imple-
ment a look-up table which determines the optimal level of discretisation and spacing
exponent based on three inputs: Biot Numbers, Fourier Numbers and the desired level
of accuracy.
In addition to this an example file of the discretisation scheme being implemented
for a wall is presented in the TestSimulation file.
c.2.3 Temporal Discretisation
All the temporal discretisation accuracy data is presented in the .mat file. Also pre-
sented is a function to implement a look-up table which determines the optimal sim-
ulation time step based on three inputs: Biot Numbers, Fourier Numbers and the
desired level of accuracy.
c.2.4 EnergyPlus’ Discretisation Scheme
All the spatial discretisation accuracy data relating to EnergyPlus’ surface-element
discretisation scheme is presented in the .mat file. Also presented is a function to
implement a look-up table which determines the optimal level of discretisation based
on three inputs: Biot Numbers, Fourier Numbers and the desired level of accuracy.
c.2.5 Multi-Layer Wall Application
An example of the proposed discretisation scheme being applied to the wall presented




An example of the building automation system data used within this thesis is pro-
vided for six buildings.
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c.3.2 Exploration
Sample files of data exploration for two buildings (Building 1 and Building 3) are
presented, showing the application of graphical data-mining.
c.3.3 Statistics
An example of mutual information being calculated and used to create graphical cor-
relation maps is presented.
c.3.4 Machine Learning
c.3.4.1 Fan Neural Network
The transformed data for training the neural network is presented in the data folder.
The training files for the neural network are presented along with the final trained
weights for the model which are presented in the Weights folder in the .mat file WBnet.
To run these files the neural network functions found in the Neural Network
Control folder must be added to the directory path.
c.3.4.2 Chiller Autoencoder
The transformed data for training the autoencoder is presented in the data folder.
The training files for the neural network are presented in the results folde. The final
trained weights for the model which are presented in the Weights folder in the .mat
file WBretrain.
To run these files the neural network functions found in the Neural Network
Control folder must be added to the directory path.
c.4 neural network control
c.4.1 Functions










Includes the building details, the schedule, the initial starting temperatures and the
coefficient matrix for simulating the building.
c.4.3 Energy System
Contains all the models of the HVAC systems described in the Theory section
c.4.4 Weather
Includes the weather file for the simulation.
c.4.5 Human Control
Contains the AHUcontrol function file which is the human control HVAC simulation
file. The BuildingSim file is the function that simulates the building. The results of the
simulation are presented in the Data folder.
c.4.6 Neural Network Control
Contains the NNAHUcontrol function file which is the human control HVAC simula-
tion file. NNInput optimises the control parameters.
BuildingSimFirst2Wks contains the model run under random control for the ini-
tial data collection. BuildingSimOne then can to simulate until the first update is ap-
plied.
c.4.6.1 NNLearning
Contains the files used to train the original model (NNtrain) along with updating the
models (NNUpdateOne). The final weights and biases of the original model (WBnet)
and each update (WBUpdateOne) are presented in the weights folder.
c.4.6.2 NNData
The final results of the neural network control are contained in the .mat file NNData.
c.4.7 Effective Temperature
• Contains files for generating obtaining and sorting the training data (Training-
DataMaker).
• Training the Effective temperature network. (EffTemp).




Contains the final weights of the effective temperature neural network in the .mat file
WBEffTemp.
