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Long-term measurements of CO2 ﬂux can be obtained using the eddy covariance technique, but these datasets are aﬀected by
gaps which hinder the estimationof robust long-term means andannual ecosystem exchanges. Wecompare results obtained using
three gap-ﬁll techniques: multiple regression (MR), multiple imputation (MI), and artiﬁcial neural networks (ANNs), applied to
a one-year dataset of hourly CO2 ﬂux measurements collected in Lutjewad, over a ﬂat agriculture area near the Wadden Sea dike
in the north of the Netherlands. The dataset was separated in two subsets: a learning and a validation set. The performances of
gap-ﬁlling techniques were analysed by calculating statistical criteria: coeﬃcient of determination (R2), root mean square error
(RMSE), mean absolute error (MAE), maximum absolute error (MaxAE), and mean square bias (MSB). The gap-ﬁll accuracy is
seasonallydependent, with better results in cold seasons.The highest accuracy is obtained using ANN technique which is also less
sensitive to environmental/seasonalconditions. We argue that ﬁlling gaps directly on measured CO2 ﬂuxes is more advantageous
than the common method of ﬁlling gaps on calculated net ecosystem change, because ANN is an empirical method and smaller
scatter is expected when gap ﬁlling is applied directly to measurements.
1.Introduction
A good knowledge of the production rate and local storage
of CO2 as well as of the ﬂow of energy (mainly heat and
momentum) and mass (mainly gasses and vapour) is impor-
tantinviewoftherecentreportsaboutglobalclimatechange.
The CO2 ﬂux to and from the atmosphere is a measure
of growth or decrease of biomass in an ecosystem. Inverse-
ly, ecosystem-atmosphere gas ﬂuxes can be modelled using
knowledge of biomass changes.
When atmospheric conditions (relative humidity, wind
velocity, air temperature, and global radiation) are constant
and the main vegetation is homogeneous and situated on a
ﬂatterrain foran extendeddistanceupwind, theeddycovari-
ancemethodisthemostreliablefordeterminingthequantity
of CO2 exchange between the biosphere and atmosphere [1].
When the eddy covariance method is used over natural and
complex landscapes or during atmospheric conditions that
vary with time, the measurements must include estimates of
atmospheric storage, ﬂux divergence, and advection. Gross
ecosystem carbon uptake and ecosystem respiration are the
two major components of NEE with the atmosphere [2];
thus, the exchange of CO2 between the atmosphere and
the biosphere is the balance between the gross ecosystem
productivity and ecosystem respiration [3].
Gaps or missing data originate in calibration errors,
night-time air drainage ﬂow beneath sensors, and missing
dataduetoinstrument failure orextreme weatherconditions
[4–8]. Calculatingcarbon balances from daily toannual time
scales is a challenge because of these errors. Moreover, gaps
in recorded data set are usually not distributed randomly
during the year due to seasonal variations in the climate and2 The Scientiﬁc World Journal
ecosystem function, which adds diﬃculties to the gap ﬁlling
processanddataprocessing[9].Anothersourceofgapsis,for
theparticulardatasetusedinthisstudy,theselectionofwind
direction with ﬂow over homogeneous vegetation, because
data with northern wind are inﬂuenced by the nearby Wad-
den Sea.
Gap-ﬁlling methods have developed starting with the
innovative procedure of Falge [10]. Presently, gap-ﬁlling
methods use interpolation, probabilistic ﬁlling, look-up
tables, nonlinear regression, artiﬁcial neural networks, and
process-based models in a data-assimilation mode [11–25].
Despite intensive studies of gap-ﬁlling techniques, there
is a need to improve the quality and reliability of the results,
which are still highly dependent on meteorological condi-
tions, on methods, and on the characteristics of the data set.
Inthispaper, weaimatdisentangling betweenthreemethods
that can be used for gap ﬁlling and to ﬁnd the most reliable
method that could be used for a set of given meteorological
conditions, based on a deﬁned set of available data. We com-
pareresultsobtainedwiththreemethods:multipleregression
(MR), artiﬁcial neuronal network (ANN), and multiple im-
putation (MI), which were applied to data basis consisting of
hourly eddy covariance measurements collected from Lutje-
wad, The Netherlands, during 2008.
2.Data and Methods
2.1. Experimental Data. The measurements are taken at the
60-meter-tall atmospheric research tower Lutjewad (6◦21 E,
53◦24 N) located in the north of The Netherlands. Concen-
trations of several greenhouse gases [26]a n dt h e i ri s o t o p e s
are measured on a continuous basis and by automated ﬂask
sampling techniques [27]. Meteorological data include wind
speed,airtemperature,solarradiation,andrelativehumidity,
measured at various heights. The wind direction is measured
at 60 meters, precipitation is measured at ground level, and
atmospheric pressure is measured at 7 meters. Starting
with the summer of 2006, a Gill Windmaster Pro 3d-
sonic anemometer/LICOR LI-7500 infrared CO2 and H2O
analyzer combination is running at a height of 50 meters.
The collected raw EC data have a time resolution of 10Hz.
The 10Hz data were processed to ﬂuxes with AltEddy soft-
ware, a powerful program written at AltTerra (Wageningen
University and Research Centre). Hourly averaged data were
usedinthisstudy because theturbulencehas alow frequency
at the height where the CO2 ﬂux is measured [28]. Half-
hourly averaged momentum ﬂuxes were underestimated by
4.4% compared to hourly ﬂuxes.
The site is inﬂuenced mainly by winds originating from
southwest and west (about 30% of the time) [29]. Directly
to the north of the tower is a dike with a height of almost
8 meters, running in a direction of about 75◦ from north.
To the north of these lie salt marshes of about 800 meters,
followed by the tidal Wadden Sea of about 8km, and the
island of Schiermonnikoog, beyond which starts the North
Sea. In all other directions, the region is dominated by arable
land for fetches up to at least 10km, mostly sown with grain,
sugar beets, and potatoes. Because of the remoteness of the
location,anthropogenicsourcesofCO2 apartfromthearable
land are rather small. Northern winds are inﬂuenced by
ﬂuxes from the salt marsh and Wadden Sea, and southern
winds are inﬂuenced bythe existence ofarable crops.Inorder
to avoid sea inﬂuences, we selected only wind direction from
the agricultural area between 95◦ and 215◦.
Each hourly averaged ﬂux measurement is accompanied
by a quality data factor from 1 to 10, where 1 denotes the
highest quality [30]. Only data with quality factor 1 have
been used in the present study. Due to factor quality and
wind-based limitations, about 60% of the existing database
is rejected. Most of the data with a high-quality factor have
been found from June till September. The lowest number
of high-quality measurements of CO2 ﬂux appears to have
been collected in November, when only 69 measurements
were used, compared to an average of around 400 used for
summer months.
2.2.Gap-Filling Methods. GapﬁllingintheCO2 atmospheric
ﬂux was done by three methods: MR, ANN, and MI, using
thestatisticalsoftwareprogramSPSS(version16and17SPSS
Inc., IL, USA). Hourly data, separated for each month, were
used in the analysis, and monthly averageswere calculated in
order to account for seasonal changes in plant biomass and
ecosystem exchange.
These data were obtained as follows: all hourly high-
quality measurements obtained during the whole year have
been separated in two equal sets. The ﬁrst half was kept as a
witness dataset and was considered as unknown. These data
were considered as missing, thus creating artiﬁcial gaps. The
second half has been considered as learning data, that is, this
dataset was considered “known” and was introduced as such
in each of the three statistical gap-ﬁlling methods. This way
we can compare the CO2 ﬂux that was actually measured
withthegap-ﬁlled CO2 ﬂuxobtained withtheMI, ANN,and
MI models, as if these measurements were not available.
ThegapﬁllmethodswereuseddirectlyonmeasuredCO2
ﬂuxes, in contrast to common methods that ﬁll gaps in NEE
[9, 10]. The diﬀerence between CO2 ﬂux and NEE in our
case is mainly due to CO2 storage between the surface and
measurement height. Filling gaps directly in measured CO2
data has the advantage that the results are not deteriorated
by additional scatter from inaccurate estimations of CO2
storage. This is especially important when measurements
are executed at elevated height, where storage may be large.
However, some diﬀerences between CO2 ﬂux and NEE
exist: CO2 ﬂuxes depend on wind velocity, whereas NEE
is supposed to be independent of such an atmospheric
variable. Input values for all three gap ﬁll methods in this
study are meteorological parameters (air temperature, wind
velocity, global radiation, and relative humidity) associated
with outputdata, CO2 ﬂux (Table 1). Wind velocity is closely
related to friction velocity and has the advantage that its
measurement is more reliable.
2.2.1. Multiple Regression. We used a stepwise multiple re-
gression analysis (MR) to predict missing data of CO2 ﬂux
using the hourly data measurements of high quality of ﬂux
and meteorological condition in SPSS software.The Scientiﬁc World Journal 3
Table 1: Input variables used for gap ﬁlling.
No. Input variables Unit Instrument/note Height
(1) CO2 ﬂux µmol m−2 s−1 Licor LI-7500 open path CO2-H2Os e n s o rc o m b i n e dw i t haG i l l
Windmaster Pro 3D sonic anemometer 50 meters
(2) Global radiation Wm−2 Kipp CMA pyranometer 2 meters
(3) Wind velocity ms−1 Three-dimensional sonic anemometer-thermometer 40 meters
(4) Relative humidity % Campbell HMP45C 40 meters
(5) Air temperature ◦C PT-100 resistors 40 meters
Meteorological parameters that inﬂuence CO2 ﬂuxes are
global radiation, wind velocity, relative humidity, and air
temperature. Correlation coeﬃcients between hourly CO2
ﬂux and each of the four parameters have been calculated.
The correlation coeﬃcient R2 between global radiation and
CO2 ﬂux is the highest, with a value of 0.96. The other
correlation coeﬃcients are 0.93 for wind velocity, 0.51 with
humidity, and 0.21 with the temperature. The SSPS program
works as follows: global radiation score is entered ﬁrst
as a basis variable, while wind velocity, relative humidity,
and air temperature would count for the variance. Next,
the algorithm evaluates whether the remaining variables
contributedsigniﬁcantly totheR2 (thepart ofthevariance in
the response variable that the explanatory variables account
for). If they did not, they would not be entered in the
equation, in spite of the fact that initially their correlation
levelswere about the same strength. Stepwise regressions can
be done forward, backward, or both ways, and, in all cases,
the computer picks the regression conﬁguration based on
purely statistical information, with no logical or theoretical
assumptions involved [31].
Multiple regressions require a large number of observa-
tions, and the number of input variables must substantially
exceed the number of predictor variables. The equation has
the following form:
y = b1x1 + b2x2 + ···+ bnxn + c, (1)
where b1,b2,...,bn are regression coeﬃcients. The standard
input method is simultaneous because all variables are intro-
duced into the equation at the same time. Each predictor is
analysed and evaluated by the inﬂuence it has on the predic-
tion of the dependent variable. Variables can be retained or
deleted on the basis on the associated statistics [32].
2.2.2. Artiﬁcial Neural Networks. Artiﬁcial neural networks
(ANNs)are purely empirical nonlinear regression. ANNsare
composed of nodes connected by weight that are the regres-
sion parameters [33–35]. The multilayer perceptron (MLP)
is a feed-forward neural network architecture and uses dif-
ferent linear combination functions and nonlinear sigmoidal
activationfunctions.TheMLParchitecturecontainsaninput
layer, at least one hidden layer and an output layer. Each unit
from the input layer is connected to a unit from the second
layer, and the output layer is connected to the hidden layer.
The input units are used to predict the values of the target
variable. The hidden units execute an internal nonlinear
transformation, and the output units create predicted values
and then back-propagate errors (compares the diﬀerence
between the predicted values with the values of the output
units) adjusting the weights so that the network output
optimally approximates CO2 ﬂux. In the present study, a
network with one hidden layer was used.
T h ei n p u tv a l u e sp a s st h en e t w o r k ,a n dt h ee r r o ri sc a l -
culated by a comparison of the network’s outputs yj with
measured target values mj. The quality of the network is
evaluated on the basis of the mean squared error (MSE). E is
the error as accumulated over all N data records that served
as learning patterns [36]:
E =
1
N
N
j=1

mj − yj
2
. (2)
2.2.3. Multiple Imputation (MI). Multiple imputation (MI)
uses aMarkov Chain MonteCarlo algorithm toreplace miss-
ing value with a range ofestimated (imputed)valuesforeach
missing item. MI uses a regression model to predict missing
values. The MI technique consists of three steps: imputation,
analysis, and pooling. First, sets of plausible values for
missing data are created that reﬂect uncertainty about the
estimated model. Each of these sets of plausible values is
used to impute the missing values and to obtain a complete
data set. Second, each of these data sets is analyzed using
statistical methods. Third, the results are combined, which
allows the uncertainty regarding the imputation to be taken
into account [37]. The observed values are the same as in the
original data set, and only the missing values have diﬀerent
estimated values [16, 38].
The accuracy of MI can be improved by using the mul-
tiple imputations (5–10 imputations) instead of the single
imputation method that underestimates the error variance
of missing data [39].
2.3.Statistical PerformanceMeasures. Fiveperformanceindi-
catorswerecalculatedfordescribingtheaccuracyofthethree
gap-ﬁlling methods: the mean square bias (MSB),maximum
absolute error (MaxAE), and mean absolute error (MAE),
which calculatethe magnitudeand distribution ofindividual
errors, and root mean square error (RMSE), R-squared (R2),
which measures the correlation.
MSB is used to evaluate the performance of an estimator
and is given by
MSB =
1
N
N
i=1

pi(xi,t) − oi(xi,t)
2,( 3 )4 The Scientiﬁc World Journal
Table 2: Monthly averages of the measured CO2 ﬂux and of the CO2 ﬂux gap ﬁlled MR, ANN, MI for cold season.
Month Measured MR ANN MI
[µmol m−2 s−1][ µmol m−2 s−1][ µmol m−2 s−1][ µmol m−2 s−1]
January 1.83 1.69 1.89 1.88
February 0.61 0.48 0.61 0.55
November 1.26 0.90 0.89 1.08
December 0.84 0.86 0.81 1.06
Average 1.13 0.98 1.05 1.14
where oi is individual observed CO2 ﬂux data, pi is the pre-
dicted values, N equals the number of hourly predicted ob-
servation pairs.
MaxAE represents the largest forecasted error, expressed
in the same units as the dependent series. MaxAE is useful
for analyzing the worst-case scenario for forecasts data:
MaxAE = max
 pi − oi
 
. (4)
M A Em e a s u r e sh o wm u c ht h es e r i e sv a r i e sf r o mi t s
model-predicted level:
MAE =
1
N
N
i=1
 pi − oi
 . (5)
RMSE is a measure of the diﬀerence between the ob-
served and predicted CO2 ﬂux data, and it was used to pro-
vide the average error of model:
RMSE =

1
N
N
i=1
	
pi − oi

2
1/2
. (6)
R2 was used to estimate the proportion of the total varia-
tion in the series that is explained by the model:
R2 =


pi − p

(oi − o)
2


pi − p
2

(oi − o)
2,( 7 )
where oi is individual observed CO2 ﬂux data, pi the pre-
dicted values, p and o their means.
3.Resultsand Discussion
3.1. Diurnal Variation. Diurnal variations of measured and
gap-ﬁlled hourly ﬂuxes are shown in Figure 1 for each
month. The diurnal cycle of the measured ﬂux from March
to October is nicely reproduced by all three methods, but
MRandMIunderestimatethenegativepeakduringdaytime,
especially during the summer months. Higher diﬀerences
between measured and gap-ﬁlled data seem to occur in
daytime, when the average CO2 ﬂux is negative and large,
compared to the night time, when CO2 ﬂux is positive and
small. In all months, the ANN line is the closest to the mea-
sured values, suggesting that the ANN method gives more
accurate results than MR and MI.
The highest diﬀerences are observed in November, when
an hourly mean of the measured ﬂux (at 9 AM) is about
2 times higher than the gap-ﬁlled data. Further analysis
showed that the value at 9 AM is the average of only two
measurements, so all random errors are already included in
this value.
3.2. Seasonal Eﬀects. The results for monthly averages of
gap-ﬁlled CO2 ﬂuxes are shown in Figure 2,t o g e t h e rw i t h
measured values. The plot shows that, most of the time, gap-
ﬁlled values are close to the measured ones. However, some
departing results can be noticed, for instance, in July, August
for MR, or April for MI. The highest diﬀerence between
measured and all gap-ﬁlled data exists in November.
D a t aw e r eg r o u p e db ys e a s o ni no r d e rt oo b s e r v ea
possible seasonal eﬀect on the accuracy of gap-ﬁlling results.
Winter seasons consist ofNovember–February,March, April,
September, October are considered to be part of the equinox
season, while summer months are May–August.
In winter, there is less sunlight and air temperature is
lower. Most ﬁelds are bare except maybe for winter wheat
with some above ground biomass, so photosynthesis is
expected to be very small and soil respiration may explain
t h ep o s i t i v eC O 2 ﬂux. The highest positive CO2 ﬂuxes are
observed in January. The averages of measured and gap-ﬁll
data of CO2 ﬂux for the entire cold season (January, Febru-
ary, November, and December) are presented in Table 2.T h e
ANN method is the closest to the measured ﬂux, with dif-
ferences between gap-ﬁlled and observed data ranging from
−0.06 to 0.03µmolm−2 s−1 (except November). MR diﬀer-
ences are between 0.02 to 0.14µmolm−2 s−1,a n dM Id i ﬀer-
ences range from −0.18 to 0.05µmolm−2 s−1. Concluding,
all gap-ﬁlled methods provide good results for winter time.
The equinoctial season consists of data from March,
April, September, and October. The equinoctial average of
the measured and gap-ﬁll data of CO2 ﬂux is presented in
Table 3.D i ﬀerences range from 0.31 to −0.42µmolm−2 s−1
for MI, while ANN departs from measured results with
values from −0.02µmolm−2 s−1 to 0.05µmolm−2 s−1.
Diﬀerences between MR-gap-ﬁlled and measured data
are in between, varying from –0.23µmolm−2 s−1 to
0.14µmolm−2 s−1. Concluding, the best ﬁll for equinox
months is obtained using the ANN method.
The warm season is considered to last from May to
August. The average of measured CO2 ﬂux and gap-ﬁll data
by MR, ANN, MI is presented in Table 4.A g a i n ,A N Ng i v e s
the best results out ofthe three methods for the warm season
as well.
Atmospheric conditions and the assimilation/respiration
of plants change with the seasons. During the summer
season, the absolute value of the CO2 ﬂ u xi sh i g h e rb e c a u s e
photosynthesis occurs most rapidly in summer, thus CO2
exchange is more intense. Peaks of the negative CO2 ﬂux in
May and June might be explained by an increased uptakeThe Scientiﬁc World Journal 5
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Figure 1: Diurnal variation of the four ﬂuxes for each month, represented as follows: measured ﬂux: red, continuous line; MR ﬁlled: black,
dash line; ANN ﬁlled: green, dotted line; MI ﬁlled: blue, dash line. The month is identiﬁed by corresponding roman numerals in the right
corner of each plot.
of the vegetation in the growing season. Such eﬀects of the
vegetation during the main growing season are reported in
other studies of CO2 ﬂuxes [36]. Also, respiration increases
with temperature.
3.3. Statistical Analysis. In order to have a better view of the
accuracy of each gap-ﬁll method, we compared the monthly
variation of MR, ANN, and MI using ﬁve statistical parame-
ters (Figure 3). The MSB is a handy criterion for the evalua-
tion of thegap-ﬁlling techniques, determining thesystematic
error for a long dataset. Its monthly value is computed by
the average square root of biases for every hour of the day
during a speciﬁc month. Averaging over all observations
duringa monthofacertaintimeofdayreducestheimpact of6 The Scientiﬁc World Journal
Table 3: Monthly averages of the measured CO2 ﬂux and of the CO2 ﬂux gap ﬁlled MR, ANN, MI for equinoctial season.
Month Measured MR ANN MI
(µmol m−2 s−1)( µmol m−2 s−1)( µmol m−2 s−1)( µmol m−2 s−1)
March 0.76 0.75 0.75 0.86
April −1.36 −1.50 −1.41 −1.67
September −1.15 −0.92 −1.13 −1.01
October 0.54 0.46 0.50 0.56
Average −0.31 −0.30 −0.32 −0.31
Table 4: Monthly averages of the measured CO2 ﬂux and of the CO2 ﬂux gap ﬁlled MR, ANN, MI for warm season.
Month Measured MR ANN MI
(µmol m−2 s−1)( µmol m−2 s−1)( µmol m−2 s−1)( µmol m−2 s−1)
May −3.22 −3.11 −3.22 −2.80
June −2.76 −2.72 −2.78 −2.67
July −1.06 −0.82 −0.95 −0.87
August −0.22 −0.48 −0.37 −0.18)
Average −1.82 −1.78 −1.83 −1.63
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Figure2:MonthlyvariationsofthemeasuredCO2 ﬂux(red) andof
the CO2 ﬂux gap ﬁlled by multiple regression (MR: black), artiﬁcial
neural network (ANN: green), and multiple imputation (MI: blue).
Number of measurements is also shown as a pink dotted line.
statisticaluncertaintiesinthemeasurementsandthusshould
give a better focus of the performance of the gap ﬁlling
method but less focus on the uncertainty in observations.
Higher biases are observed in summer, especially for the
MR method. Lower diﬀerences between measurements and
gap ﬁll occur in winter, except for November, when the
mean square bias is high for all three methods. The best
results are obtained at equinox, when day and night periods
are of similar length and CO2 uptake during day time is
almost equal by release during the night. ANN performs
better than MI every month and better than MR in 11 out
of 12 months. A clear seasonal eﬀect is seen in the MR and
MI methods: the poor result of MR and MI during months
with high irradiation might be partly caused by the use of
linear regression on irradiation. In reality, photosynthesis
saturates with high irradiation because thevegetationcannot
photosynthesize more quickly. This might indicate that MR
and MI calculations are dominated by the radiation monthly
budget: the method gives poor results when the radiation is
high and good results when the radiation is low.
One explanation for the poor result in November might
be the fact that the amount of data used for gap-ﬁll is too
small (only 69 measurements) to give reliable results, regard-
less of gap-ﬁll method. Figure 3 shows that results are good
in March, although the number of data that has been used is
also relatively small (128, compared to 200–500 for the rest
of months). On the other hand, the ﬂux in March is 60%
from the November one. This might suggest that any gap-ﬁll
method will become unreliable when the number of high-
quality measurements is below a certain threshold.
MaxAEconﬁrmstheresultsdescribedabove,withahigh-
er accuracy for all gap-ﬁlling techniques for autumn and
winter months (except November) and a lower accuracy for
June and July. MAE measures the average magnitude of the
errorsin a setofforecasts, andthesame patternwasobtained
for all three gap ﬁlling methods. The best performance
is given by ANN in equinox months, with a MAE of
0.86µmolm−2 s−1 inOctober.LowvaluesofRMSEindicatea
goodﬁtofthemodeltomeasurements.Again,ANNisoverall
the best method while the worst gap-ﬁll method is the MR
method.
The highest values of R2 are obtained for ANN, sup-
porting that, indeed, ANN is the best gap-ﬁll technique. All
methodsgivegoodresultsinDecemberforallthreemethods,
with R2 ranging from 0.80 (MR) to 0.88 (ANN). A low
accuracyofallmethodsisseeninSeptember,whenthelowest
R2 is 0.49 (MR) and the highest is 0.63 for ANN.
A concise view of gap-ﬁlling methods is given in Table 5,
where annual averages of all statistical parameters is givenThe Scientiﬁc World Journal 7
Table 5: Yearly average of statistical performance for MR, ANN, and MI gap-ﬁlling techniques.
Statistical parameters MR ANN MI
Mean bias (µmol m−2 s−1)2 0.97 0.62 0.77
MaxAE (µmol m−2 s−1)9 . 2 16.57 8.72
MAE (µmol m−2 s−1)4 . 6 4 2.68 3.71
RMSE (µmol m−2 s−1)4 . 1 3 2.60 3.48
R2 0.66 0.78 0.70
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Figure 3: Monthly variation of the performance of gap-ﬁlling
techniques MR (black line, stars), ANN (green line, circles) and MI
(blue line, squares) measured by statistical parameters.
for all three gap-ﬁlling techniques. Bold digits show the best
result, and it is clear that the best response at each statistical
test is given by the ANN method. Only meteorological
parameters have been considered in our calculations; thus,
it might be necessary to take into account some indicators of
speciﬁc spring biological processes. The large bias in April,
compared to other equinox months, might be due to the fact
Table 6: Correlation coeﬃcients between the biases (MSB) of the
three gap-ﬁlling methods and meteorological parameters involved
intheanalysis.Valueswritteninboldaresigniﬁcantatthe0.01level.
Parameter MR ANN MI
Global radiation 0.65 0.23 0.37
Air temperature 0.39 −0.19 0.39
Wind velocity −0.04 0.05 0.16
Relative humidity −0.52 −0.45 0.51
Number of
measurements 0.20 −0.27 0.16
that theCO2 uptakebythe agriculturearea isstrong ortothe
fact that large diﬀerences exist in the CO2 uptake between
day and night. Good results are obtained in autumn which
m i g h tb ee x p l a i n e db yt h ef a c tt h a te ﬀects of global radiation
and air temperature on ecosystem cause the reduction of the
potential for agriculture area carbon sequestration.
Correlation coeﬃcients between biases (MSB) of each
gap-ﬁll method and each meteorologicalparameter are given
inTable 6,whichshowsthattheANNmethodisindependent
of the meteorological parameters. The performance of MR
gap-ﬁll method is strongly inﬂuenced by the global radiation
and by the relative humidity, while the performance of MI
depends on relative humidity. None of the three methods is
sensitive to the number of measurements, although a possi-
ble limitation to a minimum number might be necessary for
getting reliable results (see the case of November).
Toﬁndwhich statisticalindicatoristhebestforthedeter-
mination of the optimal gap ﬁll method, we add a test. Based
on the above results, that is, that ANN in the best gap-ﬁll
technique, we calculated the diﬀerence between other meth-
ods and ANN and the scatter in that diﬀerence, measured
by the variance. The ratio between scatter and the mean
diﬀerenceisameasure oftheprobabilitythatANNisactually
better than another method. The ratio between mean and
scatter is a measure of the probability that the results are
caused by statistical uncertainty; the larger the number, the
smaller the probability.
The results of the test, shown in Table 7, show that the
largestratioisfoundforR-squaredforthediﬀerencebetween
MR and ANN,butthis is not valid for the diﬀerencebetween
MI and ANN, for which MaxAE seems to have the highest
value.However,MaxAE,R2,andMAEareveryclose,without
any clear diﬀerence. All ratios are relatively close to each
other, suggesting that all indicators can be used in evaluating
the relative performance of a method compared to others.8 The Scientiﬁc World Journal
Table 7: Statistical parameters.
MR-ANN MI-ANN
MSB (µmol m−2 s−1)2
Average 0.35 0.14
Sigma (n −1) 0.25 0.13
Ratio 1.41 1.11
R2
Average −0.12 −0.08
Sigma (n −1) 0.04 0.04
Ratio 3.21 1.88
RMSE (µmol m−2 s−1)
Average 1.54 0.88
Sigma (n −1) 1.14 0.75
Ratio 1.35 1.17
MAE (µmol m−2 s−1)
Average 1.96 1.03
Sigma (n −1) 0.93 0.61
Ratio 2.09 1.70
MaxAE (µmol m−2 s−1)
Average 2.64 2.15
Sigma (n −1) 1.56 1.13
Ratio 1.69 1.90
4.Conclusions
Three gap-ﬁlling methods, MR, ANN, and MI, were used
for estimating atmospheric CO2 ﬂux, and their accuracy
was studied using an hourly dataset covering one whole
year (2008) from an agricultural area. Poor weather and/or
northern wind conditions led to large gaps in data. Errors
may be introduced also by a nonrandom distribution of
data set gaps. Each of these statistical methods gives a good
estimation of atmospheric CO2 ﬂux, when number of gaps
of original dataset was small and had a random distribution.
The small biases that were found in this study imply that gap
ﬁll methods could be used directly on CO2 measurements.
The ﬁrst general conclusion is that, overall, ANN gives
better results than MR and MI at yearly, monthly, and
diurnal scale. ANN has hardly any diurnal variation, while
the MR and MI methods perform better during night time
than during day time. The ANN performance indicators are
better for almost every month. The eﬃciency of the gap-
ﬁlling methods depends on the season, especially for MR
and MI. Higher biases are met during warm seasons (April–
August), when CO2 ﬂuxes are negative and their absolute
values are higher. All three methods give low errors in colder
seasons (September–March), when CO2 ﬂux is positive and
smaller. The decrease of biases towards August (especially
in ANN results) coincides with a decrease in the absolute
value of the CO2 ﬂux. An exception occurred in November
when very few high-quality measurements were available as
learning dataset. We conclude that suﬃciently high-quality
measurements might be needed to reduce the impact of
random errors in the results of the gap-ﬁll methods and
a minimum critical number of measurements is needed in
order to reduce random errors and obtain reliable results.
Negligible errors were obtained for the year average ﬂux,
but the good overall result for the MR and MI methods was
caused by compensating errors in summer and winter and
compensating errors in day and night time.
The ANN produced the best results, having the lowest
annual average for RMSE and the highest R2 values. The
accuracyofthemethodhasasmall seasonalanddiurnalvari-
ation, which means that this method is almost independent
onenvironmentalconditions.Incontrast,theaccuracyofthe
MR and MI methods varies signiﬁcantly with the season and
with the time of day.
The ecosystem exchange with the atmosphere inﬂuenced
the results of gap ﬁlling CO2 ﬂux for each of the three
methods. This is related to two causes: large diﬀerence in
CO2 exchange during day and night and strong temporal
change throughout a month because increasing soil cover
of the vegetation. Since only meteorological parameters
have been considered in the calculations, this might be an
indication that biological proxies should be also taken into
account.
Gaps were ﬁlled on CO2 measurements instead of NEE
calculations because CO2 measurements lack additional
noise from inaccurate storage measurements. A possible
drawback of using CO2 data as input might be that relations
between CO2 ﬂux and biological processes are less clear
compared to NEE data, but this argument does not hold
when the empirical ANN method is used to ﬁll gaps.
Therefore, we conclude that all three methods could
be used to calculate year-round average ﬂux, but ANN is
clearly preferred when shorter timescale data sets are anal-
ysed.
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