Abstract-This paper presents a new algorithm for piecewise affine (PWA) approximation of nonlinear systems. Such an approximation is very important to enable a reduction in the complexity of models of nonlinear systems while keeping the global validity of the models. The paper builds on previous work on PWA approximation methods, in particular on the work done by Casselman and Rodrigues, known as the Set of Linearization Points (SLP) PWA approximation.The proposed extension method can be used to approximate any continuous function of one variable by a PWA function. The algorithm is based on the points at which the linearization lines intersect with each other. The method assumes that a desired approximation error and one linearization point are given. The algorithm then performs several linearizations. It is shown that the new linearization points are optimal in the sense of decreasing the error between the exact function and the approximation. The main advantages of this methodology compared to previous approaches are the reduction of the number of pieces of the PWA function, the guarantee that the approximation is continuous, elimination of the numerical optimization to find the point of maximum error, and that the derivative of the approximation and the derivative of the exact function are equal at all linearization points.
I. INTRODUCTION
Piecewise affine (PWA) systems have shown to be a powerful approach in analysis and approximation of nonlinear systems [1] , [2] , [3] . The key concept behind this idea is that the nonlinearities appearing in a dynamical system can be reasonably approximated by PWA functions. This paper builds on previous work on approximation of functions of one variable using a piecewise affine method [4] , emphasizing the elements that increase the effectiveness of the approximation algorithm in terms of elimination of the need to search for points of maximum error and decreasing the error between the exact function and the approximation.
Although the concept of PWA systems was initially researched in the late 1940's, the first optimal algorithm to approximate nonlinearities with PWA functions appears, to the best of our knowledge, in the 1970's by Cantoni [5] and Tomek [6] . Many different attempts have been made to produce suitable PWA models in references [7] , [1] , [8] , [9] , and [4] . Reference [7] addresses PWA approximation of continuous functions using uniform simplicial partitions. Later in [1] , the idea of refinement of the partitions around the origin is introduced. The least squares technique as an optimization over simplicial partitions is addressed in [8] . In references [7] and [1] , the domain of the nonlinearity was uniformly divided into a number of simplices. A point in each simplicial region was then selected for the linearization of the function.
The main disadvantage of these methods lies in the fact that for a function of one variable the number of regions uniformly grows as the domain of approximation is increased. In other words, the behavior of the nonlinearity is not considered while the domain of the function is partitioned into regions. Uniform grid approximation techniques have been extensively used in the literature [10] , [11] , [12] , [13] , [14] , [15] , [16] . This drawback can be avoided if the curvature or the variation of the nonlinear function is considered, as done recently in [9] and [4] . Reference [9] addresses a novel methodology in PWA approximation of functions that uses the concept of Lebesgue integration partitioning. However, the resulting PWA approximation is not guaranteed to be continuous. The authors of [4] address the approximation problem by considering the curvature of the function. Moreover the continuity problem has been solved in their work, which, nevertheless, has never been proved. Reference [4] provides the reader with an interesting and heuristic idea to find the PWA model of a micro air vehicle. Although the proposed concept is shown to be efficient compared to the work done in this area, the details of the approximation and the supporting theory is missing, which is a reason for motivating the work on the current paper.
Further commenting on these points, the PWA models obtained by the method proposed in this paper can later be used for the analysis and/or synthesis problems that have been addressed in reference [3] . Moreover, it is suggested in [9] that the resulting PWA model may be used for piecewise affine identification with a clustering approach [17] , mixed logical dynamics (MLD) model based technique [18] , system verification of conflict maneuvers [19] , automated symbolic reachability analysis [20] , and probabilistic controllability/observability analysis of discrete-time piecewise affine systems [21] , [22] .
With the intersection-based Piecewise Affine (IPWA) models, the following properties can be achieved.
• Continuity of the vector fields,
• Optimality of the linearization of the nonlinear function relative to the maximum approximation error, • Increased reduction of the approximation error for a fixed number of regions (as compared to the Lebesgue and uniform grid PWA models for the example in Section V), • Consistency of the derivative of the nonlinear function with the derivative of its approximation at the linearization points. The continuity of the vector field may play a crucial role in controller synthesis for PWA systems [23] . By the optimality of the linearization we mean that the nonlinear function is linearized at the points of maximum approximation error. By doing so, not only the number of approximation stages is reduced, but also the number of regions is decreased. Note that the smaller the number of regions we have in the PWA model, the more the computation size of the controller synthesis problem is reduced [3] . Finally, if the user is required to have zero error at specific points as well as minimum amount of error in the neighborhood of those points, the IPWA method can serve as a good solution to such problems. The reason, as will be shown in Section IV, is that the algorithm starts by linearizing the function at a set of user-defined points. Since the function is linearized at those points, the approximation error is zero at them. Moreover, because the derivative of the exact and the IPWA function are equal, the error in the neighborhood of the user-defined points is small.
The paper is organized as follows. In Section II a list of all variables with definitions are given. In addition to the main results, Section III briefly explains PWA systems. Section IV addresses the approximation algorithms. Finally, the proposed approximation method is applied to an example in Section V, followed by the conclusions.
II. NOMENCLATURE Scripts and Operations
Ω o Interior of the set Ω Ω Closure of the set Ω x ± = lim ε→0 x ± ε, where ε ∈ R + ∂ Ω = Ω \ Ω o III. PWA SYSTEMS AND PWA APPROXIMATIONS Consider the state space representation of a dynamical system, asẋ
where A ∈ R n×n , x =∈ R n is the state vector, B ∈ R n×m , u ∈ R m is the control input, and f nl is a nonlinear continuous function defined as f nl : Ω → R n , where Ω ⊂ R n . By computing a PWA approximation for (1), Ω is partitioned into a finite number of regions, in each of which an affine function serves as the approximation of f nl . Furthermore, R i denotes the i th PWA region, i ∈ I = {1, 2, ..., N} such that
In what follows, the next concepts will be used. Definition 1: The functionf : Ω → R n , where Ω ⊂ R n , is defined to be the PWA approximation of the nonlinear function f nl , and is given bȳ
where i ∈ I = {1, 2, ..., N} is the index indicating the region. Note that by replacing f nl (x) in (1) byf (x) one obtains the PWA model of the nonlinear system (1), aṡ
Moreover, the name Piecewise Affine (PWA) covers the general concept of the systems modeled by (3) while the name Intersection-based Piecewise Affine (IPWA) as a subset of PWA systems, refers to the systems, the coefficients A i and b i are obtained by the proposed methodology in this paper.
To formalize the general notion we begin by giving the main idea of the algorithm. The first stage of the IPWA approximation is performed by linearizing the nonlinear function around specific points which are given by the user. If, for instance, the task is to solve a PWA controller synthesis problem for the obtained IPWA system, these points can be chosen to be the equilibrium points of the nonlinear system. Therefore, the selection of such points varies depending on the nature of the problem. Each linearization will be called tangent hyperplanes. The regions are created by projecting the intersection points of the hyperplanes onto the domain of the nonlinearity. In the next approximation stage, the function will be linearized at the intersection points obtained in the previous stage. This process is continued until the desired error is met.
As mentioned in equation (1), the nonlinear component of a dynamic system is described by
is a function of only one variable, say x j with j being a fixed number in {1, 2, ..., n}, satisfying the conditions given later in Theorem 1, the proposed IPWA algorithm for continuous functions can be used to construct the IPWA model. For this purposef (x) is first obtained as in (2) for all f λ (x j ), where λ = {1, 2, ..., n}. This approximation will later be added to the linear components, as in equation (3) . By doing so, the PWA regions produced during any linearization stage will take the form of
where
with N being the number of regions, given by
and
int is the projection of the intersection of the hyperplanes onto Ω with k referring to the number of intersections in each stage and j denoting an axis. This type of regions that can be defined based on only one variable are called slabs. PWA systems with slab regions are thus called PWA slab systems. Accordingly, as Rodrigues and Boyd [3] have shown, for PWA slab systems the state feedback controller synthesis with a quadratic Lyapunov function can be formalized as a convex optimization problem subject to a specific set of LMIs. Although the solution to the synthesis problem is not addressed in this paper, the resulting approximation of the nonlinear systems introduced in the paper can be used to design a PWA controller with the material given in [3] .
Definition 2: Consider a nonlinear function f : Ω → R, where Ω ⊂ R n . A linearization hyperplane h(x) is defined to be
and x i 0 ∈ R i is a nominal point.
Henceforth, the index j that appeared in equations (4) and (5) is omitted from x since x ∈ R in the rest of the paper.
Lemma 1: Consider a concave function f : Γ → R, Γ ⊂ R. Suppose that f is class C 1 in a neighborhood of two distinct points {x 1 ,
The proof is omitted for lack of space. Please see [24] for a complete proof.
Note that a lemma with a similar result to Lemma 1 is given in [25] 
respectively. Assuming h 1 (x) = h 2 (x), the intersection of h 1 (x) and h 2 (x) is a singleton, i.e,
Furthermore,
Proof: The proof is omitted for lack of space. Please see [24] for a complete proof.
Lemma 3: Let f : Ω → R, Ω ⊂ R be a class C 1 concave function. Consider an arbitrary point x 0 ∈ Ω. Assume that the linearization of f around the point x 0 is described by a hyperplane h(x). Then for any direction pointing from x 0 , ∆(x) is monotonically increasing, i. e.
is a unit vector. Proof: The proof is omitted for lack of space. Please see [24] for a complete proof. With the results of Lemma 3 and Lemma 2, at this stage, Theorem 1 is given to find the points of maximum error in Ω, defined as e max = sup x∈Ω ∆(x).
Theorem 1: Consider a concave function f : Ω → R, Ω ⊂ R of class C 1 . Let the function be linearized around two points x 1 , x 2 ∈ Ω with lines h 1 (x) and h 2 (x) respectively. Furthermore, consider the point P int = (x int , y int ) = {(x, y) | y = h 1 (x), y = h 2 (x)}. Then, the solution to the following maximization problem
lies either on x int or at ∂ Ω = {q 1 , q 2 }.
The objective at each stage is to linearize the function at the points of maximum error occurring during the linearization. Theorem 1 ensures that after the first stage of approximation, the solution to (14) lies either on x int , or q 1 , or q 2 . If the first linearization occurs very close to q 1 and q 2 such that ∆(q 1 ) ≤ e des and ∆(q 2 ) ≤ e des , the solution to (14) will be x int . Therefore, x int is the next point at which f should be linearized (see the upper plot in Figure 1 ). Denoting this linearization by h 3 , the second approximation stage is started as the point x int adopts a new notation x 3 (see the lower plot in Figure 1 ). Updating the distance function ∆(x) using (8), the problem of approximating f is formalized with two parts, as to find 1) argsup
2) argsup
which are the points of maximum error. Since f is concave within x 1 ≤ x ≤ x 3 and x 3 ≤ x ≤ x 2 , Theorem 1 is then used to find the solution for (15) and (16) . This process is continued as long as sup x∈Ω ∆(x) > e des . With all of the theoretical background that has been provided in this section, the algorithms for the intersection-based PWA approximation can be described in the next section.
IV. ALGORITHMS
In this section, the algorithms elaborating the intersectionbased PWA (IPWA) approximation for both concave/convex and continuous functions are introduced.
A. Concave/Convex Functions
This algorithm is proposed for a concave function. If f is convex, − f is then considered.
Problem 1: Consider a concave function f : Ω → R, where Ω ⊂ R. Findf over the domain of f .
1) The primary linearization points are determined. The points are chosen to be where the user needs zero error. As mentioned above, the primary linearization points are selected in accordance with the nature of the problem for which the IPWA being obtained is considered to serve. One can still add other initial points heuristically, like the points of zero curvature. This idea was originally suggested by Casselman and Rodrigues in reference [26] , as the essential idea of the SLP method. Although the idea seems to improve the approximation, it can be shown that setting the zero curvature point as a primary linearization point does not necessarily reduce the error in certain cases, as in f (x) = x + 4 −1/3 4 − x − 4 −4/3 . 2) Using Taylor series, the function f is linearized around all the points obtained in step 1. The produced linearization hyperplanes are denoted by h i (x), where i ∈ I = {1, 2, ..., N u } and N u is the number of linearization points at the u th stage. 3) Each two neighboring hyperplanes h i (x) with i ∈ I will intersect with each other, resulting in a point. These points are designated by P (k)
int (x), where k ∈ K = {1, 2, ..., N 2 u } and N 2 u is the number of the intersections in the u th stage. 4) The projection of the all intersection points P (k) int on Ω is denoted by x (k) int . 5) Using Theorem 1 the points at which the local maximum error occurs are determined. According to this theorem, these points belong to the set M = {x 1 , x
The global maximum is then obtained by updating ∆(x) using (8), and then evaluating ∆(x) for all the elements of M. Comparing the results, the value at which the global maximum error occurs and the error itself are found, and e max is set as
6) The stopping criterion is defined as e max ≤ e des (17) where e des is called desired error and is defined to be the maximum allowable error determined by the user. Then e des is compared with the value of e max , obtained in step 5. If the stopping criterion is met, the IPWA approximation is produced. Otherwise, the point of maximum error is given to step 2 for the next linearization stage. This stage is continued until the stopping criterion is satisfied.
B. Continuous Functions
In this section, the function f is only considered to be class C 1 . Despite the fact that such a function, that may not be concave nor convex, is rather difficult to tackle, many applications are neither concave nor convex. For this purpose, the IPWA algorithm for approximating continuous functions is given in this section. In this algorithm, the inflection points of f (x) are found first. The curvature of f at these points attains zero and the convexity of f changes. The set of inflection points are denoted by
, each being either convex or concave. For this aim, the initial linearization points are chosen to be the members of K . The initial linearization hyperplanes h 1 κ , h 2 κ , · · · , h λ κ are then constructed using the Taylor series. Since each f i (x) possesses either the concavity/convexity property, the IPWA algorithm for concave/convex functions is, therefore, used to compute the IPWA approximation for each f i (x).
The details of this method are summarized in the following algorithm.
Problem 2: Consider a class C 1 function f : Ω → R, where Ω ⊂ R. Findf . 1) In the initial linearization stage, select the points from both categories: a) members of set K , and b) the reference point (if the approximation purpose is to solve a control synthesis problem). 2) Repeat steps 2 to 6 from section IV-A for f . The regions produced by both of the proposed algorithms are convex and have been defined in equation (4) in section III.
Remark 1: The function f is assumed to be class C 1 , according to Theorem 1. Therefore, the situation of linearization hyperplanes with the derivative of infinity does not happen.
Example: An interesting example in such a case may be f (x) = √ 1 − x 2 . For f to be class C 1 , it must be defined within (−1, 1). In this and similar cases, specific initial linearization points may seem to make the approximation process complex. However, the following measures can give a hint to avoid any potential problem.
1) The first initial linearization point cannot be at 1 nor at −1 where f is not defined. 2) x 1 = −1 +δ 1 or x 1 = 1 −δ 1 can be considered as the initial linearization points, whereδ 1 ∈ R is sufficiently small. For further explanation only the former initial point x 1 is considered. Let h 1 (x) = f (−1 +δ 1 ) + f (−1 +δ 1 )(x + 1 −δ 1 ) be the first stage linearization hyperplane. Given e des and recalling that ∆(x) = | f − h|, the value ofδ 1 is then suggested to satisfy the following condition.
∆(x) = e des .
3) Assuming Item 2 to be the first approximation stage, the point of maximum error will be x 2 = 1 −δ 2 , by Theorem 1. Similar toδ 1 , the constantδ 2 will be determined such that
4)
Depending on e max , y = h 1 (x) and y = h 2 (x) may intersect at a large y. Further linearization, which has to be at {x int } = {x | h 1 (x) = h 2 (x)}, will reduce the error.
V. EXAMPLE
In this section the IPWA approximation algorithm is applied to a flutter example. The obtained IPWA model is then compared with the Lebesgue and the uniform grid PWA approximation techniques. The normalized approximation errorē max that is used for the comparison purpose is computed byē
where f (x) is the exact function, and Ω is the domain of f . Consider a rigid airfoil that has two degrees of freedom: plunging along the h direction, and pitching in α. The authors of reference [27] have summarized the dynamics of the wing fluctuation using linear and angular springs. By doing so, the nonlinear aeroelastic behavior of the wing can be modeled by a polynomial function of the pitch angle.
Denoting
T as the system states, the governing equations are written aṡ [27] .K α (x 2 ) is a function of only one variable x 2 , which allows us to use the IPWA algorithm to compute its PWA approximation. The summary of the IPWA algorithm applied to the continuous functionK α (x 2 ) for x 2 ∈ (−π/6, π/6) is given in Table I . The normalized error e max is computed according to (18) . Figure 2 shows two consecutive iterations of the IPWA algorithm. Point x (3) int = −0.3434 has the maximum error of approximation in the 3 rd iteration (upper plot). This point is thus chosen to linearize the functionK α (x 2 ), resulting in a finer PWA approximation (lower plot). Looking at Table I, one can conclude that the Lebesgue model has the least error for 3 regions while for more than 3 regions the IPWA is shown to produce better results. In addition, the PWA model by uniform grid method is shown to have the highest error for 3 to 7 regions. For 9 regions the IPWA has still the least error. IPWA approximation of theK α (x 2 ). The upper plot is the approximation at the 3 rd iteration while the lower plot is associated with the 4 th iteration of the algorithm.
VI. CONCLUSION
In this paper, the intersection-based algorithms for approximation of functions of one variable was developed. Using the algorithms provided in section IV, PWA models can be constructed for a wide range of nonlinear functions, where the nonlinearity is a function of only one state. Finally the method was successfully applied to an aeroelastic model of an aircraft wing. The approximation error of the intersectionbased PWA model of the examples was compared with the Lebesgue [9] and the uniform grid [7] PWA models. The IPWA approximation of functions of n−variables has also been investigated, which will appear in future publications.
