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Abstract

The field of machine learning, and, in particular, methods to improve the capability of
machines to perform a wider variety of generalised tasks are among the most rapidly
growing research areas in today’s world. The current applications of machine learning
and artificial intelligence can be divided into many significant fields namely computer
vision, data sciences, real time analytics and Natural Language Processing (NLP). All
these applications are being used to help computer based systems to operate more usefully in everyday contexts. Computer vision research is currently active in a wide range
of areas such as the development of autonomous vehicles, object recognition, Content
Based Image Retrieval (CBIR), image segmentation and terrestrial analysis from space
(i.e. crop estimation). Despite significant prior research, the area of object recognition
still has many topics to be explored. This PhD thesis focuses on using advanced machine learning approaches to enable the automated recognition of fresh produce (i.e.
fruits and vegetables) at supermarket self-checkouts. This type of complex classification task is one of the most recently emerging applications of advanced computer vision
approaches and is a productive research topic in this field due to the limited means of
representing the features and machine learning techniques for classification. Fruits and
vegetables offer significant inter and intra class variance in weight, shape, size, colour
and texture which makes the classification challenging.
The applications of effective fruit and vegetable classification have significant importance in daily life e.g. crop estimation, fruit classification, robotic harvesting, fruit quality assessment, etc. One potential application for this fruit and vegetable classification
capability is for supermarket self-checkouts. Increasingly, supermarkets are introducing
self-checkouts in stores to make the checkout process easier and faster. However, there
are a number of challenges with this as all goods cannot readily be sold with packaging
and barcodes, for instance loose fresh items (e.g. fruits and vegetables). Adding barcodes to these types of items individually is impractical and pre-packaging limits the
i

freedom of choice when selecting fruits and vegetables and creates additional waste,
hence reducing customer satisfaction. The current situation, which relies on customers
correctly identifying produce themselves leaves open the potential for incorrect billing
either due to inadvertent error, or due to intentional fraudulent misclassification resulting in financial losses for the store. To address this identified problem, the main goals of
this PhD work are: (a) exploring the types of visual and non-visual sensors that could
be incorporated into a self-checkout system for classification of fruits and vegetables, (b)
determining a suitable feature representation method for fresh produce items available
at supermarkets, (c) identifying optimal machine learning techniques for classification
within this context and (d) evaluating our work relative to the state-of-the-art object
classification results presented in the literature.
An in-depth analysis of related computer vision literature and techniques is performed
to identify and implement the possible solutions. A progressive process distribution
approach is used for this project where the task of computer vision based fruit and
vegetables classification is divided into pre-processing and classification techniques.
Different classification techniques have been implemented and evaluated as possible
solution for this problem. Both visual and non-visual features of fruit and vegetables
are exploited to perform the classification. Novel classification techniques have been
carefully developed to deal with the complex and highly variant physical features of
fruit and vegetables while taking advantages of both visual and non-visual features.
The capability of classification techniques is tested in individual and ensemble manner
to achieved the higher effectiveness.
Significant results have been obtained where it can be concluded that the fruit and
vegetables classification is complex task with many challenges involved. It is also observed that a larger dataset can better comprehend the complex variant features of fruit
and vegetables. Complex multidimensional features can be extracted from the larger
datasets to generalise on higher number of classes. However, development of a larger
multiclass dataset is an expensive and time consuming process. The effectiveness of
classification techniques can be significantly improved by subtracting the background
occlusions and complexities. It is also worth mentioning that ensemble of simple and less
complicated classification techniques can achieve effective results even if applied to less
ii

number of features for smaller number of classes. The combination of visual and nonvisual features can reduce the struggle of a classification technique to deal with higher
number of classes with similar physical features. Classification of fruit and vegetables
with similar physical features (i.e. colour and texture) needs careful estimation and
hyper-dimensional embedding of visual features. Implementing rigorous classification
penalties as loss function can achieve this goal at the cost of time and computational
requirements. There is a significant need to develop larger datasets for different fruit
and vegetables related computer vision applications. Considering more sophisticated
loss function penalties and discriminative hyper-dimensional features embedding techniques can significantly improve the effectiveness of the classification techniques for the
fruit and vegetables applications.

Keywords
Fruit and vegetables classification; Supermarket self-checkouts; Vision-based fruit and
vegetables grading and harvesting; Computer vision; Machine learning.
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Chapter 1
Introduction

1.1

Overview

Supermarket self-checkouts represent a modest step towards more efficient and less
expensive techniques for serving the customers. Supermarkets in Australia and all over
the world are trying to progress toward this faster, more efficient and less expensive
mode of customer serving. However, current self-checkout systems are held back due
to some inherent limitations of the existing scanning processes. For example, not all
supermarket items can be sold with packaging to support the inclusion of barcodes for
scanning at self-checkouts. Many fruits and vegetables are specifically sold unpacked to
support the freedom for customers to self-select their choice of grocery items based on
colour, size, texture and level of ripeness. Putting a barcode on each individual fruit
and vegetable is highly impractical, moreover, prices vary based on variety, species and
weight. Consequently, the fresh produce items (i.e. fruit and vegetables) are currently
billed by selecting the correct type and species from a Look Up Table (LUT). Hence,
it is a responsibility of the billing personnel or the customer at the self-checkout to
either remember or match the correct type of fruit or vegetable to the entries in the
LUT. This limitation can result in slow and vulnerable checkouts where intentional and
unintentional mistakes can easily occur while billing at the self-checkouts.
Recent studies have shown, that up to 3.5% and 4.0% of Australian retailer’s revenue is
lost due to intentional and unintentional wrong scanning at self-checkouts, respectively
[1]. Even a single customer having intention of using false barcode in scanning process
can result in loss of 3 - 5 thousand AUD in a single or multiple scan attempts [2, 3, 4].
Self-checkouts have become a necessity for current supermarkets due to customer expectation and efficiency gains, so removing them is not an option. A potential alternat1
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ive solution to combat these issues is a machine vision enabled self-checkout following
recent developments in artificial intelligence technologies. Application of Computer
Vision (CV) to self-checkouts has emerged as a novel application related to fruit and
vegetables. This application can significantly improve the overall checkout experience
at the supermarkets. Many retailers in Australia and Europe have already stated to
introduce such technology [5, 6].

1.2

Challenges

Numerous studies has been reported for computer vision based identification, recognition and classification of fruit and vegetables. Much of the work has been driven by
advancement in robotic harvesting and agriculture, which has not only increased the
productivity many folds, but also has reduced cost, labour and manual work. Despite
these improvements, classification of fruits and vegetables at supermarket self-checkouts
still has numerous challenges to be addressed. The major challenges can be described
as:
• Selection of sensor(s) for data acquisition
The state-of-the-art for fruit and vegetables data acquisition encompasses a wide
range of sensing technologies and approaches, from very basic to more advanced,
as well as combinations of multiple sensors. B/W (Black and White) and greyscale sensors are used at the entry level [7]. Hyperspectral cameras along with
non-visual sensors have been used in advanced level approaches. The selection of
sensor(s) varies from application to application and eventually effects the computational power and time complexity of the overall systems. Selection of appropriate sensor(s) is a challenging task to meet desired performance outcomes, which
has required thorough research and analysis for implementation in this research
project.
• Selection of features for classification
Fruits and vegetables have significantly variable physical features, both visual
(colour, texture, size and shape) and non-visual (water content, thickness of peal,
glucose content). The selection of features for classification is significantly depend2
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ent upon the application. For example the visual features are the most suitable
for non-destructive fruit and vegetable identification, classification and grading.
However, complex challenges are also involved in only using visual features for
classification of fruit and vegetables in a supermarket environment due to factors
such as inter-class similarities, intra-class variability, changes in ambient lighting,
occlusions and customer behaviour while scanning. A detailed exploration has
been conducted to estimate the most discriminative features for classification of
fruit and vegetables in a supermarket environment.
• Selection of classification technique
Considering CV as a field of computing that applies Machine Learning (ML)
concepts to the processing of digital images for identification, recognition, classification and segmentation tasks. Selection of the appropriate ML techniques for
classification of fruit and vegetables in a supermarket environment has been a
crucial component of the project. Significant efforts have been reported for both
statistical and Artificial Neural Networks (ANN) based classification techniques,
however, continuous training and testing is required to achieve the targeted endeavour. The appropriate selection of ML techniques is also important to achieve
the real time inference and restricted memory requirement goals for application
of the proposed technique(s) to real-world supermarkets.
Identifying fruits and vegetables in the context of supermarket self-checkouts is more
challenging and complex in terms of processing time and accuracy required when compared to classification of objects in most other scenarios. Besides needing to operate
efficiently and reliably on the retailer side, the technology must also be user-friendly
and intuitive, with a low margin of error, as only one bad experience can demand the
reverting of a complete system from automated to manual. Self-checkout systems are
getting more and more prominent, but with the current lack of automated fruit and
vegetables classification ability, they are still far from optimal in terms of automated
checkout operation [15], which necessitates further development.

3
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1.3

Research Questions

Considering the challenges identified, the main research questions that have been investigated in this project are as follows:
1. What are the most suitable features representation, sensors, and machine vision
algorithms for fast and effective classification of fruits and vegetables?
2. What is the optimal system-level design approach for a vision-based intelligent
self-checkout kiosk at a supermarket?
3. How can the data from visual sensors be captured and enhanced to enable effective
classification of fruits and vegetables?
4. Which method of machine learning (statistical or ANN) can provide the best
potential solution for effective and efficient classification of fruits and vegetables?
5. How inter and intra-class similarities and variations can be dealt with for classification of fruit and vegetables?

1.4

Significance

As a result of a detailed literature review relating to the proposed scenario, it can be
concluded that classification of fruits and vegetables is an open and challenging research
question. Currently, barcodes and weight revalidation are being used for supermarket
self-checkouts. It is only recently that machine vision and combinations of visual and
non-visual sensors are being studied for classification of fruits and vegetables at selfcheckout kiosks. This research project provides new contributions to the community of
machine vision and artificial intelligence. The social impacts of applied research such
as in medicine and Information Technology (IT) or engineering are obvious, but the
benefits can be difficult to measure [8]. In the past decade research and development
has proved its positive effectiveness on social issues, and this is also true regarding this
research. The findings from this research will be substantially beneficial if implemented
in a real world supermarket. Apart from the obvious academic and research benefits
4
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the impact of this project can be measured against three Key Performance Indicators
(KPI) as listed below:
• Social - The size of the supermarket sector as an industry is very large and
practically every stakeholder of society is associated with supermarkets in multiple
ways. Approximately 360,000 staff were employed by supermarkets in Australia
by 2017 [9], where an increase of 5,000 employees is reported in 2020 [10]. These
figures showcase the size of the industry. A new and more sophisticated technology
of checkout will be a good addition on both the customer and retailer sides. It will
also discourage the social evils of theft and fraud by discouraging the intentional
wrong scanning of produce for billing.
• Economical - Supermarkets play a vital role in the overall economy of Australia
and are among the largest industries in the country in terms of economic output. In 2017 IBISWorld (Integrated Botanical Information System) identified the
supermarkets as a AUD 101 billion industry [9, 11]. On average a grocery expense of AUD 10 billion each month is reported in 2021 [12]. Given the scale of
the loss currently resulting from fraud and theft activities, the proposed project
will enable further improved revenues and cost savings that can be passed on to
consumers.
• Environmental - Plastic is a conventional part of packaging and acts as a base
support for pasting printed barcodes. Also fresh produce is commonly packed in
shrink wrap / plastic wrap to support the better scanning barcodes. A significant
downside of this practice is that plastic is an exponentially growing problem for
all of the world. Approximately 3.5 million tonnes of plastic waste were produced
in 2016-17 in Australia 0.6 million tonnes of which was produced by packaging.
A recycling rate of 11.8% has been reported for 2016-17 which was initially 10.8%
in 2014-15 [13]. Also, not all plastic waste is recycled or goes into landfill, a
large quantity also makes its way to the sea. 1.27 million tonnes enter the ocean
every year and this amount is increasing by a factor of approximately 14 thousand
litre tonnes per year. A total of 1.3 million tonnes of plastic has been dumped
into the oceans in 2021 [14]. Continuing on the same pace there will be 12 million
5
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kilograms of plastic waste in the international oceans by 2050 [15]. Approximately
39 kilograms of plastic waste is produced by every home in Australia per year [16,
17]. A report by the Environmental Protection Authority (EPA) of Australia in
2016 mentioned that approximately 75% of light weight plastic waste is produced
by shopping bags and plastic waste from supermarkets [18]. The proposed project
is also a potential step towards lowering the usage of shrink / plastic wraps in
the supermarkets, hence it could also help in reducing the growing plastic waste
problem.

1.5

Objectives

The principle objective of this research project has been to investigate and evaluate
different machine vision approaches to classify fruit and vegetables at supermarket
self-checkouts. This outcomes of this project have significant potential to improve the
customer experience and reduce expenses arising from the need for extra staff and losses
due to intentional and unintentional wrong scanning. Many kinds of retailers are now
using self-checkout systems, but the currently available self-checkout systems lack fully
automated operation. The main objectives of the research project are listed below:
• To conduct a complete review of visual and non-visual sensors and their application as potential data acquisition device for the project.
• To implement a prototype system to replicate the supermarket environment for
better understanding of the practical requirements of the project and as a show
case for better representation of the significance of the work.
• To identify the optimal physical features for supermarket scenario to obtain the
most reliable results for this real-life scenario.
• To evaluate machine learning methods to identify the most effective classification
techniques for fruit and vegetables, which achieves the best possible classification
rate.
• To propose an intuitive blueprint to future supermarket self-checkout systems
6
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with better utilisation of computer vision technology in existing supermarket environments, as a way to progress towards a fully automated checkout experience.

1.6

Contributions

The identified problem of computer vision based fruit and vegetable classification in
a supermarket environment has been studied in detail in this research work, with the
following significant contributions to the body of knowledge:
• A detailed systematic review on utilisation of different visual and non-visual
sensors for fruit and vegetables data acquisition has been provided.
• A comprehensive comparison of feature representation, statistical and NN based
classification techniques for different fruit and vegetable related applications, including vision based retailing, quality assessment and harvesting has been carried
out.
• In-depth analysis on Autoencoders and Generative Adversarial Network (GAN)
based fruit and vegetable data enhancement techniques has been conducted. A
novel deep texture features and latent code concatenation technique is proposed
for enhancement of texture details in the GAN based synthesised images.
• A creative mask edge improvement for the state-of-the-art segmentation techniques has been applied to segment complex backgrounds and occlusions in fruit
and vegetable classification applications. The technique has been compared and
critically evaluated for real-life retail images and images from open source supermarket datasets.
• An ensemble of reduced complexity light weight NNs has been tested as an innovative classification technique for fruit and vegetables. A progressive weighted
average and grid search based optimal NN weights estimation technique is presented, resulting in improved classification performance with relatively modest computational requirements
• A progressive technique for classification of similar types of fruit and vegetables is
7
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provided. This technique is a novel contribution for the task of large and complex
dataset classification.
• Rigorous penalty-based classification margins for classification of similar fruit and
vegetables is proposed. A cosine similarity based fruit and vegetable deep features
hyper-dimensional embedding method is also introduced to support classification
of complex datasets.

1.7

Thesis Organisation

This thesis is written in the "Thesis with Publications" format1 . The thesis is organised
as nine chapters under three parts. An overview of the thesis organisation and mapping
of chapters to the research questions (Section 1.3) identified based on the challenges
(Section 1.2) involved in this project is depicted in Figure 1.1.
Introduction:
General
Overview and
Objectives
Chapter 1:
Introduction

Part I
Related Work

Part II
Pre-processing

Part III
Methodology

Conclusion
and Future
Directions

Chapter 2: The stateof-the-art sensors,
features and ML
techniques

Chapter 4: GANs
based dataset
enhancement for
classification

Chapter 6: Sample
weight and CNN
AdaBoost for
classification

Chapter 9: Conclusion
and future directions

Chapter 3: Visionbased techniques for
retailing, grading and
harvesting

Chapter 5: Scorebased mask edge
improvement for
segmentation

Chapter 7:
Progressive weighted
average optimisation
for classification

Chapter 2 and 3 Q1

Chapter 4 and 5  Q3

Chapter 8: Class
distribution-aware
clustering for
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Chapter 6  Q2
Chapter 7  Q4
Chapter 8  Q5

Figure 1.1: An overview of thesis organisation based on identified research questions
and challenges
A general introduction, overview, discussion of challenges and objectives followed by the
research questions, significance and contributions to the body of knowledge is provided
1

Thesis with publication is a postgraduate research thesis consisting of published or under review articles and/or a combination of these. The current thesis has been written based on the
guideline provided at: http://www.ecu.edu.au/GPPS/policies_db/policies_view.php?rec_id=
0000000434.
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in Chapter 1. An overall organisation of the thesis document is also explained in this
chapter to support convenient traversing of the document. The related work comprises
of a part (Part I ) in the thesis document, consisting of two chapters. Details on sensors
used for fruit and vegetable data acquisition. Feature representation for ML techniques
and the state-of-the-art techniques for fruit and vegetable classification are discussed
in Chapter 2. A detailed comparison of the state-of-the-art vision-based techniques for
three identified applications of fruit and vegetables i.e., retailing, grading and harvesting is presented in this chapter. A comprehensive survey of the recent performance
evaluation techniques and fruit and vegetables dataset used for different applications
is also provided in Chapter 3. These chapters are inline with the identified research
question 1.
Part II of this document is composed of two chapters describing the pre-processing
techniques to incorporate research question 3. The capability of Generative Adversarial
Networks (GANs) to enhance the fruit and vegetables dataset for training Convolutional
Neural Networks (CNNs) based classifiers is explored in Chapter 4. Different kinds of
state-of-the-art GANs have been evaluated based on a 20 classes fruit and vegetables
dataset captured in a supermarket environment. An innovative deep texture based
latent code technique is also proposed for fruit and vegetables dataset enhancement.
A Region-based Convolutional Neural Networks (RCNN) mask edge improvement has
been proposed in Chapter 5, for segmentation of fruit and vegetables as a pre-processing
technique. Considering the importance of the shape feature for fruit and vegetables
classification, a specific edge enhancement has been performed on the Mask-RCNN
segmentation edges.
Extensive experiments and analyses in relation to research questions 2, 4 and 5 are
presented in methodology part (Part III ), formed of three chapters. A coarse to fine
classification methodology is proposed in Chapter 6 using sample weights and AdaBoost
based CNN optimisation. The images are first grouped based on the sample weight for
coarse classification. These groups are then used for AdaBoost based fine classification
of deep features. A progressive pre-trained CNN weights average has been performed
for CNN ensemble in Chapter 7. A texture and colour based dataset has been used for
classification of 20 classes of fruit and vegetables and the performance of the ensemble
9
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for classification of this dataset is explored. Considering the complex problem of fruit
and vegetables classification with significantly similar physical features, a class distribution based fruit and vegetables features embedding has been examined in Chapter 8,
to enhance the inter-class distribution and intra-class feature compactness. A discussion covering detailed conclusion and future directions based on the obtained results
has been provided with respect to the challenges and research questions identified in
Section 1.2 and 1.3, respectively in Chapter 9.
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Chapter 2
A Comprehensive Review of Fruit and Vegetable
Classification Techniques
A detailed review on the state-of-the-art visual and non-visual sensors for fruit and
vegetables image data acquisition, features representation and Machine Learning (ML)
classification techniques has been presented in this chapter1 .
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A B S T R A C T
Recent advancements in computer vision have enabled wide-ranging applications in every ﬁeld of life. One
such application area is fresh produce classiﬁcation, but the classiﬁcation of fruit and vegetable has proven to
be a complex problem and needs to be further developed. Fruit and vegetable classiﬁcation presents signiﬁcant challenges due to interclass similarities and irregular intraclass characteristics. Selection of appropriate
data acquisition sensors and feature representation approach is also crucial due to the huge diversity of the
ﬁeld. Fruit and vegetable classiﬁcation methods have been developed for quality assessment and robotic
harvesting but the current state-of-the-art has been developed for limited classes and small datasets. The
problem is of a multi-dimensional nature and offers signiﬁcantly hyperdimensional features, which is one of
the major challenges with current machine learning approaches. Substantial research has been conducted
for the design and analysis of classiﬁers for hyperdimensional features which require signiﬁcant computational power to optimise with such features. In recent years numerous machine learning techniques for
example, Support Vector Machine (SVM), K-Nearest Neighbour (KNN), Decision Trees, Artiﬁcial Neural Networks (ANN) and Convolutional Neural Networks (CNN) have been exploited with many different feature
description methods for fruit and vegetable classiﬁcation in many real-life applications. This paper presents
a critical comparison of different state-of-the-art computer vision methods proposed by researchers for
classifying fruit and vegetable.
© 2018 Elsevier B.V. All rights reserved.

1. Introduction
Many real-life applications such as face recognition, autonomous
vehicles, object recognition and robotics rely on attempting to mimic
the capabilities of the human brain in order to understand images.
In the food industry, fruit and vegetable are a major part of fresh
produce and their classiﬁcation is an extension of object recognition.
Conventionally, fruit and vegetable are inspected visually by trained
personnel for quality assessment as a produce or a crop. However, manual classiﬁcation poses many human-related constraints
for example, an individual needing to be acquainted with the many
characteristics of fruit and vegetable. Manual classiﬁcation requires
a continual and consistent aspect recognition technique to maintain
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consistency. The agriculture industry now applies mechanized methods of classiﬁcation and often relies upon computer vision for pre
and post-harvesting analysis of crops [1]. Computer vision is a ﬁeld
of mathematical analysis of visual data in terms of images of all kinds
and this can be a challenging task when applied to the food industry.
Visual data of fruit and vegetable expands from binary to hyperspectral images [2-6]. Advances in imaging techniques have resulted in
more sophisticated computer vision leading to its use as an emerging standard for many agricultural applications [7]. In the agriculture
industry, one of the most important requirements of computer vision
is as a non-destructive technique for quality assessment, sorting,
automated grading and robotic harvesting unlike many other techniques [8-11]. Classiﬁcation of fruit and vegetable is a relatively more
complex problem due to the huge variety, for example, irregular intraclass shape, colour and texture, and similar interclass shape, colour
and texture. These constraints have caused a lack of multi-class automated fruit and vegetable classiﬁcation systems. An automated fruit
and vegetable classiﬁcation system with more complex information of fruit and vegetable may prove to be helpful for picking the
right fruit and vegetable with the right nutrition. It may also help
children and visually impaired people, and improve supermarket

K. Hameed et al. / Image and Vision Computing 80 (2018) 24–44

grocery self-checkouts. A summary of recent fruit and vegetable classiﬁcation performed in different real-life applications is presented
in Table 1. Recent state-of-the-art for fruit and vegetable classiﬁcation and recognition are a combination of feature description and
machine learning algorithms on visual data [1,12-15]. Signiﬁcant
research has been reported for representation of different characteristics of fruit and vegetable as feature vectors [6,16]. Despite much
research, many challenges need to be overcome to build an effective
fruit and vegetable classiﬁcation system. Thus, this paper provides a
comparative survey of associated limitation for classiﬁcation of fruit
and vegetable and the state-of-the-art computer vision techniques
used for this task.
The rest of the paper is organised as follows: major challenges for
fruit and vegetable classiﬁcation are described in Section 2. Recent
signiﬁcant efforts for fruit and vegetable classiﬁcation are discussed
in Section 3. Selection of optimal sensors for data acquisition in this
task is analysed in Section 4. Considering the complex applications
of fruit and vegetable classiﬁcation essential pre-processing to avoid
noise and occlusion due to the environment is discussed in Section 5.
After signiﬁcant pre-processing the data is processed for distinct features extraction and the techniques for this process are discussed in
Section 6. A comparison of the state-of-the-art classiﬁcation techniques using extracted features is presented in Section 7. Finally, a
more precise discussion on deﬁciencies of current techniques and
future directions is presented in Section 8.
2. Key challenges
Recognition and classiﬁcation of fruit and vegetable as a subset of
object classiﬁcation is an inherently more complex task than other
subsets of object classiﬁcation. Fruit and vegetable present crucial
sensory and feature characteristics which are also dependent upon
the wide spread applications of it. The key challenges involved in
fruit and vegetable classiﬁcation are categorised as:
• Appropriate sensor The selection of a sensor for data acquisition is a key challenge for classiﬁcation. Sensors ranging from
black and white (B/W) cameras to non-visual sensors such as
acoustic and tactile sensors have been used for classiﬁcation
of fruit and vegetable, but not all sensors are equally suitable for all applications. As evident from Refs. [9-11,17-19,82],
both acoustic and tactile sensors are less suitable for nondestructive classiﬁcation and recognition. These sensors either
need physical contact or excitation of the fruit or vegetable for
data acquisition. Additionally, visual sensors are highly sensitive to many factors i.e. illumination condition and background
environment. These basic factors are a combination of many
complex factors including reﬂection, refraction, scale, rotation
and translation, which need to be considered in depth.
• Feature selection and representation for classiﬁcation Features
are the physical characteristics of an object that can distinguish
it from other objects. Fruit and vegetable have many physical
characteristics i.e. colour, texture, shape and size, which can be
used as features for effective classiﬁcation. Fruit and vegetable
have numerous inter and intraclass variations and similarities. The interclass variation are major changes i.e. changes in
colour, texture and shape whereas the intraclass variations are

Table 1
Identiﬁed applications of fruit and vegetable classiﬁcation.
Industry

Application

Literature

Food industry
Agriculture
Retail

Quality assessment
Robotic harvesting
Supermarkets, Inventory

[1, 2, 6, 7, 13, 17-44]
[4, 14, 15, 45-59]
[12, 16, 60-81]
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generally much more subtle and hard to differentiate i.e. different kinds of mangos or apples have only slight variations in
features. An ideal selection of features will allow the system
to deal with inter and intraclass classiﬁcation. The computerbased representation of feature is the other dimension of this
challenge. Signiﬁcant research has been reported related to the
representation of features. Investigations have indicated that
a single feature cannot be considered suﬃcient for effective
classiﬁcation of fruit and vegetable, or objects in general [2].
• Machine vision approach Machine vision approaches are a set
of machine learning algorithms used for classiﬁcation and
recognition of images. Extensive research has been performed
since the early 1980s. The algorithms designed can be categorised in many ways, a usual categorisation is neural network
(NN) based and hand-crafted. The selection of an appropriate
algorithm in any machine learning application is always a critical task but it is even more crucial in the case of fruit and
vegetable.

3. The state-of-the-art
Signiﬁcant evidence of efforts made toward the realisation of
an automated fruit and vegetable classiﬁcation system are available
[60-66], but no examples of commercial applications of such systems are available to date. Approximately, all previous efforts have
a core idea of using one or more kind of the sensor along with a
machine learning technique for identiﬁcation of the features associated with the produce items for example, shape, colour, texture and
size to perform the classiﬁcation. Identiﬁcation of fruit and vegetable
has a large number of challenges associated with it due to irregular
shape, size and variable colour. Much research has been performed
to identify methods to address these challenges. Practically, all physical aspects of fruit and vegetable have been considered as feasible
features for effective classiﬁcation. Initial efforts were made by using
global features i.e. shape and colour for classiﬁcation and local features like texture were analysed in more advanced approaches.
Sensors ranging from the modest black and white cameras through
to the most advanced hyperspectral camera have been used to capture the features of fruit and vegetable [3]. Both empirical and Neural
Network (NN) based approaches of machine learning have been
studied and are continually being improved for this task [12,67,68].
Many factors have been identiﬁed in the case of real-world systems
that impose constraints on achieving high performance in terms of
time and accuracy. Variable background environments, illumination
inconsistency, specular reﬂection and recognition inconsistency are
key constraints [66].
Signiﬁcant challenges have been imposed by fruit and vegetable
classiﬁcation, recognition and detection as sub-ﬁelds of object recognition. The task of classiﬁcation of fruit and vegetable has also been
advanced by adopting methods in related ﬁelds i.e. leaf classiﬁcation
which can be adopted for classiﬁcation of vegetable with green leaves
[7,45]. Most of the efforts made in this regard are a combination
of image analysis as feature description and the machine learning
algorithms for classiﬁcation/recognition [4,7,20,46,69,83,84]. These
efforts consider a physical characteristic and represent them in
a machine vision based representation called feature description.
These features are then given as an input to the classiﬁcation
algorithm to converge on a qualitative output. Numerous techniques
have been studied for feature description and classiﬁcation but
there is room for signiﬁcant redesign and improvement to perform
effective classiﬁcation. An effective fruit and vegetable classiﬁcation
system requires a complete rethinking of all related issues of features,
sensors and classiﬁcation algorithms to implement them as a uniﬁed
system. An example of this rethinking is selection of a robust feature
descriptor w.r.t. aﬃne transforms. To present a detailed comparison
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Fig. 1. Process distribution of fruit and vegetable classiﬁcation into sub-processes.

of the efforts made for fruit and vegetable classiﬁcation the whole
process is divided into sub-processes which are described in Fig. 1.
This paper is organised in a sequence of these constituent processes
providing a general introduction of the process and then describing the speciﬁc variants used in fruit and vegetable classiﬁcation. A
comparable description of the state-of-the-art methods adopted in
each of these parts is also presented in their description.
4. Data acquisition
Sampled images, which consist of real-world information are
called a dataset and the process of collecting such images in a digital
form is called data acquisition. A variety of sensors have been used
for this purpose, both passive and active sensors have been exploited
for their potential usage. These sensors can be further classiﬁed as
visual and non-visual sensors. Selection of sensor is highly sensitive
to many factor e.g. environment of the application, features sensed,
illumination condition, colour camouﬂage, and occlusion with the
environment. Early experiments were performed using B/W cameras as a sensor [3,47]. Light Detection and Ranging (LiDAR) is also
used widely for classiﬁcation of fruit and vegetable in agricultural
environments [48]. Signiﬁcant research has been reported upon the
utilisation of Light Structured Sensors (LSS), which exploits the depth
data along with colour, shape and texture details [49,69,70]. Classiﬁcation of fruit and vegetable was initially studied for autonomous
harvesting with robots [21]. Numerous research efforts have been
reported and are being performed in this direction [46,47,50-52,69].
Colour, thermal, spectral, acoustic, tactile and depth sensors have
been used for data acquisition for classiﬁcation and recognition in
the ﬁelds of agriculture and food processing. Each sensor has some
limitations for example, colour (RGB) images are highly sensitive
to the lighting condition and background colour [2,85]. A detailed
investigation of literature illustrates that the reﬂectance properties of objects can be represented by wavelength and hyperspectral
cameras can be used for this purpose. This technique has an inherent property of detecting different objects with similar colour or
background and is less sensitive to many factors. A recent research
has concluded that hyperspectral information combined with other
characteristics of fruit can result in an improved performance [22].
This technique has been used in many different classiﬁcation problems for quality assessment in the food industry [23,71]. Conversely,
it is identiﬁed that high dimensionality of hyperspectral data is itself
a limitation of its use in eﬃcient systems, i.e it requires a large
computational power to perform classiﬁcation with hyperspectral
images [23,24,71].
Objects which are above 0 K temperature emits some radiations,
which are a function of the emissivity and the surface temperature.
This property can also be used for classiﬁcation of fruit and vegetable.
Fruit and vegetable absorb more heat than leaves and background
environment, which can be used as a characteristic for classiﬁcation. However, the classiﬁcation of a green fruit and leafy vegetable
is a challenging task due to approximately similar thermal properties of vegetable and the background [53]. Thermal analysis has
recently been employed in many ﬁelds i.e. plant disease detection,
chilling damage to the fruit in storage, crop maturity estimation and
crop yield estimation [54]. This technique is also prone to canopy
effect and sensitivity to temperature change [25]. Moreover, no thermal signatures are visible until notable damage has occurred to fruit

in some cases [54]. The basic properties of absorption, reﬂection
and refraction of acoustic signals have been used for classiﬁcation
of fruit and vegetable. Acoustic signals have been used for quality
assessment of fruit and vegetable by measuring their elasticity as a
function of hydration content in their tissues [19,26,27,82]. In the
acoustic analysis, a fruit is excited by a physical impact to produce
an acoustic wave used to measure the elastic modulus to conﬁrm the
ﬁrmness and hence freshness. The other method uses an ultrasonic
beam targeted on the fruit to measure the co-relation of reference
and backscattered beams as a property for classiﬁcation. However,
acoustic analysis is limited to use in fruit and vegetable classiﬁcation due to its limitations of physical excitation and distortion of the
acoustic beam from fruit peel. Acoustic sensors have been used to
measure the internal texture of fruit pulp for classiﬁcation and quality assessment, which depends upon, juiciness, Solid Soluble Content
(SSC) and hardness. Both contact and non-contact acoustic sensor are
highly sensitive to ambient environmental conditions, which make
them less suitable for particular environments i.e. non-destructive,
supermarkets and robotic harvesting [17,18,28].
Tactile sensors have been used for measuring ﬁne spatial patterns, roughness and surface friction for classiﬁcation of fruit and
vegetable. These sensors have been used for many intelligent applications i.e. object recognition, robotic grasp, and pose estimation.
Tactile sensors have a capability to identify objects which are visually similar but consists of different tactile properties e.g. fruit and
vegetable at different levels of maturity [10,86]. Signiﬁcant results
have been reported by analysing a combination of tactile properties
and visual properties of objects. More emphasis is evident upon the
combination of information from multiple sensors more analogous
to the human brain recognition method, which uses a combination
of multiple senses for recognition of objects [8]. The state-of-the-art
studies have introduced a combination of tactile and visual information as visual-tactile object recognition. However, there are inherent
limitations for combining global and local information originated
by visual and tactile sensors respectively[87]. A weak paring based
approach has been mentioned in Refs. [11,88] for combining inherently different pieces of information. Moreover, tactile sensors are
contact based and slow as compared to visual sensors. These limitations make visual-tactile concept less suitable for non-destructive
and faster automated classiﬁcation systems.
The Light Structured Sensors (LSS) has added a new dimension
to the machine vision. RGB information combined with the depth
information has generated a new set of feature descriptors for classiﬁcation, segmentation, identiﬁcation and recognition of objects. The
depth is treated as ﬁfth dimension along with colour, shape, size
and texture. The RGB data combined with depth (D) data is collectively denoted as RGBD data. There are various applications of RGBD
data for example classiﬁcation, object tracking, surface matching, 3D
modelling and pose recognition [89,90]. Numerous commodity sensors are commercially available for sensing the RGDB data [3,51,70]
and are being studied. A detailed comparison of sensors in terms of
features exploited for fruit and vegetable classiﬁcation is presented
in Table 2.
5. Data pre-processing
The images acquired by visual sensors include some level of
noise and distortions. These raw images are generally unsuitable for
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Table 2
A comparison of sensors for fruit and vegetable classiﬁcation.
Sensors

Visual/Non-visual

Sensor type

Features exploited

Advantages

Disadvantages

B/W

Visual

Passive

Geometry and texture

Lack of colour characteristic of
object
Highly sensitive to the lighting
conditions.
Computationally expensive for
complete spectrum analysis
Dependency on minute thermal
difference.
Lack of feature descriptors

RGB

Geometry, texture, and colour

Spectral

Colour and spectral information

Thermal

Thermal signatures

Negligible effect of variable light
source
Exploits all basic characteristics
of object
Provides more information about
reﬂectance
Colour invariant

Active

RGB image and depth

Complete scene characteristics

Both

Elasticity, Cross correlation

Freshness and ﬁrmness analysis

Passive

Roughness, texture, friction, and
spatial curves

Non-visual differences works
well with same colour and shape

RGBD,
LSS
Acoustic

Nonvisual

Tactile

extraction of appropriate features for computer vision and image
processing applications. To reduce the distortions and noise, a significant pre-processing is essential which is described in this section.
5.1. Pre-processing
RGB matrices capture redundant raw information that needs to be
processed statistically to cut out unintended information and determine the missing information due to noise, distortion and variable
sensor sensitivity to the same physical input from the environment. The raw images are processed at either holistic or elementary
level considering the pixel as the lowest level of abstraction for
pre-processing. Spatial and non-spatial constraints apply for pixel
estimation where each method have its advantages for example,
non-spatial estimation is used for contrast enhancement. Representation of three-dimensional objects in two-dimensional images
causes geometric distortion which is subject to the relative position of the camera and the object in the case of still images and the
speed, stability and angle of the camera for mobile robotic applications. A group of two or more pixels can be used for geometric
pre-processing. Signiﬁcant elementary pre-processing is applied on
adjacent pixels to enhance the differences among them common
examples of which are image smoothing and gradient used for edge
detection. Many signal processing ﬁlters have been designed for this
purpose. A set of ﬁlters at sub-holistic level is applied as convolution for estimation of missing information. The constraint of prior
knowledge describes the convolution as statistical or stochastic function. A detailed description of pre-processing techniques with their
applications and constraints has been presented in Table 3.
5.2. Segmentation
To extract the distinct section of an image as a Region of Interest (ROI) image segmentation is performed. Image segmentation

Huge distortion at medium
boundaries
Limited to speciﬁc areas and
contact to the object, fusion of
different informations

is a crucial challenge in computer vision systems that determines
the overall effectiveness of higher level image analysis [91]. Many
segmentation techniques based on brightness, colour, grey scale
values, texture and edges have been reported in the literature. However, as the computational capabilities are improving more effective
segmentation techniques are evolving [7,92]. A preliminary segmentation can be achieved by detecting the edges and subtracting the
unwanted objects or background from the image. Pixel intensity
and direction have been used widely for eliminating the local discontinuities at each pixel of a ﬁltered image [93]. Lower and upper
thresholds selection to ﬁnd a discontinuity is crucial for extraction of edge pixels in complex images and different edge detection
techniques have a tendency to detect a false edge in pre-processed
images. Hence, edge-based segmentation less suitable for images
with similar background, occlusion and mixed edges [91]. Pixel level
threshold for generating regions in the images has been used for
threshold based segmentation. Most of the grey scale techniques have
been altered for RGB images by applying threshold on three channels
separately. Estimation of the threshold is again crucial where many
methods use hit and trial for this purpose, but computer vision tasks
require a fully automated threshold value convergence for segmentation. An adaptive threshold selection based segmentation has been
presented in Ref. [94]. A mean grey scale value has been used for
ﬁnding the optimal threshold with the iterative convergence of mean
value. Intraclass variance has been converged and used as threshold
in the Otsu method, an extension of this method to the RGB images
has been presented in Ref. [95]. Thresholding is among the most signiﬁcantly used techniques for both binary and multi-segmentation
in complex images [96]. Colour histograms have been used for multilevel segmentation in RGB images while using the Otsu method as
an objective function to be maximised for effective segmentation.
Meta-heuristic and swarm algorithms have been used for optimal
intraclass variance convergence [96,97]. Entropy as RGB histogram
function has been used for multilevel RGB segmentation kapur and

Table 3
A description of image pre-processing techniques.
Technique

Description

Applications

Constraints

Intensity estimation

Missing pixel value estimation by spatial
and non-spatial analysis
Estimation of geometric distortion by
relative motion, angle, speed and 2D to 3D
representation
Processing group of neighbouring pixels by
signal processing ﬁlters
Set of ﬁlters applied as convolution for
image restoration

Noisy pixel value determination in grey
scale and RGB images
Determination of geometric details in mobile
robotic and remote sensing applications

Prior knowledge, likelihood of non-uniform
object illumination
Knowledge of angle, position and relative
speed for sensor and object

Smoothing and gradient analysis for better
edge detection
Determining the holistic image
characteristics

Complex and non-linear signal processing
ﬁlters
Complex stochastic analysis and priori
knowledge

Geometric estimation

Elementary processing
Holistic processing
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minimum cross entropy minimisation has been widely studied for
optimal threshold estimation [98], where better segmentation is
reported for higher dimensional RGB histograms.
Pixel intensity and spatial connectivity have been used as similarity measures for grouping pixels in region based methods. Substantial
similarity criteria have been used for instance, pixel intensity differential, running mean and standard deviation among multiple
neighbourhoods of candidate pixels. Larger neighbourhood can use
colour, texture and spatial information for more complex criteria
[99]. This method is effective for images with small numbers of
regions, however, more computational power can work with multisegment images. Comparable performance of signiﬁcant variants in
terms of time and computational requirements has been reported in
Ref. [100]. Pixels with similar features are clustered to form feature
based segments. Both hard and soft clustering are evident from the
literature. Fuzzy c-means is among the most widely used soft clustering techniques i.e. a pixel is associated to multiple clusters based on
connectivity weight estimation [91]. Variants of fuzzy c-mean with
improved performance use spatial information of pixels for weight
estimation however, signiﬁcant performance constraints have been
reported while working with the noisy data [101]. The parallel nature
of Neural Networks (NN) has been widely used for image segmentation [102,103]. A common example of NN based segmentation is
the used of spatial information with Self-Organising Maps (SOM)
[104]. An inherent limitation of this method is the unavailability
of prior information of the number of clusters. SOM has been used
to ﬁnd the optimal number of clusters to perform the segmentation automatically. Signiﬁcant fuzzy c-mean based variants of NN
segmentation are also evident from the literature [105]. The concept of multi-feature fusion as a combination of rotation-invariants
Local Binary Patterns (LBP), RGB histogram distribution, weighted
histograms, region connection statistics and multi-label k-nearest
neighbour fusion has been analysed with the existing techniques
of automated annotation in Ref. [106]. This concept has been used
for segmentation of images using Histogram of Oriented Gradients
(HOG) and LBP as feature fusion on RGB and polarised images separately, and improved segmentation results has been presented in
[107]. This concept can be used with other signiﬁcant classiﬁers for
better segmentation.
When considering fruit and vegetable classiﬁcation, a feature
based segmentation has been applied on a pre-segmented Region
of Interest (ROI) of apple images for defect detection in Ref. [30].
An experimental setup with intentional lower background intensity
is exploited with a low pass ﬁlter to ﬁnd the ROI along with the
morphological ﬁlling to reduce the effect of false russet removal in
artiﬁcially defected fruit. Average and standard deviation of intensity
has been used to deﬁne a global feature on ROI with variable neighbourhood size. A set of supervised and unsupervised classiﬁers has
been applied and signiﬁcant segmentation effectiveness is presented
with super-pixel and supervised classiﬁers w.r.t. unsupervised classiﬁers. It is concluded that more accurate results can be achieved for
larger neighbourhoods at the cost of computation time. Texture as
feature HSI and Colour Co-occurrence(CCM) is used for segmentation
based quality assessment of citrus. The texture of citrus leaves with
greasy spots, melanose, and scabs is analysed where more effective
results are reported for reduced dependency on intensity in texture
features [31]. Distance Transform (DT) based watershed segmentation is used with statistical features in RGB images in Ref. [77].
Euclidean, city-block and cross-board based DTs are used for segmentation of fruit and vegetable in binary images with signiﬁcant
effectiveness. A Gabor kernel based global segmentation with eight
different orientation of Gabor wavelet is used with Principal Component Analysis (PCA) for automated classiﬁcation of apple fruit. It is
concluded that with Gabor based global segmentation of near infrared (NIR) apple images there is no need of local feature segmentation.
The Gabor ﬁlter used can extract speciﬁc frequency components that

can be used for segmentation [32,108]. Recently, Otsu based segmentation has been used for fruit and vegetable defect detection and
a common limitation of holes generation for similar intensity level
as background has been identiﬁed [39,40,57,81]. A combination of
LBP, HOG, global colour and shape feature has been used with Otsu
thresholding for optimal ROI selection in a multi-class fruit recognition and identiﬁed to be improved for effective results [7]. Damage
detection in papaya has been performed by k-means clustering after
contrast enhancement of colour images where classiﬁcation has been
performed with SVM, decision tree and Naive Bayes with a maximum accuracy of 90.5%. The study reported that the experiments
were not performed on a uniform dataset and the result are not comparable with the state-of-the-art. To detect the green apple, a graph
based manifold saliency was used with k-mean and Fuzzy-C-Mean
(FCM) clustering, where the study reported on imperfect segmentation that needs to be integrated via an area loss function [14]. A more
related research has been presented for quality evaluation of packed
lettuce, where a patch based segmentation has been performed with
CNN. The CNN has been trained with both packed and unpacked lettuce datasets and a 3 × 3 sliding window is used to estimate the
likelihood of each patch of 3 × 3. The estimated likelihood is then
used for threshold-based segmentation with signiﬁcantly high values of the threshold. A comparison of packed and unpacked lettuce
segmentation accuracy has been reported as 83% and 86% respectively [109]. A description of recent segmentation techniques used
in various applications of the food industry has been presented in
Table 4.
6. Feature extraction
A piece of information related to some particular dynamic
property of object in a digital image with higher level of perspective
i.e. recognition, classiﬁcation, retrieval and reconstruction is called
a feature descriptor. Fruit and vegetable have several distinct visual
characteristics associated with them called features. The most commonly used features for classiﬁcation and recognition of fruit and
vegetable are colour, shape, size and texture. A feature descriptor
is either global or partial depending upon their comprehensive or
partial representation ability. In particular to the object recognition, a global feature describes the object as a whole in the form
of a generalised descriptor for example shape, and a local feature
describes many interest points in the form of patches of an image.
The interest points are not consistent and can vary from sample to
sample in a recognition task [112]. Moreover, usual practices include
a combination of local and global features for superior classiﬁcation effectiveness [85,113,114]. Availability of whole object details
is another inherent limitation in image acquisition due to the poor
acquisition, noise, partial information, and data loss during conversion (e.g. RGB to grey scale). These limitations pose some constraints
on the performance of feature descriptors. Properties of features
descriptors for signiﬁcant representations of features are described
in Ref. [115]. A global to global and partial to global recognition
based categorisation of feature descriptors is described in Table 5.
A non-exhaustive description of shape, texture and colour feature
descriptors has been described in this section.
6.1. Shape feature descriptors
The shape of fruit and vegetable has been frequently used for classiﬁcation. In the food industry, shape and size (morphology) of fruit
and vegetable play a critical role in price estimation. This feature is
also signiﬁcant for automatic sorting in the food industry. Spherical
or quasi-spherical shapes are easier to describe as feature vectors as
compared to natural and more complex shapes of fruit and vegetable.
The shape feature vector can be used for quantifying the fruit and
vegetable for example, estimating size by projection area, perimeter,
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Table 4
A description of segmentation techniques used for fruit and vegetable analysis in the food industry.
Year

Fruit/Veg

Application

Segmentation technique

Ref.

1996
2006
2006
2007
2012
2012
2013
2015
2016
2016
2016
2017
2017
2018
2018
2018
2018
2018
2018

Mixed
Apple
Citrus
Apple
Mixed fruit
Mixed
Vege
Mixed fruit
Apple
Mixed fruit
Tomato
Apple
Eggplant
Apple
Litchi
Mixed fruit
Packed food
Papaya
Pomegranate

Classiﬁcation
Quality assessment
Quality assessment
Quality assessment
Fruit harvesting
Classiﬁcation
Detection
Detection
Recognition
Classiﬁcation
Quality assessment
Bruise detection
Grading
Detection
Robotic harvesting
Detection
Quality assessment
Disease detection
Clustering

Threshold-based pixel level image subtraction
Feature-based with variable neighbourhood size
Texture based HSI and Colour Co-occurrence (CCM)
Gabor kernel and PCS avoided local features segmentation
Spatial-local adaptive threshold based
Distance Transform (DT) and watershed
Texture and edge fusion segmentation
K-mean split and graph-based merge with area threshold
Dynamic threshold Otsu method
Square window split and merge segmentation
Otsu method
HSI based Otsu method
Intensity adaptive threshold based Otsu
Graph based k-mean FCM clustering
One dimensional random signal histogram with FCM
Fusion of LBP, HOG, global colour and shape with Otsu
3 × 3 patch likelihood threshold with CNN
K-mean clustering based segmentation
Threshold Otsu

[66]
[30]
[31]
[32,108]
[52]
[77]
[78]
[110]
[111]
[72]
[39]
[40]
[57]
[14]
[59]
[7]
[109]
[44]
[81]

Table 5
Properties of feature descriptor.
Property

Global/Local

Description

Description strength
Robustness

Ability of differentiation among similar and dissimilar
characteristics of an image.
Resistant to distortion, noise and small changes during
storage and conversion
Resistant to aﬃne, projective and colour space
transformations
Ability to reduce the memory size and searching
complexity.
Ability to recognise and retrieve from partial
information.

Global information to the global recognition

Resistance
Conciseness and indexing
Partial matching

Ability of partial to global, recognition among
above-mentioned properties.

length, width, major, and minor diagonal for size estimation in the
food industry. A shape feature descriptor is a mathematical model
that tries to model the shape of an object in a human intuition based
method for example shape described as a set of contours. A preliminary technique of a shape descriptor considers the important interest
points based on the boundary and the interior of the shapes, various
categories of shape interest points are spectral features, curvatures,
shape contents, shape matrix, moments and shape signatures [116].
One of the most intuitive categorisations of shape feature descriptors is contour based and region based considering the inherent
geometry of shapes. This categorisation is dependent upon whether
the shape feature vector is extracted by boundary only or from both
boundary and interior as well. A more elementary form of categorisation can be spatial and transform domain, where use of a particular
kind of descriptor is dependent upon the application. Representing
shape in one or other form can guarantee performance improvement
for example, shape description data in the spatial domain can be
better handled in the transform domain for lossless conversion and
compression [117,118]. The basic geometrical parameters such as
curvatures, corners, regions, centre of gravity, convexity, circularity
ratio, and Eccentricity associated with the shape of fruit or vegetable
can only differentiate the shapes with large differences however, a
combination of them can comprehend more ﬁne details. Basic deﬁnitions of essential geometrical parameters for shape description are
described in Table 6.
Chain codes is a complex mathematical model of basic geometric parameters for describing any geometry in a standardized way.
Line segments of a shape geometry are described as a chain of orientation in terms of connectivity [119]. However, the chain codes are

prone to noise and deformations [120]. A histogram of surrounding
details of an identiﬁed key point at an object boundary is maintained
in shape context, where a combination of all histograms describes the
shape of an object as depicted in Fig. 2. However, interest points may
vary from sample to sample in a class and need to be ﬁxed manually. Also, the histogram based representation has the capability of
representing any spatial information however prone it is to noise
and distortion [121]. A point distribution in a shape is represented
by moments based descriptors. This statistical method of shape representation requires less computational power and shows signiﬁcant

Table 6
Essential geometric parameters for shape descriptors.
Deﬁnition
Centre of gravity

Geometric parameter
 


g = 1n ni=1 xi , 1n ni=1 yi

Radial distance
Average bending energy

qi = pi − g 2

2
Eb = 1n n−1
s=0 k(S)

Circularity area ratio

fA =

Circularity perimeter

fP =

Circle variance

fq =

Ashape
Acircle
Ashape

=

4pAshape
Psphere

Ellipse variance

P2
0p
lp
Ashape
fR = A
box
P
fC = P hull
shape
A
fS = Ashape
hull
A
fH = A hole
shape
k1
f4 = k
2
d = qTi M−1 qi

Proﬁle

0x (i) = ∀x=i : ymax − ymin

Rectangularity
Convexity
Solidity
Hole area ratio
Eccentricity
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Fig. 2. Shape context feature description vector.

robustness against noise and data redundancy [116] however, it is
less eﬃcient for classiﬁcation of approximately similar shapes due to
loss of redundant information in statistical computation [122,116].
Fragmented and simpliﬁed details of a shape such as changes in curvatures are called scale space methods. This method can work well
with the small translation, scale and rotation but is not robust for
noisy data an analysis w.rt. to rotation and noise is described in Ref.
[120]. Numerous variants of this method are evident from literature
[123-126]. Spatial partitioning uses local properties to represents the
shape globally common examples of local properties are principal
axis and axis of least inertia [121,127,128]. A detailed categorisation
of shape mathematical models in Ref. [116] is depicted in Table 7. A
more detail on various shape representation methods can be found
in Refs. [120,129,130], where most of the methods are based on
the low dimension geometric parameter. A more recent direction
in shape description is use of Bag-of-Curvature (BoC) and Bag-ofShape-Vocabulary (BoSV) [131] as a variant of Bag-of-Words(BoW)
[132]. Different features have been tested for describing the shape
vocabulary for example region based visual vocabulary is deﬁned in
Ref. [133] based on different local shape primitives. A detailed discussion on shape matching with local shape primitives is presented
in Ref. [121,134]. Currently, Convolutional Neural Networks (CNN)
are also being used for shape feature representation.
The lower layers of Neural Networks (NN) have been investigated
for edge detection due to their capability of learning convolutional
kernels. Deeper and complex edge relations can be identiﬁed by the
deeper layer in the CNN [135]. Considering this ability of CNN, the
tedious task of feature descriptor crafting can be performed by the
CNN. Generation of effective shape features is however limited to
the availability of huge amount of data to train the CNN. Feature
descriptor extraction is although an attractive idea but development
of such convolutional layers is also a complex task. Approximately,
all of the above-described feature descriptors have been used for
classiﬁcation of fruit and vegetable. An energy function minimisation has been used with a model based image interpretation using
ACM algorithm to classify the defected apple. It has been identiﬁed
that using an active contour model (sake) as energy minimisation
parameter every component of the shape contour will take approximately n − 1 iteration which makes it less feasible for complex
images however, signiﬁcant performance can be achieved in simple images [35]. To reduce the dependency on segmentation Edge
Orientation Autocorrelogram (EOAC) has been used in Ref. [136] for
produce classiﬁcation. EOAC can estimate the edges orientation and

the spatial correlation among the pixels which are used with a combination of classiﬁers while an accuracy of 99% has been reported.
An erosion based shape representation is used for representing the
shape of leafy vegetable and fruit for grading [36]. To detect the
immature peach in the orchard a window based scanning of grey
scale images has been used in Ref. [2], where the window size was
pre-deﬁned and is dataset dependent. The circular disk radius is
then estimated by dimensions of the ﬁtted window, which make
the complete study highly dependent upon the dataset considered.
A Feed-forward Neural Network (FNN) is used in Ref. [68] for classiﬁcation of fruit and vegetable where the shape is represented as a
convex hull covering the complete fruit using graham scan method.
Shape combined with other features has been used and an accuracy
of 89.1% is reported while using FNN with genetic algorithm (GA). A
global shape representation has been used for grading the mangoes
in Ref. [42]. Initially, the centroid of mango is estimated using ﬁrstorder geometric moments (green theorem) and all boundary pixels
are then identiﬁed with a provision of making this system applicable in a real-world application. A Fourier transform is then used
to convert a mango image to the feature vector using lower harmonics. However, lower harmonics are usually distinct for spherical
and quasi-spherical shape but can signiﬁcantly distort the result for
complex shapes of fruit and vegetable. A machine vision based fruit
counting systems has been designed in Ref. [137] where the mango
shape is identiﬁed based on the colour and smoothness of pixels
while using blob connecting algorithm for mango shape segmentation. The shape of green apple has been represented as perimeter,
area and centrifugation on texture-based segmented image of the
sample. A maximum area threshold base domain connection has
been used for marking the multiple object areas in the image [138].
A heuristic modelling based arc grouping is used to model elliptical
mango shape. More recently a shape based tomato maturity system
is introduced in Ref. [13]. An experimental setup is carefully designed
to capture a single tomato at a time with a dark background. The
tomato image is initially centroid and a minimum distance base contour is drawn to describe the tomato shape. The tomato shape is
then measured to estimate the maturity level while a performance
of approximately 100% is reported. The average of red region of the
strawberry fruit is used to ﬁnd out the main diagonal of the fruit
region used to describe the strawberry shape as kite geometry in Ref.
[80]. Four boundary points on fruit region are considered to make
two sets of equal-length sides selected in a way to make an inscribed
rhombus. The size of the rhombus is used to estimate the ripeness
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of the fruit. A comparison of recent shape based fruit and vegetable
analysis is presented in Table 8.
6.2. Texture feature descriptors
Digital images always contain some texture in them, examples
of which ranges from spatial patterns in satellite images to arrangement of tissues in microscopic images. The texture is one of the
most commonly used properties of fruit and vegetable among colour
and shape for classiﬁcation. Texture is the spatial arrangement of
primitives called textons which are fundamental structures at the
microscopic level that is pixels in images and the atoms in the human
visual perception system. Texture in digital images follows some
statistical property of periodic recursion with some degree of variance. This variance can range from statistical to stochastic functions.

31

Texture as a property for classiﬁcation, recognition, segmentation,
synthesis and shape analysis from texture has been studied widely
[9]. Signiﬁcant applications of texture analysis include medical image
analysis [140], analysis of satellite images [141], segmentation,
content-based image retrieval [142], face recognition [143], object
recognition [144], image compression, robotic vision and unmanned
aerial vehicles [145], a more broader categorisation is presented in
Ref. [9]. Texture description is the core of the texture analysis for
any of its application. Much research has been reported in this ﬁeld
while texture representation methods have been divided into ﬁve
broad categories i.e. statistical, geometrical, structural, model-based,
ﬁlter based and feature descriptors [9]. The progress in the ﬁeld of
texture analysis is evident from a study of human visual perception
according to which the most complex texture can be modelled as an
arbitrary order statistics [146]. Most of the early work in the texture

Table 7
Categorisation of mathematical models for shape representation.
Models

Description

Methods

One dimensional

A perceptual feature of shape derived from
boundaries

Complex coordinate
Centroid distance
Tangent angle
Contour curvature
Area function
Triangle area
Chord length

Polynomial approximation

Neglect discrete pixelisation, by considering
the whole shape

Polynomial merging

Sub-methods

Distance threshold
Tunnelling
Polygon evolution

Polynomial splitting
Multivariate interpolation/Spatial
interpolation

Considering relative orientation i.e. length,
curvature and exploiting boundary relation
for shape representation

Adaptive grid
Bounding box
Convex Hull
Chain Code

Smooth curvature decomposing
ALI Method
Beam Angle
Shape Matrix

Basic chain code
Differential chain code
Re-sampling chain
Vertex chain
Chain code histogram

Square model shape
Polar model shape

Shape context
Chord distribution
Shock graph
Weighted averages (Moments)

The weighted average of pixels, boundaries
and function of moments

Boundary moment

Region moment

Scale-space representation

Shape representation as simpliﬁed
curvatures

Curvature
Intersection point map

Shape transforms

Representation by transform orthogonal or
non-orthogonal constituent function

Fourier descriptor

Invariant moment
Algebraic moment
Zernike moment
Radial moment
Homocentric moment
Orthogonal fourier moment
Pseudo-Zernike moment

One dimensional fourier
Region based fourier

Wavelet transforms
Angular radial transform
Shape signature
R - Transform
Shapelets
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Table 8
Comparison of shape features for fruit and vegetable analysis.
Year

Fruit/Veg

Feature description

Accuracy

Ref.

2011
2012

Apple
Mixed

91.00%
98.80%

[35]
[136]

2013

Mixed

–

[36]

2014

Apple

88.33%

[108]

2014

Peach

85.00%

[2]

2014
2014

Tomato
Tomato

89.10%
–

[68]
[4]

2016

Cucumber

100.00%

[23]

2016

Mango

87.80%

[42]

2016

Tomato

–

[139]

2017

Green Apple

Model based ACM shape
Edge Orientation
Autocorrelogram (EOAC)
Erosion morphology based
shape
Fourier descriptor of shape size
and Euler number
circular disk radius estimation
for shape
Graham scan based convex hull
Texture-based blob size h and w
ratio
Ellipse ﬁtted contour and
ellipsoid mask
Global shape by centroid and
boundary
Ratio of equitorial and polar
diameter
Perimeter, roundness,
centrifugation based shape
Intensity based blob connection
Kite geometry based shape
Centroid based circular contour
estimation

2017
2018
2018

Mango
Strawberry
Tomato

90.08%
2

R = 0.91
90.00%
100.00%

[138]
[137]
[80]
[13]

feature description is based on this concept examples of which is
Grey Level Co-occurrence Matrix (GLCM) [146,147]. Despite the signiﬁcant research in this direction, approximately majority of feature
descriptors are less feasible for daily life applications in terms of
computational requirements and complexity to be implemented as
computer vision application. Based on these limitations, the texture
descriptors are divided into two categories [148] i.e. high-quality
based and high-eﬃciency based described in Table 9 with identiﬁed
solutions to the complexities involved. An illustration of complexities of texture in the food images at different illumination, scale
and viewpoint conditions is depicted in Fig. 3. The improvements
in texture descriptors described in Fig. 4 can be divided in miles
stones in a progressive way as ﬁlter-based, statistical, Bag-of-Textons
(BOT), invariants and Convolutional Neural Networks (CNN) based
descriptors.
A bank of ﬁlters is used for image convolution to extract the major
frequency components in ﬁlter based methods [149]. Common examples of this method are Gabor ﬁlters [150], Gabor wavelet [151],
Linear ﬁlters [152], and pyramidal wavelets [153]. However, texture cannot be described always in a deterministic way. Statistical
methods describe the texture as a non-deterministic relationship distribution among the pixels [154]. Examples of the statistical method
are Markov Random Field (MRF) and fractal methods. Renaissance
of texture as textons is called BOT, which is a new dimension in
texture representation [155]. A comprehensive mathematical model
of textons is described in Refs. [156,157] and a detailed description
of operation involved in BOT are described in Fig. 5. Moreover, signiﬁcant techniques used for each subsequent operation of BOT are

listed in Table 10. Although, BOT has shown a signiﬁcant progress in
the semantic representation of texture, it is signiﬁcantly sensitive to
rotation and scale variation; an analysis is presented in Ref. [158]. To
reduce the sensitivity of texture descriptors on scale, viewpoint and
illumination scale invariant features were introduced. Scale Invariant
Feature Transforms (SIFT) and LBP are groundbreaking examples of
this era. Recently, more deep convolution has been performed with
the help of CNN to extract more complex spatial relation among the
pixels CNN has shown signiﬁcant performance in object recognition
and texture analysis [159-161]. A key to success and excellent survey
on CNN based texture representation is presented in Ref. [162].
Considering the case of texture based fruit and vegetable classiﬁcation, signiﬁcant results have been reported. Exploiting the capability of ﬁlter-based methods of low computational cost and spatial
representation in transform domain a Gabor ﬁlter based PCA kernel
has been proposed in Ref. [32] for apple quality grading. In this study,
the segmentation part has been eliminated by taking advantage of
extracting speciﬁc frequency components for texture representation while a classiﬁcation rate of 90.60% is achieved. Scale invariant
property of fractal has been used for quantifying the food skin morphological changes as an effect of storage damage and cooking [175].
An average intensity difference has been used for forming fractal
image and average Fourier spectrum horizontal and vertical power
has been used for frequency domain analysis. It has been identiﬁed
that fractal changes also correlates to the visual changes. A Spatial
Gray-level Dependence Matrix (SGDM) based statistical analysis is
used to ﬁnd 13 statistical features deﬁned to describe the texture of
grapefruit peel. The classiﬁcation has been performed by clustering
samples on generalised square distance, where an accuracy of 98%
has been reported in Ref. [34]. A co-occurrence matrix based texture
has been deﬁned on grey level for 15 classes of fruit and vegetable
and eight statistical features has been used for describing the features in Ref. [74]. It is assumed that the same statistical properties
will exist due to the iterative nature of texture in fruit and vegetable
peel. An accuracy of 89% has been achieved while using texture as
a feature. Correspondingly, texture has been represented as Local
Activity Spectrum (LAS) in horizontal, vertical and diagonal directions for fruit classiﬁcation in Ref. [136]. The LAS has been quantised
to make a histogram based feature vector of 256 bins, where this
method as reported an accuracy of 99%.
In the current state-of-the-art methods of texture representation,
a Local Relative Phase Binary Pattern (LRPBP) has been used in Ref.
[176], where the texture is used with the LRPBP and an approximated
accuracy of 96% has been reported. To reduce the burden of computational power on single board computers or embedded systems,
a colour and texture based fruit classiﬁcation approach has been
presented in Ref. [177]. A grey level co-occurrence matrix (GLCM)
has been used for texture representation where an accuracy of 83%
has been achieved however, no speciﬁc details have been indicated
explicitly to lower computational cost except running the proposed
method on a Field Programmable Gate Array (FPGA). More recently,
GLCM has been used with statistical features for classiﬁcation of
diseased papaya fruit [44]. In this research, statistical feature descriptors have been assumed for better discriminatory power for defect
detection. Five GLCM features have been used for texture description

Table 9
Categorisation of texture descriptors based on computational constraints for optimal texture representation.
Computational constraints

Properties of descriptor

Complexity involved

Identiﬁed solutions

High-quality descriptors

Dealing with signiﬁcant Intraclass texture
irregularities and interclass similarity
Hyperdimensional texture representation
on resource limited hardware i.e. embedded
systems

Rotation, Variable viewpoint, Variable
illumination, Noise
Complex and high dimensional
representation of texture

Development of large training datasets for
better learning
Development of compact and less complex
feature descriptor

High-eﬃciency descriptors
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Fig. 3. Illustration of complexities in the texture of food images (a) scale variation in orange peel (b) scale and viewpoint variation in brown bread (c) scale variation in cracker
(d) illumination variation in candy fruit. Images by RawFooT and KTHTIPS texture datasets.

to achieve an accuracy of 90.5% which can be considered as promising. Similarly, a Texture Homogeneity Measuring Technique (THMT)
has developed for classiﬁcation of olives. A homogeneity is measured by considering an adaptive threshold based on defect area
pixel intensity variance. Signiﬁcant accuracy rate has been presented
but it can be identiﬁed that the approach has a high class dependency
[43]. An ROI based multi-feature fusion has been performed by fusing
HOG, LBP and GaborLBP for texture representation in Ref. [7]. SVM is
then used for classiﬁcation among the multiple classes of fruit, it is
identiﬁed that the optimal region selection has improved the overall
results by a signiﬁcant factor. A non-exhaustive comparison of recent
research studies has been presented in Table 11.
6.3. Colour feature descriptors
Colour is an important cue for selection or rejection of fruit and
vegetable for customers in supermarket or quality assessment personnel [180,181]. The colour is most frequently used feature for

image retrieval and recognition. Colour has signiﬁcant advantages
over other features like high frequency ease of extraction, invariant
to size, shape and orientation and independent to background complication. Colours are represented in different colour spaces which
are designed for speciﬁc purpose. A commonly known colour space
is RGB, which represents the image in red, green and blue planes.
An image generated by the same pixels in an RGB space can have
different RGB values for different devices which need to be transformed for standardization. This non-linear nature of RGB makes it
less suitable for human visual inspection. To overcome this limitation
of RGB space signiﬁcant other colour spaces have been developed
a detailed description of different colour space and their comparative analysis is presented in Ref. [91]. In general, machine learning
based colour representation is used for classiﬁcation of objects from
images or videos [182]. Colour of a fruit or vegetable is governed
by physical, biochemical and microbial changes during ripening and
growth. However, the photometric changes i.e. orientation, scale
and illumination can cause a signiﬁcant effect on the colour of fruit

Fig. 4. A time-line of texture representation methods.
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Fig. 5. Generic representation of BOT variants [148].

as illustrated in Fig. 6. To reduce the photometric effects a colour
descriptor must has a signiﬁcant invariance property [5]. A diagonal
model-based representation and effect of photometric changes on a
digital image is studied in Ref. [183]. Based on the diagonal model
ﬁve different invariance properties of colour feature descriptor are
presented in Table 12.
Signiﬁcant colour descriptors have been used for fruit and vegetable colour representation. Colour of fruit and vegetable can be
described as a whole or in terms of regions of homogeneous colour
i.e. globally or locally. Histograms, moment invariants, SIFT and
coherence vectors have been signiﬁcantly used for the description
of colours in fruit and vegetable classiﬁcation. Histogram of each
colour channel is combined to make an RGB histogram. However,
an RGB image consists of numerous RGB levels which need to be
normalised after quantisation in particular histogram level [184].
Moreover, pixel level histograms are invariant w.r.t. photometric
changes. Also, histograms do not contain semantic information of the

image. Considering the image as a function of RGB triplets, colour
moments are decried in Refs. [185,186]. Scale Invariant Feature Transform (SIFT) [187] is invariant to common photometric changes as the
gradients of an image are invariant to photometric changes [188].
Signiﬁcant variants of SIFT are HSV SIFT, HUE SIFT, opponent SIFT, CSIFT, rgSIFT and RGB-SIFT [189-191]. Colour Coherence Vector (CCV)
describes holistic colour distribution with spatial pixel relevance by
dividing the image into connected components. Much research has
been reported using CCV as scene recognition and object recognition
with variable viewpoints [192,193]. A summary of invariance properties of discussed colour feature descriptors w.r.t. to the diagonal
model is presented in Table 13.
An HSI based colour histogram representation in Ref. [66] is
among the most initial efforts for classiﬁcation of produce, where
one-dimensional histogram of H, S and I channels are fused to represent the colour. Similarly, an HSI based CCV has been used for
disease detection in citrus peel in Ref. [34]. An RGB based histogram

Table 10
The state-of-the-art techniques of BOT as represented in Fig. 5.
Steps

List of approaches

The state-of-the-art

Texture feature descriptor

Sparse methods
Fractal methods
Dense methods

Harris Laplacian (RIFT, SIFT and SPIN) [163, 164]
Multi-Fractal Spectrum [165]
Gabor wavelet
LM ﬁlters [155]
Schmid Filters
Maximum response (8 ﬁlters) [166]
Local Binary Pattern (LBP)
Basic Image Features (BIF)[167]
Weber Local Descriptor (WLD) [167]

Codebook generation

Predeﬁned method [167]
k-means clustering [155]
Gaussian Mixture Model (GMM) [168]
Spare code learning [169]
Voting based methods

Encoding

Reconstruction based methods
Fisher Vector (FV) based

Feature pooling

Classiﬁer

Average Pooling
Max Pooling
Spatial Pyramid Pooling (SPP)
Nearest Neighbour Classiﬁer (NNC) [166]
Kernel Support Vector Machine (Kernel- SVM) [164]
Linear Support Vector Machine (Linear-SVM) [160]

Hard voting [155]
Soft voting [170]
Sparse coding [171]
Local constraint Linear Coding (LCC) [172]
Fisher Vector (FV) [173]
Improved Fisher Vector (IFV) [168]
Vector of Locally Aggregated Descriptor (VLAD) [174]
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Table 11
Comparison of recent texture feature description methods for fruit and vegetable analysis.
Year

Fruit/Veg

Application

Feature vector

Accuracy

Ref.

2009
2010
2012
2012
2013
2015
2016
2017
2017
2017
2017
2018
2018

Grapefruit
Mixed fruit
Pomegranates
Vegetable
Mixed fruit
Mixed fruit
Mixed fruit
Apple
Grapevine bud
Mango
Mixed fruit
Mixed fruit
Olive fruit

Quality assessment
Recognition
Quality assessment
Classiﬁcation
Quality assessment
Classiﬁcation
Classiﬁcation
Recognition
Detection
Segmentation
Recognition
Detection
Quality assessment

SGDM based 13 statistical
Five statistical features
Statistical features
kurtosis and skewness
Curvelet-based statistical feature
Wavelet Entropy
Local relative phase binary patterns (LRPBP)
Grey scale difference with statistical feature
SFIT with BOF
Dense SIFT-based histogram visual word
Mean, Standard Deviation, Skewness and Kurtosis
Fused HOG, LBP, and GaborLBP
THMT based threshold comparison

98.30%
94.00%
98.80%
95.00%
91.42%
89.50%
95.83%
98.08%
96.50%
88.00%
83.30%
98.50%
100.00%

[34]
[74]
[178]
[77]
[179]
[29]
[176]
[138]
[56]
[137]
[177]
[7]
[43]

of banana is feed into a neural network for fruit quality assessment
where the proposed method is evaluated manually by measuring
the quality of banana with classiﬁcation [194]. A fusion of CCV,
Global Colour Histogram(GCH) and unser’s descriptor has been compared with SVM and LDA for classiﬁcation of fruit in Ref. [73]. It
is also reported that the colour based approach has out-performed
as compared to more complex appearance-based approaches. Five
statistical properties of each colour channel in HSV space has been
extracted for detection of citrus fruit in Ref. [180]. Experiments
have been performed with different combination of statistical features, where the fusion of more features results in better detection
rate it can also be identiﬁed that the results are signiﬁcantly better
as compare to RGB space. The quantisation of RGB images in histograms is assumed placement in less bins for more colour levels.
A more precise digitisation of the histogram is performed for estimation and a comparison of different machine learning methods has
been presented in Ref. [68]. Visible optical ﬁbre sensor with RGB
Light Emitting Diode (LED) has been used for fruit quality assessment in [195], various ripening stages were recorded to generate a
dataset. The optical instruments used in this study have reported
a signiﬁcant result, while the coeﬃcient of determination R2 was
recorded as 0.879. The sRGB conversion to L∗ a∗ b∗ space is performed

to determine the red area share on the peel of mango for mango
ripeness estimation. The experimental setup is designed to capture
the mango images without background and a pixel count based red
area share has been estimated. However, the method is limited to
the particular fruit pattern and cannot work with the complex fruit
peel properties [196]. A citrus crop estimation is performed by using
water shedding segmentation and distance transform and marker
controller. The colour as HSV feature is used for counting the citrus
fruit [197]. More recently, different colour models have been analysed for recognition of litchi fruit during day and night time where,
statistical features of YIQ, RGB, HSV and YUV colour space have been
used for representation of a litchi bunch. A CCD camera was ﬁtted
with an illumination system on a mobile robot for image acquisition. It is identiﬁed that the overlapping of background and pixel
at night time is signiﬁcantly less as compared to daytime [59]. A
region based division of tomato has been performed to estimate the
ripeness, the colour in terms of RGB is considered from every ﬁve
regions and are converted to HSI. To estimate the ripeness level, the
region based colour variations of different samples have been identiﬁed by selecting the most signiﬁcant effect [13]. A performance
compression of colour based fruit and vegetable analysis is provided
in Table 14.

Fig. 6. Illustration of changes in digital images (a) Scale variation in Orange peel (b) Illumination change up to 75% in Chilli paper (c) Viewpoint change for Acerolas. Images by
RawFooT and KTHTIPS food datasets.
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Table 12
Colour invariance properties of colour feature descriptors w.r.t. diagonal model.
Property

Diagonal representation
⎤⎡
⎡
⎡
⎤
⎤
Ru
x 0 0
Rr
⎥⎢
⎢
⎢ r ⎥
⎥
Scale-invariant
⎣ G ⎦ = ⎣ 0 x 0 ⎦ ⎣ Gu ⎦
0 0 x
Br
Bu
⎡
⎤
⎡
⎤ ⎡
⎤
Rr
Ru
o1
⎢ r ⎥
⎢ u⎥ ⎢
⎥
Intensity shift invariant
⎣ G ⎦ = ⎣ G ⎦ + ⎣ o1 ⎦
Br
Bu
o1
⎡
⎤
⎡
⎤⎡
⎤ ⎡
Rr
x 0 0
Ru
⎢ r ⎥
⎢
⎥⎢ u ⎥ ⎢
Scale and shift invariant
⎣ G ⎦ = ⎣ 0 x 0 ⎦⎣ G ⎦ + ⎣
0 0 x
Br
Bu
⎤⎡
⎡
⎡
⎤
⎤
Ru
Rr
r 0 0
⎥⎢ u ⎥
⎢ r ⎥
⎢
Light colour invariant
=
0
g
0
G
G
⎦⎣
⎣
⎣
⎦
⎦
0 0 b
Br
Bu
⎡
⎤
⎤ ⎡
⎡
⎤⎡
r
u
R
r 0 0
R
⎢ r ⎥
⎢
⎥⎢ u ⎥ ⎢
Light colour and shift invariant ⎣ G ⎦ = ⎣ 0 g 0 ⎦ ⎣ G ⎦ + ⎣
Br
Bu
0 0 b

Description

The equivalent change in RGB channels w.r.t. to intensity change, where x is scaling factor.

The equal shift in intensity values in all RGB channels i.e. (o1 = o2 = o3 ), where o is shifting factor.
⎤

o1
⎥
o1 ⎦ The descriptor is invariant to the changes of scale and shift w.r.t light intensity.
o1
The images channels scale independently i.e. (r = g = b).
⎤

o1
⎥
o2 ⎦ The model changes arbitrarily for both shift and colour i.e. (r = g = b) and (o1 = o2 = o3 ).
o3

of substantial dataset for training the CNN. The development of
pre-trained networks for general objects classiﬁcation is a serious
attempt to address this issue [45,204-206]. These pre-trained networks can also deal with the scarcity of fruit and vegetable datasets
as they exploit the more essential features of images. Signiﬁcant variants techniques of using pre-trained CNN for object classiﬁcation
have been presented in Table 15. A more recent comparison of available classiﬁcation algorithms on different computer vision datasets
has been presented in Ref. [207].
Robotic harvesting, quality assessment and the produce classiﬁcation are among the most evident applications of fruit and vegetable
from literature. A prototype system for the produce classiﬁcation
has been introduced in Ref. [66], where colour and texture is used
for classiﬁcation using KNN as machine learning technique. Illumination has been considered as a key driving factor for the colour
variance, hence lighting and relative position of produce item have
been considered carefully. This experiment is the most initial effort
in the produce classiﬁcation however signiﬁcant performance has
been reported. Similarly, a mobile platform has been designed for
robotic harvesting using a far vision (FAR) and near (NEAR) vision
system developed in Ref. [47]. A four camera integrated image is
then analysed for intensity-based roundness and smoothness for
watermelon detection while ignoring too small and big object, a signiﬁcant performance has been reported. Recently, much research has
been reported for fruit and vegetable classiﬁcation a non-exhaustive
detail of which is discussed here. A defect segmentation for apple
fruit has been performed in Ref. [30] by threshold-based segmentation with multiple supervised classiﬁcation models to segment the
defected area. The comparison considered all pixel of the image as
noise free however, this assumption has led to a signiﬁcant performance lack, although larger neighbourhood analysis has reported
reasonable performance. A colour and Infra-red (IR) fusion has been

7. Classiﬁcation
The initial introduction to computer vision traces back to 1960s. It
is now an essential part of the state-of-the-art systems in industrial
automation, intelligent security, autonomous vehicles, food industry,
robotics and medical imaging [201]. Fruit and vegetable classiﬁcation is a problem of assigning a qualitative fruit or vegetable class
ci ∈ {1, 2, . . . C} to an observed input io . RGB images have been
studied extensively to exploit signiﬁcant characteristics of fruit and
vegetable like colour, shape, texture and size for conventional computer vision systems. Robotic harvesting [50], quality analysis [1],
disease identiﬁcation [44] and damage analysis [40] are among the
leading applications of vision based fruit and vegetable classiﬁcation. Recent research has used a variety of machine learning models
for example, KNN, SVM, decision trees and Neural Networks (NN)
and their variants [6,77,108,202] for this purpose. Linear and nonlinear hyperdimensional data can be classiﬁed with the SVM which
is a non-linear mapping of data with the help of kernel functions.
KNN is an instance based non-parametric similarity measure learning for data of inﬁnite dimensions and a decision tree is a probability
based graph for multi-class classiﬁcation. SVM and KNN have been
widely used for fruit and vegetable classiﬁcation and a comparable classiﬁcation effectiveness w.r.t. Multi-layer Perceptron (MLP)
and Radial Bias Functions (RBF) has been reported [51]. However,
hyperdimensional approximation for multi-class fruit and vegetable
classiﬁcation using SVM poses signiﬁcant performance constraints
which have been addressed by combining the SVM with the metaheuristic optimisation for optimal parameter estimation in Ref. [7].
The capability of holistic feature extraction of CNN has reported
signiﬁcant object classiﬁcation effectiveness. Currently, Neural Networks (NN) has gained a signiﬁcant importance in the food industry
[2,13,29,45,72,180,203]. One of the constraints of CNN is the scarcity

Table 13
Colour descriptor invariance w.r.t diagonal model, where  indicates invariance and ✗ represents lack of invariance.
Colour feature descriptor

Invariances
Scale

Intensity Shift

Scale and shift

Light colour

Light colour and intensity shift

Histogram (RGB)
Hue histogram
rg histogram
Colour moments
SIFT
HSV-SIFT
Hue-SIFT
rg-SIFT
Opponent SIFT
C-SIFT
RGB-SIFT

✗


✗

✗






✗

✗


✗

✗

✗


✗

✗
✗

✗

✗

✗


✗
✗
✗
✗
✗
✗
✗
✗
✗
✗


✗
✗
✗
✗
✗
✗
✗
✗
✗
✗
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Table 14
Comparison of colour features for fruit and vegetable analysis.
year

Fruit/Veg

Colour feature vector

Colour space

Accuracy

Ref.

2009
2009
2009
2010
2012
2013
2014
2014
2015
2016
2016
2017
2018
2018
2018

Grapefruit
Banana
Pomegranate
Strawberry
Mixed
Citrus
Tomato
Mango
Olive
Mango
Tomato
Citrus
Litchi
Citrus
Tomato

HSI based CCV
RGB Histogram
Threshold on R/G ration and RGDB LDA
Dominant colour in a∗ channel
Red and green component in HSI domain
LUT based CCI in L∗ a∗ b∗
Colour histogram
Optical RGB with ﬁne LED light
Histogram of gradients of R, G and B channel
R/G ratio by pixel count
Mean, deviation and skewness on R, G and B channel
H channel thresholding in HSV
Statistical features of Y, I and Q
Watershed on RGB
HSI based colour matching

HSI
RGB
RGB
CIE Lab
HSI
L∗ a∗ b∗
RGB
RGB
RGB
RGB
RGB
HSV
YIQ
RGB
HSI

98.30%
–
90.00%
88.80%
95.00%
95.00%
89.10%
87.90%
100.00%
94.00%
100.00%
93.00%
93.75%
93.13%
100.00%

[34]
[194]
[198]
[199]
[77]
[200]
[68]
[195]
[79]
[196]
[39]
[197]
[59]
[15]
[13]

used for counting apple fruit on the tree [53]. A Haar ﬁlter based fruit
detection has been used with the Adaboost algorithm on a mobile
robot. The analysis has taken an advantage of colour-IR fusion for
dealing with occlusions however, Haar ﬁlters are not robust enough
w.r.t. noise and distortion in data. Grapefruit peel condition has
been analysed in Ref. [34] for ﬁve diseases by texture analysis. An
LDA based texture features selection has been performed for spatial intensity level comparison, but the reduction in features size has
reported in performance lack. It can be identiﬁed that the experiments have been performed in a constraints environment for better
performance, where the colour space chosen has a limitation of low
lighting condition. A supermarket produce classiﬁcation system has
been presented in Ref. [74] for 15 classes and 2633 images. Statistical colour and texture features have been used for classiﬁcation,
however signiﬁcant over-ﬁtting is evident from classiﬁcation results
due to a small number of training samples moreover introduction
to more signiﬁcant features i.e. morphology can also improve the
performance. Another similar approach of produce classiﬁcation is
presented in Ref. [73], where packed fruit and vegetable are also considered for classiﬁcation of items. Statistical features of colour and
vocabulary based texture have been used along with the fusion of
classiﬁers in this study. It has been reported that the experiments
can achieve a more better result using more complex features e.g.
appearance-based features.

Many examples of vision-based quality grading are also evident from the literature. Colour-based statistical features have been
described for quality assessment of citrus fruit describing colour in
HSV space. A distance-based classiﬁcation i.e. KNN and CNN have
been used for classiﬁcation of defected citrus [180]. A statistical
histogram-based apple quality assessment has been presented in
a non-destructive way. A soft clustering has been performed for
classiﬁcation however, the ACM energy minimisation used for segmentation of apple shape poses signiﬁcant performance constraints.
Moreover, the invariance of colour space to illumination has not
been considered carefully while performing the experiment in a
controlled environment [35]. More recently, olive quality assessment has been performed for oil extraction, olive image histogram
has been used with Fisher discriminant analysis for linear classiﬁcation. However, the training has been performed with a very
small number of samples and more complex feature vector can be
used for this purpose keeping in view the limitations of global histograms used [79]. As the current advancement in computer vision
has presented an emphasis on image representation as its elementary characteristics, a BOF based image representation has been used
for this purpose. A machine vision based mango crop estimation is
performed by detecting mango fruit in the canopy of the mango
tree, a manual counting is performed on segmented images for estimation. Dense SIFT has been used for constructing a Bag-of-Visual

Table 15
Signiﬁcant variants of CNN based approaches.
CNN Variants

Description

Literature

Application

Pre-trained CNN model

Basic ﬁlter bank and feature encoding and
pooling techniques.

AlexNet [161]

Introduction of CNN based feature encoding for
image classiﬁcation challenge by image net.
Texture classiﬁcation performance than AlexNet at
similar complexity.
Deeper layer set for better classiﬁcation
performance.
Smaller ﬁlter banks and deeper convolution layers
for image classiﬁcation.
Signiﬁcantly deeper than previous CNN based
pre-trained models.
Global average pooling the output from multiple
CONV layers.

VGGM [208]
VGGVD [209]
GoogleNet [204-206]
ResNet [84]
Fine-tuned model

Conversion of the fully connected layer to n
nodes speciﬁc to classes in the dataset for
classiﬁcation.

TCNN [210]

BCNN [211 ,212 ]
Compact BCNN [213]
Hand-crafted CNN model

Using traditional hand-crafted feature
descriptor methods for convolution layers.

ScatNet [214]
PCANet [215]

Introduction of orderless bilinear pooling methods
for high dimensional feature representation.
Dimensionality reduction of features in BCNN for
better performance.
Using Gabor wavelet as a function for convolution
layer.
Using PCA ﬁlters as convolution layer along with LBP
and histogram for feature pooling.

38

K. Hameed et al. / Image and Vision Computing 80 (2018) 24–44

Table 16
Comparison of machine vision techniques for fruit and vegetable classiﬁcation.
year

Fruit/Veg

Dataset size

Classiﬁer

Accuracy

Ref.

2006
2006
2007
2008
2009
2010
2011
2012
2012
2012
2012
2013
2013
2013
2014
2014
2015
2015
2015
2016
2016
2016
2017
2017
2017
2017
2017
2017
2017
2017
2017
2018
2018
2018
2018
2018
2018
2018
2018
2018
2018
2018
2018
2018

Apple
Citrus
Apple
Apple
Grapefruit
Mixed
Apple
Apple
Mixed
Pomegranates
Vege
Apple
Jatropha
Mixed
Apple
18 fruit
18 fruit
Fruit
Olive
18 fruit
Figs
Tomato
Apple
Almond
Eggplant
Grapevine
Mango
Mango
Vege
Vege
Tomato
Apple
20 cultivars
Dates
Fruit
Litchi
Lettuce
Maize
Orange
Papaya
Papaya
Strawberry
Strawberry
Tomato

526
–
166
46
180
2633
–
210
2633
–
296
92
–
–
–
1653
1653
(5 classes)
77
1653
120
520
–
2000
50
760
200
2464
(26 classes)
(5 classes)
–
55
–
8000
1778
480
320
910
335
114
129
337
2969
150

KNN, LDC, QDC, LR, SVM, FNN, K-means, SOM, NN
Specialised
Gabor wavelet PCA
PCA
Squared distance
Hyperdimensional SVM
Histogram based FCM
N-neighbouring
K-mean clustering
Hyperdimensional SVM
Decision trees
BPNN networks
K-means, fuzzy c-means (FCM)
Network based
K-means fuzzy c-means (FCM)
FSCBC+FNN
WE, PCA,BBO, FNN
Transfer Learning
Fisher Discriminant Analysis (FDA)
FNN and Deep Learning(DL)
SVM, LDA, LOGLC
Three layer FNN
Artiﬁcial Neural Network (NN)
KNN, L-SVM, Chi-SVM
KNN
SVM
SVM
SVM and dense segmentation
KNN, SVM, ABC-FNN, FSCABC-FNN
SVM
ANN
K-means, FCM
Caffee Net
SVM
FCM
CNN
PLS-DA
Naive Bayes, ANN, Decision Tree
Decision tree
SVM, Decision Tree, Naive bayes
Histogram Comparison
KNN, FCM, K-means
BPNN

99.30%
95.00%
90.50%
98.30%
86.00%
96.00%
96.00%
98.80%
99.88%
95.00%
88.00%
87.20%
96.55%
60.00%
89.10%
89.50%
50.00%
100.00%
99.88%
100.00%
100.00%
94.94%
91.00%
88.00%
97.70
87.00%
98.00%
95.60%
90.79%
98.50%
91.84%
100.00%
99.24%
98.50%
97.50%
86.00%
100.00%
93.45%
95.98%
90.15%
94.00%
100.00%
100.00%

[30]
[31]
[32]
[33]
[34]
[73]
[35]
[76]
[136]
[178]
[77]
[36]
[216]
[78]
[217]
[68]
[29]
[218]
[79]
[72]
[38]
[39]
[40]
[6]
[57]
[56]
[42]
[137]
[202]
[41]
[203]
[14]
[81]
[219]
[7]
[59]
[109]
[220]
[15]
[58]
[44]
[80]
[43]
[13]

(BOV) words for super-pixel classiﬁcation using KNN [137]. Sweet
and bitter almond visual classiﬁcation with the key points based BOF
is performed in Ref. [6], where each almond image can be represented as a frequency histogram of BOF in the codebook. Corners,
regions and blobs have been used to represent the almonds and an
accuracy of 91% is reported. However, a complete analysis of the
invariance of features w.r.t. different transforms need to be performed and a more large dataset per class should be used for more
reliable results. An accuracy of 99.24% has been reported with an
SVM is used with LBP, HOG and CNN based feature for generating
image patches used as an input for classiﬁcation [7]. These patches
are then analysed with CafeNet for classiﬁcation, the overlapping
among the multiple patches detecting windows has been used for
patch selection as ﬁnal feature vector for decision making. This
window based method has been used for classifying fruit with occlusions however, some instances with occlusion have been detected
falsely. It is also identiﬁed that complex background poses signiﬁcant
performance and computation constraints. Morphology of fruit and
vegetable has also been considered for different food industry applications. The approximation of the elliptical shape of strawberry fruit
has been represented with Elliptical Fourier Descriptor (EFD) while
using SVM and decision tree for shape-based classiﬁcation. Length of
contour, area and major axis of the estimated ellipse has been used
for shape representation. Chain codes difference of optimal ellipse

area ration and optimal boundary length ratio has been used for
ﬁnding the elliptical similarity for classiﬁcation, where an accuracy
of 91% has been reported [16]. Another morphology based strawberry classiﬁcation is performed in Ref. [80], shape and size have
been estimated by kite analysis for classiﬁcation of strawberry. However, morphological analysis is limited to automated sorting only
but no quality assessment can be performed due to lack other features description i.e. colour or texture. A more precise morphological
analysis is performed by combining the morphology and contour
based colour information for tomato ripeness estimation [13]. Dark
image background is used to segment and centroid estimation of
tomato, where colour information is considered on equidistant contour regions in the tomato boundary for ripeness estimation. More
considerable utilisation of this technique can be in classiﬁcation of
multiple types of same fruit or vegetable with a slight visual difference at the global level e.g. classiﬁcation of different types of apple
or mangoes.
More signiﬁcant efforts for classiﬁcation of fruit and vegetable
have utilised approximately all possible feature and have tested
machine vision boundaries. A Fitness Scaled Chaotic Artiﬁcial Bee
Colony (FSCBC) algorithm has been tested with Feed-forward Neural Network (FNN) as a hybrid classiﬁcation techniques [68]. Selected
windows on the fruit images are used for feature extraction and classiﬁcation with FNN-FSCBC where an accuracy of 89.10% has been
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achieved. Another FNN based on wavelet entropy PCA has been
presented in Ref. [29]. The FNN has been trained by FSCBC and
biogeography-based optimisation is applied for classiﬁcation. SVM
and fuzzy algorithm have been used for grading of mangoes in Ref.
[42] with an accuracy of 87%. An apple bruise detection has been
performed for automated quality assessment and disease detection
in Ref. [40] using a thermal camera and Artiﬁcial Neural Network
(ANN). A packed fresh-cut lettuce analysis has been performed in
Ref. [109] for supermarket produce. A Deep Learning (DL) based
classiﬁcation of on CIELAB colour space has been performed with
super-pixel segmentation in this study. A more detailed comparison
of the state-of-the-art fruit and vegetable classiﬁcation methods has
been presented in Table 16.
8. Summary
A comprehensive review of the fruit and vegetable classiﬁcation process has been presented. A detailed comparative study is
presented to consider signiﬁcant characteristics of sensors, feature
description and classiﬁcation algorithms. A comparison of the techniques used in the ﬁeld of fruit and vegetable classiﬁcation is established to comprehended the current key challenges in this ﬁeld.
The study explores the major constraints of utilisation of currently
available sensors and the combination of multiple sensors for data
acquisition in different applications of food industry. A brief description of diﬃculties in multi-sensory data fusion is also discussed
in the paper. Signiﬁcant points have been made on the importance of pre-processing and segmentation required for computer
vision based analysis in the food industry. The feature description of pre-processed and segmented images is discussed in detail
with an emphasis on fruit and vegetable characteristics. Finally, an
overview of classiﬁcation techniques used with various features and
their combination in different applications of food industry has been
presented.
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off-the-shelf components for computer vision applications. However, these pre-trained CNN are data dependent and availability of
signiﬁcantly large dataset of fruit and vegetable is scarce. Considering the detailed discussion on the fruit and vegetable classiﬁcation a
suggestion can be raised that a complete rethinking is required for
more effective use of computer vision in the food industry.
8.2. Future directions
Signiﬁcant limitations of the state-of-the-art techniques in different application areas have been identiﬁed. Most of the emerging
new sensors have not been exploited for the applications of fruit and
vegetable. The major reasons for their scarce utilisation in fruit and
vegetable classiﬁcation is the unavailability of substantial datasets.
The data needs to be collected and augmented to build new datasets
to take advantage of RGBD sensors for more effective results. Among
the numerous applications of this area, some have not been studies
well e.g. supermarket self-checkout and use of recent RGBD sensors
for this task. Signiﬁcant evidence of automated self-checkout and
utilisation of visual data in intelligent self-checkout are presented as
future technology [60-66]. The constraints: lighting condition, timeliness, large dataset, effectiveness and accuracy are there to introduce
this new technology in supermarket. Approximately, 150 classes of
fruit and vegetable have been identiﬁed in a rough internet survey in Australian supermarkets, none of the previous studies have
discussed such a number of classes. Recent advanced commodity
RGBD sensors are being used for object classiﬁcation [70,221-227],
which can also be used for more effective classiﬁcation of fruit and
vegetable.
Detailed survey of the fruit and vegetable classiﬁcation techniques has been presented to investigate the intuitive use of recent
techniques in computer vision based automated self-checkout. The
technologies explored were speciﬁcally chosen to meet the predeﬁned goals. Based on the knowledge developed from this study,
our future areas of research will be:

8.1. Conclusion
Based on the literature, an up-to-date review of fruit and vegetable classiﬁcation and constituent processes is presented in this
paper and the previous efforts made have been recorded well. Signiﬁcant challenges in terms of data acquisition devices, feature
representation and classiﬁcation algorithms have been identiﬁed to
overcome. The sensors used for the data acquisition in the food
industry are found constrained due to substantial limitations in
various applications for example, some of the applications are nondestructive in nature, have environmental occlusions, presents inter
and intraclass similarities and complex features. Other signiﬁcant
limitation on the use of multiple sensors in the same application of
fruit and vegetable analysis is different nature of data produced by
them. This different nature of data is also limited for providing signiﬁcant multisensory data fusion. The feature descriptors developed
and used in the state-of-the-art are also insuﬃcient in such a capability. Moreover, no suﬃcient feature descriptors are available for
the most recent kind of sensors i.e. RGBD sensors. Other signiﬁcant
limitations of feature descriptors are due to their sensitivity to many
natural pheromones of image capturing. These limitations are signiﬁcantly evident from the relevant literature and are presented in
the paper. The machine vision algorithms evident from literature are
insigniﬁcant to cope with multi-feature hyperdimensional information for classiﬁcation. The fruit and vegetable have numerous classes
and each of them presents a multi-feature nature. The classiﬁcation
algorithms identiﬁed are constrained by the scarcity of substantial
datasets available. It has been identiﬁed that most of the experiments
performed in the literature are either limited in terms of classes or
the size of the dataset. The current research for the development of
pre-trained CNN is a step toward developing a capability of providing

• The utilisation of RGBD data for fruit and vegetable classiﬁcation
• System level design of RGBD sensor based supermarket selfcheckout
• Optimal ways of dealing with scarcity of large RGBD datasets
• Optimisation of the state-of-the-art machine learning techniques with RGBD data
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Chapter 3
Vision-Based Fruit and Vegetable Classification for
Retailing, Grading and Harvesting Applications: A
Comprehensive Review
A detailed review on applications of computer vision for fruit and vegetables retailing
at supermarket self-checkouts, grading and harvesting is discussed in this chapter 1 .
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Chapter 4
Texture-Based Latent Space Disentanglement for
Enhancement of a Training Dataset for ANN-Based
Classification of Fruit and Vegetables
A novel latent space disentanglement has been proposed for fruit and vegetables dataset
enhancement based on the recent Generative Adversarial Networks (GANs), in this
chapter1 . A detailed comparison of recent Generative Adversarial Networks (GANs) is
also performed for fruit and vegetables dataset enhancement.
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1.

Introduction

Computer vision based classification of fruit and vegetables
has significant applications in the food industry for numerous
applications including quality assessment, fruit and vegetables grading, robotic harvesting and self-checkouts at supermarkets. The data used for these applications range from

binary to hyperspectral images. Machine learning techniques
have been exploited for both Deep Convolutional Neural Networks (DCNNs) [1,2] and statistical classification techniques
[3,4]. Detailed surveys on computer vision based food industry applications can be found in [5–16]. The classification of
fruit and vegetables has notable inherent challenges as compared to other computer vision tasks due to large numbers of
potential variations in texture shape and colour [17,18,87].
These challenges result in a large number of features being
required to differentiate the classes. These features must
come from the training samples, and hence require large
training datasets.
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Carefully estimated handcrafted features have been used
with a variety of classification algorithms and have shown
state-of-the-art results [19,20]. However, with the increase in
application domains of machine learning, the probability of
success of handcrafted feature methods reduces due to their
inherent limitations of time complexity, brittleness and
incompleteness. A significant result has been presented in
[21], where a joint distribution across n variables represented
by k variables shows a uniform nature however, variations
can be discovered if more data is considered, i.e. handcrafted
features are insufficient and can be incomplete for a large
number of classes. The need for more training samples can
also be explained by the curse of dimensionality principle in
machine learning problems, where the required number of
samples increases exponentially with the number of features
to be extracted, whereas the performance increases logarithmically [22]. As concluded in [23], a learning model that
depends upon local generalisation with a maximally varying
feature vector of n entries requires (2n ) training samples.
The mathematical explorations of a Gaussian kernel based
learning algorithm w.r.t. a smoothness prior was performed
for a function with 2k zero-crossing along a straight line.
Smoothness prior is among the most popular assumptions
in low level vision applications measured as the energy term
for the number of times the assumption is violated. This term
is then used as an estimator to find the lower bound on the
number of training samples required.
Convolutional Neural Networks (CNNs) have an inherent
ability to deal with large application domains and number
of features due to their latent distributed representation
capability. This distributed representation is performed by
n-k active neurons out of n neurons which is a form of sparse
representation. Hence, with the distributed representation
capability of CNNs, the representation capability grows exponentially w.r.t. the number of neurons. Based on the distribution capability of a neuron they can also generalise to a region
with no prior information. CNNs have a capability of learning
the features at lower levels to perform the representation and
this capability grows with the depth of the network [24]. Other
significant motivations to use CNNs are their capability to
estimate invariant representation and sparsity to cure the
curse of dimensionality, which eventually is required to meet
the goal of better representation. Based on this basic principle, posterior probabilities learned up to the penultimate layer
are used for decision making in the last layer. The learned
posterior probabilities can be considered as a manifold for
continuous data, i.e. signals or concentrated regions for discrete data, e.g. text processing. However, availability of large
quantities of labelled data is the crucial limitation for training
supervised learning CNNs to estimate the manifold.
Techniques like data augmentation [25] and transfer learning [26] have been used for data enhancement at initial levels
to overcome the scarcity of labelled datasets. However, the
augmentation and transfer learning approaches are not
always meaningful for some applications, e.g. fruit and vegetables classification considering the case where classification is based on colour and texture information only. More
recent techniques try to formulate the complex data distributions as functions of noise sampled from a Gaussian or Nor-
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mal probability distribution. Variational Auto Encoders
(VAEs) [27] and Generative Adversarial Networks (GANs) [28]
are the most recent examples of these techniques. Both techniques learn reusable feature representations while being
unsupervised in nature, hence no large labelled dataset is
required. These learned feature representations can be used
in many auxiliary applications such as semi-supervised
learning, in painting and to generate unseen data samples
for supervised learning tasks, e.g. vision based classification
of fruit and vegetables. However, VAEs have an inherent limitation of assigning large probability to non-data points in a
distribution, hence causing atypical blur in images during
the synthesis process [29]. A method to address this limitation of VAEs has been suggested by the GAN design in [28]
through application of the Jensen-Shannon Divergence
(JSD), where small probabilities are also assigned to data samples. Recently, a detailed study has been presented on low
magnitude GAN perturbations to generate visually salient
image features in [30]. The discriminative features learned
from the natural images are added to the GAN perturbations
as a global feature in the first step. These learned perturbations are then refined for complex image regions to generate
images with greater details in the second step. The state-of
the-art robust DCNN classifiers including VGG-16 and
ResNet50 have been tested for the proposed attack-based perturbations accumulation technique. Note that VGG-16 is a 16layer deep CNN architecture named after the Visual Geometry
Group while ResNet50 is a 50-layer deep variant of the Residual Networks. The appropriate feature selection is an important concept and has significant applications. Feature
selection techniques are presented in [31] for network intrusion detection. A Sparse Logistic Regression (SPLR) based feature selection technique has been proposed on a subset based
network intrusion feature extractor and selector. These features are then used for final discriminative feature selection
for improved performance. An improved approach based on
a similar concept has been presented in [32]. The attack structures are used with SPLR to improve the feature selection for
network intrusion detection. The proposed technique is then
used for Support Vector Machine (SVM) based classification to
detect intrusion. A similar application of the appropriate feature selection is explained in [33].
In this research, we investigate the reuse of a manifold
learned by unsupervised VAEs and GANs. The learned manifold is used to generate Representation Learning (RL) for data
enhancement, and later can be extended for feature extraction to classify fruit and vegetables, e.g., at a supermarket
self-checkout as a potential application. The concept of latent
space disentanglement is combined with the style transfer,
considering the strengths of the batch normalisation in controlling the behaviour of the latent space GANs generation
process. The concept of batch normalisation, Information
Maximisation (IM) and style transfer have been studied in
detail separately, however, their combination still needs to
be explored in more detail. Various architectural variants of
VAEs and GANs are also investigated for learning the representations. The classification of fruit and vegetables at supermarket self-checkouts has presented significant challenges
due to two basic limitations: (a) the fruit and vegetables in
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supermarkets are sold in a huge number of classes and varieties and have highly inconsistent features within each class
like shape, colour and texture, and (b) factors like ambient
light and the scanning process are also highly inconsistent
at self-checkouts. Additionally, the labelled datasets of fruit
and vegetables for supermarket self-checkouts are scarce
and building a dataset is a time consuming and expensive
task. The application of GANs and VAEs to enhance datasets
and synthesise the samples is a novel approach to enhance
this task. The extended applications of statistical distribution
learning can be data augmentation [34] and feature representation for classification.
The rest of the paper is organised as follows: the detailed
description of the significant efforts of RL is provided in Section 2. The details on the dataset used and basic preprocessing relevant to the application is presented in Section 3.1. A discussion on the state-of-the-art techniques
implemented for the experiments is given in Sections 3.2
and 3.3. The proposed approach of texture-based disentanglement is explained in Section 3.4. A comparison of results
based on our dataset is presented in Section 4. The conclusion
based on the implementation and results including the future
directions is provided in Section 5.

2.

Related work

Unsupervised representation learning and its applications are
essential parts of machine learning and computer vision.
Graphical and energy based models are among the first ideas
for generative models for representation learning based on
latent space for example the Restricted Boltzmann Machine
(RBM) [35] and Deep Belief Network (DBN) [36]. In these models, expensive Markov Chain Monte Carlo (MCMC) techniques
have been used to deal with the intractable gradients in order
to extract inference and normalisation constants. The DCNNs
have a capability to be implemented as parameterised functions to generate the samples and overcome the issues of
RBM and DBN. Probabilistic graphical models are used in VAEs
where the lower bound of data likelihood is maximised to
achieve the goal [27,37]. Recently a better RL technique has
been reported for Pixel Recurrent Neural Network (PRNN)
based on an autoregressive model [38]. VAEs and GANs are
among a few prominent approaches that have emerged
recently. Other significant approaches include Generative
Stochastic Networks (GSNs) [39], PRNNs [38] and Pixel Convolutional Neural Networks (PCNNs) [40]. However, training
instability of GANs limits the generation of high resolution
representations, and much research has been reported to
improve the training process in GANs [41–44].
Conditional generative models have also shown significant
improvement for reconstruction of images from noise based
on the conditioning variables, i.e. class labels or visual attributes [38,45,46]. Other significant work uses the image as a
condition to generate images for different applications like
photo editing [47], style transferring [48] and super resolution
[49]. However, all of these techniques are limited to low resolution and size for the feature vector learned. A more recent
approach has used a stacked GAN as a series of two stages
to generate more detailed feature vectors [50]. The random
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normal distribution is conditioned with unstructured text to
generate the representation. As proposed, the first stage generates the primitive shape and colour information for images
and the second stage improves the low resolutions regions.
This method has a significantly higher resolution of
256  256 pixels as compared to other methods based on text
conditioning [51,52].
A series of GANs is also used to generate images. In this
approach the image generation task has been separated into
structure and style generation [53]. A Laplacian pyramid
based series of GANs has been proposed where the output
image of the former stage is conditioned and added to the
input image as an input of the current stage [54]. A multilevel
pre-trained discriminator network has been used on different
spatial resolutions to generate images of 32  32 pixels from a
series of GANs. A progressively growing GAN has been proposed that starts with a low resolution image of 4  4 pixels
and progressively adds layers to the network. The network
is programmed to shift attention to the new finer details with
the addition of each new layer to ultimately generate images
of 1 024  1 024 pixels [55]. These GANs have also set a benchmark performance with semi-supervised learning and image
and visual description based joint modelling [44].
The IM has been used recently in [46], where the IM is used
to improve the correspondence between semantic features of
data and the individual dimension of latent z. The latent code
c is concatenated with incompressible noise z to constrain the
use of z for image synthesis. The latent code is used to factorise the noise z in a disentangled way. The overall process
is completely unsupervised; a similar approach is also presented in [56]. Considering the similar concept of learning disentangled latent code the most recent approach has been
reported in [57]. A non-linear mapping based disentangled
latent space W has been generated by inputting a continuous
non-compressible noise signal. The non-linear mapping technique used in [57] is important to achieve good results, however, dealing with the complex datasets of fruit and
vegetables requires significant texture details. Specifically, in
our application of GANs for fruit and vegetable images synthesis, texture details are very important due to similar texture features for multiple different fruit and vegetables.
Considering the significance of texture details in the synthesised images, we have proposed a texture based non-linear
mapping of latent space. Previously mentioned state-of-theart techniques [46,56,57] have been proposed for non-linear
mapping of the Gaussian based latent codes where texture
based latent space disentanglement needs a detailed
exploration. In this research, we have used texture details of
fruit and vegetable images as latent code to disentangle the
latent space for synthesis of texture rich fruit and vegetable
images.

3.

Proposed method

A discussion on the dataset used for experiments and testing
along with the proposed texture-based latent space disentanglement is described in this section. The latent space disentanglement process is discussed in detail considering the
state-of-the-art VAE and GAN techniques.
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3.1.

Dataset and Pre-processing

The experiments have been performed on a 4 000 images
dataset of 20 different fruit and vegetable classes (200 images
per class) including Apple, Broccoli, Brown Onion, Capsicum,
Cauliflower, Eggplant, Hass Avocado, Honey- dew Melon, Iceberg Lettuce, Kent Pumpkin, Kiwifruit, Lemon, Orange, Packham Pear, Potato, Rockmelon, Tomato, Topless Pineapple,
Watermelon and Yellow Banana with a base resolution of
640  640 pixels. The images have been captured with a
mobile phone camera (Huawei P9 lite) in the local supermarket (Joondalup, Australia) to capture a real-life supermarket
environment. To maintain reasonable environmental and
lighting consistency for the dataset acquisition process, all
images have been captured during 10:00 am to 03:00 pm using
the ambient supermarket lighting. An approximate distance
of 35 cm between the fruit surface and mobile capturing
device has been maintained where the fruit and vegetables
were captured in their respective shelves. A brief description
of the image capturing device and environmental conditions
for dataset acquisition is presented in Table 1. The obtained
images of resolution 3 120  4 160 pixels are manually
inspected and segmented to 640  640 pixels (base resolution)
to remove any background and occlusion at the first stage (see
Fig. 1). The segmented images are further sliced to a resolution of 160  160 pixels this assumption is made to overcome
the significant size variation for fruit and vegetables, illustrated in Fig. 2. These sliced images are then used for training
and groundtruth, where an example sliced image of each
class is shown in Fig. 3. This two-stage image acquisition
and segmentation process results in 64 000 images (3 200
images per class) that after the slicing consist of colour and
texture details only. Smaller resolution patches have significant benefits when dealing with inconsistent imaging, surface defects or damage, texture, colour and size variations,
illumination changes and occlusions in the supermarket
environment. An example of variations of associated physical
aspects is that an image of 640  640 pixels cannot be used to
capture the shape of both a watermelon and grapes when the
images are captured at similar distance due to the significant
size differences of the two fruits. Considering the challenges
associated with the environment, multiple image patches of
a fruit or vegetable can be selected to verify and cross check
the results. The smaller image size will also help in model
size reduction and allow faster training and synthesis processes. The approach is further based on the concepts of data
efficient Artificial Neural Network (ANN) training and Constructive Predictive Coding (CPC) [58,59]. The representation
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of high dimensional data, i.e. high resolution images to a
latent vector of much lower dimension, causes the loss of significant information. The concept of slicing and generating an
intermediate level representation preserves the significant
temporal and spatial information. A similar concept has been
provided in [60] for grey-scale to RGB image transformation.

3.2.

Variational Autoencoders (VAEs)

Autoencoders (AEs) are unsupervised learning models in their
simplest form with only one linear transformation layer as a
single hidden layer along with an input and output layer. Considering the above definition as the simplest representation of
an AE, this can be described as:
 0  1 XN
jjI  Dh0 ðEh ðIn ÞÞjj2 ;
ð1Þ
AE h; h ¼
n¼1 n
N
where Eh and Dh0 are the encoder and decoder function,
respectively, which are simple linear transformation functions, i.e. ReLUðWIn þ bÞ with weights W and bias b. The
learned parameters of the encoder and
0

decoder are denoted by h and h for a dataset of N samples,
i.e., 64 000 in our case. The goal here is to convert the coded
feature vector back to the same feature vector and so the difference between the original features In and the generated
features is minimised to achieve this goal. However, AEs have
a rigid behaviour towards representation of a disjoint distribution from the training dataset due to their limitation in
detecting a valid latent vector. VAEs can be used to learn
the representation from a latent vector, which can be used
to generate new samples with disjoint latent space for data
enhancement. The encoder and decoder in a VAE are converted to probabilistic estimators for better RL. The VAE with
probabilistic encoders and decoders can be described as:
h

i
ð2Þ
VAEðh; /Þ ¼ Ezq/ ðzjIn Þ ph ðIn jzÞ þ DKL q/ ðzjIn Þjjph ðzÞ ;
where ph and q/ are the probabilistic encoder and decoder,
respectively. The input feature vector is denoted by In which
in our case is simply a vector of three channel values for
the RGB image, i.e. the size of this vector is 160  160  3.
The learned parameters of the encoder and decoder are represented by h and /, respectively where Kullback–Leibler divergence is denoted by DKL. A latent vector z is used in proposed
approach for RL described in (6). The basic architectures of
AEs and VAEs are described in Fig. 4. This architecture of a
VAE can easily overcome the main issue of AEs by considering
that the new disjoint latent vector is sampled from a known
probability distribution. This is achieved by simply represent-

Table 1 – Description of mobile image capturing device and environmental conditions.
Image sensor/condition

Description

Mobile device
Vision sensor
Image resolution
Device distance
Lighting condition
Location

Huawei P9 lite
Sony IMX214 Exmor RS
3 120  4 160, 640  640 and 160  160 pixels
35 cm from fruit/vegetable surface
Supermarket ambient lighting (10:00 am to 03:00 pm)
Local supermarket (Joondalup, Australia)
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Fig. 1 – Image data acquisition in a real-life supermarket environment: (a), (b) and (c) image acquisition at supermarket fruit
and vegetable shelves, (d) captured high resolution (3 120  4 160 pixels) fruit image, (e) Region of Interest (ROI)
representation for manual cropping, and (f) cropped image (640  640 pixels).

ing each feature of a training dataset by a probability distribution. A dense VAE is implemented for our experiments with
an input feature vector of size 160  160  3 that passes
through a linear transformation layer, i.e. a dense layer to
estimate the mean ðlÞ and standard deviation ðrÞ as statistical
features with a dimension of 2 for both. The behaviour of a
single dense layer VAE is studied for 256, 512, and 1 024 nodes.


qh ðzjIn Þ and decoder ðPh ðIn jzÞÞ
The spatial details in an image are vital, especially for classification from colour and texture only. A 16-layer convolutional VAE based on [61] is implemented for RL. The
convolutional VAE is implemented as a set of convolutional
and transposed convolutional layers for the encoder and
decoder, respectively. The detailed architecture along with filter sizes of the implemented convolutional VAE is described

in Table 2. Four convolutional layers extract the abstract lower
level features of an image before estimating the statistical
details for RL. The decoder is an inverse of the encoder network and transposed convolutional [62] is used to up scale
the feature vector. Based on the approach of [61], the encoder
in the VAE can be described as a set of convolutional, batch
normalisation and activation operations as follows:
Rnl ¼ In  Fl ; n ¼ 1; 2; 3;    :; N and l ¼ 1; 2; 3;    :; L;
lRn ¼
l

m
1 X
Rl ;
m 1 m

 
l
Rn ¼ ReLU lRn ;
l

ð3Þ
ð4Þ

ð5Þ

where Rnl is the representation learned by convolution layer l
with filter Fl from L layers on an image In from the dataset of N
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Fig. 2 – Visualisation of image slicing of a Rockmelon: (a) from a 640  640 pixels image to 16 patches of 160  160 pixels, and
(b) a comparison of sliced and groundtruth images.

images. The leaned representation is then normalised for m
l

elements in Rnl to estimate the final representation Rn based
on the ReLU activation function. The sampling from normal
distribution N for estimation of statistical features to define
the latent vector z in the designed network can be denoted as:
    
l
l
;
ð6Þ
z  N lh Rn ; /h Rn
where mean and standard deviation of Rnl based on h learning
parameters are represented as lh and /h , respectively. The
decoder is then used to convert a learned latent vector z back
to the input feature vector. The decoder network is based on
transposed convolution upsampling and can be described as:
fv ¼

L
X

zÜal ;

ð7Þ

l¼1

where Ü represents the transposed convolution between a
latent vector z and the activation filter al. This transposed
convolution has been repeated four times to convert the
latent vector to an input feature vector, i.e. images in our case.
The transposed convolutions are followed by batch normalisation and activation functions as defined in Eq. (4) and (5).

3.3.

Generative Adversarial Networks (GANs)

The AE and VAE based models generate an input feature vector from a dataset space S by defining a low dimensional representation z for each of the images In in the space. The

complex marginal distribution pð2Þ overall latent vectors Z
are ideally supposed be known. So, the new feature vectors
f v are generated by sampling pð2Þ and feeding this into the
decoder. However, there are significant limitations of AEs
and VAEs in terms of requirement for: (a) a precisely trained
decoder that can generate realistic feature vectors, and (b) a
match between PðZÞand pð2Þ, i.e. these distributions should
overlap. Significant efforts have been reported to meet both
challenges by minimising the AE and VAE loss and by either
modifying the encoder or reducing the difference between
the two distributions [63]. More rigorous penalties have been
applied on mismatched distributions by converting Kullback–
Leibler (KL) divergence to Evidence Lower Bound Objective
(ELBO) in [64].
GANs in comparison generate the input feature vector
from high dimensional data distribution with a typical
architecture of two networks: (a) generator and (b) discriminator. A latent code based input feature vector is generated
by a generator with an indistinguishable distribution from
the training data distribution. A discriminator network is
used to discriminate between fake and original feature vectors, where gradient information during the discrimination
process can be used for fine tuning both networks for effective results. The generator is the most significant part of
this network however, the adaptive loss function learned
by the discriminator can be neglected once the training process is completed. A basic architecture of a GAN is shown
in Fig. 5.
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Fig. 3 – Example sliced images (160  160 pixels) of 20 classes of fruit and vegetables.

The vital element to reconstruct the input feature vector is
the distance reduction between the distribution of the original and fake data. Multiple formulations have been derived
for estimation of the distance between these distributions.
However, the task is non-trivial if both distributions are not
easily distinguishable or do not have significant overlapping. Jensen-Shannon (JS) divergence was originally used
[28] as a distance metric between the distributions. More
stable distribution divergence techniques include least
squared [65], margin absolute deviations [66] and Wasserstein
distance [67]. Architectural variations have also been tested
for high resolution and improved feature representations
[50,55]. However, higher resolution feature vectors (i.e.
images) are easily distinguished form the originals by a discriminator network. The convolution used in the GANs also
limits the process in terms of model size, training time and
variations over resolution [68]. We have applied the state-ofthe-art techniques for input feature vector regeneration for
a fruit and vegetables dataset. Starting from the initial effort
in [28] we have compared Wassertein Generative Adversarial
Network (WGAN) [67] and Information Maximisation Generative Adversarial Network (InfoGAN) [46,69] as two significant
variants of GAN.
Considering the problem of unsupervised learning the set
of some parametric probability densities are estimated to

achieve the maximum likelihood with examples of groundtruth data [67]. In our case the above statement can be
described as:
max
h

N
1 X
log Ph ðIn Þ;
N n¼1

ð8Þ

where Ph is the set of parametric probability distributions and
In is an example of original data drawn from a dataset of N
elements. GANs also used a similar techniques for feature
vector generation by considering PIn as the real data distribution and Ph as the parametric distribution and applying a distance metric to reduce the distance between the two
overlapping probability distributions as the loss, e.g. KL divergence for VAEs and JS divergence for GANs. However, there
can be many real-life examples where the distributions of a
real input feature vector and the generated feature vector
are disjoint or not overlapping. This issue is resolved by many
state-of-the-art GANs by adding noise distributions however
this can affect the quality of the generated feature vector
[67]. Moreover, if the distributions are disjoint, no parameter
updating takes place in the initial stages of the training process [70]. Considering the loss function of a GAN illustrated
in Fig. 5, the above statement can be described as:
lossðG; DÞ ¼ E½logðIn Þ þ E½logð1  DðGðzÞÞÞ;

ð9Þ
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Fig. 4 – Basic architectural description of: (a) single layer autoencoder (AE) for encoding and decoding feature vector (I) to (I),
respectively, and (b) variational autoencoder (VAE) with probabilistic encoder.

 
where the discriminator for an ideal GAN D/ can be
described as:
"
#
PIn
D/ ¼
;
PIn þ Pb

ð10Þ

In

where Pb is the probability distribution of the generated feaIn
ture vector. Substituting (10) into (9), it can be evaluated that
the loss term is zero for both KL and JS divergence as distance
metrics, i.e no parameter updating for discriminator or generator. The Wasserstein distance, however is a more stable distance metric if the distributions are disjoint, measuring the
horizontal distance between the means of both distributions.
This horizontal distance can be used as a measure of the difference between distributions for GANs. Based on the above
discussion it can be concluded that the Wasserstein distance
metric is more suitable for better and faster convergence of
both discriminator and generator meaning it is more suitable
for complex problems like representation learning for fruit
and vegetables. Hence, a Wasserstein GAN is implemented
in this study for representation learning of a fruit and vegetables dataset. The architectural details of the implemented
Wasserstein GAN are described in Table 3.
The process of RL has been studied as a mutual information inclusion for latent vector generation in [46]. An assumption has been made that the generator can use the noise
vector z as an input in a highly entangled manner for generation of the representation. To improve disentanglement, statistical semantic information s has been used as a condition
on the noise z to limit the randomness in the distribution.
This process provides significant benefits for RL of complex
tasks with a high number of classes through production of
effective feature vectors that can be used as novel samples.
Moreover, the samples among the multiple classes have some
inherent meaningful statistical factors and have distinct
physical characteristics. The colour of fruit and vegetables
for example have some specific combinations of probability
distribution for the three channels in RGB images, hence
additional statistical factors (e.g. shape or size) can improve
the effectiveness. Instead of using the random noise vector,

the InfoGAN uses random noise z and statistical semantics
of data distribution as a condition on processing the noise
vector. Considering the random noise as z and set of statistical semantic features as s, the objective function for InfoGAN
ðVI Þ [46] can be described as:
min max VI ðD; GÞ ¼ VðD; GÞ  kIðs; Gðz; sÞÞ;
G

D

ð11Þ

where G and D represent the generator and discriminator,
respectively, and I is the mutual information, also called the
regularisation term. Here, k is a regularisation parameter
and a value of less than 1 is recommended in [46]. The generator is now using random noise z and statistical information s
to generate a representation that can be further described by
substituting (9) described for our case in (11):
min max VI ðD; GÞ ¼ E½logðIn Þ þ E½logð1  DðGðz; sÞÞÞ
G

D

 kIðs; Gðz; sÞÞ;

ð12Þ

which is basically subtraction of the mutual information (regularisation) term from the calculated loss in the GAN to
improve the overall process of RL. A detailed description of
the network implementing the InfoGAN is described in
Table 4. The network uses the one-hot-code based latent code
for disentangling the information of 20 classes of fruit and
vegetables. Representation of each class is generated by a single hot-code to distinguish among the classes and random
noise sampled by a normal distribution is conditioned based
on this hot-code.
More recently, style based latent space disentanglement is
reported in [57,71]. Compared to the previous efforts for
improving discriminator networks [72–75], this work emphasises improvements in the overall generator architecture.
The latent vectors considered as input are first disentangled
with a non-linear dense network and added as a learned
affine transformation in the input to control Adaptive
Instance Normalisation (AdaIN). Our approach is largely
based on a similar concept to enhance the dataset for ANN
based fruit and vegetables classification. We have considered
the texture details of images as the semantic code for further
disentanglement of the latent as space discussed below.
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Table 2 – Network description of 16-layer convolutional VAE.
Encoder

Decoder

Layers

Input

Output

1 Conv2D
2 B.Norm2D
3 ReLU
4 Conv2D
5 B.Norm2D
6 ReLU
7 Conv2D
8 B.Norm2D
9 ReLU
10 Conv2D
11 B.Norm2D
12 ReLU
13 Linear
14 B.Norm1D
15 ReLU
16 Linear

(3, 160, 160)
(16, 160, 160)
(16, 160, 160)
(16, 160, 160)
(32, 80, 80)
(32, 80, 80)
(32, 80, 80)
(64, 80, 80)
(64, 80, 80)
(64, 80, 80)
(16, 40, 40)
(16, 40, 40)
(16, 40, 40)
(1, 2 048)
(1, 2 048)
(1, 2 048)

(16, 160, 160)
(16, 160, 160)
(16, 160, 160)
(32, 80, 80)
(32, 80, 80)
(32, 80, 80)
(64, 80, 80)
(64, 80, 80)
(64, 80, 80)
(16, 40, 40)
(16, 40, 40)
(16, 40, 40)
(1, 2 048)
(1, 2 048)
(1, 2 048)
(1, 2 048)

Linear
B.Norm
ReLU
Linear
B.Norm
ReLU
T.Conv2D
B.Norm2D
ReLU
T.Conv2D
B.Norm2D
ReLU
T.Conv2D
B.Norm2D
ReLU
T.Conv2D

Input

Output

(1, 2 048)
(1, 2 048)
(1, 2 048)
(1, 2 048)
(1, 25 600)
(1, 25 600)
(1, 25 600)
(64, 80, 80)
(64, 80, 80)
(64, 80, 80)
(32, 80, 80)
(32, 80, 80)
(32, 80, 80)
(16, 160, 160)
(16, 160, 160)
(16, 160, 160)

(1, 2 048)
(1, 2 048)
(1, 2 048)
(1, 25 600)
(1, 25 600)
(1, 25 600)
(64, 80, 80)
(64, 80, 80)
(64, 80, 80)
(32, 80, 80)
(32, 80, 80)
(32, 80, 80)
(16, 160, 160)
(16, 160, 160)
(16, 160, 160)
(3, 160, 160)

Conv2D: 2D Convolution, B.Norm2D: 2D Batch Normalisation, B.Norm1D: 1D Batch Normalisation

3.4.

Texture-based disentanglement

Linear subspaces in a latent space provide significant control
for RL in GANs. However, the probability of sampled latent
code should correspond to the probability density of the
actual dataset [57]. The same condition has been considered
while generating the semantic code for IM in [46]. In a real
world scenario, the datasets are not so disentangled and estimation of probability density for such sampling is a nontrivial task. Considering the new architecture of the generator
described in [57,71], this constraint can be easily overlooked
when, the latent space is unwrapped to linearise subsequent
factors. A similar approach has been used in our case where
the intermediate latent space W is similarly disentangled
and combined with the texture information extracted from
a subset of the training dataset. The images are processed
with an eight layer dense ANN to estimate an initial semantic
latent code for the 20 classes. The extracted texture details
are compressed to a latent code with a maximum dimension

Fig. 5 – Basic architecture of a Generative Adversarial
Network (GAN).

matching the number of classes in the training dataset. This
intermediate latent space is then used to learn the affine
transforms for layer-by-layer style based representation
learning. A description of the intermediate latent space generation process is illustrated in Fig. 6, where a single style

Table 3 – Network description of implemented Wasserstein GAN.
Layer

Generator

Discriminator

1
2
3
4
5
6
7
8
9
10
11
12
13
14

z ¼ Nðl; rÞl ¼ 0; r ¼ 1
Dense(100, 128)
LReLU(0.2)
Dense(128, 256)
B.Norm1D(2 5 6)
LReLU(0.2)
Dense(256, 512)
B.Norm1D(5 1 2)
LReLU(0.2)
Dense(512, 1 024)
B.Norm1D(1 024)
LReLU(0.2)
Dense(1 024, 784)
Tanh()

In = (3, 160, 160)
Dense(784, 512)
LReLU(0.2)
Dense(512, 256)
LReLU(0.2)
Linear(256, 1)

LReLU: Leaky ReLU, B.Norm1D: 1D Batch Normalisation

Please cite this article as: K. Hameed, D. Chai and A. Rassau, Texture-based latent space disentanglement for enhancement of a training dataset
for ANN-based classification of fruit and vegetables, Information Processing in Agriculture, https://doi.org/10.1016/j.inpa.2021.09.003

10

Information Processing in Agriculture

xxx (xxxx) xxx

Table 4 – Network description of implemented InfoGAN.
Layer

Generator

Discriminator

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

z ¼ Nðl; rÞl ¼ 0; r ¼ 1
B.Norm2D(128, eps = 1e5 )
Upsample(s = 2.0, mode = nearest)
Conv2D(3, 3)
B.Norm2D(128, eps = 0.8)
LReLU(0.2)
Upsample(s = 2.0, mode = nearest)
Conv2D(3, 3)
B.Norm2D(64, eps = 0.8)
LReLU(0.2)
Conv2D(3, 3)
Tanh()
LReLU: Leaky ReLU
B.Norm2D: 2D Batch Normalisation
D.out2D: 2D Dropout Layer
Conv2D: 2D Convolution

In = (3, 160, 160)
Conv2D(3, 3)
LReLU(0.2)
D.out2D(0.25)
Conv2D(3, 3)
LReLU(0.2)
D.out2D(0.25)
B.Norm2D(32, eps = 0.8)
Conv2D(3, 3)
LReLU(0.2)
D.out2D(0.25)
B.Norm2D(64, eps = 0.8)
Conv2D(3, 3)
LReLU(0.2)
D.out2D(0.25)
B.Norm2D(128, eps = 0.8)

*The momentum for all 2D Batch Normalisation operations is 0.1.

block has been considered to describe the input as a learned
affine transform and broadcast noise based on [71]. Each style
block architecture is based on the latest state-of-the-art style
based architecture described in [71]. The AdaIN operation [76]
is broken into the constituent parts and demodulation
instead of instance normalisation is used. Significant considerations related to better convergence and faster training
have been made in our approach. The activation function is
applied after addition of bias and broadcast noise in the style
block. Previously LeakyReLU has been used in the original
design, which has significant limitations when used for complex representation learning problems. Exponential Linear
Unit (ELU) has provided a combination of the pros of both

Fig. 6 – Building a texture-based intermediate latent space
for
a style
based generative adversarial network,where


ÞAand ÞB represent the learned affine transform and
broadcast noise, respectively.

Fig. 7 – The network architecture for style transfer
used in

the proposed approach based on [55,71], where ÞAand ÞB
represent the learned affine transform and broadcast noise,
respectively.
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ReLU and LeakyReLU in [77]. The ELU improves the overall
process of learning by producing the negative values and
shifting the mean activation to zero, resulting in faster training. The complete network architecture of our approach has
been presented in Fig. 7. The image synthesis process progressively increases in resolution (22–1282) based on [55].
The process is initially started by considering a constant input
of resolution 22. A normalised initialisation process [78] is
used for this constant input and for the initial weights used
in the overall training process, which reduces the difference
of weight gradient and variance of network layers, hence providing a faster convergence rate.
We have further combined the concept of Information
Maximisation (IM) with the texture-based latent space disentanglement. The shared high level information between data
elements can be learned by enhancing the mutual information between them, where a significant challenge in this
regard is the reduction of low level noise. The initial latent
code estimated by passing images through the mapping network reduces low level noise while preserving the abstract
texture details. The IM technique used in our approach
improves the control over the latent code in the image synthesis. The initial latent code is improved based on the
mutual information maximisation principle defined in (11).
The implementation of the IM principle in our described
approach is based on [46], where the auxiliary distribution
for lower bound estimation is obtained by adding a dense
layer in the discriminator based on the continuous nature
of the semantic latent code and the auxiliary distribution is
treated as a factorised Gaussian for estimation of mutual
IM. A complete description of the implemented generator
and discriminator architecture is described in Tables 5 and
Table 6 for the mapping and synthesis networks, respectively.
The image dataset has been divided for training and
semantic latent code estimation. A disjoint set of 640 images
(20% of dataset) per class have been used for semantic latent
estimation, where 2 560 (80% of dataset) images per class
have been used for training the texture-based style representation learning.
The implemented ANN is considered a form of Helmholtz
machine, while the algorithm is defined in [79] as phases of
synthesis and information estimation for the training process. A similar rule has been used for training the defined
approach. The synthesis phase draws the image samples for
estimation of auxiliary distribution and the information esti-
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mation phase updates the auxiliary distribution for better
representation. The assumption behind this implementation
is that combining the pros from the techniques presented in
[46,55,57,71] will result in better RL outcomes incorporating
the stochastic nature of real-life images.

4.

Results

The results of the above implemented techniques for our
dataset of supermarket fruit and vegetables have been illustrated in the form of images, Frechet Inception Distance
(FID) and classification accuracy between groundtruth and
synthesised images as a statistical metric. The FID and classification accuracy are considered as statistical metrics to estimate the effectiveness of the proposed technique. These
statistical metrics are considered based on the state-of- theart techniques used for synthesised image analysis. More
details on both techniques used can be found in Sections
4.2 and 4.3.

4.1.

Synthesised images

A single layer dense VAE is implemented for 256, 512 and 1
024 nodes to analyse the capability of RL for a higher number
of nodes in a single layer. An assumption of single layer ANN
convergence to any arbitrary function is considered for implementation of the dense VAE. The network described in (2) is
trained on 51 200 random images of 20 classes with a batch
size of 32 for 64 epochs, while 12 800 images have been considered as a random disjoint set to test the representation
effectiveness of the network. The adaptive learning rate of
individual parameters [80] has been used for optimisation of
the network, where the loss has been estimated using the
Mean Squared Error (MSE). A set of example groundtruth
and generated images is shown in Fig. 8. The spatial organisation of colour and edges can be extracted with a convolutional
operation. A convolutional VAE network is described in Table 2
to consider the texture details for the RL process. The network
is trained using our dataset to learn a representation for fruit
and vegetables. The adaptive learning rate of individual
parameters is optimised to improve the effectiveness of RL.
The results are presented in Fig. 9 for groundtruth images
and generated images. More detailed colour and less blurred
texture information can be observed in the images generated
with convolutional VAE. Even deeper networks could be used

Table 5 – Description of synthesis network for texture-based intermediate latent synthesis using groundtruth images and
512-dimensional noise.

1
2
3
4
5
6
7
8
9

Mapping (Texture)

Mapping (Noise)

Images (3, 128, 128)
Dense (16 384, 512)
Dense(512, 512)
Dense(512, 256)
Dense(256, 256)
Dense(256, 128)
Dense(128, 128)
Dense(128, 64)
Dense(64, 20)

z ¼ Nðl; rÞl ¼ 0; r ¼ 1
Dense (1, 512)
Dense (512, 512)
Dense (512, 512)
Dense (512, 512)
Dense (512, 512)
Dense (512, 512)
Dense (512, 512)
Dense (512, 512)
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Table 6 – Detailed architectures of generator and discriminator for synthesis neural networks.
Generator architecture
Output size
Weight matrix

Discriminator architecture
Output size
Weight matrix

Layesrs

Output size

Weight matrix

Layers

Output size

Weight matrix

1

(1, 532)
(512, 4, 4)
(512, 4, 4)
(3, 4, 4)
(512, 8, 8)
(512, 8, 8)
(3, 8, 8)
(3, 8, 8)
(512, 16, 16)
(512, 16, 16)
(3, 16, 16)
(3, 16, 16)
(512, 32, 32)
(512, 32, 32)
(3, 32, 32)
(3, 32, 32)
(512, 64, 64)
(512, 64, 64)
(3, 64, 64)
(3, 64, 64)
(256, 128, 128)
(256, 128, 128)
(3, 128, 128)
(3, 128, 128)
(3, 128, 128)

–
(1,
(3,
(1,
(3,
(3,
–
(1,
(3,
(3,
–
(1,
(3,
(3,
–
(1,
(3,
(3,
–
(1,
(3,
(3,
–
(1,
–

Imagein
FromRGB128128
Conv128128
ConvDown128128
SkipConn128128
Conv6464
ConvDown6464
SkipConn6464
Conv3232
ConvDown3232
SkipConn3232
Conv1616
ConvDown1616
SkipConn1616
Conv88
ConvDown88
SkipConn88
Mini-Stddev44
Conv44
Dense44
Output
ScoreOut

(3, 128, 128)
(256 , 128, 128)
(256, 128, 128)
(512, 64, 64)
(512, 64, 64)
(512, 64, 64)
(512, 32, 32)
(512, 32, 32)
(512, 32, 32)
(512, 16, 16)
(512, 16, 16)
(512, 16, 16)
(512, 8, 8)
(512, 8, 8)
(512, 8, 8)
(512, 4, 4)
(512, 4, 4)
(513, 4, 4)
(512, 4, 4)
(512)
(1)
(1)

–
(1, 1, 3, 256)
(3, 3, 256, 256)
(3, 3, 256, 512)
(1, 1, 256, 512)
(3, 3, 512, 512)
(3, 3, 512, 512)
(3, 3, 512, 512)
(3, 3, 512, 512)
(3, 3, 512, 512)
(1, 1, 512, 512)
(3, 3, 512, 512)
(3, 3, 512, 512)
(1, 1, 512, 512)
(3, 3, 512, 512)
(3, 3, 512, 512)
(1, 1, 512, 512)
–
(3, 3, 513, 512)
(8 192, 512)
(512, 1)
–

2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24

25

Inputlatent
Const44
Conv44
ToRGB44
ConvUp88
Conv88
Upsample88
ToRGB88
ConvUp1616
Conv16  16
Upsample1616
ToRGB1616
ConvUp3232
Conv3232
Upsample3232
ToRGB3232
ConvUp6464
Conv6464
Upsample6464
ToRGB6464
ConvUp128128
Conv128128
Upsample128128
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Imagesout
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3, 512,
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1, 512, 3)
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3, 512, 512)
1, 512, 3)
3, 512, 256)
3, 256, 256)
1, 256, 3)

ToRGB: RGB Conversion, ConvUp: Up Convolution, Upsample: Up Sampling Layer.

to extract more abstract information of texture and colour.
However, deeper convolutional networks also have limitations w.r.t. model size, training and synthesis time.

GANs are the most prominent network in the state-of-theart techniques for representation learning for data enhancement, data augmentation and representation based classifi-

Fig. 8 – Comparison of results for Dense VAE: (a) image reconstruction of Brown Onion with 256 nodes, (b) image
reconstruction of Iceberg Lettuce with 512 nodes, and (c) image reconstruction of Rockmelon with 1 024 nodes.
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Fig. 9 – Comparison of example groundtruth images (upper row) and synthesised images (lower row) of Kiwifruit, Iceberg
Lettuce, Orange, Red Delicious Apple and Rockmelon, respectively for Convolutional VAE after 3 200 iterations (left to right).
cation problems. Two kinds of GAN variants have been considered for this implementation based on the recent significant methodology improvements in GAN design. The
vertical difference based cost has been evaluated for the VAEs
and the initial GAN designs using KL and JS based distribution
divergence. The KL and JS divergence have an inherent limitation of having constant cost for disjoint distributions, however, many real-life complex applications of GANs can have
disjoint distributions. This issue has been resolved in Wasserstein GANs by using horizontal distance as a distance metric.
The Wasserstein GANs can model the disjoint distribution
divergence, which can be used for better parameter updating
for generator and discriminator. The Wasserstein GANs based
RL for fruit and vegetables is presented in Fig. 10, Fig. 11 and
Fig. 12 sampled at 1 600, 3 200 and 6 400 iterations, respectively. The mutual information maximisation based InfoGAN
has been implemented to restrict the random distribution
conditioned on statistical semantic information for RL.
The information maximisation is added as a regularisation
term to improve the GAN objective function which can result

in faster and more effective RL for complex problems. Both
networks have been trained using the fruit and vegetables
dataset with a batch size and epoch size of 64, where Adam
optimisation [80] is used for parameter optimisation. A comparison of the groundtruth and InfoGAN based generated
images is presented in Fig. 13. Unwrapping of latent space
to linearise subsequent components has been reported as a
significant effort to control the stochastic nature of the synthesis process in GANs [46,57,71]. A texture-based disentanglement has been implemented with a presumption of
synthesising more texture details in images to enhance the
dataset for ANN based classification of fruit and vegetables
as an application. Example images have been presented in
Fig. 14.

4.2.

Statistical metrics

The mean and co-variance difference of high dimensional
image data distributions can be estimated by the Freet Inception Distance (FID) [81]. This distance can be used as a statis-

Fig. 10 – Comparison of results for Wasserstein GAN example groundtruth images (upper row) and synthesised images (lower
row) after 1 600 iterations for Honeydew Melon, Kiwifruit, Packham Pear, Topless Pineapple and Red Delicious Apple (left to
right).
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Fig. 11 – Comparison of results for Wasserstein GAN example groundtruth images (upper row) and synthesised images (lower
row) after 3 200 iterations for Capsicum, Eggplant, Lemon, Iceberg Lettuce, Topless Pineapple (left to right).

Fig. 12 – Comparison of results for Wasserstein GAN example groundtruth images (upper row) and synthesised images (lower
row) after 6 400 iterations for Eggplant, Kiwifruit, Orange, Topless Pineapple, Red Delicious Apple (left to right).

tical measure for synthesised image quality estimation [82].
To estimate this distance, a high dimensional distribution of
2 048 feature activations learned by the penultimate layer of
Inception V3 [83] for both the synthesised and groundtruth
images are obtained. These activation feature vectors are
then used to estimate the following FID:
2
2
d fðl; Cov Þ; ðls ; Covs Þg ¼ kl  ls k
2


1
þ Tr Cvs þ Covs  2ðCvs Covs Þ2 ;

ð13Þ

where l; ls and Cvs ; Covs represent the feature based mean and
co-variance of the feature activation vectors of groundtruth
and synthesised images, respectively, and the trace matrix
is represented by Tr. The FID estimation of synthesised
images w.r.t. groundtruth images is described in Table 7.
The quantitative comparison between the synthesised
images and the training dataset illustrates significant overall

image quality enhancement due to the improvements resulting from better distribution divergence and the latent space
disentanglement techniques. As FID is based on Inception
V3 [83] which has recently been proposed for better texturebased image classification, a lower FID indicates better image
similarity and with significant texture details. The synthesised images with lower FID can be considered as novel samples, and hence can be used for training a CNN for texture and
colour based classification of fruit and vegetables. The evaluation and comparison of images generated with the help of
VAEs and GANs has significant implications for future
research directions. As VAEs and GANs are purely unsupervised techniques, better representations can be learned with
the concept of IM and enhanced disentanglement as a
semi-supervised approach. The concept of a better distance
metric is also useful for disjoint distribution divergence estimation. More sophisticated statistical semantics information
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Fig. 13 – Comparison of results for InfoGAN: (a) samples after 16 000 iterations for Orange, Capsicum and Hass Avocado, (b)
samples after 32 000 iterations for Topless Pineapple, Watermelon and Yellow Banana, (c) samples after 48 000 iterations for
Hass Avocado, Tomato and Honeydew Melon, and (d) samples after 64 000 iterations for Potato, Topless Pineapple and
Orange (left to right).

can be helpful to improve the overall process of RL for fruit
and vegetables dataset enhancement and classification.

4.3.

Classification accuracy

A DCNN based image classification is performed to estimate
the image data enhancement. A pre-trained ResNet50 [84]
on ImageNet [85] is transfer learned with the groundtruth
and synthesised images for classification. The initial 45layers are considered as the bottleneck feature extractor
where the last five layers are adapted considering the hypothesis of significant disparity between ImageNet and our classification task. This technique can also achieve significant
auxiliary goals of computational cost reduction and overfitting. The extracted features by bottleneck and adapted layers are then used to train a softmax classifier with 20 classes
where a categorical cross entropy and Adam Optimiser are
employed as loss function and optimiser, respectively. The
weights for trainable layers are initialised using Xavier uniform initialisation. A 10-fold cross validation with random
sample shuffling using an approximate proportion with class
labels is used for training the ResNet.
Training accuracy and loss for groundtruth and synthesised images is illustrated in Fig. 15(a). The ResNet is transfer
learned for the groundtruth dataset and synthesised images
separately on 51 200 and 3 200 images, respectively. The testing has been performed on a disjoint image dataset. A com-

parison of average test accuracy and error for both
groundtruth and synthesised images is depicted in Fig. 15(b)
and Fig. 15(c). The test set for both datasets is portioned in
three disjoint sets of 10 images per class where accuracy is
estimated for each class with transferred learned ResNet(s).
The per class accuracy obtained by disjoint test sets is averaged to find the mean accuracy and error range for both the
groundtruth and synthesised images. A significant conjunction between the range of the estimated accuracy represented by the error bar of multiple classes implicates the
dataset similarities and, hence, dataset enhancement. Smaller difference between the mean accuracy of the groundtruth
and synthesised images can also be used to estimate the similarity of the two training datasets used. A much larger dataset can be built and used for training complex and deeper
DCNNs. Significant similarity as a smaller mean accuracy difference can be observed for more texture rich fruit and vegetable images.

5.

Conclusion

This paper has evaluated different Variational Autoencoders
(VAEs), Generative Adversarial Networks (GANs) and
texture-based latent space disentanglement based GAN for
the state-of-the-art application of Representation Learning
(RL) of a fruit and vegetables dataset. The scarcity of large
labelled datasets of fruit and vegetables is the major motiva-
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Fig. 14 – Example synthesised images based on the texture-based latent space disentanglement for dataset enhancement.

Table 7 – Frechet Inception Distance (FID) estimation of synthesised and groundtruth images.

1
2
3
4
5
6
7
8
9
10
11
12

Method

FID Estimation

Dense VAE (256)
Dense VAE(512)
Dense VAE(1 024)
Convolutional VAE
Wasserstein GAN(1 600)
Wasserstein GAN(3 200)
Wasserstein GAN (6 400)
InfoGAN (16 000)
InfoGAN(32 000)
InfoGAN(48 000)
InfoGAN(64 000)
Our Proposed Approach

46.23
48.56
44.15
34.56
34.78
32.67
31.33
22.45
21.78
19.99
16.74
5.18
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Fig. 15 – The ResNet based classification accuracy estimation for groundtruth and synthesised images: (a) Transfer learning
accuracy and loss, (b) A comparison of mean classification accuracy and error (transfer learned on groundtruth), and (c) A
comparison of mean classification accuracy and error (transfer learned on synthesised images).
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tion to perform RL for data enhancement. The classification
of fruit and vegetables is a multi-class classification problem
with significant inherent limitations. Convolutional Neural
Networks (CNNs) are a more suitable technique for such multi
class classification tasks, however the effective training of
CNNs requires a significantly large labelled dataset. The VAEs
and GANs have been evaluated to use the learned representation for novel sample generation. This representation can also
be extended for feature extraction for classification of fruit
and vegetables, which is the main purpose of this study.
Comparison of the implemented VAEs and GANs shows
that using the Wasserstein distance as a distribution divergence metric improve the results significantly as compared
to dense VAE and convolutional VAE. Colour and texture
details are more evident in the test images generated with
the help of a Wasserstein GAN whereas the images generated
with dense VAE are similar to colour noise. The images generated with convolution VAE have no discrete texture and colour information that can be used for classification or
training of a supervised CNN. The mutual information maximisation used in the Information Maximisation Generative
Adversarial Network (InfoGAN) further improves representation and distinct colour and texture information is evident
in the generated images. As evident from the results a combination of mutual information maximisation and use of the
Wasserstein distance metric can improve the performance
significantly. The transformation of a high dimensional latent
space to linear sub spaces can provide significant control over
the representation learning and synthesis process. The disentanglement obtained by the linear sub space transformation
has been explored to achieve more effective results with texture details. We have used a combination of disentanglement
techniques to achieve our goal of dataset enhancement for
Artificial Neural Network (ANN) based fruit and vegetables
classification. The texture details of a subsequent random
disjoint subset of training data has been used as a semantic
latent code to control the use of disentangled latent space
for image synthesis in the generator network. The image size
has been limited to 128  128 resolution to reduce the time
and computational complexity, however the results illustrate
that more texture rich high resolution images can also be synthesised using the same approach.
As part of our future work, we will investigate sophisticated
statistical semantic information for better disentanglement
and use with semi supervised GANs [86]. There is a potential
of improvement using semi-supervised GANs with small
labelled datasets of fruit and vegetables. We will also investigate more sophisticated distance metrics and a combination
of different distance metrics with sophisticated semantic
information to improve RL for fruit and vegetables. The learned
representation can be used for generation of novel samples and
feature extraction for classification as our final goal.

Declaration of Competing Interest
The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

xxx (xxxx) xxx

Acknowledgement
This work is supported by Edith Cowan University (ECU), Australia and Higher Education Commission (HEC) Pakistan, The
Islamia University of Bahawalpur (IUB) Pakistan (5-1/HRD/UE
STPI(Batch-V)/1182/2017/HEC). The authors would like to
thank ECU Australia, HEC and IUB Pakistan for the PhD scholarship granted to the first author of this paper.

R E F E R E N C E S

[1] Zhang Y, Wang S, Ji G, Phillips P. Fruit classification using
computer vision and feedforward neural network. J Food Eng
2014;143:167–77.
[2] Zhang Y-D, Dong Z, Chen X, Jia W, Du S, Muhammad K, et al.
Image based fruit category classification by 13-layer deep
convolutional neural network and data augmentation.
Multimedia Tools Appl 2019;78(3):3613–32.
[3] Nasirahmadi A, Miraei Ashtiani SH. Bag-of-Feature model for
sweet and bitter almond classification. Biosyst Eng 2017;156
(4):51–60.
[4] Behera SK, Sangita S, Rath AKSP. Automatic classification of
mango using statistical feature and SVM. Adv Comput
Commun Control Lecture Notes Netw Syst 2019;41:469–75.
[5] Tripathi MK, Maktedar DD. A role of computer vision in fruits
and vegetables among various horticulture products of
agriculture fields: a survey. Inform Process Agric 2019;7
(2):183–203.
[6] Rehman TU, Mahmud MS, Chang YK, Jin J, Shin J. Current and
future applications of statistical machine learning algorithms
for agricultural machine vision systems. Comput Electron
Agric 2019;156:585–605.
[7] Bhargava A, Bansal A. Fruits and vegetables quality
evaluation using computer vision: a review. J King Saud Univ
– Comput Inform Sci 2021;33(3):243–57.
[8] Moallem P, Serajoddin A, Pourghassem H. Computer visionbased apple grading for golden delicious apples based on
surface features. Inform Process Agric 2017;4(1):33–40.
[9] Nouri-Ahmadabadi H, Omid M, Mohtasebi SS, Soltani Firouz
M. Design, development and evaluation of an online grading
system for peeled pistachios equipped with machine vision
technology and support vector machine. Inform Process
Agric 2017;4(4):333–41.
[10] Arakeri MP, Lakshmana. Computer vision based fruit grading
system for quality evaluation of tomato in agriculture
industry. Proc Comput Sci 2016;79:426–33.
[11] Jhawar J. Orange sorting by applying pattern recognition on
colour image. Procedia Comput Sci 2016;78:691–7.
[12] Sofu MM, Er O, Kayacan MC, Ceti3li B. Design of an automatic
apple sorting system using machine vision. Comput Electron
Agric 2016;127:395–405.
[13] Mahendran R, Gc J, Alagusundaram K. Application of
computer vision technique on sorting and grading of fruits
and vegetables. J Food Process Technol 2012;10(1):2157–65.
[14] Al Ohali Y. Computer vision based date fruit grading system:
design and implementation. J King Saud Univ – Comput
Inform Sci 2011;23(1):29–36.
[15] Liming X, Yanchao Z. Automated strawberry grading system
based on image processing. Comput Electron Agric 2010;71
(1):32–9.
[16] Hameed K, Chai D, Rassau A. A comprehensive review of fruit
and vegetable classification techniques. Image Vis Comput
2018;80:24–44.

Please cite this article as: K. Hameed, D. Chai and A. Rassau, Texture-based latent space disentanglement for enhancement of a training dataset
for ANN-based classification of fruit and vegetables, Information Processing in Agriculture, https://doi.org/10.1016/j.inpa.2021.09.003

Information Processing in Agriculture

[17] Hameed K, Chai D, Rassau A. A progressive weighted average
weight optimisation ensemble technique for fruit and
vegetable classification. In: Proc of the 16th international
conference on control, automation, robotics and vision,
ICARCV. Shenzhen, China; 2020. p. 303–8.
[18] Hameed K, Chai D, Rassau A. A sample weight and adaboost
cnn-based coarse to fine classification of fruit and vegetables
at a supermarket self-checkout. Appl Sci 2020;10(23):8667.
[19] Hussain Hassan NM, Nashat AA. New effective techniques
for automatic detection and classification of external olive
fruits defects based on image processing techniques.
Multidimension Syst Signal Process 2019;30(2):571–89.
[20] Habib MT, Majumder A, Jakaria AZM, Akter M, Uddin MS,
Ahmed F. Machine vision based papaya disease recognition. J
of King Saud Univ – Comput Inform Sci 2020;32(3):300–9.
[21] Braverman M. Polylogarithmic independence fools AC0
circuits. J Assoc Comput Mach 2008;57(5):10–25.
[22] Sun C, Shrivastava A, Singh S, Gupta A. Revisiting
unreasonable effectiveness of data in deep learning era. In:
Proc of the 15th IEEE international conference on computer
vision, ICCV. Venice, Italy; 2017. p. 843–52.
[23] Bengio Y, Delalleau O, Roux NL. The curse of highly variable
functions for local kernel machines. In: Proc of the 19th
international conference on neural information processing
systems, NIPS. Vancouver, Canada; 2005. p. 107–14.
[24] Bottou L. From machine learning to machine reasoning: an
essay. J Mach Learn Res 2013;94(2):3207–60.
[25] Takahashi R, Matsubara T, Uehara K. Data augmentation
using random image cropping and patching for deep CNNs.
IEEE Trans Circ Syst Video Technol 2019;30(9):2917–31.
[26] Yang Q, Pan SJ. A survey on transfer learning. IEEE Trans
Knowl Data Eng 2009;22(10):1345–59.
[27] Kingma DP, Welling M. Auto-encoding variational bayes. In:
Proc of the 2nd international conference on learning
representations, ICLR. Banff, AB, Canada; 2014. p. 214–28.
[28] Goodfellow IJ, Pouget-Abadie J, Mirza M, Xu B, Warde-Farley
D, Ozair S, et al.. Generative adversarial nets. In: Proc of the
35th neural information processing systems, NIPS. Montreal,
Canada; 2014. p. 2672–80.
[29] Theis L, van den Oord A, Bethge M. A note on the evaluation
of generative models. In: Proc of the 4th international
conference on learning representations, ICLR. San Juan,
Puerto Rico; 2016. p. 25–35.
[30] Jalwana MAAK, Akhtar N, Bennamoun M, Mian A. Attack to
explain deep representation. In: Proc of the IEEE conference
on computer vision and pattern recognition CVPR. Seattle,
WA, USA; 2020. p. 9540–9.
[31] Shah RA, Qian Y, Kumar D, Ali M, Alvi MB. Network intrusion
detection through discriminative feature selection by using
sparse logistic regression. Future Internet 2017;9(4):81.
[32] Alzahrani AS, Shah RA, Qian Y, Ali M. A novel method for
feature learning and network intrusion classification.
Alexandria Eng J 2020;59(3):1159–69.
[33] Zardari ZA, Memon KA, Shah RA, Dehraj S, Ahmed I. A
lightweight technique for detection and prevention of
wormhole attack in manet. EAI Endorsed Trans Scalable
Inform Syst 2020;8(29):1–6.
[34] Bousmalis K, Silberman N, Dohan D, Erhan D, Krishnan D.
Unsupervised pixel-level domain adaptation with generative
adversarial networks. In: Proc of the IEEE conference on
computer vision and pattern recognition, CVPR. Honolulu,
Hawaii, USA; 2017. p. 95–104.
[35] Le Roux N, Bengio Y. Representational power of restricted
boltzmann machines and deep belief networks. Neural
Comput 2008;20(6):1631–49.
[36] Hinton GE, Osindero S, Teh Y-W. A fast learning algorithm for
deep belief nets. Neural Comput 2006;18(7):1527–54.

xxx (xxxx) xxx

19

[37] Rezende DJ, Mohamed S, Wierstra D. Stochastic
backpropagation and approximate inference in deep
generative models. In: Proc of the 31st international
conference on machine learning, ICML. Beijing, China; 2014.
p. 3057–70.
[38] Van Den Oord A, Kalchbrenner N, Kavukcuoglu K. Pixel
recurrent neural networks. In: Proc of the 33rd international
conference on machine learning, ICML. New York, USA; 2016.
p. 2611–20.
[39] Bengio Y, Thibodeau-Laufer É, Alain G, Yosinski J. Deep
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Chapter 5
Score-Based Mask Edge Improvement of
Mask-RCNN for Segmentation of Fruit and
Vegetables
An edge difference score based mask improvement for segmentation of fruit and vegetables has been performed as a pre-processing technique in this chapter1.
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ABSTRACT
Machine intelligence based automation plays a significant role in many modern applications, and vision
based understanding is a significant element of this. To meet the goals of vision based understanding of
images, segmentation plays a vital role through partitioning of regions of interest for further processing. Much
research, including basic statistical and modern convolutional neural network based techniques, has been
reported for segmentation. However, application based fine tuning is always essential for effective results
in complex applications. In this paper, we have proposed a score-based mask edge improvement of MaskRCNN to segment fruit and vegetable images in a supermarket environment. A modular score-based edge
improvement head is proposed for Mask-RCNN to improve the segmentation of fruit and vegetable images.
The edge difference between ground truth and estimated edges is filled with a pre-defined score proportional
to the pixel-level difference. A cosine similarity based loss function is reduced to improve the edge details
following segmentation. A significant improvement has been reported based on the proposed technique.

1. Introduction
Recent advancements in Artificial Intelligence (AI) have shifted the
focus towards automation for many real-world tasks. Vision based understanding is among the most vital components for achieving this automation, and image segmentation is an essential component for vision
based understanding. A captured image is partitioned into instances of
objects of interest, which can then be further analysed based on the
underlying application, for example medical image analysis (Kalinin,
Iglovikov, Rakhlin, & Shvets, 2020), autonomous vehicles (Kaymak &
Uçar, 2019), video surveillance (Cao, Gao, Chen, & Wang, 2019) or
augmented reality (Kupas, Torok, Hajdu, & Harangi, 2019). This vision
based understanding has also been used in many significant real-world
applications of fruit and vegetable classification (Barnea, Mairon, &
Ben-Shahar, 2016; Dhankhar, 2015; Kuang, Liu, Chan, & Yan, 2018;
Kurtulmus, Lee, & Vardar, 2014; Nasirahmadi & Ashtiani, 2017; Tao
& Zhou, 2017). These applications have improved the crop yield and
reduced dependence upon human for agricultural harvesting (Bac et al.,
2017; Jia et al., 2020; Yu, Zhang, Yang, & Zhang, 2019) and quality
assessment of fruit or vegetable (Chen et al., 2017; Koirala, Walsh,
Wang, & McCarthy, 2019).

Recently, researchers have reported many significant efforts for the
localisation, recognition and classification of fruit and vegetables in
various applications. A robust segmentation network is used to estimate
the picking points of the central stock of a banana bunch in a complex
orchard environment (Chen et al., 2020). A multi-camera and multivision based system is used to establish the measurement framework for
effective estimation of picking point. A robust segmentation network is
then trained on the images obtained with a globally calibrated multicamera system. These experiments have been performed in a complex
orchard environment where a robust stereo matching technique is
proposed to effectively deal with variable distance and depth of the
picking robot. A watershed model based segmentation of bagged apple
on a tree has been demonstrated to meet the goal of effective classification of fruit. The interference of reflected light has been restrained
by the proposed techniques while preserving the fruit boundaries (Liu
et al., 2018). A progressive apple classification and counting procedure
has been proposed by Linker, Cohen, and Naor (2012) for harvesting. An accuracy of 95% without occlusions has been reported. The
introduction of CNNs has improved the Representation Learning (RL)
and feature extraction significantly which is also used for vision based
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• A novel technique for bounding box estimation based on Randomised Prim’s algorithm on Sobel edges of fruit and vegetable
images.
• Comprehensive analysis of the state-of-the-art (SOTA) leading to
the proposal of a technique for a custom fruit and vegetables
dataset.

classification of fruit and vegetables. Similarly, a novel shape descriptor
is defined to represent the arbitrary surface contour of fruit segments in
an image (Lin, Tang, Zou, Cheng, & Xiong, 2020). A two stage process
is proposed to detect the fruit in a natural environment. Multiple
fruit candidates are initially identified based on the arbitrary contour
matching with a probabilistic Hough transform and bi-directional shape
matching. These shape contours are then used as input to a Support
Vector Machine (SVM) for final classification. Colour and texture are
used as features to train the SVM where significant results have been
obtained for classification of green and orange fruit with both circular
and non-circular segment. A blob detector based Region of Interest
(ROI) extraction with a CNN has been proposed by Chen et al. (2017) to
count and classify apples and oranges. An improved version of You Only
Look Once (YOLO3) based on propagation and reusing of the features
has been proposed in Tian et al. (2019) for growth based classification
of fruit. The experimental outcomes indicate that the occlusion can
significantly affect the accuracy achieved.
A fusion of multi-sensor data has been processed with a multimodal Faster-RCNN for detection of pepper, rock melon and apple.
The approach has been reported with an improved accuracy and faster
training (Sa et al., 2016). An analysis of the development of a diagnostic
network and the size of dataset required for training a CNN has been
presented in Bargoti and Underwood (2017). A Faster-RCNN has been
developed for classification of mangoes, almonds and apples in the
orchards where an F1 score of 0.9 has been reported for the proposed
approach. The Mask-RCNN is also applied for many complex image processing application with fruit and vegetables with occlusions, lighting
conditions and environmental factors. A Mask-RCNN based strawberry
detection in orchards has been proposed in Yu et al. (2019) where
a Mean Intersection over Union (MIoU) of 89% has been reported
for 100 test images. Vision based fruit and vegetable classification at
supermarket self-checkouts is another significant application in this
regard. The segmentation of fruit and vegetables in a supermarket environment has significant applications for classification, localisation and
recognition. As classification of fruit and vegetables in a supermarket
environment is a complex task due to highly inconsistent environmental
conditions (e.g. ambient lighting) and features (i.e. colour, texture,
shape and size). The proposed segmentation technique can help us to
learn more effective features of fruit and vegetables by subtracting
the background hence, efficient classification. We have specifically
emphasised on the improvement of the mask edges to enhance the
fruit and vegetables segmentation despite complex and highly variant
shapes. The segmentation of fruit and vegetables has been studied in
detail for many different applications (Section 2) however, no studies have been performed for fruit and vegetables segmentation in a
supermarket environment. To deal with this complex task we have
performed a detailed analysis on the fruit and vegetables classification
in a supermarket environment, where results on actual supermarket
based images are depicted in Fig. 8. Much research has been presented
on procedures and apparatus of vision-based self-checkout systems in
a supermarket environment (Catoe, 2014; Dhankhar, 2015; Herwig,
2014; Iizuka, 2017) however, there is no commercial implementation
of similar concept. We consider our study as a preliminary effort in this
direction. This application is less studied despite significant challenges
involved due to variant environment conditions, features, lighting,
scanning process and human factors involved (Hameed, Chai, & Rassau,
2018). Considering our base-line application of fruit and vegetable
classification at supermarket self-checkouts, we have proposed a scorebased edge improvement for segmentation of fruit and vegetables with
Mask-RCNN. This paper is also a continuation of our work on fruit and
vegetables classification at supermarket self-checkout (Hameed, Chai,
& Rassau, 0000, 2020, 2021a, 2021b). The main contributions of our
proposed approach can be summarised as follows:

The rest of the article is organised as follows: a detailed description
on architecture and development of SOTA CNN-based segmentation
techniques is presented in Section 2. The details about sensors and
the data acquisition process along with the novel technique of bounding box proposal for the custom dataset are addressed in Section 3.
The architectural details on score-based mask edge improvement for
MasK-RCNN are explained in Section 4. A discussion on experimental
implementation and results obtained is provided in Section 5. A conclusion on the overall proposed implementation and the improvements
achieved is presented in Section 6.
2. Related work
Numerous segmentation techniques used for vision based tasks have
been proposed where the earliest include thresholding (Otsu, 1979),
region growing (Nock & Nielsen, 2004), watersheds (Najman & Schmitt,
1994), clustering (Dhanachandra, Manglem, & Chanu, 2015) and more
advanced include active contours (Kass, Witkin, & Terzopoulos, 1988),
graph cuts (Boykov, Veksler, & Zabih, 2001) and conditional or Markov
Random Fields (MRF) (Plath, Toussaint, & Nakajima, 2009). Deep
Convolutional Neural Networks (DCNN) have also been increasingly
presented in more recent SOTA techniques for semantic image segmentation and related auxiliary applications. The DCNN techniques have
achieved remarkable effectiveness and are evolving as a paradigm shift
for conventional image segmentation benchmarks. One of the elementary approach in this regard includes the Fully Convolutional Network
(FCN) (Long, Shelhamer, & Darrell, 2015) with a conversion of Fully
Connected (FC) layers to convolutional layers of the SOTA classification
CNNs e.g. GoogleNet (Szegedy et al., 2015) and AlexNet (Krizhevsky,
Sutskever, & Hinton, 2017). Both fine and coarse semantic information
is combined together with the concept of skip connections to obtain
accurate segmentation with significant applications (Li, Shen, Li and
Yu, 2017; Wang, Li, Ourselin, & Vercauteren, 2017). Considering this
milestone, significantly improved versions of FCN have been reported
to deal with the inherent limitation of segmentation speed, limited
global semantic context and applicability to 3D segmentation tasks (Liu,
Rabinovich, & Berg, 2015). The Conditional Random Field (CRF) is
combined with CNNs to improve the mask localisation as a limitation
of FCN . Another significant approach of Deep Learning (DL) based
segmentation includes encoder–decoder architecture (Noh, Hong, &
Han, 2015) where convolutional encoders and decoders are used in a
deconvolutional manner to estimate the mask for segmentation, much
research has been reported based on this technique including (Badrinarayanan, Kendall, & Cipolla, 2017; Chaurasia & Culurciello, 2017;
Fu et al., 2019).
More recently, multi-scale image convolutional features have been
used as a Feature Pyramid Network (FPN) for segmentation (Lin et al.,
2017). Marginal extra cost has been used with the base pyramidal
convolution architecture of CNNs to construct the feature pyramid. Two
top-down and bottom-up Multi-layer Perceptrons (MLPs) are connected
with level based lateral connections and are finally processed with 3 × 3
convolution to estimate the segmentation mask. Significant variants
of FPN have been proposed to improve global contextual understanding (Zhao, Shi, Qi, Wang, & Jia, 2017) and segmentation of images
with higher resolution (Ghiasi & Fowlkes, 2016). Dynamic Multi-scale
Filter Network (DM-Net) (He, Deng, Zhou, Wang and Qiao, 2019),
Context Constructed Network (Ding, Jiang, Shuai, Liu, & Wang, 2018)
and Adaptive Pyramid Context Network (APC-Net) (He, Deng and Qiao,
2019) are also proposed based on similar multi-scale feature analysis

• Proposal of a novel, modular score-based mask edge improvement
for Mask-RCNN with an innovative edge similarity measure.
2
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Table 1
Sensors description for data acquisition.
Camera
1
2
3

Canon EOS 700D
ArduCAM MT9F001
Huawei P9 Lite

Resolution

Sensor

5184 × 3456
4384 × 3288
1536 × 2048

TTL-CT-SIR CMOS
1/2.3 inch CMOS
Sony IMX214 Exmor RS

The obtained dataset has been pre-processed to estimate bounding
boxes for final segmentation. A novel technique has been developed
and tested for bounding box estimation to reduce the manual efforts for
ground truth bounding box annotation. A progressive application of a
Sobel filter and the Randomised Prim’s algorithm (Manen, Guillaumin,
& Gool, 2013) is used for this task. The obtained images are first
processed for removal of small dark areas and noises due to transient
lighting conditions. The images have been smoothed and dilated to
improve the edge connectivity. To extract the edges, a combination
(𝑆f inal ) of Sobel-x (𝑆x ) and Sobel-y (𝑆y ) filters is applied, which can
be described as:
√
𝑆f inal = 𝑆x2 + 𝑆y2 .
(1)

techniques. Recent advancements in Regional Convolutional Neural
Networks (RCNN) (Ren, He, Girshick, & Sun, 2017) have emerged
to be the new SOTA in the field of object detection and instance
segmentation. These networks are also suitable for synchronous object
detection and instance segmentation. A hierarchical architecture including specialised layers of Region Proposal Network (RPN) and DCNN
is used to achieve significant effectiveness
The base architecture of RCNN has been used as an improved segmentation technique in Mask-RCNN (He, Gkioxari, Dollár, & Girshick,
2017). The Mask-RCNN achieves a better segmentation effectiveness
on many MS-COCO challenges (Lin et al., 2014). A Mask-RCNN is
essentially a Faster RCNN (Ren et al., 2017), modified to add functionalities for Region of Interest (ROI) extraction, object classification
and binary segmentation mask estimation. The loss from all three tasks
is added to find out the final loss of the Mask-RCNN. Considering
the benefits of this concept we have developed our technique based
on Mask-RCNN. However, there are many recent diverse techniques
used in the literature for fruit and vegetables segmentation in different
applications, detailed reviews can be found in Behera, Rath, Mahapatra,
and Sethy (2020), Kantale and Thakare (2020), Kumar and Parkavi
(2020), Naranjo-Torres et al. (2020), Tang, Wang, Luo, Zou, et al.
(2020) and Zhang, Liu, Gong, Chen, and Yu (2020). We make the
supposition that Mask-RCNN based techniques can better serve the
challenges of huge variations in size, shape, colour and texture of a
diverse set of fruit and vegetables. Moreover, significant variations
in environmental conditions i.e. lighting, occlusions, human factors
and multiple fruit and vegetables appearing in a single image. Some
preliminary efforts related to fruit and vegetable based application of
Mask-RCNN can be reviewed in Kang and Chen (2020a, 2020b), Liu
et al. (2019) and Yu et al. (2019).

Considering these edges as a group of connected pixels, we have applied
the Randomised Prim’s algorithm to extract the group of pixels and
bounding boxes are estimated based on a proposed window of the
connected area. An illustration of the extracted Sobel edges and bounding box estimation with Randomised Prims’s algorithm is depicted in
Fig. 2. A partial spanning tree (i.e. the size of the spanning tree is less
than the maximum image size) is grown based on a random vertex
𝑉k on the extracted edges. This random initialisation is constrained to
the minimum group of 20 connected pixels to avoid initialisation with
noise. The vertices are added to 𝑉k from the subsequent graph 𝑁(𝑉k )
at each iteration 𝑖. The edges connecting the 𝑉k to 𝑁(𝑉k ) are extracted
based on the simple rule i.e. 𝜂 ∩ 𝑉k ≠ ∅ this process can be described
as: 𝜂 = 𝑒𝑑𝑔𝑒𝑠(𝑉k , 𝑁(𝑉k )). The edge (𝑥, 𝑦) ∈ 𝜂 is selected based on the
minimum euclidean distance (𝜌) between 𝑉𝑘 and a candidate vertex
from 𝑁(𝑉𝑘 ) at each iteration. This process can be described as sampling
an edge (𝑥, 𝑦) from the multinomial distribution 𝑀𝑢𝑙𝑡(𝜂, 𝜌) constrained
on 𝜌, described as: 𝜂𝑖 = (𝑥, 𝑦) ∼ 𝑀𝑢𝑙𝑡(𝜂, 𝜌). To avoid the proposal of a
bounding box encompassing the full image size, we have to stop the
spanning tree on a uniform criterion 𝜁0 based on a prior constant areabased fruit size per class. A detailed version of the Randomised Prim’s
algorithm is described in Algorithm 1 and an illustration of Randomised
Prim’s algorithm based bounding box estimation is shown in Fig. 3.
Algorithm 1: Randomised Prim’s Algorithm for partial spanning
tree

3. Data acquisition and pre-processing
1
2

The data used in this study has been acquired by three different
sensors described in Table 1 under conditions intended to simulate the
lighting and environmental conditions of a supermarket self-checkout.
These sensors have been selected based on the considerations: (a) a low
cost embedded system (Alvi, Hameed, Alvi, Javed, & Afzal, 2011) based
SOTA High Definition (HD) camera e.g. ArduinoCAM, (b) commercial
based professional HD cameras, and (c) a mobile camera to support
the mobile platforms in future applications. Due to the challenges of
sample acquisition, the size of the acquired dataset is much too small to
train a NN from scratch, hence MS-COCO pre-trained weights are used.
However, to reach lower loss values using only transfer learning is not
sufficient as it is heavily dependent upon the diversity of the model
and the quality of dataset. The effectiveness of NN to process the data
acquired by different sensors, in variable lighting and environmental
conditions depends significantly upon the integrity of the dataset.
The sensor distance, lighting conditions and environment has been
considered carefully to maintain data integrity in the captured dataset
across different sensors. A real-life supermarket environment includes
significant challenges i.e. uncertainty in scanning process, lighting and
image quality, which makes the overall process inconsistent for NN
based segmentation. To cope with this issue we have used a fully
convolutional NN as an invariant feature extractor at the first stage to
deal with potential variable image sizes, resolution and environmental
factors. Example images from acquired dataset are depicted in Fig. 1.

Data: Edge graph 𝐸 = (𝜈, 𝜂)
Result: Spanning tree 𝑉k
𝑖=0 ;
⊳ Pixel-level index
𝑉𝑘 ∼ 𝐸 =∼ (𝜈, 𝜂) ; ⊳ Initialising the

for mask traversal
spanning tree with

random vertex
3
4
5

6

𝜂:= Ø;
⊳ Empty Binary Search Tree (BST)
while 𝜁 (𝑉k ) ≤ 𝜁0 do
𝜂 = 𝑒𝑑𝑔𝑒𝑠(𝑉k , 𝑁(𝑉k )) ;
⊳ Estimating connected edges
between 𝑉k and 𝑁(𝑉k )
𝜂𝑖 = (𝑥, 𝑦) ∼ 𝑀𝑢𝑙𝑡(𝜂𝑖 , 𝜌) ;
⊳ Multinomial distribution

based candidate edge proposal
𝑉𝑘 = 𝑉𝑘−1 ∪ {𝜂𝑖 } ;
𝑢𝑝𝑑𝑎𝑡𝑒 (𝜂𝑖 , 𝑉𝑘 , 𝑁(𝑉𝑘 ), 𝜌) ;

7

⊳ Updating the spanning tree
to include edge from 𝑁(𝑉k ) to 𝑉𝑘
𝜁 (𝑉𝑘 ) ;
⊳ Area based mask size estimation

8

9

𝑖=𝑖+1 ;

10
11

end

4. Methodology
Mask-RCNN is a SOTA instance segmentation technique proposed
by He et al. (2017) that can successfully locate and segment the instances. However, while using the Mask-RCNN to segment the object for
further vision based processing one can observe inconsistent edges. This
issue is particularly prominent in the early stages of training, which
results in over or incomplete segmentation. Considering the similar
problem in the context of our target application of classification of fruit
and vegetables at supermarket self-checkouts, poor segmentation can
3
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Fig. 1. Example images obtained using the three different sensors: (a) Canon EOS 700D, (b) ArduCAM MT9F001, and (c) Huawei P9 Lite.

Fig. 2. An example of Sobel based edge extraction representing original images, Sobel-x, Sobel-y, combined Sobel and Randomised Prim’s algorithm on Sobel-based edges with
the bounding box (left to right).

Fig. 3. Example bounding box estimation by Randomised Prim’s Algorithm on Sobel-based edges.

cause the loss of shape information of fruit or vegetable. Examples of

the architecture of Mask-RCNN, a basic block level framework is provided in Fig. 5(a). A more detailed description of the architecture
used is illustrated in Fig. 5(b). The overall Mask-RCNN architecture
is a hierarchical combination of individual NN instances for feature
extraction (ResNet), ROI proposal (RPN), ROI classification (RCN) and
mask estimation respectively, referred as heads in our approach. The
ResNet (He, Zhang, Ren, & Sun, 2016) is used as a backbone for
invariant feature extraction. The extracted features are then processed
with an FCN for multi-scale feature extraction with lateral features

inconsistent edges based on pre-trained Mask-RCNN on MS-COCO for
our acquired images is depicted in Fig. 4. However, there is significant
evidence that shape is an important feature for classification of fruit and
vegetables (Li, Qi, Dai, Ji and Wei, 2017; Oo & Aung, 2018; Qureshi
et al., 2017; Wan, Toudeshki, Tan, & Ehsani, 2018). To overcome
this issue we have introduced a score-based mask edge improvement
for Mask-RCNN segmentation. The proposed architecture is based on
4
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Fig. 4. Examples of inconsistent edge segmentation by pre-trained Mask-RCNN on MS-COCO for example images using: (a) Canon EOS 700D, (b) ArduCAM MT9F001, and (c)
Huawei P9 Lite.

concatenation as skip connections for faster training. As the higher

4.1. Score-based edge improvement

layers of FCN have more semantic information, hence, this can be used
We have proposed the difference between the predicted and ground
truth mask edges as a score-based area where the score is greater nearer
the prediction is to the ground truth edge based on concept presented
in Kang, Lee, Park, Ryu, and Kim (2020). A gradual constant reduction
in score proportional to the pixel-level difference 𝛾 between the edges
is implemented. A graphical representation is depicted in Fig. 6(a)
and (b) at different level of abstraction. Considering this proposal, the

for object detection when processed with an RPN for ROI extraction.
The extracted ROIs are then passed to an FCN for mask estimation. The
architecture up to this point is similar to Mask-RCNN, but here we have
introduced a novel score-based edge improvement head to improve the
edges, and hence, the segmentation mask.
5
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Fig. 5. Proposed score-based mask edge improvement: (a) an overview of the multiple parts, and (b) detailed architectural overview.

mathematical formulation for ground truth and predicted mask edges
can be given as: 𝐸GT = {𝑔(𝑖, 𝑗) ∈ R𝑤×ℎ } where 𝐸GT represents a ground
truth mask matrix in this case with width 𝑤 and height ℎ as mask size.
However, the width and height of the predicted mask matrix can vary
the edges. This difference between predicted and ground truth mask
edge is filled with a score reducing at a constant rate (i.e. 0 < 𝑑p <
1), we have suggested as 𝑑p = 0.1 for this proposal considering the
difference is small. The score assignment can be expressed as for all
(𝑥, 𝑦) in the predicted mask as:
{
1 − 𝛾𝑑p , ∀ 1 ≤ (𝑥, 𝑦) < (𝑖, 𝑗) ≤ (𝑤, ℎ), if (𝑥, 𝑦) < (𝑖, 𝑗)
𝑆(𝑥, 𝑦) =
1 − 𝛾𝑑p , ∀ 1 ≤ (𝑖, 𝑗) < (𝑥, 𝑦) ≤ (𝑤, ℎ), if (𝑥, 𝑦) > (𝑖, 𝑗) ,

4.2. Loss function
The loss function here consists of a sum of losses exhibited by the
RPN, and the score-based mask improvement can be expressed as:
𝐿ebmi = 𝜆𝐿RPN + 𝛿𝐿eh

(3)

where 𝜆 and 𝛿 are positive constants in the range [0,1]. The loss functions 𝐿ebmi , 𝐿RPN and 𝐿eh are total loss, loss by RPN and loss by novel
edge head respectively. The 𝐿RPN is the same loss presented in Ren et al.
(2017), where to estimate the edge improvement loss we have used cosine similarity loss. The cosine similarity is used as a distance matrix for
similarity estimation in significant AI application (Qin et al., 2008) with
capability of multi-modal similarity estimation (Salvador et al., 2017).
Recently, a similar approach has been used to estimate the angular
margin between learned and predicted classes (Wang et al., 2018). The
proposed method emphasised on the RL of the novel samples instead of
on improving the classification accuracy on the limited number of pretrained classes. The cosine loss has also been analysed for training of
the DCNNs with limited training datasets and has been proven to lead
to better RL with small datasets (Barz & Denzler, 2020). Considering
these demonstrated capabilities of cosine similarity, we have defined a
cosine distance based loss for score-based mask edge improvement. A
cosine similarity between two 𝑑-dimensional vectors 𝜇, 𝜈 ∈ R𝑑 based
on the angular margin can be defined as:

(2)
where (𝑥, 𝑦) and (𝑖, 𝑗) represent the coordinates of predicted and ground
truth masks, respectively. The pixel-level difference between the two
can be expressed 𝑝w = |𝑥 − 𝑖| and 𝑝h = |𝑦 − 𝑗| in coordinates of 𝑤 × ℎ.
The exact value of pixel-level difference (𝛾) is considered as 𝛾 = 𝑝w +𝑝h ,
that is the summation of absolute pixel-level difference in 𝑥 and 𝑦
coordinates of predicted and ground truth masks. An assumption is
made that the value of only one coordinate will change at a time
for corresponding pixels in predicted and ground truth masks as we
have considered a small difference in the edges. The pixel-level differ√
ence can be considered as an Euclidean distance, i.e. 𝛾 = 𝑝w + 𝑝h
if difference between masks edges is large. However, an Euclidean
distance based score is highly sensitive to number of pixels and will
show a negligible change for a small difference between masks edges.
An explanation of the score estimation is depicted in Fig. 6(c). We have
considered two different pixels with coordinates (𝑥, 𝑦) and (𝑝, 𝑞) which
are pixels of predicted mask and intermediate difference, respectively.
The scores estimation process is illustrated w.r.t. the reference pixel of
ground truth mask (𝑖, 𝑗) denoted for both examples separately. It can
be observed for the considered small mask edge difference only one
coordinate changes between two corresponding pixels. The estimated
scores for the intermediate pixels have been depicted where the score
for the predicted mask pixels are considered implicitly. This proposed
score-based mask edge improvement is incorporated into our proposed
framework. This framework is similar to Mask-RCNN except we have ignored the Region Classification Network (RCN) as we have emphasised
just the segmentation for further processing at this stage.

𝜁cos (𝜇, 𝜈) =

⟨𝜇, 𝜈⟩
‖𝜇‖2 ⋅ ‖𝜈‖2

(4)

where dot product and 𝐿𝑃 norm are represented by ⟨⋅⟩ and ‖ ⋅ ‖2
respectively. Considering the predicted edge as a random hyperplane
intersecting the angular cosine domain the pixel-level distance between
the asymmetric edges can be estimated as:
𝑑cos (𝜇𝑖𝑗 , 𝜈𝑖𝑗 ) = ‖𝜇𝑖𝑗 ‖2 + ‖𝜈𝑖𝑗 ‖2 + 2𝜇𝑖𝑗 𝜈𝑖𝑗

(5)

where 𝑖 and 𝑗 are pixel-level indexes for 𝜇 and 𝜈. Using the basic
expression of cosine distance, 𝐿eh can be estimated as a pixel-level
regression for extracted mask as:
𝐿eh =
6

𝑤 ℎ
}
1 ∑ ∑{
‖𝜇𝑖𝑗 ‖2 + ‖𝜈𝑖𝑗 ‖2 + 2𝜇𝑖𝑗 𝜈𝑖𝑗
2𝑤ℎ 𝑖=1 𝑗=1

(6)
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Fig. 6. Graphical representation of edge difference score assignment: (a) example predicted (red) and ground truth (green) edge difference in segmentation mask, (b) example
pixel-level difference between predicted (red), ground truth (green) mask and overlapping (yellow) pixels, and (c) An explanation of score estimation by considering the predicted,
ground truth masks and intermediate pixels between the two masks.

Note that 𝑤 and ℎ are width and height of the ground truth
mask respectively where the predicted and ground truth masks are
considered as 𝑑-dimensional vectors, i.e. 𝜇 and 𝜈. The pixel-level score
described in Section 4.1 is used as a scaling factor for the cosine loss
function, hence the loss reduces nearer the ground truth mask while its
remain sensitive to small changes in masks edges. The inherent concept
for this proposal and implementation is to improve the Mask-RCNN
for pixel-level differences in predicted and ground truth masks. We
have proposed an adaptation of this complex task by emphasising on
the pixel-level difference instead of changing the overall architecture
of Mask-RCNN. The proposed technique to improve the sensitivity of
Mask-RCNN for small pixel-level differences also improves the application of Mask-RCNN for segmentation of small objects and objects with
occlusions.

5.1. Implementation and results
A comprehensive analysis based on the proposed technique of cosine
similarity based edge improvement has been performed where a pretrained Mask-RCNN is used for base-line comparison. We have further
extended our experiments to also compare with a simpler Euclidean
1 ∑𝑤 ∑ℎ
2
distance based regression where 𝐿eh = 2𝑤ℎ
𝑖=1
𝑗=1 (𝜇𝑖𝑗 − 𝜈𝑖𝑗 ) . The
results have been evaluated for object detection (as bounding boxes)
and image segmentation (as mask). The pre-trained weights of the MSCOCO dataset consisting of 81 classes and 123,287 images have been
used where the dataset was apportioned into 90%, 5% and 5% for
training, validation and testing of the proposed edge-based improvement technique respectively. The Matterport based code patches have
been used for implementation of the base architecture of Mask-RCNN.
Detailed architecture of the proposed implementation is described in
Fig. 5(b).
To improve the overall training time and memory requirements,
the following training configurations have been considered. The dataset
images are adjusted to a size of 800 × 1024 pixels. The ResNet50 has
been used as an invariant feature extractor with an initial learning rate
of 0.02 where a reduction rate of ×10 after 500k iterations was used.
The number of ROIs has been reduced to 128 per image considering
the lesser number of classes per image as compared to the MS-COCO
dataset, where anchors with five scales and three different aspect ratios

5. Evaluation
In this section we evaluate the effectiveness of the proposed scorebased mask edge improvement for segmentation of custom fruit and
vegetables dataset. The Implementation details long with the results
are discussed in detail in Section 5.1. A detailed discussion on obtained
results, limitations and future directions of the methodology proposed
is presented in Section 5.2.
7
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Fig. 7. Example custom dataset images segmented with score-based mask edge improved Mask-RCNN fine tuned on Datavgg initialised with MS-COCO using: (a) Canon EOS 700D,
(b) ArduCAM MT9F001, and (c) Huawei P9 Lite.
Table 2
Comparison of object detection (bounding box) results for Mask-RCNN and the proposed
Randomised Prim’s Algorithm on Sobel edges.
No.

Dataset

Validation
𝐴𝑃𝑏𝑜𝑥

the base architecture kept frozen. This trained network has been fine
tuned on custom data in a progressive manner. A single image per GPU
has been used to reduce the memory requirements. The network was
initially trained on the MS-COCO dataset where the masks estimated
for the custom dataset with this initial training are also used as input
for the edge-based improvement. The weight factors 𝜆 and 𝛿 described
in (3) are set to 1. A detailed discussion on the influence of weight
factors on training and mask estimation can be found in Zimmermann
and Siems (2019). The overall training has been performed on a Tesla
K80 with 24 GB video memory in a system with 32 GB RAM.
The proposed mask edge improvement head is trained on both the
MS-COCO dataset and a custom dataset consisting of 15 classes of 1500
images per class per sensor described in Table 1. The custom dataset is
also apportioned to 90%, 5% and 5% images for training, validation
and testing, respectively. The experiments have been performed for
both the cosine and Euclidean distance based loss functions presented
in Sections 4.2 and 5, respectively. A standard MS-COCO evaluation
metric based comparison is presented for object detection and segmentation considering Mask-RCNN trained on MS-COCO. An auxiliary
comparison is also presented for the ImageNet (ILSVRC2016) dataset
for object detection and segmentation. The invariant feature extractor
(base architecture) is initialised with MS-COCO weights, where MaskRCNN heads including mask edge improvement are trained for the
MS-COCO and custom datasets. Two different kinds of ground truth
bounding boxes and masks have been used for evaluation of the custom
dataset. The masks are estimated with proposed edge improvement
trained on the MS-COCO dataset presented in Table 3 and bounding
boxes as described in Section 3 are used as the ground truth denoted
as (Datacoco ). The custom dataset is also compared for the bounding

Testing
𝐴𝑃50

𝐴𝑃75

𝐴𝑃𝑏𝑜𝑥

𝐴𝑃50

𝐴𝑃75

43.9
39.6
27.2
42.8

39.7
29.4
29.3
34.7

57.9
48.5
46.9
55.8

40.2
30.8
27.5
41.7

25.9
25.6
41.4
27.1

24.7
23.5
38.1
21.8

42.9
43.4
56.0
39.3

27.9
26.6
40.2
25.7

–
–

29.1
33.6

45.4
51.6

27.1
39.9

48.1
47.8

31.5
32.0

43.7
43.1

25.8
27.9

Mask-RCNN
1
2
3
4

MS COCO
ImageNet
Datacoco
Datavgg

5
6
7
8

MS COCO
ImageNet
Datacoco
Datavgg

9
10

Datacoco
Datavgg

11
12

Datacoco
Datavgg

13
14

Datacoco
Datavgg

40.1
37.9
29.5
38.4

59.7
56.0
51.7
56.9

Randomised Prim’s
22.1
20.9
39.5
27.3

43.7
41.0
56.6
43.2

Faster-RCNN
–
–

–
–

You Only Look Once (YOLOv3)
–
–

–
–

–
–

33.6
33.9

Single Shot MultiBox Detector (SSD)
–
–

–
–

–
–

24.3
25.2

have been used. The training, including the custom dataset and the MSCOCO dataset, has been performed for the Mask-RCNN heads only with
8
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Fig. 8. Example local supermarket images segmented with score-based mask edge improved Mask-RCNN fine tuned on Datavgg initialised with MS-COCO.

Fig. 9. Example MVTEC D2S supermarket retail dataset images segmented with score-based mask edge improved Mask-RCNN fine tuned on Datavgg initialised with MS-COCO.

boxes and masks annotated with the VGG image annotation tool, where
10% of the images per class have been annotated for this comparison
denoted as (Datavgg ). The Datavgg is further apportioned randomly
into 80%, 10% and 10% for training, validation and testing purposes.
This dataset distribution is considered carefully depending upon the
size of Datavgg , size of network and to avoid overfitting. However to
validate our proposal we have also trained the Mask-RCNN on a similar
distribution of Datavgg as considered for MS-COCO dataset, i.e. 90%, 5%
and 5% for training, validation and testing, respectively. The dataset
with this new distribution is denoted as Datavgg ⋇ where results obtained

are shown in Table 4. It can be observed that the validation accuracy
of Datavgg ⋇ decreases as compared to Datavgg i.e. overfitting. There
is an implication that the size of Datavgg is significantly smaller then
the MS-COCO dataset for which Mask-RCNN was initially designed.
Hence, using a larger validation set can significantly improve the issue.
The term fine tuning refers to the re-training of trained Mask-RCNN
heads on MS-COCO with the proposed approach on Datavgg as a ground
truth. The object detection and instance segmentation results have been
compared based on the standard MS-COCO evaluation metric. The
metric includes AP (Average Precision) over Intersection over Union
9
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Fig. 10. Example Synthetic Fruit dataset images segmented with score-based mask edge improved Mask-RCNN fine tuned on Datavgg initialised with MS-COCO.

(IoU), where thresholds of 0.5 and 0.75 has been used, i.e. AP50 (IoU
= 0.5) and AP75 (IoU = 0.75). The Mean Average Precision (mAP) for
bounding box and instance segmentation are represented as APbox and
APseg , respectively.
A comparison of proposed object detection (bounding box) technique and Mask-RCNN (pre-trained on MS-COCO) has been presented
in Table 2. The results have been carefully analysed and it is observed that the Mask-RCNN outperformed as for Datacoco , Datavgg and
ImageNet dataset. However, the proposed bounding box estimation
technique is more effective for Datacoco would be expected. Considering
this base-line analysis we have fine tuned our trained network on the
manually annotated dataset i.e. Datavgg . The bounding box estimation
is also compared with MS-COCO pre-trained SOTA object detection
NNs including Faster-RCNN (Ren, He, Girshick, & Sun, 2015), You
Only Look Once (YOLOv3) (Farhadi & Redmon, 2018) and Single Shot
MultiBox Detector (SSD) (Liu et al., 2016). The obtained results for
custom datasets i.e., Datacoco and Datavgg are presented in Table 2.
Note that, the ResNet50 is used as an invariant features extractor
for the pre-trained Faster-RCNN where the images are transformed
to a size of 512 × 512 pixels for SSD based bounding box analysis.
The results of Faster-RCNN are significantly comparable to the MaskRCNN based bounding boxes which can be explained as a similar
underlying NN architecture and object detection technique of both
networks. The images size transformation for SSD based analysis can
result in information loss hence reduced object detection accuracy. To
analyse the effectiveness of our score-based mask edge improvement
we trained the Mask-RCNN heads including mask edge improvement on
MS-COCO. The effectiveness of instance segmentation with this trained
Mask-RCNN is compared in Table 3. A significant implication that can
be concluded from this is that the cosine similarity based mask edge
improvement is more effective as compared to Euclidean distance in
our application and also has a significant capability to generalise to
a new dataset. To strengthen our proposal we have further analysed
the proposed approach by training and fine tuning the Mask-RCNN on
Datavgg and Datacoco . These results are shown in Table 4. The overall

implementation and experiments indicates that the proposed approach
has outperformed for all datasets considered i.e. MS-COCO, ImageNet,
Datavgg and Datacoco . A significant improvement of 2 (AP units) has been
reported for our custom dataset with a fine tuning of the Mask-RCNN
on Datavgg . Example images segmented based on the proposed approach
are depicted in Fig. 7.
The proposed technique is also analysed for real-life supermarket
and complex background based fruit and vegetable images. Three
different kind of images have been used for this analysis: (a) Dataloc :
images captured at a local supermarket in Joondalup, Australia, (b)
Datad2s : images obtained from MvTec D2S supermarket dataset (Follmann, Bottger, Hartinger, Konig, & Ulrich, 2018), (d) Datasf : images
obtained from Synthetic Fruit dataset (Dwyer, 2020) with random
complex background. The bounding box and fruit segmentation is evaluated for 30 images per dataset where the example results have been
presented in Table 2 and Figs. 8–10. Significant fruit and vegetables
segmentation results have been observed where the most effective
results have been observed for Datad2s (both Cosine and Euclidean
distance), would be expected due to similar controlled lighting and
environment conditions as custom dataset. However, the technique
can be considered applicable to a real-life supermarket images where
a slight bounding box and mask distortion has been observed for
darker regions of the image i.e. at the junction of fruit and scanner.
The most effective results have been obtained using a bounding box
overlap threshold of 0.85 for Dataloc and Datad2s . Smaller objects in the
complex background of fruit and vegetable in Datasf results in false fruit
detection. This can be explained due to significantly smaller size of fruit
and vegetables as compared to Dataloc and Datad2s . However, higher
bounding box overlap threshold (i.e. 0.95) value for fruit detection and
segmentation can significantly resolve the issue which also results in
increased inference times evident from Table 5. The segmentation mask
are also evaluated w.r.t. to the standard MS-COCO evaluation metrics
presented in Table 4 which are significantly consistent as the results
depicted in Figs. 8–10.
10

Expert Systems With Applications 190 (2022) 116205

K. Hameed et al.

Table 3
Instance segmentation results for score-based mask edge improvement (edge head trained on MS-COCO) using ResNet50 as an invariant feature extractor (pre-trained on
MS-COCO).
No.

Dataset

Cosine distance

Euclidean distance

Validation

1
2
3
4

MS COCO
ImageNet
Datacoco
Datavgg

Testing

Validation

Testing

𝐴𝑃𝑠𝑒𝑔

𝐴𝑃50

𝐴𝑃75

𝐴𝑃𝑠𝑒𝑔

𝐴𝑃50

𝐴𝑃75

𝐴𝑃𝑠𝑒𝑔

𝐴𝑃50

𝐴𝑃75

𝐴𝑃𝑠𝑒𝑔

𝐴𝑃50

𝐴𝑃75

37.5
37.9
38.8
38.4

59.7
59.0
59.0
59.3

40.9
41.6
40.2
40.6

36.7
36.5
35.3
35.6

54.9
60.5
48.9
47.8

38.9
38.1
37.5
37.7

37.2
36.2
38.2
37.2

58.9
58.6
58.9
58.1

39.7
39.8
39.7
38.5

37.1
36.5
35.4
34.5

53.1
47.8
48.8
48.4

38.3
37.3
36.9
37.1

Table 4
Instance segmentation results for score-based mask edge improvement using ResNet50 as an invariant feature extractor (pre-trained on MS-COCO).
No.

Dataset

Cosine distance

Euclidean distance

Validation
𝐴𝑃𝑠𝑒𝑔

Testing
𝐴𝑃50

𝐴𝑃75

Validation

Testing

𝐴𝑃𝑠𝑒𝑔

𝐴𝑃50

𝐴𝑃75

𝐴𝑃𝑠𝑒𝑔

𝐴𝑃50

𝐴𝑃75

𝐴𝑃𝑠𝑒𝑔

𝐴𝑃50

𝐴𝑃75

29.3
31.7

48.9
45.8

27.5
27.7

37.8
32.0

58.7
39.2

39.7
38.0

30.1
30.9

48.5
45.3

27.0
27.7

27.8
35.7

46.1
55.8

27.5
38.7

35.6
37.9

55.5
58.1

37.5
38.6

27.6
35.2

45.9
54.6

26.4
38.0

27.4
35.1

47.3
56.7

26.0
37.9

34.5
36.8

56.1
59.5

37.2
38.1

27.1
35.4

44.9
53.8

25.8
38.1

39.3
39.9

56.9
58.8

39.5
40.1

38.2
38.6

56.0
57.7

38.8
36.5

37.2
38.5

55.6
56.8

38.4
36.2

–
–
–

–
–
–

–
–
–

35.1
36.6
29.2

49.6
50.1
43.4

30.1
31.6
29.8

Mask-RCNN heads trained on Datacoco
1
2

Datacoco
Datavgg

38.8
32.4

3
4

Datacoco
Datavgg

36.8
38.4

5
6

Datacoco
Datavgg

35.6
37.6

7
8

Datacoco
Datavgg

39.8
40.4

9
10
11

Dataloc
Datad2s
Datasf

–
–
–

59.0
39.9

40.2
38.8

Mask-RCNN heads trained on Datavgg
56.0
59.9

38.6
38.5

Mask-RCNN heads trained on Datavgg ⋇
55.8
57.2

37.2
38.0

Fine tuned Mask-RCNN on Datavgg
57.0
60.2

40.2
38.8

Real-life Supermarket Dataset (Fine tuned Mask-RCNN on Datavgg )
–
–
–

–
–

36.4
38.7
34.1

54.3
57.5
49.8

38.1
38.4
37.2

To estimate the effectiveness of the proposed technique in a reallife supermarket implementation an inference analysis is performed and
outcomes are presented in Table 5. To estimate the time complexity we
have used a batch of 15 test images of Datacoco , Datavgg , Dataloc , Datad2s
and Datasf for each trained model, where per image inference time is
obtained by dividing the total time with 15. This time complexity analysis is performed on the GPU configuration used for training, however
the commercial implementation of the technique may use a dedicated
hardware and can achieve more effective results. To further analyse the
effectiveness of the proposed technique in real-life supermarket a CPU
(Intel Xeon E3-1240v5, 3.5 GHz, 8 CPUs, 16 GB RAM) based inference
is also performed. The computational capability of the CPU are considered based on a recent online survey of the leading self-checkout system
vendor provided configurations (Moss, 2021). A similar technique of
average inference time over 15 images is used for this analysis. The
images used for CPU and GPU based analysis are adjusted to a size
of 800 × 1024, however the change in the resolution of test images
also have a significant impact on the time complexity (Huang et al.,
2017). The underlying Mask-RCNN implementation is also sensitive to
the number of objects in an images, where we have only one object per
image. The per image inference time (ms) achieved in the experiments
ranges from ∼ 281 ms to ∼ 371 ms which can be considered reasonable
as compared to ∼ 210 ms reported in He et al. (2017) for the GPU
approach. Moreover, the inference time of ∼ 1.21 s to ∼ 1.84 s per
image is achieved for a considered real-life supermarket checkout
system computational capabilities which can be considered acceptable
for scanning an item. Our proposed approach adds negligible over-head
in the processing time of Mask-RCNN, hence can achieve a significant
efficacy in a real-life supermarket environment.

5.2. Discussion
The proposed approach has achieved significant results as compared
to the Mask-RCNN pre-trained on MS-COCO and ImageNet. As presented in Table 2 the most effective results for bounding box estimation
have been achieved for Datacoco with the proposed Randomised Prim’s
algorithm. However, it would be expected as the Datacoco uses the
predicted bounding box (Fig. 3) as true bounding boxes. A more robust
bounding box estimation has been achieved with Mask-RCNN trained
in MS-COCO dataset for both SOTA and custom dataset, i.e. Datacoco
and Datavgg . This limitation of proposed Randomised Prim’s algorithm
has been analysed where poor edges obtained with Sobel filter can
cause a significant bounding box prediction error. More sophisticated
pixel connectivity estimation techniques, e.g. perceptual grouping (Ren
& Malik, 2003) can be used in future extensions for bounding box
prediction. It can be noted in Table 4 that our proposed approach
can achieve significant efficacy for instance segmentation. We have
achieved a gain of approximately 2 (AP units) for instance segmentation
when a fine tuning is done with Datavgg as compared to Mask-RCNN
trained on MS-COCO for validation dataset. The proposed approach
also achieves a performance gain of 1 (AP unit) for Datacoco . A similar gain difference has been achieved w.r.t Euclidean distance based
loss function for both datasets. The technique is currently limited to
small pixel-level differences between predicted and ground truth masks
where this techniques can also be used for larger pixel-level differences with Euclidean distance based scores estimation. However, more
sophisticated distance metrics such as multi-variate distance metrics
can be used to estimate the score at patches or blob level with larger
differences. The proposed edge improvement head with score-based
edge improvement is implemented in a modular approach and can be
easily used with different SOTA invariant feature extractors.
Cosine similarity based loss function has achieved a significantly
improved performance as compared to the Euclidean distance based
11

Expert Systems With Applications 190 (2022) 116205

K. Hameed et al.
Table 5
Inference analysis of score-based mask edge improvement.
No.

Dataset

GPU configurations

CPU configurations

Cosine distance

Euclidean distance

Cosine distance

Euclidean distance

Time (ms)

Time (ms)

Time (s)

Time (s)

318
310

322
293

1.27
1.58

1.29
1.34

310
305

307
314

1.42
1.21

1.40
1.83

321
297

299
283

1.65
1.61

1.55
1.41

324
304

283
281

1.64
1.34

1.20
1.47

323
307
311

1.61
1.59
1.84

1.33
1.28
1.68

Mask-RCNN heads trained on Datacoco
1
2

Datacoco
Datavgg

Mask-RCNN heads trained on Datavgg
3
4

Datacoco
Datavgg

Mask-RCNN heads trained on Datavgg ⋇
5
6

Datacoco
Datavgg

Fine tuned Mask-RCNN on Datavgg
7
8

Datacoco
Datavgg

Real-life Supermarket Dataset (Fine tuned Mask-RCNN on Datavgg )
9
10
11

Dataloc
Datad2s
Datasf

369
366
371
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loss function. It can be observed in Tables 3 and 4 that the cosine
similarity based loss function has achieved better performance in all
evaluation metrics where the best results have been achieved for 𝐴𝑃75
in most cases. The proposed techniques can also be used for segmentation of small objects and objects with occlusions, where the complexity
of the designed approach is also comparable with Mask-RCNN. To deal
with minute pixel-level differences or small objects with occlusions
the proposed approach can be further extended to sophisticated pixel
difference reduction techniques, e.g. Conditional Random Field (CRF).
The CRF based techniques can also deal with complex back ground
and occlusions which will increase the suitability of this technique for
complex application i.e. segmentation of fruit and vegetables in a supermarket. Using a relatively larger pixel difference score to scale the loss
function can also improve the results of overall segmentation including
small object and objects with occlusions. However, selection of score
should be relative to a metric related to the pixel-level difference.
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Chapter 6
A Sample Weight and AdaBoost CNN-Based
Coarse to Fine Classification of Fruit and
Vegetables at a Supermarket Self-Checkout
An innovative coarse to fine classification of fruit and vegetables as been preformed
using sample weights and AdaBoost CNN in a progressive manner in this chapter1 .
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Abstract: The physical features of fruit and vegetables make the task of vision-based classification
of fruit and vegetables challenging. The classification of fruit and vegetables at a supermarket
self-checkout poses even more challenges due to variable lighting conditions and human factors
arising from customer interactions with the system along with the challenges associated with the
colour, texture, shape, and size of a fruit or vegetable. Considering this complex application, we
have proposed a progressive coarse to fine classification technique to classify fruit and vegetables
at supermarket checkouts. The image and weight of fruit and vegetables have been obtained using
a prototype designed to simulate the supermarket environment, including the lighting conditions.
The weight information is used to change the coarse classification of 15 classes down to three,
which are further used in AdaBoost-based Convolutional Neural Network (CNN) optimisation for
fine classification. The training samples for each coarse class are weighted based on AdaBoost
optimisation, which are updated on each iteration of a training phase. Multi-class likelihood
distribution obtained by the fine classification stage is used to estimate a final classification with
a softmax classifier. GoogleNet, MobileNet, and a custom CNN have been used for AdaBoost
optimisation, with promising classification results.
Keywords: adaboost cnn optimisation; image classification; convolutional neural networks;
supermarket self-checkouts; fruit and vegetables classification; progressive classification

1. Introduction
Current supermarket self-checkouts depend upon barcode scanning or selection from a Look Up
Table (LUT) for billing. Packaged products at supermarkets can easily support barcodes, however fruit
and vegetables, i.e., fresh produce items, must currently be selected from a LUT either by the assisted
checkout personnel or by the customer at a self-checkout. This selection from a LUT involves significant
human factors and requires good knowledge of different fruit and vegetable varieties. Fruit and
vegetables are among the most sold produce items and have a significant contribution in the revenue
of supermarkets and, hence, the economy of a country. For example, Australian supermarkets are a
AUD 101 billion industry according to the IBISWorld Senior Industry Analyst [1,2]. This industry is
also an employer of approximately 360,000 personnel across the nation. Given the size of the industry,
intentional or unintentional incorrect scanning of fruit and vegetables can cause significant losses that
can aggregate across the sector. Hence, the introduction of an image-based technique, as proposed in
this paper, that eliminate the requirement for a LUT, can significantly improve revenues. The proposed
technique also has significant environmental benefits by reducing the use of light-weight plastic
packaging and shrink warps, which are currently used to locate barcodes. This plastic waste is an
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exponentially growing problem all over the world. For instance, approximately 3.5 million tonnes of
plastic waste is produced in Australia annually and 0.6 million tonnes was produced via packaging
in 2016–2017 [3]. Most of this plastic is not recycled, and as well as going into landfills, a significant
percentage of this waste makes its way to sea. Recently, it has been estimated that there will be
approximately 12 million kg of plastic waste in international oceans by 2050 [4]. The Environmental
Protection Authority (EPA) of Australia recently reported that approximately 75% of low weight plastic
is produced by plastic bags and packaging in supermarkets. Considering these factors, there is a strong
justification to support the concept of a barcode-less supermarket self-checkout.
Fruit and vegetable classification is a complex problem and involves significant challenges.
At a higher level of abstraction these challenges can be categorised as: (a) Classification of different
fruit and vegetables and (b) classification of different varieties of a fruit or vegetable. The challenges
for vision-based classification result from the highly variant physical features of fruit and vegetables
i.e., level of ripeness, texture, colour, and shape. However, classification of fruit and vegetables at
supermarket self-checkouts presents additional challenges such as variable ambient lighting conditions,
human elements in the scanning process, and scanning of multiple fruit and vegetables at the same time.
Much research has been published to discuss the design and implementation of automated supermarket
self-checkouts [5–8]. However, a complete discussion on the classification of multiple fruit and
vegetables in a supermarket environment is required to analyse the effectiveness of the concept.
Moreover, the existing techniques have analysed the classification of fruit and vegetables by using
vision-based information only. However, the weight of a fruit or vegetable is also available with the
help of a built-in weight sensor at the supermarket checkout counter. This weight information has not
previously been considered for classification purposes. Therefore, we propose a novel approach to
incorporate the weight information of a fruit or vegetable for classification. A comparison of recent
state-of-the-art features and Machine Learning (ML) techniques for fruit and vegetables, can be seen
in Table 1 for our proposed approach. An implication can be observed in that much of the existing
state-of-the-art work has been performed for small numbers of fruit and vegetable classes with small
data sets, which can cause overfitting. In this paper, we propose a progressive fruit and vegetable
classification technique for supermarket self-checkouts. Fruit and vegetable images are initially
grouped based on the average weight of each fruit or vegetable class so as to give a coarse classification.
These coarse classes are further processed with AdaBoost-based optimisation of Convolutional Neural
Networks (CNNs) for fine classification.
Table 1. Comparison of recent state-of-the-art features and Machine Learning (ML) techniques for fruit
and vegetable classification.
Ref. Year

Fruit/Vegetable

Features

ML Technique

[9]
[10]
[11]
[12]
[13]
[14]
[15]
[16]
[17]

Rice Crop
FoodCast dataset
Radish
Wheat
Grapes
Cucumber
Date fruit
Fruit and vegetables
Lettuce

Morphology, height, length
Colour mean and variance
Spectral features
Texture approximation
Correlation similarity matrix
Blob centroid
Deep texture feature
HSV colour transforms
Deep CNN features
Sample weight
Deep CNN features

KNN
Naive Bayes
Discriminant Analysis
Discriminant Analysis
K-Means
Pixel SVM
AlexNet
SVM
DarkNet
Jenks Natural Breaks
AdaBoost Optimised CNN

2016
2017
2017
2017
2017
2018
2019
2020
2020

This paper

Fruit and vegetables

Accuracy (%)
87.9
73.0
74.4
77.0
86.8
85.6
92.3
92.7
93.0
93.9

The rest of the article is organised as follows. An overview of the state-of-the-art techniques of
fruit and vegetables classification along with their applications is presented in Section 2. A prototype
design to emulate the placement of fruit or vegetables at a self-checkout for billing with typical
supermarket ambient lighting conditions is discussed in Section 3.1. A process of weight and image
data acquisition and their organisation for further processing is explained in Section 3.2. A progressive
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coarse to fine classification-based methodology for fruit and vegetables classification is discussed
in Section 4. The implementation of the proposed technique and the experimental results are presented
in Section 5. A detailed discussion on the results obtained and future applications of the proposed
approach for real-world supermarket self-checkouts can be found in Section 6.
2. Literature Review
The vision-based classification of fruit and vegetables has been performed in many fields for a
range of different applications. The most common applications include the classification of fruit or
vegetables for automated harvesting in agricultural settings [18–20] or vision-based quality assessment
of fruit or vegetables [21–23].
2.1. Robotic Harvesting
DarkNet has been used for the classification of lettuces for robotic harvesting in [17]. The lettuces
were initially identified with a You Only Look Once (YOLO3) CNN, where the image of each identified
lettuce is further processed for Representation Learning (RL) and classification. A classification
accuracy of 82% is obtained for the harvesting and grading of lettuces. A pixel accumulation-based rice
crop classification has been reported in [24]. A combination of two cameras was used for imaging and
crop boundary estimation. Recently, multiple cameras were used to estimate the 3D coordinates
of banana bunches in an orchard in [25]. A triangulation technique has been used for picking
point estimation. A detailed review on vision-based fruit localisation and picking techniques can
be found in [26,27]. The maturity of date fruit is estimated for making harvesting decisions in [15].
A multi-class classification frame work is defined based on transfer learned AlexNet and VGGNet [28].
The multi-class classification obtained from the Alex and VGG Nets then becomes an input of a binary
classifier for making decision related to harvesting. A modified classifier block is used with VGGNet
for the classification of date fruit in [29]. The date fruit was classified based on the maturity level
and surface defects, where an accuracy of 96.98% was reported. A compression of statistical and
CNN-based features is performed in [30] for recognition of food types. Two Support Vector Machine
(SVM) classifiers were trained based on two kinds of features extracted by statistical techniques and
CNN, where a respective accuracy of 93.03% and 94.01% were obtained.
2.2. Quality Grading
A colour-based citrus fruit quality assessment has been performed in [31], where three dominant
colours of the obtained images are estimated by K-means clustering with different cluster sizes.
RGB colour gradient, variance, and chromatic coordinates are used as features for correlation with
standard quality parameters of citrus fruits. Statistical and Artificial Neural Network (ANN)-based
techniques have been used to estimate Bayesian regulation, Levenberg Marquardt, and gradient
descent as correlation parameters. A vision-based diseased Papaya fruit detection is performed
in [32], where Grey Level Co-occurrence Matrix (GLCM)-based statistical features are extracted.
These extracted features are classified with a SVM for diseased fruit identification. A ResNet-based
classification of defects on tomatoes has been performed with transfer learning in [33]. The images
for this detection were obtained after manual sorting based on different kinds of defects and are
used for the transfer learning of the ResNet pre-trained on ImageNet dataset. The quality assessment
of multiple kinds of apples including single-colour and multi-colour varieties has been performed
with computer vision techniques in [34]. The randomness of grey-level pixels is used as a feature,
where mean, variance, standard deviation, Root Mean Square (RMS), and Kurtosis were used for
feature representation. The grey-level spatial variance was estimated by texture features. Both kinds of
features are used as an input for a SVM and Sparse Representation Classifier (SRC) for the classification
of defects in fruit. In another work, a combination of 18 colour and texture features has been used for
grading tomatoes, where SVM has been used as a classifier [35].
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2.3. Vision-Based Retail
Preliminary efforts related to the classification of fruit and vegetables at supermarket
self-checkouts have been reported recently [36–40]. A MobileNet-based fruit classification system
for a supermarket has been presented in [41]. A dataset of images of different fruit was obtained
and used for transfer learning the MobileNet. The MobileNet architecture is selected to reduce the
computational cost. To improve the overall effectiveness of MobileNet, new features are proposed
as an input to MobileNet. A unique RGB code is defined for each fruit which is considered as a
feature vector along with an RGB histogram and K-means centroid. An accuracy of 95% has been
reported, however the number of varieties of fruit considered are significantly low. Considering
the large number of fruit and vegetables sold at a supermarket, the proposed idea of a unique RGB
code can be a limitation. The concept of using multiple patches of local features of a supermarket
object was used in [42]. A Local Concepts Accumulation (LCA) layer is defined as a penultimate
layer on CNN architecture. Entropy maximisation is used as a loss function for the classification of
supermarket produce, where an accuracy of 100% has been achieved for ResNet with LCA. Recently,
an attention fusion network has been proposed for image-based nutrition estimation of cooked food
in [43]. A progressive weighted average of CNN weights is presented for the classification of fruit and
vegetable images in [44]. Only colour and texture were considered as a feature for classification where
a patch of 640 × 640 pixels was cropped from the images taken in a real supermarket environment.
A more detailed discussion on utilisation of machine learning techniques for different applications
including fruit and vegetables classification can be found in [41,45–47].
Current supermarket self-checkout systems require an unassisted selection from a LUT for billing
of fruit and vegetables. This selection from the LUT can require good knowledge about the various
species and kinds of fruit and vegetables, which increases the chances of an incorrect selection.
The addition of a vision sensor can significantly improve the process of LUT-based selection. There can
be many methods to realise for this application, for example a threshold can be set on the classification
accuracy to consider it as a final selection. In the case where the classification accuracy is less than the
threshold, the customer can be directed to a subset of the LUT with selections that are limited based
on the classification results. The limited selection will be populated with a subset of similar fruit or
vegetables varieties. This can significantly reduce the chances of incorrect selection and will improve
the billing experience even if the systems cannot achieve 100% accuracy.
3. Data Acquisition and Pre-Processing
The working principles and apparatus design of supermarket self-checkouts have been studied in
detail [36–40]. Considering the design of a supermarket self-checkout, we propose a prototype
for acquiring images of fruit and vegetables, and for emulating the supermarket environment.
The laboratory set-up for image and weight data acquisition and the organisation of obtained data are
discussed below.
3.1. Prototype Design
The prototype consisted of multiple sensors for image acquisition, illuminance sensing, and weight
sensing of individual fruit or vegetables. A detailed description of the multiple sensors used is
presented in Table 2. A weight scale is used as a base for the placement of the fruit or vegetable and for
the illuminance sensors. The relative positions of vision sensors are also considered from the centre of
the weight scale. An AccuPost PP-70N was chosen as a low-cost weight sensor to obtain the weight of
individual fruit and vegetable in the dataset. The scale has a resolution of 10 g and is easily compatible
to multiple operating systems through a Universal Serial Bus (USB)-based connection. The supermarket
environment involves significant challenges in terms of ambient lighting conditions. These ambient
lighting conditions of a supermarket have been studied in detail, where an approximate illuminance
level of 550–650 lux has been recommended in [48–52] for real-world supermarket environments
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considering the required illuminance for the placement of items in shelves. A minimum illuminance
of 500 lux has been recommended for trade counters i.e., self-checkout desks [48]. Considering this
condition, we have used an illuminance of approximately (500–530) lux for image data acquisition.
To measure the consistency of illuminance while taking images of fruit and vegetables a set of four
Arduino BH1750 illuminance sensors (LS1, LS2, LS3, and LS4) was used. The incident ambient
illuminance from a laboratory fluorescent ceiling light source on the weight scale and on fruits or
vegetables placed at the centre of the scale was recorded. An Arduino Uno based on an ATmega-328
microcontroller was used for the integration of illuminance sensors and data acquisition with a
USB-based connection. A detailed layout of the relative placement of the weight scale, light source,
illuminance sensors, and the fruit or vegetable sample is described in Figure 1. Example illuminance
values obtained with the sensors (LS1–LS4) are described in Table 3. These values are obtained by
averaging the values for the first 500 samples per class. Two different vision sensors were used
for image acquisition. The selection of sensors was made based on two considerations: (a) Using a
readily-available low-cost embedded system [53] with High Definition (HD) cameras (e.g., ArduCAM,
ArduinoCAM) and (b) using mobile phone cameras to support mobile platforms in future extensions of
the proposed project. We have used ArduCAM (MT9F001) and Huawei P9 Lite mobile phone cameras
as vision sensors for image acquisition. The vision sensors were mounted at a particular distance from
the centre of the weight scale, considering the requirements of: (a) Capture of a reasonable area to
accommodate fruit or vegetables that are significantly different in size, and (b) potential placement
of vision sensor on a self-checkout in a supermarket. A detailed schematic of the vision sensors,
illuminance sensors, and weight scale is provided for the experimental laboratory setup and a potential
placement of a vision sensor on a self-checkout kiosk is illustrated in Figure 2.

LS2

LS1

Illuminance sensor

Weight sensor
(AccuPost PP-70N)

LS3

Ambient light source

LS4

Control buttons
Display

(a)

(b)

Figure 1. The detailed layout of: (a) Relative placement of weight scale, light source, illuminance sensor,
and fruit or vegetable sample, and (b) Illustration of the light source w.r.t. fruit and illuminance sensors.
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Table 2. Description of multiple sensors used for building the laboratory setup as a prototype of images
based on supermarket self-checkouts for weight and image data acquisition.
Vision Sensors
Brand Name
1
2

ArduCAM MT9F001
Huawei P9 Lite

Resolution

Sensor

Height

Distance

4384 × 3288
3120 × 4160

1/2.3 inch CMOS
Sony IMX214 Exmor RS

8 cm
16 cm

19.5 cm
30 cm

Weight sensor
3

AccuPost PP-70N

10 g–32 kg, USB 2.0/3.0 supported Windows 10
Illuminance sensor

4

Ambient light sensor

Arduino BH1750 ambient light sensor
Controlling embedded system

5

Embedded system

Arduino Uno (ATmega-328), 8-bit, 16 MHz

Table 3. A description of the classes in the obtained dataset, nomenclature, and illuminance values
obtained with sensors (LS1–LS4).

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Fruit/Vegetable

Nomenclature

Avg. Weight (kg)

Brown onion
Carrot
Cauliflower
Continental cucumber
Creme potato
Drumhead cabbage
Granny Smith apple
Iceberg lettuce
Lady finger banana
Mandarin
Navel orange
Packham pear
Pink lady apple
Strawberry
Tomato

ONIBRXXXX
CARROXXXX
CABCAXXXX
CUCCOXXXX
POTCRXXXX
CABDRXXXX
APPGSXXXX
LETICXXXX
BANLFXXXX
MANDAXXXX
ORANAXXXX
PEAPAXXXX
APPPLXXXX
BERSTXXXX
TOMFIXXXX

0.212
0.064
0.419
0.014
0.140
0.833
0.164
0.432
0.125
0.138
0.138
0.150
0.326
0.012
0.132

Average Illuminance (LS1-LS4) Lux
526.17
525.02
526.34
533.08
527.94
534.03
523.79
531.46
523.67
525.85
524.97
529.43
529.32
525.81
523.55

524.84
527.20
525.12
525.70
523.90
528.22
522.65
525.87
522.55
526.88
526.92
530.63
523.56
525.63
523.56

523.56
522.95
525.35
529.26
525.08
523.58
525.75
530.42
523.45
529.81
528.67
530.13
522.13
522.00
526.91

522.57
524.39
523.08
525.94
527.10
529.09
526.06
526.30
526.62
526.49
523.33
535.69
535.77
527.37
532.98

XXXX: denotes the count of the samples per class.

Huawei P9 lite
Fruit / Vegetable

Base mount
Display screen

ArduCAM
Weight scale
Illuminance sensor

Vision sensor
Weight sensor
Main table
Coin dispenser
Bagging table
Base mount

(a)

(b)

Figure 2. A schematic of the proposed prototype: (a) Laboratory setup depicting the placement of
vision sensor, illuminance sensors, weight sensor, and fruit or vegetable sample, and (b) A proposed
placement of sensors on a typical supermarket self-checkout kiosk.
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3.2. Image Acquisition
A dataset of fruit and vegetable images was obtained using the prototype laboratory setup based
on considering the real-world supermarket environment. The prototype design was considered
carefully to maintain the integrity among the images obtained with both vision sensors used.
This integrity is important in order to use the obtained dataset for transfer learning of the CNN
for classification, and maintaining classification effectiveness among the images of multiple sensors.
The images of 15 different classes of fruit and vegetables were obtained where each class consists of
1000 images. The images were cropped to a maximum size of 3000 × 3000 pixels for both sensors,
the initial resolution of obtained images is presented in Table 2 for both sensors. This image size was
selected by considering the variations in sizes of fruit or vegetables used for building the dataset.
The images were further ordered in a unified nomenclature along with the weight of individual
fruit and vegetables saved in a separate repository. A description on the nomenclature and average
weight of each class is presented in Table 3. Uniform ordering was achieved with the help of the
nomenclature to integrate the weights and images in the dataset and to make the dataset consistent for
future applications. Examples of obtained images are shown in Figure 3.

Figure 3. Example images obtained from the experiments with ArduCAM (upper row) and Huawei
P9 Lite (bottom row).

4. Methodology
A coarse to fine classification-based two-stage classification technique is proposed in this paper.
The fruit and vegetable images were initially classified into coarse classes, which are used to optimise
a CNN for each coarse class to obtain the fine classification. A combined class level likelihood
distribution is then estimated for the fine classification of all coarse classes so as to obtain the final
classification described in Figure 4. This progressive classification is considered as a natural process
where the weight is used as an inherent feature of the fruit and vegetable, which also helps in achieving
better time complexity and memory requirements.
4.1. Coarse Classification
Initially, images are coarsely classified into three classes based on the weight information
where the weight values are grouped into their natural distribution. The Jenks Natural Breaks
(JNB) classification [54] technique is used to estimate the inherent natural distribution in the weight
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information of the fruit and vegetable. The Accumulated Squared Deviation from the Mean (ASDM) of
each class is reduced, and hence, the Accumulated Squared Deviation (ASD) among means of different
classes is increased. A set of individual weights of each fruit or vegetable in a class i is represented as
wi , where the cardinality of wi is considered as li . An integrated ordered vector of all weight sets of
fruit and vegetable classes is denoted as:
W = { w1 , w2 , w3 , . . . , w n } = { ϕ 1 , ϕ 2 , ϕ 3 , . . . , ϕ m } ,

(1)

where n is the maximum number of classes and m = ∑nk=1 lk . To estimate the ASDM, a set of mean
weights w.r.t. each class in W is represented as:
M = {µw1 , µw2 , µw3 , . . . , µwn }.

(2)

The accumulated deviation of individual weight value in wi from mean µwi of a class i is
estimated as:
σiASDM =

li

∑ wi (k) − µwi ,

(3)

k =1
l

∑i

w (k)

where µwi = k=1l i . The ASD among means of different classes is estimated based on W for all
i
possible combination range distribution that can be described as:
σiASD =

n

m

∑ ∑ ϕ k − µi ,

(4)

j =1 k =1

where the minimum value of σiASD represents the increased inter class deviation and hence the optimal
distribution. A Goodness of Variance Fit (GVF) metric is maximised to estimate the effectiveness of
the distribution. The GVF considered as a normalised difference of accumulated squared variance
between class means and the weights of individual fruit and vegetables is described as:
GVFi =

(σiASDM − σiASD )
.
σiASDM

(5)

This is an iterative process where greater values of GVF indicates more effective distribution.
This weight based coarse distribution groups the different varieties of a fruit or vegetable.
This grouping helps in learning more effective features for the classification of the same species
of a fruit or vegetable in the fine classification phase.
Images

Weights
Jenks Natural Breaks
k2

k3

AdaBoost

AdaBoost

AdaBoost

CNN

CNN

CNN

Softmax Classifier

(a)

T = {t1, t2, t3, … tn}
sti = 1/n

J>0

k1

Train CNN
Update Weights

(b)

Figure 4. A stack based sequential description of the proposed approach: (a) A progressive coarse to
fine classification based approach, and (b) AdaBoost CNN optimisation for fine classification of fruit
and vegetables.
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4.2. Fine Classification
A CNN has been optimised based on the AdaBoost [55] technique for each coarse class estimated
by natural distribution. A sequential linear CNN boosting has been performed to obtain the
classification results where a block level abstraction of coarse, fine, and final classification is presented
in Figure 4.
Considering each coarse class as a combination of multiple classes, a multi-class classification
problem can be defined as:
cb = arg max hθ ( x ),
(6)
θ ∈{1...k }

where x is an unseen element of data randomly sampled from k classes. The classifier hθ is trained on
dataset T = {t1 , t2 , t3 , . . . , tn } to assign a label cb to x such that the corresponding classification error
is minimum. In our proposed approach, we have used the multi-class AdaBoost technique defined
in [56] to optimise a CNN for each coarse class. The elements in the training dataset of each coarse class
are initially weighted equally as: sti = 1/n where n is the size of the training dataset. The CNN is then
trained on T for J iterations to obtain an optimised CNN, where ImageNet weights have been used for
the initialisation of the CNN when J = 0. The dataset weights of each element ti are updated after
each iteration for J ≥ 1. The corresponding weight of each ti is estimated by extracting a k dimensional
j ≥1
classification likelihood vector with a trained classifier (i.e., CNN) hθ . This k dimensional vector P is
used for the estimation of weight for each ti in T after every iteration, which can be described as:
j

j −1

sti = sti



k−1 i
j −1
exp − α
ĉ g log(P j (ti )) ,
k

(7)

where sti is the weight of ith training sample in T used in the jth iteration with a learning rate
of α. The ground truth labels of corresponding classes are represented as cbig for k dimensional
likelihood vectors. The weights of the wrongly classified samples are improved in each iteration
to optimise the classifier for wrongly classified samples in j − 1th iterations. The AdaBoost [56]
uses a random forest as a combination of trees to make an ensemble of weak learners where, each
contributing tree is initialised with random weights. The CNNs have the capability of finding a strong
classification likelihood and correlations for a large dataset. However, considering the findings in (7)
it can be concluded that strong correlation between cbig and the output of the CNN will reduce the
value of the exponential function, which will constrain the weights improvement to a small set of data
not trained with the CNN previously. Training the CNNs on a small dataset can cause significant
overfitting, and will add an overhead of extra computational cost. We initialised the CNN with
the ImageNet weights for the first iteration where the weights of the CNN in further optimisation
iterations have been retained and improved with the weighted training samples. This assumption
has been made considering the sequential Representation Learning (RL) of a CNN in the training
process, where retaining the previous information can help in the effective convergence of the CNN for
a large dataset. This iterative process is repeated for all coarse classes obtained in the initial stage of the
classification process. A detailed process for the fine classification stage has been described in Figure 4.
The CNNs used in the fine classification stage are a combination of a number of layers stacked
together to perform the classification task. Each layer in the CNN plays a specific role for RL where
the level of abstraction of the features learned increases from lower to upper layers. The low-level
features i.e., pixel-level textures, are extracted with the help of conventional layers. These features are
then combined in a Fully Connected (FC) layer. The flattened and combined representation obtained
with the FC layer are then used to estimate the class level likelihood distribution for final classification.
This class-level likelihood is estimated with the help of a softmax classifier. All these processes are
performed sequentially for the classification task, a detailed description of the overall process of
CNN-ased image classification can be found in [28]. The loss of feature representation learned in the
training process of a CNN is propagated among the layers in each training step. A multi-class cross
entropy-based loss is used in the proposed approach for the estimation of the discrete regression loss.
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The AdaBoost optimisation based sample weights are considered at this stage for training on dataset T
in a CNN, described as:
n

Ei =

∑ ĉg log(ti ) sti ,
j

j

j

(8)

j =1

where Ei is the cross entropy loss of training sample ti . The corresponding ground truth label and
sample weight are represented as ĉ g and sti , respectively.
4.3. Testing the Proposed Approach
The coarse to fine classification-based CNNs are trained for the classification of fruit and
vegetables. To perform the classification of test images with the help of the proposed technique,
the class likelihoods are obtained by each optimised CNN in the fine classification stage. The softmax
layers of each CNN are removed to make a final classification, where a global softmax layer is added
based on the concept in [57,58] represented as a bottom layer in Figure 4 and can be described as:
σzi =

exp(zi )
,
exp(z j )

∑Φ
j =1

(9)

where σzi is the normalised likelihood of an element zi in a combined set of output probabilities
obtained by fine classification CNNs. The combined number of classes are represented as Φ.
These normalised probabilities obtained by the final softmax layer are used for the final classification
of the fruit or vegetable sample to a class.
5. Implementation and Results
Experimental implementation and classification effectiveness achieved based on the dataset
obtained in Section 3.2 is described in detail in this section. To validate our results a comparison of the
proposed approach on GoogleNet, MobileNet, and a custom CNN, is performed.
5.1. Implementation
The experiments have been performed on the dataset obtained in Section 3. The images have been
apportioned into 90%, 5%, and 5% segments for training, validation, and testing datasets, respectively.
We used three CNNs with the proposed AdaBoost-based optimisation technique as base classifiers
for implementation and testing. GoogleNet [58], MobileNet-v2 [59], and a 15-layer custom CNN
based on the concept presented in [60] is used. A detailed description of the layers of the custom
CNN is presented in Table 4. A decision was made to use a shallower network as compared to
GoogleNet and MobileNet to optimise for the proposed technique. The Google and MobileNets were
considered based on the assumption of a deeper and lighter weight CNN respectively to test our
concept, where MobileNet is also intended to be used for mobile platforms with less computational
power in our future extensions. Considering the small input image size of GoogleNet and MobileNet,
we considered a larger input image size in the custom CNN. The custom CNN consists of a sequential
combination of convolutional (Conv), pooling and Fully Connected (FC) layers followed by a softmax
classification layer to estimate the class-level probability distribution. Considering the capabilities of
sparse representation and equivariant parameters sharing we used a sequence of convolutional and
pooling layers for RL. The architecture used for the custom CNN has been reported as state-of-the-art
in comparison to logistic regression, Extreme Learning (EL), and SVM in [60]. The local features of a
fruit or vegetable image are extracted by the application of a convolution operation with particular
kernel size and number of nodes as described in Table 4. A ReLU function is applied as a threshold
on the features obtained from the convolutional nodes where filtered features are represented as the
output of the layer. The neighbouring statistical summary of the features is extracted and converted
to an invariant representation with the help of a pooling operation applied to the output of the
convolutional layers. The depth of the custom CNN is considered carefully in comparison to the
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Google and MobileNets where the custom CNN is considered as a weak classifier for optimisation with
the proposed AdaBoost technique. The ReLU was used as an activation function for all hidden layers
where the weighted training sample based cross entropy loss defined in (8) was used for training.
Experiments have been performed on a 12 GB Tesla K80 with 32 GB of installed memory.
Table 4. Description of the custom CNN used as the base classifier in the AdaBoost optimisation based
on [60].
Layer
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Input
Conv
Pooling
Conv
Pooling
Conv
Pooling
Conv
Pooling
Conv
Pooling
FC
FC
Softmax
Output

Kernel Size

No. of Nodes

Stride

Padding

Layer Weights

Layer Bias

Output Size

7×7
3×3
7×7
3×3
3×3
3×3
3×3
3×3
1×1
3×3
-

40
80
120
80
80
40
15
-

3×3
3×3
3×3
1×1
1×1
1×1
1×1
1×1
1×1
1×1
-

0×0
0×0
2×2
1×1
1×1
1×1
1×1
1×1
1×1
1×1
-

7 × 7 × 3 × 40
7 × 7 × 40 × 80
3 × 3 × 80 × 120
3 × 3 × 120 × 80
1 × 1 × 80 × 80
-

1 × 1 × 40
1 × 1 × 80
1 × 1 × 120
1 × 1 × 80
1 × 1 × 80
-

512 × 512 × 3
170 × 170 × 40
56 × 56 × 40
18 × 18 × 80
18 × 18 × 80
18 × 18 × 120
18 × 18 × 120
18 × 18 × 80
18 × 18 × 80
20 × 20 × 80
20 × 20 × 80
1 × 1 × 40
1 × 1 × 15
1 × 1 × 15
1 × 1 × 15

Conv: represents the convolutional layer, FC: represents the fully connected layer.

5.2. Experimental Results
The experiments were performed with all three CNNs i.e., GoogleNet, MobileNet, and the custom
CNN. The classification results obtained with the transferred learned pre-trained GoogleNet and
MobileNet were used for comparison. The Google and MobileNets were initialised with the ImageNet
weights where we used Xavier’s initialisation [61] technique was used for the initialisation of the
custom CNN. A weight-based coarse classification was performed based on the JNB technique defined
in ((4) and (5)). The result based on the weight-based classification is shown in Table 5 for a GVF of
0.65. This GVF was selected based on the experimental results obtained, where an approximately equal
size of classes was considered for coarse classification. However, the AdaBoost technique is considered
significantly prone to imbalanced class sizes [55].
Table 5. Jenks Natural Break (JNB) based coarse classification of fruit and vegetables.
Fruit/Vegetables

Avg. Weight (kg)

Weight. Dev

Class

% of Dataset

1
2
3
4
5
6
7

Strawberry
Continental cucumber
Carrot
Lady finger banana
Tomato
Mandarin
Navel orange

0.012
0.014
0.064
0.125
0.132
0.138
0.138

0.02
0.07
0.02
0.02
0.02
0.03
0.03

Class 1

46.66

8
9
10
11

Creme potato
Packham pear
Granny Smith apple
Brown onion

0.140
0.150
0.164
0.212

0.03
0.03
0.03
0.04

Class 2

26.66

12
13
14
15

Pink lady apple
Cauliflower
Iceberg lettuce
Drumhead cabbage

0.326
0.419
0.432
0.833

0.19
0.05
0.03
0.06

Class 3

26.66
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GoogleNet was considered as a deep base classifier for AdaBoost optimisation. The accuracy
attained for the training and test datasets is presented in Table 6 for different epochs, where samples
were randomly selected and shuffled for both datasets. The training and test accuracy are proportional
for the initial 12 epochs, however the accuracy of the test set decreases for higher numbers of epochs.
The basic intuition of AdaBoost was to use a linear combination of weak classifiers [55], GoogleNet in
comparison is a deep classifier that can approximate the strong correlations. Hence, using GoogleNet
with AdaBoost for a higher number of epochs increases bias for the test set. MobileNet was considered
as a light weight CNN for AdaBoost-based optimisation to classify fruit and vegetables. The accuracy
of MobileNet is presented in Table 6 for multiple epochs. The test accuracy of MobileNet increases
for the first 12 epochs and remains consistent up to 15 epochs however the accuracy deceases when
18–20 epochs are used. For a higher number of epochs, the AdaBoost technique assigns negligible
weights to the correctly classified samples, so to improve the weights of wrongly-classified samples.
This negligible weight assignment causes a significant bias for the partial training dataset. This bias
causes an overfitting for higher numbers of epochs and hence, a decrease in the classification accuracy
of the test dataset. This decrease is due to partial training of the CNNs after a particular number of
epochs, which depends upon the size and number of parameters in the CNN. This partial training can
be considered a kind of overfitting where training a CNN on (a) a small dataset, and (b) higher number
of epochs increases the CNN bias for unseen test samples. The classification accuracy for AdaBoost
optimisation of the Google and MobileNets is compared with the transfer learned pre-trained Google
and Mobile Nets on the ImageNet dataset. To transfer learn, a set of 500 images per class was used
for training, where both CNNs were trained for 30 epochs. A set of 250 images per class was used for
cross validation in the transfer learning phase.
The custom CNN is considered a weak learner for AdaBoost optimisation in the proposed
technique. The CNN consists of 15 layers that are based on the architecture proposed in [60].
The custom CNN was trained for 25 epochs, where the result for multiple epochs is described in
Table 7. A similar CNN test accuracy trend has been noted however, the custom CNN is less prone to
negligible weight criteria observed for both the Google and MobileNets. A significant conclusion can be
drawn here that the AdaBoost-based optimisation of CNNs can converge to complex data correlations
with smaller or less deep networks. This makes the proposed approach more suitable for larger and
complex correlations in datasets, i.e., classification of different varieties of a fruit or vegetable with
less computational requirements. Moreover, weight-based coarse classification used in the proposed
approach also helps in reducing the computational and memory requirements. A detailed comparison
of the confusion matrix-based classification metrics of accuracy, Error Rate (ER), Positive Predictive
Value (PPV), True Negative Rate (TNR), True Positive Rate (TPR), and F1 score is presented in Table 8.
The classification accuracy of each class is obtained as a ratio of correctly classified images and the
total number of images of a class, where the effectiveness of the proposed techniques is presented
as ER. The precision or PPV is presented as the ratio of correctly predicted images and the total
number of images identified as a particular fruit or vegetable. Test accuracy is also presented as an
F1 score, which is obtained as a harmonic mean of precision and recall. The proposed approach can
be considered significantly prone to complex and imbalanced dataset distributions. This implication
can be observed by the average TPR or sensitivity and the F1 score (93.57%) that is comparable to
the overall accuracy presented in Table 7. It can be observed that approximately 11 out of 15 fruit or
vegetables can be classified with an accuracy of 99%. A classification confusion matrix of the custom
CNN AdaBoost optimisation is depicted in Figure 5 for the fruit and vegetable classes presented in
Table 3.
An inference time analysis was performed to estimate the practical implementation of the
proposed technique. A batch of 15 random images, with one from each class was selected for
inference analysis where the total inference time (ms) was noted as the time to classify all 15 images.
We performed this analysis on a device for both CPU and GPU-based classification where the fastest
CPU-based inference is approximately three times slower than GPU-based inference. A description of
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the hardware used for the computation is presented in Table 9. The images were loaded in the form
of a tensor in the memory where total inference time includes a time to read the tensor of 15 images
from memory and the model computation time. On average, a GPU-based inference of an image takes
approximately 588.44 ms which is 2.8 times faster than the CPU-based inference time of 1647.65 ms
with the optimised custom CNN. A comparison of inference times for the AdaBoost optimised Google,
MobileNets, and custom CNN models is presented in Table 10, the time for single image inference
is obtained by dividing the total inference time by the number of images in the batch. The inference
time for Google and MobileNets is significantly higher than the proposed AdaBoost-optimised CNN
network, however, an inference in a real implementation will also depends upon the Input/Output
(I/O) and related overheads of an execution platform.
Table 6. A comparison of training and test accuracy of transfer learned and AdaBoost-optimised
Google and MobileNets.
Epochs
10
15
20
25
30
10
12
14
16
18

Network

Training
Accuracy (%)

Test
Accuracy (%)

Pre-trained
GoogleNet

81.90
93.45
94.65
96.45
95.67

78.56
82.71
81.78
83.56
82.10

AdaBoost
GoogleNet

81.86
87.10
89.74
93.25
96.21

72.96
81.24
78.58
76.63
76.00

Training
Accuracy (%)

Test
Accuracy (%)

Pre-trained
MobileNet

78.69
81.23
89.98
94.87
95.56

71.52
78.86
80.23
81.44
83.15

AdaBoost
MobileNet

86.56
92.63
94.44
95.50
94.88

81.45
87.21
88.45
91.33
87.56

Network

Table 7. Training and test accuracy achieved with AdaBoost-optimised custom CNN.
Epochs

Training
Accuracy (%)

Test
Accuracy (%)

10
15
20
22
25

93.10
94.17
96.42
95.67
97.14

80.13
83.43
88.69
93.97
85.11

Table 8.
Classification metric comparison for AdaBoost-optimised CNN based fruit and
vegetables classification.
Fruit/Vegetable
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Brown onion
Carrot
Cauliflower
Continental cucumber
Creme potato
Drumhead cabbage
Granny Smith apple
Iceberg lettuce
Lady finger banana
Mandarin
Navel orange
Packham pear
Pink lady apple
Strawberry
Tomato

Accuracy (%)

ER (%)

PPV (%)

TNR (%)

TPR (%)

F1 Score

99.47
99.73
99.47
99.73
99.07
98.40
99.47
98.53
99.87
97.73
97.60
99.60
99.60
99.60
99.70

0.53
0.27
0.53
0.27
0.93
1.60
0.53
1.47
0.13
2.27
2.40
0.40
0.40
0.40
0.93

96.00
98.00
100.00
100.00
90.57
85.19
96.00
88.24
100.00
83.67
80.77
97.96
100.00
97.96
90.57

99.71
99.86
100.00
100.00
99.29
98.86
99.71
99.14
100.00
98.86
98.57
99.86
100.00
99.86
99.29

96.00
98.00
92.00
96.00
96.00
92.00
96.00
90.00
98.00
82.00
84.00
96.00
94.00
96.00
96.00

0.960
0.980
0.958
0.980
0.932
0.885
0.960
0.891
0.990
0.828
0.824
0.970
0.969
0.970
0.932
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Figure 5. A classification confusion matrix of fruit and vegetables for the custom CNN.
Table 9. Hardware description for inference time analysis.
Device Type
1
2

CPU
GPU

Memory

Execution Unit

16 GB
32 GB

Intel Xenon (8-cores)
Tesla K80 (4992-cores)

Table 10. Inference time (per image) comparison for proposed approach.
Model
1
2
3

GoogleNet
MobileNet
Custom CNN

CPU (ms)

GPU (ms)

1954.32
1889.56
1647.65

723.82
674.84
588.44

6. Conclusions
The classification of fruit and vegetables includes significant challenges due to the highly variable
physical features of a fruit or vegetable which can include shape, size, colour, texture, and level
of ripeness. On top of this, the classification of fruit and vegetables at supermarket checkouts
faces additional challenges due to ambient lighting conditions and human factors. In this paper,
we proposed a progressive coarse to fine classification-based technique for classifying fruit and
vegetables at supermarket self-checkouts. The weight of individual fruit or vegetable was used
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for coarse classification from 15 classes down to three using the Jenks Natural Breaks classification
technique. These three classes are then used for AdaBoost-based optimisation of CNNs for fine
classification. The training samples were initially weighted equally and their weights then improved in
each iteration to optimise the CNN, where samples from the wrongly classified classes were weighted
more as compared to other classes. The results obtained from all three fine classification CNNs were
then used to estimate a multi-class probability distribution for final classification. Three kinds of
CNNs were used for comparing and testing the proposed technique. GoogleNet, MobileNet-v2, and a
custom 15-layer CNN were used based on the following criteria: (a) Selection of a deep CNN for
optimisation with the proposed technique, (b) selection of a light weight small CNN for optimisation,
and (c) selection of a weak classifier for optimisation. The experiments were performed for all three
CNNs and a positive result was obtained for all three CNNs, where the custom CNN-based weak
classifier was considered the most effective despite a lower number of parameters and computational
requirements. Considering the capability of the proposed approach to classify the complex data
correlations i.e., classification of different kinds of fruit and vegetables, this approach looks promising
for applications to large datasets in a real supermarket environment.
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Chapter 7
A Progressive Weighted Average Weight
Optimisation Ensemble Technique for Fruit and
Vegetable Classification
A creative weighted average and grid search based NN weight optimisation is proposed
to ensemble weak CNN classifiers for fruit and vegetables classification in this chapter1 .
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ABSTRACT
Image classification of fruit and vegetables at supermarket
self-checkouts is a complex problem. Significant variations
in the size, shape and colour of objects are involved, along
with potentially large variations in the environmental conditions, must be accommodated to implement such a robust and
effective system. Convolution Neural Networks (CNNs) have
shown promising results for object classifications. However,
the scarcity of training datasets due to the diversity of varieties and applications of fruit and vegetable classification is a
significant limitation to the CNN implementation for this task.
To overcome this, we propose the use of transfer learning and
ensemble technique. Specifically, a transfer learning based
weighted average weight optimisation ensemble technique is
applied to the weights of GoogleNet and MobileNet by transfer learning the pre-trained CNNs using a custom dataset.
Two hyperparameter optimisation techniques have been applied in a sequential way to identify the effective weights
progressively. The optimised weights are used as an input
to a normalised exponential softmax layer to estimate the final probability distribution for classification. A comparative
evaluation among standalone GoogleNet, MobileNet and different levels of ensemble has been presented, which supports
the adoption of this technique as a solution in a real-world
supermarket environment.
Index Terms— Transfer learning, Knowledge transfer,
Ensemble learning, Fruit and vegetables, Classification, Deep
learning, Convolutional Neural Network
1. INTRODUCTION
Classification of fruit and vegetables is an important but difficult task at supermarket self-checkouts for correct pricing
and billing. Currently, self-checkouts at supermarkets rely
on customers to self-select fruit and vegetables from a displayed list, which can result in wrong selections and hence
incorrect billing. Categorisation of different species of fruit
This work is funded by Edith Cowan University (ECU) Australia and
Higher Education Commission (HEC) Pakistan, The Islamia University of
Bahawalpur (IUB) Pakistan (5-1 /HRD/UESTP(Batch-V)/1182/2017/HEC).
The authors would like to thank ECU Australia and HEC, IUB Pakistan.

and vegetables can be challenging even for humans without
in-depth knowledge and memorisation of specific characteristics of every species. The introduction of barcodes on organic and packaged fruit and vegetables have provided a resolution to this problem but at the cost of higher packaging
cost, increased plastic waste and the tedious task of storing
and maintaining digital details for all of the large variety of
fruit and vegetables available in supermarkets [1]. Significant
benefits could, therefore, be achieved with a reliable computer
vision based fruit and vegetable classification system for supermarket self-checkouts. However, the challenges involved
are significant and complex relative to many other computer
vision applications. These challenges range from the huge
number of potential fruit and vegetables varieties, inconsistent features i.e. shape/colour/texture of individual fruit and
vegetables even within the same species, variable environment (lighting, background, etc), and the behaviour of customers using a vision based self-checkout where high levels
of ease-of-use and accuracy are required. A number of previously evaluated techniques have been compared in [2] and
the requirement for more features (e.g. weight along with visual features), more sophisticated classifiers, robustness w.r.t.
to environment variation and accuracy for commercial applications have been identified as the most significant limitations in [3]. Experimental realisations of such system have
demonstrated the value for future supermarkets [4, 5, 6] however, commercial implementations of such vision based selfcheckout systems have significant difficulties to overcome.
Considering the limitation of limited available datasets
and the complex environmental factors involved, a transfer
learning based progressive weighted average weight optimisation ensemble technique is proposed in this paper for
classification of fruit and vegetables at supermarket selfcheckouts. The effectiveness of each technique has been
assessed in terms of accuracy and compared to determine an
optimal method for classification of fruit and vegetables at a
vision based supermarket self checkout.

2. RELATED WORK
Recent rapid developments in CNNs have shown significant
classification accuracy for multiclass object classification [7,
8, 9] and have endowed computers with the capability to perform complex classification tasks without explicit programming. Numerous characteristics of CNNs, i.e. significant feature learning with dimensionality reduction, have led to this
technique being an attractive choice for fruit and vegetable
classification. Much research has been presented on classification of fruit and vegetables using CNNs with a variety of
methods. Recently, an effort has been made for an intelligent
refrigerator that can classify fruit and vegetables placed into
it [10]. A multi-model CNN fusion based approach has been
developed to achieve classification effectiveness. However,
this approach lacks effectiveness in classification of different
varieties of the same fruit. A Single Shot MultiBox Detector (SSD) CNNs i.e. ResNet, VGG16 and VGG19 have been
used to extract the features from the same dataset in this technique. The features extracted are then fed into a Back Propagation (BP) based Neural Network (NN) for classification.
A prior knowledge based dataset based on weight has been
proposed for training the NN and a comparison has been performed between an individual CNN and ensemble of CNNs.
The combination of multi-source data i.e. weight and visual
data has shown a significant performance enhancement. However, training of CNNs requires large amounts of data to converge the network parameters through chained computational
processes. Data augmentation has been used as solution to
overcome the limitation of the limited dataset. The effect of
data augmentation and, the structure of the proposed 12 layer
CNN and pooling techniques has been compared with the
state-of-the-art CNNs for classification effectiveness in [11]
where an accuracy of 99.5% has been reported.
The importance of NNs for object classification cannot be
overlooked however, the inherent limitation of NNs as statistical processes limits the performance of an NN to the data distribution of the available training data. An insufficient dataset
can limit an NNs to incomplete stochastic nature for data for
particular application hence, poor classification effectiveness.
This limitation of statistical processes can be resolved by rebuilding the dataset for the specific problem, but this is generally a highly impractical and expensive process. The currently
available datasets for fruit and vegetables are also limited and
cannot address the diverse applications of fruit and vegetable
classification. Transfer learning or knowledge transfer is significantly desirable in such situations [12]. Previously trained
CNNs on significantly large image data sets can be used with
fine tuning to address the specific applications. Impressive results have been reported for transfer learning based fruit and
vegetable classification. Recently, transfer learning has been
used for classification of diseased crop in [13]. Auxiliary and
targeted datasets have been used for training AlexNet and
VGGNet. Distributed labels and batch normalisation have

been used to avoid overfitting and achieve faster convergence
respectively. There is an inherent limitation of negative transfer if the pre-training and new datasets are not related significantly, which can result in worse classification. Moreover, the
pre-trained networks vary significantly in architecture, size
and filters used, there are no clear answers regarding the effective size, architecture and combination of filters. Considering
these factors, a pre-trained NN can be considered as a nonlinear method with low bias and high variance. To achieve the
goal of adding bias and lowering the variance of the prediction multiple variants of NNs are combined into called what
is called an ensemble. Different levels and techniques have
been used for ensemble of NNs, a detailed survey on these
techniques can be found in [14]. Recently, ensemble techniques have been used for classification and identification of
multiple crops in agricultural environment and in general for
image classification [15, 16, 17].
3. PROPOSED METHODS
3.1. Dataset
A custom dataset of 4000 RGB images of 20 classes of fruit
and vegetables has been utilised in this study. The images
have been taken in a real supermarket environment in order
to represent the challenges involved in a real setting. Each
class has 200 images of size 640 × 640 pixels representing
the colour and texture details. Example images are depicted
in Fig. 1. We apportion our dataset into 80% for training and
20% for testing.
3.2. Pre-trained CNNs
CNNs trained on large scale existing datasets can be used to
classify data with different distribution and domain. The pixel
level relationship learned by these CNNs can be used for images with similar lower level abstraction and different higher
level representation, for example pixel level texture details in
different images [18]. The task of deciding on the appropriateness of transfer learning is significantly complex and is dependent upon many factors, in particular the size and the similarity of the target dataset relative to the pre-training dataset
are the most common factors.
For this study, pre-trained GoogleNet (Inception V3) [19]
and MobileNet [20] are selected as base networks for transfer learning. There is no specific criteria for the selection of
different ensemble members however, this selection has been
made based on the principle of using a large intrinsic diversity of networks to exploit the better stochastic nature of such
networks. Both of the selected CNNs are inherently different in terms of design and architecture of the overall network.
Other significant factors influencing the selection are (a) the
moderate size of the networks and resultant reduced computing time for transfer learning, (b) the comparable accuracy of
both networks to each other and to other bigger networks, (c)

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

considered in this work is that the less complex augmentation
techniques are more effective for images where the shape is
considered as a feature, whereas our custom dataset consists
of colour and texture information but no shape information.
Considering this approach a framework for a progressive
weighted average ensemble has been developed in our technique. The weights w of the last five epochs during transfer
learning of the GoogleNet and MobileNet have been saved
and are described as follows:
w = {we1 , we2 , we3 , we4 , we5 }.

(k)

(l)

(m)

(n)

(o)

(p)

(q)

(r)

(s)

(t)

Fig. 1: Example images of custom dataset (a) Apple, (b) Broccoli, (c)
Brown onion, (d) Capsicum, (e) Cauliflower, (f) Eggplant, (g) Hass avocado,
(h) Honeydew melon, (i) Iceberg lettuce, (j) Kent pumpkin, (k) Kiwifruit,
(l) Lemon, (m) Orange, (n) Packham pear, (o) Potato, (p) Rockmelon, (q)
Tomato, (r) Topless pineapple, (s) Watermelon, (t) Yellow banana

the relatively small size of the fruit and vegetables dataset,
which can easily suffer from overfitting issues if used with
bigger and more complex networks.
3.3. Weight Optimisation
The effectiveness of an ensemble of CNNs is due to it’s capability to overcome the difficulties of using a limited dataset
to train a single best classifier [21]. Ensemble CNNs are also
helpful in estimating a global minimum which is a limitation
of most of the other optimisation algorithms. An ensemble
can be achieved by varying (a) the seed for random weight
initialisation, (b) the internal architectures of the CNNs, (c)
the training dataset and (d) different parts of the contributing
networks [14]. However, not all these methods are efficient
in terms of memory and computational cost as variation in
weights architecture and filter design need a complete optimisation of the whole network. Moreover, variations in architecture or filters will effect the dimension of learned information among different CNNs. Training an ensemble CNN
on different transformed datasets has been used to develop a
framework for CNN ensembles in [22] recently, where online
augmentation is used on training data for different instances
of CNNs called heads. The final predictions are made via a
scoring mechanism that is based on the weighted sum of harmonic means of label count in prediction. However, it is identified in [23, 24, 25] that data augmentation techniques used
with deep CNNs are only effective in a very limited domain
and are less effective to remove all biases of limited datasets,
hence causing overfitting. A more sophisticated assumption

(1)

This selection of five epochs has been made carefully by
observing the repeated accuracy values achieved in the training process before reaching a final value, though multiple intermediate values are higher than the final accuracy value.
Moreover, the complete retraining used in [22] requires significant computation cost however, a similar goal of considering the stochastic nature of the CNNs can be estimated based
on a single training among different epochs. A limitation
of training time and size of the network is also discussed in
[22] while considering the DenseNet and ResNet as base networks for an ensemble. Grid search and stochastic global
search hyperparameter optimisation methods are used in a
progressive manner to find the final weighted average of CNN
weights in our approach. A vector of scaling factors S =
{0.2, 0.4, 0.6, 0.8, 1.0} with five values from 0.2 to 1.0 in
steps of 0.2 is used in grid search to find the effective weights
among the sets of five weights for both GoogleNet and MobileNet. The search based on the grid of Cartesian product
G(ω, s) can be represented as:
arg

min

ω∈w,s∈S

G(ω, s),

(2)

where
G(ω, s) = {(ω, s)| ω ∈ w and s ∈ S}.

(3)

A stochastic global search based optimisation is applied
on the output weights of the grid search optimisation for last
fully connected layers of Google and Mobile nets. The capability of finding the global minimum through the stochastic global search is used to estimate the weights of the final
layers for the ensemble CNNs. A detailed stochastic global
search used is described in Algorithm 1. A softmax classifier is added for making the final predictions based on the
final weights. A description of the overall weighted average
weight optimisation is depicted in Fig. 2.

4. EXPERIMENTAL RESULTS
The Google and Mobile nets are initially loaded with the
weights of the ImageNet dataset, where the two dense layers

of individual CNNs is observed for different scaling factors
illustrated in Fig. 4. Considering the weights of last dense
layer of five optimised models after grid search are then
searched for the global optimal weight with the stochastic
global search where the final maximum accuracy has been
observed with a scaling factor of s = 0.6. These weights
are then considered as final weights for classification with
a classification accuracy of 98.1%, the corresponding class
label based confusion matrix is presented in Table 1.

Algorithm 1: Stochastic global search
Result: Weighted average CNN weights
CR ∈ [0, 1], F ∈ [0, 2] and N P ≥ 4 ;
w = {ωf 1 , ωf 2 , . . . ωf n }
. NP is 40, 20 weight per CNN;
while f (y) ≥ f (x) do
a, b and c ∈ w . random selection of three weights form NP;
i ∈ {1, 2, . . . n} . random index with maximum size of NP;
∀ i ∃ ri ∼ U (0, 1) . uniform distributed random number;
if ri < CR then
yi = ai + F × (bi − ci ) . updated value of weight;
else
yi = xi
. no change in weight;
end
end

5. CONCLUSION

CR = 0.9 and F = random, are crossover probability and differential weight
respectively where, NP denotes the sample space.

GoogleNet

MobileNet

ωe1, ωe2, ..., ωe5

ωe1, ωe2, ..., ωe5

Grid Search

Grid Search

Opt. Weights 1

Opt. Weights 1

ωf1, ωf2, ..., ωf20

ωf1, ωf2, ..., ωf20

Opt. Weights 2
SoftMax

Fig. 2: The progressive weighted average weight optimisation where, wf 1
. . . wf 20 are weights of the last fully connected layers of the Google and
Mobile net

Table 1: Final classification confusion matrix, where labels are the same as
Fig. 1
a
b
c
d
e
f
g
h
i
j
k
l
m
n
o
p
q
r
s
t

a
0.95
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

b
0
1.0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

c
0
0
0.95
0
0
0
0
0.05
0
0
0
0
0
0
0
0
0.05
0
0
0

d
0
0
0
1.0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

e
0
0
0
0
1.0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

f
0
0
0
0
0
1.0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

g
0
0
0
0
0
0
1.0
0
0
0
0
0
0.06
0
0
0
0
0
0
0

h
0
0
0
0
0
0
0
0.9
0
0
0
0
0
0
0
0
0
0
0
0

i
0
0
0
0
0
0
0
0
1.0
0
0
0
0
0
0
0
0.03
0
0
0

j
0
0
0
0
0
0
0
0
0
1.0
0
0
0
0
0
0
0
0
0
0

k
0
0
0
0
0
0
0
0
0
0
1.0
0
0
0
0
0
0
0
0
0

l
0
0
0
0
0
0
0
0
0
0
0
1.0
0
0
0
0
0
0
0
0

m
0
0
0
0
0
0
0
0
0
0
0
0
0.92
0
0
0
0
0
0
0

n
0
0
0.05
0
0
0
0
0
0
0
0
0
0
1.0
0
0
0
0
0
0

o
0.05
0
0
0
0
0
0
0
0
0
0
0
0
0
1.0
0
0
0
0
0.03

p
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1.0
0
0
0
0

q
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.9
0
0
0

r
0
0
0
0
0
0
0
0.05
0
0
0
0
0
0
0
0
0
1.0
0
0

s
0
0
0
0
0
0
0
0
0
0
0
0
0.02
0
0
0
0.02
0
1.0
0

t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0.97

of 1024 and 512 nodes respectively are added before the final
softmax classifier with random weights for transfer learning.
The pre-trained nets are used for feature extraction while
newly added dense layers are trained during the training process. In the first experiment, the accuracy of growing average
of five epochs is compared with the individual contributing
CNNs described in Fig. 3 for Google and Mobile nets respectively. A growing increase in accuracy is observed with
growing average where, a maximum accuracy with average
of all five weights for both CNNs. A grid search based progressive weighted average for five models is performed in
the other part of experiment where, the optimum accuracy

A progressive weighted average based weight optimisation
ensemble has been proposed, as an intrinsic CNN ensemble
for fruit and vegetables classification in supermarket environments. The weights of the network during the multiple epochs
of training have been used to estimate the stochastic nature of
the training process. A significant stochastic nature has been
observed in the overall processing of optimisation, where the
final weights during the training process cannot be considered
as the most effective weights for classification. These final
weights are significantly sensitive to the initial weights and
number of training iterations. Moreover, better results have
been observed for a combination of sophisticated weighted
average ensemble techniques as compared to simple average
based ensemble techniques however, it is observed that final
weights are not always the optimal combination for effective
classification. Hence, the proposed technique has significant
importance to be considered as a better ensemble approach.
As future work, a recursive stochastic global search approach
will be investigated to compared its effectiveness with the current proposed method.
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Chapter 8
Class Distribution-Aware Adaptive Margins and
Cluster Embedding for Classification of Fruit and
Vegetables at Supermarket Self-Checkouts
An innovative class distribution-aware features embedding to deal with similar interclass and variant intra-class physical features is proposed in this chapter1 for fruit and
vegetables classification.
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a b s t r a c t
The complex task of vision based fruit and vegetables classification at a supermarket self-checkout poses
significant challenges. These challenges include the highly variable physical features of fruit and vegetables i.e. colour, texture shape and size which are dependent upon ripeness and storage conditions in a
supermarket as well as general product variation. Supermarket environments are also significantly variable with respect to lighting conditions. Attempting to build an exhaustive dataset to capture all these
variations, for example a dataset of a fruit consisting of all possible colour variations, is nearly impossible.
Moreover, some fruit and vegetable classes have significant similar physical features e.g. the colour and
texture of cabbage and lettuce. Current state-of-the-art classification techniques such as those based on
Deep Convolutional Neural Networks (DCNNs) are highly prone to errors resulting from the inter-class
similarities and intra-class variations of fruit and vegetable images. The deep features of highly variable
classes can invade the features of neighbouring similar classes in a learned feature space of the DCNN,
resulting in confused classification hyper-planes. To overcome these limitations of current classification
techniques we have proposed a class distribution-aware adaptive margins approach with cluster embedding for classification of fruit and vegetables. We have tested the proposed technique for cluster-based
feature embedding and classification effectiveness. It is observed that introduction of adaptive classification margins proportional to the class distribution can achieve significant improvements in clustering
and classification effectiveness. The proposed technique is tested for both clustering and classification,
and promising results have been obtained.
Ó 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction
Classification of fruit and vegetables is a complex task that is
based on a set of highly variable attributes i.e. texture, colour,
shape and size. These attributes are used as features and their variability poses significant challenges for a classification task. Due to
this variance, it is very impractical to obtain an exhaustive dataset
to train a classifier for fruit and vegetables classification. Such features also provide a perfect environment for creation of imbalanced and incomplete datasets under the open-set protocol [62].
Training on an imbalanced dataset can constraint performance of
a classifier to readily available samples [31,32]. For example, a fruit
q
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and vegetables dataset will usually have more images of a fruit
with normal colour, texture, shape and size than a fruit with irregular colour, shape or size. In the past several years, Deep Learning
(DL) approaches have achieved state-of-the-art classification performance, but are prone to errors when trained using imbalanced
and complex datasets. Deep Convolutional Neural Networks
(DCNNs) have achieved a performance boost for different applications e.g. object recognition [1,19], and face recognition and verification [51,71,75,60]. The non-linear hyper-dimensional features
extracted by the layered architecture of the DCNN have the capability to learn the lower and higher level visual details of an image.
Incremental depth enhancement [41,61] is used as the most
common technique to deal with complex datasets in the state-ofthe-art DCNNs, although smaller stride sizes [59] and non-linear
activations [26] are also used. The strong learning capability of
the DCNNs can also create issues of overfitting and memorisation
of the complete training datasets. Large scale dataset [56], CNN
connection dropout [39], data augmentation [61], feature regularisation [64,26] and stochastic pooling [72] are amongst the recent
techniques proposed to deal with this issue.

https://doi.org/10.1016/j.neucom.2021.07.040
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based embedding is motivated by the observation that the fruit
and vegetables classes have significant intra-class variability and
inter-class similarities. There are fair chances that the instances
from the classes with significant variability can invade the classes
with a reasonable similarity. The invasion of instances offer an
extra level of complexity for a classifier, where the estimated
hyperplanes will get confused. This condition is true for many fruit
and vegetable classes that have significant similarity in physical
features e.g. lettuce and cabbage, orange and mandarin. An example of Gaussian kernel density distribution of colour channels in
the RGB and YC b C r colour spaces of fruit and vegetable images with
similar physical features is depicted in Fig. 1 illustrating the overlapping of the vision-based features. A set of 100 images per class
has been used to extract the sample colour features and to understand the concept of feature overlapping. We have used Apple,
Cabbage, Carrot, Lettuce, Mandarin, Orange and Tomato as fruit
and vegetables with significant feature similarity for representation and presentation of our proposed concept, more details on
the dataset are described in Section 4. We have selected these
classes based on three pairs of classes with significant feature similarities i.e. Cabbage and Lettuce, Mandarin and Orange, and Apple
and Tomato. We have also used images of Carrots as an independent class for better understanding and representation of the proposed approach. Implementation of the proposed technique with
DCNNs can be beneficial to classify the considered fruit and vegetables with significantly similar physical features. This technique can
also be considered as robust towards fruits and vegetables with
deformation, damage and extra ordinary features, hence an openset classification protocol. A comparison of the effectiveness
achieved for the proposed and the state-of-the-art techniques for
classification of fruit and vegetables in a supermarket environment
is presented in Table 1. The comparison is emphasised on the
application of the proposed technique in a real-life supermarket
considering the segmentation techniques, number of classes, features representation and classification techniques. It is noted that
inter-class feature similarity and intra-class variance is scarcely
considered along with limited datasets for experiments. The earliest approach for vision-based classification of fruit and vegetables
in a supermarket is reported in [8]. A dataset of 150 produce items
consisting of 5000 images including fruit and vegetables has been
developed where a combination of colour and texture features is
used for classification achieving an accuracy of 96%. However,
details regarding class-level dataset distribution are missing, if
considered as a uniform distribution it can be concluded that the
dataset is significantly small and can result in the overfitting. A
similar limitation can be noted in [53,20,50] where there are a
small number of images per class, moreover the inter-class similarities are not considered for classification. A visual produce verification has been performed in [7] using the HSI based colour
histogram where no fresh produce (i.e. fruit and vegetables) is considered. Similarly, no fresh produce is considered for vision-based
retail in [70] where produce item are detected and classified using
You Only Look Once (YOLO) CNN. A custom supermarket dataset
based fruit and vegetables classification is performed in [28] where
an AdaBoost CNN optimisation technique is used for classification.
However, it can be noted that less effective classification results
are obtained for fruit and vegetables with similar physical features.
The techniques presented in [50,23] can also be considered prone
to misclassification of the fruit and vegetables with similar physical features. Considering these limitations a significant corollary
can be concluded that the state-of-the-art techniques are limited
for classification of fruit and vegetates with similar physical features. We have emphasised on the classification of fruit and vegetables with significant similar physical features where a
reasonable number of samples per class are considered in our

Much research has been reported recently on the methods to
overcome the issue of imbalanced and complex datasets
[32,11,38,18,46]. The most common techniques include synthetic
sampling and sensitive cost estimation. Class priors are balanced
by synthetically over or under sampling the classes. For instance,
a synthetic sampling technique has been used in [49], where foreground and background images are re-sampled for object classification. Inverse class frequencies have been used as a cost
function for semantic segmentation with an ensemble of Support
Vector Machines (SVMs) in [9]. An inverse class frequency is used
as a scaling factor for the loss function in [47], where a significant
improvement is reported for an imbalanced class semantic segmentation task. Similarly, a relative [55] and median [21] class frequency has been used to scale the loss function for face attributes
recognition and complex scene understanding, respectively. The
loss function is regularised for edge detection in [58], where an
equal scaling factor is used for positive and negative class edge
examples. An improvement of this work is proposed in [54], where
an adaptive scaling factor has been applied at pixel-level for
observed segmentation loss. Feature transformation and embedding is also used as a technique to strengthen DCNNs with more
discriminative features. The intuition behind this approach is to
maximise the inter-class separability and intra-class compactness
to enhance the distribution margins between the features in an
imaginary space with d dimensions. However, this is a complex
task for applications with significant intra-class variance e.g. fruit
and vegetables classification. Recently, much research has been
reported on feature transformation and embedding to enhance
the intra-class compactness, hence inter-class separability
[27,57]. However, most of the techniques proposed such as
[27,57] have an inherent limitation based on the significant time
complexity. Both techniques work on tuples of training data and
can reach to a non-linear time complexity, for example OðN 3 Þ in
the case of [57], where N is number of training samples.
In our research, we have explored vision-based classification of
fruit and vegetables at a supermarket self-checkout as a complex
application of computer vision. This application also has additional
complexities due to variable lighting conditions and backgrounds
in addition to the feature variability. The schematic and design of
a proposed supermarket self-checkout kiosk along with preliminary efforts on vision-based fruit and vegetables classification is
reported in [29,30,2]. However, more sophisticated vision-based
classification techniques need to be explored for this complex
application [28]. Moreover, considering our commercial application, a significant accuracy is required to classify the fruit and vegetables to a known class in order to demonstrate the variability of
this approach. There are significant limitations in the state-of-theart techniques discussed above i.e. are these techniques effective
for fruit and vegetables classification in a supermarket, where
the imbalance and complexity of datasets is barely considered?
Moreover, classification of fruit and vegetables requires a DCNN
to estimate the complex hyperplane due to the large number of
fruit and vegetable varieties. The above discussed techniques have
been studied for shallow and small CNNs [22], but their implementation to DCNNs has not previously been studied in detail. There
are also inherent limitations from synthetic sampling and sensitive
cost estimation. For instance, over and under sampling techniques
can introduce unnecessary noise and or loss of significant information, respectively. The meta heuristic techniques applied for cost
sensitivity analysis have been applied to DCNNs however, no
noticeable performance increase has been reported [35,36,10].
To overcome the limitations of the current state-of-the-art
techniques, we have proposed cluster-based feature embedding
with adaptive classification margins, which can maintain a large
inter-class separability and intra-class compactness. This cluster293
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Fig. 1. Example Gaussian kernel density distribution of fruit and vegetables in RGB and YCb Cr colour spaces: (a) R-channel, (b) G-channel, (c) B-channel, (d) Y-channel, (e) Cb channel, and (f) Cr -channel.

Table 1
A comparison of the state-of-the-art fruit and vegetable classification techniques in a supermarket environment.
Year

Ref.

1996
[8]
2010
[53]
2011
[7]
2013
[20]
2016
[70]
2018
[50]
2018
[23]
2019
[24]
2019
[52]
2020
[30]
2020
[12]
This work

Classes

Segmentation

Features

Classification

Accuracy (%)

150
15
20
15
24
15
10
9
10
15
12
15

Threshold based
Normalised background
Pixel-level blob
K-means clustering
YOLO mask
Resizing
Resizing
Manual cropping
YOLOv3 mask
Fixed background
YOLO mask
Fixed background

HSI histogram and mask based texture
GCH, CCV and Unser’s
HSI colour and edge contours
Improved sum and difference histogram
YOLO mask shape
CNN features
CNN features
Multi-CNN features
CNN features
CNN features
CNN features
ResNet50 features

Euclidean KNN
SVM
Barcode verification
SVM
CaffeNet
Fruit-Alex CNN
MobileNet
Inception net
RetinaNet
Custom CNNs
Faster-RCNN
Distribution-aware feature embedding

96.00
95.00
70.00
96.90
66.40
97.50
97.00
97.70
80.20
91.30
97.90
99.00

for class imbalance improvement in [35]. A re-sampling is also performed based on the Synthetic Minority Over-sampling Technique
(SMOTE) [11] technique to re-balance the training dataset. However, the SMOTE technique is not constrained with respect to the
neighbouring samples considered i.e. the neighbouring samples
can be from other overlapped classes, which can introduce significant noise. A DL on complex and imbalanced datasets has been
proposed as an extension of conventional imbalanced learning
techniques in [36]. A cost sensitivity loss function has been derived
based on the complexity and skewness of the dataset for classification with a CNN. A similar approach has been proposed in [10],
where a joint objective function is proposed on a binary classification problem. A Cost Sensitive Multi Layer Perception (CSMLP)
method is proposed considering a single cost parameter based on
the skewness of the samples in two classes. However, this cost
parameter is significantly sensitive to the number of classes, level
of imbalance, and overlap among features of different classes. This
technique can also be considered as DL based extension of conventional techniques proposed in [6,37]. An alternative approach is
proposed in [66], where a Mean Squared False Error (MSFE) loss
has been defined on a binary classification. The proposed loss func-

experiments to avoid overfitting; promising results have been
achieved reported in Table 1.
The rest of the paper is organised as follows. The state-of-theart techniques used for intra-class compactness and inter-class
separability enhancement are discussed in Section 2. A detailed
discussion on the proposed cluster-based embedding with adaptive classification margins is presented in Section 3. The experimental implementation inline with the tests performed to verify
the effectiveness of the proposed approach is described in Section 4. The effectiveness of the proposed technique based on the
results obtained is analysed in Section 5. An overall discussion on
the proposed technique and future directions is provided in
Section 6.

2. Related work
To the best of our knowledge, only a few efforts have been
reported to deal with complex and imbalanced dataset classification with DCNNs [35,36,22,10,74,68,17,66,67,63,48]. A complementary Neural Network is used as an under-sampling technique
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[33] pre-trained on the ImageNet dataset [14] has been used to
learn these features for seven classes. It can be observed that there
is significant inter-class overlap in the learned features especially
for the fruit and vegetables with similar physical features e.g. texture and colour. This overlap confirms our concept of inter-class
similarity and intra-class variations, where the significant variation
in the features of a class can invade similar neighbouring classes.
Considering this limitation of DCNNs, we have proposed a
multi-class cluster-based embedding approach with adaptive classification margins to deal with the complex dataset of fruit and
vegetables. A block diagram of the proposed approach is depicted
in Fig. 3. A simple assumption of minimum inter-class margins
under the d-dimensional hyperplane has been considered where
the minimal inter-class margins should be greater than the maximum intra-class variations. This assumptions has been considered
carefully based on the state-of-the-art techniques for complex feature embedding discussed in Section 2. To overcome the limitation
of a complex and imbalanced dataset we have used the vector projection based similarity of feature vectors extracted with a DCNN

tion is tested on eight imbalanced datasets and a significant performance gain is reported. A stacked auto encoder technique is used
to deal with the overlapping classification problem. The learned
features are concatenated to achieve a better representation using
different properties of a dataset. A Sigmoid and tanh functions are
compared for DL of complex datasets, where the former is reported
as robust while learning the features of a complex dataset. An
adaptive sample batch weighting technique has been proposed in
[60] based on the gradient direction. A more sophisticated and
unbiased validation dataset, is however, required for training the
classifier. A multidimensional dataset distribution skewness is
studied in [68], where the balance in one dimension does not guarantee the balance in all dimensions for features of a class in a
hyperplane. The learned knowledge of balance features in a dimension is transferred to another dimension with skewed features.
This technique, however, results in significant time complexity
for complex and large datasets. There are also other significant limitations of these approaches, e.g. no class structure or data distribution is considered for all these approaches.
Significant efforts have been reported to enhance the loss function to deal with complex datasets for classification and recognition tasks. The Softmax loss is used in the state-of-the-art visionbased classification and recognition techniques i.e. face recognition
and image classification. However, the Softmax loss is limited to
the discriminative features for classification. Recently, many
enhancements of Softmax loss have been proposed to deal with
the less discriminative features [44,43,65]. These enhancements
are based on the concept of forcing a large margin between the
classification hyper-surfaces. More recent techniques have used
the triplet loss [57] for classification of the complex dataset. A
range-based loss is defined in [73], where the maximum intraclass feature difference (range) is used to adapt the inter-class classification margins. Combined Softmax, margin loss and centre loss
are also used for classification of complex datasets [69,15]. However, all these techniques are limited to inter-class margin
enhancement while ignoring the intra-class data distribution
structure and any neighbouring feature invasion within the complex classes. A Class-level Rectification Loss (CRL) has been defined
in [17] where the classes with small numbers of samples, imbalanced features and skewed features are identified at batch level.
The features of such classes are then regularised to normalise the
cross entropy loss for DL. This is a preliminary effort towards the
class structure consideration however, feature regularisation and
loss normalisation only for minority classes cannot be equally
effective for a dataset like fruit and vegetables. In a fruit and vegetable dataset all classes are equally prone to imbalanced class distribution, for example samples with extraordinary features i.e.
highly irregular shape. Multiple classes in a fruit and vegetables
dataset can also have a significantly overlapping features. Considering this limitation we have proposed a multi-class cluster
embedding to enhance the intra-class compactness and adaptive
hyperplane margins to accommodate the inter-class separability.
The proposed technique is considered more aware of distribution
structure of dataset classes at global level as compared to the previously proposed approaches.

for clustering. The training set Z ¼ fsi ; ci gLi¼1 , consists of a sample
si with a corresponding class label ci 2 f1; . . . ; Pg, where P represents the number of classes. Our goal is to assign a cluster hci for
each sample si in Z, where the maximum number of clusters are
represented by K described as:
K X
X
hc1 ; . . . ; hcK ¼ arg max
Vðsi ÞT  lck ;
hc1 ;...;hcK

lck ¼

ð1Þ

k¼1 i2hck

1 X
Vðsi Þ;
jhck j i2hc

ð2Þ

k

where lck represents the centre of the cluster k for a class c and CNN
based features of sample si are represented as Vðsi Þ. These supervised class label based cluster centroids are kept consistent for
the training and testing process. A fixed number of clusters equal
to the number of classes have been used for our experiments where
the proposed technique allows us to achieve significant classification effectiveness as compared to the state-of-the-art differential
labelling techniques e.g. pointwise mutual information, ChiSquared and Euclidean norm based label estimation. These learned
features are embedded to a d-dimensional space such that
kVðsi Þk2 ¼ 1. This constraint on the features helps to achieve significant benefits toward the highly variant features i.e. lighting conditions and any reasonable colour difference in the samples from a
class. The cluster size can be expressed as lc ¼ jhck j where an
assumption has been made that the cluster sizes are equal for all
classes. This assumption will reduce the complexity of feature
embedding to K clusters. To deal with the variable class distribution
and complex dataset with imbalanced features due to significant
feature variation of fruit and vegetables we have used a product
of vectors projection in a d-dimensional Euclidean space as a similarity measure for clustering. This similarity measure for clustering
is significantly helpful to deal with global data distribution-aware
clustering, which is achieved by dealing with the complex and over
lapping features from multiple classes in a coherent manner i.e.
product of vector projection. The concept here is to use the Euclidean difference of cluster centroids and the projections of feature
vectors on a unit sphere E for the similarity measure, which can
be achieved as:

3. Methodology
DCNNs have significant limitations when learning non-linear
hyperplanes to differentiate between complex and imbalanced
classes in fruit and vegetable datasets. A simple example has been
demonstrated in Fig. 2, where we have considered a set of 200
images per class for representation of learned features by a pretrained ResNet50 [33]. The learned features have been embedded
into a normalised unit sphere using t-distributed Stochastic Neighbor Embedding (t-SNE) [45] based feature embedding. A ResNet50

EðVðxi Þ; lck Þ ¼ cosðVðsi Þ; lck Þ ¼

hVðsi Þ; lck i
:
kVðsi Þkklck k

ð3Þ

This clustering technique helps in a standard characterisation of
the complex features of a fruit and vegetables dataset with overlapping features. In the training process of J iterations a sample
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Fig. 2. A t-SNE [45] based 3D embedding to represent: (a) inter-class similarity and intra-class variation of pre-trained ResNet50 features of seven classes, and the respective
(b) X-Y, (c) Y-Z, and (d) Z-X axes views of Mandarin and Orange featu.res overlapping.

Fig. 3. A block schematic of the proposed multi-class cluster-based embedding and adaptive classification margin technique.
P
1X
eVðsi Þ li
log P
Vðsi ÞT li
P i¼1
Ke
T

si is mapped to a cluster hi based on the similarity measure
between si and K clusters depending upon the angle a between
centroids and the feature vector projection onto a unit sphere.
The intra-class compactness can be ensured by correctly mapping
the high dimensional features i.e. Vðsi Þ with respect to lck . An
extension of Softmax loss has been derived based on concept presented in [42,13] to enhance the intra-class compactness with the
vector projection based clustering, described as:

Lc ¼ 

!

!
T
P
1X
ekVðsi Þ k:kli k cos ai
:
¼
log
P
T
T
P i¼1
ekVðsi Þ k:kli k cos ai þ Jj–i ekVðsj Þ k:klj k cos aj

ð4Þ

A projection based similarity of inter and intra class features is
obtained by evaluating the query feature vector w.r.t. centroids of
all classes. As discussed before we have normalised the class cen296
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nique that can translate well w.r.t. to our proposed similarity
approach described in (3). This clustering similarity along with feature normalisation to a unit sphere helped us to achieve significant
invariance to environmental conditions, scale and rotation, which
is one of the most desirable properties for a complex and imbalanced dataset classifier. Considering the angle a between the centroids and query feature vector we have estimated an upper bound
of the angular shift u, where a lower bound is considered as zero.
We have also considered a rule of thumb that the minimum interclass difference should be greater than the maximum intra-class
variations i.e. cluster size for each class. This intuition leads us to
a simple and effective rule to set the adaptive value of u. Considering the projection of class centroids and query feature vectors
to a hyper dimensional sphere feature space depicted in Fig. 4
the class distribution can be represented on angle a in feature
space. As an extreme case, we assumed that each of the classes collapses to single point, where they achieve maximum intra-class
compactness. In this case, classes can be represented as single
point i.e. the centroids in (2) with intra-class similarity in (3) equal
to 1. Hence, the maximum inter-class margin will be u ¼ 2p=P.
However, it is very unlikely to achieve maximum intra-class compactness. For a complex and imbalanced dataset, each cluster occupies a proportion of the embedding hyperspace proportional to the
standard deviation of the class. We have estimated an upper bound
on the additive angular margin in order to choose an adaptive margin to enhance the inter-class distribution. The adaptive angular
penalty for a class with centroid lc and standard deviation rc is
defined as:

troid and query feature vector to a unit sphere i.e. L2 norm is equal
to 1. Considering the significantly larger number of classes of fruit
and vegetables we have considered a sphere of radius r P1. This
consideration will allow us to deal with a scalable embedded feature space to deal with a large number of classes. The adaptive
radius of the feature embedding space can be described as:

!
T
P
1X
erkVðsi Þ k:kli k cos ai
Lc ¼ 
log
:
P
T
T
P i¼1
erkVðsi Þ k:kli k cos ai þ Jj–i erkVðsj Þ k:klj k cos aj

ð5Þ

This cluster based embedding will distribute the features on an
imaginary sphere of radius r based on the similarity between the
centroids and the query feature vector. To improve the intraclass compactness in a progressive way with the corresponding
training iterations, each class centroid is updated after a particular
number of iterations. This centroid update will reduce the size of
each cluster significantly and hence reduce the inter-class overlapping. The progressive update is intended to shift the centroid to the
centre of the cluster, resulting in a reduced standard deviation as a
metric of cluster size. Moreover, considering significant physical
feature variations, centroid updating can help us to deal with the
outliers. The centroid updating also allows us to consider the significant inter-class feature variations including both physical and
environmental features. However, the inter-class distribution
should also be considered to deal with the complex, imbalanced
and open-set classification problem. We have used a linear penalty
to enforce margin between classification boundaries. This linear
penalty has been considered as a phase between the angles of
embedded clusters on a feature space in terms of a sphere with a
radius of r. This addition of phase is considered as an offset
between the class centroids. This offset acts as an additive margin
u as described in (6). This additive margin shifts the angles of the
classes w.r.t. to the centre of the feature space. This phase angular
shift is equivalent to an enhanced distance between the centres of
classes in a geodesic space. An illustration of the process of intraclass compactness and inter-class distribution enhancement based
on the proposed technique is depicted in Fig. 4.

uc ¼ jrc =hj;

where h represents the class-level distribution scaling factor. Using
different values of h we can control the distribution awareness of
our proposed technique for each class in an experiment where an
equal scaling factor is used for all classes in a particular experiment.
We have used a value of h = 1, 2, 4 and 8 corresponding to full to
1=8th of a class distribution considered, respectively. The embedding effectiveness achieved for different values of h is depicted in
Fig. 8 where class distribution can be derived as:

1

0

C
B
T
P
C
B
1X
erkVðsi Þ k:kli k cosðai þuÞ
C:
Lc ¼ 
log B
C
B
J
P i¼1
@ rkVðsi ÞT k:kl k cosðai þuÞ X rkVðsj ÞT k:klj k cos aj A
i
e
þ
e

ð7Þ

ð6Þ

rc ¼

1
XVðsi Þ  lk 2

c

i2hc

j–i

lc

:

ð8Þ

The consideration of standard deviation ri also help us to
achieve a class distribution aware embedding and penalisation of
inter-class margins. As an effect of this penalisation each class is
compacted internally, hence classification margins are improved.
A graphical representation of this is presented in Fig. 5. We suppose that the centroids and query feature vectors are initially
orthogonal i.e. a 6 90, which are converged as an effect of adaptive

The loss function inherently depends upon the local similarity
of the features as described in (6) based on the preliminary
approach towards the local similarity consideration described in
[34]. However, we have considered a global distribution-aware
similarity measure to cluster the DCNN features. Moreover, we
have designed an adaptive phase shift based angular margin tech-

Fig. 4. An illustration of methodology: (a) pre-trained ResNet50 features, (b) vector projection based cluster embedding to enhance intra-class compactness, and (c) clusterlevel classification margin adaptation to improve the inter-class distribution.
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Fig. 5. A graphical depiction of adaptive angular margin: (a) a representation of maximum inter-class margin depicted for three classes, (b) an effect of additive angular
margin based on the standard deviation of the individual class, and (c) intra-class compactness achieved by adaptive angular margin.

angular penalty uc . Moreover, this adaptive angular margin has
better geometric attributes with respect to a class-level feature distribution, which is referred to as cluster distribution in our work.
As stated previously highly variant features of the fruit and vegetables can result in highly distributed clusters hence, it is more desirable to deal with the embedding of each class in an adaptive
manner. A detailed description of the class distribution-aware
adaptive angular margins based cluster embedding is presented
in Algorithm 1.

conditions have been considered and controlled during the image
capturing process. In particular, a horizontal and vertical distance
of 19.5 cm and 8.0 cm, respectively have been maintained where
a uniform room ambient lighting is used for all images. Moreover,
fixed background reduces the efforts required for pre-processing
for example detection and segmentation. A low cost embedded
system based (ArduCam MTF9001) High Definition (HD) sensor
has been used for the imaging process. A useful discussion on the
dataset development and the environmental conditions can also

Algorithm 1. Class distribution-aware adaptive margins and cluster embedding

be found in our recent work [30]. Example dataset images used
for the proposed technique are shown in Fig. 6. The images are
resized to a resolution of 224  224 pixels as an input to ResNet50.
Using this lower resolution can help to achieve lower time complexity and robustness to implement the proposed approach on
platforms with lower computational power.
The dataset has been apportioned randomly into disjoint training, validation and testing sets by a ratio of 80%, 10% and 10%,
respectively. A similar dataset distribution techniques is used for
experiments with 2, 7, and 15 classes. This assumption can help
us to gain better understanding of the proposed approach and a
consistent experimental setup. A ResNet50 [33] pre-trained on
the ImageNet dataset [14] has been used as a backbone DCNN fea-

4. Experimental implementation
An extensive and detailed experimental validation has been
performed to evaluate the proposed technique. We have used a
dataset of 15 fruit and vegetable classes for our experiments. This
dataset includes Onion (Brown onion), Carrot, Cauliflower, Cucumber (Continental cucumber), Potato (Creme potato), Cabbage
(Drumhead cabbage), Granny Smith (Grannay Smith apple), Lettuce (Iceberg lettuce), Banana (Lady finger banana), Mandarin,
Orange (Navel orange), Pear (Packham pear), Apple (Pink lady
apple), Strawberry, and Tomato consisting of 2000 images per
class. The images have a base resolution of 4384  3288 pixels
with a fixed background where the sensor distance and lighting
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Fig. 6. Example dataset images of Granny Smith apple, onion, pear, potato and tomato.

fits in our proposed technique. A parameter-level moment optimisation is obtained with the inherent moving gradient average of
Adam optimisation. A diagonal gradient rescaling invariance is also
obtained with less computational and memory requirements. Considering the discrete learning rate decay we have used an exponential decay rate of first (b1 ) and second (b2 ) momentum as 0.9 and
0.999, respectively where a division normalisation () of 1e8 is
used to initialise the Adam optimisation. Only the feature embedding part of ResNet50 (162 MB) was used for testing and training
process i.e. the proposed Softmax layers were used along with
the clustering based embedding. For testing purposes we extracted
features from the 1st fully connected layer of the ResNet50. The
extracted features are then used to determine the similarity measure w.r.t to the cluster centroids. The use of the fully connected
layer based feature can help us to achieve a scalability w.r.t. to
number of classes in future. The feature scaling i.e. the radius of
the embedded feature space r is set to 32. A Python (3.7) and Tensorflow (2.1.0) based implementation has been performed where
data analysis and visualisation is supported by Sklearn2. Realtime computer vision and image processing support is obtained
through the Opencv-python (4.1.1.26) library. The network is
trained and tested on a 12 GB Tesla K80 (4992 cores) with 32 GB
installed memory.
Centroid Updating. We have considered P = 2, 7, and 15 clusters
representing classes of fruit and vegetables in our experiments.
The centroids for these clusters have been initialised on the features of the first training batch as described in (2). However, it is
worth noting that the feature representation is updated in a gradual manner during the training process. We update the centroids of
the clusters to achieve a true distribution of features in an embedding space after a particular number if iterations. A running index
of the clustering process is maintained and is updated to maintain
the true distribution of features i.e. the centroids of classes as
defined in (2) is re-evaluated after a particular number of iterations. It is considered that the clustering process has negligible
computational cost as compared to the feature extraction and neural network based classification margin estimation.
Visualisation. We have used seven classes of fruit and vegetables
to represent the concept of intra-class variations and inter-class
similarities. This consideration has helped us to emphasise on
the classes with significantly similar physical features. Two different kinds of visualisations have been used to represent our concept
and compare the experimental results. The ResNet50 learned features has been represented in Fig. 2. The learned features are normalised to an imaginary three dimensional space to represent the
feature overlapping and distribution in an arbitrary feature space
based on the technique in [45]. A set of 200 samples have been
used for this representation where a perplexity of 7 has been used
with a learning rate of 10.0 and minimum gradient norm is set to
1e7 . An experimental observation has been performed to select
the perplexity, where a large learning rate ranging from 10.0 to
1000.0 is recommended for t-SNE based visualisation. This large
value of learning rate is crucial to avoid the local minimum however, using significantly large learning rates for small samples
can force the features into a uniform equidistant distribution,

ture extractor. This selection has been made based on an assumption to test our proposed method using the recent state-of-the-art
DL networks. The proposed technique has been implemented
based on the concept presented in [44] with a learning rate
between 0.1 to 0.001 which is sequentially reduced after a particular number of iterations. We have used the pre-trained weight as
an initialisation for the ResNet50 and have been kept this the same
for all experiments. The convergence of our technique is entirely
dependent upon the proposed clustering and adaptive classification margins, hence this initialisation has negligible effect on the
overall performance. To test our concept we have also transfer
learned the ResNet50 on a set of 200 images for seven classes with
significant similarities. Considering the significant size and number
of parameters we have transfer learned only the last five layers of
ResNet50 while the rest of the layers were frozen. This assumption
is made based on the similar lower-level abstractions of ImageNet
and our custom dataset. Significant benefits can be achieved to
deal with overfitting and time complexity issues by updating the
lower number of layers. An assumption has been made that the initialisation with pre-trained weights on ImageNet is less crucial for
the proposed technique due to embedding and updating of centroids based on the similarity measure and adaptive margin after
a particular number of iterations. The training dataset has been
divided into batches, where each batch has 20 random images of
each class. This technique of training data distribution in batches
help us to perform the inter and intra class clustering simultaneously in a coherent and consistent manner while achieving a global
distribution-aware clustering. The initial learning rate of 0.1 is
used where considering the performance plateau, the learning rate
was divided by 10 at 16 K and 18 K iterations. The proposed network was trained for up to 24 K iterations, where cluster centroids
are updated ever 1 K iterations. A weight decay and momentum
value was considered as 0.9 and 5e4 , respectively. A disjoint validation dataset (10% of dataset) is used to avoid overfitting where
an L2 weight regularisation is also performed with a fixed weight
decay rate. L2 regularisation has an inherent capability to deal with
large number of features as a continuous function for complexity
management by reducing the weight proportional to the training
iterations. A significant large weight decay rate is considered to
penalise the CNN for uniform weight distribution across the features, hence avoiding feature estimation loss. The reduced CNN
weights proportional to training iterations can achieve a better
overfitting goal for larger numbers of iterations. Moreover, the
additive angular margin based loss function defined in (4), (5)
and (6) also applies strict penalties to coverage as compared to
the state-of-the-art CNN loss function e.g. Softmax loss. This property is achieved by forcing the features into a concise feature space,
hence reducing the overlapping. These strict convergence penalties
also enhance the capability to deal with overfitting. A combination
of discrete leaning rate decay [25] and Adam optimisation [16] is
used to optimise the CNN training process. A small learning rate
for higher number of iterations avoid the loss function bouncing
at false global minimums and can result in a faster convergence.
Adam optimisation as a combination of RMSprop and Stochastic
Gradient Descent (SGD) with a momentum offers significant bene299
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with the highly similar classes in a consistent manner. The sample
Euclidean distance between the class centroids is small with an
average Silhouette score of 0.32 and 0.30 obtained for Pair 1 and
Pair 2, respectively. A marginal difference of 0.02 Silhouette scores
can be explained as a result of the limited capability of the sate-ofthe-art DCNNs to deal with significantly similar classes. A significantly improved inter-class distribution and classification result
has been obtained with the proposed techniques in the case of
the considered two class pairs. An average Silhouette score for Pair
1 is 0.89, while Pair 2 has achieved a 0.92 score, which can validate
the effectiveness of the proposed techniques to deal with different
similar classes robustly.
We have further extended our analysis for a seven class dataset,
where a significant overlapping among the classes can be observed
in Fig. 8(a) for the ResNet50 features as previously illustrated in
Fig. 2. An average Silhouette score of 0.37 is obtained where it
can be observed that a significant number of samples has been
wrongly clustered, hence resulting in wrong classifications. The Silhouette score estimates the distance of samples w.r.t. to each class
centroid, where higher value indicates the samples are at significant distance from the neighbouring clusters. We have used Euclidean distance based metrics for estimation of the Silhouette score
to relate the angular margin and geodesic distance for our proposed technique. An accumulation of samples can be observed
below the average Silhouette score in Fig. 8(a), which can be translated to an overlapping set of features with thin classification margins among the classes. A wrong classification can be observed by
proportion of samples with a negative Silhouette coefficient. For
our analysis we have used the same size of cluster, i.e. equal numbers of samples per class, however, inconsistent width of the clusters indicates a merging of samples from multiple classes. We have
also estimated the Silhouette score for different values of adaptive
angular margins, where class distribution is considered as standard
deviation in (7). We have used h = 1, 1, 2, 4, and 8 for Fig. 8(b)–(f),
respectively. It can be observed that the best results, with a Silhouette score of 0.86, has been obtained for a h ¼ 1 on the transfer
learned ResNet50 based features in Fig. 8(b), where, a consistent
cluster-level distribution can be observed. As we had assumed,
the features obtained by pre-trained or transfer learned ResNet50
have a negligible effect on the overall convergence of the clusters
and classification accuracy. A comparison of the results presented
in Fig. 8(b) and (c) strengthen our concept, where a clustering is
performed for the same number of clusters and adaptive angular
margin for the pre-trained and transfer learned ResNet50. A Silhouette score difference of 0.04 has been observed, where clustering on the pre-trained ResNet50 features without transfer learning
obtain a score of 0.82. Moreover, no samples have been reported
for wrong classification with a negative Silhouette score. An effect
of global class distribution on the adaptive angular margin has
been depicted in Fig. 8(d)–(f). The class structure considered as
standard deviation has a significant effect on overall performance,
where reducing the adaptive angular margin by a factor of 2 causes
a clustering loss of on average, a 0.12 Silhouette score. An average
Silhouette score of 0.74, 0.61, and 0.46 has been achieved for
h ¼ 2; 4, and 8, respectively on pre-trained ResNet50 features.
The analysis is further extended to a dataset of 15 classes of
fruit and vegetables as our base-line application of classification
at a supermarket self-checkout. A Silhouette score analysis is presented in Fig. 9 for the 15 classes. Considering our results presented in Fig. 8, we have used a transfer learned ResNet50 as a
backbone for feature extraction with h ¼ 1. The average Silhouette
score of 0.34 and 0.87 has been obtained for ResNet50 features and
the proposed approach, respectively. Based on the obtained results
the proposed approach can be considered scalable and effective for
larger number of classes where significant classification accuracy

which is less suitable to understand the feature overlapping. An
exaggeration technique defined in [40] has been used to control
the embedded inter-cluster distribution. An exaggeration value of
12.0 has been used for our implementation. An enhanced features
dependence estimation and cluster assignment is also reported for
this technique [40]. A Euclidean distance based features similarity
is used with the Barnes Hut [5] optimisation technique for feature
embedding where an effective time complexity of Oðn log nÞ can be
achieved. A maximum number of 1000 iterations has been initialised, however, the loss function is observed for a maximum
number of 300 iterations in case of performance plateau based
on minimum gradient norm. The cluster-level embedding with
the adaptive classification margins has been used for classification
of fruit and vegetables. We have used a Silhouette score based
visualisation to analyse the clustering and classification of seven
considered classes of fruit and vegetables. A complete inter and
intra cluster feature-level analysis of our test dataset has been performed, where the higher values of the Silhouette score represent
an effective inter and intra class clustering, hence classification.
The Silhouette score uses Euclidean distance to estimates the efficacy of our angular margin based clustering and the effect of angular margin in an imaginary geodesic feature space. The proposed
technique is used to enforce compactness and inter class margins
simultaneously where the Silhouette score as a metric helps to
analyse the classification margins of a complex dataset.

5. Results
The proposed cluster-level embedding approach with adaptive
margins is evaluated not only for clustering effectiveness but also
for classification of a fruit and vegetables dataset. We have tested
and evaluated our proposed concept in a progressive manner i.e.
with different numbers of classes. Initially, we considered two
pairs of Cabbage and Lettuce, and Mandarin and Orange to illustrate our concept for two classes with significantly similar physical
features. Our main tests are performed for seven classes of fruit
and vegetables with significant inter-class similarities where
results have been evaluated for cluster embedding and classification. These classes have been considered carefully to meet the
requirements of inter-class similarity and intra-class distribution.
The selection has also helped us to achieve a dataset with significant complexity and imbalance. Finally, we have tested the technique for the dataset of 15 classes described in Section 4. We
have used the Silhouette score analysis to analyse the clustering
achieved, where we have used a combination of metrics for classification effectiveness. The complexity of the dataset is taken into
account for classification where we have used Receiver Operating
Characteristic (ROC) curves to analyse the classification effectiveness with different values of h.
Cluster Embedding. A Silhouette score analysis has been presented for different numbers of classes where significant support
for our proposed technique can be observed. The Silhouette score
is analysed for DCNN based features and the proposed technique
with different number of classes and adaptive angular margins
proportional to the class distribution. An initial analysis performed
for two pairs of Cabbage and Lettuce (Pair 1), and Mandarin and
Orange (Pair 2) is presented in Fig. 7. These pairs have been considered due to significant inter-class similarities where likelihood of
inter-class overlapping is high as depicted in Fig. 2. The pretrained ResNet50 based features of each class pair is extracted
and are used for adaptive margin based clustering where h ¼ 1
i.e. considering the complete class distribution. Significant intuitions can be established based on analysis of these two class pairs,
where it can be observed that the state-of-the-art DCNNs deals
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Fig. 7. A two class pair analysis of the proposed approach: (a) Cabbage and Lettuce (Pair 1), and (b) Mandarin and Orange (Pair 2).

results have been obtained where compact clustering margins
and wrong cluster assignment can be observed. Moreover, Kmeans and K-means++ also have significant time complexity and
are prone to larger and more variable dataset distributions. The
proposed technique has used centroid updating to deal with the
complex varying data distributions where significant outlier consideration can also be achieved by updating centroids after a particular number of iterations. It can be noted that the additive
angular margin and vector projection based features similarity
has significantly improved the clustering and classification for
the proposed technique.
An experiment has been performed to validate the proposed
technique for an imbalanced dataset of fruit and vegetables with
similar physical features. A dataset of Cabbage and Lettuce consisting of 200 (20%) and 800 (80%) images, respectively is used for this

can also be achieved, as presented in Fig. 11. A clustering comparison of K-means and K-means++ has been performed for pretrained ResNet50 features of fruit and vegetables. An average Silhouette score of 0.544 and 0.606 has been achieved for K-means
and K-means++, respectively where results are shown in Fig. 9(c)
and (d). A fixed number of clusters i.e. 15 has been set for this
implementation where centroids are initialised randomly for Kmeans clustering. A uniform centroid distribution technique based
on [4] is used for K-means++ centroid initialisation. A final clustering is achieved using 10 different seeds for random centroids initialisation for both techniques using a maximum number of 300
iterations. A Euclidean norm based relative tolerance of 1 e4 is
used for centroids differences to estimate convergence on two progressive iterations. A set of 20 training dataset images per class is
used to estimate Euclidean norm based class labels. Significant
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K. Hameed, D. Chai and A. Rassau

Neurocomputing 461 (2021) 292–309

Fig. 8. Silhouette score analysis: (a) Learned pre-trained ResNet50 features, (b) h ¼ 1 (transfer learned ResNet50), (c) h ¼ 1, (d) h ¼ 2, (e) h ¼ 4, and (f) h ¼ 8.

where a significant clustering effectiveness has been achieved.
The result obtained can be considered consistent for balanced
and imbalanced data distributions. An average Silhouette score of
0.776 and 0.626 has been achieved for transfer learned and pretrained ResNet50 features, respectively with h ¼ 1. An effect of

experiment. Considering the physical features similarity the
classes have been selected carefully for this experiment. The proposed technique has been tested for h = 1, 2, 4, 8 where Silhouette
score analysis is presented in Fig. 12. The proposed approach has
been tested for both pre-trained and transfer learned ResNet50,
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Fig. 9. Implementation of distribution-aware clustering and adaptive margins on 15 classes of fruit and vegetables: (a) ResNet50 features, (b) transfer learned ResNet50
(h ¼ 1), (c) K-means clustering (ResNet50 features), and (d) K-means++ (ResNet50 features).

be translated as reduced inter-class clusters distribution margins
which can lead to the cluster overlapping, hence wrong classification. However, no wrong clustering assignment has been noted
while considering complete class distribution i.e. h ¼ 1 for both
pre-tranined and transfer learned ResNet50 features. As the proposed approach is significantly dependent upon the deep features
extractor (ResNet50 in our case) the reduced inter-class distribution can be related to the capability of ResNet50 to deal with the
imbalanced dataset. Considering the complexity of the fruit and

class distribution on clustering effectiveness is noted where considering the smaller proportion of class distribution results in compact and overlapping inter-class clusters. An average Silhouette
score of 0.595, 0.459 and 0.369 has been obtained for h = 2, 4
and 8, respectively where wrong cluster assignment can also be
noted in Fig. 12. Moreover, the clustering effectiveness of the proposed approach is supposed prone to the significant imbalance of
the dataset distribution where a difference of 0.114 has been noted
in the average Silhouette score (Figs. 7 and 12). This difference can
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concluded that the transfer learned deep feature based class
distribution-aware features embedding has outperformed for fruit
and vegetables classification. Moreover, an improved classification
effectiveness can be achieved by transfer learning on larger numbers of images for deep features. Reducing the adaptive angular
margin i.e. h ¼ 2; 4, and 8, reduces the classification margins in
the embedding feature space, hence causing discrepancy among
classes. These reduced classification margins caused the overlapping of classes with significantly similar features, resulting in a
reduced classification accuracy. A detailed comparison of the conventional classification metrics, i.e. Accuracy (ACC), Error Rate (ER),
Positive Predictive Value (PPV), True Negative Rate (TNR), and F1
score (F1) is presented in Table 2. This analysis is presented for
both pre-trained and transfer learned ResNet50 features with
h ¼ 1 i.e. the two leading variants of classifier according to ROC
and AUC analysis. The proposed approach used with the transfer
learned ResNet50 has outperformed, however the results with
the pre-trained ResNet50 are also comparable. These comparable
results strengthen the idea that the convergence of the proposed
technique is independent of deep feature extractor and initialisation of the weights. Hence, the proposed distribution aware cluster
embedding allows us to use the proposed approach with any readily available state-of-the-art DL networks. The usage of these DL
networks also extends the capability of the proposed approach to
even larger numbers of classes. Considering these findings, we
have applied the proposed technique for classification of 15 classes
of fruit and vegetables with significant inter-class similarities and
intra-class distribution. A confusion matrix based comparison of
classification effectiveness for a transfer learned ResNet50 and

vegetables dataset, it is supposed that a more sophisticated feature
similarity measure for feature embedding can significantly
improve the technique for imbalanced class distribution. A
dynamic class distribution measure consideration w.r.t. the training iterations can also help to improve the proposed approach for
imbalanced data distributions.
Classification. The proposed technique is analysed for classification of fruit and vegetables. The classification effectiveness is analysed for our main experiments with seven classes which is further
extended to our 15 class dataset of fruit and vegetables. We have
tested for different values of h to compare the classification effectiveness of the proposed technique considering different levels of
class feature distribution. A ROC curve based comparison of the
proposed technique is presented in Fig. 10, where a zoomed plot
along with Area Under the Curve (AUC) is presented in Fig. 10(b).
The classification results obtained are significantly consistent to
the clustering results presented Fig. 8, where the proposed technique used with the transfer learned ResNet50 based features
has outperformed. To analyse the statistical significance of the
classification results achieved with pre-trained and transfer
learned deep features, a p-vale hypothesis testing [3] has been performed. Considering the small difference of AUC for pre-trained
and transfer learned deep features a null hypothesis (H0) of consistent classification results has been considered where a significance
level (a) of 0.10 and 0.05 i.e. 10% and 5%, respectively is used. A
two-tailed p-value of 0.053 has been obtained where a strong statistical significance can be noted for a = 0.10. Moreover, a marginal
significance is evident for the more rigorous significance level condition i.e. a = 0.05. Considering the p-value observations it can be

Fig. 10. ROC curves and AUC of different adaptive angular margins: (a) ROC curves of different adaptive angular margins, and (b) a zoomed in ROC curve with AUC for better
understanding.

Table 2
Conventional classification metric comparison for pre-trained and transfer learned ResNet50 h ¼ 1.
Pre-trained ResNet50

Transfer learned ResNet50

Fruit/Veg

ACC(%)

ER(%)

PPV(%)

TNR(%)

F1

ACC(%)

ER(%)

PPV(%)

TNR(%)

F1

Apple
Cabbage
Carrot
Lettuce
Mandarin
Orange
Tomato

98.00
97.43
98.57
97.43
98.00
97.71
98.00

2.00
2.57
1.43
2.57
2.00
2.29
2.00

93.88
90.20
95.92
91.84
92.16
92.00
92.16

99.00
98.33
99.33
98.67
98.67
98.67
98.67

0.929
0.911
0.949
0.909
0.931
0.920
0.931

99.14
99.14
99.71
99.14
98.57
98.29
98.57

0.86
0.86
0.29
0.86
1.43
1.71
1.43

100.00
97.96
98.04
96.08
95.92
92.31
94.12

100.00
99.67
99.67
99.33
99.33
98.67
99.00

0.969
0.970
0.990
0.970
0.949
0.941
0.950
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Fig. 11. A classification effectiveness comparison: [Upper] transfer learned ResNet50, and [Lower] adaptive classification margins with cluster embedding on transfer learned
ResNet50 (h ¼ 1).

Inference Analysis. An inference analysis is also performed to
analyse the effectiveness of the proposed approach for a realworld supermarket environment. To achieve accurate inference
times, we have used 20 images per class chosen randomly from

adaptive classification margins is presented in Fig. 11. It can be
observed that the proposed approach can achieve significantly
classification effectiveness for classes with significant similar physical features.
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Fig. 12. Imbalanced dataset Silhouette score analysis: (a) h ¼ 8, (b) h ¼ 4, (c) h ¼ 2, (d) h ¼ 1 (pre-trained ResNet50), and (e) h ¼ 1 (transfer learned ResNet50).
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updated with the training iterations for complex datasets e.g. fruit
and vegetables classification. Moreover, considering better statistical class distribution measures for example distribution dispersion
and interquartile range can also improve the proposed approach.

Table 3
Inference analysis of proposed approach for different values of adaptive angular
margin.
Adaptive
margin

Feature extraction
(ms)

Feature embedding
(ms)

Classification
(ms)

h ¼ 1 (TL⁄)
h ¼ 1 (PT+)
h¼2
h¼4
h¼8

421.13
415.23
415.23
415.23
415.23

127.80
121.50
115.61
98.60
96.78

09.15
09.12
10.20
13.26
11.10
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the test dataset, where average time for each image classification is
obtained by dividing the obtained value by 20. The inference times
obtained from different values of adaptive angular margin for
ResNet50 feature extraction, feature embedding (clustering) and
classification (Softmax) is presented in Table 3. This inference analysis is performed on a 12 GB Tesla K80 (4992 cores) with 32 GB
installed memory, however this inference time is prone to variation based on the execution environment and the underlying
machine. Considering the obtained result, an important intuition
can be established that feature embedding with large values of h
penalises larger classification margin which makes the overall convergence harder and increases time complexity. Moreover, it can
be observed that the proposed class distribution aware clustering
has negligible time complexity as compared to the feature extraction part, and hence can be considered suitable for a real-world
implementation.
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Chapter 9
Conclusion and Future Directions

The findings of all the chapters in relevance to the research questions (Section 1.3)
and objectives (Section 1.5) of the project are summarised in this chapter. Detailed
discussions on the individual experimental limitations, proposed enhancements and
future directions are also presented here.

9.1

Conclusion

This thesis mainly focuses on the automated classification of fruit and vegetables in a
supermarket environment. A thorough literature survey, and extensive experimental
and numerical analyses have been performed to address the research questions. Both
visual and non-visual sensors have been used for data acquisition, however the visual
sensors have been identified as the most suitable for non-destructive fruit and vegetable
classification. There is a significant need to develop sophisticated feature representation
techniques to incorporate the details of the highly variant fruit and vegetables physical
features. The dataset(s) available for the state-of-the-art fruit and vegetable classification techniques are highly limited in terms of size and number of classes. Moreover,
complex environmental conditions i.e., variable ambient lighting, occlusion and behaviour of the customer while scanning introduce additional complexity for classification
of fruit and vegetables in a supermarket environment. These environmental conditions
should also be reflected through the dataset images for implementation of the computer
vision based fruit and vegetables classification in the real-life applications for example
supermarket.
Computer vision based classification of fruit and vegetables for retailing is a recently
emerging application of Computer Vision (CV). The state-of-the-art techniques used
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for this purpose are limited to a small number of classes where NN based techniques
have been reported more effective as compared to conventional statistical techniques.
This effectiveness can be concluded as a capability of NN techniques to deal with complex datasets by learning deep multi-dimensional features. However, a careful trade-off
between NN and dataset sizes is required to avoid overfitting and underfitting issues.
Vision-based pre and post-harvesting grading techniques have been used for important
harvesting decisions e.g. quality assessment and ripeness-based harvesting. The most
evident applications in the state-of-the-art include weed detection, crop disease identification, stress and yield estimation, crop moisture content determination, and grading
and sorting. The challenges include the appropriate features selection for particular
disease and level of ripeness identification. The 3-dimensional phenotype analysis of
defected, irregular shaped and damaged fruit and vegetable is recently proposed as a
future direction of this application. However, a thorough rethinking is required to introduce sophisticated feature representation techniques to deal with the higher dimensional
3D details. Vision-based harvesting has been an important application of CV since the
concept of automated harvesting was introduced in the 1960’s. Vision-based techniques
are superior to mechanical automated harvesting due to their non-destructive nature.
Significant applications include intelligent harvesting based on size, shape, texture and
level of ripeness and pre-harvesting yield estimation. Complex challenges, for example
occlusions, unstructured environments and variable ambient lighting conditions must
be addressed in this application. The techniques used are significantly limited to narrow specific application areas due to occluded environments with similar colours and
textures in real-life fields/orchards. Vision-based harvesting of fruit and vegetables is
also significantly constrained by the field/orchard design (crop growing pattern). Its
is noted that the datasets used for vision-based retailing, grading and harvesting are
significantly limited with respect to size and application. Moreover, significant efforts
are required to build complex datasets capturing all variations of physical features of
fruit and vegetables and variability of environmental conditions involved. The vision
based harvesting applications are also significantly dependent upon numerous complex
sub tasks e.g. pre-processing and segmentation. This higher-level of interdependence
is one of the major limitations to achieving the required effectiveness.
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The conventional data enhancement techniques e.g. augmentation are found less effective if used with the modern Neural Network (NN) based classifiers. However,
advanced data enhancement techniques including Autoencoders, Variational Autoencoders (VAEs) and Generative Adversarial Networks (GANs) can address this issue.
A comparison of the state-of-the-art VAEs and GANs shows that using the Wasserstein distance as a distribution divergence metric improve the results significantly as
compared to dense and convolutional VAEs. However, these techniques are limited
in terms of synthesising discreet colour and texture details required to train a CNN.
The mutual information maximisation as used in InfoGAN improves the representation of distinct colour and texture information in the synthesised results compared to
VAEs and Wasserstein GANs. A combination of mutual information maximisation and
Wasserstein distance divergence metric is found to further improve colour and texture
synthesis effectiveness. High dimensional latent space transformation to linear space or
sub spaces can improve the control over the representation learning and synthesis process. Using this latent space control a concatenation of texture details as latent code,
extracted by training data subset can improve overall latent space disentanglement and
hence synthesised details, i.e. colour, texture and resolution. Removal of unnecessary
backgrounds and occlusions also plays a vital role to enhance the discriminative capability of learned fruit and vegetable features. However, the state-of-the-art segmentation
techniques are constrained while dealing with the complex fruit and vegetables features.
Shape is a significant feature in this regard and is among the discriminative features
while dealing with complex fruit and vegetable applications. The difference between
the predicted and ground truth mask edges should be considered carefully to deal with
variant fruit and vegetable shape and backgrounds. A cosine similarity loss function
proportional to the predicted and ground truth mask edge differences is noted as a
suitable measure to deal with this complex segmentation task. Considering sophisticated edge similarity measure also improves the capability of base segmentation NN to
generalise on new samples.
Computer vision based fruit and vegetable classification in a supermarket environment
is a complex task including many interdependent issues. Breaking this task into subsequent progressive classification components capable of identifying coarse to fine classes
297

9.1. CONCLUSION

can improve the ability of CNNs (as a base classifier) to deal with complex and large
datasets with higher numbers of classes. The non-visual properties i.e. weight and size,
used at the first stage can discriminate the significantly different fruit and vegetables
into disjoint groups which can be further classified into fine classes using visual features. However, selection of appropriate non-visual properties is a non-trivial task and
entirely dependent upon the type of classes in the dataset and considered underlying
application. It has been observed that the ensemble of weak classifiers using the proposed weight optimisation technique can learn significantly discriminant features for
classification of fruit and vegetables using colour and texture. The stochastic weighted
average of CNN weights combined with the grid search enables the ensemble to use the
most effective weights for the classification with negligible effort required for architectural changes to the CNN used. Based on the result obtained it is supposed that the
ensemble of CNNs can achieve the true global minimum in a progressive manner by
reducing the classification loss. The technique is also found effective for higher number
of classes with a smaller number of features. This can be concluded that an ensembled
weak NN classifiers can be used to learn inherently different features and combining
them together to achieve effective classification. The state-of-the-art CNN classifier
were found significantly limited while dealing with similar fruit and vegetables. The
inter and intra-class similarities of fruit and vegetables classes limits the capability of
classifiers to learn discriminative deep features for classification. Capability of relating
the highly diverse learned features of fruit and vegetables to respective classes is one
of the major limitations of CNN for such complex tasks. Enhancement of inter-class
compactness and intra-class distribution can resolve this issue by transforming the features to an imaginary hyper dimensional embedding space. Strong feature similarity
estimation for class level feature embedding is required for this task where cosine feature
similarity is found effective. Introduction of additive angular margin in the loss function
along with cosine similarity can help to embed the features in a more concise feature
space hence, achieving significant benefits i.e. capability of dealing with larger datasets
with higher number of classes and reduced chances of overfitting. The proposed techniques are also effective with an imbalanced dataset. This capability of the proposed

298

9.2. FUTURE DIRECTIONS

techniques can be used for more complex fruit and vegetable related applications with
imbalanced and small datasets.

9.2

Future Directions

Based on the in-depth state-of-the-art analysis and experimental explorations conducted, the following can be considered as future research directions:
• The most noteworthy limitation for the application of vision-based techniques to
fruit and vegetable classification is the scarcity of large and diverse datasets to
train the complex neural networks with hyper-dimensional parameters. Development of large fruit and vegetable datasets covering large numbers of classes
and with complex environmental conditions can improve the effectiveness of CV
techniques for different applications.
• The development of a generic approach for classification of fruit and vegetables is
dependent upon the inherent limitation of the supporting sub tasks, for example
pre-processing, segmentation , feature extraction and representation. An entire
system-level rethinking and development of an approach can achieve the required
goals.
• Although the application of coarse to fine classification technique has a capability
to deal with larger datasets, there is an inherent limitation of grouping the fruit
and vegetables with similar visual features in the same group. It is recommended
that using more sophisticated and discriminating visual features at the coarse
classification stage can deal with the fruits and vegetables with similar visual
features.
• The time complexity of the stochastic CNN weights search can be a bottleneck
for larger datasets with higher number of classes. This can be improved by application of more sophisticated optimal weight searching techniques with less time
complexity.
• Standard deviation based class representation for distribution-aware feature embedding can be further improved by using a dynamic class distribution estima299
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tion for multiple iteration stages during the training process. This can also be
improved by using better class distribution measures e.g. distribution dispersion
and interquartile ranges.
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