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Generalized Bockstein maps and Massey products
Yeuk Hay Joshua Lam, Yuan Liu, Romyar Sharifi, Preston Wake, Jiuya Wang
Abstract
Given a profinite group G of finite p-cohomological dimension and a pro-p quotient
H of G by a closed normal subgroup N , we study the filtration on the cohomology of
N by powers of the augmentation ideal in the group algebra of H . We show that the
graded pieces are related to the cohomology of G via analogues of Bockstein maps for
the powers of the augmentation ideal. For certain groups H , we relate the values of these
generalized Bockstein maps to Massey products relative to a restricted class of defining
systems depending on H . We apply our study to give a new proof of the vanishing of
triple Massey products in Galois cohomology.
1 Introduction
Let G be a profinite group of p-cohomological dimension 2, and let H be a finitely generated
pro-p quotient of G by a closed normal subgroup N . Let Ω = ZpJHK denote the completed
Zp-group ring of H , the inverse limit of the Zp-group rings of the finite quotients of H . Let
T be a finitely generated Zp-module with a continuous action of G. This paper is concerned
with the study of connecting maps in the G-cohomology of the augmentation filtration of the
tensor product T ⊗Zp Ω. That is, if I = ker(Ω → Zp) denotes the augmentation ideal of Ω,
then we have exact sequences
0→ T ⊗Zp I
n/In+1 → T ⊗Zp Ω/I
n+1 → T ⊗Zp Ω/I
n → 0 (1.1)
for each n ≥ 1 such that Ω/In is Zp-flat. We study the connecting homomorphisms
Ψ(n) : H1(G, T ⊗Zp Ω/I
n)→ H2(G, T )⊗Zp I
n/In+1
attached to these sequences, which we refer to as generalized Bockstein maps, due to their
similarlity to usual Bockstein maps for exact sequences of p-power order cyclic groups.
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We can use the Bockstein maps to partially describe the second Iwasawa cohomology
group H2Iw(N, T ) of N with T -coefficients. This cohomology group is the inverse limit of
the groupsH2(U, T ) under corestriction maps, where U runs over the open normal subgroups
of G containing N . It is naturally endowed, through the Zp[G/U ]-actions on each H
2(U, T ),
with the structure of an Ω-module. We prove that the cokernels of the generalized Bockstein
maps describe the graded quotients in the augmentation filtration ofH2Iw(N, T ) (see Theorem
2.2.4).
Theorem A. There are canonical isomorphisms
InH2Iw(N, T )
In+1H2Iw(N, T )
∼=
H2(G, T )⊗Zp I
n/In+1
imΨ(n)
.
The proof rests on an Iwasawa-cohomological version [LiSh, FuKa] of a descent spectral
sequence of Tate, applied to the terms of our exact sequences for the augmentation filtration of
Ω. We verify the compatibility of these spectral sequences with generalized Bockstein maps
and a connecting map in theH-homology of the Zp-tensor product of H
2
Iw(N, T ) with (1.1).
The case H ∼= Zp was first studied in [Sh1] from a different perspective and applied in an
Iwasawa-theoretic context. Its main result has a similar form to Theorem A, but in place of
the image of Ψ(n), it has a group of values of certain (n + 1)-fold Massey products, which
are higher operations in Galois cohomology generalizing cup products. We describe threefold
Massey products after the statement of Theorem B below.
Here, we show that in the case that H ∼= Zp, the values of generalized Bockstein maps are
in fact values of certain Massey products relative to the proper defining systems introduced in
[Sh1]. These systems reduce the indeterminacy inherent in the definition of a Massey product,
which is only defined if certain lower Massey products vanish, and if defined still depends on
the choice of a defining system, a homomorphism from G to a group of unipotent matrices
modulo upper right-hand corners.
This raises the question of whether one can relate the values of generalized Bockstein maps
and Massey products for more general groups H , especially, beyond the procyclic setting of
[Sh1]. We shall discuss three classes of groups for which the answer is yes, the torsion-free
groups in these being Zp, Z
2
p and the Heisenberg group over Zp.
The most difficult step in making the comparison is to obtain notions of proper defining
systems of Massey products with values relating to projections of the values of the generalized
Bockstein maps corresponding to elements of a Zp-basis of I
n/In+1, which is Zp-free. For
this, we start with a partial defining system, which consists of a pair of homomorphisms from
H to upper-triangular unipotent matrices of dimensions a+1 and b+1, where a+ b = n. Our
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proper defining systems are extensions of these pairs viewed as maps onG to a defining system,
with the two maps giving the two diagonal blocks in the defining system: see Definition 3.3.2.
For example, we prove the following result for H ∼= Z2p in Theorem 4.4.3.
Theorem B. Suppose that ν = (χ, ψ) : H → Z2p is an isomorphism. Let x, y ∈ I be such that
x+1 and y+1 are group elements mapping under ν to the standard ordered basis of Z2p. For
n ≥ 2, the cosets of xayn−a with 0 ≤ a ≤ n then form a Zp-basis for I
n/In+1.
a. To a 1-cocycle f : G→ T ⊗Zp Ω/I
n and 0 ≤ a ≤ n, we can associate a proper defining
system for an (n + 1)-fold Massey product
(χ(a), λ, ψ(n−a)) := (χ, . . . , χ︸ ︷︷ ︸
a times
, λ, ψ, . . . , ψ︸ ︷︷ ︸
n−a times
) ∈ H2(G, T ),
where λ : G → T is the composition of f with the quotient map T ⊗Zp Ω/I
n →
T ⊗Zp Ω/I
∼= T .
b. With the notation of part a, let [f ] denote the class of f in H1(G, T ⊗Zp Ω/I
n). Then
Ψ(n)([f ]) =
n∑
a=0
(χ(a), λ, ψ(n−a))⊗ xayn−a.
Let us illustrate Theorem B in some detail in the case that n = 2 and a = 1. In this case,
Ω/I2 = Zp[x, y]/(x
2, xy, y2)
in the notation of the theorem. We can therefore write the 1-cocycle f : G→ T ⊗Zp Ω/I
2 as
f = λ+ λxx+ λyy,
with λx, λy : G → T , abbreviating the tensor product as formal multiplication. Part a of
Theorem B says that f gives rise to a defining system
ρ =


1 χ
1
λx ∗
λ λy
1 ψ
1

 : G→ U/Z
for the Massey triple product (χ, λ, ψ). Here, the values of ρ lie in the quotient of a group
U of generalized upper-triangular unipotent 4-by-4 matrices by its subgroup Z of matrices
with zero above-diagonal entries outside of the upper right-hand corner. The entries in the
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upper-right hand block are T -valued (and in particular Z ∼= T ), whereas they are Zp-valued
outside of it. Matrix mulitplication proceeds using the Zp-module structure on T . That ρ is
a defining system means that ρ : G → U/Z is a nonabelian 1-cocycle, where G acts on U
coordinate-wise. The Massey product (χ, λ, ψ)ρ relative to the defining system ρ is an element
of H2(G, T ) providing the obstruction to lifting ρ to a nonabelian 1-cocycle G→ U .
In general, even for such a cocycle ρ and therefore a Massey product (χ, λ, ψ) to exist, the
cup products χ ∪ λ and λ ∪ ψ must vanish in H2(G, T ) so that cochains λx and λy can be
chosen with dλx = −χ∪λ and dλy = −λ∪ψ. Even then, the class (χ, λ, ψ) depends on these
choices. In our description, this vanishing is encapsulated in the fact that f is a 1-cocycle, and
the indeterminacy is removed by fixing f .
The content of part b of Theorem B is that the coefficients of Ψ(2)([f ]) in H2(G, T ) for
the Zp-basis x
2, xy, and y2 of I2/I3 are triple Massey products: in particular, the coefficient
of xy is the Massey product (χ, λ, ψ)ρ for the defining system ρ. More precisely, (χ, λ, ψ)ρ is
defined as class of the 2-cocycle F : G2 → T given by
F : (g, h) 7→ χ(g)gλx(h) + ψ(h)λy(g).
This cocycle F arises as the upper-right hand corner of (g, h) 7→ ρ˜(g) · gρ˜(h) for the naive
lift of ρ to a cochain ρ˜ : G → U with zero upper-right hand corner. The theorem boils
down to the fact that F · xy is also exactly the coboundary of the naive lift of f to a cochain
G→ Zp[x, y]/(x
2, y2) with zero xy-coefficient.
From our perspective, the generalized Bockstein maps are more flexible than Massey
products, being connecting homomorphisms more directly amenable to basic applications of
homological algebra. For instance, the argument proving Theorem A for arbitraryH amounts
to a diagram chase for maps of Grothendieck spectral sequences. Moreover, Theorem B allows
us to study defining systems using abelian, rather than nonabelian, cocycles.
At its core, our work is motivated by the potential arithmetic and Galois-theoretic applica-
tions. In the preprint [Sh3], the results of this paper are applied in the setting of Iwasawa theory
to study inverse limits of class groups. In that case, G is the Galois group of the maximal
extension of a number field unramified outside a finite set of primes containing those above p,
and H is the Galois group of a Zp-extension. The group H
2
Iw(N,Zp(1)) is closely related to
but not always isomorphic to the usual inverse limitX of class groups up the tower defined by
H . The isomorphisms of Theorem A are then used to derive exact sequences for the graded
pieces in the augmentation filtration of X .
In the final section of this paper, we apply our techniques to study absolute Galois groups
of fields. The motivating problem is to determine which profinite groups can be isomorphic
to the absolute Galois group GF of a field F . Artin and Schreier showed in 1927 that any
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nontrivial finite group with this property is the cyclic group has order two. Other restrictions
are reflected in the cohomological properties ofGF . The norm residue isomorphism theorem,
or Milnor-Bloch-Kato conjecture, proven by Voevodsky and Rost (see [Vo]), tells us that the
algebraH∗(GF ,Fp) under cup product is isomorphic to the mod-pMilnorK-theory of F (for
F containing a primitive pth root of 1). In particular, this implies that the Fp-cohomology
algebra is generated in degree 1 with all relations generated in degree 2.
Going beyond cup products to higher cohomological operations, Mináč and Tân formulated
a remarkable conjecture, known as the Massey vanishing conjecture, for Massey products of
Fp-valued characters on the absolute Galois group GF of a field F in [MT4]. For n ≥ 3, it
states that any n-fold Massey product of characters GF → Fp that has a defining system has
some defining system for which the resulting Massey product is zero. The Massey product is
said to contain zero if such a defining system exists.
Prior to the formulation of this conjecture, Hopkins and Wickelgren had already proved
using splitting varieties in [HoWi] that for number fields, n-fold Massey products that are
defined contain zero for n = 3 and p = 2. Their work was later generalized to arbitrary p and
successively general n: to n = 3 in [MT2], to n = 4 in [GMT], and in a fairly recent preprint
[HrWt] to arbitrary n, all over number fields.
For arbitrary fields F , Efrat–Matzri [EfMa] and Mináč–Tân [MT3] independently proved
triple Massey vanishing, which is to say the conjecture for n = 3 and arbitrary p. Other
results tend to require that several of the characters in the Massey products be the same. For
instance, the third author had long ago proved in [Sh1] what we refer to here as the cyclic
Massey vanishing property for absolute Galois groups: for n ≤ p− 1, all (n+1)-fold Massey
products (χ(n), ψ) for χ, ψ ∈ H1(GF ,Fp) with χ ∪ ψ = 0 vanish with respect to some proper
defining system. More recently, Mináč and Tân [MT1] proved the vanishing of n-fold Massey
products when all n characters are the same, for arbitrary n.
To illustrate the use of our constructions, we apply our theory of generalized Bockstein
maps to give new, streamlined proofs of both the cyclic Massey vanishing property and triple
Massey vanishing. In fact, we show the following in Theorem 5.2.1.
Theorem C. LetG be a profinite group with the cyclic Massey vanishing property. Then every
triple Massey product onH1(G,Fp) which is defined contains zero.
In our proof of Theorem C, to show that a defined Massey product (χ, λ, ψ) vanishes, we
consider the coimage H of the map (χ, ψ) : G → F2p. We then apply a variant of Theorem B
to this H to see that the Massey product (χ, λ, ψ) relative to a certain defining system is the
obstruction to lifting λ to a class inH1(G,Ω/J) for a particular ideal J between I2 and I3. Via
an involved diagram chase, we see that the cyclic Massey vanishing property for the quotients
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ofH that are the coimages of χ, ψ, and χ+ ψ implies that this obstruction equals ν ∪ (χ+ψ)
for some ν ∈ H1(G,Fp). This is enough to show that the Massey product contains zero.
Theorem C raises several interesting questions that we do not attempt to address here,
including whether or not the vanishing of Massey products (χ(n), ψ) for arbitrary n is sufficient
to imply Massey vanishing.
Acknowledgments. This paper arose out of a project of the first, second, and fifth authors at
the 2018 Arizona Winter School on Iwasawa theory that was proposed by the third and led by
the third and fourth authors. We would like to thank the AWS for a stimulating environment.
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2 Generalized Bockstein maps
In this section, we define generalized Bockstein maps and employ them in the study of the
structure of inverse limits of cohomology groups. Throughout, we use the following objects:
• a profinite group G,
• a topologically finitely generated pro-p quotient H of G by a closed normal subgroup
N ,
• a compact Noetherian Zp-algebra R (usually taken to be a quotient of Zp),
• the completed group ring Ω = RJHK,
• the augmentation ideal I of Ω, i.e., the kernel of the continuous R-algebra homomor-
phism Ω→ R that sends every group element inH to 1,
• a positive integer n such that Ω/In and In/In+1 are R-flat, and
• a compact RJGK-module T that is R-finitely generated.
Note that a compact RJGK-module is the same as a compact R-module with a continuous
R-linear action of G. We will frequently take tensor products M ⊗R M
′ of compact RJGK-
modules M and M ′, at least one of which is finitely generated over R. These compact
R-modules (with the topology of the isomorphic completed tensor product) have the diagonal
action of G.
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2.1 Augmentation sequences
Since we have assumed thatΩ/In isR-flat, the right exact sequence of compactRJGK-modules
0→ T ⊗R I
n/In+1 → T ⊗R Ω/I
n+1 → T ⊗R Ω/I
n → 0 (2.1)
is exact. For any d ≥ 1, we have the resulting connecting homomorphisms
Hd−1(G, T ⊗R Ω/I
n)→ Hd(G, T ⊗R I
n/In+1)
on continuous G-cohomology.
Since G acts trivially on the finitely generated R-module In/In+1, we have a homomor-
phism
Hd(G, T )⊗R I
n/In+1 → Hd(G, T ⊗R I
n/In+1) (2.2)
that is an isomorphism as In/In+1 is R-flat, so long as we assume either that G has finite
p-cohomological dimension or that In/In+1 has a finite resolution by projective R-modules
(see [LiSh, Proposition 3.1.3], the proof of which does not use the assumption on R in that
section). The latter condition is automatic, given that In/In+1 is flat, if R is a quotient of Zp.
We let
Ψ(n) : Hd−1(G, T ⊗R Ω/I
n)→ Hd(G, T )⊗R I
n/In+1. (2.3)
denote the resulting composite map, and we refer to it as a generalized Bockstein map.
Remark 2.1.1. Wemay replace the assumption thatΩ/In isR-flat with the assumption that T is
R-flat in order that (2.1) still hold. We may also replace the assumption that In/In+1 is R-flat
with the assumption thatG has p-cohomological dimension d and still have an isomorphism as
in (2.2). (To see this, choose a presentation of In/In+1 by finitely generated free R-modules
and use the right exactness of the dth cohomology functor and the tensor product, noting that
Hd(G, T r) ∼= Hd(G, T )⊗R R
r for any r.) With either replacement, Ψ(n) is still a map as in
(2.3).
2.2 Graded quotients of Iwasawa cohomology groups
Recall thatN denotes the kernel of the surjectionG→ H . Our interest in this section is in the
Iwasawa cohomology groups
H iIw(N, T ) = lim←−
N≤UEoG
H i(U, T )
for i ≥ 1, where the inverse limit is taken with respect to corestriction maps over open normal
subgroups U ofG containingN . Note that the Iwasawa cohomology groups are relative to the
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larger group G, though this is omitted from our notation. Since each H i(U, T ) is a R[G/U ]-
module and the actions are compatible with corestriction, the group H iIw(N, T ) is endowed
with the structure of an Ω-module.
Remark 2.2.1. If H is finite, thenH iIw(N, T ) = H
i(N, T ).
Let us define two notions that we need. First, a profinite group G is p-cohomologically
finite if G has finite p-cohomological dimension and H i(G,M) is finite for every finite Zp[G]-
moduleM and i ≥ 0. Second, a compact p-adic Lie group is a profinite group that has an open
pro-p subgroup any closed subgroup of which can be topologically generated by r elements
for some fixed r. Equivalently, a compact p-adic Lie group is any profinite group continuously
isomorphic to a closed subgroup of GLn(Zp) for some n ≥ 1.
We make the following assumptions for the rest of this section:
• G is p-cohomologically finite of p-cohomological dimension d,
• R is a complete commutative local Noetherian Zp-algebra with finite residue field, and
• either
(i) H is a compact p-adic Lie group or
(ii) T has a finite resolution by a complex of RJGK-modules free of finite rank over R.
Recall that the zeroth H-homology group of a compact Ω-module M is its coinvariant
moduleMH ∼= M/IM . In our setting, corestriction provides an isomorphism on coinvariants
in degree d (see [NSW, Proposition 3.3.11]), which is to say that we have a natural isomorphism
HdIw(N, T )
IHdIw(N, T )
∼= Hd(G, T ). (2.4)
This gives rise to a Grothendieck spectral sequence for the implicit composition of right exact
functors, which is a version of Tate’s descent spectral sequence for Iwasawa cohomology
Proposition 2.2.2 (Fukaya-Kato, Lim-Sharifi). The Ω-modules H iIw(N, T ) are finitely gen-
erated for all i ≥ 0. Moreover, we have a first quadrant homological spectral sequence of
R-modules
E2i,j(T ) = Hi(H,H
d−j
Iw (N, T ))⇒ Ei+j(T ) = H
d−i−j(G, T ),
where d is the p-cohomological dimension of G.
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This result is proven in [Ta, Theorem 1] ifH is finite, and it follows from [FuKa, Proposition
1.6.5] if (ii) holds and from [LiSh, Propositions 3.1.3 and 3.2.4] if (i) holds.
The isomorphism (2.4) and the other edge maps on coinvariant groups in this spectral
sequence are given by the inverse limits of corestriction maps. This isomorphism forces the
nth graded quotient InA/In+1A in the augmentation filtration of A = HdIw(N, T ) to be a
quotient of Hd(G, T )⊗R I
n/In+1 using the surjective map
A/IA⊗R I
n/In+1 → InA/In+1A
induced by the map A× In → InA given by the multiplication (a, x) 7→ xa. As we shall see,
this quotient is in fact cokerΨ(n).
Recall that we have assumed that Ω/In isR-flat. Moreover, the fact thatH is topologically
finitely generated implies that Ω/In is finitely generated over R.
Lemma 2.2.3. Let A be an Ω-module, and consider the exact sequence
0→ A⊗R I
n/In+1 → A⊗R Ω/I
n+1 → A⊗R Ω/I
n → 0. (2.5)
The connecting homomorphism
∂n : H1(H,A⊗R Ω/I
n)→ AH ⊗R I
n/In+1
in the H-homology of (2.5) has cokernel isomorphic to InA/In+1A.
Proof. We have compatible, natural isomorphisms of R-modules
(A⊗R Ω/I
m)H ∼= Ω/I
m ⊗Ω A ∼= A/I
mA
form ≥ 1 given on a ∈ A and ω ∈ Ω (or its quotient by Im) by
a⊗ ω 7→ ι(ω)⊗ a 7→ ι(ω)a,
where ι : Ω→ Ω is the unique continuous R-linear map given by inversion of group elements
onH . Note that the switch of terms in the tensor product in the first isomorphism is necessitated
by the fact that A is a left Ω-module. (In fact, these become isomorphisms of Ω-modules since
a⊗ ωh−1 7→ h · ι(ω)⊗ a for h ∈ H under the first map.)
By the long exact sequence in H-homology and the above isomorphisms, the cokernel
of interest is identified with the kernel of the quotient map A/In+1A → A/InA, hence the
result.
We now come to our theorem.
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Theorem 2.2.4. For each n ≥ 1, there is a canonical isomorphism
InHdIw(N, T )
In+1HdIw(N, T )
∼=
Hd(G, T )⊗R I
n/In+1
imΨ(n)
of R-modules, where d is the p-cohomological dimension of G.
Proof. There are isomorphisms
HdIw(N, T ⊗R M)
∼= HdIw(N, T )⊗R M
for any compact RJGK-module M finitely generated over R, since G has p-cohomological
dimension d. In particular, the following sequence is exact:
0→ HdIw(N, T ⊗R I
n/In+1)→ HdIw(N, T ⊗R Ω/I
n+1)→ HdIw(N, T ⊗R Ω/I
n)→ 0.
We consider the connecting homomorphism inH-homology:
∂(n) : H1(H,H
d
Iw(N, T )⊗R Ω/I
n)→ HdIw(N, T )H ⊗R I
n/In+1. (2.6)
We next apply Lemma A.0.1 of the appendix, which says that edge maps to total terms
in homological Grothendieck spectral sequences are compatible with connecting maps. Here,
the spectral sequence is that of Proposition 2.2.2, which is associated to the composition of
functors F = H0(H, · ) and F
′ = HdIw(N, · ), noting that F ◦F
′ ∼= Hd(G, · ) via corestriction.
The connecting homomorphisms are from degrees 1 to 0 and are associated to the short exact
sequence of (2.1).
In this setting, the lemma provides a commutative square related to the diagram
Hd−1(G, T ⊗R Ω/I
n) Hd(G, T )⊗R I
n/In+1
H1(H,H
d
Iw(N, T )⊗R Ω/I
n) HdIw(N, T )H ⊗R I
n/In+1,
Ψ(n)
≀
∂(n)
(2.7)
but withL1(F ◦F
′)(T ⊗RΩ/I
n) in place ofHd−1(G, T ⊗RΩ/I
n). By LemmaA.0.2, which is
a simple consequence of the universality of left derived functors, we have a surjection from the
latter object to the former compatible with their connecting homomorphisms toHd(G, T )⊗R
In/In+1. This allows us to make the replacement while maintaining the surjectivity of the left
vertical map, so we indeed have the commutative square (2.7).
By Lemma 2.2.3, the isomorphism in the statement of the theorem is the map on cokernels
of the horizontal maps in (2.7).
10
Although not used in this paper, for the purposes of Iwasawa-theoretic applications, it is
useful to have a slightly stronger version of Theorem 2.2.4. So, we remark that it has the
following generalization, with virtually no additional complications (given that the results of
[LiSh, FuKa] hold in this generality).
Remark 2.2.5. Let G be a profinite group, and let Γ be a quotient of G by a closed normal
subgroup G. Let H be a quotient of G by a closed normal subgroup N that is contained in
G, and let H = G/N as before. We then have Γ ∼= H/H . That is, we have a commutative
diagram of exact sequences
N N
G G Γ
H H Γ.
TakeT to be a compactRJGK-module finitely generated overR, and replace the assumptions
on G and H from the beginning of this subsection with the identical assumptions on G and
H, respectively. We have Iwasawa cohomology groups H iIw(N, T ) and H
i
Iw(G, T ), which are
now taken relative to the larger group G. These are finitely generated as modules over RJHK
and Λ = RJΓK, respectively, and we have as before a spectral sequence
E2i,j(T ) = Hi(H,H
d−j
Iw (N, T ))⇒ Ei+j(T ) = H
d−i−j
Iw (G, T ),
but now of Λ-modules. In exactly the same manner as before, this gives rise to isomorphisms
InHdIw(N, T )
In+1HdIw(N, T )
∼=
HdIw(G, T )⊗R I
n/In+1
imΨ(n)
,
again of Λ-modules.
2.3 The abelian case
We turn to the direct computation of generalized Bockstein maps on 1-cocycles for abelianH .
That is, let us now take H to be a finitely generated, abelian pro-p group, and let us take R to
be a quotient of Zp. We give an explicit formula for Ψ
(n) under a hypothesis on the size of R
that ensures our flatness hypothesis is satisfied. If H has no nonzero p-torsion, no hypothesis
is needed.
We begin with the following simple lemma.
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Lemma 2.3.1. Let s and t be positive integers with n < pt−s+1. Then (1 + x)p
t
− 1 is in the
ideal (xn+1, ps) of Z[x].
Proof. Recall that ps divides
(
pt
i
)
for 0 < i < pt−s+1. Therefore
(1 + x)p
t
=
pt∑
i=0
(
pt
i
)
xi ≡ 1 mod (xn+1, ps)
so long as n < pt−s+1.
Let h1, . . . , hr be a minimal set of generators forH , labeled such that h1, . . . , hc have finite
orders pt1 ≤ · · · ≤ ptc and hc+1, . . . , hr have infinite order, for some 0 ≤ c ≤ r. Define
xi = [hi] − 1 ∈ Ω for 1 ≤ i ≤ r, where [hi] denotes the group element of hi, so that
I = (x1, . . . , xr). We then have
Ω ∼=
RJx1, . . . , xrK
((x1 + 1)p
t1 − 1, . . . , (xc + 1)p
tc − 1)
.
We have c > 0 if and only ifH is not Zp-free, in which case we suppose that R = Z/p
s
Z with
n < pt1−s+1. By Lemma 2.3.1, we have
Ω/Ij ∼=
R[x1, . . . , xr]
(x1, . . . , xr)j
for j ≤ n+1. Moreover, In/In+1 is a freeR-module with basis the monomials in the variables
xi of degree n. In particular, the generalized Bockstein map Ψ
(n) is defined.
We may view any element of q ∈ T ⊗R Ω/I
n as having the form
q =
∑
k1+···+kr<n
αk1,...,krx
k1
1 · · ·x
kr
r ,
where the sum is taken over r-tuples (k1, . . . , kr) of nonnegative integers with sum less than
n and with αk1,...,kr ∈ T , omitting the notation for the tensor product in such an expression.
Setting ‖k‖ = k1 + · · ·+ kr for an r-tuple (k1, . . . , kr), let’s simplify this notation as
q =
∑
‖k‖<n
αkx
k, (2.8)
where xk = xk11 · · ·x
kr
r .
Let π : G→ H denote the quotient map. For each i, let
Ai =

Z/p
tiZ if 1 ≤ i ≤ c,
Zp if c < i ≤ r.
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For 1 ≤ i ≤ r, let χi : G→ Ai be the homomorphisms determined by
π(g) =
r∏
i=1
h
χi(g)
i
for g ∈ G. The action of g ∈ G on q as in (2.8) is given by multiplication by
∏r
i=1(1+xi)
χi(g).
That is, we have the formula
g · q =
∑
‖k‖<n
( ∑
0≤k′≤k
(
χ(g)
k′
)
gαk−k′
)
xk, (2.9)
where the second sum is over r-tuples k′ of nonnegative integers with k′i ≤ ki for each i, and
where we have set
(
χ(g)
k′
)
=
(
χ1(g)
k′1
)
· · ·
(
χr(g)
k′r
)
.
Note that our assumption on the cardinality of R can be rephrased as saying that either
c = 0 or R is a quotient of A1 such that |R| <
p
n
|A1|. With our notation and this assumption
established, we can give an explicit formula for Ψ(n).
Proposition 2.3.2. Let f : G→ T ⊗R Ω/I
n be a 1-cocycle, and write
f =
∑
‖k‖<n
λkx
k
with λk : G→ T . Then Ψ
(n) takes the class of f to the class of the 2-cocycle
(g, h) 7→
∑
‖k‖=n
( ∑
0<k′≤k
(
χ(g)
k′
)
gλk−k′(h)
)
xk,
where the first sum is taken over r-tuples k = (k1, . . . , kr) of nonegative integers summing to
n, and the second sum is taken over nonzero r-tuples k′ of nonnegative integers with k′i ≤ ki
for all i.
Proof. Consider the set-theoretic section
sn : T ⊗R Ω/I
n → T ⊗R Ω/I
n+1 (2.10)
that takes a sum as in (2.8) to the same expression in the larger module. Let f˜ = sn ◦ f . By
definition Ψ(n)(f) is the class of df˜ , where
df˜(g, h) = f˜(g) + gf˜(h)− f˜(gh)
for g, h ∈ G. Since f is a cocycle, the right-hand side of this expression is equal to the degree
n part of gf˜(h), which by (2.9) is exactly as in the statement of the proposition.
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For general H , pro-p but not necessarily abelian, we can use this computation to see that
Ψ(1) is given by cup products. We consider the case that H is a quotient of G such that the
abelianization Hab of H is finitely generated and pro-p. As before, but now for Hab in place
of H , there are nonnegative integers r ≥ c and positive integers t1 ≤ · · · ≤ tc such that
Hab ∼=
r⊕
i=1
Ai, (2.11)
where Ai = Z/p
tiZ for i = 1, . . . , c and Ai = Zp for i = c + 1, . . . , r. For i = 1, . . . , r, we
let χi : G → Ai denote the quotient map G → Ai. We take n = 1, and our condition on the
cardinality of R becomes s ≤ t1 when c ≥ 1.
Fix generators h1, . . . , hr ofH such that each hi maps to 1 ∈ Ai under the composition of
the quotient map and the isomorphism in (2.11). There is an isomorphism I/I2 ∼= Hab⊗Zp R
taking the image of xi = [hi]− 1 to hi ⊗ 1.
Proposition 2.3.3. Let H be a finitely generated pro-p group with Hab as in (2.11), let I be
the augmentation ideal in Ω = RJHK, and let χi and xi for 1 ≤ i ≤ r be as in the previous
paragraph. For any 1-cocycle f : G→ T , we have
Ψ(1)(f) =
r∑
i=1
(χi ∪ f)xi ∈ H
2(G, T )⊗R I/I
2.
Proof. Let Ω′ = RJHabK with augmentation ideal I ′ ⊂ Ω′. Both Ω/I and Ω′/I ′ are identified
with R via the augmentation maps, and there are also compatible isomorphisms between the
graded quotients I/I2 and I ′/(I ′)2 and theR-moduleHab⊗Zp R. It follows that the canonical
map Ω→ Ω′ induces an isomorphismΩ/I2 ∼= Ω′/(I ′)2. ThusΨ(1) equals the first generalized
Bockstein map for Hab, and the proposition follows from the case n = 1 of Proposition
2.3.2.
This result was previously studied by the third author in the context of Iwasawa theory,
where these maps are referred to as reciprocity maps with restricted ramification: see for
instance [Sh2, Lemma 4.1] for its introduction. In the following section, we study analogous
results for Ψ(n) with n > 1 in terms of higher Massey products.
3 Massey products
The notion of Massey products that we will use is conveniently stated using the theory of
generalized matrix algebras, as found in [BeCh]. We require only a simple upper-triangular
version of these algebras.
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3.1 Upper-triangular generalized matrix algebras
Let n be a positive integer, and let R be a commutative ring.
Definition 3.1.1. An n-dimensional upper-triangular generalized matrix algebra A over R
(or, R-UGMA) is an R-algebra formed out of the data of
• finitely generated R-modules Ai,j for 1 ≤ i ≤ j ≤ n with Ai,j = R if i = j, and
• R-module homomorphisms ϕi,j,k : Ai,j ⊗R Aj,k → Ai,k for all 1 ≤ i ≤ j ≤ k ≤ n
which are induced by the given R-actions if i = j or j = k
such that the two resulting maps
Ai,j ⊗R Aj,k ⊗R Ak,l → Ai,l
coincide for all 1 ≤ i < j < k < l ≤ n. The tuple (Ai,j, ϕi,j,k) defines an R-algebra A with
underlying R-module
A =
⊕
1≤i≤j≤n
Ai,j,
and multiplication given by matrix multiplication: that is, for a = (ai,j) and b = (bi,j) in A,
the (i, j)-entry (ab)i,j of ab is
(ab)i,j =
j∑
k=i
ϕi,k,j(ai,k ⊗ bk,j).
Our interest is in the multiplicative group U = U(A) of unipotentmatrices in a UGMAA,
i.e., those a = (ai,j) with ai,i = 1 for all i. We shall often take the quotient U
′ = U ′(A) of
this U by its central subgroup Z = Z(A) of unipotent central elements, i.e., those a ∈ U with
ai,j = 0 for all (i, j) 6= (1, n).
The following is the key example for our purposes.
Example 3.1.2. Let M be a finitely generated R-module, and let m be a positive integer less
than n. We define an n-dimensional R-UGMA An(M,m) as follows. Set
Ai,j =

M if i ≤ m < j,R otherwise
and take the maps ϕi,j,k to be the R-module structure maps. This makes sense since, given
i ≤ j ≤ k, at least one ofAi,j and Aj,k must beR, asm cannot satisfy bothm < j and j ≤ m.
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Let us write Un(M,m) for U(An(M,m)) and U
′
n(M,m) for U
′(An(M,m)). To make this
easier to visualize, note that we can write Un(M,m) in “block matrix” form as
Un(M,m) =
(
Um(R) Mm,n−m(M)
0 Un−m(R)
)
,
where Uk(R) 6 GLk(R) denotes the group of upper-triangular unipotent matrices and
Mk,l(M) denotes the additive group of k-by-l matrices with entries in M for positive in-
tegers k and l. The latter group is endowed with a left Uk(R)-action and a commuting right
Ul(R)-action. Put differently, An(M,m) itself is a sort of 2-by-2 generalized matrix algebra,
allowing noncommutative rings on the diagonal and bimodules in the non-diagonal entries.
We actually need to use profinite UGMAs defined just as in Definition 3.1.1 using profinite
rings R and compact R-modules Ai,j , but now assuming that the induced multiplication maps
Ai,j × Aj,k → Ai,k are continuous. Alternatively, the maps ϕi,j,k can be replaced by maps of
completed tensor products over R in the definition.
Though unnecessary, to keep things simple, let us suppose that the compactR-modulesAi,j
in a profinite R-UGMA are R-finitely generated. This forces them to have the adic topology
for any directed system of ideals that are open neighborhoods of zero. Moreover, their tensor
products and completed tensor products are then abstractly isomorphic, and so we may in
particular view the tensor products Ai,j ⊗R Aj,k themselves as compact R-modules. (For a
slightly longer discussion of this, see [LiSh, Section 2.3].)
Note that any profiniteR-UGMAA has a topology as a finite direct product of the compact
R-modules Ai,j , and U inherits the subspace topology.
We also want to make a second modification, allowing a continuous action of G.
Definition 3.1.3. For a profinite ring R and a profinite group G, a profinite (R,G)-UGMA is
the data of a profinite R-UGMAA together with a continuousG-action on each Ai,j such that
• the action on Ai,i = R is trivial for all i, and
• the maps ϕi,j,k are maps of RJGK-modules, where Ai,j ⊗R Aj,k is given the diagonal
action of G.
We remark that, aside from issues of finite generation, the difference between a profinite
RJGK-UGMA and a profinite (R,G)-UGMA is that in the former, each Ai,i = RJGK, whereas
in the latter, each Ai,i is R with the trivial G-action. We are interested in the latter structure.
Example 3.1.4. If R is a profinite ring and T is a compact RJGK-module (that is R-finitely
generated), then theR-UGMAAn(T,m) of Example 3.1.2 has a natural structure of a profinite
(R,G)-UGMA by lettingG act onAi,j via its action on T if i ≤ m < j and trivially otherwise.
3.2 Defining systems and Massey products
Let R be a profinite ring, let G be a profinite group, and let n ≥ 2. Let T1, . . . , Tn be compact
RJGK-modules that are R-finitely generated for simplicity, and let χi : G→ Ti be continuous
1-cocycles for 1 ≤ i ≤ n. In this section, we defineMassey products of these cocycles, which
will be 2-cocycles that depend on a number of choices constituting a defining system.
Definition 3.2.1. A defining system for the Massey product of χ1, . . . , χn is the data of
• an (n+ 1)-dimensional profinite (R,G)-UGMA A and
• a (nonabelian) continuous 1-cocycle ρ : G→ U ′
such that Ai,i+1 = Ti for 1 ≤ i ≤ n, and the composition of ρ with projection to Ai,i+1 is χi.
Given a defining system ρ : G → U ′, there is a unique function ρ˜ : G → U lifting ρ and
having zero as the (1, n + 1)-entry of ρ˜(g) for all g ∈ G. We let ρi,j : G → Ai,j be the map
given by taking the (i, j)-entry of ρ˜.
Definition 3.2.2. Given a defining system ρ, the n-fold Massey product (χ1, . . . , χn)ρ ∈
H2(G,A1,n+1) is the class of the 2-cocycle
(g, h) 7→
n∑
i=2
ϕ1,i,n+1(ρ1,i(g)⊗ gρi,n+1(h))
that sends (g, h) to the (1, n+ 1)-entry of ρ˜(g) · gρ˜(h).
In the remainder of the paper, we will restrict our attention to the setting of the (n + 1)-
dimensional profinite (R,G)-UGMAs of the formAn+1(T,m) defined in Examples 3.1.2 and
3.1.4. This means in particular that we only consider n-fold Massey products for which there
is an m with 1 ≤ m ≤ n such that Tm = T and Ti = R for i 6= m. In particular, we will
always have (χ1, . . . , χn)ρ ∈ H
2(G, T ).
In [Sh1], the third author considered the case in which m = n and χ1 = · · · = χn−1 in a
Galois-cohomological setting. In that case, the key idea for relatingMassey products to graded
pieces of Iwasawa cohomology groups was to consider only a restricted set of defining systems
referred to as proper defining systems. We will consider a more general notion of proper
defining system that depends on extra data we call a partial defining system. In [Sh1], the
partial defining system comes from unipotent binomial matrices, which we review in Section
4.2 below.
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3.3 Massey products relative to proper defining systems
Fix an integer n ≥ 2 and two integers a, b ≥ 0 with a + b = n. Let Z i(G,M) for a profinite
RJGK-moduleM denote the group of continuous i-cocycles onG valued inM . Choose tuples
α = (α1, . . . , αa) ∈ Z
1(G,R)a and β = (β1, . . . , βb) ∈ Z
1(G,R)b
and a compact RJGK-module T that is finitely generated as an R-module.
We next consider a pair of homomorphisms that constitute a part of the defining systems
for (n + 1)-fold Massey products (α1, . . . , αa, λ, β1, . . . , βb), where λ ∈ Z
1(G, T ) is allowed
to vary. We write the collection of such Massey products as (α, · , β) for short.
Definition 3.3.1. A partial defining system for (n+1)-fold Massey products (α, · , β) is a pair
of homomorphisms
φ : G→ Ua+1(R) and θ : G→ Ub+1(R)
such that α is the off-diagonal of φ and β is the off-diagonal of θ, i.e., φi,i+1 = αi for 1 ≤ i ≤ a
and θi,i+1 = βi for 1 ≤ i ≤ b.
More specifically, an (a, b)-partial defining system is a partial defining system restricting
to some pair (α, β) ∈ Z1(G,R)a × Z1(G,R)b.
Recall that
Un+2(T, a+ 1) =
(
Ua+1(R) Ma+1,b+1(T )
Ub+1(R)
)
.
We may then write the quotient by the unipotent central matrices as
U ′n+2(T, a+ 1) =
(
Ua+1(R) M
′
a+1,b+1(T )
Ub+1(R)
)
for M ′a+1,b+1(T ) = Ma+1,b+1(T )/T , where T is identified with the matrices that are zero
outside the (1, b+ 1)-entry.
Definition 3.3.2. Given a 1-cocycle λ : G → T , a proper defining system for an (n + 1)-fold
Massey product (α, λ, β) relative to a partial defining system (φ, θ) is a continuous 1-cocycle
ρ : G→ U ′n+2(T, a+ 1)
of the form
ρ =
(
φ κ
0 θ
)
for some κ : G→ M ′a+1,b+1(T ) with κa+1,1 = λ.
18
The advantage of proper defining systems is that they are parameterized by abelian, rather
than nonabelian, cocycles. To show this, we introduce a compact RJGK-module Uφ,θ(T ) such
that proper defining systems in T relative to (φ, θ) correspond to 1-cocycles with values in
Uφ,θ(T ).
Consider the compact R-module Un+2(R) that is theR-module of strictly upper-triangular
(n + 2)-dimensional square matrices. The group Un+2(R) acts continuously on Un+2(R) by
conjugation. We consider a RJUn+2(R)K-submodule Ua,b(R) of Un+2(R) given by
{x = (xij) ∈Mn+2(R) | xij = 0 if j ≤ a + 1 or i ≥ a + 2}.
In other words, breaking Mn+2(R) into blocks using the partition n + 2 = (a + 1) + (b + 1)
and using block-matrix notation, we have
Ua,b(R) =
(
0 Ma+1,b+1(R)
0 0
)
.
Given a partial defining system (φ, θ), we consider Ua,b(R) as a G-module via the contin-
uous homomorphism
G→ Un+2(R), g 7→
(
φ(g) 0
0 θ(g)
)
.
We define an RJGK-module Uφ,θ(T ) as Ua,b(R) ⊗R T with the diagonal G-action. We also
have the following equivalent definition, which has the benefit of being more explicit:
• Uφ,θ(T ) =Ma+1,b+1(T ) as an R-module,
• the action map G→ End(Ma+1,b+1(T )) is given, for g ∈ G and x ∈Ma+1,b+1(T ), by
g ⋆ x = φ(g) · gx · θ(g)−1.
where gx means apply the g action on T to each matrix entry, and the multiplication
denoted by “·” is of matrices.
Going forward, we use the latter description of Uφ,θ(T ), so consider it as consisting of
(a+1)-by-(b+1)matrices, rather than as a subgroup ofMn+2(R). Note that Uφ,θ(T ) contains
a copy of T as an RJGK-submodule by inclusion in the (1, b+ 1)-entry. Let
U
′
φ,θ(T ) = Uφ,θ(T )/T.
Let x 7→ x˜ denote the R-module section U′φ,θ(T )→ Uφ,θ(T ) given by filling in the (1, b+ 1)-
entry as 0.
19
Lemma 3.3.3. Let (φ, θ) be a partial defining system for Massey products (α, · , β). Then the
map that takes a continuous 1-cocycle κ′ : G → U′φ,θ(T ) to a map ρ : G → U
′
n+2(T, a) given
by
ρ =
(
φ κ′θ
0 θ
)
.
is a bijection between Z1(G,U′φ,θ(T )) and the set of proper defining systems in T relative to
(φ, θ).
Proof. Given a cochain κ′ : G→ U′φ,θ(T ), set κ = κ
′θ : G→ U′φ,θ(T ). We have to check that
ρ =
(
φ κ
0 θ
)
is a cocycle if and only if κ′ is a cocycle. Matrix multiplication tells us that ρ is a cocycle if
and only if
κ(gh) = φ(g)gκ(h) + κ(g)θ(h). (3.1)
The cochain κ′ is a cocycle if and only if the second equality holds in the following string of
equalities
κ(gh) = κ′(gh)θ(gh)
= (g ⋆ κ′(h) + κ′(g))θ(gh)
= (φ(g)gκ′(h)θ(g)−1 + κ′(g))θ(g)θ(h)
= φ(g)gκ′(h)θ(h) + κ′(g)θ(g)θ(h)
= φ(g)gκ(h) + κ(g)θ(h),
hence the result.
The value of the Massey product associated to a proper defining system is also a value of
a connecting homomorphism for an exact sequence attached to the underlying partial defining
system.
Theorem 3.3.4. Let (φ, θ) be a partial defining system for (α, · , β). Let κ′ ∈ Z1(G,U′φ,θ(T )),
and let ρ =
(
φ κ′θ
θ
)
be the associated proper defining system as in Lemma 3.3.3. Consider the
short exact sequence
0→ T → Uφ,θ(T )→ U
′
φ,θ(T )→ 0.
Then the image of the class of κ′ under the connecting map
∂ : H1(G,U′φ,θ(T ))→ H
2(G, T )
is the (n+ 1)-fold Massey product (α1, . . . , αa, κ
′
a+1,1, β1, . . . , βb)ρ.
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Proof. Let κ = κ′θ : G → U′φ,θ(T ), and let κ˜ be its unique lift to Uφ,θ(T ) with κ˜(g) having
zero (1, b + 1)-entry for all g ∈ G. The map κ˜′ = κ˜θ−1 : G → Uφ,θ(T ) is then a lift of
κ′. By definition, the image of κ is represented by the 2-cocycle that is given by taking the
(1, b+ 1)-entry of dκ˜′. We have
dκ˜′(g, h) = κ˜′(g) + g ⋆ κ˜′(h)− κ˜′(gh)
= κ˜(g)θ(g)−1 + φ(g)gκ˜(h)θ(h)−1θ(g)−1 − κ˜(gh)θ(gh)−1
= (κ˜(g)θ(h) + φ(g)gκ˜(h)− κ˜(gh))θ(gh)−1.
Since κ satisfies (3.1), we have κ˜(g)θ(h) + φ(g)gκ˜(h)− κ˜(gh) ∈ T , and T is fixed under the
action of right multiplication by an element ofUb+1(R). Since κ˜(gh) has zero (1, b+1)-entry,
the (1, b+ 1)-entries of dκ˜′(g, h) and κ˜(g)θ(h) + φ(g)gκ˜(h) are equal.
The Massey product (α1, . . . , αa, κa+1,1, β1, . . . , βb)ρ (and note that κa+1,1 = κ
′
a+1,1) is the
(1, n+ 2)-entry of ρ˜(g) · gρ˜(h), where
ρ˜ =
(
φ κ˜
0 θ
)
.
The result then follows from the fact that
ρ˜(g) · gρ˜(h) =
(
φ(g) κ˜(g)
0 θ(g)
)(
φ(h) gκ˜(h)
0 θ(h)
)
=
(
φ(gh) φ(g)gκ˜(h) + κ˜(g)θ(h)
0 θ(gh)
)
.
In fact, the proof of Theorem 3.3.4 gives an explicit map Z1(G,U′φ,θ(T )) → Z
2(G, T ),
taking a 1-cocycle κ′ to the (1, b+ 1)-entry of dκ˜′, for the specific lift κ˜′ of κ′ defined therein.
4 Massey products as values of Bockstein maps
We return to the setting and notation of Section 2. We first discuss a general result that gives
partial information about the generalized Bockstein map Ψ(n) in terms of Massey products.
Then we discuss specific examples where this information completely determines Ψ(n).
4.1 Partial defining systems and Bockstein maps
Fix integers a, b ≥ 0 such that a + b = n and group homomorphisms
φ : H → Ua+1(R) and θ : H → Ub+1(R),
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so viewing φ and θ as maps fromG via precomposition with the quotient map, the pair (φ, θ) is
an (a, b)-partial defining system. We let α = (φi,i+1)i and β = (θi,i+1)i, so this partial defining
system is of Massey products (α, · , β). If b = 0, we often refer to the pair (φ, θ) simply as φ.
Lemma 4.1.1. Let e ∈ Ua,b(R) be the matrix with (a + 1, 1)-entry equal to 1 and all other
entries 0. There is a continuousRJGK-module homomorphism pφ,θ : Ω/I
n+1 → Ua,b(R) given
on the images of group elements by
pφ,θ([h]) = φ(h) · e · θ(h)
−1.
The image of In is contained in the submodule of matrices that are zero outside of their
(1, b+ 1)-entries.
Proof. The map p˜φ,θ : Ω → Ua,b(R) inducing pφ,θ is given by the action of H on e ∈ Ua,b(R)
via the composite homomorphism
H
ρφ,θ
−−→ Un+2(R)
ad
−→ Aut(Ua,b(R)),
where ρφ,θ : H → Un+2(R) is given by
ρφ,θ(h) =
(
φ(h) 0
0 θ(h)
)
and ad denotes the conjugation action. The action of G on Ω is given by the homomorphism
G → H , and the action of G on Ua,b(R) is given by the composite of this map with H →
Aut(Ua,b(R)), so p˜φ,θ is G-equivariant. We must show it factors through Ω/I
n+1.
Let J ⊂ RJUn+2(R)K be the augmentation ideal. Since the H-action factors through
Un+2(R), we have I
k
Ua,b(R) ⊆ J
k
Ua,b(R) for all k. It is easy to see inductively that
JkUn+2(R) = {(aij) ∈Mn+2(R) | aij = 0 if j − i ≤ k}.
In particular, Jn+1Un+2(R) = 0 and
JnUn+2(R) = {(aij) ∈Mn+2(R) | aij = 0 if (i, j) 6= (1, n+ 2)}.
Still viewing Ua,b(R) as a subgroup of Un+2(R), the containments
IkUa,b(R) ⊆ J
k
Ua,b(R) ⊆ J
k
Un+2(R)
imply the result.
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Lemma 4.1.1 implies that there is a map of short exact sequences of RJGK-modules
0 T ⊗R I
n/In+1 T ⊗R Ω/I
n+1 T ⊗R Ω/I
n 0
0 T Uφ,θ(T ) U
′
φ,θ(T ) 0,
pφ,θ pφ,θ pφ,θ (4.1)
where pφ,θ is the tensor product with T of the map in Lemma 4.1.1 coming from ρφ,θ. As a
direct consequence of this commutativity and Theorem 3.3.4, we have the following.
Theorem 4.1.2. Let φ : G → Ua+1(R) and θ : G → Ub+1(R) restrict to α ∈ Z
1(G,R)a and
β ∈ Z1(G,R)b as above. Let f ∈ Z1(G, T ⊗R Ω/I
n), and let ρ denote the proper defining
system relative to (φ, θ) associated to pφ,θ ◦ f by Lemma 3.3.3. Then we have
pφ,θ(Ψ
(n)([f ])) = (α, (pφ,θ ◦ f)a+1,1, β)ρ
in H2(G, T ). Here, the maps pφ,θ on the left and right are those induced on cohomology by
the the left and right vertical maps in (4.1).
We will give examples of groups H and integers n such that there is a set X of choices of
(φ, θ) for which the map
H2(G, T )⊗R I
n/In+1
∏
(φ,θ)∈X pφ,θ
−−−−−−−−→
∏
(φ,θ)∈X
H2(G, T )
is injective. In such cases, Theorem 4.1.2 shows that the generalized Bockstein map Ψ(n) is
determined byMassey products. In the rest of this section, we consider some specific examples
in detail.
4.2 Unipotent binomial matrices
We introduce the unipotent binomial matrices, which are a source of many partial defining
systems. Let n denote a positive integer, and let p be a prime number.
Let un denote the (n + 1)-dimensional nilpotent upper triangular matrix
un =


0 1 0 · · · 0
0 1
. . .
...
0
. . . 0
. . . 1
0


.
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For any k ≥ 1, the matrix ukn has (i, j)-entry 1 if j − i = k and 0 otherwise. In particular, we
have un+1n = 0.
Let
[
·
n
]
: Zp → Un+1(Zp) denote the unique continuous homomorphism to (n + 1)-
dimensional unipotent matrices with Zp-entries such that
[
1
n
]
= 1 + un. By the binomial
theorem, for a ∈ Z we have
[
a
n
]
= (1 + un)
a =
n∑
k=0
(
a
k
)
ukn =


1 a
(
a
2
)
· · ·
(
a
n
)
1 a
. . .
...
1
. . .
(
a
2
)
. . . a
1


.
If t ≥ s and n < pt−s+1, then the composite map
Z
[ ·n]
−→ Un+1(Zp)→ Un+1(Z/p
s
Z)
that sends a to (1 + un)
a modulo ps factors through Z/ptZ by Lemma 2.3.1 applied with
x = un. By abuse of notation, we again denote the resulting map Z/p
t
Z → Un+1(Z/p
s
Z)
by
[
·
n
]
. In particular, the map
(
·
n
)
: Z → Z/psZ given by a 7→
(
a
n
)
(mod ps) factors through
Z/ptZ, and we abuse notation to also denote the resulting map Z/ptZ→ Z/psZ by
(
·
n
)
.
The following lemma, phrased conveniently for our purposes, summarizes the above dis-
cussion.
Lemma 4.2.1. Let A be a quotient of the ring Zp and R be a quotient of A. Let H be a
profinite group and χ : H → A be a continuous homomorphism. Suppose that either A = Zp
or |R| < p
n
|A|. Then there is a homomorphism[
χ
n
]
: H → Un+1(R),
defined by
[
χ
n
]
(h) =
[
χ(h)
n
]
for all h ∈ H .
Proof. If |R| = ps and |A| = pt, then |R| < p
n
|A| if and only if n < pt−s+1.
4.3 Procyclic case
In this subsection, we fix a surjective homomorphism χ : G → A, where A is a nonzero
quotient of Zp. We suppose that our ring R is a nonzero quotient of A with A = Zp or
n|R| < p|A|. We define H to be the coimage of χ, so H ∼= A. We fix h ∈ H to be the
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preimage of 1 ∈ A and let x = [h] − 1 ∈ Ω, which is a generator of the augmentation ideal
I . Our assumption on the size of R implies that Ω/Ij ∼= R[x]/(xj) for all j ≤ n + 1 by the
discussion of Section 2.3. In particular, we have In/In+1 = Rxn.
The (n, 0)-proper defining systems relative toφ =
[
χ
n
]
and the trivial map θ toU1(R) = {1}
agree with the proper defining systems considered in [Sh1] for Galois groups. We give an
interpretation of the resulting Massey products in terms of generalized Bockstein maps. That
is, let us apply the discussion of Section 4.1 to this situation. We have α = (χ, . . . , χ) ∈
Z1(G,R)n, which we denote by χ(n). We denote Uφ,θ(T ) by U[χn]
(T ).
Set pn = p[χn],0
for brevity. Then the diagram (4.1) becomes
0 T · xn T ⊗R Ω/I
n+1 T ⊗R Ω/I
n 0
0 T U[χn]
(T ) U′
[χn]
(T ) 0,
pn pn
where pn is the map attached to (
[
χ
n
]
, 0) by Lemma 4.1.1. Explicitly, the vector pn(
∑n
k=0 akx
k)
inMn+1,1(T ) has ith entry an+1−i. (See the more general case proven in Lemma 4.4.1 of the
next subsection.)
By Lemma 3.3.3, it follows that the proper defining system ρxn relative to
[
χ
n
]
that is
attached to pn ◦ f , where
f =
n−1∑
k=0
λkx
k ∈ Z1(G, T ⊗R Ω/I
n),
satisfies (ρxn)n+1−k,n+2 = λk for 0 ≤ k ≤ n − 1. In particular, the element λ = λ0 =
(ρxn)n+1,n+2 is the image of f under the map
Z1(G, T ⊗R Ω/I
n)→ Z1(G, T )
induced by the augmentation Ω/In 7→ Ω/I = R.
Theorem 4.1.2 then gives us an explicit description of the values of the generalized Bock-
stein homomorphism on classes in H1(G, T ⊗R Ω/I
n) as Massey products (χ(n), · ) relative
to
[
χ
n
]
, as follows.
Theorem 4.3.1. For f ∈ Z1(G, T ⊗R Ω/I
n), we have
Ψ(n)([f ]) = (χ(n), λ)ρxn · x
n,
where ρxn is the proper defining system relative to
[
χ
n
]
attached to f , and λ is the image of f
in Z1(G, T ).
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In particular, we have the following description of the image of Ψ(n).
Corollary 4.3.2. The image of the generalized Bockstein mapΨ(n) is the set of all (χ(n), λ)ρ ·x
n
for Massey products of n copies of χwith 1-cocycles λ ∈ Z1(G, T ) for proper defining systems
ρ relative to
[
χ
n
]
with ρn+1,n+2 = λ.
Theorem 2.2.4 provides the following application to the graded quotients of Iwasawa
cohomology groups of N = ker(χ : G→ H).
Corollary 4.3.3. Suppose thatG is p-cohomologically finite of p-cohomological dimension 2.
Let Pn(H) denote the subgroup of H
2(G, T )⊗R I
n/In+1 generated by all (χ(n), λ)ρ · x
n for
proper defining systems ρ relative to
[
χ
n
]
and λ = ρn+1,n+2. We have a canonical isomorphism
of R-modules
InH2Iw(N, T )
In+1H2Iw(N, T )
∼=
H2(G, T )⊗R I
n/In+1
Pn(H)
.
4.4 Pro-bicyclic case
In this subsection, we
• fix a surjective homomorphism (χ, ψ) : G ։ A × B, where A and B are nonzero
quotients of Zp,
• let a, b ≥ 0 denote integers such that a+ b = n, and
• suppose thatR is a nonzero quotient of both A andB with a|R| < p|A| ifA is finite and
b|R| < p|B| if B is finite.
Let H be the coimage of (χ, ψ) so that H ∼= A × B. Let hA, hB ∈ H be the preimages of
(1, 0), (0, 1) ∈ A × B, respectively, and let x = [hA] − 1 and y = [hB] − 1 so that (x, y) is
the augmentation ideal I of Ω = RJHK. We have Ω/Ij = R[x, y]/(x, y)j for all j ≤ n. In
particular, we have
In/In+1 =
⊕
i+j=n
Rxiyj.
We apply the discussion of Section 4.1 to this situation. We take φ =
[
χ
a
]
: H → Ua(R)
and θ =
[
ψ
b
]
: H → Ub(R). We have α = χ
(a) ∈ Z1(G,R)a and β = ψ(b) ∈ Z1(G,R)b.
Set pa,b = p[χa],[
ψ
b]
for brevity. In this setting, the diagram (4.1) becomes
0
⊕
i+j=n T · x
iyj T ⊗R Ω/I
n+1 T ⊗R Ω/I
n 0
0 T U[χa],[
ψ
b]
(T ) U′
[χa],[
ψ
b]
(T ) 0.
pa,b pa,b (4.2)
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Lemma 4.4.1. The RJGK-module map pa,b : T ⊗R Ω/I
n+1 → U[χa],[
ψ
b]
(T ) is an isomorphism
satisfying
pa,b
( ∑
k1+k2≤n
ck1,k2x
k1yk2
)
= (ca+1−i,j−1)i,j,
In particular, the lefthand vertical map in (4.2) is given by projection onto the factor T ·xayb ∼=
T .
Proof. This reduces immediately to the case that T = R, since we can obtain the case of
arbitrary T byR-tensor product with the identity of T . Let e be as in Lemma 4.1.1, the matrix
with a single nonzero entry of 1 in the (a + 1, 1)-coordinate ofMa+1,b+1(R). The (i, j)-entry
of g ⋆ e =
[
χ(g)
a
]
e
[
ψ(g)
b
]
is (
χ(g)
a+ 1− i
)(
ψ(g)
j − 1
)
.
which agrees with the coefficient of xa+1−iyj−1 in g · 1 by (2.9).
Corollary 4.4.2. For
f =
∑
k1+k2<n
λk1,k2x
k1yk2 ∈ Z1(G,Ω/In ⊗R T )
and ρxayb the proper defining system relative to (
[
χ
a
]
,
[
ψ
b
]
) attached to pa,b ◦ f by Lemma 3.3.3,
we have
(ρxayb)a+1−k1,a+2+k2 = λk1,k2
for all 0 ≤ (k1, k2) < (a, b). In particular, we have (ρxayb)a+1,a+2 = λ0,0, which is the image
of f in Z1(G, T ) under the map induced by the quotient Ω/In → Ω/I = R.
The following is then a direct consequence of Theorem 4.1.2.
Theorem 4.4.3. For f ∈ Z1(G,Ω/In ⊗R T ), the image of Ψ
(n)([f ]) in
H2(G, T )⊗R I
n/In+1 ∼=
⊕
a+b=n
H2(G, T ) · xayb
is ∑
a+b=n
(χ(a), λ, ψ(b))ρ
xayb
· xayb,
where ρxayb is the proper defining system relative to (
[
χ
a
]
,
[
ψ
b
]
) attached to pa,b ◦ f , and λ is the
image of f in Z1(G, T ).
Applying Theorem 2.2.4, we obtain the following description of graded quotients of Iwa-
sawa cohomology.
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Corollary 4.4.4. Suppose that G is p-cohomologically finite of p-cohomological dimen-
sion 2. Let Pn(H) denote the subgroup of H
2(G, T ) ⊗R I
n/In+1 consisting of all sums∑
a+b=n(χ
(a), λ, ψ(b))ρ
xayb
· xayb, where the ρxayb and λ are associated to a cocycle in
Z1(G,Ω/In ⊗R T ) as in Proposition 4.4.3. We then have a canonical isomorphism of R-
modules
InH2Iw(N, T )
In+1H2Iw(N, T )
∼=
H2(G, T )⊗R I
n/In+1
Pn(H)
.
4.5 Elementary abelian p-groups
The pattern seen in the cyclic and bicyclic cases does not continue for all finitely generated
abelian pro-p groups. To see why, consider the case that H ∼= F3p with basis (γ1, γ2, γ3) and
dual basis (χ1, χ2, χ3). For xi = [γi]− 1, we have a basis of I
n/In+1 consisting of monomials
xi11 x
i2
2 x
i3
3 with i1 + i2 + i3 = n. Following the pattern of the cyclic and bicyclic cases, one
might guess that the coefficient of xi11 x
i2
2 x
i3
3 in Ψ
(n)(f) is an (n + 1)-fold Massey product
involving ij copies of each χj and another cocycle λ determined by f . However, this pattern
fails already for n = 3 and the coefficient of x1x2x3: any 4-fold Massey product involving the
χi must have two of these characters beside each other, and thus, to be defined, the cup product
of those two characters must vanish. Since these cup products will not vanish in general, we
cannot hope for such a general statement to hold.
Nevertheless, at least in some cases, one can still describe the generalized Bockstein maps
Ψ(n) in terms of Massey products, at the expense of taking a non-standard basis for In/In+1.
In this subsection, we assume that H ∼= Frp for some r ≥ 1. Correspondingly, we take n < p
and R = Fp.
We let V ∨ = Hom(V,Fp) for an abelian group V . For any element χ ∈ H
∨, we have a
homomorphism [
χ
n
]
: H → Un+1(Fp).
Precomposing with G → H , we may view χ as a character of G. This gives an (n, 0)-partial
defining system, and we set pχ,n = p[χn],0
for brevity. By (4.1), the map pχ,n induces a map
pχ,n : I
n/In+1 → Fp, so pχ,n ∈ (I
n/In+1)∨. This defines a function p−,n : H
∨ → (In/In+1)∨.
Let us fix an isomorphism H
∼
−→ Frp, which in turn fixes an ordered dual basis (γi)
r
i=1 of
H . Setting xi = [γi]− 1 ∈ Ω, this provides an identification
Ω/In+1 = Fp[x1, . . . , xn]/(x1, . . . , xr)
n+1. (4.3)
Then In/In+1 has a basis given by xd11 · · ·x
dr
r with (d1, . . . , dr) ranging over r-tuples of
nonnegative integers with d1 + · · ·+ dr = n. We compute pχ,n on this basis.
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Lemma 4.5.1. Let χ ∈ H∨. For any nonnegative integers d1, . . . , dr with sum n, we have
pχ,n(x
d1
1 · · ·x
dr
r ) =
r∏
i=1
χ(γi)
di .
Proof. We have
pχ,n(xi) =
([
χ(γi)
n
]
− 1
)
e = ((1 + un)
χ(γi) − 1)e ∈ U[χn]
,
where un is as in Section 4.2 and e is as in Lemma 4.1.1. Note that u
n
n has a 1 in its (1, n+ 1)
entry and all other entries 0, and un+1n = 0. For d1 + · · ·+ dr = n, the value pχ,n(x
d1
1 · · ·x
dr
r )
is the (1, n+ 1)-entry of the matrix
r∏
i=1
((1 + un)
χ(γi) − 1)di =
r∏
i=1
(χ(γi)un)
di =
(
r∏
i=1
χ(γi)
di
)
unn,
proving the lemma.
The key lemma is then the following.
Lemma 4.5.2. The image of p−,n : H
∨ → (In/In+1)∨ generates (In/In+1)∨.
Proof. Using our identification (4.3), any non-zero F ∈ In/In+1 has a unique representative
also denoted F in Fp[x1, . . . , xr] that is homogeneous of degree n and Lemma 4.5.1 implies
that
pχ,n(F ) = F (χ(γ1), . . . , χ(γr)).
Writing Γ: H∨ → Frp for the isomorphism given by Γ(χ) = (χ(γ1), . . . , χ(γr)), this can be
succinctly written as pχ,n(F ) = F (Γ(χ)).
For a finite set S and an s ∈ S, we denote by FSp the vector space of functions S → Fp and
by 1s ∈ F
S
p the indicator function of s. The lemma may then be rephrased as the statement
that the linearization p˜−,n of p−,n, given by
p˜−,n : F
H∨
p → (I
n/In+1)∨, 1χ 7→ pχ,n
is surjective, or equivalently that the dual map
p˜∨−,n : I
n/In+1 → (FH
∨
p )
∨
is injective. For any non-zero F ∈ In/In+1, since n < p, the finite field Nullstellensatz
provides the existence of v ∈ Frp for which F (v) 6= 0. Then
p˜∨−,n(F )(1Γ−1(v)) = pΓ−1(v),n(F ) = F (v) 6= 0,
so p˜∨−,n(F ) 6= 0.
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Remark 4.5.3. This lemma is the reason for our assumption that n < p in this section rather
than the assumption n|R| < p|A| used in other sections. To see that this argument cannot
work for torsion-free abelian groups H and arbitrary n, take R = Fp and H ∼= Z
2
p. Then we
know that In/In+1 has dimension n + 1 for any n, and the proof of Lemma 4.5.2 shows that
p−,n : Hom(H,Fp)→ (I
n/In+1)∨ is homogeneous of degreen in the sense that paϕ,n = a
npϕ,n
for ϕ ∈ Hom(H,Fp) and a ∈ Fp, so the span of its image has dimension at most the cardinality
of Hom(H,Fp)/F
×
p , which is p+ 1.
We now come to our result expressing values of the generalized Bockstein maps as sums
of “cyclic” Massey products. If χ ∈ H∨ and f ∈ Z1(G, T ⊗R Ω/I
n), then we say that a
proper defining system relative to
[
χ
n
]
is attached to f if it is attached to the image of f in
Z1(G, T ⊗R Ωχ/I
n
χ), where Ωχ = R[H/ kerχ] and Iχ is its augmentation ideal.
Theorem 4.5.4. There exist N ≥ 1 and χ1, . . . , χN ∈ H
∨ such that (pχi,n)
N
i=1 is an ordered
Fp-basis of (I
n/In+1)∨. For any such (χi)
N
i=1, let (yi)
N
i=1 be the basis of I
n/In+1 dual to
(pχi,n)
N
i=1. Then for any f ∈ Z
1(G, T ⊗R Ω/I
n), we have
Ψ(n)(f) =
N∑
i=1
(χ
(n)
i , λ)ρi · yi,
where ρi is the proper defining system relative to
[
χi
n
]
attached to f and λ is the image of f in
Z1(G, T ).
Proof. The first statement is clear from Lemma 4.5.2. For the second statement, let
Ψ(n)(f) =
N∑
i=1
ci · yi.
for some ci ∈ H
2(G, T ). Since pχ1,n, . . . , pχN ,n is the dual basis to y1, . . . , yN , we have
ci = pχi,n(Ψ
(n)(f)) for 1 ≤ i ≤ N . But by Theorem 4.1.2, we have
pχi,n(Ψ
(n)(f)) = (χ
(n)
i , λ)ρi.
4.6 Heisenberg case
In this section, assume thatH = U3(A) for a nonzero quotientA ofZp, and thatR is a quotient
of A such that either R = Zp or n|R| < p|A|. We study the generalized Bockstein maps Ψ
(n)
in the cases n = 2 and n = 3.
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Let
x =
[(
1 1 0
0 1 0
0 0 1
)]
− 1, y =
[(
1 0 0
0 1 1
0 0 1
)]
− 1, z =
[(
1 0 1
0 1 0
0 0 1
)]
− 1 ∈ Ω. (4.4)
Then I is the two-sided ideal generated by x and y, and I/I2 ∼= Rx⊕ Ry. Let χ, ψ : G→ A
be the unique characters factoring throughH and such that
χ
((
1 1 0
0 1 0
0 0 1
))
= 1, χ
((
1 0 0
0 1 1
0 0 1
))
= 0, ψ
((
1 1 0
0 1 0
0 0 1
))
= 0, and ψ
((
1 0 0
0 1 1
0 0 1
))
= 1.
Then (χ, ψ) : G→ A×A defines a homomorphism.
Lemma 4.6.1. The R-module I2/I3 is freely generated by the image of the set
S2 = {x
2, y2, yx, z},
and I3/I4 is R-freely generated by the image of
S3 = {x
3, xz, yx2, y2x, y3, yz}.
Proof. For any n, Lemma 2.3.1 and the condition that n|R| < p|A| in the case that A is finite
are enough to guarantee that the quotient Ω/In+1 is isomorphic to the analogous quotient with
A replaced by Zp, so we may suppose in this proof that H = U3(Zp).
LetΣ be the noncommutativeRJzK-power series ringΣ in variables x and y. It follows from
the standard presentation of U3(Zp) as a finitely generated pro-p group that Ω = RJU3(Zp)K is
the quotient of Σ by the ideal generated by
w = (1 + y)(1 + x)z − (xy − yx). (4.5)
The augmentation ideal I of Ω is (x, y), so In is generated by the monomials in x and y of
degree at least n. Using (4.5), we can reduce this to
In = (yjxizk | i+ j + 2k ≥ n).
It is therefore enough to check that the image of the set Sn isR-linearly independent in I
n/In+1
for n ∈ {2, 3}.
Consider Σ as a graded R-algebra with x, y, and z in degrees 1, 1, and 2, respectively.
Let Jn denote the ideal of elements of Σ of degree at least n. Suppose that f ∈ Σ lies in the
intersection of theR-span of the elements of Sn with (w)+ Jn+1. When n = 2, one can easily
see that f = 0. When n = 3, there are a, b, c, d ∈ R such that
f + J4 = (ax+ by)w + w(cx+ dy) + J4.
By the hypothesis on f , the degree 3 terms above are in the R-span of S3, which forces
a = b = c = d = 0, and hence f = 0.
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Let us first consider the case n = 2. By Lemma 4.6.1, we see that I2/I3 is a freeR-module
on the set S2 = {x
2, y2, yx, z}. We consider the three partial defining systems
φx2 =
[
χ
2
]
, φy2 =
[
ψ
2
]
, φz : H → U3(R)× U1(R) = U3(R),
with a = 2 and b = 0, where φz is the quotient map on coefficients, and the partial defining
system
φyx = (χ, ψ) : H → U2(R)×U2(R) = R× R
for a = b = 1. By Theorem 3.3.4, the partial defining systemsφx2 , φy2 , φz, and φyx correspond
to Massey products (χ, χ, · ), (ψ, ψ, · ), (χ, ψ, · ), and (χ, · , ψ), respectively.
As for n = 3, the graded quotient I3/I4 is a free R-module on S3 of Lemma 4.6.1. For
each s ∈ S3, we define a partial defining system φs (viewed as a pair of homoorphisms) as
follows:
φx3 : H
[χ3],0
−−→ U4(R)× U1(R),
φxz : H
id,χ
−−→ U3(R)× U2(R),
φyx2 : H
ψ,[χ2]
−−−→ U2(R)× U3(R),
φy2x : H
[ψ2],χ
−−−→ U3(R)× U2(R),
φy3 : H
[ψ3],0
−−→ U4(R)× U1(R),
φyz : H
ψ,id
−−→ U2(R)× U3(R).
By Theorem 3.3.4, each partial defining system corresponds to a collection of Massey products
as follows:
φx3 ←→ (χ, χ, χ, · ),
φxz ←→ (χ, ψ, · , χ),
φyx2 ←→ (ψ, · , χ, χ),
φy2x ←→ (ψ, ψ, · , χ),
φy3 ←→ (ψ, ψ, ψ, · ),
φyz ←→ (ψ, · , χ, ψ).
For each s ∈ Sn with n ∈ {2, 3}, the diagram (4.1) becomes
0 T ⊗R I
n/In+1 T ⊗R Ω/I
n+1 T ⊗R Ω/I
n 0
0 T Us(T ) U
′
s(T ) 0,
ps ps ps
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where the maps ps are induced by the map φs and we have used the shorthandUs(T ) forUφs(T )
(and similarly for the quotients). Note that ps : T ⊗R I
n/In+1 → T is just theR-tensor product
of the likewise-defined ps : I
n/In+1 → R with the identity on T . The maps ps : I
n/In+1 → R
for s ∈ Sn form the dual basis to the R-basis Sn of I
n/In+1. This can be seen by an omitted
direct computation, proceeding as in the following example.
Example 4.6.2. Suppose that n = 2, and take s = z ∈ S2. Recall that φz : H → U3(R)
is given by the canonical surjection A → R on coefficients. By definition of pz : Ω/I
n →
Uφz(R) =M3,1(R) in Lemma 4.1.1, we have
pz([h]) = φz(h)
(
0
0
1
)
∈M3,1(R)
for all h ∈ H . Recalling that x+ 1, y + 1, and z + 1 are the group elements of matrices as in
(4.4), we compute
pz(x
2) =
(
0
0
1
)
− 2
(
0
0
1
)
+
(
0
0
1
)
= 0,
pz(y
2) =
(
0
2
1
)
− 2
(
0
1
1
)
+
(
0
0
1
)
= 0,
pz(yx) =
(
0
1
1
)
−
(
0
1
1
)
+
(
0
0
1
)
−
(
0
0
1
)
= 0,
pz(z) =
(
1
0
1
)
−
(
0
0
1
)
=
(
1
0
0
)
,
(4.6)
and note that
(
1
0
0
)
gives the identity of R ⊂ Uφz(R).
By Theorem 4.1.2, we then have the following.
Theorem 4.6.3. For n ∈ {2, 3} and f ∈ Z1(G, T ⊗R Ω/I
n), the element Ψ(n)(f) of
H2(G, T )⊗R I
n/In+1 ∼=
⊕
s∈Sn
H2(G, T )s
is the sum
(χ, χ, λ)ρ
x2
x2 + (χ, λ, ψ)ρyxyx+ (ψ, ψ, λ)ρy2y
2 + (χ, ψ, λ)ρzz (4.7)
for n = 2 and the sum
(χ, χ,χ, λ)ρ
x3
x3 + (χ, ψ, λ, χ)ρxzxz + (ψ, λ, χ, χ)ρyx2yx
2
+ (ψ, ψ, λ, χ)ρ
y2x
y2x+ (ψ, ψ, ψ, λ)ρ
y3
y3 + (ψ, λ, χ, ψ)ρyzyz
(4.8)
for n = 3, where each ρs for s ∈ Sn is the proper defining system relative to φs attached to
ps ◦ f by Lemma 3.3.3, and λ is the image of f in Z
1(G, T ).
As before, Theorem 2.2.4 then provides the following isomorphisms.
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Corollary 4.6.4. Suppose thatG is p-cohomologically finite of p-cohomological dimension 2.
For n ∈ {2, 3}, let Pn(H) denote the subgroup ofH
2(G, T )⊗R I
n/In+1 consisting of all sums
in (4.7) for n = 2 and in (4.8) for n = 3. We then have a canonical isomorphism ofR-modules
InH2Iw(N, T )
In+1H2Iw(N, T )
∼=
H2(G, T )⊗R I
n/In+1
Pn(H)
.
5 Massey vanishing for absolute Galois groups
In this section, we apply our results to the study of absolute Galois groups of fields.
5.1 The cyclic Massey vanishing property
Definition 5.1.1. Let G be a profinite group, and let p be a prime number. We say that G
has the p-cyclic Massey vanishing property if for all homomorphisms χ, λ : G → Fp with
χ ∪ λ = 0, there exists a proper defining system such that (χ(p−1), λ) vanishes.
As a simple corollary of [Sh1, Theorem 4.3], the absoluteGalois group of fieldF containing
a primitive pth root of unity has the p-cyclic Massey vanishing property. (For this, consider
the case that Ω is the separable closure ofK andm = 1 in the notation of said theorem.) The
proof uses only the fact that if the norm residue symbol (a, b)p,F vanishes, then b is a norm
from F (a1/p). We shall give a streamlined proof of this and more, using the following abstract
characterization of a standard property of absolute Galois groups.
Definition 5.1.2. Let m ≥ 1, and set R = Z/mZ. We say that a profinite group G is of
m-absolute Galois type if it has the property that, for any χ ∈ H1(G,R), the sequence
H1(G,R[Hχ])→ H
1(G,R)
χ∪
−−→ H2(G,R)→ H2(G,R[Hχ]) (5.1)
is exact, where Hχ = G/ ker(χ) is the coimage of χ.
Under Shapiro’s lemma, the first and last maps in (5.1) are identified with corestriction
and restriction maps, respectively [NSW, Proposition 1.6.5]. It is well-known that an absolute
Galois group GF is ofm-absolute Galois type if F contains a primitivemth root of unity (see
for instance [Se, Propositions IV.2 and IV.4]). This condition on GF generalized to arbitrary
cohomological degree is heavily used in the proof of the norm residue isomorphism theorem:
see [HsWe, Theorem 3.6]. We focus on the comparison of p-absolute Galois type with p-cyclic
Massey vanishing. In fact, our results would allow us to prove a more general but analogous
result for profinite groups with the property that characters on G of order ps lift to characters
of order pt for some large enough t relative to s, under conditions as in Section 4.3.
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Proposition 5.1.3. Let G be a profinite group. Then G has the p-cyclic Massey vanishing
property if and only if the sequence (5.1) is exact at H1(G,Fp).
Proof. Let χ, λ : G → Fp with χ ∪ λ = 0, and set Ω = Fp[Hχ]. The pth power of the
augmentation ideal in Ω is zero, and the kernel of the generalized Bockstein map Ψ(p−1) is
the image of H1(G,Ω) → H1(G,Ω/Ip−1). Theorem 4.3.1 tells us that the Massey product
(χ(p−1), λ) is defined and vanishes for some choice of proper defining system inH1(G,Ω/Ip−1)
if and only if λ lifts to H1(G,Ω). From this, we have the proposition.
Proposition 5.1.3 applies in particular to the absoluteGalois group of any fieldF containing
a primitive pth root of unity, i.e., GF has the p-cyclic Massey vanishing property. We also
have the following result, which may be of independent interest.
Proposition 5.1.4. Let G be a profinite group. If (5.1) is exact at H2(G,Fp) for a given
χ ∈ H1(G,Fp), then it is exact at H
1(G,Fp), so G is of p-absolute Galois type.
Proof. Let χ, λ : G → Fp with χ ∪ λ = 0, and suppose that (5.1) is exact at H
2(G,Fp). We
have to show that there is a proper defining system ρ such that (χ(p−1), λ)ρ vanishes. We may
suppose that χ 6= 0. Let x = [h] − 1 for h ∈ Hχ with χ(h) = 1. By induction on n, we can
assume that there is a proper defining system ρxn for (χ
(n), λ) with n < p determined by some
f =
∑n−1
k=0 λkx
k ∈ Z1(G,Ω/In), with λ necessarily equal to λ0. Writing (χ
(n), λ)f for the
corresponding Massey product (χ(n), λ)ρxn , we have
(χ(n), λ)f = χ ∪ λn−1 +
(
χ
2
)
∪ λn−2 + · · ·+
(
χ
n
)
∪ λ.
Clearly the restriction of (χ(n), λ)f to ker(χ) vanishes, so, by the exactness of (5.1) at
H2(G,Fp), we have (χ
(n), λ)f = χ ∪ ψ for some ψ ∈ H
1(G,Fp). Then we see that
f ′ = f −ψxn−1 is a proper defining system such that the Massey product (χ(n), λ)f ′ vanishes.
By Theorem 4.3.1, this implies that the class of f ′ is in the kernel of Ψ(n), so it lifts to the
class of some f˜ ∈ Z1(G,Ω/In+1), which gives rise to a proper defining system ρxn+1 for
(χ(n+1), λ). If n+ 1 = p, then the class of f˜ is the desired lift toH1(G,Ω).
It is unclear that exactness of (5.1) at H1(G,Fp) should imply exactness at H
2(G,Fp).
5.2 Triple Massey vanishing
The following theorem gives a newproof of the vanishingof tripleMassey products for absolute
Galois groups due to Efrat–Matzri [EfMa] and Mináč–Tân [MT3]. Both proofs used that the
absolute Galois groups of a field containing a primitive pth root of unity is of p-absolute Galois
type. We show that the potentially weaker condition of p-cyclic Massey vanishing suffices.
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Theorem 5.2.1. Let G be a profinite group with the p-cyclic Massey vanishing property, and
let χ, ψ, λ ∈ H1(G,Fp) be such that χ ∪ λ = λ ∪ ψ = 0. Then there exists a defining system
ρ for (χ, λ, ψ) such that the triple Massey product (χ, λ, ψ)ρ vanishes.
The case where χ and ψ are linearly dependent follows easily from the p-cyclic Massey
vanishing property, so we can and do assume that (χ, ψ) : G→ F2p is surjective, and we let H
be the coimage. Let Ω = Fp[H ] and let I ⊂ Ω be the augmentation ideal. Let hχ, hψ ∈ H be
the dual basis to (χ, ψ), and let x = [hχ]− 1 and y = [hψ]− 1 so that I = xΩ + yΩ.
We want to make maximal use of the fact thatG has the cyclic Massey vanishing property.
For this, we let C1, C2, and C3 be the coimages of α1 = χ, α2 = ψ, and α3 = χ + ψ,
respectively. Let Ωi = Fp[Ci], and let Ii ⊂ Ωi be its augmentation ideal. Let γi ∈ Ci with
αi(γi) = 1, and let xi = [γi] − 1 ∈ Ii. Note that each αi factors through H , so αi induces a
surjective ring homomorphism Ω→ Ωi that we also call αi. Then note that
(α1(x), α1(y)) = (x1, 0), (α2(x), α2(y)) = (0, x2), (α3(x), α3(y)) = (x3, x3). (5.2)
Now consider the ideal J = I3 + xyΩ, and let Ji = αi(J). By (5.2), we have J1 = I
3
1 ,
J2 = I
3
2 , and J3 = I
2
3 . Hence we have a commutative diagram with exact rows
0 J/I3 I/I3 I/J 0
0 I23/I
3
3
⊕3
i=1 Ii/I
3
i
⊕3
i=1 Ii/Ji 0,
≀ (5.3)
where the vertical maps are induced by the maps αi. Note that J/I
3 = Fpxy, so the leftmost
vertical arrow is an isomorphism, and I/J = Fpx ⊕ Fpx
2 ⊕ Fpy ⊕ Fpy
2, and the map
I/J → I1/I
3
1 ⊕ I2/I
3
2 is an isomorphism, so the rightmost vertical arrow is split injective.
Lemma 5.2.2. There is a commutative diagram with exact rows
H1(G, I/J) H2(G, J/I3) H2(G, I/I3) H2(G, I/J)
H1(G,Fp) H
2(G,Fp)
⊕3
i=1H
2(G, Ii/I
3
i )
⊕3
i=1H
2(G, Ii/Ji),
ι
≀f g
α3 ∪ h
(5.4)
where f is the isomorphism ξ · xy 7→ ξ and g is the map induced by the center vertical arrow
in (5.3).
Proof. The lower sequence in (5.3) is a direct sum of three exact sequences for i ∈ {1, 2, 3},
where for i ∈ {1, 2} the sequence has zero as its first term. Taking cohomology of (5.3), we
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obtain the commutative diagram with exact rows
H1(G, I/J) H2(G, J/I3) H2(G, I/I3) H2(G, I/J)
⊕3
i=1H
1(G, Ii/Ji) H
2(G, I23/I
3
3 )
⊕3
i=1H
2(G, Ii/I
3
i )
⊕3
i=1H
2(G, Ii/Ji),
ι
≀ g
∂3
(5.5)
where ∂3 is zero on the first two terms of the summand and the connecting map on the third.
Note that the rightmost vertical arrow is injective by the split injectivity of the underlying
map on coefficients. To complete the proof, we have to show that ∂3(β) = α3 ∪ β for
β ∈ H1(G, I3/J3). But the lower sequence in (5.3) for i = 3 is isomorphic to
0→ I3/I
2
3 → Ω3/I
2
3 → Fp → 0
via the the isomorphism I3/J3
∼
−→ Fp taking the image of x3 to 1, so this follows from
Proposition 2.3.3.
Proof of Theorem 5.2.1. Consider the commutative diagram of exact sequences
0 J/I3 Ω/I3 Ω/J 0
0 I/I3 Ω/I3 Fp 0
and the associated diagram in cohomology
H1(G,Ω/I3) H1(G,Ω/J) H2(G, J/I3) H2(G,Ω/I3)
H1(G,Ω/I3) H1(G,Fp) H
2(G, I/I3) H2(G,Ω/I3),
∂′
ι
∂
(5.6)
where ι is as in (5.4).
Now let λ ∈ H1(G,Fp) be as in the statement of the theorem and consider the element
∂(λ) ∈ H2(G, I/I3). Then g(∂(λ)) ∈
⊕3
i=1H
2(G, Ii/I
3
i ) is the obstruction to lifting λ to
H1(G,Ω/I3i ) for all i ∈ {1, 2, 3}, and this vanishes by (a weaker form of) the p-cyclic Massey
vanishing property. Hence g(∂(λ)) = 0.
By Lemma 5.2.2 and the injectivity of the rightmost vertical arrow in (5.4), this implies that
∂(λ) is in the image of ι. By the commutativity of (5.6), there is a then lift λ˜ ∈ H1(G,Ω/J) of
λ. Using Corollary 4.4.2, we see that λ˜ determines a proper defining system ρxy for (χ, λ, ψ)
such that ∂′(λ˜) = (χ, λ, ψ)ρxy · xy.
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By Lemma 5.2.2, we have
hf(∂′(λ˜)) = gι(∂′(λ˜)) = g(∂(λ)) = 0,
so f(∂′(λ˜)) ∈ ker(h) = im(α3 ∪). Hence we have
f(∂′(λ˜)) = (χ, λ, ψ)ρxy = α3 ∪ ν = χ ∪ ν − ν ∪ ψ (5.7)
inH2(G,Fp), for some ν ∈ H
1(G,Fp). In particular, we have that
(χ, λ, ψ)ρxy ∈ im(χ∪) + im(∪ψ),
which implies that there is a defining system ρ such that (χ, λ, ψ)ρ = 0.
Remark 5.2.3. This proof does not show that G has the “bicyclic Massey vanishing property”
that any λ ∈ H1(G,Fp) that lifts to H
1(G,Ω/I2) lifts further to H1(G,Ω/I3). Equivalently,
this condition can be formulated as saying that if χ ∪ λ = λ∪ ψ = 0, then ∂(λ) = 0. One can
show that this is equivalent to showing that there exists ν ∈ H1(G,Fp) satisfying (5.7) that
lies in the subgroup
ker(χ∪) + ker(ψ∪) + ker((χ+ ψ)∪).
A Two lemmas from homological algebra
We provide a proof of the following simple lemma from homological algebra for the reader’s
convenience.
Lemma A.0.1. Let Q, R, and S be abelian categories such that Q and R have enough
projectives, and let F : R → S and F ′ : Q → R be right exact functors such that F ′ sends
projective objects to F -acyclic objects. Let
0→ A→ B → C → 0
be an exact sequence in Q such that
0→ F ′(A)→ F ′(B)→ F ′(C)→ 0
is exact. For each j ≥ 0, we have commutative diagrams
Lj+1(F ◦ F
′)(C) Lj(F ◦ F
′)(A)
Lj+1F (F
′(C)) LjF (F
′(A)),
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in which the vertical arrows are edge maps in the Grothendieck spectral sequence attached to
the composition F ◦ F ′ and the horizontal maps are connecting morphisms, where Li denotes
the ith left derived functor.
Proof. Let X denote any of A, B, and C. We may choose projection resolutions PX· of X
with each term of
0→ F ′(PA· )→ F
′(PB· )→ F
′(PC· )→ 0
split exact. Then wemay choose first quadrant Cartan-Eilenberg resolutionsQX·,· of theF
′(PX· )
fitting in split exact sequences
0→ QAj,k → Q
B
j,k → Q
C
j,k → 0
so that, in particular, we have exact sequences
0→ Hk(Q
A
j,·)→ Hk(Q
B
j,·)→ Hk(Q
C
j,·)→ 0,
and the complexes Hk(Q
X
·,·)→ Hk(F
′(PX· )) are projective resolutions. Note that
Hj(F (Hk(Q
X
·,·))) = LjF (LkF
′(X)),
and we have canonical isomorphisms
Hj(F (TotQ
X
·,·))
∼
−→ Hj(F ◦ F
′(PX· )) = Lj(F ◦ F
′)(X),
the first isomorphism as the terms of F ′(PX· ) are F -acyclic. The diagram in question is then
simply
Hj+1(F (TotQ
C
·,·)) Hj(F (TotQ
A
·,·))
Hj+1(F (H0(Q
C
·,·))) Hj(F (H0(Q
A
·,·))),
the horizontal arrows being the connecting homomorphisms and the vertical arising from the
augmentation maps on the total complexes.
The following lemma is rather elementary but also useful to us.
Lemma A.0.2. Let R and S be abelian categories such that R has enough projectives. Let
F : R → S be a left exact functor. Suppose that G : R → S is a functor such that the pair
(F,G) extends to a functor from short exact sequences 0→ A→ B → C → 0 inR to exact
sequences
G(A)→ G(B)→ G(C)
δ
−→ F (A)→ F (B)→ F (C)→ 0.
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Then there is a natural transformationG L1F such that the resulting diagrams
G(C)
L1F (C) F (A),
δ
∂
are commutative for the usual connecting homomorphisms ∂ and such that G(A)→ L1F (A)
is an epimorphism for all objects A ofR.
Proof. Put any object A ofR in an exact sequence
0→ K → P → A→ 0
inR, where P is a projective object. We then have a commutative diagram
G(P ) G(A) F (K) F (P )
0 L1F (A) F (K) F (P ),
with exact rows,where the verticalmorphism is uniquemaking the diagram commute. That this
gives a natural transformation is standard, and the fact that the morphisms are epimorphisms
follows from the five lemma.
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