Sufficient dimension reduction is a useful tool to study the dependence between a response 15 and a multidimensional predictor. Here, a new formulation is proposed based on the Hellinger integral of order two, introduced as a natural measure of the regression information contained in a predictor subspace. The response may be either continuous or discrete. Links between local and global central subspaces, of some independent interest, are established. Exploiting these, a local estimation algorithm is developed and tested on both simulated and real data. Relative to 20 sliced regression, widely regarded as among the best existing methods, its overall performance is broadly comparable, sometimes better. Computationally, it is much more efficient, allowing larger problems to be tackled.
INTRODUCTION

25
Sufficient dimension reduction seeks a low-dimensional subspace of a × 1 predictor vector without loss of information about the regression of a response on , and without prespecifying a model for any of | , | or ( , ). Such a reduced predictor space is called a dimension reduction subspace. We assume throughout that the intersection of all such spaces is itself a dimension reduction subspace, as holds under very mild conditions (Cook, 1998a; Yin 30 et al., 2008) . This intersection, called the central subspace | (Cook, 1994 (Cook, , 1996 , becomes the natural focus of inferential interest. Its dimension | ∈ {0, ..., } is called the structural dimension of the regression.
Dimension reduction methods typically seek a small number of linear combinations of to optimize a suitable target function phrased in terms of moments, as in (Li, 1991; Xia et al., 35 2002), or density or characteristic functions, as in (Hernández et al., 2005; Zhu & Zeng, 2006) .
Since the first method, sliced inverse regression (Li, 1991) , was introduced, sufficient dimension reduction has been an active research field: for recent reviews, see Yin (2010) and Ma & Zhu (2013) . Its methods can be broadly categorized into three groups, according to the random vector focused upon. Other inverse regression methods focusing on | include sliced aver-40 age variance estimation (Cook & Weisberg, 1991) , principal Hessian directions (Li, 1992; Cook, 1998b) , ℎ moment estimation (Yin & Cook, 2002) and contour regression (Li et al., 2005) . While computationally inexpensive, such methods require either or both of the key linearity and constant covariance conditions (Cook, 1998a ). An exhaustiveness condition may also be required to ensure recovery of the whole central subspace. Average derivative estimation (Hardle 45 & Stoker, 1989; Samarov, 1993) , minimum average variance estimation (Xia et al., 2002) and sliced regression (Wang & Xia, 2008) are examples of forward regression methods, focusing on | . While free of strong assumptions, the computational burden of these methods increases dramatically with either sample size or the number of predictors, due to the use of nonparametric estimation. Including those based on Kullback-Leibler divergence (Yin & Cook, 2005; Yin et al., 50 2008), Fourier analysis (Zhu & Zeng, 2006) and integral transforms (Zeng & Zhu, 2010) , joint methods focusing on ( , ) are intermediate.
This paper describes a new density-based joint approach targeting the central subspace by exploiting a novel characterization of dimension reduction subspaces in terms of the Hellinger integral. More fully, the Hellinger integral of order two. The main assumptions involved are very 55 mild: existence of | and a finiteness condition on the Hellinger integral. Accordingly, this approach is more flexible than many others. In particular the response, here taken as univariate, may be continuous or discrete. Estimation may be done either globally or locally. Exploiting links between global and local central subspaces, established under a mild regularity condition, we focus on a local estimation algorithm based on a random sample {( , ), = 1, . . . , } 60 from the joint distribution ( , ) . Relative to sliced regression, widely regarded as among the best existing methods, its overall performance is found to be broadly comparable, sometimes better. Computationally, it is much more efficient, allowing larger problems to be tackled. Matlab code is available upon request.
Straightforward proofs are omitted; more detailed ones are in the Appendix. For brevity, the same notation is used for continuous and discrete . We write as if the former were the case, while leaving all differential terms implicit. For example, we write ∫ ( , ) = 1 in both cases, integration/summation being over the support of the integrand unless otherwise indicated. The notation 1 ⊥ ⊥ 2 | 3 means that the random vectors 1 and 2 are independent given any value of 3 . For any vector , its Euclidean orthogonal projection onto a subspace is denoted
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. The direct sum of two subspaces { 1 + 2 | 1 ∈ 1 , 2 ∈ 2 } is denoted 1 ⊕ 2 . For any positive definite symmetric matrix , its unique square root enjoying the same properties is denoted 1/2 , with inverse −1/2 .
THE HELLINGER INTEGRAL OF ORDER TWO
2⋅1. Definition
75
Throughout, denotes the reduced predictor vector , taking observed values = , where the non-random matrix is either the zero vector 0 or has rows and full column rank . We study the Hellinger integral of order two (Vajda, 1989) defined here for each such by
where ( ; ) is the dependence ratio
The expectation is over the joint distribution, as can be emphasized by writing ( ) more fully as 80 ( ; ( , ) ), and is assumed finite for all such . We know of no departures from this finiteness condition which are likely to occur in statistical practice, if only because of errors of observation. For example, if ( , ) is bivariate normal with correlation , (1) = ( 1 − 2 ) −1 becomes infinite in either singular limit → ±1 but, then, is a deterministic function of . We assume that ( ) varies continuously with for each fixed > 0, as holds for suitably smooth ( , ). 85 2⋅2. Properties A variety of properties indicate that and are well-adapted to our purposes. Both can be viewed in terms of mutual dependence of and , or of forwards or inverse regression, the
showing that integrates information from the latter two. Again, key properties of the central subspace (Cook, 1998a) are mirrored locally in 90 and, hence, globally in . Its invariance * | = | under one-to-one transformation → * of the response is reflected in ( ; * ) = ( ; ) and ( ; ( , ) ) = ( ; ( , * ) ). Equally, the relation | * = −1 | under nonsingular affine transformation → * = + of the predictors is reflected in ( ; ) = (( −1 ) * ; ) and ( ; ( , ) ) = ( −1 ; ( * , ) ). The same affine equivariance property holding for our estimates of | , 95 there is no loss in taking the predictors to have identity covariance throughout.
Further, ( ; ) and, hence, ( ) depend on only via the subspace spanned by its columns, the same therefore holding for the 2 measure of divergence from independence:
This accords with the fact that primary interest lies in the functions of a general subspace of ℝ which they therefore induce: ℋ( ) = ( ) and 2 ( ) = 2 ( ), where = Span( ). In terms 100 of optimizing ℋ over subspaces of fixed dimension ∈ {0, ..., }, there is no loss in restricting attention to orthonormal bases for them: that is, to the relevant Stiefel manifold, denoted here and identified with {0 } ( = 0) or { all × matrices with = } ( > 0). Finally, there are clear links with departures from independence. Globally, ⊥ ⊥ if and only if ( ; ) = 1 for every supported ( , ), departures from unity at a particular point indicating 105 local dependence there. Following Vajda (1989, p. 229 & 246) ,
equality holding if and only if ⊥ ⊥ . Of central importance here, these links extend naturally to the conditional case. As we may, with = Span( ) ( = 1, 2) and
.
Since (0 ) = 1 while 2 ( | 0 ) = 2 ( ), together with the remark following it, (1) is the special case 1 = {0 } and 2 = Span( ) of the following general result. THEOREM 1. Let 1 and 2 be subspaces of ℝ meeting only at the origin. Then:
equality holding if and only if ⊥ ⊥ 2 | 1 .
Theorem 1 establishes ℋ( ) as a natural measure of the amount of information about the 115 regression of on contained in a subspace , being strictly increasing with except only when, conditionally on the dependence information already contained, additional dimensions carry no further information. This property of the Hellinger integral establishes its link with dimension reduction subspaces, as we now discuss.
2⋅3. Links with dimension reduction subspaces
120
The following result uses the Hellinger integral to characterize dimension reduction subspaces and, thereby, the central subspace | = Span( ), where ∈ | . In it, for each = 0, ..., , denotes the maximum of ( ) over , this maximum existing since, by hypothesis, is continuous on the compact set . THEOREM 2. We have: Theorem 2 has useful implications for exhaustive estimation of the central subspace. Part 3's characterization establishes that maximizing (⋅) over | recovers a basis for it. In the usual case where | is unknown, part 4 motivates seeking an -optimal ( ) for increasing until 135 = | can be inferred. A permutation test procedure analogous to that in Section 4⋅4 below can be used for this purpose,¯ +1 −¯ being a suitable test statistic for testing 0 : | = against : | > . A practical procedure involves, then, replacing ( ) by the sample average of density-estimated ( ; ) values at each data point, maximizing the result over successive Stiefel manifolds via an appropriate algorithm. At the same time, the associated 140 computational cost suggests the merit of developing a complementary methodology based on fast, local computation. For brevity, attention is now restricted to this alternative approach which applies the above results to local central subspaces, introduced next.
LINKS BETWEEN GLOBAL AND LOCAL CENTRAL SUBSPACES Local central subspaces are central subspaces
| for ( , ), the random vector arising 145 when ( , ) is localised by conditioning upon ( , ) ∈ for an appropriate subset of its support Ω. When = Ω, we recover the global space | .
These local spaces exist, and have a natural characterisation, for any ⊆ Ω that satisfies a technical regularity condition, seen to be mild. The and projections of are denoted and , with ( | ) the conditional density of
We call ⊆ Ω with ∫ ( , ) > 0 regular if: (a) and, for each ∈ , | is open and convex; and (b) ( | ) is differentiable with respect to at each ( , ) ∈ .
Regularity is, indeed, a mild condition, (b) being a minimal smoothness requirement, while (a) holds if is either (a 1 ) open and convex, such as the interior of an ellipsoid, or (a 2 ) a Cartesian product × with open and convex, being unconstrained. The neighbourhoods 155 used in the sequel, according as is continuous or discrete, satisfy conditions (a 1 ) and (a 2 ) respectively: see Section 4⋅2. When = Ω in the latter case, we call an -only localization. Regularity allows appropriate use of the fundamental theorem of integral calculus in the proof of the following lemma. Omitted for brevity, it suitably amends the proof of a corresponding result for central mean subspaces in Zhu & Zeng (2006) . Putting = Ω and ( | ) = ( | 160 ), the lemma here specializes at once to | . As is intuitive, we have LEMMA 1. For any regular ,
This characterisation provides a generic link between | and its local central subspaces.
THEOREM 3. For any regular and Ω,
There being no intrinsic reason why localization should affect structural dimension, Theorem 3 165 typically holds with equality as, trivial cases apart, it must for any single-index model. Again, for any collection ℒ of regular sets , denoting by ℒ the induced direct sum of local central subspaces ⊕ ∈ℒ | , Theorem 3 gives at once
When ∪ ∈ℒ = Ω, we call ℒ a regular covering of Ω, equality then being expected in (2) in that it is only the possibility of Simpson's paradox which prevents this automatic conclusion. Indeed, 170 COROLLARY 1. For any regular covering of a regular Ω by -only localisations, ℒ = | .
ESTIMATION 4⋅1.
Overview Population results from Sections 2 and 3 are applied here in the sample, our focus being a fast, local algorithm to estimate | . Whereas establishing general conditions for exhaustiveness 175 remains an important and challenging problem for future study, as does developing the associated asymptotics, the underlying ideas are intuitive and clear. There are points of contact with average derivative estimation (Hardle & Stoker, 1989; Samarov, 1993) and outer product of gradients estimation (Xia et al., 2002) .
In outline, our estimation procedure is as follows. By Theorem 2, for every regular ⊆ Ω, 180 maximizing the local Hellinger integral ( ) = ( ; ( , ) ) over ∈ , = | , will provide a basis for | . Whereas = | is typically expected, for computational and statistical efficiency, we estimate a single, Hellinger-dominant, direction locally to each sample point. That is, we focus on one-dimensional local optimizations, one for each member of a regular covering ℒ = { : = 1, ..., } of the empirical support. Each is very fast, requiring 185 only calculation of the dominant eigenvectorˆ maximizing a suitable approximation to ( ) over ∈ 1 . Pooling these to formˆ = −1 ∑ =1ˆ ˆ , a permutation test procedure is used to findˆ estimating the dimension of the span of the corresponding population kernel matrix , exhaustive recovery corresponding to = | . Finally, we estimate | as the span of theˆ dominant eigenvectors ofˆ , this being equivariant under affine predictor transformation. 190 This core algorithm, detailed below, performs well: see Section 5. In particular, exhaustiveness, which arises precisely when the Hellinger-dominant directions span the central subspace, is typically achieved. The intuition for this is that a regular covering usually gives equality in (2), as discussed above, while a transparent example illustrates each direction in the global central subspace being Hellinger-dominant locally to some supported point. Let ∈ 1 and (1) , (2) 195 and be independently standard normal with = 2
(1) + 2 (2) + 2 , so that | = 2; that is, | contains all directions in ℝ 2 . Then, locally to any ( , ), ( ) behaves like ( ; ) which, in turn, is easily seen to be maximized over ∈ 1 by ± / ∥ ∥, as is intuitive.
Again, the joint localization used for continuous responses can help filter out effects of their possible extreme values, improving estimation accuracy: Model I in Section 5⋅1 illustrates this. 
where ,0 = 0 . For each = 1, ..., , is the special case of 0 ( ) with ( 0 , 0 ) = ( , ), = ( ) being chosen so that the open ball involved contains exactly sample points additional to its centre, their index set being denoted by . This number of nearest neighbours 210 plays the role of a tuning parameter. A single direction in ℝ being estimated from each , we use the rule-of-thumb choice / = 4, halving this value for continuous responses taking frequent extreme values; this latter arises here solely with Model I in Section 5⋅1. More refined choices of , such as cross-validation, are possible at greater computational expense.
The population kernel matrix is
Hellinger-dominant direction at ( , ). If ( ; ) = 1 for each ∈ 1 , we formally put ( , ) = 0 . Otherwise, ( , ) = ± arg max{ ( ; ) : ∈ 1 }, assumed unique. Thus, exhaustiveness corresponds to Span( ) = | . In practice, we estimate byˆ = −1 ∑ =1ˆ ˆ ,ˆ being as follows. The local approximation ( ) = ( ; ) to ( ) given by (3) only requires density 220 estimation at a single point. Recalling that ( ; ) is invariant to translation of or , this may be taken as the relevant origin. The estimateˆ ( ), ∈ 1 , is detailed below. It meets two criteria: (i) for given ( ; ), it depends only on the observations indexed by , these being regarded as a sample of size from a localised conditional distribution. And: (ii) it is readily maximized over 1 . Specifically,ˆ ( ) depends on only via / , being a strictly 225 increasing function of this ratio. The matrices and are as follows. When is continuous,
where ′ ≥ is required for nonsingularity of . If is singular or, suggesting = 0, ′ = , we discard the corresponding case from the analysis, formally puttingˆ = 0 . In all other cases, the optimalˆ is readily computed as the dominant unit eigenvector of −1 .
It follows directly that the resulting estimate of | has the affine equivariance property claimed in Section 2⋅2. Recall that, denoting the observed predictor vectors by { } =1 with empirical covariance , estimation is based on their standardized forms = −1/2 , a final back-transformation providing the more interpretableˆ | = −1/2ˆ | . We have PROPOSITION 1. For any nonsingular ,
4⋅3. Estimation of ( ) The estimateˆ ( ), ∈ 1 , meeting criteria (i) and (ii) above combines a number of more or less standard kernel smoothing results. We refer the reader to Wand & Jones (1995) for further details of these. Here, denotes a symmetric univariate kernel density with vari-240 ance = ∫ 2 ( ) > 0 and scaled version ℎ ( ) = ℎ −1 ( /ℎ), ℎ > 0. Specifically, we take as the uniform density on | | ≤ 1. Throughout, = − , and = − , where , = . Supposing first that is continuous, let and have joint density ( , ) , with margins and . Under sufficient smoothness, Taylor expansion of around 0 gives, for small ℎ > 0, 245
the first order term vanishing by symmetry of . Accordingly, meeting the first criterion, we usê
with ℎ = max ∈ | | and ℎ = max ∈ | |, in which = , − , and = − . An exactly similar bivariate analysis using the scaled product kernel ℎ ( ) ℎ ( ), ℎ and ℎ having the same order, leads toˆ ( , ) (0, 0) = −1 ∑ ∈ ( ; ℎ ) ( ; ℎ ). In this way, the multiplicative bandwidth terms cancelling, the second criterion is also met by
> 0 is independent of , and being as in (4). Supposing now that is discrete, alongsideˆ (0) given by (6), we useˆ
In this case, with and as in (5),
depends on a bandwidth ratio which, not varying smoothly with , inhibits the desired maximization. However, denoting standard th nearest neighbour estimates with a tilde,˜ ( ) = 255
Combining these two estimates,
meets both criteria, ′ = ( ′ / ) 3/2 > 0 being independent of .
4⋅4. A permutation test procedure to determine dimensionality
The kernel dimension reduction matrix spans a subspace of | whose dimension we estimate using a permutation test procedure. This follows Cook & Yin (2001) and Yin & 260 Cook (2002), where further details may be found. It makes the mild assumption that < . In particular, this holds whenever dimension reduction is possible. That is, whenever | < .
Pooling theˆ to formˆ = −1 ∑ =1ˆ ˆ , dimensions signalled across a range of local subspaces are reinforced, while others are suppressed. Thus, we expect the first eigenvalues ofˆ to be significantly larger than the rest, these latter being close to zero and so to each other.
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We denote the ordered eigenvalues ofˆ byˆ 1 > ... >ˆ , with corresponding orthonormal eigenvectorsˆ 1 , . . . ,ˆ .
Beginning with = 0, we test 0 : = against : > , using as test statistic the observed value . Applying independent random permutations in this way to obtain ( ) , = 1, ⋅ ⋅ ⋅ , , we compute the permutation p-value
rejecting 0 if < for some pre-specified significance level .
EVALUATION
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5⋅1
. Simulation studies Here, we evaluate the performance of the core algorithm by simulation. A variety of existing methods are used for comparison: sliced inverse regression, sliced average variance estimation, principal Hessian directions, minimum average variance estimation and sliced regression. This last method is reported (Wang & Xia, 2008) to have superior accuracy to a wide variety of other 285 methods.
We consider four varied models. Model I, studied by Wang & Xia (2008) , has frequent extreme responses. Model II, used by Zhu & Zeng (2006) , has a discrete response ∈ {0, 1, 2, 3}. Model III, studied in Xia (2007) , has central subspace directions in both the regression mean and variance functions. Model IV reflects a situation where only partial response information is 290 available, the continuous response of Model III being replaced by a ternary variable indicating which of three ranges it falls in. Specifically, the models are as follows:
Model I:
= 2( 1 ) + 2 exp( 2 ) , Model IV: = 0, 1 or 2 according as 0 ≤ −2, −2 < 0 < 2 or 0 ≥ 2, where 0 = 2( 1 ) + 2 exp( 2 ) . In all four models, is a 10-dimensional predictor, independent of a standard Gaussian noise variable . In Models I and II, ∼ 10 (0, Σ), with Σ = ( ) = (0.5 | − | ). In Models III and 295 IV, the components of are independent uniform variates on (− √ 3, √ 3). In Model I, =
(1, 1, 1, 1, 0, ⋅ ⋅ ⋅ , 0) . In Model II, 1 = (1, 1, 1, 1, 0, ⋅ ⋅ ⋅ , 0) and 2 = (0, ⋅ ⋅ ⋅ , 0, 1, 1, 1, 1) . In Models III and IV, 1 = (1, 2, 0, ⋅ ⋅ ⋅ , 0, 2) /3 and 2 = (0, 0, 3, 4, 0, ⋅ ⋅ ⋅ , 0) /5. For each model, 200 replicate data sets were simulated for each of 3 sample sizes: = 200, 400 and 600. For the 3 methods concerned, the number of slices was fixed as follows: with 300 continuous responses, 5 slices were used when = 200, 10 at each of the larger sample sizes; in the discrete response models, II and IV, the number of distinct values was used, being 4 and 3 respectively. The Gaussian kernel and its corresponding optimal bandwidth were used for minimum average variance estimation and sliced regression. Our core algorithm used = 0.05 and = 1000 throughout. Estimation error was measured by the Frobenius norm of the 305 difference between the matrices representing Euclidean orthogonal projection onto the central subspace and its estimate. Table 1 summarizes these estimation accuracy measures, while Table  2 compares the computing time of the sliced regression and Hellinger methods. All computations were done in Matlab version 7.12 on an office PC. Overall, the estimation accuracy of sliced regression is seen to be good, in absolute terms and 310 relative to the four other existing methods. This confirms results reported in Wang & Xia (2008) . However, using local smoothing, its computational cost increases dramatically with . Relative to sliced regression, the Hellinger core algorithm is seen to be much more efficient computationally, while having broadly comparable accuracy. Indeed, it has the edge in Models II and IV where Wang & Xia (2008) , including | ≤ 3 and optimal bandwidth selection. The other existing 320 methods are well-known to miss certain types of dimension in | preventing its exhaustive and, hence, consistent estimation. Here, sliced inverse regression misses the first, symmetric, term in Model II, sliced average variance estimation the linear regression mean term in Models III and IV, while principal Hessian directions and minimum average variance estimation only estimate directions in the central mean subspace, and so miss the regression variance term in 325 Models III and IV. Whereas finite sample performance is of paramount importance in practice, establishing conditions for consistent estimation using our local Hellinger method is a key part of the future theoretical work noted at the start of Section 4⋅1. Numerical indications are good. Exhaustiveness and correct determination of structural dimension do not seem to be an issue in the models simulated here. Recalling that | = 1 in Model I, while | = 2 in the others, 330 Table 3 reports the performance of our permutation test procedure estimating for sample size = 400. As the proportions in boldface show,ˆ typically agrees with | across all four models. Empirical evidence for √ -consistency of our core algorithm can also be adduced in the same way that, for sliced regression, it is confirmed in Wang & Xia (2008) The good performance of our core algorithm reported here is confirmed in extensive wider 340 numerical studies. Its computational efficiency means that it remains an operational methodology for data sets whose size puts them beyond the scope of sliced regression. The analysis of real data presented next illustrates this.
5⋅2. Analysis of community and crime data
There have been extensive studies on the relationship between violent crimes and the socio-345 economic environment. The data set analyzed here contains information from three sources: social-economic data from the 1990 US census, law enforcement data from the 1990 US Law Enforcement Management and Administrative Statistics Survey, and crime data from the 1995 Federal Bureau of Investigation Uniform Crime Report. Further details about the data and the attributes used can be found at the University of California Irvine Machine Learning Repository: 350 visit http://archive.ics.uci.edu/ml/datasets.html. There are = 1994 observations from different communities across the US. The response variable is the per capita number of violent crimes. The predictors included in our analysis are shown in the second column of Table 4 . percent of people using public transit for commuting -0.13 0.11 -0.05 The third direction Y All the variables were normalized into the range 0.00 − 1.00 using an unsupervised, equalinterval binning method in the original data set. The distributions of most predictors are very 355 skew, which precludes the use of inverse regression methods. The large sample size also prevents the use of sliced regression.
In practice, real data sets such as this can have a low signal-to-noise ratio. In such contexts, we have found it very helpful to filter out what might be called noisy neighbourhoods, in both the estimation of directions and permutation test parts of our core algorithm. This is achieved 360 straightforwardly by omitting observations for which the largest of the eigenvalues of −1 falls below a specified proportion of their total. Here, we use 50% as the threshold value. The permutation test procedure with = 1000 gives -values of 0, 0, 0.014 and 0.328, respectively, for the null hypotheses = 0, 1, 2 and 3. With = 3, we find the direction estimates reported in the last three columns of Table 4 .
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The first direction is dominated by (3) , the percentage of people under the poverty level, and the second by (6) , the percentage of kids born to never married parents, while the third direction can be seen as a combination of variables related to family structure. The scatter plots of response against each of these three directions, Figure 2 , confirm their importance. Both the poverty level and the percentage of kids with unmarried parents have a significant positive effect on the crime 370 rate. The contrast between median owner-occupied house value and median family income is another important factor.
6. DISCUSSION We indicate here some variations and extensions of the new approach to dimension reduction and its fast, local, core algorithm introduced above, additional to those in the body of the paper.
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The benefits, at greater computational expense, of more refined choices can be explored in several further directions, including that of the thresholding of noisy neighbourhoods described at the end of Section 5⋅2. Again, in the discrete response case, discarding all cases with − ′ below some data-determined threshold may increase stability.
In practice, with continuous responses, exhaustiveness can be assessed by examining residuals 380 from a smooth fit of the regression surface over the estimated central subspace. This may be done graphically and then, if required, by further dimension reduction, treating these residuals as responses. In the discrete case, there are several types of residual that could be tried. With discrete responses, the estimated central subspace is naturally invariant to one-to-one transformation of the responses, mirroring the same property in the population. This property can 385 be achieved in the continuous case by binning responses appropriately, with some corresponding loss of information.
In principle, the methodology may be extended to multivariate responses, including reduced rank regression models. Other possible enhancements include variable selection.
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