We studied the temporal dynamics of shape representation in area V4 of the alert macaque monkey. Analyses were based on two large stimulus sets, one equivalent to the 2D shape stimuli used in a previous study of V2, and the other a set of stereoscopic 3D shape stimuli. As in V2, we found that information conveyed by individual V4 neurons about the stimuli tended to be maximal during the initial transient response and generally lower, albeit statistically significant, afterwards. The population response was substantially correlated from one stimulus to the next during the transients, and decorrelated as responses decayed. V4 responses showed significantly longer latencies than in V2, especially for the 3D stimulus set. Recordings from area V1 in a single animal revealed temporal dynamic patterns in response to the 2D shape stimuli that were largely similar to those in V2 and V4. Together with earlier results, these findings provide evidence for a distributed process of coarse-to-fine representation of shape stimuli in the visual cortex.
Introduction
An important question in vision research is how the visual system balances the need for accurate visual representation with the need for speedy processing. Given finite neural hardware, maximizing speed can compromise accuracy, and vice versa. Various computational and psychophysical studies have suggested that a useful strategy of addressing these two prerogatives would be to construct a fast, but coarse-grained representation of the visual image, followed by more detailed, but slower, processing~Carpenter & Grossberg, 1987; Schyns & Oliva, 1994; Ullman, 1995; Nowak & Bullier, 1997!. However, these studies do not make specific predictions about how this change in representation should be reflected at the level of individual neurons or of the population.
Recently, several neurophysiological studies have provided evidence in support of coarse-to-fine processing in areas V1 and V2 at the individual cell level and at the population level. We previously showed that the population responses of macaque V2 cells to two-dimensional~2D! shape stimuli are more strongly correlated during the initial phase of the response and become more decorrelated, or finer grained, over time~Hegdé & Van Essen, 2004 Other studies have provided direct demonstrations of coarse-tofine tuning at the level of individual cells in area V1~Zohary et al., 1990; Menz & Freeman, 2003 ; also see Ringach, 2003 !. The temporal dynamics of shape processing in higher visual areas remains largely unclear~see Discussion!.
To help elucidate the temporal dynamics of shape processing in intermediate stages of visual cortical processing, we studied the temporal dynamics of neurons in area V4 using two independent data sets. The first set of data was collected using the same set of 2D grating and contour stimuli as in an earlier study of temporal dynamics in V2~Hegdé & Van Essen, 2004 !. The other data set consisted of responses of V4 neurons to static three-dimensional 3D! shape stimuli. We hypothesized that if the above temporal dynamic phenomena were a widespread property of shape representation in V4, similar patterns should be apparent in both sets of V4 data on the one hand and the V2 data set on the other. We find that the temporal dynamics of 2D and 3D shape processing in V4, and also in V1 as revealed by recordings from a single animal, are qualitatively similar to that of 2D shape processing in V2.
Materials and methods
The V4 data were collected from awake, fixating monkeys in two independent experiments, involving different stimulus sets and stimulation paradigms, using procedures described earlier Hegdé & Van Essen, 2003 , 2006 !. Three adult male macaques~Macaca mulatta! were used in the two experiments. Each animal was implanted with a scleral search coil and an acrylic cranial patch using sterile surgical procedures. After a given animal was fully trained in the fixation task, a recording chamber was mounted over a small craniotomy above the prelunate gyrus. Neurophysiological recordings were carried out using epoxy-coated tungsten electrodes inserted transdurally into the cortex. All animal-related procedures used in this study were reviewed and approved in advance by the Washington University Animal Studies Committee.
Experiment 1: Responses of V4 cells to 2D shape stimuli (V4-2D data set)
The stimulus set~Fig. 1A! consisted of 48 2D grating stimulĩ conventional sinusoidal, hyperbolic, and polar gratings! and 80 2D contour stimuli~bars, intersections, angles, arcs, and circles!. Each contour stimulus was presented in a larger size~matched to the cell's estimated preferred bar length, except that larger obtuse angles and one-quarter arcs were reduced by 50%! and a smaller size~half the larger size!. Individual cells were assigned to V4 based on visual topography and receptive field size~Van Essen & Zeki, 1978; Gattass et al., 1988 !. Preferred length, width, color and orientation, were estimated during the manual mapping. The stimulus set was re-oriented for each cell according to the cell's preferred orientation. All stimuli were presented in the cell's preferred color~selected from a palette of six colors! over a uniform gray background.
The animal fixated within a fixation window of 0.58 radius while stimuli were presented within the classical receptive field. Up to six randomly interleaved stimuli per trial were presented sequentially, with 300 ms stimulus duration and a 300 ms interstimulus interval. Each stimulus was presented at three different jitter positions spaced evenly from each other and offset from the receptive field center by 25% of the receptive field radius.
Presentation of visual stimuli was synchronized with the spike collection software at a temporal resolution of 67 ms. The response to each stimulus was recorded over 12 randomly interleaved repetitions, at four repetitions per jitter position~nine repetitions at three repetitions per jitter position for 62 cells!. A total of 126 V4 units were recorded from two animals~65 cells from animal C and 61 cells from animal D! for this experiment. Receptive field eccentricities ranged from 0.68 to 12.88 mean ϭ 5.68!. Receptive field diameters ranged from 1.08 to 6.88 mean ϭ 4.88!.
Experiment 2: Responses of V4 cells to 3D stereoscopic shape stimuli (V4-3D data set)
This experiment~Hegdé & Van Essen, 2005a! was identical to Experiment 1 except as described otherwise, but was carried out separately, so that the cells in the two experiments represented two independent samples of the V4 population. The stimulus set contained 69 stereoscopic stimuli, including 21 conventional bar stimuli and 43 dynamic random dot stereograms~dRDS!~Fig. 1B!. The dRDS stimuli included 21 normal flat dRDS stimuli, nine convex~"bump"! stimuli, nine concave~"dent"! stimuli and eight oriented flat surfaces. Each dRDS consisted of a central disk whose disparity varied systematically according to the stimulus, surrounded by an annulus at zero disparity. The 21 bar and the normal flat dRDS ranged from Ϫ1.08 to ϩ 1.08 in 0.18 increments; the bumps and dents were each presented at seven mean disparities; the oriented flats were all presented at zero mean disparity. Five non-stereoscopic control stimuli were also included: a bar or a random dot stimulus presented monocularly in either eye, plus an uncorrelated random dot stimulus presented binocularly. The bar stimuli had the same length, width, color, and orientation as the cell's preferred bar. The central disk and the annulus had the cell's preferred center-and surround-color, respectively.
The response to a given stimulus was calculated as the average net firing rate across 16 repetitions, at four repetitions per jitter position~Ն 9 repetitions across all jitter positions for 14 cells!. A total of 128 V4 units were recorded from two animals~55 cells from animal D and 73 cells from animal E! for this experiment. Receptive field eccentricities ranged from 1.48 to 23.98 mean ϭ 6.68!. Receptive field diameters ranged from 0.98 to 19.38 mean ϭ 5.98!.
Experiment 3: Responses of cells in V1 to 2D shape stimuli (V1-2D data set)
This experiment was identical to Experiment 1 above, except that the stimulus set included 24 additional sinusoidal and bar stimulĩ not shown! besides the 128 grating and contour stimuli shown in Fig. 1A , so as to sample selectivity for spatial frequency, phase and the orientation more densely. Of the 82 V1 cells recorded from a single animal~animal C! in this experiment, 46 were from opercular V1~eccentricity range, 4.98 to 6.08; mean, 5.68; CRF diameter range, 0.98 to 1.58; mean 1.18!, and the remainder were from calcarine V1~eccentricity range, 9.98 to 13.28; mean, 11.58; CRF diameter range, 1.18 to 1.98; mean 1.78!. Given the relatively small receptive field sizes, especially in opercular V1, many stimuli may have encroached on the non-classical surround.
Data analyses
Data from all three experiments were analyzed using the statistical utility S-Plus~Insightful Corp., Seattle, WA!, Matlab~The Mathworks, Inc., Natick, MA!, or custom-written C language software. For each cell in each data set, only the data from trials throughout which the animal maintained fixation were further analyzed. Only cells that evoked responses significantly above background for at least one of the stimuli~two-tailed t-tests, P Ͻ 0.05 with Bonferroni correction, see below! were analyzed further. A total of 108 of 126 V4 cells from Experiment 1~V4-2D data set, with 63 cells from animal C and 45 from animal D!, 119 of 128 V4 cells from Experiment 2~V4-3D data set, with 52 cells from animal D and 67 cells from animal E!, and 81 of the 82 V1 cells from Experiment 3~V1-2D data set! met this criterion and were included in this study. In addition, we include some analyses of an earlier data set V2-2D data set; Hegdé & Van Essen, 2004 !, which consisted of responses of 180 V2 cells to 2D gratings and contours~108 cells from animal A, 11 cells from animal B, and 61 cells animal C!.
Measuring the response modulation
To measure the modulation of a given cell's responses above random noise levels by a given set of stimuli, we used the response modulation index~RMI! as described by Hegdé and Van Esseñ 2004!. To calculate RMI for a given cell during a given bin, we first calculated the conventional F ratio~or F statistic! of the cell's Fig. 1 . The stimulus set.~A! 2D shape stimuli. The 2D stimulus set consisted of 128 stimuli, 48 of which were gratings~sinusoidal, hyperbolic, and polar gratings!, and 80 were contour stimuli~bars, tristars, crosses, stars, acute angles, right angles, obtuse angles, one-quarter arcs, semicircles, and three-quarter arcs and circles!.~B! 3D shape stimuli. The stimuli consisted of 69 stimuli, of which 21 were bar stimuli~top! and 43 were dynamic random dot stereograms dRDS; bottom!. All stimuli in this panel are aligned with respect to the disparity scale shown at the top of the panel. The stimulus set also contained five non-stereoscopic control stimuli~not shown!. In some subsequent figures, the 2D or 3D stimuli are identified by the corresponding serial numbers shown next to the stimuli in this figure. responses to the given set of stimuli, given by F ϭ MS between 0 MS within , where MS between is the stimulus-to-stimulus variance across trials~or, equivalently, the between-stimulus mean squares!, and the MS within is the average trial-to-trial variance. The F ratio is an explicit measure of the signal-to-noise ratio, since MS between and MS within are measures of the signal and the noise, respectively. The responses were randomly re-assigned~without replacement! across the stimuli and the F ratio was recalculated. This randomization process was repeated 10 6 times. RMI was defined as the F ratio calculated from the actual data divided by the average F ratio from the randomization rounds. The one-tailed p value of a given RMI was the proportion of times the F ratio from the randomized data exceeded the F ratio from the actual data.
The data~sub! sets used in the various analyses often had different number of stimuli and repetitions per stimulus, which affects the degrees of freedom of MS between and MS within , respectively. Furthermore, different data sets had different number of cells, which affect the confidence limits of the population average estimates. Whenever one or more of these conditions apply, the absolute magnitudes of the RMI values~or other indices! cannot be compared across data sets. However, within-data set comparisons of absolute magnitudes, or across-data set comparison of relative magnitudes~e.g., % change in RMI! are still appropriate. Also RMI provided an explicit measure of signal-to-noise ratio and was not dependent on parametric assumptions~owing to the fact that the p values were calculated using randomized, not parametric, distributions!. In other words, RMI is an unbiased measure of the signal strength of the cell's responses. Second, RMI was more appropriate as a measure of information conveyed about the stimulus set than are more conventional measures of tuning width Prince et al., 2002; DeAngelis & Uka, 2003; Menz & Freeman, 2003 !, because the shape parameters did not always vary smoothly across the 2D or 3D stimuli~e.g., contours vs. gratings, or bars vs. bumps!, and because the observed tuning curves were not smooth or monotonic, but often complex and multimodal, in case of the disparity tuning curves in V4~Hegdé & Van Essen, unpublished observations!. Third, using RMI as a measure of response modulation allowed direct comparisons with the results from the V2-2D data set~Hegdé & Van Essen, 2004!. Finally, methods based on information theory~e.g., entropy! were not appropriate in our context, mainly because the number of repetitions per stimulus in our data set~9-16 depending on the cell! was too small for such analyses~see Panzeri, 1996; Panzeri & Treves, 1996 ; also see Hegdé & Van Essen, 2004 !. However, RMI is broadly related to mutual information~I ! since,~subject to important but plausible assumptions!, I Յ 102 log 2 @1 ϩ SNR#, and SNR Ϸ F Ӎ RMI, where SNR is signal-to-noise ratio~i.e., the ratio of the signal variance to the effective noise variance; for details, see Rieke et al., 1997, pp. 121-127, 327-362 !. Given these considerations, in lieu of information theoretic measures, we use RMI as a measure of the "information" conveyed by a cell about a given set of stimuli.
Measuring sharpness of shape selectivity
To measure the sharpness of a given cell's shape selectivity profile during a given bin, we used the tuning sharpness index~TSI!, defined as @1 Ϫ~R mean 0R max !#, where R mean is the cell's mean response to all 128 stimuli and R max is the cell's response to its most effective stimulus. The TSI is sensitive to noise, given that random fluctuations in firing rate can change R max by chance without affecting R mean , thus changing TSI.
To measure response saturation, we calculated the variance: mean ratio~VMR!, defined as the variance of all the observed responses to all repetitions of all stimuli divided by the corresponding mean.
Analysis of response correlations at the population level
To analyze patterns of response correlation across the population, we used metric multidimensional scaling~MDS! and principal components analysis~PCA!, as described previously~see Hegdé & Van Essen, 2003 , 2005b !. Briefly, for the 2D data sets, a 128 ϫ 128 correlation matrix of the corresponding population response was used as the input to the MDS algorithm to generate a 2D plot of the correlation data~S-Plus routine cmdscale; dimension k ϭ 2!. Each element of the matrix represented the correlation coefficient of the responses of all cells in a given data set~averaged across trials, but non-normalized! to a given pair of the 128 stimulĩ see Fig. 6B later!. The resultant MDS plot reveals patterns of correlation in the population response to the various stimuli, in which the proximity between the stimuli represents the similarity of the responses of the cells in a given data set to the stimuli. The MDS algorithm begins with an arbitrary placement of the stimuli and iteratively shifts the stimuli to reduce the distortion~or "stress"! between interstimulus distances and the original correlations. Some stress is inevitable when reducing a high-dimensional data into a 2D format, because interstimulus distances can be rarely found in a 2D plot that exactly match the similarities in a 128 ϫ 128 dimensional matrix. However, the algorithm minimizes distortion, so that stimuli that elicit similar responses are clustered together, and stimuli eliciting dissimilar responses are dispersed. The statistical significance of the MDS clusters was assessed using the D ratio test, analogous to the conventional F test~Hegdé & Van Essen, 2003 Essen, , 2004 !. MDS analysis of the V4-3D data set was carried out similarly.
PCA~S-Plus routine princomp! simplifies complex, highdimensional data by identifying a small number of factors that underlie global patterns in the data and determining the extent to which each factor, or principal component, accounts for variance in the data. In a manner analogous~but not identical! to multiple linear regression, PCA linearly transforms an original set of variables into a smaller set of independent~uncorrelated! variables principal components! that represent most of the information in the original set of variables. If the given data set is highly correlated~i.e., redundant or low-dimensional!, a small number of principal components will account for a large proportion of the data, and the proportion of data explained will tend to fall off sharply from the top component on. As the input data become increasingly decorrelated~i.e., increase in dimensionality and decrease in redundancy! it takes progressively more principal components to account for a given proportion of the data, and successive principal components will tend to account for more comparable proportions of data. We used this technique to assess the temporal variations in the dimensionality of the V2 population response.
Results
The results are based on responses of 108 V4 cells to the 2D grating and contour stimuli shown in Fig 
Temporal dynamics of the firing rate
Responses of an exemplar V4 cell to the 2D stimuli are shown in Fig. 2 . The thick gray line in Fig. 2A shows the average firing rate of the cell across all 128 2D stimuli during successive 20 ms bins spanning the Ϫ20 to 320 ms interval, where 0 and 300 ms represent the stimulus onset and offset, respectively. The cell had a low background firing rate~3 spikes0s! prior to stimulus onset!. Evoked responses began at 70 ms~i.e., the 60-80 ms bin!, peaked at 130 ms 45 spikes0s!, and decayed gradually to about half of the peak level. Fig. 2B shows the time course of this cell's responses to individual stimuli~rows! in spike density function~SDF! format. At 70 ms, when the average firing rate was about one-third of the peak level, the cell was highly selective. A large three-quarter arc stimulus 122! elicited the maximal response~102 spikes0s!, and the cell responded well to a few other stimuli, including some larger arcs and polar gratings but only poorly to most other stimuli during this bin~see legend for details!. During several successive bins, increasing numbers of stimuli elicited strong responses, and the cell responded to most but not all stimuli at its peak~130 ms!. During subsequent bins, the responses to many stimuli~e.g., stimuli 11 and 92! decayed to background levels, but a few other stimuli~including the lowest frequency radial grating and some arcs! continued to elicit strong responses. This qualitative assessment suggests that the selectivity of the cell to the various stimuli, or its "tuning," changed from one bin to the next.
Measuring the temporal dynamics of response modulation
To quantify the temporal dynamics of response modulations, we calculated a response modulation index~RMI! for each 20 ms biñ Materials and methods; also see Hegdé & Van Essen, 2003 !, as illustrated for the exemplar cell in Fig. 2A . The dashed line shows the F ratio~the stimulus-to-stimulus variance of responses divided by the average trial-to-trial variance of the responses during that bin!. The RMI~thick solid line! for each bin was calculated as the F ratio divided by the mean randomized average F ratio~thin dotted line! for that bin. The RMI values were initially indistinguishable from chance but became significant P Ͻ 0.05; black dots! in all bins from 70 ms onward. Importantly, the RMI value peaked at 90 ms and decreased even as the average response was increasing or at its plateau~110-150 ms!, owing to the fact that the overall noise~thin dotted line! continued to increase during this period. Thus, the transient and sustained components of the RMI profile differed substantially from the average firing rate, reflecting a complex interplay between the temporal dynamics of the signal and the noise, which differed from one another and from the firing rate.
Average response modulation Fig. 3 shows the temporal dynamics of responses and of response modulation for each of the data sets. Panel A shows the time course of the normalized average firing rate~610% of the cell-to-cell SD; see legend for details! for each data set. The average response of V4 cells to the 2D stimuli~thick black line! exceeded background levels at 50 ms, peaked at 110 ms, and declined over the next 100 ms to a plateau at two-thirds of the peak level. The average V4 response to the 3D stimuli~dashed white line! began with about a 20 ms longer latency, peaked at 130 ms, and declined over the next 100 ms to a plateau of about 60% of its maximum. The average responses for the V1-2D and V2-2D data sets~solid and dotted white lines, respectively! began at 30 ms, peaked at 50 ms, and decayed more rapidly and to a lower plateau level than for V4 half-maximal for V1, one-third maximal for V2!. The average V2 response was less than half its maximum when the average V4-2D response was at its peak. Fig. 3B shows the time course of the population average RMI for the same four data sets. For the V4-2D data set, the peak RMI occurred at 90 ms~solid black line!, earlier than the peak in the average firing rate, but the difference was less pronounced than for the example cell. The peak RMI occurred at 130 ms for the 3D stimuli~dashed white line!, indistinguishable from the peak firing rate of the population average. The RMI values for the V4-3D data set were generally lower than those for the V4-2D data set, but this may simply be attributable to the fact that the 2D stimulus set contained more stimuli than the 3D set. Indeed, the RMI values for the 2D stimuli were indistinguishable from those of 3D stimuli when calculated for arbitrarily selected subsets of 69 2D stimulĩ data not shown!. Importantly, the normalized RMI curves decayed much less than the normalized firing rates for both the 2D and 3D data sets, reaching levels only 10% to 15% below their peak during the 200-300 ms period. These differences in the temporal dynamic patterns reflect differences in the temporal dynamics of the underlying signal, noise, and firing rate as illustrated for the exemplar cell above.
For the V1-2D data set~solid white line!, the population average RMI peaked at 50 ms and decayed gradually thereafter. These trends were qualitatively similar to that for V2-2D~dotted white line; see also Hegdé & Van Essen, 2004 !. The normalized RMI curves declined by 20% to 25% of their peak values as with V4, but this decline was substantially smaller than the decline in the normalized firing rate. Thus, in all data sets and for 2D and 3D stimuli, the responses conveyed maximal shape information during the initial transients and were less informative later in the response but to a lesser degree than would be expected based on average evoked responses.
To assess whether the temporal dynamics depend strongly on the different stimulus classes within our overall stimulus set, we carried out similar analyses using responses to only a subset of the stimuli. For example, the time course of the RMI values for the four large semicircles at different orientations~Fig. 3C! were qualitatively similar among the relevant data sets and to those calculated using the responses to all 128 2D stimuli. Fig. 3D shows the time course of response modulation in the V4-3D data set measured using only the responses to bar stimuli and to zero-order disparity dRDS stimuli~i.e., uniform disparity dRDS or "normal flats"!. These were similar to each other and to the full set of 3D stimuli, but had slightly longer latencies. The results were qualitatively similar when the data sets were analyzed for each animal individually~Figs. 3E and 3F!.
We have previously reported that although the responses and the response modulations in V2 follow comparable temporal dynamic patterns when compared as population averages, the two are poor predictors of one another for individual cells~Hegdé & Van Essen, 2004!. The time of maximal response and maximal response modulation had an r value of 0.14, 0.11, and 0.17 for Fig. 2 . Temporal dynamics of response modulation of an exemplar V4 cell to 2D shape stimuli. The 300 ms interval between the stimulus onset~filled arrowhead! and offset~open arrowhead! was divided into 15 consecutive 20 ms bins and response metrics were calculated for each bin as described in Results.~A! temporal dynamics of the firing rate, F ratio, average randomized F ratio, and the RMI for each bin are plotted according to the key at right. B! temporal dynamics of the firing rate for individual stimuli. Each row in this panel represents the spike density function~SDF! of the cell's responses to a single 2D shape stimulus in Fig. 1A , as denoted by the numbers at right. Representative stimuli are highlighted by the corresponding icons at left. Each bin of a given SDF represents the firing rate of the cell during a given 20 ms interval averaged across 12 repetitions of the given stimulus, drawn according to the color scale at right. In both panels, firing rates are also shown for the 20 ms bins immediately preceding the stimulus onset and immediately following the stimulus offset. In this and the subsequent figures, the data for each bin are plotted at the midpoint of the bin. Fig. 3 . Temporal dynamics of the firing rate and of response modulation for different data sets. A, average normalized firing rates for each data set. B to D, average normalized RMI values across all stimuli in each data set~panel B!, orientation tuning for large semicircles~panel C!, and disparity tuning for bars and normal flat stimuli~panel D!. E and F, temporal dynamics of RMI for the individual animals in the V4-2D data set~panel E!, and the V4-3D data set~panel F!. In each case, the corresponding population average was calculated by normalizing the given response measure for each cell to a maximum of 1.0 and averaging the normalized values across all cells in the given data~sub!set, and plotted in this figure according to keys as shown~insets!. In this and the next figure, the error ranges denote 610% SD, which are shown instead of SEMs because the underlying data sets had differing number of cells. To facilitate visualization, the error ranges have been rendered translucently. Note that in this and the next figure, the absolute magnitudes of a given index can only be directly compared within~but not across! the various data~sub! sets, because the indices differed in their statistical power~see Materials and methods for details!. the V4-2D, V4-3D, and V1-2D data sets respectively. These poor correlations were similar to that previously reported for V2 r, 0.19!. The r value between the RMI and firing rate across all bins was statistically insignificant~P Ͼ 0.05, r Ͻ 0.58! for 690108 cells~64%! for the V4-2D data set, 830119 cells~70%! for the V4-3D data set, and 45081 cells~56%! for the V1-2D data set, as compared to 1040180~58%! of V2 cells. The mean r value across all cells was 0.35 for the V4-2D data set, 0.28 for the V4-3D data set, and 0.33 for the V1-2D data set, comparable to the value of 0.38 for V2. Furthermore, the response modulation peaked more than 20 ms after the peak in the firing rate for 390108 cells~36%! in the V4-2D data set, 490119 cells~41%! in the V4-3D data set, and 27081 cells~33%! in the V1-2D data set, as compared to the 540180 cells~30%! in the V2-2D data set. Altogether, these results indicate that the firing rate was not a strong predictor of the RMI values for individual cells in any of the data sets.
Temporal dynamics of the sharpness of shape selectivity
We have previously reported that V2 cells are less sharply selective for the 2D shape stimuli during the response transients and become more sharply tuned for shape after the transients Hegdé & Van Essen, 2004!. We repeated this analysis for each of our data sets using the same measure of sharpness of shape selectivity, the tuning sharpness index~TSI; see Materials and methods!. For the exemplar cell~dotted black line in Fig. 4A !, the TSI was lowest~0.64, corresponding to a 2.8-fold ratio between the response to the most effective stimulus and the average response to all 128 stimuli! during 140-160 ms bin, during which the firing rate was near-maximal~thick dotted gray line!. The TSI increased to 0.90 during the 180-200 ms bin, corresponding to a 10-fold ratio between the peak versus mean responses, and it remained relatively high for the remainder of the response~range, 0.81-0.88!. This pattern~relatively broad tuning during the response transients followed by sharper tuning after the transients! was also evident in population averages of TSI values~Figs. 4B to 4D!, after taking into account the latency differences across the various data sets.~The large initial TSI values are of little import because they occur prior to the onset of significant visually evoked responses.! The broader tuning~i.e., decreased TSI! during the initial transients might in principle reflect a saturation effect, in which many stimuli elicit a near-maximal firing rate. Therefore, if saturation occurred and were related to the cell's relative refractory period then the variance0mean ratio~VMR! of the responses across all stimuli should decrease during the initial transient, as indeed occurs in V1 cells responding to flashed gratings~Müller et al., 2001!. The VMR values for the exemplar cell were slightly higher when the firing rate was near maximal~100-160 ms! than for later times~dashed line in Fig. 4A !. This indicates that response saturation did not contribute substantially to the decrease in TSI values for the exemplar cell. For the 2D stimuli in V4 Fig. 4B ! and V1~Fig. 4D! the VMR values were near-maximal when the TSI values were near-minimal; for the 3D stimuli in V4 Fig. 4C ! the VMR values were approximately constant during and after the initial transient. This indicates that response saturation was not a major contributor to the early dip in TSI values for the population as a whole. Thus, in general, stimulus selectivity was broader during the transients, and sharper afterwards, in all three data sets.
Reliability of response modulation during various stages of the response
We have previously reported that for the V2-2D data set, both the firing rate and the response modulation remain significant throughout the stimulus presentation~Hegdé & Van Essen, 2004!. To examine whether this is also true for the present data sets, we determined whether the evoked responses were both significantly above background levels~1-tailed t-test with Bonferroni correction! and were modulated significantly above chance~measured by the RMI, with Bonferroni correction! during each 20 ms bin. For cells in meeting both criteria for at least one bin, we determined the bin during which the cell conveyed the earliest, the largest, and the latest significant shape information as illustrated schematically in Fig. 5A~see legend for details!. Fig. 5B shows the results of this analysis for the V4-2D data set. Of the 108 cells in this data set, the responses and the response modulation were both statistically significant during the same bin for at least one bin for 94 cells~87%!. Of these, about two-thirds 64094, 68%, or 59% of the total!, conveyed significant shape information, within the first 100 ms of the stimulus onset~Column 1!. About the same proportion of cells~61094, 65%! conveyed their maximal shape information within the first 120 ms after the stimulus onset~Column 2!. About four-tenths of the V4 cells 40094, 43%! conveyed significant shape information as late as the final bin~i.e., 280-300 ms! although at lower RMI values~Col-umn 3!.
Results were qualitatively similar for the V4-3D data set Fig. 5C ! the V1-2D data set~Fig. 5D!, and the V2-2D data set Fig. 5E ; adapted from Hegdé & Van Essen, 2004 !, except for the differences in the latencies noted previously. Also, in the case of the V1-2D data set, a notable minority of cells~26054, 44%! no longer conveyed significant shape information 100 ms after the stimulus onset~Fig. 5D, Column 3!.
Taken together, these results indicate that~1! cells in all data sets show qualitatively similar patterns of response modulation, in which the responses of cells tend to be modulated to the greatest extent early on during the response, both in terms of the reliabilitỹ i.e., statistical significance! and the magnitude of the response modulation,~2! many cells in each area continue to convey significant shape information throughout the response, and~3! in area V4, this pattern of response modulation is essentially similar for the 2D and the 3D stimuli.
Temporal changes in the population response
As noted in Introduction, the population responses of macaque V2 cells to 2D shape stimuli are more strongly correlated during the initial phase of the response and become more decorrelated, or finer grained, over time~Hegdé & Van Essen, 2004!. To determine if this is true for V4 and V1, we analyzed the population response of these areas for patterns of response decorrelation as described previously. Briefly, this entailed constructing a correlation matrix of the population response during each bin for each data set, as illustrated for the V4-2D data set in Fig. 6A . Each element of a given matrix represented the correlation coefficient r between the responses of the given population of cells to a given pair of stimulĩ see figure legend and Materials and methods for details!.
The thick black line in Fig. 6B shows the mean r value~610% SD! from the correlation matrix corresponding to each bin in the V4-2D data set. The r values varied significantly across bins for this data set~1-way ANOVA, P Ͻ 0.05, data not shown!. During the first two bins~0-40 ms!, i.e., before the response onset in most V4 cells~see Fig. 3A !, the mean r value was low~0.24 and 0.23 respectively!, and the r values were distributed across stimuli apparently randomly~not shown!. The mean r values increased sharply over the next two bins, peaking at 0.34 during the 80-100 ms bin, one bin earlier than the bin during which the population average response~Fig. 3A!, and the response magnitude, and the response modulation for many individual V4 cells were maximal~Fig. 3B, Fig. 5B , Column 2!. During this bin, the response correlation was highest within the grating subset~stimuli 1-48; solid square bracket on the right y-axis in Fig. 6C ! and within the contour subset~stimuli 49-128; dashed bracket!, but substantially lower across the two stimulus subsets. In other words, during this bin, individual cells tended to respond well to either gratings as a group or to contours as group, but generally not to both groups.
The population response decorrelated gradually during the next four bins, and by the 180-200 ms bin, the average r value~0.24! dropped to levels comparable to that during the first two bins, and stayed at about that level for the remainder of the response~range, 0.23-0.26!. Note that the standard deviation of the r values denoted as 0.1 SD by error bars in Fig. 6B ! remained similar across all 15 bins~range, 0.009-0.01!, even as the mean r values varied from one bin to the next. This indicates that the r values rose or fell more or less uniformly across the various stimuli from one bin to the next, although by the last~280-300 ms! bin, the decorrelation was slightly more pronounced for contours than for gratings~Fig. 6D!.
This pattern of progressive response decorrelation is more clearly visualized by the MDS plots of correlation matrices for three selected bins~Fig. 6E!, in which the stimuli, which elicited correlated population responses~i.e., elements of the correlation matrix with similar gray levels! are clustered together and the stimuli, which elicited disparate responses are more dispersed~see Materials and methods!. If the response correlations vary randomly among stimuli then the stimuli would be distributed randomly, with no significant clustering. During the bin with maximal response correlation~80-100 ms bin!, two clusters were clearly identifiable~left panel !, one consisting exclusively of grating stimuli~gray icons!, and another consisting exclusively of contour stimuli~black icons!. The separation between the two clusters 5 . The time of the earliest, latest, and the maximal response modulation for different data sets. The bins during which the evoked responses were both significantly higher than the background levels~P Ͻ 0.05 with Bonferroni correction; X symbols! and the bins during which the response modulation as measured by the RMI was statistically significant~O symbols! were determined for each cell, as illustrated schematically in panel A for a hypothetical cell. From the bins that met both the criteria, the earliest bin, the latest bin, and the bin with the largest RMI value were selected for each cell. Panels in Columns 1-3 show the population distribution of these bins~Column 1, earliest bins; Column 2, bins with largest RMI values; Column 3, the latest bins; all drawn to the same percentage scale to facilitate comparisons!. Panels B to E show the results from the V4-2D data set~B!, V4-3D data set~C!, V1-2D data set~D!, and V2-2D data set~E; redrawn from Hegdé & Van Essen, 2004 !. In all panels, the gray bars in the background show the distribution of the cells across the bins in time histogram form~left y-axis!, and the filled triangles denote the actual RMI values of individual cells in each bin~right y-axis!. RMI values Ͼ10 were rounded out to 10 in all cases. See Results for details. The asterisks in the panel B denote the exemplar cell shown in Fig. 2. Fig. 6 . Temporal dynamics of the population response. A, construction of the correlation matrix used in the population analyses, illustrated for the V4-2D data set. Each panel on left shows the response of V4 neurons~dots! to a selected pair of 2D stimuli during the 80-100 ms bin plotted against each other. In either panel, the arrowhead denotes the responses of the exemplar cell in Fig. 2 , and the line denotes the best-fitting regression line. The correlation coefficient r is a measure of the deviation of the responses from this regression line. The panel on right shows a magnified portion of the correlation matrix for the 80-100 ms bin plotted according to the grayscale on right. The icons denote the relevant 2D stimuli, oriented and numbered as in Fig. 1A . To construct the correlation matrix from a given bin, the r value from each possible pair of stimuli was calculated and assigned to the corresponding element of the correlation matrix~dashed arrows!. The elements along the diagonal from lower left to upper right represent the correlation of the responses to a given stimulus with themselves~r ϭ 1.0!. Note that the matrix is a symmetric about this diagonal, since r~i, j ! [ r~j, i ! for any two stimuli i and j. B, the average correlation coefficient~6 10% SD! during each bin. C and D, correlation matrices from two selected bins of the V4-2D data set, each plotted according to the grayscale in panel A. E, MDS plots for three selected bins from the V4-2D data set, each drawn to the same scale. The double-headed arrows denote the corresponding correlation matrices. To aid visualization, the grating and the contour stimuli have been rendered in gray and black, respectively. F, MDS plots for three selected bins from the V4-3D data set, each drawn to the same scale. Arrow in the far left panel denotes the binocularly uncorrelated dRDS control stimulus.
progressively diminished as the responses decorrelated~middle and right panels in Fig. 6E !.
This pattern of high correlation during the initial response transients followed by progressive decorrelation afterwards is similar to our previous findings for area V2, but with some differences. Most notably, in V4 the contour stimuli formed a single large cluster with no obvious substructure at all time points, whereas in V2 the contours were divisible into two subclusters one dominated by large angles and arcs! during the period of maximal response correlation~see Figure 8D in Hegdé & Van Essen, 2004!. The population response of V4 neurons to the 3D stimuli followed a similar pattern of response correlation-decorrelatioñ Fig. 6B @thick gray line#, and Fig. 6F !. The population response was substantially correlated during the initial transients~but peaked two bins earlier than the mean firing rate; cf. thick gray line in Fig. 6B and white dashed line in Fig. 3A !. MDS analysis of the bin with maximal correlation~80-100 ms bin; far left panel in Fig. 6F ! revealed that during this bin, the population response was correlated within the bar stimuli as a group and to the dRDS stimuli as a group, but was substantially uncorrelated across the two groups. One control stimulus, the binocularly uncorrelated dRDS~arrow!, elicited responses disparate from either of the other two clusters. The separation between the clusters progressively diminished throughout the remainder of the response~Fig. 6F, middle and right panels!.
The results were qualitatively similar for the V1-2D data set, with two notable exceptions. First, the maximum average r value for this data set was 0.30~thin gray line in Fig. 6B ; 40-60 ms bin!, which was somewhat lower than those for the V4-2D and V4-3D data sets. Second, whereas the MDS analyses of this data set~not shown! revealed a segregation of the grating versus contour stimuli similar to that in the V4-2D data set, this clustering was clearest during the 40-60 ms bin, the bin during which the average firing rate was maximal~see Fig. 3A !. However, the clustering was not significant for any of the 15 bins as measured by the D ratio test data not shown!.
To assess the complexity of the population response during each bin, we analyzed each correlation matrix using principal components analysis~PCA; see Materials and methods!. The proportion of the data accounted for by the most informative principal components, and the number of principal components required to account for a criterion amount of the data, are two measures of the dimensionality, or complexity, of the data. If the population response during a given bin were perfectly decorrelated, each principal component would be expected to account for an average of about 0.78% and 1.45% of the total response variation for the 2D and the 3D data sets, respectively~given a set of 128 and 69 stimuli, respectively!. Fig. 7A shows the results of PCA for the V4-2D data set during the same three bins for which the MDS results were shown in Figure 6E . During the 80-100 ms bin, when the population was maximally Fig. 7 . Principal components analysis~PCA! of the population response. Correlation matrix for each bin was analyzed using PCA as described in Materials and methods. Proportion of the data in the given correlation matrix accounted for by the 10 most influential principal components is shown here for each bin for the V4-2D data set~panel A! and for the V4-3D data set~panel B!. The arrow in each bin denotes the total variance in the data for the given bin accounted for by the top 10 components together.
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J. Hegdé and D.C. Van Essen correlated~see Fig. 6B ,C!, the first principal component by itself accounted for 56% of the variance, and the top 3, 5, and 10 components together accounted for 81%, 90%, and 96% of the data, respectively. Thus, a relatively small number of response dimensions accounted for most of the population response during the initial transient response. The complexity of the population response increased markedly between 100 and 160 ms; during the 160-180 ms bin, the first principal component accounted for 30% of the variance and the first 10 components accounted for 68% of the variance. During the 280-300 ms bin, the top 10 components accounted for only about half~52%! of the response variance. The population response also showed a similar temporal dynamic pattern in the V4-3D data set~Fig. 7B! and the V1-2D data set~not shown!. Together, these results indicate the population response was relatively correlated, or low-dimensional, during the response transients, and substantially decorrelated~i.e., increased in dimensionality! afterwards.
We have previously shown, using PCA of the correlation matrices, that pattern of correlations in the population response in area V2 to contours and gratings is at least partly attributable to high-level shape characteristics, and cannot be fully accounted for low-level characteristics, such as mean luminance or contrast Hegdé & Van Essen, 2003 !. We repeated these analyses for each of the current data sets and obtained similar results~data not shown!.
DISCUSSION

Temporal Dynamics of Static Shape Representation
Our results reveal two main similarities of temporal dynamic patterns among the various data sets for V4, V2, and V1. At the level of single cells, the signal-to-noise ratios followed the same overall pattern in all data sets, with response modulation relatively high during the initial transients but lower, although often statistically significant, throughout the remainder of the response. Shape tuning of individual cells was broader during the transients and sharper afterwards. At the population level, the population response was substantially correlated during the initial transients, but gradually decorrelated~or, equivalently, increased in dimensionality or complexity! during the remainder of the response.
The latencies of response modulation patterns were generally consistent with the observed latencies of the evoked responses themselves. The response latencies we observed for V1 and V2 were generally consistent with the values reported by Schmolesky et al.~1998! but not with those reported by Schroeder et al.~1998!. Conversely, our V4 latencies were better matched to the results of Schroeder et al.~1998! than those of Schmolesky et al.~1998!. The reasons for these similarities and differences are difficult to ascertain, because latency estimates can vary depending on the parameters of visual stimulation, recording and data analysis, the neuronal sample studied, the laminar and sub-compartmental location of the neuron0s, and the behavioral state~e.g., anesthetized vs. awake, fixation task vs. more demanding task!, and the age and the identity of the animal~Ferrera et Maunsell & Gibson, 1992; McAdams & Maunsell, 1999; Nowak et al., 1995; Perge et al., 2005; Wang et al., 2005!. In any event, the similarities among our data sets are based not on latency measurements per se but on overall patterns of temporal dynamics.
Our results suggest a potential neural substrate for coarse-tofine representation of static visual stimuli, which the visual system may utilize to balance the speed versus the accuracy of the visual representation~Carpenter & Grossberg, 1987; Schyns & Oliva, 1994; Ullman, 1995; Nowak & Bullier, 1997 ; also see Friedrich & Laurent, 2001 Hegdé & Van Essen, 2004 !. Briefly, the transient responses, during which the population activity is substantially correlated, and the magnitude of response modulation is statistically significant and the shape tuning broad at the individual cell level, provide a relatively low-dimensional representation that subserves a rapid, relatively coarse-grained initial shape analysis. Later responses, when the population response is more decorrelated, and individual cells are more sharply shape selective, provide a higher-dimensional representation that subserves finergrained discriminative capacities~see Seung & Lee 2000; Roweis & Saul 2000; Tenenbaum et al., 2000 !. Psychophysical and computational studies support the notion that coarse-grained object recognition can occur on a faster time scale, whereas finer-grained object recognition is slower~Donders, 1969; Posner, 1978; Luce, 1986; Carpenter & Grossberg, 1987; Schyns & Oliva, 1994!. Strength of our study is that it allows key temporal dynamic comparisons among the various data sets. Nonetheless, important caveats apply to the interpretation of both the similarities and differences among the areas. First, it is possible that low level differences in stimuli~such as those related to the differences in the average size, retinal resolution, luminance, and0or contrast of the stimuli!, animal-to-animal differences, and differential effects of the behavioral state0task~e.g., attention, vergence, etc! on the neuronal responses in various areas account for at least some of the differences among the various data sets. Second, whereas our experimental paradigms attempt to minimize the differences in experimental parameters, some differences are unavoidable, ultimately due to the inherent differences of receptive field sizes and preferences across areas. We adopted the approach of scaling the stimuli to the match receptive field sizes in order to drive the cells well, as noted in Materials and methods, but this inevitably introduces size-related differences in the stimuli. Importantly, alternate possible approaches to addressing this issue~e.g., holding the @average# stimulus size constant across areas! raise their own sets of problems. Even though our stimuli elicited significant responses and response modulations from each area, the possibility remains that the stimuli~and0or the task! were not optimal for revealing the temporal dynamic differences among areas. Furthermore, whereas our stimuli sampled many important stimulus dimensions and our data analyses explored many aspects of temporal dynamics of shape representation, it remains possible that genuine differences among areas were left unexplored in our study.
Previous studies of temporal dynamics
Many previous studies have addressed the temporal dynamics of various response measures in other visual areas or sensory systems. Rigorous comparisons among the various studies are difficult, given the diversity of areas, stimuli, behavioral task and recording paradigms involved. Nonetheless, some previous results are particularly noteworthy. In the visual system, LGN neurons temporally decorrelate in response to natural movies, but not to white noise, by a process involving linear temporal filtering characteristics of neurons~Dan et al., 1996!. In the visual cortex, Müller et al.~2001! analyzed the temporal dynamics of the signalto-noise ratio in area V1 of the anesthetized monkey and found that V1 cells convey much more information during the initial transients than during later periods of the same duration. They reported time-dependent changes in the contrast response function but not
Temporal dynamics of shape analysis in V4
in orientation tuning curves, and they found that orientation tuning estimated from the first 150 ms of response was indistinguishable from that estimated over the first 1,250 ms. Edwards et al.~2003! reported that cells in the inferotemporal cortex distinguish between chromatic versus achromatic versions of face stimuli during the onset transients. In contrast, Zohary et al.~1990! reported increased orientation discriminability in V1 as the integration window increased from 60-100 ms, and Ringach et al.~1997! reported significant time-dependence of orientation tuning in V1 using a finer-grained temporal analysis~10 ms vs. 50 ms bins!. In inferotemporal cortex, Sugase et al.~1999! reported pronounced differences in the time course of responses to various faces differing in identity and expression, with "global" information about stimulus category emphasized early and "fine" information about facial expression and identity conveyed starting ;50 ms later.
The present study of V4 and V1 and our previous study of V2 Hegdé & Van Essen, 2004 ! are the first to have explicitly examined the time course of decorrelation of population responses in the visual system. However, in the olfactory system, it has been reported that the population response of zebrafish mitral cells to odors decorrelates over a period of a second or so~Friedrich & Laurent, 2001 !. This is qualitatively analogous to our observations, except that it occurs over a much slower time coursẽ ;800 ms! and is not associated with an increased sharpness of tuning.
Future directions
Considerations about coarse-to-fine processing are inherently more challenging when dealing with motion or other rapidly changing i.e., non-static! stimuli. Palanca and DeAngelis~2003! compared the disparity tuning of individual MT cells for static versus moving stereoscopic stimuli. They reported that for static stimuli, the tuning is sharpest during the initial transients and declines afterwards, whereas for moving stimuli tuning does not show the post-transient decay, but instead remains relatively high throughout the stimulus presentation. The lack of response decay for motion stimuli may simply reflect constant motion energy throughout the stimulus duration. Understanding the temporal dynamics of the representation of non-static stimuli is important, because visual images are inherently non-static under natural viewing conditions.
