Fluorescence microscopy is one of the most important tools in cell biology research because it provides spatial and temporal information to investigate regulatory systems inside cells. This technique can generate data in the form of signal intensities at thousands of positions resolved inside individual live cells. However, given extensive cell-to-cell variation, these data cannot be readily assembled into three-or fourdimensional maps of protein concentration that can be compared across different cells and conditions. We have developed a method to enable comparison of imaging data from many cells and applied it to investigate actin dynamics in T cell activation. Antigen recognition in T cells by the T cell receptor (TCR) is amplified by engagement of the costimulatory receptor CD28. We imaged actin and eight core actin regulators to generate over a thousand movies of T cells under conditions in which CD28 was either engaged or blocked in the context of a strong TCR signal. Our computational analysis showed that the primary effect of costimulation blockade was to decrease recruitment of the activator of actin nucleation WAVE2 (Wiskott-Aldrich syndrome protein family verprolin-homologous protein 2) and the actin-severing protein cofilin to F-actin. Reconstitution of WAVE2 and cofilin activity restored the defect in actin signaling dynamics caused by costimulation blockade. Thus, we have developed and validated an approach to quantify protein distributions in time and space for the analysis of complex regulatory systems.
INTRODUCTION
As one of the great tools of cell biology, imaging enables the investigation of cellular processes as they occur in time and space inside live cells. Imaging generates a tremendous amount of data in the form of signal intensities at thousands of positions that are resolved inside each individual cell. Commonly, the scientific question to be answered enables the researcher to focus on specific reference elements within these data, for example, cytoskeletal structures or vesicular distributions, thus simplifying data analysis through the use of customized image quantification. However, as image acquisition becomes ever more efficient, the size and complexity of imaging data sets grow, thus bringing imaging into the realm of systems biology. With the growing size and complexity of data sets, the design and execution of customized analysis strategies become increasingly more difficult. As a generally applicable alternative, a strategy that uses the signal intensity at each resolved position within a cell would be highly advantageous. It would enable unbiased image analysis without the need for a previous focus on particular processes, enable efficient computational processing, and would do so using the entirety of the information contained in the images. We have developed such a computational image analysis routine and verified its usefulness by applying it to investigate the mechanism by which costimulation regulates actin dynamics in T cells.
T cells become activated through direct interactions with antigenpresenting cells (APCs). The T cell receptor (TCR) recognizes antigenderived peptide presented by the major histocompatibility complex on the surface of the APC. Parallel engagement of costimulatory receptors by their APC ligands is required for efficient T cell activation. The most potent costimulatory receptor is CD28, which is activated by the B7 family ligands CD80 and CD86. T cell activation stimulates the rapid and transient accumulation of T cell actin at the interface between the T cell and the APC (a region known as the immunological synapse) (1), which is coregulated by TCR and CD28 (2) . Genetic and pharmacological interference with T cell actin dynamics suggests that they are critical for many aspects of T cell function including APC coupling, spatiotemporal organization of T cell signaling, and regulation of transcription (2) (3) (4) (5) (6) ; however, the molecular mechanisms by which costimulation contributes to the regulation of T cell actin dynamics are unresolved.
Understanding the regulation of actin dynamics by costimulation exemplifies two critical challenges caused by the increasing amounts of data generated by current cell biology: complexity and the need to determine alterations in protein function upon physiological perturbation rather than determining protein function per se. Actin regulation is a complex problem because it occurs through the integrated interaction of numerous key actin regulators. The importance of individual actin regulators has been elegantly established by genetic means. The Arp2/3 complex is the dominant nucleator of actin in T cells (7) . It is stimulated by the actin filament nucleation promoting factors Wiskott-Aldrich syndrome protein (WASP), WASP family verprolin-homologous protein 2 (WAVE2), and cortactin homolog hematopoietic-specific protein 1 (HS1) (8) (9) (10) (11) (12) (13) . Lack of Arp2/3 activators impairs T cell coupling to APCs, calcium signaling, and cytokine secretion to a variable extent (14) (15) (16) (17) (18) (19) (20) . Coronin 1A inhibits the generation of polymerized actin (F-actin). Coronin 1A-deficient T cells display excessive accumulation of F-actin, yet reduced dynamics, and impaired calcium signaling (21, 22) . Blocking the F-actin-severing protein cofilin impairs immunological synapse organization, cytokine secretion, and T cell proliferation (23) . The motor protein myosin II plays a context-dependent role in protein transport and signal amplification (24) . The F-actin plus endcapping protein CPa1 (capping protein a1) is likely to be important because capping protein interactors play critical roles in the regulation of T cell activation (25, 26) ; however, how all of these proteins function as an integrated ensemble has remained largely inaccessible. With regard to the necessity to understand altered protein function, we need to investigate the contributions of costimulation to actin dynamics rather than just the regulation of overall actin turnover. Thus, the deletion or suppression of individual actin regulators should be replaced by approaches that monitor changes in the behavior of these regulators in the absence of costimulation. Again, individual proteins have been linked to actin regulation downstream of CD28, most prominently cofilin, L-plastin, and the capping protein interactor Rltpr, yet their functional integration remains unresolved (25, 27, 28) .
Given the large number of interacting actin regulators and the need to determine changes in the behavior of each of them, a hypothesis-driven investigation of how costimulation regulates actin dynamics was inaccessible. As an unbiased alternative, we chose a large-scale imaging approach. Because actin turnover is local, we reasoned that recruitment of actin regulators to the local area of actin turnover was required for their efficient function. Thus, we could use diminished access of actin regulators to the local area of actin turnover in the context of costimulation blockade as a means to identify them as critically controlled by costimulation. We generated time-lapse movies of T cell-APC conjugates in which we imaged actin and eight core actin regulators under full stimulus and costimulationblocked T cell activation conditions, and then we developed an opensource computational image analysis pipeline that provided maps of signal intensities at each resolved position within a cell such that they could be compared across all cells. In analyzing these maps, we used diminished recruitment to a core area of actin turnover to identify WAVE2 and cofilin as the principle targets of costimulatory signaling in actin regulation. We then showed that activation of either WAVE2 or cofilin alone in costimulationblocked T cells restored a critical element of costimulation-controlled actin dynamics. Restoration of T cell actin dynamics reconstituted spatiotemporal signaling defects in costimulation-blocked T cells, a set of experiments that also constitutes a second application of our computational methodology. These data support the physiological relevance of the mechanism of actin regulation that we described here and demonstrate the potential application of our computational methods to other scenarios.
RESULTS

Microscopic imaging was used to investigate the regulation of actin dynamics by costimulation
In the physiological activation of primary T cells by APCs, actin distributions are precisely defined in time and space. Because actin turnover is regulated locally, the function of the various actin regulators themselves should also be spatiotemporally constrained. To determine how costimulation regulates actin dynamics, we therefore determined changes in the distributions of core actin regulators in cells for which the TCR was stimulated, but stimulation of the CD28 receptor was blocked (a condition referred to as costimulation blockade). We determined the subcellular localization of actin and eight core actin regulators: Arp3 as a member of the Arp2/3 complex; WASP, WAVE2, and HS1 as activators of the Arp2/3 complex; and CPa1, cofilin, coronin, and myosin II as regulators of actin filament stability. In vitro primed primary CD4 + T cells from 5C.C7 TCR transgenic mice were retrovirally transduced to express fluorescently tagged actin regulators. The concentrations of the endogenous actin regulators as determined by quantitative biochemistry ranged from 5 to 100 mM (Fig. 1) . To maximize physiological relevance, the abundances of the green fluorescent protein (GFP)-tagged actin regulators (hereafter termed sensors) were limited such that the combined amounts of endogenous and GFP-tagged actin regulators remained within the 5 to 95% percentile of actin regulator abundance in nontransduced T cells for most sensors (Fig. 1) . Time-lapse spinning disk confocal microscopy was performed with the transduced T cells while they were activated by CH27 B cell lymphoma cells pulsed with 10 mM moth cytochrome c (MCC) antigenic peptide (which acted as APCs) in the absence or presence of anti-CD80 and anti-CD86 antibodies to block stimulation of the CD28 costimulatory receptor (Fig. 2) . We generated 1672 movies of cell couples; on average, there were 93 movies per sensor and condition. Analysis of fluorescence microscopy images generates maps of the three-dimensional subcellular concentrations of actin regulators Imaging data contain three-dimensional (3D) maps of subcellular protein distributions as they change over time. Here, we computationally extracted these maps from the imaging data in three steps. First, individual T cells were computationally identified as separate objects (that is, the image was segmented into regions containing single T cells). Second, T cells in different images were aligned with each other. Third, the slightly variable shapes of individual T cells were normalized such that a given position in one cell became directly comparable to the same position in another cell (Fig. 3) .
The onset times of T cell-APC conjugate formation and the positions of the center of the T cell-APC interface at 12 time points relative to the time of onset were identified manually in overlays of differential interference contrast (DIC) brightfield and maximum projection fluorescence images and were used as input into the computational analysis. The boundary of each T cell was found by first flattening the image histogram (assigning smaller intensity ranges to less frequent intensities) and then using an active contour method that initialized a spherical surface near the T cell-APC interface (immunological synapse) with the diameter of a typical cell and iteratively moved the surface toward the edges in the image. Next, cells were rotated so that the immunological synapse was facing approximately upward (alignment). In a first iteration, we assumed that the orientation of the plane of the immunological synapse was perpendicular to a ray originating from the weighted centroid of the segmentation volume and directed through the center of the interface (whose coordinates were identified manually as described earlier). (Examples of the segmentations and alignments for individual cells are shown in fig. S1 .) The shape of each cell was then morphed to that of a half-ellipsoid template by incrementally pushing and pulling the edges of the segmented cell (Fig. 3A , image 5) until it matched the template (Fig. 3A , image 7) using a nonrigid image registration algorithm. The fluorescence in each original voxel (3D pixel) (Fig. 3A, image 6 ) was then adjusted by the same amount to yield the fluorescence in the standardized template (Fig. 3A, image 8 ).
This procedure and the analysis of the extent of cell shape variation at different times are detailed in Materials and Methods. Thus, we generated >15,000 shapenormalized maps of protein distributions in individual T cells at defined time points. Maps were then averaged to obtain a 3D model of the localization of actin and each of the eight actin regulators at each of the 12 time points under both conditions, thus resulting in the generation of 216 3D maps of population-averaged local concentrations.
[Examples of the mean distributions are shown in Fig. 3B (and examples of the corresponding SDs are shown in fig. S2 ), and all maps are available both as images and numerical values at http://murphylab.web.cmu.edu/ data/TcellModels]. These maps were normalized to the fraction of total fluorescence for each sensor. Note that because the average concentrations of the sensors were determined earlier, these maps can also be expressed as absolute concentrations within each voxel (a file with the average concentrations and a MATLAB function to convert the relative fluorescence values to concentrations are included in the data set).
To evaluate the automated segmentation and alignment process, we visually examined hundreds of randomly selected frames. Only (see table S1 ).
5 ± 1% of frames showed poor segmentation. Furthermore, all poor segmentations could readily be explained by the close proximity of the analyzed T cell to either the edge of the field or a brighter neighbor. However, 13 ± 3% of frames showed misalignments at the immunological synapse, but these did not affect enrichment analysis. To improve alignment for precise analysis of the geometry at the immunological synapse, we used a two-point synapse annotation: we determined the coordinates of the end points of a line across the interface rather than the position of the interface center as input coordinates to align the T cells. In this case, we did not find any misalignments, likely because alignment became independent of T cell geometry ( fig. S3 ). Even upon inclusion of T cells next to brighter neighbors and the edge of the field, 95% of the frames were accurately processed.
As a first test of the maps of local concentrations, we assessed whether the computational analysis was consistent with features of the subcellular distributions of the actin regulators that were readily apparent. Through hierarchical clustering of the protein distributions in the computational models to determine spatiotemporal similarity, the distributions of the cofilin and myosin II regulatory light chain (MRLC) sensors were found to be distinct from those of all other actin regulators (Fig. 4) . The distinct nature of the cofilin distribution was due to cofilin being the only sensor with a substantial nuclear presence. The accumulation of myosin II at the immunological synapse was delayed relative to that of all other actin regulators, and it seemed to be more concentrated at the center of the immunological synapse (Fig. 2, fig. S4A , and movie S1). By plotting radial intensities at the immunological synapse as a function of time, we found that the more central accumulation of myosin II was readily apparent in comparison to that of actin ( fig. S4B ). Moreover, the well-established spreading of actin from an initial central contact area to the edge of the interface at the time of tight cell conjugate formation (2, 29, 30) can be seen, as well as the dissolution of the peripheral actin ring in favor of a more evenly spread distribution at late time points ( fig. S4B ).
Quantitative analysis of sensor enrichment at the immunological synapse identifies WAVE2 and cofilin as central targets of the regulation of actin dynamics by costimulation Because actin dynamics are restricted in time and space, the reduced recruitment of actin regulators to core areas of actin turnover in the context of costimulation blockade was expected to efficiently identify actin regulators that were dependent on CD28 signaling. Using the shape-normalized computational models of the local concentrations of all actin regulators under control and costimulation-blocked conditions, we determined the 10th of the model volume with the highest average sensor concentration (Fig. 5A ). We then analyzed each model separately for the recruitment of actin regulators to this core volume of actin turnover. Four proteins showed the greatest reduction in recruitment to the immunological synapse in the context of CD28 blockade: WAVE2, HS1, Arp3, and cofilin (Fig. 5, B to G). The reduced accumulation of HS1 was restricted to the first minute of tight cell coupling, whereas that of the other three proteins was more sustained, which was suggestive of a more substantial defect. Because WAVE2 and HS1 are both activators of the Arp2/3 complex, all three proteins together constitute the joint first regulatory target of costimulation: F-actin generation. The severing protein cofilin then constitutes the second independent target. The joint regulation of actin dynamics by WAVE2, HS1, Arp3, and cofilin is an attractive scenario because parallel activation of F-actin generation and severing would be expected to accelerate actin turnover without substantially altering the overall amount of F-actin. Blocking costimulatory signaling markedly affected the geometry of MRLC (Fig. 4) but did not affect its enrichment; therefore, we did not pursue it further.
Selective activation of WAVE2 and cofilin under costimulation-blocked conditions restores a critical element of costimulation-dependent actin dynamics
To test the importance of WAVE2-HS1-Arp3 and cofilin for actin regulation by costimulatory signaling, we sought to selectively restore the activity of WAVE2 as the dominant T cell actin nucleation promoting factor (18, 19) and cofilin under costimulation-blocked conditions. This required an experimental strategy to activate WAVE2 and cofilin and to identify an element of actin dynamics under almost complete control by costimulation. To activate WAVE2 and cofilin, we used the S3A constitutively active mutant of cofilin (cofilin ca ) together with the constitutively active L61 mutant of Rac1 (Rac1 ca ) to activate the WAVE2 complex. Both proteins were delivered into primary T cells by protein transduction to ensure parallel, short-term, and quantitative delivery. As an initial control, 1 mM Rac1 ca together with 250 nM cofilin ca restored the recruitment of WAVE2 to the immunological synapse in the activation of 5C.C7 T cells by CH27 cells and peptide, as intended (Fig. 6A) . Nevertheless, roles for additional targets of active Rac1 cannot be excluded. As a largely static measure of actin, the amounts of actin at the immunological synapse were only moderately reduced upon costimulation blockade (Fig. 6B) , and thus were not suitable to assess how WAVE2 and cofilin restored the costimulationdependent elements of actin dynamics.
As an actin-driven dynamic structure at the early peak time of accumulation of actin at the immunological synapse, we next investigated undulations of the T cell-APC interface (31) . A greater number and size of such undulations during the first 2 min of tight cell coupling relative to that of later time points were entirely costimulation-dependent (Fig. 6C) . We therefore determined whether the activation of WAVE2 and cofilin could restore such undulations in cells in which CD28 stimulation was blocked (Fig. 6D) . When used independently, 1 mM Rac1 ca and 250 nM cofilin ca had no effect on the undulations; however, when they were used together, undulations in the costimulation-blocked cells were fully restored. These data support our imaging-derived hypothesis that WAVE2 and cofilin are key downstream effectors of costimulation in the regulation of T cell actin dynamics.
Selective activation of WAVE2 and cofilin under costimulation-blocked conditions restores LAT localization as a costimulation-dependent element of T cell signaling
Costimulation is the principal amplifier of T cell signaling, which is evident from the reduced recruitment, in the absence of costimulatory signaling, of numerous signaling intermediates to two principal cellular structures that mediate T cell activation. These are a large, highly cross-linked protein complex at the center of the immunological synapse and a large actin-based lamellum that selectively forms during the first 5 min of cell coupling and traps smaller signaling complexes (6, (31) (32) (33) .
To determine the importance of costimulationcontrolled actin dynamics in driving such signaling organization, we asked whether the reduced localization of a prototypical element of T cell signaling upon costimulation blockade could be restored through the activation of WAVE2 and cofilin. We generated 149 movies in which we imaged the localization of linker of activated T cells (LAT) as a critical proximal signaling intermediate in T cell activation (34) in conjugates formed between 5C.C7 T cells and CH27 cells (as APCs) upon control, costimulation blockade, and actin reconstitution conditions. Under control, full stimulus, conditions, LAT was rapidly recruited to the center of the immunological synapse and was retained there (Fig. 7A) ; however, upon costimulation blockade, early LAT accumulation was rapidly moved into a large invagination with accompanying loss of sustained accumulation at the immunological synapse.
For an unbiased quantitative analysis of these observations and of the effects of actin restoration, we generated shapenormalized maps of LAT distributions at 12 time points with "two-point synapse annotation," that is, coordinates of a line across the interface, to align the cells (fig. S5 ). In hierarchical clustering of LAT concentrations in all maps at all time points, the subcellular LAT distribution was very similar under full stimulus and actin-reconstituted conditions, but was distinct upon costimulation blockade, which was suggestive of the full restoration of LAT localization upon reconstitution of actin dynamics (Fig. 7B) . Substantial differences occurred 20 s after cell coupling, consistent with cell surface as opposed to invagination accumulation under full stimulus and reconstituted conditions (Fig. 7C) . At the early time points, LAT accumulation at the central quarter of the immunological synapse was less intense upon costimulation blockade (Fig. 7D) and was shifted to the interior of the T cell ( fig. S5 ). This is consistent with the shift in the localization of LAT from the center into the invagination upon costimulation blockade (Fig. 7D ). This invagination is thought to be a site of protein internalization that leads to degradation (35) . The computational analysis thus readily identified a diverse set of spatial and temporal defects upon costimulation blockade that could be confirmed by intuitive image inspection. Biologically, the LAT data suggest that costimulation uses actin regulation by WAVE2 and cofilin to control spatiotemporal distributions in T cell signaling. For LAT, this may constitute a feedback loop in which LAT-stimulated proximal signaling regulates the actin-dependent inclusion of LAT in the central signaling complex, as amplified by costimulation.
DISCUSSION
Imaging and image analysis can play a major role in systems biology by enabling the analysis of complex processes that require the integrated action of large numbers of proteins and providing objective analysis and quantitative models (36) (37) (38) (39) . The chance for serendipitous, unbiased discovery also substantially increases with the amount of data. To take advantage of the potential of large-scale imaging to systems understanding and discovery, image quantification approaches are required that access the data in an unbiased fashion. Ideally, the entirety of the information present in images, the signal intensity at each resolved position within a cell, should be used for analysis.
Here, we developed a general image analysis strategy to access signal intensities voxel by voxel. Two key features enable this analysis. First, in large data sets, segmentation becomes more challenging because signal distributions in cells can vary substantially between sensors and cellular activation conditions. By combining the flattening of the image intensity histogram with an active contour method, we took advantage of two invariable features of virtually all fluorescence distributions. Despite all of its variability, the signal intensity within a cell is on average higher than the intensity outside of the cell, and it decreases at the cell edge. Our segmentation method thus promises to be widely applicable. Second, we shape-transformed or "morphed" cell shape to a standardized template to account for variation in cell shape. Through the process of morphing, cells can be compared voxel by voxel, thus opening the entire data set to comparative analysis. We thus determined a core area of actin turnover and the enrichment of actin regulators in this region. Demonstrating the flexibility of this method, we also analyzed a diverse set of spatial and temporal distinctions in LAT distributions. For future mathematical modeling of complex signaling processes, we can combine normalized protein distributions with the quantification of average molar protein concentrations (Fig. 1) . This would generate 3D maps of local protein concentrations as the most comprehensive input possible for spatiotemporally resolved computational models.
We have demonstrated the usefulness of large imaging data sets in conjunction with their computational quantification by resolving how T cell costimulation regulates actin dynamics. This is a prototypical problem in complex cellular regulation. First, the number of system components involved is so large that combinatorial regulation becomes experimentally inaccessible. Although we have investigated each of the eight actin regulators one by one, it would have been exceedingly difficult to image the 28 pairwise combinations thereof and impossible for any higher-order combinations. However, by normalizing the large image data set covering all of the actin regulators to a common frame of reference, any combination can be probed computationally as a powerful initial screen to guide more directed experimentation. This type of approach has been referred to as "computational multiplexing" (39); a key difference is that we have analyzed the distribution of each sensor in the entire cell rather than just in regions in which events occur. We found the reduced recruitment of four actin regulators upon costimulation blockade, such that the joint activation of two actin regulators, WAVE2 and cofilin, restored actin dynamics in the activation of 5C.C7 T cells by CH27 cells and peptide. Second, we sought to elucidate how protein function changed with cellular activation conditions rather than define what the roles of the proteins were per se. When comparing cellular activation conditions, RNA interference-treated or gene-deficient organisms may not give an accurate picture. Unbiased, large-scale imaging proved to be a powerful alternative. On the basis of the assumption that subcellular localization is related to protein function, we used unbiased computational analysis of shape-normalized models of subcellular distributions of an entire small system of core actin regulation to discover that actin-generating and actin-severing proteins together regulated actin dynamics downstream of costimulation; this was proven correct with conventional cell biological restoration approaches. Because investigations of changes in complex regulatory systems upon altered cellular stimulation are of increasing interest as cell biology moves toward system approaches, unbiased large-scale imaging in conjunction with quantitative image analysis as we developed here should become ever more important.
MATERIALS AND METHODS
Antibodies, purified proteins, and reagents
Antibodies used for quantitative Western blotting were as follows: rabbit anti-b-actin (Cell Signaling #4967), mouse anti-ARP3 clone FM5338 (Sigma-Aldrich #A5979), chicken anti-CPa1 (GenWay Biotech #15-28821950 F), mouse anti-cofilin (Cell Signaling #3312), mouse anticoronin 1A (Santa Cruz Biotechnology #SC-100925), rabbit anti-HS1 (Cell Signaling #4557), rabbit anti-WASP (Cell Signaling #4860), rabbit anti-WAVE2 (D2C8) XP (Cell Signaling #3659), and mouse anti-GFP Living Colors JL-8 (Clontech #632380). Antibodies used for the blockade of B7-1-and B7-22-dependent CD28 costimulation were anti-mouse CD80 clone 16-10-A1 (BD Pharmingen #553736) and anti-CD86 clone GL1 (BD Pharmingen #553689). Purified proteins used for quantitative Western blotting standards were as follows: b-actin (Abcam #40624), ARP2/3 protein complex (Cytoskeleton #RP01), CPa1 (GenWay Biotech #10-288-21950 F), cofilin (Cytoskeleton #CF01-A), and enhanced GFP (BioVision #4999-100).
Mice and cells
T cells extracted from the lymph nodes of B10.BR 5C.C7 TCR transgenic mice were used for all experiments unless otherwise noted in the figure legends. 5C.C7 mice harbor only CD4 + T cells, which express a TCR that recognizes the MCC peptide fragment (amino acid residues 88 to 103, ANERADLIAYLKQATK) in the context of I-E k (40) . Single-cell suspensions were made from the lymph nodes of 6-to 8-week-old mice of either gender. The cells were adjusted to 4 × 10 6 cells/ml, and MCC peptide was added to a final concentration of 3 mM. All animals were maintained in the pathogen-free animal care facility at the University of Texas Southwestern Medical Center, and the care and use of the mice were approved by the University of Texas Southwestern Animal Care and Use Committee. The CH27 B cell lymphoma cell line was used in all experiments as APCs. To load the APCs, the cells were incubated in the presence of 10 mM MCC peptide for at least 4 hours. All cells were maintained in T cell medium composed of RPMI with L-glutamine, 10% fetal bovine serum (FBS; Hyclone), penicillin (100 IU/ml), streptomycin (100 mg/ml), and 0.5 mM b-mercaptoethanol. Interleukin-2 was added at a final concentration of 0.05 U/ml during parts of the retroviral transduction procedure. These T cells were transduced with Moloney murine leukemia retrovirus (MMLV)-derived retroviruses (33) encoding a fusion protein composed of GFP and one of nine proteins (actin, ARP3, CPa, cofilin, coronin, HS1, MRLC, WASP, and WAVE2). Each batch of T cells was imaged every 20 s for 15 min and subjected to one of two experimental conditions: full stimulus and B7 blockade as further described later.
Quantitative Western blotting analysis
These procedures were used to quantify the amount of the regulatory proteins in 5C.C7 T cells ( fig. S6) . Briefly, precise numbers of T cells expressing each of the actin regulatory proteins were sorted into phosphatebuffered saline (PBS) and lysed in 1% Triton X-100 lysis buffer (pH 7.6) containing 20 mM tris-HCl, 150 mM NaCl, 2 mM EDTA, and supplemented with protease and phosphatase inhibitors (1 mM PMSF, 50 mM leupeptin, 1 mM pepstatin A, 10 mM NaF, and 200 mM sodium orthovanadate). For quantitative Western blotting, the lysate from a known number of T cells was loaded onto a 10% SDS-PAGE gel alongside purified protein standards. A standard curve was generated from the densitometry measurements for each purified protein standard, and the nanogram amount of endogenous protein and retrovirally expressed GFP-tagged protein was simultaneously calculated per T cell based on the standard curve. This nanogram amount of protein was converted into an average single T cell molar concentration based on the average size of a 5C.C7 T cell and the mass of the protein (in kD). In the case of proteins for which the purified protein was not available, the GFP-tagged protein band was used to estimate the endogenous amount. On the basis of previous work (33), we determined that the average single-cell molar concentration of GFP-tagged protein in our sort gate (1 to 1.5 logs from the negative population) was 2.6 mM. Thus, the ratio of the densitometry measurements of the endogenous protein band and the retrovirally expressed GFP-tagged protein band was used to estimate the amount of endogenous protein.
T cell volumetric measurements
T cells were labeled with SNARF-1 (Invitrogen #S22801) as a whole-cell stain and with Hoechst 34580 (Invitrogen #H21486) to delineate the nucleus. T cells were imaged with a PerkinElmer spinning disk confocal microscope. Whole-cell volume measurements and nuclear volume measurements of T cells were calculated by first measuring the full width at half maximum of the Gaussian profile from line scans across the center plane of each T cell (SNARF, red channel) and nucleus (Hoechst, blue channel). Once the radii of the cell and nucleus were calculated, the upper and lower intensity values were set for each channel, and object surfaces and volumes were measured for the whole T cell and the nucleus in Imaris (Bitplane) (fig. S7 ).
Expression and purification of cell-permeable tat-tagged proteins
Using protein transduction methodology previously described and validated for use in 5C.C7 primary T cells (41) , the complementary DNAs encoding a constitutively active mutant cofilin (S3A) and a constitutively active mutant Rac1 (Q61L) were cloned into a pTat-Nde vector, which provides an N-terminal tat-tag for protein transduction and a 6× his tag for purification with Ni-NTA. The proteins were expressed in BL21(DE3) Escherichia coli at room temperature overnight after induction of expression with 1 mM isopropyl-b-D-thiogalactopyranoside. The bacteria were lysed under native conditions by sonication in lysis buffer containing 4× PBS, 0.01% IGEPAL, 10% glycerol, 10 mM imidazole, 1 mM MgCl 2 (only added for Rho family guanosine triphosphatases), 1% lysozyme, 0.14% b-mercaptoethanol, and protease inhibitors at pH 7.5. The proteins were purified over Ni-NTA resin. After protein binding, the resin was washed twice with wash buffer containing 4× PBS, 20 mM imidazole, 1 mM MgCl 2 , and 0.14% b-mercaptoethanol. The protein was then released from the column with elution buffer containing 4× PBS, 250 mM imidazole, 1 mM MgCl 2 , and 0.14% b-mercaptoethanol. After elution, the protein was dialyzed into PBS and quantified by SDS-PAGE.
Time-lapse imaging of T cell-APC interactions
Time-lapse fluorescence microscopy was performed with retrovirally transduced T cells and CH27 cells loaded with 10 mM MCC unless otherwise noted in the figure legends. The T cells and CH27 cells were imaged in imaging buffer (PBS, 10% FBS, 1 mM CaCl 2 , 0.5 mM MgCl 2 ) on 384-well glass-bottom plates. All imaging of actin regulatory proteins and actin was performed on a PerkinElmer spinning disk confocal systems fitted onto a Zeiss Axiovert 200M microscope body equipped with full environmental control, a Hamamatsu C9100-50 EMCCD, and six laser lines from 405 to 647 nm. A Zeiss Plan Fluor 40× oil objective (numerical aperture, 1.3) was used for all imaging. Automated control of the microscope was performed with Volocity software (PerkinElmer). For experiments in which the B7-1-and B7-2-dependent activation of CD28 was blocked, peptide-loaded CH27 cells were incubated on ice for 30 min in the presence of anti-CD80 clone 16-10-A1 (10 mg/ml) and anti-CD86 clone GL1 (10 mg/ml; BD Pharmingen) antibody before the CH27 cells were transferred to the imaging plate with the T cells. For experiments in which cells were reconstituted with tat-tagged Rac and cofilin proteins, T cells were incubated for 30 min at 37°C with the protein transduction reagents at the indicated concentrations in the imaging plate before the addition of the peptide-loaded CH27 cells. Image acquisition then proceeded as described earlier. Each time-lapse image was generated by taking a 2D brightfield image and a 3D image of the GFP channel every 20 s for an average of 45 (range, 26 to 46) frames. Voxels in these 3D images were of size 0.406 mm in the horizontal plane and 0.4 mm along the optical axis. The number of movies used for each condition-sensor combination is listed in table S1.
Manual annotation of immunological synapse positions
We manually tracked the 2D locations of immunological synapses in the brightfield movies. First, the location and frame number of each immunological synapse formation event were identified as when either the T cell-APC interface had reached its full width or the cells had been in contact for 40 s, whichever came first. Thus, negative time points may contain small nascent interfaces. Second, the position of the center of the immunological synapse for each cell-to-cell conjugate was marked for 12 time points before and after synapse formation. We tracked an average of 15 synapses per movie for a total of 1401 tracked cell conjugates. The number of manual annotations used to construct the final model of each condition-sensor combination is listed in table S1 and is less than or equal to the number of annotations because of occasional failures of image segmentation in the automated pipeline. In some cases, two-point annotation was used, in which points on the left and right edges of the immunological synapse were marked.
Image segmentation
For each manually marked immunological synapse, we extracted a 71 × 71 voxel window from all Z-slices of the corresponding video frame to make downstream operations faster. We designed our segmentation method to produce segmentations of small objects with high internal contrast and low contrast with background, and to produce smooth segmentation surfaces near the edges of objects with widely varying shapes. These two design goals are addressed by the following edge detection and segmentation steps. Window images were transformed into edge magnitude images before being passed to the segmentation algorithm as follows. First, we subtracted background intensity, which we estimated from the mode of intensity values below the mean intensity value. Second, we normalized intensities by dividing by the 99.9th percentile of intensity, an approximation to the maximum intended to provide some robustness. Third, we used global histogram equalization to suppress intensity variation within cells after observing that some of the sensors showed high-contrast patterns of subcellular location. Such patterns resulted in strong edges in the image, and these edges were often larger than those at the boundaries of cells. The output from this step showed much more uniform intensity inside cells. Fourth, we used anisotropic diffusion (42) to reduce noise and enhance edges. Fifth, we produced an edge potential image using the gradient magnitude at each voxel, where the gradient was computed with Scharr's 5 × 5 filter (43) instead of centered finite differences. Although Scharr's design was for precision in gradient direction estimation, we primarily used this filter to compute gradients with larger neighborhoods to combat noise sensitivity and weak corner gradients. The segmentation for a cell was initialized to be a sphere of approximately the same radius as a typical T cell (20 voxels) and centered near the cell's manually specified synapse point. The center of the sphere was found by initializing it to have the same xy coordinates as the manual point, setting the z coordinate to place the point in the middle Z-slice, and finding the nearest local maximum of intensity in a smoothed (Gaussian filter, SD of 4.6 voxels, that is, one-fifth of the aforementioned 23-voxel maximum cell diameter) version of the histogram-equalized preprocessed image by hill climbing, starting from that point and moving up the gradient until convergence. We used the active contour method (44) as extended to 3D segmentations represented as triangle meshes (45) to segment individual cells within the windows of the fluorescence images of the sensors (we used a simplified implementation of this method that did not use hierarchical approximation). The snake method was run on the edge images produced as described earlier, and the method's parameters were manually tuned to these edge images. The snake method was run in two stages with distinct sets of parameters, a coarse stage and a fine stage, in which the coarse stage was initialized with the aforementioned sphere and produced a triangle mesh as output, whereas the fine stage was initialized with the output mesh from the coarse stage. The coarse stage's parameters were selected to find a rough shape for each cell with more severe smoothness constraints in an attempt to prevent over-and undersegmentation, whereas the fine stage's parameters were chosen to enable the surface of the segmentation more flexibility to gain precision. See table S2 for a list of the parameters used. Note that autofluorescence within the T cell combined with the smoothness constraint in the active contour was sufficient to distinguish the cell boundary from the extracellular region even for sensors that exhibited highly localized distributions.
Rigid alignment with respect to the immunological synapse
To represent the probability distribution of the relative concentration of a protein in various parts of the cell as measured from multiple imaged cells, each image of a cell must be assigned a coordinate system in which anatomically similar positions in each cell are assigned similar coordinates. In general, cells of the same tissue or cell line can vary widely in shape in general. The helper T cells imaged in this study were no exception, but they had certain anatomical markers that helped in determining the coordinates for each voxel in an image of the cell. When the immunological synapse has formed, there is usually a relatively flat interface between the T cell and the APC that establishes a polarization axis that can be viewed as one of the coordinates. The rest of the cell will be amorphous but largely rounded or elongated. For these reasons, our previous work (33) used half-ellipsoidal diagrams to illustrate the spatial patterning of sensors in T cells. We used the same idealized shape to establish a coordinate system for each cell. The shapes of these cells as determined by the segmentation method are triangle meshes. To process the segmentations as images, the meshes were rasterized into 3D images by testing if each voxel were within the mesh and setting the voxel to one if so and to zero if otherwise. For a more precise representation of the segmentation, we antialiased this image by rasterizing the mesh at twice the size in each dimension and then downsampling this rasterization by a factor of 2.
One-point immunological synapse annotation
We approximately extracted the orientation and position of each cell as follows. First, we assumed that the manual annotation for the synapse point for a cell was approximately at the center of the synapse, so the location in the horizontal plane was set to the synapse point and the vertical coordinate to the weighted centroid was computed by weighting each voxel of the segmentation by the negative exponential of distance in the horizontal plane from the synapse point. Second, we assumed that the orientation of the synapse plane was perpendicular to a ray originating from the weighted centroid of the segmentation volume and directed through the synapse point. Third, we assumed that the cells should have approximately the same distribution regardless of volume, so we uniformly scaled the images so that the segmentations had the same volume.
Two-point immunological synapse annotation
For some sensors (actin and LAT), an alternative method was used to estimate the synapse position. In this case, the coordinates of the left and right edges of the immunological synapse were determined in transparent overlays of the fluorescence onto the brightfield DIC data and automatically written into a data file. A vertical coordinate was assigned to these points by the weighting method used for one-point annotation. The orientation of the synapse plane was assumed to be perpendicular to a ray from the weighted centroid of the segmentation and directed through the midpoint of the line connecting the left and right edges of the immunological synapse. The volume was scaled as described for the one-point annotation.
Nonrigid standardization of cell shape The next step was to standardize the coordinate system within each cell to enable comparisons to be made. At this point in the pipeline, cells were aligned, but coordinates in one cell were not matched to coordinates in other cells because of variations in cell shape. We addressed this by finding a shape transformation such that each cell was shaped like a common template shape (in our case, a half ellipsoid) after applying the transformation. A nonrigid image registration method like the large deformation diffeomorphic metric mapping (LDDMM) (46) can determine for each voxel of the segmentation image the corresponding position in the space of a given template shape. We used a method that is an approximation to LDDMM, specifically an extension to the Christensen algorithm (46) (47) (48) . The amount of morphing required on average for each sensor and time point is shown in table S3. As expected, the amount of morphing required was somewhat larger for those cells before immunological synapse formation (because the cell shapes were more variable before that point) but was similar for all sensors and time points after immunological synapse formation. To enable assessment of how much cell shape changed over time and whether shape change was consistent between conditions, we noted the variation in cell shape for each time point of the full stimulus condition, as well as the average magnitude of the morphing field ( fig. S8 ). This also revealed more variation before the immunological synapse was formed, and that variation after formation was modest. Analysis of the morphing fields for the full stimulus condition ( fig. S8B) showed that very minor morphing was required to bring the edges of individual cells in toward the edge of the template (peripheral regions colored in magenta) and that there were frequently slight adjustments right at the edge (regions shown in warmer colors). The morphing fields did not change substantially for the B7 blockade condition ( fig. S8C ). After morphing to the standard shape, the fluorescence distribution in each cell at a given time point was represented as a standardized vector (of length 6628) formed from the intensity values of each of the voxels within the template shape, where the intensities for each time point were normalized so that the values of the vector were probabilities (that is, fractions of total intensity). Our model for each sensor for a given condition at each time point was generated by calculating the mean vector (and its SD vector). The overall model for each sensor for a given condition was generated by concatenating the models for all time points.
Statistical testing of enrichment
To compare sensor distributions and to test for sensors with statistically significant changes between conditions, we first generated a region that approximated the immunological synapse. This region was defined as the 10% most fluorescent voxels of the average probability distribution across all cells, for all time points, and for all sensors. This definition was used to enable averaging over more cells and improve the signal-to-noise ratio for finding the edges of the region. We defined enrichment to be the ratio of the mean probability in the distribution of that sensor for that cell at that time point within a region corresponding to the immunological synapse and the mean probability in the entire cell. We compared enrichment between conditions with Welch's t test. We assumed that the enrichment was lognormal-distributed because it was always greater than zero and, for most of the imaged proteins, greater than 1.0 and so obviously not normally distributed. This resulted in a total of 108 tests, and we applied BonferroniHolm correction to keep the false-positive rate 0.05 to at most (see table S4 for the corrected P values for all comparisons). For the analysis of LAT enrichment, an enrichment region was defined as a cylinder centered on the immunological synapse with half of its diameter and extending eight slices into the template (this corresponds to the central 25% of the immunological synapse area and about 12% of the total volume). The fraction of sensor contained in this region was calculated for each time point for the three different conditions.
Cluster analysis
To visualize the relative similarity between the spatiotemporal distributions of a reduced number of sensors (eight) under the two conditions, we applied single-linkage hierarchical clustering to the overall models, that is, vectors formed by concatenating probability models of a condition-sensor combination for all time points. This clustering method starts with each model as being in a distinct cluster and iteratively merges the closest two clusters until only one cluster remains. This produces a binary tree structure (which can be displayed as a dendrogram) where, at each branch point, models in one branch are closer to each other than they are to the other branch. We measured the faithfulness of a dendrogram's representation of the distances between clustered models by computing the cophenetic coefficient (the correlation between the dendrogram's dissimilarity measure between each pair of models and the Euclidean distance between those two models). Because this is a measure of correlation, values closer to 1.0 are better.
Electron microscopy
Sample preparation, data acquisition, and analysis of membrane undulation were performed as described previously (31) .
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