Abstract. The Cauchy problem for the Laplace operator
O. Introduction
It is well-known that the Cauchy problem for the Laplace equation in Rd+l= Rd• d>2, which is given by (0.1) Au(x, y) = 0,
(0.2) ~,(x,O)= f(x), ~(x,O)=g(x),
is ill-posed. In particular, it only has a solution u for real-analytic Cauchy data f and g. where the majorant h is an increasing function with h(+0)=0. Instead of requiring that Au vanish, the condition (0.3) demands its decay at a prescribed rate near the initial submanifold R d. It turns out that the asymptotic Cauchy problem given by (0.3), (0.2) has a nice solution u for smooth enough Cauchy data f, g. The degree of this smoothness is strictly determined by the given majorant h. The main subject of this article is this connection between the decay of the Laplacian and the smoothness of the data, which is a multidimensional analogue for the theory of the pseudoanalytic extension (see, e.g., [7] ). This connection gives a new approach to the study of both harmonic functions and smooth function spaces. The article is devoted specifically to the case of Carleman classes of infinitely differentiable functions (for the Cauchy data) and rapidly vanishing Laplacians.
Throughout the paper an admissible solution refers to a function u which is continuously differentiable in the whole of R d+l, uniformly bounded together with its gradient Vu, and twice continuously differentiable outside R d.
In Section 1, some necessary preliminary information on the Newton kernel, regular majorants and the Carleman classes is given.
In Section 2, we prove the existence of an admissible solution of the asymptotic Cauchy problem (0.3), (0.2) for a regular majorant h when the Cauchy data f and g belong to the corresponding Carleman class.
Of course, the solution of the asymptotic Cauchy problem is not unique. In Section 3, the converse theorem is proved, i.e., if the asymptotic Cauchy problem has an admissible solution, then the Cauchy data belong to the corresponding Carleman class.
In particular, in the C~162 the general constructions of Sections 2 and 3 give the complete result: the Cauchy data f and g belong to Suppose now that our Carleman class is non-quasianalytic (see, e.g., [9] ), which in terms of the majorant h means that f0 e 1 (0.4) log log ~ dr < +oc.
In Section 4 a special reproducing kernel K(~, z) is constructed by means of the construction of Section 2. This kernel is a truncated version of the standard Newton kernel. It is compactly supported in 4, harmonic in z, and its Laplacian in ( differs from the 5-function by an O(h) term only.
There is a natural duality between compactly supported solutions u of (0.3) and harmonic functions F in R d+l \R d satisfying the growth condition oE11 (0.5) F(x,y) = , y-0.
The corresponding coupling is
In Section 5, we apply this duality and the kernel K of Section 4 to the study of properties of F. The possibility of a harmonic extension of F across R d (cf. [2] ) is the first question under consideration. We prove the following generalization of the well-known Weyl lemma [9] =O(h([yl) ). This criterion is local, i.e., it acts on functions harmonic in any domain G in R d+l intersecting R d. Of course, the test function v must be supported in G in this case.
In the rest of Section 5, a harmonic version of the classical Levinson normality theorem is discussed. Let B be an open ball in R d+l, centered at a point of R d. Consider the family $-of all harmonic functions F on B, satisfying the estimate
1

IF(x,y)[ <_ h(lyl)"
We consider under which conditions on h the family is normal in the usual sense [1] , i.e., all the functions in 9 r are uniformly bounded on any compact subset of B. The answer is well known for analytic functions in the plane: the family is normal if and only if the non-quasianalyticity condition (0.4) holds (with slight regularity assumptions on h). This is the famous Levinson normality theorem [10] . For harmonic functions in the plane the answer is the same, which follows easily from the analytic result. However, for harmonic functions of more than two variables the question is open. Several proofs of the Levinson theorem have been given (see, e.g., [2] - [6] , [8] , [10] , [1i]). Most of them are of a complex analytic nature, except Domar's proof [3] , [4] (see also [2] B=B (z, r) is the open ball in R d+l of the center z and radius r. AB, A>0, is the ball of the same center but with radius Ar. 7P is the Schwartz space of all compactly supported infinitely differentiable functions.
Let suppr u be the support of the function u(~, z) as a function of ~ for z fixed, this set depends on z.
A~B means that the ratio A/B lies between two positive constants.
X is a standard cut-off function, that is, )IEC~(R), x(t)=l for Itl<l and x(t)=o for Itl>2.
Newton kernel
The Newton kernel
is the fundamental solution for the Laplace operator in R d+l, i.e. Ak=5. For any compactly supported C2-function u in a d+l
Here we need a slightly more general version of this formula, where uEC 2 outside the subspace R d only.
If u is a compactly supported Cl-function in a d+l, uEC 2 outside
Lemma i.
R d, and
Proof. Under our assumptions both sides of (1.1) are CLfunctions on R d+l (since we can differentiate under the integral sign). Their difference is a CLfunction which is harmonic outside of RdNsuppu. Such a singularity is removable (see [1] ), so the difference is harmonic in the whole of R d+l , and obviously vanishes at infinity. Therefore, it is identically zero. [] Now we need some estimates of the derivatives of k. After an appropriate rotation and scaling, we may suppose that z= (I, 0,... , O)ER d+l. The analytic function in C d+l given by
is obviously bounded in the ball of radius 1 centered at the origin. So, by the usual Thus the ratios r~=m~_l/m~, n=l, 2, ..., decrease, and r~0. For a given regular sequence define its associated majorant h(r) = inf m~r n, O < r < l, and its central index
Because of the convexity condition (1.7), the sequence {m~r ~} is convex for any r, it decreases and then increases. Clearly,
h(r)=mpr p, rp+l <r<rp.
The initial sequence may be recovered from h by the formula h(r) It is easy to check that the associated majorant for a regular sequence is regular in this sense.
Let now h be an arbitrary regular majorant. Define a positive sequence {M~} by (1.10) and (1.6), and let h be its associated majorant. Thus the sequence {Mn} is regular.
Step 2. The left hand inequality in (1.13) holds since
Next, for the logarithm ~=log 1/h we have 
(e-t)>~(e-~)+A(t-s).
~(e -~) > ~(e -~) +sup inf[(n-A)(s-t)]
. In terms of the associated majorant h, it is as follows (see [2] , [5] , [6] ): the Carleman class is quasianalytic if and only if f0 1 1 log log h-~ dr = +c~. Now, if h is an arbitrary regular majorant, then it defines the corresponding regular sequence {Mn} given by (1.10) and (1.6), and therefore it defines the corresponding Carleman class C{M,~}. According to Section 1.2, this correspondence between regular majorants and Carleman classes is almost one-to-one. Remarks. 1 . If f, g are compactly supported, then so is u.
2. The allowable constant Q depends on the corresponding constant A in the C{M=}-condition (1.14) for f and g.
3. The solution u is in no way unique. In particular, an admissible solution of the problem need not be infinitely differentiable in R d+l.
Proof. Without loss of generality, we may suppose that for any a
ID fl+lD gl MI ,,
and that the given h is exactly the associated majorant for the sequence {Mn}.
Step 1. We begin with the following partial solutions:
where L= In/2]-1. Next, a straightforward calculation gives y2L y2L+l
Au~(x,y) = --(--Ax)n+l f(x))xT-~--(--Ax)L+l g(x)
(2L+l)!' ~z~), and so
where the constant Q1 depends only on d.
lyl<l,
In order to obtain a solution, we sew these partial solutions together with the help of an appropriate partition of unity. Let Xk E C ~ (0, +oc), such that k=ko After a suitable choice of Qs, this is our desired solution.
Step 2. First of all, uEC~ d) because of the local finiteness of the sum (2.5). Clearly, supp u is bounded in the y direction, and is compact for compactly supported f and g. Thus,
/~ lt : /\ U?-t k _ l ~-/~ )~ [~ " ('link --~tn k 1 ) "~-2 V )~ k " V (link --Un k --1 ) ~-~ k " A ( Un k --Un k _ l )"
For the first term here, we have by (2.4) that 
for Q2 >4Q1. Collecting all these estimates, we obtain the desired inequality
IzXu(x, y)l <-,_~h(2Q21yt) <_ ~h(2QoQ~lyl).
Lyl ~
Step 3. To finish the proof, we have to check the global C~162 of u.
It is enough to prove the continuity up to R d of any derivative D~u. However 
A straightforward calculation of the first term gives, for, say, l even and l<nk-1,
mp(2Ql[y[)P = mp(2-k+IQ2)P(2Q1Q2 1)p,
and by the definition of nk_i, the sequence {mp(2-k+lQ2)P } decreases. Therefore, if Q2>4Q1, then, for y-~0,
I v IR[ _< const, lY[ + ~" 2m~+2 (2-k+iQ2)l+2 = O(lyl).
So, OZ/OyZunk_l tends to the limit (-A~)U2f(x). As for the second term in (2.9), very similar estimates show that it also tends to zero as y--*0. Thus, we have proved the continuity of OZu/Oy l up to R d. Remark. Of course, the constant A in (1.14) depends on the corresponding Q in (2.1).
Proof. Fix any point Xo E R d. We estimate the derivatives of f and g at xo.
Let X be a cut-off function:
xEC~(O,+cc), x(t)=lforO<t<l, x(t)=Ofort>2.
Now, for any zER d+l, set
Then, the smoothness of ul is the same as that of u, ul coincides with u in the ball B1 =B(xo, 1) , and is supported in the ball B2=B(xo, 2) . Its Laplacian Au~ is uniformly bounded. According to Lemma 1, in B1 we have the representation
where k is the standard Newton kernel. The function w is harmonic in B1, and bounded by a constant independent of x0. So, for any a, Using Theorem 2, and the same argument, it i8 possible to prove the converse statement. Thus, we obtain the following C~-result. 
ID~w(xo,
0
A reproducing kernel
Let h be a regular majorant satisfying the condition that fo 1 (4.1) log log h-~ dr < +~.
The corresponding Carleman class C{Mn} is non-quasianalytic (see [2] , [5] , [6] ). 
ID~I < Clq~l Ml~l,
where ql, 0<ql <1, will be chosen later. Fix zEB, and define
We are going to consider f and g as initial data for an asymptotic Cauchy problem. They are C ~, unless ~---z, and by (1.2) we get (4.7)
ID~I(~)I+ID~ g(~)I < C2ql2~l Ml~l, ~ q~ 2BNR d,
where q2 depends on ql, and is arbitrarily small for small enough ql. Although the estimate (4.7) holds for ~2B only, we can apply the main construction of Section 2 to f and g because of its pointwise nature with respect to ~. We obtain a function 
g((~, z) = k((~-z)+ [1-x(l,~l/2)](v(C~)-k((~-z)).
Harmonic continuation across the linear boundary
Let FEE(h). Under which condition does F admit a harmonic extension onto the whole of G? In other words, when are F+ and F_ harmonic continuations of one another?
Recall that h satisfies the non-quasianalyticity condition (4.1). Proof. Let B be, as before, a ball in R d+l, centered at a point of R d, such that 16BEG. It suffices to prove that F has an extension onto the whole of B.
Apply to this case the integral representation (5.2). The second term vanishes by assumption, therefore 
IF(x,y)l < h(lyl~, (x,y) EG\R d.
Under which condition is this family normal, i.e., uniformly bounded on any compact subset of G? Proof. 1 . Let (4.1) hold. As before, let B be a ball in R d+l, centered at a point of R d, such that BEG. It suffices to check the uniform boundedness of ~0(h) on B. Apply the representation (5.2). Now, the second term vanishes because F is harmonic in the whole of G. The equality (5.5) holds for any zEB\R d, and, by continuity, for any zEB also. Therefore, Jr(z)l<Cf~ 1 -
6B\2S h(]~I) h(l~i)d~d~l<-c~
The family is normal.
2. Suppose (4.1) fails. Let G t be the projection of G onto the plane of the first coordinate xl and y. Now, GtCR 2, and, by the classical Levinson theorem (see [6] , [10] ), one can construct a sequence of harmonic functions {F~(xl, y)} in G', such that 1 IFn(xl, Y)I-< h(lyF~, and Fn(x~ 
