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a b s t r a c t
Associating categories with measured or observed attributes is a central challenge for
discretemathematics in life sciences.Wepropose a new concept to formalize this question:
Given a binary matrix of objects and attributes, determine all attribute sets characterizing
object sets of cardinality t1 that do not characterize any object set of size t2 > t1. We
determine how many such attribute sets exist, give an output-sensitive quasi-polynomial
time algorithm to determine them, and show that k-sum matrix decompositions known
from matroid theory are compatible with the characterization.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Qualitative experimental or statistical data is often given as a binary matrix where columns represent possible attributes
of the objects listed as rows: This can be items in a shopping basket vs. customers, insurance risk attributes vs. accidents,
or biological entities (genes, proteins) vs. specimens (individuals, cell types). Numerous approaches to data analysis have
been developed to identify characteristic attribute sets that separate one group of objects from another one with the goal of
‘learning’ features that distinguish two subgroups of objects [9].
One approach to this type of data analysis is two-mode clustering. This umbrella term is used for a variety of methods
to simultaneously group features and data points. We refer to [14] for a taxonomy and overview. The selection of a good
clustering method for a particular data set crucially depends on a good quality measurement, and profits from knowledge
or assumptions on the structure of the clusters sought.
In many applications however there is no a priori knowledge of how objects are to be grouped: In biological applications
it is possible to measure e.g. thousands of proteins in a mass-spectroscopy analysis, and the question is which of them are
functionally associated. Every possible grouping of individuals according to the proposed functional association is of interest,
since it might hint at a new biological phenomenon. Hence the question here is not how to separate two prescribed groups
of objects, but to find all subgroups of objects that can be singled out from the rest. This is, in a way, asking for a universal
(asymmetric, procedural, overlapping) bi-clustering.
Given a set of objects and a set of characteristics that each objectmight exhibit or not, the task of frequent itemsetmining is
to find subsets of characteristics that are exhibited by large subsets of objects. This way, the objects are groupedw.r.t. shared
characteristics. Frequent itemset mining is a well-studied area in the field of data mining [6]. The focus mostly lies on the
computation of allmaximal frequent itemsets with a prescribed lower bound for the frequency where attention lies on high
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bounds, e.g. expressed as t = 90% of the total number of rows.While in general the problem is as hard as listing themaximal
edges of a hypergraph given by an oracle, andN P-hard [3], practically fast algorithms for this task exist [13].
To our knowledge no structural information on how varying t for a fixed matrix influences the frequent or infrequent
sets has been obtained. This is probably due to the fact that a specific value of t is usually prescribed. We show which
submatrices induce minimally infrequent sets, give bounds on the number of them for varying t , and show that the total
number can be bounded in terms of the maximum of row and column size of the matrix. Furthermore, the combinatorial
matrix decomposition induced by⊕1,⊕2 and⊕3-sums can be used to construct theminimally infrequent sets of thematrix.
We apply this knowledge to the following task: Given experimental data associate biological conditions (sick, healthy,
trained, proliferating, apoptotic) to expression or activity levels of groups of genes, proteins, or signaling molecules. This
task is different from traditional itemset mining in various ways. There are usually only few objects and a large number
of attributes that might or might not be exhibited by the objects. This is due to the fact that there is usually only a small
number of subjects (e.g. in neuroscience the subject needs to be trained, the number of specimen is small, etc.). As the
number of possibly characterizing attributes is large compared to the number of studied subjects, in most cases there are
many different ways to group the subjects according to similarities of certain subsets of attributes. We want to find all ways
to group the subjects in this way. Furthermore the subsets of attributes do not necessarily have to be maximal. There is
no a priori grouping of objects, instead all such groupings are to be found. To help the practitioner we suggest a sorting
of the results which favors groups that stay relatively stable even when only subsets of their characterizing properties are
considered.
Preliminary computational results [4] have been promising: In a study on the association of genetic defects and
developmental phenotypes of the C. elegans we could show that the top associations found in this way were confirmed
by biological experiments [11,8]. We believe that the proposed method will support thorough analysis of data sets that are
too small to be used in methods that rely on statistical reliability estimates. Such data is of increasing interest: modeling
of rare events, expensive biological experiments, or long data acquisition processes may make high-volume data analysis
unfavorable.
2. Frequent and infrequent sets
Let A ∈ {0, 1}m×n be a binary matrix. For I ⊆ {1, . . . ,m} let AI be the matrix consisting of the rows indexed by elements
contained in the index set I . Analogously for J ⊆ {1, . . . , n} let AJ be the matrix consisting of the columns indexed by
elements contained in J .
The overall aim is to find column subsets J ⊆ {1, . . . , n} characterizing certain rows of matrix A. We say that a set of
columns J ‘‘characterizes’’ a set of rows I , if AIJ = 1, i.e., if every entry in the matrix AIJ is equal to 1. If the set I has cardinality
t , then the set J is called t-frequent as it characterizes at least t rows of matrix A. A formal definition is given in Definition 1.
We will assume that A does not contain all-zero columns.
Definition 1. Let A ∈ {0, 1}m×n and t ∈ Z+. An index set J ⊆ {1, . . . , n} is called t-frequent if there exists an index set
I ⊆ {1, . . . ,m}with |I| = t such that AIJ = 1, i.e., if all entries of AIJ are equal to 1. The set J is called t-infrequent otherwise.
An index set J is calledmaximally t-frequent if it is t-frequent and if every proper superset is t-infrequent. J is calledminimally
t-infrequent if it is t-infrequent and if every proper subset is t-frequent.
This is the standard notion used in frequent itemset mining, see e.g., [13]. Clearly, maximally t-frequent sets for fixed t
form a clutter, and so induce a (down-)monotone Boolean function [2].
t-frequent sets of columns J select a subset of rows I but do not specify anything about {1, . . . ,m} \ I . To alleviate this,
we propose to use a stronger notion:
Definition 2 ((t1, t2)-FMI Set). For given parameters t1, t2 ∈ {1, . . . ,m} with t1 < t2 a set J will be called (t1, t2)-FMI if J is
simultaneously t1-frequent and minimally t2-infrequent.
Of obvious interest is the case t2 = t1 + 1, but larger values of t2 are also useful: Allowing a larger distance k between t1
and t2 represents the question ‘Characterize t1 rows, and rule outm− t2, while not caring about k rows’.
One might be tempted to ask whether a symmetrically defined concept of maximally t1-frequent but t2-infrequent sets
(‘‘MFI’’ sets) is useful. It turns out, however, that the strong structural resultswe obtain (in particular Proposition 1, Lemma2)
have no analogue in this setting. Furthermore, from the application that motivated us small-cardinality attribute sets are
favorable. FMI sets tend to have smaller cardinality: Given an FMI set J , there exists a corresponding MFI set J ′ such that
J ⊆ J ′ for the same parameters (t1, t2).
Proposition 1 (Matrix 3-Partition by FMI Sets). FMI-sets give rise to a 3-partition of the matrix A: Let J be such a (t1, t2)-FMI set.
Then the rows of matrix A can be ordered in a way that matrix AJ takes the form proposed in Table 1.
Proof. The first block consists of t1 rows with only 1 entries. This is due to the fact that J is t1-frequent.
The second block consists of |J| · (t2 − t1) rows. For each index j ∈ J there are t2 − t1 rows. These rows have a zero entry
in the column corresponding to index j and 1 entries otherwise. In particular, in the case of t2 = t1 + 1, the second block
1732 E. Eisenschmidt, U.-U. Haus / Discrete Applied Mathematics 160 (2012) 1730–1741
Table 1
3-block structure of the matrix AJ .
I
1 1 1 · · · 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 1 1 · · · 1
 t1 rows
II
0 1 1 · · · 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 1 1 · · · 1
 t2 − t1 rows
1 0 1 · · · 1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 1 · · · 1
 t2 − t1 rows
.
.
.
.
.
.
.
.
. · · ·
.
.
.
1 1 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 1 1 · · · 0
 t2 − t1 rows
III
∗ ∗ ∗ · · · ∗
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∗ ∗ ∗ · · · ∗
of matrix AJ consists of a complementary unit-matrix. The structure of block II is related to the minimal t2-infrequency of
column set J . As J is minimal t2-infrequent, every proper subset is t2-frequent. In particular, every subset of cardinality |J|−1
is t2-frequent. 
In the following, we will require:
(a) If J is a (t1, t2)-FMI set, then there is no t¯1 > t1 such that J is a (t¯1, t2)-FMI set.
(b) If J is a (t1, t2)-FMI set, then there is no t¯2 > t2 such that J is a (t1, t¯2)-FMI set.
to hold. This way redundancy is avoided. FMI-sets respecting properties (a) and (b) will also be called max-FMI-sets.
Example 1. The following example illustrates the necessity of max-FMI-sets to avoid redundancy.
a b
I 1 11 1
II 0 11 0
III
0 1
1 0
0 1
1 0
1 1
Here, column set {a, b} is a (2, 3)-FMI set. But clearly, {a, b} is also a (3, 6)-FMI set. {a, b} is a (3, 6)-max-FMI set.
Another reason why the concept of max-FMI-sets reduces redundancy is given in the following Lemma: (t1, t2)-FMI sets
J of cardinality 1 are (t1, t)-FMI for allm ≥ t ≥ t2.
Lemma 1. Let J ⊆ {1, . . . , n} with |J| = 1. Suppose J is t-infrequent. Then J is minimally t ′-infrequent for all t ′ ≥ t.
Proof. As |J| = 1, its only proper subset is the empty set: ∅. The empty set is t-frequent for all t ∈ {1, . . . ,m}. As J is
t-infrequent, the property of its only proper subset being t-frequent yields that J is minimally t-infrequent. An analogous
argument yields that J is minimally t ′-infrequent for all t ′ ≥ t , t ′ ∈ {1, . . . ,m}. 
FMI-ness is a hereditary property. Now we will show that every proper subset of a (t1, t2)-FMI set is again a (s1, s2)-FMI
set for some s1, s2 ∈ Z+ with s2 > s1 ≥ t2.
Lemma 2. Let t1, t2 ∈ Z+ and t1 < t2. Furthermore let A ∈ {0, 1}m×n and let J ⊆ {1, . . . , n} be a (t1, t2)-FMI set. Let J¯ ( J be
a proper subset of J . Then there exist parameters s1, s2 ∈ Z+ with s2 − s1 ≥ t2 − t1 and s1 ≥ t1 + |J \ J¯| · (t2 − t1) such that J¯ is
a (s1, s2)-FMI set.
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Proof. Let J¯ ⊆ J .When considering the representation ofmatrixAJ proposed in Table 1 it is clear that (J\J¯)·(t2−t1) rows from
block II may bemoved to block I when restricting our attention to AJ¯ . Therefore, J¯ is s1-frequent for s1 ≥ t1+|J \ J¯| · (t2− t1).
It remains to prove that J¯ is minimally s2-infrequent for some s2.
Let us assume first that |J¯| ≥ 2. Then our claim follows directly from the structure of the matrix AJ described in Table 1.
For AJ¯ , rows from the third block could possibly be moved to the first block. The second block however still consists of
|J¯|(t2 − t1) rows that are all-one except for one 0 entry in each row. For every entry j ∈ J¯ there are exactly t2 − t1 rows with
a 0-entry in this block. Therefore, J¯ is minimally s2-infrequent for some s2 ≥ s1 + (t2 − t1) ≥ s1.
Now let us assume that |J¯| = 1. Then there are two cases: either AJ¯ is the all-one vector. Then s1 = m and J¯ is minimally
m + 1-infrequent. (Note that this is a quite artificial situation though.) Or AJ¯ is not the all-one vector. Then J¯ is s1-frequent
with s1 = supp(A·J¯), the support of the column index by J¯ . Furthermore it is minimally s1 + 1-infrequent. 
In the following paragraphs, we will show that the set of all (t1, t2)-FMI sets for all pairs in {(t1, t2) : t1 ∈ {0, . . . ,m−1},
t2 ∈ {t1 + 1, . . . ,m}} can be determined in quasi-polynomial time O(No(log(N)))where N is the combined input and output
size. We will henceforth assume that the matrix A has no all-zero column.
Note that we can compute the maximally t-frequent and minimally t-infrequent sets for a given t simultaneously in
quasi-polynomial time No(log(N)) using joint generation [7,1]. Call these pairs of sets (Ft ,Gt). We compute these for each
t ∈ {1, . . . ,m− 1} and define F0 = {(1, . . . , 1)} and Gm = ∅.
Lemma 3. Let t ∈ {1, . . . ,m} and let J ∈ Gt . Then there exists an integer 0 ≤ t2 < t such that J is t2-frequent.
Therefore the total size of all FMIs is at least as large as the union of all Gt :
m
t=1 Gt . Hence we only have to show that
we cannot have the situation that all Gt are small (polynomial in the input), while some Fs is large (in which case we would
throw away too much of the intermediate result of computing all dual pairs (Ft ,Gt)).
Lemma 4. Let J ∈ Fs be a maximally s-frequent set. Then m
t=0
Ft
 ≤
 m
t=0
Gt
 .
Proof. Take J ∈ Ft , a maximal frequent set. It selects uniquely a set of rows Z . Consider the collection C(J) of all inclusion-
minimal sets J ′ ⊆ J for which the intersection of the supports of the columns of A indexed by J ′ equals Z . (Note that J may
be contained in this collection, but usually these will be smaller sets.) Then each of these is minimally infrequent for some
t ′ > t , hence in Gt ′ . For no other maximally frequent set J˜ ∈ ∪mt=0 Ft does the collection C(J˜) intersect C(J): If J ≠ J˜ , J˜ selects
a set of rows Z˜ ≠ Z . Every J ′ ∈ C(J) selects exactly the rows Z , while every J˜ ′ ∈ C(J˜) selects exactly the rows in Z˜ . Hence
C(J) ∩ C(J˜) = ∅.
We therefore find at least one representative for each J ∈ Ft (by choosing an arbitrary J ′ ∈ C(J)) among the Gt . 
Note that a weaker bound of
m
t=0 Ft
 ≤ (m+ 1) mt=0 Gt  follows directly from [3, Theorem 1].
The previous arguments lead to the following Lemma:
Lemma 5. Given amatrixM ∈ {0, 1}m×n the set of all (t1, t2)-FMI sets for all pairs in {(t1, t2) : t1 ∈ {0, . . . ,m−1}, t2 ∈ {t1+1,
. . . ,m}} can be determined in quasi-polynomial time O(No(log(N))) where N is the combined input and output size.
Proof. The (t1, t2)-FMI sets can be computed as {g : g ∈ Gt2 and ∃f ∈ Ft1(g ≤ f )}. 
The previous considerations integrate the total size of all FMIs for a given matrix over all t . This hides the more refined
question about the complexity of generating all (t1, t2)-FMIs if parameters t1 and t2 are part of the input.
Clearly, testing whether a given set J is t1-frequent can be done in O(m · n). Hence, an intuitive approach to compute
(t1, t2)-FMIs is to compute the minimal t2-infrequent sets and select the t1-frequent among them. From [3] we know that
computing the minimal t2-infrequent sets of a matrix can be done in incremental quasi-polynomial time. In the best case,
if few minimal t2-infrequent sets are discarded as not t1-frequent, this is also the run time for (t1, t2)-FMI generation. In
particular, for t1 = 0, no set is discarded. Furthermore, if t2 − t1 is large (close to m), most minimal t2-infrequent sets are
automatically t1-frequent:
Lemma 6. Let J be a minimal t2-infrequent set of cardinality k. If k > ⌊m−t1t2−t1 ⌋, then J is t ′1-frequent for some t ′1 > t1. In particular
it is t1-frequent.
Proof. We know from the matrix 3-partition induced by J that t ′1 + k(t2 − t ′1) ≤ m (with equality if block III is empty), and
hence m−t
′
1
t2−t ′1
≥ k. Since by assumption the integer k > m−t1t2−t1 andm ≥ t2 we find t ′1 > t1 as long as t2 < m.
For the corner case of t2 = m we find that necessarily k = 1, and hence k > ⌊m−t1t2−t1 ⌋ never holds. (Note that in this case
at most nminimal t2-infrequent sets exist at all.) 
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Corollary 1. If t2− t1 ≥ mc for some c ∈ o(log(m)), the set of all (t1, t2)-FMIs can be computed in incremental quasi-polynomial
time.
Proof. With such a lower bound on t2 − t1 the term ⌊m−t1t2−t1 ⌋ of Lemma 6 is bounded from above by c , and hence there can
only be
c
i=1
m
i

< c
m
c
 ∼ mc minimally t2-infrequent sets that are not t1-frequent. In the incremental quasi-polynomial
algorithm generating all minimal t2-infrequent sets [3] we can hence check each set in time mo(log(m)) whether it is
t1-frequent. As there are at most mo(log(m)) of them, the longest delay before yielding the next (t1, t2)-FMI is also quasi-
polynomial. 
We also note that the criterion yielding incremental quasi-polynomial run time is satisfied with high probability if t1 and
t2 are drawn randomly and uniformly from [0, . . . ,m].
Observation 1. If t1 and t2 are drawn randomly and uniformly from [0, . . . ,m], then the probability P(t2 − t1 ≥ mc ) =
1− P(t2 − t1 < mc ) = 1−
m2/c−⌊m/c⌋i=1 i
m(m−1)/2 ∈ Ω(1− 1/c2).
Hence the probability P(t2 − t1 ≥ mc ) is close to 1 for large values of c .
In general, however, an exponentially large number of minimal t2-infrequent sets may not be t1-frequent. Determining
the general complexity of generating the (t1, t2)-frequent sets might be answered if a properly adapted version of the
Fredman–Khachiyan algorithm [5] incorporating the t1 directly could be devised, but this is beyond the scope of this paper.
3. Decomposing matrices and frequent sets
Matrices with entries in {0, 1,−1} can be decomposed into ⊕1, ⊕2 and ⊕3-sums of smaller matrices. There are
recognition algorithms at hand (see e.g. [12]) that find such a decomposition into⊕1,⊕2,⊕3-sums if existent. Furthermore
it has been shown by Seymour [10] that totally unimodular matrices can be decomposed into ⊕1, ⊕2 and ⊕3-sums of
network matrices (and possibly of one 5× 5-matrix with entries in {0, 1} that is not a network matrix), i.e., there is always
a decomposition possible such that the summands are network matrices.
In this section, we want to show that the decomposition of an arbitrary binary matrix into ⊕1, ⊕2 and ⊕3-sums of
smaller binary matrices simplifies the problem of finding all the (t1, t2)-FMIs. This makes a divide-and-conquer approach
using Truemper’s decomposition algorithm a feasible approach to computing FMIs for large matrices.
Let A ∈ {0, 1}k×l and B ∈ {0, 1}m×n. The⊕1-sum of A and B is defined as follows:
A⊕1 B :=

A 0
0 B

. (1)
Lemma 7. For t1 ∈ {1, . . . , k+m}, the t1-frequent sets of A⊕1 B are the t1-frequent sets of A and B. Every subset of {1, . . . , l+n}
containing indices corresponding to both matrices A and B is 0-frequent. The minimally t2-infrequent sets of matrices A and B are
minimally t2-infrequent in A⊕1 B. All sets of cardinality 2with one column-index stemming frommatrix A and the other stemming
from matrix B are minimally 1-infrequent.
Proof. Clearly, t-frequent sets of the matrices A and B are again t-frequent w.r.t. the matrix A⊕1 B. Analogously, minimally
t-infrequent sets of the matrices A and B are again minimally t-infrequent w.r.t. A⊕1 B. Subsets of J ⊆ {1, . . . , l + n} with
J ∩ {1, . . . , l} ≠ ∅ and J ∩ {l + 1, . . . , l + n} ≠ ∅ are 0-frequent. On the other hand, a set J = {i, j} with i ∈ {1, . . . , l}
and j ∈ {l + 1, . . . , l + n} is minimally 1-infrequent. (Note that this set is even minimally min{supp(Ai), supp(Aj)}-
infrequent.) 
Lemma 7 shows that the minimally t-infrequent sets (t-frequent sets, respectively) of A⊕1 B can be obtained from the
minimally t-infrequent sets (t-frequent sets, respectively) of the matrices A and B.
Let A ∈ {0, 1}k×l and B ∈ {0, 1}m×n. Furthermore, let a ∈ {0, 1}k and let b ∈ {0, 1}n with a, b ≠ 0. The⊕2-sum of [A a]
and [b B⊤]⊤ is defined as follows:

A a
⊕2  b⊤B

:=

A ab⊤
0 B

=
 A
a1b⊤
...
akb⊤
0 B
 . (2)
Lemma 8. Let J ⊆ {1, . . . , l+1} be a t-frequent set w.r.t. [A a]. If l+1 ∈ J , then J∪ supp(b) (and all of its subsets) is t-frequent
w.r.t. [A a]⊕2[b B⊤]⊤. It is t-frequent w.r.t. [A a]⊕2[b B⊤]⊤, otherwise. On the other hand, let J ⊆ {l + 2, . . . , l + n + 1} be
t-frequent w.r.t. [b B⊤]⊤. If J ⊆ supp(b), then J is t + supp(a)− 1-frequent in [A a]⊕2[b B⊤]⊤. It is t-frequent, otherwise. For
t ≥ 1, all t-frequent sets of [A a]⊕2[b B⊤]⊤ take one of these forms.
Proof. An analysis of the structure of the⊕2-sum of [A a] and [b B⊤]⊤ as presented in (2) immediately yields the claims of
this Lemma. 
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Lemma 9. For t ∈ {1, . . . , k+m}, the minimally t-infrequent sets of the⊕2-sum [A a]⊕2[b B⊤]⊤ can be constructed from the
minimally t ′-infrequent sets of the matrices A and B.
Proof. In a first step, we show that all minimally t-infrequent sets of the⊕2-sum [A a]⊕2[b B⊤]⊤ arise from (compositions
of) minimally t ′-infrequent and t ′′-infrequent sets of the matrices A and B (where t ′, t ′′ ≥ t). In a second step we describe
which compositions of minimally t ′-infrequent and t ′′-infrequent sets yield minimally t-infrequent sets of the ⊕2-sum
[A a]⊕2[b B⊤]⊤.
Let J ⊆ {1, . . . , l+ n} be minimally t-infrequent in [A a]⊕2[b B⊤]⊤. Then one of the following conditions holds:
(a) J ⊆ {1, . . . , l} and J is minimally t-infrequent w.r.t. A.
(b) J ⊆ {l+ 1, . . . , l+ n} and J is minimally t-infrequent (or minimally t − supp (a)-infrequent) w.r.t. B.
(c) J ⊆ {l+1, . . . , l+n} and ∃i ∈ J with i ∉ supp (b) such that J \ {i} ⊆ supp (b). Note that J \ {i} is minimally t ′-infrequent
for some t ′ ≥ t w.r.t. the matrix B.
(d) J ∩ {1, . . . , l} ≠ ∅ and |J ∩ {l+ 1, . . . , l+ n}| = 1. Then either J ∪ {l+ 1} is minimally t-infrequent w.r.t. [A a] or |J| = 2.
This follows immediately from the special structure of the⊕2-sum and the fact that eachminimally t-infrequent set induces
a complementary unit-matrix.
On the other hand let J1 ⊆ {1, . . . , l} be minimally t1-infrequent w.r.t. the matrix A and let J2 ⊆ {l + 1, . . . , l + n} be
minimally t2-infrequent w.r.t. the matrix B.
Clearly, J1 is minimally t1-infrequent w.r.t. the matrix [A a]⊕2[b B⊤]⊤. Additionally, assume the matrix [AJ1 a] has the
form of a minimal t ′1-infrequent set for some t
′
1 ≤ t1 and let j ∈ supp (b) be an arbitrary element from the support of vector
b. Then the set J1 ∪ {j+ l+ 1} is minimally t ′1-infrequent w.r.t. the matrix [A a]⊕2[b B⊤]⊤.
Similarly, if J2 ⊆ supp (b) then J2 isminimally t2+supp (a)-infrequentw.r.t. [A a]⊕2[b B⊤]⊤. It isminimally t2-infrequent
w.r.t. [A a]⊕2[b B⊤]⊤ otherwise.
An extra-set of minimally infrequent sets of the matrix [A a]⊕2[b B⊤]⊤ can be constructed from the sets J2 that are
minimally t2-infrequent w.r.t. B as follows: Let us assume that J2 ⊆ supp (b) and Z2 ⊆ {k + 1, . . . , k + m} denote a set of
row-indices corresponding to a complementary unit-matrix induced by J2. Let i ∈ {l+ 1, . . . , l+ n} \ supp (b) be a column-
index such that Bi (the column vector of B indexed by i) is the all-one vector when restricted to the rows indexed by Z2. Then
J2 ∪ {i} is minimally t ′-infrequent for some t ′ ≤ t2.
The last case to be considered is the following: let i ∈ {1, . . . , l} and let j ∈ {l+ 1, . . . , l+ n} \ supp (b). If |supp (Ai)| ≥ 1
(Ai being the column vector of matrix A indexed by i) and |supp (Bj)| ≥ 1 (Bj being the column vector of matrix B indexed
by j) then {i, j} is minimally 1-infrequent w.r.t. [A a]⊕2[b B⊤]⊤. 
It remains to give the definition of the⊕3-sum and to analyze the relations between the t-frequent sets of the summands
and the sum. Let A ∈ {0, 1}k×l, B ∈ {0, 1}m×n, let a ∈ {0, 1}k, b ∈ {0, 1}n, c ∈ {0, 1}l and d ∈ {0, 1}m. The⊕3-sum is defined
as follows:
A¯⊕3 B¯ :=

A a a
c⊤ 0 1

⊕3

1 0 b⊤
d d B

:=

A ab⊤
dc⊤ B

=

A
a1b⊤
...
akb⊤
d1c⊤
...
dmc⊤
B

(3)
The following Lemmaswill show the correspondence of t-frequent andminimally t-infrequent sets of the⊕3-sum A¯⊕3 B¯
and the t ′- and t ′′-frequent sets (minimally infrequent sets, respectively) of its summands A and B.
Lemma 10. The t-frequent sets of the ⊕3-sum A¯⊕3 B¯ can be constructed from the t ′- and t ′′-frequent sets of the summands A
and B.
Proof. Let J ⊆ {1, . . . , l} be t-frequent w.r.t. A¯⊕3 B¯. If J ⊆ supp (c) then J is t − supp (d)-frequent w.r.t. A. It is t-frequent
w.r.t. A, otherwise. Analogously, let J ⊆ {l+ 1, . . . , l+ n} be t-frequent w.r.t. A¯⊕3 B¯. If J ⊆ supp (b) then J is t − supp (a)-
frequent w.r.t. B. It is t-frequent w.r.t. B, otherwise.
Now let J ⊆ {1, . . . , l + n} with J1 := J ∩ {1, . . . , l} ≠ ∅ and J2 := J ∩ {l + 1, . . . , l + n} ≠ ∅. There are several cases
possible:
1. J1 ⊈ supp (c) and J2 ⊈ supp (b). Then J is 0-frequent w.r.t. A¯⊕3 B¯.
2. J1 ⊆ supp (c) and J2 ⊈ supp (b). Let ZB be the rows of matrix B that are all-one when restricted to the indices of J2. Then
J is |ZB ∩ supp (d)|-frequent w.r.t. A¯⊕3 B¯. The case J1 ⊈ supp (c) and J2 ⊆ supp (b) can be treated analogously.
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3. J1 ⊆ supp (c) and J2 ⊆ supp (b). Let ZA be the rows in A that are all-one when restricted to the indices in J1 and let ZB be
the rows in B that are all-onewhen restricted to the indices of J2. Then the set J is |ZA∩supp (a)|+|ZB∩supp (d)|-frequent
w.r.t. A¯⊕3 B¯. 
In the following we want to characterize the minimally t-infrequent sets of the⊕3-sum of the matrices A¯ and B¯.
Lemma 11. For t ∈ {1, . . . , k+m}, theminimally t-infrequent sets of the⊕3-sum A¯⊕3 B¯ can be constructed from theminimally
t ′-infrequent sets of the matrices A and B.
Proof. In the following, we will show that every minimally t-infrequent set of the ⊕3-sum A¯⊕3 B¯ corresponds to (the
composition of) minimally t ′- and t ′′-infrequent sets of the matrices A and B. When discussing the individual cases, we
will give a constructive way yielding the minimally t-infrequent sets corresponding to each case.
Let J ⊆ {1, . . . , l+n} beminimally t-infrequent for some t ∈ {1, . . . , k+m}. Then one of the following assertions holds:
(a) J ⊆ {1, . . . , l} and J is minimally t ′-infrequent w.r.t. matrix A for some t ′ ≤ t . If J ⊆ supp (c), then t ′ = t + supp (d).
t ′ = t otherwise.
(b) J ⊆ {l+ 1, . . . , l+ n} and J is minimally t ′-infrequent w.r.t. matrix B for t ′ ≥ t . If J ⊆ supp (b), then t ′ = t + supp (a).
t ′ = t otherwise.
(c) J ⊆ {1, . . . , l} (not minimally t-infrequent w.r.t. matrix A) such that there exists i ∈ J with i ∉ supp (c) such that
J \ {i} ⊆ supp (c) is minimally t ′-infrequent w.r.t. the matrix A for some t ′ ≥ t . Note that there is an index set of rows
Z ⊆ {1, . . . , k} forming a complementary unit-matrix w.r.t. J \ {i} such that Ai is the all-one vector when restricted to
the index set Z .
(d) J ⊆ {l + 1, . . . , l + n} (not minimally t-infrequent w.r.t. matrix B) such that there exists i ∈ J with i ∉ supp (b) such
that J \ {i} ⊆ supp (b) is minimally t ′-infrequent w.r.t. matrix B for some t ′ ≥ t . Note that there is an index set of
rows Z ⊆ {k+ 1, . . . , k+m} forming a complementary unit-matrix w.r.t. J \ {i} such that Bi is the all-one vector when
restricted to the index set Z .
(e) J1 := J ∩ {1, . . . , l} ≠ ∅ and J2 := J ∩ {l+ 1, . . . , l+ n} ≠ ∅. Then J1 is minimally t1-infrequent w.r.t. the matrix A and
J2 is minimally t2-infrequent w.r.t. the matrix B. Additionally J1 ⊆ supp (c) and J2 ⊆ supp (b) holds. There exists ZJ1 ⊆{1, . . . , k} an index set of the rows forming a complementary unitmatrixw.r.t. J1 and there exists ZJ2 ⊆ {k+1, . . . , k+m}
an index set of rows forming the complementary unit matrix w.r.t. J2 such that ZJ1 ⊆ supp (a) and ZJ2 ⊆ supp (b). 
The previous discussion yields a method to compute the minimally t-infrequent sets of a binary matrix A ∈ {0, 1}m×n
from the minimally t ′-infrequent sets of its summands in a⊕1,⊕2,⊕3-decomposition.
4. Bounding the number of minimal infrequent sets
Since we propose to compute all FMI sets for a given matrix we now want to estimate the number of (t1, t2)-FMIs of a
matrix A ∈ {0, 1}m×n for varying parameters t1, t2 ∈ Z+. Note that we will be studying the number of max-FMI-sets, i.e., of
(t1, t2)-FMI sets J such that
(a) there is no t¯1 > t1 with J is a (t¯1, t2)-FMI set, and
(b) there is no t¯2 > t2 with J is a (t1, t¯2)-FMI set.
In a first step, we consider the number of minimally t-infrequent sets for a given parameter t ∈ Z+ and a given matrix
A ∈ {0, 1}m×n. Note that every minimally t-infrequent set is s-frequent for some parameter s < t , s ∈ Z+. Let J1, . . . , Jk ⊆
{1, . . . , n} be the minimally t-infrequent sets. Then clearly, Ji ⊈ Jj for all i, j ∈ {1, . . . , k} with i ≠ j. This means that the
family of sets J1, . . . , Jk is a Sperner family (also called clutter or antichain). Thismeanswe can apply Sperner’s theorem to it.
Theorem 1 (Sperner’s Theorem). Let I1, . . . , Is ⊆ {1, . . . , n} be a Sperner family of sets, i.e, Ii ⊈ Ij for i, j ∈ {1, . . . , s} with
i ≠ j. Then |{I1, . . . , Is}| ≤

n
⌊ n2 ⌋

.
Given a matrix A ∈ {0, 1}m×n and a parameter t ∈ {1, . . . ,m}, there are at most

n
⌊ n2 ⌋

minimally t-infrequent sets. This
upper bound is tight as the following example shows:
A =

0 1 1 · · · 1
1 0 1 · · · 1
1 1 0 · · · 1
...
...
. . .
...
1 1 · · · 1 0
 . (4)
Choosing t = n2 the matrix (4) has

n
n/2

FMIs for parameters (t1, t2) = (n/2, n/2+ 1).
Now we want to look at the problem of counting minimally t-infrequent sets of a matrix A ∈ {0, 1}m×n from a different
angle. Note that we will consider minimally t-infrequent sets for maximal parameters t , i.e., for J minimally t-infrequent
there is no t¯ > t such that J is minimally t¯-infrequent.
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Then, it is an immediate observation, that every non-empty subset I ⊆ {1, . . . , n} can be minimally t-infrequent for at
most one parameter t ∈ {1, . . . ,m}. Therefore, a matrix A ∈ {0, 1}m×n possesses at most 2n−1minimally t-infrequent sets,
over all t ∈ {1, . . . ,m}. Note that this upper bound is tight also: a complementary unit-matrix A ∈ {0, 1}n×n as given in (4)
realizes it.
The family ofminimal t-infrequent sets for a given t forms an antichain. From Sperner’s theoremwe know that antichains
have a limited cardinality of

n
⌊ n2 ⌋

. In particular, this bound is attained when all sets of cardinality n/2 are minimally
t-infrequent for some t , as discussed above. However, the following Lemma will show that for a fixed number of columns n
there exists at least one parameter t whose corresponding antichain of minimally t-infrequent sets has a cardinality strictly
smaller than

n
⌊ n2 ⌋

.
Lemma 12. Let A ∈ {0, 1}m×n. If (n = 2k and m > 2√k) or (n = 2k + 1 and m > 4√k), then there is at least one parameter
t ∈ {1, . . . ,m} such that there are less than

n
⌊ n2 ⌋

minimally t-infrequent sets.
Proof. To prove our assumption, we need an implication of Stirling’s formula:
√
s

2s
s

> 22s−1. (5)
Let us assume first that n = 2k. Then formula (5) yields:
2
√
k

2k
k

> 22k > 22k − 1. (6)
On the other hand, Sperner’s theorem shows that the maximum number of minimally t-infrequent sets is bounded from
above by
m
t=1

2k
k

= m ·

2k
k

. (7)
Suppose that for every t ∈ {1, . . . ,m}, there are

2k
k

minimally t-infrequent sets and thus there are m
˙ 2k
k

minimally
t-infrequent sets in total. Form ≥ 2√k inequality (6) yields
m
t=1

2k
k

> 22k − 1. (8)
This contradicts the fact that the matrix A possesses only 22k − 1 different subsets of columns that could potentially yield
a minimally t-infrequent set. (Note that every subset of the column-index-set is minimally t-infrequent for at most one
parameter t ∈ {1, . . . ,m}.)
Now let us assume that n = 2k+ 1. Then Stirling’s formula (5) yields
4
√
k

2k+ 1
k

≥ 4√k

2k
k

≥ 22k+1 − 1. (9)
Ifm ≥ 4√k inequalities (7) and (9) yield our claim. 
Lemma 12 shows that a matrix with a sufficiently large row number cannot possess the worst case number of minimally
t-infrequent sets for every parameter t ∈ {1, . . . ,m}. It is still not clear yet how this deviance from the theoretical upper
bound is realized. E.g. is it possible that all except one parameter t realize the upper bound? And that for this parameter the
deviation falls below the theoretical upper bound only by a small value? The following argument will show that this is not
possible for growingm ≥ √2n.
Lemma 13. With growing number of rows m, the total deviation from the upper bounds of the number of minimally t-infrequent
sets given by Sperner’s theorem is at least Ω( m√
2n
(2n − 1)).
Proof. Let us express the row number m as m = j · √2n. Furthermore, for every parameter t ∈ {1, . . . ,m}, we denote by
st the number of minimally t-infrequent sets w.r.t. the matrix A (for which the parameter t is maximal). Sperner’s theorem
shows that st =

n
⌊ n2 ⌋

− lt , where lt ∈ {0, . . . ,

n
⌊ n2 ⌋

}. Then the following inequality holds:
2n − 1 ≥
m
t=1
st =
m
t=1

nn
2
− lt . (10)
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This yields:
m
t=1
lt ≥ m ·

nn
2
− (2n − 1)
= j · √2n ·

nn
2
− (2n − 1)
> j · (2n − 1)− (2n − 1)
= (j− 1)(2n − 1).
These arguments show that the total deviation from the upper bounds of the minimally t-infrequent sets,
m
t=1 lt , grows
uniformly for growing row numberm ≥ √2n. 
Binary matrices with m ≪ n. The previous Lemmas show that for a matrix A ∈ {0, 1}m×n with m ∼ √n the number of
minimally t-infrequent sets is not worst-case for all parameters t = 1, . . . ,m simultaneously. However, in our applications
we usually have many more columns than rows in the matrices, i.e., m ≪ n holds. What can we say about the number of
minimally t-infrequent sets in this case?
An insight we gain immediately, is that a minimally t-infrequent set possesses at most m elements. This is due to the
fact that a minimally t-infrequent set must induce a complementary unit-matrix (block II) whose size corresponds to the
cardinality of the minimally t-infrequent set. Therefore, the number of rows of the matrix A bounds the cardinality of the
minimally t-infrequent sets. The overall number of sets that are minimally t-infrequent for some t ∈ {1, . . . ,m} is thus
bounded by
m
t=1
 n
t

. As for each t ∈ {1, . . . ,m}, we can bound the binomial coefficients  nt  by  nm  (for all m ≤ n2 ) we
obtain a global bound for the number of sets that are minimally t-infrequent for some parameter t as follows:
m
t=1
n
t

≤
m
t=1
 n
m

= m
 n
m

.
Using a known bound for the binomial coefficient
 n
m
 ≤ nmm! , we obtain:
m
 n
m

≤ mn
m
m! =
nm
(m− 1)! .
This implies
Lemma 14. For constant number of rows m ≪ n, the number of minimally t-infrequent sets is polynomial in the number of
columns n.
Tight bound for m ≪ n. In the previous paragraph we bounded the binomial coefficients  nt  by  nm  for all t = 1, . . . ,m.
As this is a rather rough estimate, it should be possible to improve the polynomial bound we obtained this way. Let
A ∈ {0, 1}m×n be a given matrix and let ki be the number of columns with support i for i = 1, . . . ,m− 1. We will now look
at the cardinality of sets that are minimally t-infrequent for some t ∈ {1, . . . ,m}. The cardinality of such a set is bounded
by m − (t − 1). To see this, assume that J is minimally t-infrequent and k-frequent for some k < t . Then the following
inequality holds:
m ≥ k+ |J| · (t − k). (11)
The first term stems from block I, the second from the (t − k) complementary unit-matrices from block II. Therefore, we
have
|J| ≤ m− k
t − k , where k ∈ Z+. (12)
This expression is maximal for k = t − 1. This proves that |J| ≤ m− (t − 1) holds.
Recall that for J ⊆ {1, . . . , n}, we denoted by AJ the matrix A restricted to the columns indexed by J . Analogously, for
I ⊆ {1, . . . ,m}we denoted by AI the matrix A restricted to the rows indexed by I . Now let J be a minimally t-infrequent set
with |J| = i. Furthermore, let Z ⊆ {1, . . . ,m} be a set of rows such that the matrix AZJ is a complementary unit matrix of
size i.
Now we ask: How many subsets of indices J˜ ⊆ {1, . . . , n} exist such that AZ
J˜
is equal to the prescribed complementary unit
matrix AZJ ? To give an upper bound for this number, we have to introduce a few notations first. Let J = {j1, . . . , ji}. For
k = 1, . . . , i let Ck denote the sets of columns that are equal to Ajk on the rows indexed by Z . Then the number of subsets of
columns J˜ such that AZ
J˜
is the complementary unit-matrix AZJ is bounded by: |C1| · . . . · |Ci| ≤ n · . . . · n ∼ O(ni).
We want to give an upper bound for the number of different complementary unit-matrices of size i that exist as
submatrices of the matrix A. As we already have estimated the number for fixed subset of rows, we only have to count
how many ways there are to choose these rows from the overall set of rows {1, . . . ,m}.
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There are
m
i

ways of choosing i out of m rows. A fixed set of indices Z of cardinality i can give rise to i! different
complementary unit matrices. Therefore, the overall number of complementary unit-matrices of size i may be bounded
by:
i!
m
i

· |C1| · · · |Ci| ∼ O(ni).
Form ≪ n, it is then clear that the number ofminimally t-infrequent sets of cardinalitym dominates thewhole bounding
expression (there we have a term of order O(nm)).
Another interesting observation is that minimally t-infrequent sets of cardinality i consist of columns with support
greater than or equal to i − 1. In our context this means, that for m ≪ n the worst case matrix consists only of columns
with support m − 1. Clearly, there are at most m of these vectors in the matrix A. Let C1, . . . , Cm denote the sets of vectors
with supportm. Tomaximize the number of minimally t-infrequent sets, we have to find a distribution of vectors of support
m− 1 maximizing the following expression:
max |C1| · · · |Cm|
s.t. |C1| + · · · + |Cm| = n. (13)
Clearly, the program given in (13) is maximized by |C1| = · · · = |Cm| = ⌊ nm⌋. Let us have a look at the corresponding
matrix:
1 · · · 1
...
...
1 · · · 1
0 · · · 0  
1 · · · 1
...
...
0 · · · 0
1 · · · 1  
. . .
0 · · · 0
1 · · · 1
...
...
1 · · · 1   n
m
  n
m
  n
m

.
(14)
The overall number of minimally t-infrequent sets of this matrix sums up to:
m
i=1
m
i
  n
m
i = 1+ n
m
m − 1.
For m ≪ n the previous argument proved that this is worst case. Note however that the dominating term of minimally
t-infrequent sets of cardinalitym corresponds to (0, 1)-FMIs.
Worst-case matrices for fixed parameter t and m ≪ n. In the last paragraph, we determined the type of matrix with
the most minimally t-infrequent sets, where t is allowed to vary. In this paragraph we fix the parameter t ∈ {1, . . . ,m}
and determine the type of matrix with the most minimally t-infrequent sets for this fixed t . Again we consider matrices
A ∈ {0, 1}m×n withm ≪ n.
Let C1, . . . , Cl be the sets of different column-vectors ofmatrix A. Then |Ci| ≤ n for all i = 1, . . . , l and n = |C1|+· · ·+|Cl|
holds. As there are only 2m different binary vectors of size m, l ≤ 2m holds. Now we fix the parameter t ∈ {1, . . . ,m} and
consider the number of minimally t-infrequent sets corresponding to a matrix A ∈ {0, 1}m×n. We have already seen that the
cardinality of minimally t-infrequent sets is bounded from above bym− (t − 1) (see inequality (12)). For fixed cardinality
j ∈ {2, . . . ,m− (t − 1)} the number of minimally t-infrequent sets of cardinality j is bounded from above by:
l
j
 
max
i=1,...,l
|Ci|
j
≤

2m
j

nj.
As we assume m ≪ n the term [maxi=1,...,l |Ci|]j is dominating in this expression. As j ≤ m − (t − 1), we have to focus on
matrices with a large number of minimally t-infrequent sets of cardinalitym− (t − 1). Note that these sets are (t − 1, t)-
FMIs then and note that they consist of columns with support (m− 1). In a matrix with row numberm there are at mostm
different column vectors with support m − 1. In the following, we will show that – also for fixed parameter t – the matrix
given in (14) possesses the largest number of minimally t-infrequent sets for matrices A ∈ {0, 1}m×n withm ≪ n.
Let C1, . . . , Cm be the sets of vectors with supportm−1. In a matrix consisting only of columns vectors of supportm−1,
we have: |C1| + · · · + |Cm| = m. Then the overall number of (t − 1, t)-FMIs sums up to
J⊆{1,...,m}
|J|=m−(t−1)
|Cj1 | · · · |Cjm−(t−1) |.
This expression is maximized for |C1| = · · · = |Cm| = ⌊ nm⌋. Therefore matrix given in (14) possesses the largest number of
minimally t-infrequent sets for matrices A ∈ {0, 1}m×n withm ≪ n.
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Table 2
{a, b, c}: a (2, 3)-FMI not being uniformly
decaying when taking subsets.
a b c d
1 1 1 0
1 1 1 1
0 1 1 1
1 0 1 1
1 1 0 1
1 1 0 0
1 1 0 0
1 1 0 0
1 1 0 0
Lemma 15. For t ∈ {1, . . . ,m} the matrix given in (14) possesses
m
m− (t − 1)
 n
m
m−(t−1)
(15)
minimally t-infrequent sets.
Proof. Consider the different column vectors of the matrix given by (14). Clearly every choice of m − (t − 1) of these
columns yields a (t − 1, t)-FMI. As there are ⌊ nm⌋ copies of each column vector, there are

m
m−(t−1)

⌊ nm⌋m−(t−1) minimally
t-infrequent sets. 
5. Ordering FMI sets
In our applications, we want to find sets of attributes that characterize certain subsets of subjects (i.e. rows of the matrix
A). It is essential that this notion of characterization stays stable when taking subsets of the characterizing attributes. In
particular, we prefer sets of attributes where leaving out a single feature does not drastically change the set of characterized
subjects: Imagine that in the data theremay be a set of attributes J characterizing a group of subjectswell, and one additional
attribute c refining this group into two similarly-sized subgroups, one that has attribute c and one that does not. Then we
prefer to first be presented with the set J , and not the subgroup J ∪ {c}. In this way we are able to construct a hierarchical
decomposition of the subjects. We refer to [4] for a typical biological question.
Example 2. Consider the matrix given in Table 2. The FMI-set {a, b, c} is all one on the first two rows of the matrix,
i.e., characteristic for those two rows. In our applications we prefer those FMI sets whose subsets characterize roughly
the same rows as the original FMI set itself. For the (2, 3)-FMI set {a, b, c} in Table 2 this is not the case: its subset {a, b} is
a (7, 8)-FMI set and characterizes a much larger set of rows thus. In this example, the FMI-sets {a, b} and {c, d} would be
preferable: when considering their subsets, the set of characterized rows does not grow in large steps.
To model this, we will assign an integer value to every FMI-set J ⊆ {1, . . . , n}where small values will correspond to sets
that are in some sense uniformly FMI.
The value val (J) of a set J is defined recursively. Let J be a (t1, t2)-FMI set. By Lemma 2we know that every proper subset
of J is a (s1, s2)-FMI set for some s1, s2 ∈ Z+ with s2 > s1 ≥ t2. We define a function σ J : J → Z2+ which for x ∈ J is
returning the parameters (s1, s2) such that J \ {x} is max-(s1, s2)-FMI. (In this notation, σ J(x) = (σ J1(x), σ J2(x)) = (s1, s2).)
For all elements i ∈ {1, . . . , n}we set val ({i}) := 0. Furthermore for any set J ⊆ {1, . . . , n} that is (t1, t2)-FMI with |J| ≥ 2
we set:
val (J) := max
x∈J
{σ J1(x)− t1, val (J \ {x})}.
Example 3. In this example wewant to illustrate how the value val (J) of a set J is computed. Here, the column set J consists
of three columns of a 0/1-matrix A.
a b c
I 1 1 1
II
0 1 1
1 0 1
1 1 0
III
1 1 0
1 1 0
1 1 0
Let J := {a, b, c}. Clearly, J is (1, 2)-FMI. Furthermore val (J) = σ J1(c)− 1 = 5− 1 = 4.
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The value of a set J is thus determined via the analysis of all its subsets. This could require 2|J| computations of such values.
The following Lemma shows that it is sufficient to consider all pairs of elements contained in J to determine its overall value.
Lemma 16. Let A ∈ {0, 1}m×n be a binary matrix and let J ⊆ {1, . . . , n}, J ≠ ∅ be (t1, t2)-FMI. Then
val (J) = max
i,j∈J,
i≠j
{val ({i, j})}. (16)
Proof. |J| = 1 is clear by definition.
|J| ≥ 2: There exists I ⊆ J with |I| ≥ 2 and (s1, s2)-FMI and there is x ∈ I such that
val (J) = val (I) = σ I1(x)− s1.
This means there are σ I1(x) rows, denoted by Z
x, that are all-one when restricted to the index set I \ {x}. In particular, only
σ I1(x) of these rows, denoted by Z , are all-one when restricted to I . Therefore, the column corresponding to the index x is
zero on the rows Z x \ Z . Let y ∈ I \ {x} be arbitrary. Then y is all-one on all rows contained in Z x \ Z . Therefore
val (J) ≥ val ({x, y}) ≥ |Z x \ Z | = σ I1 − s1 = val (J).
Therefore, val ({x, y}) = val (J). This shows that the pair {x, y} ⊆ J realizes the value of column set J . 
To determine the value of J it thus suffices to determine the values of all pairs of elements contained in J . This can be
done with (|J| − 1)2 many operations.
Lemma 16 reduces the computation of val (J) to polynomially many subproblems by considering only pairs of columns.
Note however, that this does not imply that only pairs of columns make up interesting FMI-sets. If we want to select a given
subset of rows I using a set of columns J , then |J|may need to be greater than 2. This is illustrated in the following example.
1 1 1 1 rows we want
1 1 1 1 to characterize by
1 1 1 1 subsets of the columns
1 1 0 0
1 1 0 1
1 1 1 0
1 0 1 1
0 1 1 1
0 0   0 0
pairs are not enough!
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