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INTRODUCTION
Dans ce manuscrit, il est question de connexions plates me´romorphes de
rang 2, de feuilletages de Riccati et de feuilletages transversalement projectifs.
Tout cela se de´roule principalement sur P2 = P2(C), toutefois on a donne´ des
e´nonce´s un peu ge´ne´raux quand on le pouvait.
Si X est une varie´te´ complexe lisse, une connexion plate me´romorphe ∇ au
dessus de X correspond a` un feuilletage holomorphe singulier de codimension
2 sur un fibre´ vectoriel de rang 2 sur X, transverse a` sa fibre ge´ne´rique et
compatible a` sa structure line´aire. Le lieu ou` la transversalite´ fait de´faut est
le lieu polaire D de la connexion, une hypersurface analytique de X.
En relevant les lacets de X \D dans les feuilles, on obtient un morphisme
de groupes : pi1(X \D) → GL2(C), appele´ repre´sentation de monodromie de
∇.
En imposant une contrainte sur le feuilletage au voisinage des poˆles -la
logarithmicite´ de ∇- et sur les singularite´s de D -a` croisements normaux-
Deligne a e´tabli une correspondance entre les repre´sentations pi1(X \ D) →
GL2(C) et les connexions plates de rang 2 : la correspondance de Riemann-
Hilbert.
Un feuilletage de Riccati est donne´ par une connexion projective plate sur
un fibre´ en P1 au dessus de X, c’est un feuilletage holomorphe singulier sur
l’espace total du fibre´, transverse a` sa fibre ge´ne´rique. Les connexions pro-
jectives sont -du moins localement- des projectivise´s de connexions. Comme
pre´ce´demment, on peut de´finir le lieu polaire d’un feuilletage de Riccati et sa
repre´sentation de monodromie : pi1(X \D)→ PGL2(C).
On voit que les proprie´te´s d’une connexion plate et celles du feuilletage de
Riccati qu’on en de´duit par projectivisation sont fortement relie´es, en par-
ticulier si ρ : pi1(X \ D) → GL2(C) est la repre´sentation de monodromie
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d’une connexion plate ∇ et si R = P(∇) est le projectivise´ de ∇, alors la
repre´sentation de monodromie de R est P(ρ), la compose´e de ρ avec GL2 →
PGL2.
Dans le cadre des surfaces projectives, en utilisant les travaux de Deligne
[Del70], Loray et Pereira [LP07] ont obtenu une correspondance de Riemann-
Hilbert pour les feuilletages de Riccati, sans contrainte de croisements nor-
maux pour le lieu polaire. Une des questions qui se pre´sentent au sujet de
cette correspondance est de connaˆıtre le type de P1-fibre´ qui peut apparaˆıtre
suivant les proprie´te´s de la repre´sentation.
Si X est une varie´te´ projective et D est une hypersurface de X, un certain
nombre de proprie´te´s sont connues pour les repre´sentations pi1(X \ D) →
SL2(C) quasi-unipotentes a` l’infini. On dit que pi1(X \D)→ SL2(C) est quasi-
unipotente a` l’infini si, pour toute suite d’e´clatements φ : X˜ → X, telle que
D˜ = φ∗(D) est a` croisement normaux dans X˜, alors les valeurs propres de
ρ(γ) sont des racines de l’unite´, pour tout γ ∈ pi1(X˜ \ D˜) faisant le tour
d’une composante de D˜. Notamment, un article de Corlette et Simpson [CS08]
montre que pour une repre´sentation Zariski dense ρ : pi1(X \ D) → SL2(C),
si P(ρ) ne se factorise par une application f : (X,D) → (C, d) avec C une
courbe projective lisse et d un ensemble de points sur C , alors ρ est rigide
et de´finie sur un anneau d’entiers alge´briques. De plus, dans cette situation,
ils montrent que cette repre´sentation se factorise par un ”espace” muni d’une
repre´sentation bien particulie`re : un ”polydisk Shimura DM-stack” muni de
sa repre´sentation tautologique.
Ces re´sultats ont donne´ une inspiration a` nos travaux. Effectivement, une
partie de notre travail rele`ve de la de´marche suivante. D’abord se donner
une repre´sentation, soit apre`s calcul explicite d’un groupe fondamental, soit
en se donnant un feuilletage de Riccati ou une connexion plate, puis discu-
ter si la repre´sentation se factorise par une courbe et, si cela ne se produit
pas, s’inte´resser plus intense´ment a` l’exemple que l’on a en main, pour com-
prendre le ”polydisk Shimura DM-stack” qui lui est associe´. Si on travaille
avec un feuilletage (de Riccati ou associe´ a` une connexion plate) plutoˆt que sa
repre´sentation de monodromie, l’analogue de la factorisation par une courbe
est que le feuilletage soit, a` isomorphisme birationnel de fibre´s pre`s, tire´ en
arrie`re (pull-back) d’un feuilletage du meˆme type sur un fibre´ au dessus d’une
courbe.
Un feuilletage transversalement projectif F sur X est un feuilletage de codi-
mension 1 qui se de´duit d’un feuilletage de RiccatiR sur un P1-fibre´ pi : P → X
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en choisissant une section me´romorphe σ de pi et en posant F = σ∗R, ”on re-
garde une tranche de R”. Parmi les feuilletages transversalement projectifs,
on s’est particulie`rement inte´resse´ aux feuilletages modulaires.
Dans cette the`se, apre`s quelques pre´liminaires, nous discutons diffe´rents
moyen de se donner une repre´sentation ou un feuilletage, nous discutons cette
proprie´te´ de pull-back, puis certaines proprie´te´s des feuilletages transversale-
ment projectifs, notamment des feuilletages modulaires, pour aboutir a` notre
contribution principale : l’exhibition d’un feuilletage modulaire et de sa struc-
ture transverse a` l’aide d’une solution alge´brique de l’e´quation de Painleve´
VI.
Contenu des chapitres
Chapitre 1 : Connexions plates, feuilletages de Riccati
Dans ce chapitre, on de´finit les deux concepts de base de cette the`se que sont
ceux de connexion plate et de feuilletage de Riccati. On de´finit les notions de
repre´sentations de monodromie qui s’y rattachent, puis on donne la correspon-
dance de Riemann-Hilbert pour un lieu polaire a` croisement normaux, c’est
un lien fort entre les repre´sentations et les feuilletages.
Ensuite on discute quelques proprie´te´s des fibre´s en P1 et des fibre´s vectoriels
de rang 2 sur P2 en relation avec leurs analogues sur P1.
Les fibre´s en P1 sur Pn sont en fait tous des projectivise´s de fibre´s de rang
2. Pour un fibre´ de rang 2, on s’inte´ressera a` la proprie´te´ d’eˆtre somme directe
de deux fibre´s en droites, elle est toujours ve´rifie´e au dessus de P1. Au dessus
de P2 ce n’est pas ne´cessairement le cas, il y a des exemples de fibre´s dont
les restrictions a` diffe´rentes droites de P2 ne sont pas isomorphes. On en tire
une notion de droite de saut. On donne un exemple de fibre´ a` droites de sauts
isole´s.
Comme les P1-fibre´s au dessus de P2 se rele`vent en des fibre´s de rang deux,
on peut espe´rer relever les feuilletages de Riccati en des connexions. On voit
que c’est effectivement possible. Ensuite on discute la question du rele`vement
en une connexion a` trace nulle.
On discute ensuite les raffinements possibles de la correspondance de Riemann-
Hilbert sur les surfaces.
Fort de ces raffinements, on voit que l’e´tude des feuilletages de Riccati se
re´duit a` comprendre les repre´sentations de groupes fondamentaux. Pour cette
raison, on donne des informations sur le groupe fondamental du comple´mentaire
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d’une courbe dans P2, notamment un moyen d’en obtenir une pre´sentation :
l’algorithme de Zariski-Van Kampen.
Ensuite, on donne un moyen algorithmique de dire si un feuilletage de Ric-
cati au dessus de P1 ou P2 est a` monodromie re´ductible.
Enfin, on donne des conditions suffisantes pour qu’un feuilletage de Riccati
soit pull-back d’un feuilletage de Riccati au dessus d’une courbe. On obtient
notamment le the´ore`me suivant.
The´ore`me. — Soit R un feuilletage de Riccati a` poˆles logarithmiques au des-
sus de P2 et C son lieu polaire. Si la monodromie de R est Zariski dense et si C
a un point de multiplicite´ m ≥ deg(C)−2 alors R est pull-back d’un feuilletage
de Riccati au dessus d’une courbe.
On en tire ce qui suit.
Corollaire. — Soit R un feuilletage de Riccati a` poˆles logarithmiques au des-
sus de P2 et C son lieu polaire. Si deg(C) ≤ 4, alors R est pull-back d’un
feuilletage de Riccati au dessus d’une courbe ou sa monodromie n’est pas Za-
riski dense.
Chapitre 2 : E´quation de Painleve´ VI
L’e´quation de Painleve´ VI (PVI) est une e´quation diffe´rentielle de la forme
d2q/d2t = F (t, q, dq/dt, θ), ou` F est une fraction rationnelle et θ est un qua-
druplet de parame`tres. L’e´quation de parame`tre θ est note´e (PVI)θ. Une so-
lution alge´brique de l’e´quation (PVI)θ est un couple (q(s), t(s)) de fonctions
me´romorphes sur une courbe projective lisse qui satisfait cette e´quation, au
seul sens raisonnable (en particulier dt/ds 6= 0), par abus de langage on dit
que c’est une solution alge´brique de (PVI).
Si R est un feuilletage de Riccati a` poˆles logarithmiques au dessus de P2, de
lieu polaire C qui posse`de un point O de multiplicite´ exactement deg(C) − 3,
alors on peut conside´rer la famille (Rs)s∈P1 des restrictions de R aux e´le´ments
de (δs)s∈P1 , le pinceau des droites issue O. Pour s ge´ne´rique, Rs est un feuille-
tage de Riccati a` quatre poˆles logarithmiques. Au voisinage d’un s = s0
ge´ne´rique on a donc une de´formation isomonodromique (Rs) de feuilletage
de Riccati a` quatre poˆles logarithmiques, a` laquelle on peut associer une so-
lution de l’e´quation de Painleve´ VI par la the´orie des de´formations isomo-
nodromiques. Cette solution locale se prolonge en une solution alge´brique de
l’e´quation de Painleve´ VI, puisque l’on est parti d’un feuilletage alge´brique
sur P2. La proce´dure ci-dessous permet de reconstruire Rs a` partir de cette
solution, a` e´quivalence birationnelle pre`s.
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Re´ciproquement, connaissant une solution alge´brique (q(s), t(s)) de (PVI)θ,
par des formules rationnelles en q, t, θ et dq/dt donne´es dans ce chapitre, on
de´duit d’une telle solution une connexion plate ∇ me´romorphe sur le fibre´ de
rang 2 trivial sur C × P1. Les connexions ainsi construites ont un lieu polaire
qui est donne´ par quatre sections et des fibres de C × P1 → C. La famille (∇s)
des restrictions de ∇ aux fibres de C × P1 → C est une de´formation isomono-
dromique alge´brique de connexion a` quatre poˆles sur P1. Par projectivisation,
on en de´duit une famille de feuilletages de Riccati (Rs) = (P(∇s)).
Toute les solutions alge´briques de l’e´quation de Painleve´ VI sont connues,
voir [Boa10] et [LT08] . A` chaque solution on peut associer la monodromie ρ
de ∇s, pour un s ge´ne´rique. On a une action naturelle du mapping class group
de la sphe`re e´pointe´e quatre fois MCG(S24) sur les classes de conjugaison [ρ]
de telles repre´sentations. Les solutions alge´briques de l’e´quation de Painleve´
VI sont caracte´rise´es par l’orbite finie MCG(S24)[ρ] qu’on leur associe ainsi.
Dans le cas ou` la monodromie de ∇s est irre´ductible et quasi-unipotente a`
l’infini, on a une action naturelle du groupe de Galois Gal(Q¯,Q) sur ces orbites,
donc aussi sur les solutions de (PVI) correspondantes. On calcule les orbites de
cette action et montre l’utilite´ de ce calcul pour les questions de factorisation
mentionne´es ci-dessus. On dit aussi, a` l’aide de ce re´sultat, lesquelles des solu-
tions de (PVI) donnent un feuilletage de Riccati R sur C×P1 qui est pull-back
d’un feuilletage de Riccati au dessus d’une courbe. Pour les autres solutions,
une question naturelle est de connaˆıtre la dimension minimale du ”polydisk
Shimura D-M stack” par lequel la monodromie doit se factoriser d’apre`s Cor-
lette et Simpson. On montre que cette dimension est ne´cessairement 2 pour
certaines de ces solutions. L’argument utilise´ peut donner une majoration de
cette dimension pour plusieurs autres solutions.
Chapitre 3 : Feuilletages transversalement projectifs
Comme mentionne´ ci-dessus, un feuilletage transversalement projectif sur X
est un feuilletage F de codimension 1 sur X tel qu’il existe un P1-fibre´ pi :
P → X muni d’un feuilletage de Riccati R et d’une section me´romorphe σ
tels que F = σ∗R.
Le triplet (pi,R, σ) est appele´ structure transversalement projective pour F .
Dans ce chapitre, on montre d’abord que la relation de conjugaison pour les
structures transversalement projectives est respecte´e par certaines ope´rations
naturelles. Ensuite, on fait une investigation assez comple`te de la structure
transverse des feuilletages modulaires de Hilbert, avec des descriptions locales
explicites. Ce chapitre peut eˆtre conside´re´ comme une annexe du chapitre
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suivant, pre´sente´ sous forme d’article inde´pendant. Il contient toutefois des
re´sultats non mentionne´s dans ce dernier, principalement le suivant qui porte
sur la structure transverse minimale (voir [LP07, p 725]) des feuilletages mo-
dulaires.
The´ore`me. — La structure transverse minimale (P,R, σ) de tout feuilletage
modulaire de Hilbert F est donne´e par un feuilletage de Riccati a` poˆles loga-
rithmiques dont les exposants θ sont des rationnels contenus dans ]− 1, 1[.
La section σ est holomorphe et elle rencontre les singularite´s de R exacte-
ment au dessus des singularite´s de F qui ne sont pas a` l’intersection de deux
de ses courbes rationnelles invariantes.
Chapitre 4 : Un exemple de feuilletage modulaire
Les feuilletages modulaires sont des feuilletages naturels sur les quotients du
bidisque par des sous-groupes discrets irre´ductibles Γ de PSL2(R)×PSL2(R).
Ils sont induits par les feuilletages horizontaux et verticaux du bidisque et
sont naturellement munis de structures transversalement projectives. On peut
se donner un tel Γ par le choix d’un nombre re´el quadratique, voir section
2.1. Dans la classification de Brunella, Mc Quillan et Mendes (voir [Bru00] et
[Bru03b]), parmi les feuilletages sur les surfaces projectives, les feuilletages
modulaires sont caracte´rise´s par leurs dimensions de Kodaira : kod = −∞
et ν = 1 ; ce sont deux invariants nume´riques codant les proprie´te´s de tan-
gence du feuilletage. Dans [MP05], Mendes et Pereira donnent les premiers
exemples de mode`les birationnels explicites pour des feuilletages modulaires.
La de´couverte de ces feuilletages est fonde´e sur une bonne connaissance de la
surface sous-jacente. Il apparaˆıt que les structures transversalement projectives
de deux de ces exemples (les feuilletages H2 et H3 associe´s a`
√
5 dans [MP05])
correspondent a` des de´formations isomonodromiques de feuilletages de Riccati
a` quatre poˆles sur P1×P1 → P1, c’est a` dire a` deux solutions de l’e´quation de
Painleve´ VI (PVI). Ces solutions sont, par construction, alge´briques ; elles sont
des transforme´es d’Okamoto de solutions icosahe´drales de Dubrovin-Mazzocco
[DM00], les solutions n˚ 31 et 32 de la liste de Boalch [Boa06].
L’objectif principal de ce chapitre est de produire un exemple de feuilletage
modulaire en inversant cette construction. Partant d’une solution alge´brique
de l’e´quation de Painleve´ VI bien choisie, on suit la de´marche suivante :
– on montre que le feuilletage de Riccati associe´ R n’est pas pull-back d’un
feuilletage de Riccati au dessus d’une courbe,
– on utilise les formules mentionne´es ci-haut pour avoir une e´quation de R
sur le fibre´ trivial au dessus de P2,
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– on trouve un groupe de syme´tries de R et une e´quation du feuilletage de
Riccati quotient R˜,
– on choisit une section σ du fibre´ associe´ a` R˜ et de´finit un feuilletage
transversalement projectif F = σ∗R˜,
– on calcule la repre´sentation de monodromie de R˜.
– graˆce a` cela et au calcul de la dimension de Kodaira de F , par la the´orie
des feuilletages sur les surfaces, on peut conclure que F est un feuilletage
modulaire,
– on obtient le feuilletage dual G,
– graˆce au calcul de monodromie, on obtient qu’apre`s un reveˆtement double
de (F ,G), on obtient les feuilletages associe´s a` √3, conduisant au re´sultat
suivant.
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The´ore`me. — Un mode`le birationnel de la surface modulaire bifeuillete´e
(Y√3,F√3,G√3) est (P2,Fω1 ,Gτ1) ou`
ω1 = 6
(
3 v2 + 1
)
v
(
v2 + 9uv2 + 3u
)
du
+
(
(9u− 5) (9u− 2) (9u− 1) v4 + 9u (5 + 54u2 − 30u) v2 + 9u2 (9u− 2)) dv.
τ1 = 6
(
3 v2 + 1
)
v
(−8 v2 − 3 + 36uv2 + 12u) du
+
(
(9u− 5) (9u+ 1) (9u− 1) v4 + (3 + 486u3 − 432u2 + 45u) v2 + 9u (9u− 2) (u− 1)) dv.
De plus, σ1 : (u, v) 7→
(
3 v2(36 v2+13)u−v2(20 v2+9)
9 (12 v2−1)(3 v2+1)u−3 v2(36 v2+13) , v
)
est une involu-
tion birationnelle de P2 qui e´change Fω1 et Gτ1.
On remarque que l’on obtient ainsi une factorisation du type de´crit par Cor-
lette et Simpson : les surfaces modulaires sont les exemples les plus simples de
”polydisk Shimura DM-stack” de dimension > 1.
Chapitre 5 : Autres exemples
On applique notre the´ore`me de pull-back du chapitre 1 aux courbes de degre´
≤ 5 qui en satisfont les hypothe`ses. Pour les quintiques C qui ne ne satisfont pas
ces hypothe`ses, on donne une piste pour trancher la question de factorisation
par une courbe des SL2-repre´sentations Zariski denses de pi1(P2 \ C).
Nous avons par ailleurs e´tudie´ les repre´sentations irre´ductibles des quin-
tiques irre´ductibles. D’apre`s, Degtyarev [Deg89], a` isotopie rigide pre`s, il n’y
a que deux quintiques irre´ductibles a` groupe fondamental non abe´lien. Une
seule d’entre elles donne un groupe fondamental qui ait des repre´sentations
irre´ductibles, ce sont trois repre´sentations conjugue´es par le groupe de Galois
de Q¯, au sens de´crit au chapitre 2. Les feuilletages de Riccati correspondant
peuvent eˆtre obtenus par pull-back de feuilletages de Riccati au dessus de
P1 et sont reveˆtus par ceux correspondants a` trois solutions de l’e´quation de
Painleve´ VI. Nous explicitons cela. Cela donne un exemple de repre´sentation
rigide qui est pull-back d’un feuilletage de Riccati au dessus d’une courbe.
On e´tudie aussi les repre´sentations non abe´liennes des sextiques de Zariski,
donne les feuilletages de Riccati correspondant a` celles qui sont re´ductibles et
calcule les P1-fibre´s sous-jacent.
CHAPITRE 1
CONNEXIONS PLATES, FEUILLETAGES DE
RICCATI
1.1. Pre´liminaires
1.1.1. Connexions. — Dans ce document, on ne conside´rera que des fibre´s
vectoriels holomorphes et de rang 2. Sur une varie´te´ lisse M on note OM le
faisceau des fonctions holomorphes, MM celui des fonctions me´romorphes,
Ω1M celui des 1-formes holomorphes et M1M celui des 1-formes me´romorphes.
De´finition 1.1.1. — Soit M une varie´te´ complexe lisse. Soit V un fibre´
vectoriel de rang 2 sur M , et V le faisceau de ses sections. Une connexion
me´romorphe sur V est un morphisme C-line´aire
∇ : V → (M1M ⊗O V) =: V1
qui ve´rifie l’identite´ de Leibniz suivante : pour toute section locale (f, s) de
O ×V, ∇(f.s) = df.s+ f.∇s.
Si un atlas de trivialisation du fibre´ V est donne´ par les ouverts (Ui) et les
isomorphismes ϕi : V|Ui :→ Ui × C2 alors, pour tout x ∈ Ui ∩ Uj , (ϕi.ϕ−1j )|x
induit un automorphisme de C2 qu’on notera gji(x) et dont la matrice dans
la base canonique sera appele´e Aji(x).
Dans chacune de ces trivialisations on va obtenir une forme particulie`rement
simple de la connexion. Soit U := Ui. D’une part, sur un fibre´ trivial W =
U × C2 on peut de´finir une connexion ∇′ comme suit : si s : U → C2 est une
section, ∇′s := ds. D’autre part, pour toute connexion ∇′ de´finie sur W on
voit que
(∇−∇′) : W → W1
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est un morphisme O line´aire qui peut eˆtre donne´ par une matrice −Ω de 1-
formes de´finies sur U , dont les colonnes sont les images des sections constantes
(1, 0) et (0, 1).
Ainsi, l’e´tude des sections horizontales pour une connexion ∇ sur un fibre´
vectoriel V , i.e. la recherche des sections locales s de V telles que ∇.s = 0
revient a` la re´solution de syste`mes diffe´rentiels line´aires
ds = Ω · s.
Remarque 1.1.2. — De plus toute connexion peut eˆtre donne´e par un atlas
de trivialisations (Ui × C2) avec des matrices de transitions (Aji) et de tels
syste`mes ds = Ωi.s qui respectent la condition suivante, pour tout x dans
Ui ∩ Uj :
Ωi(x) = (dAji(x) +Aji(x)Ωj(x))Aij(x).
C’est cette dernie`re description des connexions qui sera majoritairement
utilise´e dans notre the`se.
De´finition 1.1.3. — Dans la description pre´ce´dente, les poˆles des Ωi de´finissent
un diviseur de M . Ce dernier est appele´ diviseur polaire de ∇. Son support
est appele´ lieu polaire de ∇. Si ce lieu polaire est vide, on dit que ∇ est une
connexion holomorphe.
De´finition 1.1.4. — Soit M une varie´te´ complexe lisse. Soient (V,∇) et
(W,∇′) deux fibre´s vectoriels de rang 2 sur M munis de connexions. On dit
que ∇ et ∇′ sont jauge e´quivalentes, si il existe un isomorphisme de fibre´ F
au dessus de l’identite´ entre V et W qui satisfait, pour toute section locale s
de V , ∇′F (s) = F∇(s). Pour deux trivalisations locales φ|U : V|U→˜U × C2 et
ψ|U : W|U→˜U × C2 dans lesquelles ∇ et ∇′ sont donne´es respectivement par
ΩU et Ω
′
U , si ψ|UFφ
−1
|U = H, cela signifie Ω
′ = HΩH−1 + dH ·H−1.
De´finition 1.1.5. — Soit ∇ une connexion me´romorphe sur un fibre´ vecto-
riel sur M . Soit x un point de M et ds = Ω.s une description locale de ∇ sur
U un voisinage de x. Soit f = 0 une e´quation du lieu polaire de ∇ sur U , avec
f sans facteur carre´. On dit que ∇ est a` poˆles logarithmiques au voisinage de
x si fΩ et fdΩ se prolongent holomorphiquement sur U .
De´finition 1.1.6. — Soit ∇ une connexion me´romorphe sur un fibre´ vecto-
riel sur M , on dit que ∇ est a` poˆles logarithmiques si, pour tout x ∈M , ∇ est
a` poˆles logarithmiques au voisinage de x.
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Remarque 1.1.7. — On note qu’il suffit de ve´rifier cette proprie´te´ au voisi-
nage des points lisses de f = 0.
De´finition 1.1.8. — Une connexion holomorphe ∇ sur un fibre´ vectoriel de
rang 2 sur M est dite plate si pour tout point x de M , l’espace des germes de
sections horizontales en x est un espace vectoriel de dimension 2.
Remarque 1.1.9. — Cette de´finition indique qu’une connexion holomorphe
plate de´crit un feuilletage transverse aux fibres qui donne localement des tri-
vialisations du fibre´ vectoriel.
Proposition 1.1.10. — Une connexion holomorphe de´crite comme indique´
en 1.1.2 est plate si et seulement si, pour tout i, Ωi ∧ Ωi = dΩi.
De´monstration. — Si la connexion ∇ est plate, au voisinage de tout x0 de
M , il existe une matrice fondamentale de solutions pour tout syste`me ds =
Ωi.s de´crivant ∇, c’est-a`-dire il existe une matrice X(x) inversible de´finie au
voisinage de x0 telle que dX = Ωi.X. On a ainsi Ωi = dX.X
−1 et en utilisant
la formule d(X−1) = −X−1.dX.X−1, on voit dΩi = −dX ∧ d(X−1) = dX ∧
(X−1.dX.X−1) = dX.X−1 ∧ dX.X−1 = Ωi ∧ Ωi. La re´ciproque se montre en
utilisant le the´ore`me d’inte´grabilite´ de Frobenius.
De´finition 1.1.11. — Une connexion me´romorphe est plate si elle de´finit
une connexion holomorphe plate sur le comple´mentaire de son lieu polaire.
De´finition 1.1.12. — Une connexion de rang 2 est appele´e sl2(C)-connexion
si, dans un bon syste`me de trivialisations locales, elle est donne´e par des
syste`mes dY = ΩiY avec les matrices Ωi de traces nulles et des transitions de
fibre´ a` valeurs dans SL2(C).
Soient
Aθ =
[
θ
2 0
0 − θ2
]
dx1
x1
, Bn =
[
n
2 x
n
1
0 −n2
]
dx1
x1
, n ∈ N, θ ∈ C.
The´ore`me 1.1.13. — Soit x1 = 0 un diviseur lisse sur (Cn, 0). Soit ∇ : s 7→
ds−Ωs une sl2-connexion logarithmique plate sur le fibre´ trivial (Cn, 0)×C2,
de lieu polaire x1 = 0. La connexion ∇ est jauge e´quivalente a` une connexion
donne´e par
Ω′ = Aθ ou Ω′ = Bn.
De´monstration. — Voir [NY02].
Voyons quelles sont les syme´tries de ces mode`les.
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Lemme 1.1.14. — Soit Ω = Aθ. Si H(x) ∈ GL2 est holomorphe sur {x1 6=
0} et satisfait Ω = HΩH−1 + dHH−1, alors si θ 6∈ Z, H se prolonge holo-
morphiquement a` {x1 = 0} ; sinon H s’y prolonge me´romorphiquement. Si
Ω = Bn, alors H se prolonge de fac¸on holomorphe a` {x1 = 0}.
De´monstration. — H est solution univalue´e d’une e´quation diffe´rentielle qu’on
peut re´soudre. Dans le premier cas on trouve H =
[
α c1x
θ
1
c2x
−θ
1 δ
]
avec α, δ, c1
et c2 des constantes. Si θ 6∈ Z on doit avoir c1 = c2 = 0. Dire H(x) ∈ GL2
revient a` αδ−c1c2 6= 0, comme αδ−c1c2 est constant, cela permet de conclure
pour ce cas. Dans le second cas, on trouve H =
[
α c1x
n
1
0 δ
]
avec α, δ, c1 des
constantes.
1.1.2. Feuilletages de Riccati. —
De´finition 1.1.15. — Soit X une varie´te´ lisse. Soit pi : P → X un fibre´
localement trivial au dessus de X, de fibre P1 (P1-fibre´). Un feuilletage de
Riccati R sur pi est un feuilletage holomorphe singulier de codimension 1 sur
P , transverse a` la fibre ge´ne´rique de pi.
Si P est le fibre´ trivial sur un ouvert de coordonne´es (U, x1, . . . , xn) :
pi : P1 × U −→ U
(z, x) 7−→ x
alors le feuilletage R est donne´ par une 1-forme du type : ω = −dz+α+βz+
γz2, avec α, β, et γ des 1-formes me´romorphes sur U . L’e´quation diffe´rentielle
correspondante dz = α + βz + γz2 est appele´e e´quation de Riccati. Les poˆles
de α, β et γ donnent le diviseur de X au dessus duquel le feuilletage n’est pas
transverse a` pi.
D’un syste`me dY =
(
u v
w t
)
Y , on peut de´duire une e´quation diffe´rentielle
dite de Riccati : en effet si Y (x) = (y1(x), y2(x)) est une solution locale de ce
syste`me, on peut se demander ce qui re´git la trajectoire de PY (x) ∈ P1 ; dans
la carte y2 6= 0 on peut remarquer que si y = y1/y2 alors y(x) ve´rifie l’e´quation
dy = dy1/y2 − y1dy2y22 =
uy1+vy2
y2
− y1wy1+ty2y22 = −wy
2 + (u− t)y + v.
On peut ainsi obtenir toute e´quation de Riccati en projectivisant un syste`me
a` trace nulle (u+ t = 0).
Si l’e´quation de Riccati ω = 0 est la projectivisation d’un syste`me dY =(
β/2 α
−γ −β/2
)
Y , un calcul direct montre que l’inte´grabilite´ de ω e´quivaut
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a` la platitude de la connexion associe´e au syste`me. Ainsi, toute connexion
me´romorphe plate de rang 2 se projectivise en un feuilletage de Riccati. Par
contre, la re´ciproque n’est claire que localement, notamment tous les P1-fibre´s
ne sont pas ne´cessairement des projectivise´s de fibre´s de rang 2, cela de´pend
de la base M du fibre´, voir discussion plus loin.
Voyant localement les feuilletages de Riccati comme projectivise´s de fibre´s
de syste`mes a` traces nulles, on peut de´finir la notion de feuilletage de Riccati
a` poˆles logarithmiques. De meˆme, on peut utiliser les formes normales pour les
syste`mes a` poˆles logarithmiques donne´es pre´ce´demment pour en de´duire des
formes normales pour les e´quations de Riccati.
Proposition 1.1.16. — Soient H : x1 = 0 un diviseur lisse de (Cn, 0) et R
un feuilletage de Riccati a` poˆles logarithmiques sur (Cn, 0)× P1 → (Cn, 0), de
diviseur polaire H. Apre`s un isomorphisme de P1-fibre´, le feuilletage R est un
feuilletage donne´ par une des e´quations suivantes :
dz = zθ
dx1
x1
, dz = (nz + xn1 )
dx1
x1
, n ∈ N, θ ∈ C
De´finition 1.1.17. — Dans le premier cas de la proposition pre´ce´dente, on
dit que ±θ est l’exposant associe´ a` x1 = 0. Dans le second cas, l’exposant as-
socie´ a` x1 = 0 est ±n. Comme c’est une de´finition locale, la notion d’exposant
peut aussi eˆtre utilise´e pour les poˆles logarithmiques des sl2-connexions plates
de rang deux.
Tout automorphisme holomorphe du P1-fibre´ (Cn, 0) × P1 → (Cn, 0) est
donne´ par (x, z) 7→ (x,A(x).z) avec A : (Cn, 0)→ PSL2(C) holomorphe, mais
la fonction A se rele`ve en B : (Cn, 0)→ SL2(C). Ainsi toute conjugaison locale
holomorphe entre e´quations de Riccati provient d’une conjugaison holomorphe
entre les syste`mes a` traces nulles correspondants. Par contre, si la fonction A
n’est de´finie que sur x1 6= 0, la fonction B peut eˆtre multiforme (”biforme”
ici). On a toutefois l’e´nonce´ suivant.
Lemme 1.1.18. — Soit x1 une fonction coordonne´e sur (Cn, 0).
– Si R : dz = zθ dx1x1 , avec θ 6∈ 12Z, alors tout automorphisme Φ du P1-fibre´
(Cn, 0) \ {x1 = 0} × P1 → (Cn, 0) \ {x1 = 0} tel que Φ∗R|x1 6=0 = R|x1 6=0
se prolonge en un automorphisme holomorphe de (Cn, 0)× P1 → (Cn, 0).
– Si R : dz = (nz+xn1 )dx1x1 , n ∈ N, alors tout automorphisme Φ du P1-fibre´
(Cn, 0) \ {x1 = 0} × P1 → (Cn, 0) \ {x1 = 0} tel que Φ∗R|x1 6=0 = R|x1 6=0
se prolonge en un automorphisme holomorphe de (Cn, 0)× P1 → (Cn, 0).
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De´monstration. — On suit la preuve de l’e´nonce´ analogue pour les syste`mes
(lemme 1.1.14), en envisageant que la matrice H(x) ∈ SL2 de conjugaison soit
”biforme”. Dans le premier cas on trouve H =
[
α c1x
θ
1
c2x
−θ
1 δ
]
, pour que H soit
au plus ”biforme”, il faut θ ∈ 12Z ou (c1 = 0 et c2 = 0). Comme θ ∈ 12Z est exclu
par hypothe`se, H =
[
α 0
0 δ
]
est constante et se prolonge holomorphiquement
a` x1 = 0. Dans le second cas, toutes les solutions de l’e´quation sont uniforme
et se prolongent, comme dans le lemme 1.1.14.
Remarque 1.1.19. — L’hypothe`se θ 6∈ 12Z ci-dessus est ne´cessaire puisque
z˜ = x
n
z est une syme´trie de
dz
z =
n
2
dx
x .
si θ ∈ 12Z, on a toutefois ce qui suit.
Lemme 1.1.20. — Soit x1 une fonction coordonne´e sur (Cn, 0).
Si R : dz = n2 z dxx , avec n ∈ N, alors tout automorphisme Φ du P1-fibre´
(Cn, 0) \ {x1 = 0} × P1 → (Cn, 0) \ {x1 = 0} tel que Φ∗R|x1 6=0 = R|x1 6=0 se
prolonge en un automorphisme bime´romorphe de (Cn, 0)× P1 → (Cn, 0).
De´monstration. — On reprend la preuve du premier point du lemme pre´ce´dent.
Si n est pair, toute solution H de la forme indique´e se prolonge en un e´le´ment
de SL2(M). Si n est impair, tous les coefficients doivent avoir la meˆme mono-
dromie et donc α = δ = 0 ou c1 = c2 = 0 et H se prolonge en un e´le´ment de
PGL2(M).
1.1.3. Monodromie. — Si R est un feuilletage de Riccati sans poˆle sur
un P1-fibre´ pi : P → X, alors toute feuille L de R munie de la restriction
de pi est un reveˆtement de X, voir [CLN85, chapter V]. En particulier, si
x0 ∈ X, les lacets dans X de point base x0 se rele`vent dans L et pi1(X,x0)
agit transitivement sur L ∩ pi−1(x0). On obtient ainsi une action de pi1(X,x0)
sur pi−1(x0). On voit que cette action est une action par biholomorphismes
sur pi−1(x0). Apre`s choix d’un isomorphisme pi−1(x0) ' P1, en posant α.y =
ρ(α)−1.y, on obtient une repre´sentation ρ : pi1(X,x0) → PSL2(C), appele´e
repre´sentation de monodromie de R. Le choix d’un autre isomorphisme donne
une repre´sentation conjugue´e, ainsi on doit conside´rer plutoˆt que ρ sa classe de
conjugaison [ρ], qu’on appelle aussi repre´sentation de monodromie, par abus
de langage.
Si ∇ est une connexion plate holomorphe sur un fibre´ vectoriel de rang 2
pi : V → X, la meˆme de´marche permet d’associer a`∇ une classe de conjugaison
1.1. PRE´LIMINAIRES 15
de repre´sentations ρ : pi1(X,x0) → GL2(C), encore appele´e repre´sentation de
monodromie de ∇, cf [Law77, chapter II].
Ces constructions peuvent s’interpre´ter en termes de proble`me de Darboux
(voir [Sha97, chapter 1]) et la condition d’inte´grabilite´ pour une e´quation
de Riccati ou un syste`me correspond a` la condition locale pour re´soudre ledit
proble`me. De cette manie`re, on peut voir que la repre´sentation de monodromie
d’une sl2(C)-connexion est a` valeurs dans SL2(C).
La repre´sentation de monodromie d’un feuilletage de Riccati (resp. d’une
connexion plate) sans poˆle, caracte´rise, a` isomorphisme biholomorphe de fibre´
pre`s, le feuilletage (resp. la connexion), cf [CLN85, chapter V Theorems 2−3].
On se re´fe´rera a` cette proprie´te´ en parlant d’unicite´ de la suspension.
On peut voir localement qu’on a le diagramme commutatif suivant, ou` P
de´signe l’ope´ration de projectivisation.
∇  monodromie //_
P

(ρ : pi1(X,x0)→ GL2(C))_
P

R  monodromie // (ρ˜ : pi1(X,x0)→ PGL2(C))
Pour les feuilletages de Riccati (resp. les connexions plates) a` lieu polaire D
non-vide, la repre´sentation de monodromie est de´finie comme la repre´sentation
de monodromie du feuilletage (resp. de la connexion) restreint au comple´mentaire
du lieu polaire, c’est donc une repre´sentation du groupe pi1(X \D).
Notons qu’on peut calculer la monodromie de nos mode`les locaux logarith-
miques.
Lemme 1.1.21. — Soit (x1, . . . , xk) les coordonne´es standard sur ∆
k et α(t) =
{x1 = 1/2.exp(2ipit), xi = 0 si i > 1}, t ∈ [0, 1].
– Si ∇ est la connexion donne´e par dY = AθY sur le fibre´ C2 ×∆k → ∆k
alors sa monodromie est donne´e par :
ρ : pi1(∆
k \ {x1 = 0}) −→ SL2(C)
α 7−→
[
exp(ipiθ) 0
0 exp(−ipiθ)
]
– Si ∇ est la connexion donne´e par dY = BnY sur le fibre´ C2 ×∆k → ∆k
alors sa monodromie est donne´e par :
ρ : pi1(∆
k \ {x1 = 0}) −→ SL2(C)
α 7−→
[
(−1)n 1
0 (−1)n
]
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De´monstration. — On re´sout explicitement les syste`mes et regarde la mono-
dromie des solutions.
Remarque 1.1.22. — Apre`s projectivisation, on obtient donc α 7→ (z 7→
exp(2ipiθ)z) pour le mode`le dz = zθdx1/x1 et α 7→ (z 7→ z + 1) pour dz =
(nz + xn1 )dx1/x1.
1.2. Groupe fondamental
Pour comprendre les repre´sentations de monodromie des connexions et des
feuilletages de Riccati, il convient de pouvoir comprendre le groupe fondamen-
tal du comple´ment d’une hypersurface dans une varie´te´ complexe lisse X. On
s’inte´resse particulie`rment au cas X = P2. On pre´sente d’abord des e´nonce´s
ge´ne´raux sur les proprie´te´s de pi1(P2 \ C) ou de ses repre´sentations en fonction
de proprie´te´s simples de C. Ensuite on donne les grandes lignes de l’algorithme
standard -couˆteux- de calcul d’une pre´sentation de pi1(P2\C, b) par ge´ne´rateurs
et relations, dont les ge´ne´rateurs sont des lacets explicites, ce qui permet de
bien comprendre les monodromies locales. Cet algorithme est l’algorithme de
Zariski-Van Kampen.
1.2.1. Proprie´te´s ge´ne´rales. —
Proposition 1.2.1. — Soit X une varie´te´ complexe lisse. Soit D une hyper-
surface de X. Soit i : X \ D → X l’inclusion. Alors le morphisme induit
i∗ : pi1(X \D)→ pi1(X) est surjectif.
De´monstration. — Voir [Shi].
On peut de´crire le noyau du morphisme conside´re´ dans cette proposition.
De´finition 1.2.2. — Soit D une hypersurface de X comme pre´ce´demment et
H une ses composantes irre´ductibles. Si x ∈ H est un point ou` D est lisse, dans
une bonne carte (x1, . . . , xn) de X sur un voisinage de x, D a pour e´quation
x1 = 0. Soit γ(t) = (x1 = exp(2ipit), x2 = 0, . . . , xn = 0), t ∈ [0, 1] un lacet
dans cette carte. On dira que γ est un lacet simple qui fait le tour de H dans
X \D (dans le sens direct ; γ(1− t) est aussi un lacet simple faisant le tour de
H mais dans le sens indirect). Un lacet de´duit d’un tel γ par changement de
point base pour pi1(X \D) est encore appele´ de la meˆme manie`re.
Proposition 1.2.3. — Dans les conditions de la proposition pre´ce´dente, avec
(Dk) les composantes irre´ductibles de D. Soit, pour tout k, γk ∈ pi1(X \D, ?),
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un lacet simple faisant le tour de Dk dans X le noyau de i∗ est le plus petit
sous groupe normal de pi1(X \D) contenant les γk.
De´monstration. — Voir [Shi].
The´ore`me 1.2.4 (Deligne). — Soit C ⊂ P2 une courbe a` croisements nor-
maux. Le groupe pi1(P2 \ C) est abe´lien.
De´monstration. — Voir [Del81].
The´ore`me 1.2.5 (Cerveau-Loray). — Soit C ⊂ P2 une courbe irre´ductible
de degre´ ps avec p premier. Toute repre´sentation de pi1(P2 \ C) vers le groupe
des transformations affines de C est abe´lienne.
De´monstration. — Voir [CL98, The´ore`me 1].
1.2.2. Algorithme. — L’outil principal de cet algorithme est le the´ore`me
topologique suivant, duˆ a` Zariski et Van-Kampen :
The´ore`me 1.2.6. — Soit p : E → B un fibre´ localement trivial qui posse`de
une section s, avec E connexe par arcs. Soit b ∈ B et Fb sa fibre.
Le groupe fondamental de E est donne´ par la suite exacte scinde´e suivante
0→ pi1(Fb, b) i∗→ pi1(E, b) pi∗→ pi1(B, b)→ 0. La section est donne´e par s∗.
De´monstration. — Voir [Shi].
Pre´cisons l’action du facteur pi1(B, b) sur pi1(Fb, b) pour le produit semi-direct
pi1(B, b) n pi1(Fb, b) induit par cette suite exacte. Soit γ : [0, 1] → B un lacet
partant de b, γ∗E est un fibre´ localement trivial de base simplement connexe,
il est donc trivialisable : γ∗E ∼= [0, 1] × Fb et tout lacet τ0 de Fb de point de
base b se de´forme continument en τt, un lacet de point de base γ(t) dans la
fibre Fγ(t). On de´finit ainsi une action de γ ∈ pi1(B, b) sur pi1(Fb, b) en posant
τ0.γ = τ1 ; c’est l’action qui intervient dans la structure de produit semi-direct
mentionne´e ci-haut.
Dans le cas ou` Fb est un disque e´pointe´, l’action correspond a` l’action d’une
tresse, comme indique´ dans la figure 4.
Pour appliquer ce the´ore`me au calcul de pi1(P2 \C), on e´clate P2 en un point
A non contenu dans C. Le re´glage de la surface F1 ainsi obtenue restreint
au comple´mentaire de la transforme´e stricte de C donne un fibre´ localement
trivial, pourvu qu’on retire aussi un certain nombre de fibres de ce re´glage. La
section est alors donne´e par le diviseur exceptionnel de l’e´clatement.
On recolle ensuite les fibres qu’on avait enleve´es par le the´ore`me de Van
Kampen. Cela est explique´ en de´tails dans [Shi].
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Figure 1. Action de la tresse σ2
1 2 3 4
1 2 3 4
1.3. Correspondance de Riemann-Hilbert
On de´veloppe ici les relations entre un feuilletage de Riccati ou une connexion
plate et sa repre´sentation de monodromie.
De´finition 1.3.1. — Pour une connexion plate ou un feuilletage de Riccati a`
poˆles logarithmiques, une composante de poˆle est dite apparente si la matrice
de monodromie associe´e a` un lacet simple qui fait le tour de cette composante
est triviale. De meˆme, pour une connexion plate logarithmique ∇, une com-
posante de poˆle est dite projectivement apparente si c’est un poˆle apparent
pour le feuilletage de Riccati associe´ P(∇). Cette notion de poˆle (projective-
ment) apparent se prolonge pour toute repre´sentation pi1(X \D)→ (P)SL2 de
manie`re naturelle.
Lemme 1.3.2. — Si deux feuilletages de Riccati a` poˆles logarithmiques sans
poˆle apparent ont les meˆmes composantes de poˆles (Hi) avec les meˆmes expo-
sants θi 6∈ 12 + Z associe´s, ainsi que la meˆme repre´sentation de monodromie,
alors ils sont conjugue´s par un isomorphisme holomorphe de P1-fibre´s.
De´monstration. — En dehors du lieu polaire, on construit un isomorphisme
φ par unicite´ de la suspension. Ensuite, au voisinage d’un point lisse du lieu
polaire, on constate que cet isomorphisme se prolonge holomorphiquement par
le lemme 1.1.18. On a alors prolonge´ holomorphiquement cet isomorphisme φ
en dehors d’un ensemble analytique de codimension > 1, on peut donc le
prolonger partout.
On a un e´nonce´ analogue pour les sl2-connexions.
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Lemme 1.3.3. — Si deux sl2-connexions me´romorphes de rang 2 a` poˆles
logarithmiques et sans poˆle projectivement apparent ont les meˆmes compo-
santes de poˆles (Hi) avec les meˆmes exposants θi associe´s, ainsi que la meˆme
repre´sentation de monodromie, alors elles sont conjugue´es par une isomor-
phisme holomorphe de fibre´s vectoriels.
De´monstration. — C’est la meˆme preuve que pour l’e´nonce´ pre´ce´dent, en rem-
plac¸ant le lemme 1.1.18 par le lemme 1.1.14.
Soit D un diviseur re´duit sur une varie´te´ lisse X. Soient Di ses compo-
santes irre´ductibles. Soit ? un point de X \ D. Soit, pour tout i, αi un la-
cet simple ferme´ de base ? faisant le tour de Di dans le sens direct. Pour
toute sl2-connexion plate logarithmique sans poˆle projectivement apparent ∇
sur un fibre´ V → X de poˆle exactement D et logarithmique qui a les expo-
sants θi associe´s aux Di, ρ = ρ∇ doit eˆtre telle que ρ(αi) est conjugue´e a`[
exp(ipiθ) 0
0 exp(−ipiθ)
]
si θ 6∈ N et a`
[
(−1)n 1
0 (−1)n
]
si θ = n ∈ N.
Dans cette situation, on dira que ρ est compatible avec les exposants θi.
Notre travail est motive´ par le re´sultat suivant.
The´ore`me 1.3.4 (Deligne). — Soit D un diviseur re´duit a` croisements nor-
maux sur une varie´te´ projective lisse X. Soient (Di)i∈I ses composantes irre´ductibles
et pour tout i ∈ I, θi ∈ C. Toute repre´sentation ρ : pi1(X\D)→ SL2(C) qui est
compatible avec les θi est la repre´sentation de monodromie d’une sl2-connexion
plate logarithmique de rang 2 sur X, de lieu polaire D et telle que, pour tout
i, θi est l’exposant associe´ a` Di.
De´monstration. — On recouvre X par U = X \ D et des ouverts assez pe-
tits (Uj)j∈J tels que D ⊂ ∪Uj , par compacite´, on peut supposer J fini :
J = [1, . . . , n]. On de´finit le fibre´ a` connexion recherche´ au dessus de U par
suspension. Au dessus de chaque Ui, le fibre´ a` connexion doit se redresser
sur le fibre´ trivial avec un mode`le standard : voir mode`les abe´liens ci-dessous
(le groupe fondamental local d’un croisement normal est abe´lien). On colle
successivement ces mode`les au fibre´ de´ja` construit par le lemme 1.3.3.
On a un analogue pour les feuilletages de Riccati. La notion de compatibilite´
avec les exposants se prolonge pour les feuilletages de Riccati, puisque c’est
une condition locale.
The´ore`me 1.3.5. — Soit D un diviseur re´duit a` croisements normaux sur
une varie´te´ projective lisse X. Soient (Di)i∈I ses composantes irre´ductibles
et pour tout i ∈ I, θi ∈ C, θi 6∈ 12 + Z. Soit ρ : pi1(X \ D) → PSL2(C)
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compatible avec les θi, qui se rele`ve localement a` SL2 et sans poˆle apparent. Il
existe un feuilletage de Riccati a` poˆles logarithmiques de lieu polaire D dont
la monodromie est ρ et tel que, pour tout i, θi est l’exposant associe´ a` Di.
De´monstration. — C’est le meˆme sche´ma de preuve que le the´ore`me de De-
ligne ci-dessus, en remplac¸ant le lemme 1.3.3 par le lemme 1.3.2.
Remarque 1.3.6. — L’hypothe`se de rele`vement local est ne´cessaire puisque
1. Tout feuilletage de Riccati se rele`ve localement en une connexion.
2. Toutes les repre´sentations de pi1 ne se rele`vent pas localement a` SL2,
comme le montre l’exemple de pi1((C2, 0)\{xy = 0}) ' Z2 avec ρ(1, 0) =
(z 7→ 1/z) et ρ(0, 1) = (z 7→ −z) ; cet exemple est un exemple de [LP07].
Fixons D = ∪Di et (θi). On a une application
Monodromie :{
sl2 − connexions logarithmiques sans poˆle projectivement
apparent de lieu polaire D et d’exposants associe´s (θi)
}
↓
{classes de conjugaisons de repre´sentations ρ : pi1(X \D)→ SL2(C) compatibles aux θi} .
Lorsque D est a` croisements normaux, le the´ore`me 1.3.4 montre qu’elle est
surjective. Le lemme 1.3.3 montre que si on quotiente l’ensemble de de´part par
la relation ”eˆtre holomorphiquement conjugue´es”, on en de´duit une bijection.
Cette bijection est appele´e correspondance de Riemann-Hilbert.
De la meˆme fac¸on, on a unicite´ du feuilletage de Riccati produit par le
the´ore`me 1.3.5, d’apre`s le lemme 1.3.2.
Proposition 1.3.7 (Mode`les abe´liens pour feuilletages de Riccati)
Soit U = Cn ou un polydisque. Soit D = {∏k Fk = 0} un diviseur re´duit
sur Cn dont les Dk = {Fk = 0} sont les composantes irre´ductibles.
Soit ρ : pi1(U \ D) → SL2(C) une repre´sentation abe´lienne. Par projec-
tion, ρ induit une repre´sentation ρ¯ dans PSL2(C). L’image de ρ¯ est alors, a`
conjugaison pre`s, un groupe line´aire ou un groupe de translation.
Soit, pour tout k, γk un lacet simple qui fait le tour de la composante Dk.
– Dans le premier cas, la repre´sentation est donne´e par
ρ¯ : γk 7→ (z 7→ λk × z).
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Alors cette repre´sentation peut eˆtre produite graˆce a` l’e´quation de Riccati
suivante :
dz = (
∑
k
θk
dFk
Fk
)z,
ou` θk est tel que λk = e
2ipiθk .
– Dans le second cas, la repre´sentation est donne´e par
ρ¯ : γi 7→ (z 7→ z + τi).
Alors cette repre´sentation peut eˆtre produite par toute e´quation de Riccati
de la forme suivante si les ck y sont bien choisis :
dz = (
∑
k
nk
dFk
Fk
)z +
∏
j
F
nj
j
∑
k
ck
dFk
Fk
.
De´monstration. — Les deux e´quations peuvent eˆtre inte´gre´es explicitement
par inte´grations successives de formes ferme´es. Dans le premier cas on obtient
z = c
∏
k F
θk
k , dans le second z =
(
c
∏
k F
nk
k
)
(K +
∑
i cilogFi). On voit que si
les ck sont bien choisies, les monodromies requises sont obtenues.
On voit qu’en relevant ces mode`les en des connexions on obtient des mode`les
locaux pour les sl2-connexions sans poˆle apparent, ce sont ceux qu’on e´voquait
dans la preuve du the´ore`me 1.3.4.
On verra plus loin que ces mode`les permettent d’identifier les fibre´s qui
apparaissent pour les feuilletages de Riccati a` monodromie abe´lienne au dessus
de P2.
1.4. Fibre´s en P1, fibre´s de rang deux sur P2
On donne ici, sans preuve, les re´sultats sur les P1-fibre´s, les fibre´s de rang
2 et leurs transformations qu’on utilisera par la suite. On commence a` de´crire
ce qui se passe quand la base du fibre´ est P1.
The´ore`me 1.4.1 (Birkhoff-Grothendieck). — Tout fibre´ vectoriel holo-
morphe E de rang k sur P1 est scinde´ : E = O(n1)⊕ · · · ⊕ O(nk).
The´ore`me 1.4.2 (Grothendieck). — Tout fibre´ en P1 localement trivial
F → P1 est un projectivise´ de fibre´ vectoriel de rang 2 : F = P(O ⊕ O(n)),
n ≥ 0. La section holomorphe de F induite par l’inclusion
O(n)→ O⊕O(n)
est d’autointersection −n et, si n > 0, elle est l’unique section holomorphe de
F d’autointersection ne´gative.
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Les fibre´s en P1 au dessus de P1 sont donc caracte´rise´s a` isomorphisme pre`s
par la plus petite autointersection qui apparaˆıt pour leurs sections.
Le the´ore`me de Birkhoff-Grothendieck donne une piste pour l’e´tude des
fibre´s vectoriels V de rang 2 au dessus de P2 : on peut regarder quelles sont
les valeurs de aδ et bδ avec aδ ≥ bδ qui apparaissent dans le scindage de la
restriction V|δ = O(aδ)⊕O(bδ), de V aux droites δ de P2. La valeur aδ + bδ est
constante puisque c’est le degre´ de V . Les variations de (aδ, bδ) se re´duisent
donc a` celles de aδ−bδ. On peut montrer que pour δ ∈ Pˇ2 ge´ne´rique, (aδ, bδ) =
min{(aδ, bδ)|δ ∈ Pˇ2}, ou` le min est pour l’ordre lexicographique sur Z2. Les
droites δ pour lesquelles aδ − bδ n’est pas ge´ne´rique sont appele´es droites de
saut de V . On pourrait penser, de prime abord, que si V n’a pas de droite de
saut, alors le fibre´ est scinde´. Il n’en est rien puisque le fibre´ tangent a` P2 n’est
pas scinde´ (cf [OSS80, Lemma 4.1.2 p 74]).
On a toutefois la proprie´te´ inte´ressante suivante.
Lemme 1.4.3. — Tout fibre´ vectoriel de rang 2 sur P2 qui contient un sous-
fibre´ propre est scinde´.
De´monstration. — Voir [OSS80, p 29].
On peut se demander comment ces ide´es se transposent dans le langage
des P1-fibre´s sur P2. Si X est une varie´te´ projective lisse, par projectivisation
on peut de´duire un P1-fibre´ de tout fibre´ de rang 2, mais en ge´ne´ral tous les
P1-fibre´s ne se pre´sentent pas de cette manie`re. Il existe une the´orie pour ces
questions : l’obstruction a` relever un fibre´ projectif en un un fibre´ vectoriel est
mesure´e par un e´le´ment du groupe de Brauer de X, qui est un sous groupe de
torsion de H2(X,O∗), voir [Ele82]. Plus pre´cise´ment, l’e´le´ment d’obstruction
pour un P1-fibre´ est un e´le´ment de 2-torsion de H2(X,O∗). En particulier, de`s
que X est une courbe compacte ou X = Pn, tous les P1-fibre´s proviennent de
fibre´s de rang 2. On voit facilement que deux fibre´s vectoriels de rang deux E
et F donnent le meˆme P1-fibre´ si et seulement si E = F ⊗L, pour un fibre´ en
droite L.
Ainsi la notion de droite de saut pour un P1-fibre´ P = P(E) sur P2 est bien
de´finie : les droites de saut pour P sont celles de E. On a aussi le corollaire
utile suivant du lemme 1.4.3 et de H2(P2,O∗) = 0.
Proposition 1.4.4. — Soit P un P1-fibre´ sur P2 qui posse`de une section
holomorphe. Alors P est le projectivise´ d’un fibre´ de rang 2 scinde´.
De´finition 1.4.5. — Soit pi : P → X un P1 fibre´ au dessus d’une varie´te´ lisse
X. Soit H une hypersurface lisse de X et S l’image d’une section holomorphe
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de P|H . La transformation e´le´mentaire de pi de centre S est donne´e par la com-
pose´e φ de deux transformations birationnelles de l’espace total P . D’abord
on e´clate S dans P , puis on contracte la transforme´e stricte de pi−1(H). Soit P˜
l’espace ainsi obtenu, on en de´duit un fibre´ en P1 au dessus de X en utilisant
la projection p˜i = φ∗pi.
En coordonne´es locales, on peut voir qu’une telle transformation est une
transformation bime´romorphe de fibre´s. Quand X est de dimension 2, H est de
dimension 1 et toutes les sections me´romorphes de P|H sont holomorphes. De
surcroˆıt avec X de dimension 2 et H non ne´cessairement lisse, Loray et Pereira
[LP07, pp. 736-737] ont montre´ qu’on peut encore de´finir la transformation
e´le´mentaire centre´e en toute section me´romorphe de H, de manie`re a` prolonger
la transformation que nous venons de de´finir pour P|X\sing(H). Ceci se fait en
de´singularisant d’abord H, puis en proce´dant a` la transformation le long de
la transforme´e stricte de S, puis en contractant ensuite le fibre´ ainsi obtenu,
ce qui est la partie de´licate du travail et se fait par le lemme 1.7.1.
Si X est de dimension 1, indiquons le comportement de l’autointersection
d’une section quand on applique une ope´ration e´le´mentaire.
Proposition 1.4.6. — Soit σ une section d’un P1-fibre´ F . Soit σ˜ sa trans-
forme´e stricte par une ope´ration e´le´mentaire centre´e en p ∈ F . Alors
σ˜2 =
{
σ2 − 1 si p ∈ σ,
σ2 + 1 sinon.
Voici un exemple qui illustre les ide´es pre´ce´dentes.
Exemple 1.4.7. — On donne un exemple de fibre´ en P1 au dessus de P2 dont
les droites de saut sont isole´es.
Soit C une conique lisse et δ une droite de P2, non tangente a` C. On va
construire notre exemple en faisant des ope´rations e´le´mentaires a` partir du
fibre´ trivial E := P2 × P1. Soit σ une section de degre´ 2 de E|C , soit z0 une
valeur prise en dehors de δ deux fois par la section σ : σ(x1) = z0 = σ(x2),
x1 6= x2, xi 6∈ δ. Soit s : δ → P1, x 7→ z0 une section constante de E|δ. Le P1-
fibre´ P obtenu en faisant successivement les ope´rations e´le´mentaires centre´es
en σ et en la transforme´e stricte de s peut eˆtre de´crit en restriction a` toute
droite ∆ ; il suffit de constater que l’autointersection de la transforme´e stricte
de {z = z0}|∆ dans P|∆ est strictement ne´gative :
Soit P le fibre´ en P1 de´crit ci-dessus. Soit ∆ une droite de P2.
– Si ∆ = (x1x2) ou si ∆ est la tangente a` C en x1 ou x2 alors P|∆ = F3 est
la troisie`me surface de Hirzebruch.
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– Sinon P|∆ = F1 est la premie`re surface de Hirzebruch.
En particulier, les droites de saut de P sont au nombre de trois et donc isole´es.
Notons le fait suivant.
Proposition 1.4.8. — Soient n ∈ N et θ ∈ C.
– Si R est le feuilletage de Riccati de´fini par dz = θz dxx alors l’image de R
par la transformation e´le´mentaire centre´e en (z = 0, x = 0) est biholo-
morphiquement conjugue´ a` dz = (θ − 1)z dxx .
– Si R est le feuilletage de Riccati de´fini par dz = (nz+xn)dxx alors l’image
de R par la transformation e´le´mentaire centre´e en (z = 0, x = 0) est
biholomorphiquement conjugue´ a` dz =
(
(n− 1)z + xn−1) dxx .
– Si pour l’un ou l’autre de ces mode`les on fait une transformation e´lementaire
centre´e en z = z0, z0 6= 0,∞ alors le feuilletage de Riccati qu’on obtient
a un poˆle double en x = 0.
De´monstration. — La transformation e´le´mentaire centre´e en z = z0, z0 6= ∞
est donne´e par le changement de variable z˜ = (z− z0)/x, ainsi ces trois points
se voient par un calcul direct.
On voit ainsi que quitte a` faire des transformations e´le´mentaires, deux
feuilletages de Riccati a` poˆles logarithmiques qui ont meˆme monodromie ont
les meˆmes exposants, on peut en de´duire ce qui suit.
Proposition 1.4.9. — Soit X une varie´te´ complexe lisse de dimension n ≤
2. Soient (P,R) et (P˜ , R˜) deux P1 fibre´s au dessus de X munis de feuilletages
de Riccati. Si R et R′ ont meˆme repre´sentation de monodromie, alors ils sont
bime´romorphiquement conjugue´s.
De´monstration. — On vient de voir qu’on peut supposer que R et R˜ ont les
meˆmes exposants. Ensuite, par unicite´ de la suspension, on peut construire
une conjugaison biholomorphe en dehors de leur lieu polaire commun. Par
les lemmes 1.1.18 et 1.1.20, on voit que la conjugaison se prolonge de fac¸on
bime´morphe en tout point lisse de du lieu polaire. Cette conjugaison se pro-
longe alors partout par le the´ore`me de prolongement de Levi.
Enfin, notons que, par un the´ore`me d’annulation de Serre, nous avons le
fait suivant.
The´ore`me 1.4.10. — Soit X une varie´te´ projective lisse. Soit E un fibre´
vectoriel de rang 2 sur X. Son projectivise´ P(E) est birationnellement e´quivalent
au P1-fibre´ trivial sur X.
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1.5. Formule de Camacho-Sad
On donne un moyen de calcul de l’autointersection des courbes invariantes
lisses d’un feuilletage holomorphe, en vu de l’appliquer a` des sections de P1-
fibre´s.
De´finition 1.5.1. — Soit F un feuilletage holomorphe singulier sur une sur-
face complexe lisse. Soit C une courbe lisse invariante par F . Soit p une sin-
gularite´ de F . Soient ω une 1-forme holomorphe a` ze´ros isole´s de´finissant le
feuilletage F au voisinage de p et (x, y) un syste`me de coordonne´es local centre´
en p, tel que C co¨ıncide avec {y = 0} Ainsi ω = f(x, y)dx + g(x, y)dy et l’in-
variance de C impose f = ya(x) + O(y2) et le fait que ω s’annule en p donne
g = xu(x) + O(y). L’indice de Camacho-Sad de C relativement a` F en p est
le re´sidu de −a(x)xu(x) dx en x = 0.
The´ore`me 1.5.2 (Camacho-Sad). — Soit F un feuilletage holomorphe sin-
gulier sur une surface complexe lisse X. Soit C une courbe lisse compacte in-
variante par F . L’autointersection de C dans X est donne´e par la somme des
indices de Camacho-Sad de C relativement a` F .
On va appliquer fre´quemment le the´ore`me de Camacho-Sad a` des sections
de P1-fibre´s pi : F → P1 qui sont invariantes par un feuilletage de Riccati R
porte´ par pi. On donne donc les indices de Camacho-Sad correspondant a` nos
mode`les locaux.
Lemme 1.5.3. — Soit R le feuilletage de Riccati sur (C, 0) × P1 → (C, 0)
alors :
1. Si R est donne´ par dz = θz dxx , avec θ 6= 0 alors
(a) l’indice de Camacho-Sad de {z = 0} en (x = 0, z = 0) par rapport a`
R est θ et l’indice de Camacho-Sad de {z =∞} en (x = 0, z =∞)
par rapport a` R est −θ ;
(b) si il y a d’autres sections invariantes par R qui passent par (x =
0, z = 0), alors θ ∈ N∗ et leur indice de Camacho-Sad relativement
a` R est aussi θ.
2. Si R est de´fini par dz = (nz+xn)dxx , l’indice de Camacho-Sad de {z = 0}
en (x = 0, z =∞) par rapport a` R est −n.
De´monstration. — Les assertions 1.(a) et 2. se ve´rifient par calcul direct.
Pour 1.(b), le fait que θ ∈ N∗ est clair par connaissance des courbes inva-
riantes locales de nos mode`les locaux logarithmiques. Du coup, si θ = n ∈ N∗,
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les sections invariantes locales qui passent par (x = 0, z = 0) sont les sections
de la forme z = Kxn, K ∈ C. Chacune d’entre elle peut eˆtre envoye´e par un
automorphisme local du feuilletage (z˜ = z −Kxn) sur la section z = 0, elle a
donc le meˆme indice de Camacho-Sad que cette dernie`re par rapport a` R.
1.6. Rele`vement des feuilletages de Riccati en des connexions
Si X est une varie´te´ projective lisse, il est inte´ressant de savoir si tous
les feuilletages de Riccati au dessus de X sont des projectivise´s de connexions
plates. Une condition ne´cessaire pour cela est que le P1-fibre´ sous-jacent soit un
projectivise´ de fibre´ vectoriel. On a vu que cette condition est syste´matiquement
satisfaite si X = Pn(C) ou si X est une courbe projective lisse.
Deux fibre´s vectoriels de rang deux E et F donnent le meˆme P1-fibre´ si et
seulement si E = F ⊗ L, pour un fibre´ en droite L.
Si X = Pn(C), tout P1-fibre´ P est donc le projectivise´ d’un fibre´ vectoriel
de rang deux de degre´ 0 ou 1 (deg(F ⊗ L) = deg(F ) + 2deg(L)).
La fac¸on la plus simple de relever un feuilletage de Riccati en une connexion
est de tenter de recoller les releve´s locaux en sl2-syste`mes. Le lemme suivant
dit quand cela peut fonctionner.
Lemme 1.6.1. — Soit X une varie´te´ complexe lisse. Soient Ui, i = 1, 2 deux
ouverts de X avec U1∩U2 6= ∅. Soient E un fibre´ vectoriel de rang 2 sur U1∪U2,
donne´ par recollement de U1 × C2 et U2 × C2 suivant (x, Z1) = (x,G.Z2) ou`
G ∈ GL2(OU1∩U2). Soit P = P(E).
Si R est un feuilletage de Riccati sur P donne´ par
Ri : dzi = αi + βi.zi + γiz2i
au dessus de Ui, alors les connexions donne´es par les matrices
Ωi =
[
βi
2 αi
−γi −βi2
]
, i = 1, 2
se recollent en une connexion sur E si et seulement si d(det(G)) = 0.
De´monstration. — Un calcul direct.
On en de´duit ce qui suit.
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Proposition 1.6.2. — Soit X une varie´te´ projective lisse. Soit R un feuille-
tage de Riccati sur un P1-fibre´ P (E), avec det(E) = O. Alors R est le projec-
tivise´ d’une unique sl2-connexion plate sur E.
De´monstration. — Comme det(E) = O, en choisissant de bonnes trivialisa-
tions locales de E, E est donne´ par un recouvrement (Ui) de X avec des
matrices de transitions Gij satisfaisant det(Gij) = 1, on peut donc appli-
quer le lemme ci-dessus pour recoller les rele`vements locaux sous forme de
sl2-syste`mes.
Corollaire 1.6.3. — Si R est un feuilletage de Riccati sur un P1-fibre´ P =
P(E) au dessus de Pn, avec deg(E) ∈ 2Z, alors R est le projectivise´ d’une
unique sl2-connexion plate.
De´monstration. — On a vu que deg(E) ∈ 2Z implique P = P(F ) avec deg(F ) =
0, en particulier on peut appliquer la proposition pre´ce´dente pour conclure.
Plus ge´ne´ralement, si on a une connexion ∇ me´romorphe plate sur un fibre´
vectoriel de rang 2 au dessus d’une varie´te´ complexe lisse X, on de´duit de
(E,∇) d’une part un feuilletage de Riccati (P(E),R) et d’autre part une
connexion plate de rang 1 (det(E), trace(∇)), donne´e dans les trivialisations
locales par les traces des matrices de connexion associe´es a` ∇.
Une question naturelle est alors la suivante.
Question. — E´tant donne´s sur une varie´te´ lisse X
– un fibre´ vectoriel E de rang 2,
– un feuilletage de Riccati R sur P(E) et
– une connexion plate t sur det(E).
Peut-on construire une connexion plate ∇ de rang 2 sur E telle que P(∇) = R
et trace(∇) = t ?
La re´ponse a` cette question est positive : au dessus d’une trivialisation de E,
∇ est clairement de´termine´e par R et t. Ceci a de´ja` e´te´ indique´, par exemple
dans [LMP09, Remark 2.1].
Ainsi, relever un feuilletage de Riccati sur P(E) en une connexion plate
me´romorphe ∇ sur E est e´quivalent a` donner une connexion me´romorphe
plate t sur det(E). Si D est le diviseur de poˆles de R, pour que le diviseur
de poˆles D′ de ∇ satisfasse D ≥ D′, il suffit que le diviseur de poˆles D′′ de t
satisfasse D ≥ D′′.
Pour X = Pn, on voit que la connexion donne´e dans une carte affine par
dz =
(∑
θi
dFi
Fi
)
· z avec Fi des polynoˆmes a` n variables se prolonge en une
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connexion logarithmique sur O(n) a` poˆles donne´s par les Fi, pourvu qu’on ait∑
deg(Fi)θi = n, ainsi nous obtenons l’e´nonce´ suivant.
Proposition 1.6.4. — Soit R un feuilletage de Riccati a` poˆles logarithmiques
sur le fibre´ P(E) au dessus de Pn, de lieu polaire D, alors il existe une
connexion logarithmique ∇ sur E, de lieu polaire contenu dans D, telle que
P(∇) = R.
1.7. Riemann-Hilbert, extensions
On peut e´tendre la correspondance de Riemann-Hilbert pour les feuilletages
de Riccati au dessus de surfaces sans hypothe`se de croisement normaux. Ceci
repose sur le lemme suivant.
Lemme 1.7.1 (Loray-Pereira). — Si p˜i : P˜ → X˜ est un P1-fibre´ au dessus
d’une surface projective X˜ et X˜ → X est un morphisme birationnel, de divi-
seur exceptionnel D ⊂ X˜. Alors il existe un P1-fibre´ P → X et une application
Φ : P˜ → P tel que Φ|p˜i−1(X˜\D) soit un isomorphisme.
De´monstration. — Voir [LP07]
The´ore`me 1.7.2 (Deligne / Loray-Pereira). — Soit X une surface pro-
jective et D un diviseur re´duit sur X. Si ρ : pi1(X \D) → PSL2(C) se rele`ve
a` SL2(C), alors ρ est la repre´sentation de monodromie d’un feuilletage de
Riccati R au dessus de X a` poˆles logarithmiques.
De´monstration. — On proce`de a` une suite d’e´clatements Φ : (X˜, D˜)→ (X,D)
pour obtenir (X˜, D˜) avec D˜ a` croisement normaux. La repre´sentation ρ˜ = ρ◦Φ∗
se rele`ve en ρˆ a` SL2, on peut produire, par le the´ore`me 1.3.4 de Deligne,
une connexion au dessus de X˜ avec lieu polaire D˜ de monodromie ρˆ. Apre`s
projectivisation, on en de´duit un feuilletage de Riccati R˜ au dessus de X˜ de
monodromie ρ˜. Le feuilletage recherche´ est alors R = Φ∗(R˜).
The´ore`me 1.7.3. — Soit X une surface projective et D un diviseur re´duit
sur X. Si ρ : pi1(X\D)→ PSL2(C) se rele`ve localement a` SL2(C) et son image
ne contient aucun e´le´ment d’ordre 2, alors ρ est la repre´sentation de mono-
dromie d’un feuilletage de Riccati R au dessus de X a` poˆles logarithmiques.
De´monstration. — C’est la meˆme preuve que ci-dessus en utilisant le the´ore`me
1.3.5 au lieu du the´ore`me 1.3.4.
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Remarque 1.7.4. — Ce dernier re´sultat se re´duit au pre´ce´dent si l’image de
ρ dans PSL2(C) est discre`te. En effet tout sous groupe discret de PSL2(C)
sans 2-torsion se rele`ve a` SL2(C), d’apre`s Culler [Cul86].
On a un re´sultat similaire avec des hypothe`ses un peu diffe´rentes, dans le
cas X = P2, graˆce au re´sultat que voici.
Proposition 1.7.5. — Soit D un diviseur re´duit de degre´ n sur P2 qui ne
contient pas la droite a` l’infini `∞ et ρ : pi1(P2\D)→ PSL2 une repre´sentation.
Soit A un point de P2\(D∪`∞). Soit δ est une droite passant par A contenant
n points distincts x1, · · · , xn de D. Soient α1, · · · , αn des lacets simples dans
δ de point de base A, faisant le tour respectivement de x1, · · · , xn.
Si, pour i = 1 · · ·n, ρ(αi) n’est pas d’ordre 2, alors la repre´sentation ρi∗ se
rele`ve a` SL2, ou` i∗ : pi1(P2 \ (D ∪ `∞) → pi1(P2 \D) est le morphisme induit
par l’inclusion.
Si, de plus D a une composante de degre´ impair, alors ρ se rele`ve aussi a`
SL2.
De´monstration. — Quitte a` renverser l’orientation des αi et a` les conjuger,
on peut supposer que α∞ = α1 · · ·αn est un lacet simple faisant le tour de
x∞ = `∞∩ δ. Le the´ore`me de Lefschetz indique que α1, · · · , αn est un syste`me
de ge´ne´rateurs de H := pi1(P2 \ (D ∪ `∞)). On voit que si αk et αj font
le tour de la meˆme composante de D, alors αk = wk,j((αi))αjwk,j((αi))
−1
avec wk,j((αi)) un mot en les αi, on obtient ainsi des relations du groupe H.
L’algorithme de Zariski-Van Kampen dit que seul un nombre fini de relations
de ce type suffisent a` donner une pre´sentation de H :
H =< α1, · · · , αn|R > .
ou` les relations de R sont de la forme αi = wασ(i)w−1 avec w = w((αi)) un
mot en les (αi) et σ la permutation induite par la tresse correspondant a` la
relation. Soit G le groupe engendre´ par les telles σ, i et j sont sous la meˆme
orbite sous G si et seulement si xi et xj sont dans la meˆme composante de D.
Les relations deR se rangent par orbites sous G : on obtient une partition de
l’ensemble des relations de tressesR = unionsqi0∈I{αi = wkαikw−1k |i ∈ Gi0, k ∈ Ki}.
Pour chaque i0 ∈ I, pour chaque i ∈ Gi0, on peut ajouter une relation ri0,i :
αi0 = wi,i0((αi))αiwi,i0((αi))
−1 a` la pre´sentation de H de fac¸on redondante :
H =< α1, · · · , αn|R, (ri0,i) > .
Utilisant ensuite les relations (ri0,i), on peut donner une nouvelle pre´sentation
du groupe en remplac¸ant les relations de R par des relations de la forme
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αi0 = wαiw
−1 : G =< α1, · · · , αn|R′ >, avec R′ = unionsqi0∈IRi0 ,
Ri0 = {αi0 = w′kαik(w′k)−1|i ∈ Gi0, k ∈ Ki} ∪ {ri0,i, i ∈ Gi0}
et w′k = wi,i0wk.
Le noyau de i∗, qui est surjectif, est le groupe engendre´ par la classe de
conjugaison de α∞ (voir [Shi]). Ainsi,
pi1(P2 \D) =< α1, · · · , αn|R′ et α1 · · ·αn = 1 > .
Choisissons maintenant, pour i = 1 · · ·n, un releve´ Ai de ρ(αi) dans SL2.
L’hypothe`se sur l’ordre de ρ(αi) montre trace(Ai) 6= 0. Comme ρ est une
repre´sentation de pi1(P2 \D), pour chaque relation αi0 = w((αi))αjw((αi))−1
de Ri0 , on a, Ai0 = ±w((Ai))Ajw((Ai))−1. Sous cette hypothe`se, comme au-
cun des Ai n’a trace nulle, Ai0 = w((Ai))Ajw((Ai))
−1 e´quivaut a` trace(Ai0) =
trace(Aj), ce qu’on peut obtenir en changeant le signe de Aj si toutefois
trace(Ai0) = −trace(Aj). Les matricesAi ainsi choisie de´finissent une repre´sentation
de H puisqu’elles satisfont l’ensemble de relations R′ et cette repre´sentation
rele`ve ρi∗ par construction. La seule obstruction a` obtenir de cette fac¸on
une repre´sentation de pi1(P2 \ D) est alors le signe de A1 · · ·An = ±1. Si
A1 · · ·An = −1 et D a une composante de degre´ impair, alors il existe une
orbite Gi0 de cardinal impair, en changeant le signe de Ai pour i ∈ Gi0,
on pre´serve les relations R′ en gagnant A1 · · ·An = 1, on obtient donc un
rele`vement de ρ.
Corollaire 1.7.6. — Soient D un diviseur re´duit sur P2 dont une compo-
sante est de degre´ impair. Soit ρ : pi1(P2 \ D) → PSL2. Si pour tout lacet
simple ferme´ α faisant le tour d’une composante de D, ρ(α) n’est pas d’ordre
2, alors ρ est la repre´sentation de monodromie d’un feuilletage de Riccati au
dessus de P2 de lieu polaire contenu dans D.
De´monstration. — On applique le lemme ci-dessus, puis le the´ore`me 1.7.2.
Remarque 1.7.7. — On a encore une variante de ce corollaire avec D sans
composante de degre´ impair, quitte a` accepter une droite de poˆle supple´mentaire.
Remarque 1.7.8. — Dans les the´ore`mes 1.7.2 et 1.7.3 et dans le corollaire
1.7.6, les transformations e´le´mentaires permettent de prescrire les exposants
associe´s aux diffe´rentes composantes du lieu polaire (pourvu qu’ils sont com-
patibles avec les monodromies locales).
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1.8. Cas abe´lien
Graˆce aux mode`les locaux abe´liens donne´s pre´ce´demment on peut re´aliser
toute repre´sentation abe´lienne. On va montrer qu’on peut identifier pre´cise´ment
le fibre´ associe´ a` une telle repre´sentation.
On fixe une carte affine A ' Cn de Pn. Soit D un diviseur re´duit de P2 qui
ne contient pas la droite a` l’infini `∞. Soit F =
∏
i Fi une e´quation re´duite de
D sur A. Soit ρ : pi1(Pn \D)→ PSL2(C) une repre´sentation abe´lienne.
Si l’image de ρ est conjugue´e a` un sous groupe de C∗, alors on a vu que, pour
(θi) bien choisi, le feuilletage de RiccatiR donne´ sur le fibre´ trivial P = P1×Pn
de´crit au dessus de A par dz =
(∑
θi
dFi
Fi
)
·z, a la repre´sentation ρ comme mo-
nodromie. L’inconve´nient de ce feuilletage de Riccati est qu’il posse`de un poˆle
apparent d’exposant −n = −∑ deg(Fi)θi sur la droite a` l’infini (the´ore`me des
re´sidus). Soit S∞ la section de P|`∞ donne´e par z =∞ et S0 celle donne´e par
z = 0. Si n > 0 (resp n > 0), par n transformations e´le´mentaires successives
centre´es en S∞ (resp en S0) et ses transforme´es strictes, on chasse ce poˆle ap-
parent et obtient un feuilletage de Riccati R˜ sur un P1-fibre´ P˜ . D’autre part,
la transforme´e stricte σ0 (resp. σ∞) de la section z = 0 (resp. z = ∞) de P
est une section holomorphe de P˜ , le fibre´ P˜ est donc le projectivise´ d’un fibre´
de rang 2 scinde´, d’apre`s la proposition 1.4.4. De plus, on voit facilement que
l’autointersection de σ0|δ (resp. σ∞|δ) dans P˜|δ est −|n|, ainsi P˜ = P(O⊕O(n)).
Maintenant si l’image de ρ est conjugue´e a` un sous groupe de C, alors on a
vu que
dz = (
∑
k
nk
dFk
Fk
)z +
∏
j
F
nj
j
∑
k
ck
dFk
Fk
.
de´finit sur le fibre´ trivial P un feuilletage de Riccati qui a une monodromie
conjugue´e a` ρ, pourvu que les ck sont bien choisis. De meˆme que pre´ce´demment,
le feuilletage ainsi de´fini a un poˆle apparent d’exposant −n = −∑ deg(Fi)ni
et on a un encore, apre`s transformation e´le´mentaire, le fibre´ P˜ = P(O⊕O(n)).
On a ainsi obtenu ce qui suit.
Proposition 1.8.1. — Soit D un diviseur re´duit sur Pn, et Di ses compo-
santes irre´ductibles. Soient ρ : pi1(Pn \ D) → PSL2(C) une repre´sentation
abe´lienne et (θi) des exposants pour les Di compatibles avec ρ. Soit −n =∑
deg(Di)θi. Alors il existe un feuilletage de Riccati R logarithmique sur
P(O ⊕ O(n)) de monodromie ρ et dont les exposants associe´s aux Di sont
les θi.
32 CHAPITRE 1. CONNEXIONS PLATES, FEUILLETAGES DE RICCATI
Corollaire 1.8.2. — Avec les meˆmes hypothe`ses et notations, avec ρ sans
poˆle apparent et, pour tout i, θi 6∈ 12 + Z, R est l’unique feuilletage de Riccati
compatible aux θi et a` ρ, modulo transformation biholomorphe de fibre´.
De´monstration. — On applique le lemme 1.3.2.
1.9. Cas re´ductible
On peut de´cider algorithmiquement si une e´quation de Riccati au dessus de
P2 a monodromie re´ductible, ou de fac¸on e´quivalente si il existe une solution
globale pour cette e´quation. L’outil majeur d’un tel algorithme est la formule
de Camacho-Sad. On de´crit brie`vement les ide´es d’un algorithme qui permet de
de´cider l’irre´ductibilite´ (de la monodromie) d’un feuilletage de Riccati au des-
sus d’une droite δ = P1. C’est un avatar de l’algorithme de Kovacic [Kov86].
En appliquant cet algorithme a` la restriction d’un feuilletage de Riccati R au
dessus de P2 a` une droite δ ⊂ P2 transverse a` son diviseur de poˆle, on pourra
encore savoir si la monodromie de R est irre´ductible, en vertu du the´ore`me de
Lefschetz.
Remarque 1.9.1. — Un feuilletage de Riccati a` poˆles simples sur le fibre´
trivial est donne´ par une e´quation diffe´rentielle du type dz =
∑
i
Pi(z)
x−i dx avec
Pi ∈ C2[z]. On peut supposer qu’aucune singularite´ n’est sur z =∞. Les sin-
gularite´s (x, z) du feuilletages sont alors donne´es par x = i et z = ze´ro de Pi.
Si z0 est un ze´ro commun de tous les Pi, il est clair que la section z = z0
est invariante par notre feuilletage. On en tire : ”Si n − 1 singularite´s d’un
feuilletage de Riccati a` n poˆles simples sur P1 × P1 → P1 sont sur la section
z = z0 alors cette section est invariante par le feuilletage.”.
Soit donc R un feuilletage de Riccati a` n poˆles simples sur pi : P1×P1 → P1.
Si une section σ de pi est invariante par R, elle traverse une singularite´ de
chaque fibre invariante (cf mode`les locaux, dans le cas d’une fibre a` mono-
dromie parabolique il n’y a qu’une singularite´ ou` passe une section locale
invariante). L’autointersection de σ est donc donne´e par
2n = σ2 =
∑
f fibre invariante
fθf ,
ou` θf est un de indices associe´s a` f et f ∈ {1,−1}. Si σ2 = 0, c’est que σ est
une section constante. Si σ2 > 0, de deux choses l’une : si n des singularite´s sont
sur la meˆme section constante {z = z0}, alors cette section est invariante par la
remarque 1.9.1 ; sinon par la compose´e de deux transformations e´le´mentaires,
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on peut faire chuter l’autointersection de σ de 2 en restant sur le fibre´ trivial.
En effet, comme σ2 > 0, σ n’est pas constante et passe par deux singularite´s
si = (xi, zi), i = 1, 2 de hauteurs diffe´rentes z1 6= z2. En faisant, successivement
une transformation e´le´mentaire centre´e en s1 puis une en s2, on ne produit pas
de section ne´gative, donc on reste sur le fibre´ trivial, et comme on a fait deux
tranformations e´le´mentaires centre´es en des points de σ son autointersection
a diminue´ de 2 : σ˜2 = σ2 − 2. En ite´rant ce proce´de´, on peut tranformer,
par e´quivalence de jauge birationelle, notre feuilletage de Riccati R en un
feuilletage de Riccati sur le fibre´ trivial ayant une section invariante constante.
Ainsi, pour de´tecter la pre´sence d’une section invariante par R, il suffit de
voir quels sont les familles (f ) tels que
∑
f fθf est un entier pair positif
et de faire des transformations e´le´mentaires centre´es (deux par deux) en les
singularite´s correspondant aux indices fθf , comme ci-dessus, de sorte que si
il y a une section invariante qui passe par ces singularite´s, on la transforme en
une section constante, ou bien on en trouve une autre. Si on ne peut obtenir de
cette manie`re, une section constante invariante, c’est qu’il n’y a pas de section
invariante pour R, et donc que sa monodromie est irre´ductible.
Cet algorithme permet de plus d’obtenir un mode`le sur le fibre´ trivial avec
section invariante en z =∞, le cas e´che´ant ; sans rajouter de poˆle.
On peut majorer grossie`rement son couˆt en nombre de paires de transforma-
tions e´le´mentaires par 2n
∑n
i=1 |θi|, ou` n est le nombre de poˆles de l’e´quation
de Riccati initiale.
1.10. Feuilletages de Riccati pull-back par une application vers une
courbe
De´finition 1.10.1. — Soit P → X et P ′ → Y deux P1-fibre´s, au dessus de
varie´te´s complexes lisses. On dit qu’une application me´romorphe φ : P 99K P ′
est un morphisme me´romorphe de P1-fibre´s, si il existe h : X 99K Y telle que
dans les trivialisations locales de P et P ′, φ s’e´crit (x, z) 7→ (h(x), A(x) · z),
avec A : U 99K PSL2(C).
On s’inte´resse a` la proprie´te´ suivante.
De´finition 1.10.2. — Soit X une varie´te´ projective lisse. Soit (P,R) un P1-
fibre´ sur X muni d’un feuilletage de Riccati. On dit que R est pull-back d’un
feuilletage de Riccati au dessus d’une courbe si il existe une courbe projec-
tive lisse C, un P1 fibre´ P0 sur C muni d’un feuilletage de Riccati R0 et un
morphisme me´romorphe de fibre´s H : P 99K P0 tel que R = H∗R0.
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Une proprie´te´ voisine est la suivante.
De´finition 1.10.3. — Soit X une varie´te´ projective lisse. Soit R un feuille-
tage de Riccati sur P1 × X → X. On dit que R est pull-back strict d’un
feuilletage de Riccati au dessus d’une courbe si il existe une courbe projec-
tive lisse C, un feuilletage de Riccati R0 sur P1 × C → C et une application
me´romorphe f : X 99K C telle que R = f∗R0. (C’est la proprie´te´ pre´ce´dente
avec H induite par f).
Proposition 1.10.4. — Soit (P,R) un P1-fibre´ sur Pn muni d’un feuilletage
de Riccati. Si R est pull-back d’un feuilletage de Riccati au dessus d’une courbe,
alors R est birationnellement e´quivalent a` un pull-back strict de feuilletage de
Riccati au dessus d’une courbe.
De´monstration. — Soient C et H : P 99K P0 comme dans la de´finition 1.10.2.
Quitte a` faire une transformation birationnelle de P , on peut supposer que
P est le fibre´ trivial, puisque P est un projectivise´ de fibre´ de rang 2 ; voir
section 1.4. Si R est le feuilletage trivial, le re´sultat est e´vident, sinon H est
une application rationnelle dominante et C = P1. Alors, quitte a` faire une
transformation birationnelle de P0, on peut aussi supposer que P0 est le fibre´
trivial sur P1. Dans ces conditions, H est de la forme suivante :
H : P1 ×X −→ P1 × P1
(z, x) 7−→ (A(x).z, f(x))
avec A : X 99K PSL2(C). Si Ψ : P1 ×X 99K P1 ×X est de´finie par (z, x) 7→
(A(x).z, x), on voit que Ψ donne une e´quivalence birationnelle entre f∗R0 et
R.
Lemme 1.10.5. — Soit C une courbe complexe projective lisse. Soit F un
feuilletage sur une varie´te´ lisse M satisfaisant F = H∗R0 pour R0 un feuille-
tage de Riccati sur un P1-fibre´ pi : X → C et H : M 99K X est une applica-
tion me´romorphe. Alors F est un feuilletage transversalement projectif dont
une structure transverse est donne´e par un feuilletage de Riccati R1 pull-back
strict d’un feuilletage de Riccati au dessus de C et une section bien choisie.
De´monstration. — Quitte a` faire une modification birationnelle de X, on peut
supposer que pi est le fibre´ trivial P1 × C → C. On tire en arrie`re ce dernier
fibre´ par pi ◦H. On obtient un diagramme commutatif comme suit.
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Y
p

ϕ // P1 × C
pi

M
pi◦H
// C
On fixe R1 = ϕ∗R0 et on de´finit une section σ de p par ϕ.σ(x) = H(x). On
obtient alors, par commutativite´ du diagramme, σ∗R1 = σ∗ϕ∗R0 = H∗R0 =
F . Ainsi, (p,R1, σ) donne une structure transversalement projective pour F .
On a une re´ciproque a` cela.
Lemme 1.10.6. — Soit R0 un feuilletage de Riccati sur un P1-fibre´ pi : X →
C.
Soit Y → M un P1-fibre´, soit ψ : Y 99K X un morphisme me´romorphe de
P1-fibre´s. Soit R1 = ψ∗R0.
Alors, pour toute section σ de p ge´ne´riquement transverse a` R1, le feuille-
tage F = σ∗R1 satisfait F = H∗R0, pour une certaine application me´romorphe
H : M 99K X.
De´monstration. — On pose H = ψ ◦ σ. On obtient H∗R0 = σ∗ψ∗R0 =
σ∗R1 = F .
Conside´rons la situation ou` l’on a :
– un feuilletage de Riccati R sur un fibre´ pi au dessus d’une varie´te´ X.
– un reveˆtement p : Y → X.
– le feuilletage de Riccati R1 = p∗R sur p∗pi est pull-back d’un feuilletage
de Riccati R0 au dessus d’une courbe.
Question. — Que peut-on alors dire sur le feuilletage initial R ? Est-il lui
aussi pull-back d’un feuilletage de Riccati au dessus d’une courbe ?
Remarque 1.10.7. — Quand on parle d’une fibre d’une application ration-
nelle, on fait re´fe´rence a` une fibre de l’application holomorphe qu’elle de´finit
hors de son lieu polaire.
Proposition 1.10.8. — Soit X une varie´te´ projective lisse, R un feuille-
tage de Riccati sur le P1-fibre´ trivial PX au dessus de X. Soit pi : Y →
X un reveˆtement ramifie´ galoisien avec Y projective lisse. Soit (PY ,R1) =
pi∗(PX ,R). Soit C une courbe projective lisse et PC le P1 fibre´ trivial au dessus
de C.
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Soient H : PY 99K PC un morphisme rationnel de fibre´s et R0 un feuille-
tage de Riccati sur PC de monodromie non virtuellement abe´lienne et tel que
H∗R0 = R1 . Soit Hhol la restriction de H a` son lieu d’holomorphie.
Si dHhol est partout de rang maximal et Hhol est surjective a` fibres connexes,
alors R est pull-back d’un feuilletage de Riccati au dessus d’une courbe.
De´monstration. — Soit G le groupe des automorphismes de pi, on a PX =
PY /G ; ou` l’action de G sur PY est de´finie par g(z, y) = (z, gy). Soit h : Y → C
l’application induite par H. Soit g ∈ G, soit F une fibre de h (elle est connexe).
Le groupe de monodromie de R1|F est trivial et il doit en eˆtre de meˆme
pour R1|gF , ainsi gF est une fibre de h, puisque toute courbe ferme´e C′ ⊂ Y
ge´ne´riquement transverse a` h donne, via h, un reveˆtement fini de C, de sorte
que le groupe de monodromie R1|C′ soit d’indice fini dans celui de R0.
De cette fac¸on, G agit sur C par transformations holomorphes : si g ∈ G, y ∈
Y , alors h(gy) = gh(y) (l’holomorphie vient de l’existence de sections locales
de hhol). De plus, si g ∈ G, comme g re´alise un automorphisme de R1, g
envoie les feuilles de R1|F sur les feuilles de R1|gF . Ainsi, si f est une fibre
de H, elle est une feuille de R1|F pour un certain F et elle est envoye´e sur
une fibre de H. On obtient ainsi une action holomorphe de G sur PC de´finie
par H(g(z, y)) = gH(z, y) (l’holomorphie s’obtient de la meˆme manie`re que
ci-dessus).
On note :
1. G agit sur PC par automorphismes de R0 ;
2. comme la monodromie de R0 n’est pas virtuellement abe´lienne, tout
e´le´ment de G qui agit trivialement sur C agit trivialement sur PC , d’apre`s
le lemme 1.10.12 ;
3. ainsi tout e´le´ment g ∈ G qui agit non trivialement sur PC a un ensemble
de points fixes fini pour son action sur C.
Soient C˜ = C/G, P˜ = PC/G et R˜0 = R0/G. On de´duit de PC → C, une fibration
rationnelle P˜ → C˜ de fibre ge´ne´rique transverse a` R˜0. Quitte a` de´singulariser
P˜ , c’est une surface lisse, ce que nous supposons dans la suite. Ainsi R˜0 est
un feuilletage de Riccati (au sens de Brunella [Bru00], un peu diffe´rent du
notre), de fibration adapte´e P˜ → C˜. D’apre`s [Bru00, Prop. 2 p 56], apre`s une
transformation birationnelle de P˜ , on peut de plus supposer que P˜ → C˜ est
un P1-fibre´. Soit q : PC 99K P˜ , l’application de projection sur le quotient.
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L’application q ◦H = Hˆ : PY 99K P˜ est un morphisme rationnel de fibre´s
invariant par l’action de G sur PY . Par construction, on a R1 = Hˆ∗R˜0. Fina-
lement, on voit que Hˆ se factorise par pi, puisqu’elle est invariante par G. On
obtient le diagramme commutatif suivant.
(PY ,R1) H //
pi

(PC ,R0)
q

(PX ,R)
H˜
// (P˜ , R˜0)
L’application rationnelle H˜ est injective en restriction a` la fibre ge´ne´rique de
PX , par le point 3. ci-dessus, c’est donc un morphisme rationnel de P1-fibre´s
et on en de´duit le re´sultat.
Remarque 1.10.9. — La proposition pre´ce´dente est un analogue dans le lan-
gage des feuilletages du lemme [CS08, Lemma 3.6 p 1982].
L’exemple suivant montre que des hypothe`ses sur la monodromie sont ne´cessaires,
c’est le point 3. de la preuve pre´ce´dente qui est mis en de´faut.
Exemple 1.10.10. — Soit b(t) ∈ C(t) et n ∈ N∗ on conside`re le feuilletage
R : dz = z(b(t)dt + dxnx) sur le fibre´ trivial au dessus de X = P1t × P1x. On le
tire en arrie`re par le reveˆtement
p : Y = P1 × P1 −→ X
(t, y) 7−→ (t, yn)
On obtient le feuilletage R1 : dz = z(b(t)dt + dyy ), qui est pull-back du
feuilletage dZ=Zb(T)dT sur le fibre´ trivial au dessus de P1T par H(z, t, y) =
{(Z, T ) = (z/y, t)}. Les automorphismes du reveˆtement pi agissent sur Y de
la fac¸on suivante : si g ∈ Aut(pi) alors g : (t, y) 7→ (t, ξy) avec ξn = 1. l’action
de g s’e´tend a` P1z ×P1t ×P1y par g(z, (t, y)) = (z, g(t, y)). Cette action permute
les fibres de H et induit une action de Aut(pi) sur P1 × P1 qui est de´finie par
Hg = gH et qui induit un automorphisme de R0. Explicitement, on obtient
g(Z, T ) = (ξ−1Z, T ). La projection sur le quotient de P1× P1 par cette action
est donc
q : P1 × P1 −→ P1 × P1
(Z, T ) 7−→ (Z˜, T ) = (Zn, T )
Le feuilletage R˜0 = q∗R0 est alors de´fini par dZ˜Z˜ = n
dZ
Z = nb(T )dT , c’est donc
encore un feuilletage de Riccati. Par construction, Il existe alors H˜ : P1×X →
P1 × P1 telle que q ◦H = H˜ ◦ p et R = H˜∗R˜0. On voit que H˜ est donne´e par
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(z, t, x) 7→ (zn/x, t). En particulier, H˜ ne de´finit pas une situation de pull-back
comme dans la de´finition 1.10.2 puisque l’application rationnelle H˜, n’est pas
injective en restriction a` la fibre ge´ne´rique de P1 ×X → X.
On souhaite montrer le re´sultat suivant.
The´ore`me 1.10.11. — Soit R un feuilletage de Riccati a` poˆles logarith-
miques au dessus de P2 et D son lieu polaire. Si la monodromie de R n’est
pas virtuellement abe´lienne et si D a un point de multiplicite´ m ≥ deg(D)− 2
alors R est pull-back d’un feuilletage de Riccati au dessus d’une courbe.
Pour en faire la preuve, nous aurons besoin de la proposition 1.10.8 et des
re´sultats qui suivent.
Lemme 1.10.12. — Soient G =< (gi)i=1···n > un sous-groupe de PSL2(C)
finiment engendre´ et A 6= 1 un e´le´ment de PSL2(C). Si tout e´le´ment de G
commute a` A, alors G est virtuellement abe´lien. Si, de plus, pour tout i, g2i 6= 1,
alors G est abe´lien.
De´monstration. — On interpre`te les e´le´ments de PSL2(C) comme automor-
phismes de la sphe`re de Riemann.
– Si A est parabolique, tout e´le´ment de PSL2 qui lui commute est para-
bolique de meˆme point fixe, donc G est un groupe de translations de C,
donc est abe´lien.
– Si A n’est pas parabolique, alors A a deux points fixe et si B ∈ PSL2
lui commute, alors, ou bien B a les meˆmes points fixes ou bien quitte a`
conjuguer simultane´ment A et B, A induit z 7→ −z et B induit z 7→ β/z,
en particulier B est d’ordre 2. Soit H l’ensemble des e´le´ments de G qui
ont les meˆmes points fixes que A, c’est un sous-groupe de G, dont on va
montrer qu’il est d’indice fini. Quitte a` choisir une bonne carte z sur la
sphe`re et a` renume´roter les gi, on est dans la situation suivante : A induit
z 7→ αz, pour i = 1 · · · k, gi = ψαi = z 7→ αiz et pour i = k + 1 · · ·n,
gi = φβi = z 7→ βi/z. En remarquant φβ.ψα = ψ1/α.φβ, on voit que tout
produit des gi est un e´le´ment de H ou bien s’e´crit comme produit d’un
e´le´ment de H et d’un des z 7→ βi/z. Ainsi un syste`me de repre´sentants
de G/H est donne´ par (gi)i∈I avec I ⊂ [k + 1, n] donc I fini.
Lemme 1.10.13. — Soient G1 et G2 deux sous groupes de PSL2(C) finiment
engendre´s. Si tout e´le´ment de G1 commute aux e´le´ments de G2 et G = G1G2
n’est pas virtuellement abe´lien, alors G1 = {1} ou G2 = {1}.
1.10. FEUILLETAGES DE RICCATI PULL-BACK 39
De´monstration. — Si G1 et G2 sont virtuellement abe´lien alors G aussi, ce
qui est absurde. On peut donc supposer G1 non virtuellement abe´lien. Alors
G2 doit eˆtre trivial par le lemme 1.10.12.
Proposition 1.10.14. — Si X et Y sont deux espaces topologiques connexes
par arcs, de groupes fondamentaux finiment engendre´s et ρ : pi1(X × Y ) →
PSL2(C) est un morphisme de groupes d’image non virtuellement abe´lienne
alors, quitte a` e´changer X et Y , la restriction de ρ a` toute fibre de X×Y → Y
est triviale.
De´monstration. — On a pi1(X × Y ) = pi1(X) · pi1(Y ), donc ρ(pi1(X × Y )) =
ρ(pi1(X))ρ(pi1(Y )) et on conclut par le lemme 1.10.13.
Remarque 1.10.15. — Pour conclure la preuve du the´ore`me, on utilise une
notion non introduite pre´ce´demment : celle de feuilletage de Riccati a` poˆles
re´guliers. On dira qu’un feuilletage de Riccati est a` poˆles re´guliers si ses
rele`vement locaux en sl2-connexions sont a` poˆles re´guliers au sens de Deligne
[Del70].
1. Tout feuilletage de Riccati a` poˆles logarithmiques est a` poˆles re´guliers.
2. D’apre`s [Del70, The´ore`me 4.1 pp 85-86] et des arguments similaires
a` ceux de la preuve de la proposition 1.4.9, deux feuilletages de Ric-
cati a` poˆles re´guliers qui ont meˆme monodromie sont birationnellement
conjugue´s.
3. De plus la proprie´te´ pour un feuilletage de Riccati d’eˆtre re´gulier est
invariante par e´clatement, c’est aussi un corollaire de [Del70, The´ore`me
4.1 pp 85-86].
Proposition 1.10.16. — Soit X = C1 × C2 avec Ci des courbes projectives
lisses. Soit pi : X → Ci la projection sur le i-e`me facteur. Soit R un feuilletage
de Riccati a` poˆles re´guliers, de monodromie non-virtuellement abe´lienne sur
un P1-fibre´ P → X. Si le lieu polaire non apparent de R est de la forme
D = D1 ∪D2 avec Di = ∪k∈di{pi = k} ; ou` di ⊂ Ci. alors R est pull-back d’un
feuilletage de Riccati a` poˆles logarithmiques au dessus d’une courbe.
De´monstration. — On remarque X \ D = (C1 \ d1) × (C2 \ d2) et voit qu’on
peut appliquer la proposition 1.10.14 : on obtient que la repre´sentation de
monodromie de R
ρ : pi1(C1 \ d1)× pi1(C2 \ d2)→ PSL2(C)
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est triviale sur l’un des facteurs, disons le second. Soit C une fibre ge´ne´rique de
p1. Soit (P0,R0) = (P,R)|C . Soit φ : C2 → C l’isomorphisme induit par p2. On
voit que le feuilletage (φ ◦ p2)∗(P0,R0) a la meˆme monodromie que R. Par le
point 2. de la remarque pre´ce´dente, ces deux feuilletages sont birationnellement
e´quivalents, ce qui conclut la preuve, vu que la monodromie de R0 peut eˆtre
re´alise´e par un feuilletage de Riccati a` poˆles logarithmiques.
Preuve du the´ore`me 1.10.11. — Soit pi le fibre´ associe´ a` R, quitte a` faire une
transformation birationnelle, on peut supposer que c’est le fibre´ trivial. Soit
A un point de multiplicite´ m ≥ deg(D) − 2 et k = deg(D) − m + 1, on a
k ≤ 3. Soit w : Σ1 → P2 l’e´clatement de P2 en A. La transforme´e totale
D1 de D est la re´union d’une k-section et de fibres de Σ1 → P1. Par une
transformation e´le´mentaire v du P1-fibre´ Σ1, on le transforme en le fibre´ trivial
p : P1×P1a → P1b . Le diviseur D2 = v∗D1 est encore re´union d’une k-section et
de fibres. Pour un reveˆtement ramifie´ galoisien fini u : C → P1a bien choisi, on a
un fibre´ en P1, f∗p : C ×P1 → C tel que D3 = u∗D2 soit la re´union de fibres et
de k sections. Quitte a` faire encore une transformation de jauge birationnelle
T de C × P1 → C, D4 = T ∗D3 est re´union de fibres et de k sections disjointes.
Tirant en arrie`re (pi,R) par T ◦u ◦ v ◦w, on de´finit (p˜i, R˜) avec un lieu polaire
non apparent tre`s particulier : k sections disjointes et un nombre fini de fibres
(Fj)j∈J de C × P1 → C.
De plus, R˜ est a` poˆles re´guliers, puisque cette proprie´te´ est invariante par
e´clatements, et sa monodromie est non virtuellement abe´lienne comme celle
de R. Ainsi, par la proposition 1.10.16, R˜ est pull-back d’un feuilletage de
Riccati au dessus d’une courbe. Comme p˜i est trivial, l’application de pull-
back est de la forme (z, x) 7→ (A(x) ·z, f(x)) avec A et f rationnelles. On peut
donc en de´duire une application du meˆme type pour (u ◦ v ◦ w)∗(pi,R). On
peut alors appliquer la proposition 1.10.8 a` (u ◦ v ◦w)∗(pi,R) pour en de´duire
que (v ◦w)∗R est pull-back d’un feuilletage de Riccati au dessus d’une courbe,
ce qui permet de conclure.
CHAPITRE 2
E´QUATION DE PAINLEVE´ VI
Soit R un feuilletage de Riccati a` poˆles logarithmiques sur P → P2. Soit
D son lieu polaire, et A ∈ P2. On va de´crire un proce´de´ qui montre que R se
de´duit d’une de´formation isomonodromique a` un parame`tre.
– E´tape 1 : on fixe une transformation birationnelle T : P1 × P1 99K P2.
– E´tape 2 : on tire en arrie`re le fibre´ et le feuilletage au dessus de P1 × P1.
– E´tape 3 : le support de D′ = T ∗D est la re´union d’une multisection
y = σ(x) du fibre´ p : P1×P1 → P1 donne´ par la projection sur le premier
facteur (x, y) → x, et de fibres de p. En tirant en arrie`re le feuilletage
de Riccati et son fibre´ par un reveˆtement ramifie´ galoisien bien choisi
(y, x) = (y, r(x˜)), on obtient un P1-fibre´ P˜ et un feuilletage de Riccati R˜
au dessus de C × P1, dont le lieu lieu polaire est la re´union de fibres de
(x˜, y) 7→ x˜ et de sections y = σi(x˜).
D’apre`s un re´sultat de semi-continuite´ de la the`se de Viktoria Heu [Heu09],
il existe k ∈ N tel qu’il existe un ouvert de Zariski non vide U sur C tel que pour
x˜0 ∈ U , P˜|x˜=x˜0 = Fk, est la k-ie`me surface de Hirzebruch et la section ne´gative
correspondante est la restriction de la meˆme section globale holomorphe f de
E˜|U .
Ainsi, par transformations e´le´mentaires, comme dans la preuve de Lins Neto
[LN87, Theorem 3], on obtient un couple (Pˆ , Rˆ) birationnellement e´quivalent
a` (P˜ , R˜), tel que Pˆ|x˜=x˜0 est trivial pour x˜0 ∈ C ge´ne´rique. Alors par Fischer-
Grauert [FG65], le fibre´ est trivialisable au voisinage de toute fibre ge´ne´rique
Fx˜0 = {x˜ = x˜0}.
Dans le cas ou` il n’y a que quatre sections de poˆles (σi)i=1...4, fixons Σ
une section de singularite´ du feuilletage au dessus de σ4. Pour x˜ ge´ne´rique, la
position au dessus de Fx˜ du lieu de tangence entre Rx et la section constante
sur Fx˜ (notion bien de´finie puisque le fibre´ est trivial) qui passe par Σ ∩
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P|Fx˜ du feuilletage est donne´e par une fonction me´romorphe q(x˜). Soit t(x˜) =
[σ1(x˜), σ2(x˜), σ3(x˜), σ4(x˜)] le birapport des quatre sections de poˆles. Comme le
fibre´ est trivialisable au voisinage de toute Fx˜ ge´ne´rique, le couple (q(x˜), t(x˜))
est une solution de l’e´quation de Painleve´ VI, ce par la the´orie locale des
de´formations isomonodromiques (voir ci-dessous). Les solutions ainsi de´finies
localement se recollent en une solution de´finie sur C et fournissent ainsi une
solution alge´brique de l’e´quation de Painleve´ VI.
L’e´quation de Painleve´ VI de parame`tres (θ0, θ1, θt, θ∞) est l’e´quation diffe´rentielle
non line´aire du second ordre suivante, on la note (PVI)θ.
d2q
d2t
=
1
2
(
1
q
+
1
q − 1 +
1
q − t
)(
dq
dt
)2
−
(
1
x
+
1
x− 1 +
1
x− t
)
dq
dt
+
q(q − 1)(q − t)
2t2(t− 1)2
(
(θ∞ − 1)2 − θ20 t
q2
+ θ21
t− 1
(q − 1)2 + (1− θ
2
t )
t(t− 1)
(q − t)2
)
Depuis Fuchs, les solutions de l’e´quation de Painleve´ VI sont connues pour
gouverner les de´formations isomonodromiques d’e´quations line´aires scalaires
d’ordre 2 a` singularite´s re´gulie`res en quatre poˆles mobiles : x = 0, 1, t,∞ : il y a
une bijection entre les telles de´formations (modulo transformation holomorphe
de l’inconnue) et les solutions de l’e´quation de Painleve´ VI (PVI).
Cela se transpose dans le langage des de´formations d’e´quations de Riccati
a` quatre poˆles. On pre´cise ce que cela signifie dans ce contexte.
Soit t0 6∈ {0, 1,∞}. Si R est un feuilletage de Riccati sur
pi : P1 × P1 × (C, t0) −→ P1 × (C, t0)
(z, x, t) 7−→ (x, t)
a` quatre poˆles logarithmiques x = 0, 1, t,∞, d’indices respectifs θ0, θ1, θt, θ∞,
alors il lui correspond une solution de (PVI)θ de´finie sur (C, t0). Re´ciproquement
a` chaque solution de (PVI)θ de´finie sur (C, t0) correspond un feuilletage de Ric-
cati sur pi a` quatre poˆles logarithmiques x = 0, 1, t,∞ d’indices donne´s par (θ),
unique modulo transformation de jauge holomorphe.
Ceci se de´crit par des formules rationnelles.
2.1. Formules donnant la de´formation issue d’une solution
Si q(t), t ∈ U ⊂ C est une solution de (PVI)θ, on de´finit
p =
1
2
(
t(t− 1)
q(q − 1)(q − t)
dq
dt
+
θ0
q
+
θ1
q − 1 +
θt − 1
q − t
)
SoitR le feuilletage de Riccati correspondant sur le P1-fibre´ trivial au dessus de
P1×U , l’indice de x = i est θi. On peut associer a` chaque section de singularite´
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un exposant +θ ou −θ en choisissant la valeur de l’indice de Camacho-Sad du
feuilletage par rapport a` la section invariante passant par cette singularite´.
Soient s0 la section de singularite´ associe´e a` +θ0 au dessus de x = 0, s1 la
section de singularite´ associe´e a` +θ1 au dessus de x = 1 et s∞ la section de
singularite´ associe´e a` +θ∞ au dessus de x =∞.
Si, pour tout t ∈ U , s0(t) 6= s1(t) 6= s∞(t), alors on peut normaliser R en
envoyant si sur z˜ = i par une transformation de jauge holomorphe z˜ = A(t).z.
Alors Rt est donne´ par une e´quation de la forme dz˜ = R(z˜, x)dx = (P0(z˜)x +
P1(z˜)
x−1 +
Pt(z˜)
x−t )dx, avec Pi(z˜) ∈ C2[z˜] et ∆(Pi) = θ2i , ou` ∆(a+bz+cz2) = b2−4ac.
Si on pose P∞ = −P0−P1−Pt et Pi = ai+biz+ciz2, alors la normalisation que
nous venons de faire impose c∞ = a0 = 0 et P1(1) = 0. Sous ces contraintes,
R est caracte´rise´ par :
– R(z˜, q) est de degre´ 1 (les seuls points de tangence entre le feuilletage et
z =∞ sont x = q et x =∞),
– le coefficient dominant de R(z˜, q) est −2p+ θ0q + θ1q−1 + θtq−t .
Le feuilletage R est alors donne´ par dz˜ = α+ βz˜ + γz˜2 ou`
α =
(
− (−ρ− θ0 − θ1 + qp+ 1− p) (−θ0 + 1− θ1 − p− θt + qp− ρ) t
2
(−x+ t) (−1 + ρ+ θ0 + θ1 + θt − qp+ pt) (−1 + t)
+
(−θ0 + 1− θ1 − p− θt + qp− ρ)
(
q2p− qp− ρ q + q − qθ0 − qθt + θt − qθ1
)
t
(−x+ t) (−1 + ρ+ θ0 + θ1 + θt − qp+ pt) (−1 + t) +
(−p− θ1 + qp) t+ qθ0 − q2p+ qp− θt + ρ q + qθ1 + 1− ρ− q + qθt − θ0
(x− 1) (−1 + t)
)
dx
+
(
(−ρ− θ0 − θ1 + qp+ 1− p) (−θ0 + 1− θ1 − p− θt + qp− ρ)x2
(x− 1) (xp− 1 + ρ+ θ0 + θ1 + θt − qp) (−x+ t)
− (−θ0 + 1− θ1 − p− θt + qp− ρ)
(
q2p− qp− ρ q + q − qθ0 − qθt + θt − qθ1
)
x
(x− 1) (xp− 1 + ρ+ θ0 + θ1 + θt − qp) (−x+ t)
+
(−1 + θ0 + ρ+ θ1 ) (−θ0 + 1− θ1 − p− θt + qp− ρ) px
(xp− 1 + ρ+ θ0 + θ1 + θt − qp) (−1 + ρ+ θ0 + θ1 + θt − qp+ pt) −
(q − 1) (−θ0 + 1− θ1 − p− θt + qp− ρ)x
(x− 1) (−1 + t)
)
dt;
β =
(
θ0
x
+
(2 p+ 2 ρ− 2 qp− 2 + 2 θ0 + 2 θ1 + θt) t+ 2 q + θt − 2 qp− 2 ρ q + 2 q2p− 2 qθ1 − 2 qθt − 2 qθ0
(−1 + t) (−x+ t)
+
(2 p− 2 qp+ θ1 ) t− 2 qθ0 + 2 ρ+ θ1 − 2 + 2 θ0 + 2 q2p− 2 qθ1 − 2 qp− 2 ρ q + 2 q + 2 θt − 2 qθt
(x− 1) (−1 + t)
)
dx
+
(
−q (1− ρ− θ0 − θ1 − θt + qp)
t
+
p (θ1 + ρ+ θ0 − 1)
−1 + ρ+ θ0 + θ1 + θt − qp+ pt
+
(−2 p− 2 ρ+ 2 qp+ 2− 2 θ0 − 2 θ1 − θt)x+ 2 qp+ 2 ρ q − 2 q2p+ 2 qθ1 + 2 qθt + 2 qθ0 − 2 q − θt
(x− 1) (−x+ t)
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+
(q − 1) (−θ0 + 1− θ1 − p− θt + qp− ρ)x+ (q − 1) (−θ0 + 1− θ1 − p− θt + qp− ρ)
(x− 1) (−1 + t)
)
dt;
γ =
(−1 + ρ+ θ0 + θ1 + θt − qp+ pt) (x− q) dx
(x− t)x (x− 1) −
(−q + t) (−1 + ρ+ θ0 + θ1 + θt − qp+ pt) dt
(x− t) t (−1 + t) ;
ρ = 1− 12(θ0 + θ1 + θt + θ∞).
Remarque 2.1.1. — Pour e´viter les proble`mes de coquilles pour les e´ventuels
utilisateurs de ces formules, on donnera ces dernie`res dans une feuille de calcul
Maple sur la page web de l’auteur.
Remarque 2.1.2. — Soit t : C → P1 un reveˆtement, ramifie´ au plus au
dessus de {0, 1,∞}. Si q : C → P1 est une fonction holomorphe on peut
naturellement de´finir dq/dt et d2q/d2t . Si s 7→ (q(s), t(s)), C → P1 × P1 est
une solution de l’e´quation de Painleve´ VI en ce sens, alors on en tire une
de´formation isomonodromique parame´tre´e par C, i.e. un feuilletage de Riccati
R sur P1×P1×C → P1×C, (z, x, s) 7→ (x, s). En effet, meˆme si t(s0) = 0, 1 ou
∞, les formules ci-dessus permettent de prolonger R a` P1 × P1 × C → P1 × C,
mais e´ventuellement avec un poˆle s = s0 multiple. Dans cette situation, si C
est compacte, le couple (q, t) est appele´ une solution alge´brique de (PVI).
2.2. Solutions alge´briques
Les solutions alge´briques de l’e´quation de Painleve´ VI de´crivent des de´formations
isomonodromiques alge´briques de feuilletages de Riccati Rs a` 4 poˆles simples
{0, 1, t(s),∞} sur le fibre´ trivial. Chaque solution donne donc un feuilletage
de Riccati R sur P1z × Cs × P1x → Cs × P1x avec des poˆles logarithmiques en
x = 0, 1, t(s),∞, e´ventuellement des poˆles verticaux s = s1, . . . , sm et aucun
autre poˆle. La de´formation est Rs0 = R|s=s0 .Fixons un point base et quatre
lacets simples α0, α1, αt, α∞ tournant dans le sens direct respectivement au-
tour de 0, 1, t(s),∞ dans P1 \ {0, 1, t(s),∞} et satisfaisant α∞αtα1α0 = 1, par
exemple comme dans la figure 1. Soit s0 un point ge´ne´rique de C. Soit ρ la
Figure 1. Lacets
α
∞α1
α
t
α
0
t10 ∞
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repre´sentation de monodromie de Rs0 et Mi = ρ(αi). Soient ti = trace(Mi)
et tij = trace(MiMj). Par Riemann-Hilbert, on caracte´rise Rs0 biholomorphi-
quement par sa monodromie et ses exposants θ0, θ1, θt, θ∞. On a 2cos(piθi) =
ti. Si la monodromie de Rs0 est irre´ductible, elle est de´termine´e, a` conju-
gaison pre`s, par ((ti), (tij)) et Rs0 est donc caracte´rise´ par la donne´e de
(θ0, θ1, θt, θ∞, σ01, σ1t, σ0t), ou` θi est de´termine´ au signe pre`s, tandis que σij est
de´termine´ par 2cos(piσij) = tij modulo changements de signes et translations
entie`res (la trace n’est de´finie qu’au signe pre`s).
En relevant les e´le´ments de pi1(P1t \ {0, 1,∞}, t0) ' F2 par s 7→ t(s), on
de´finit des tresses qui donnent un morphisme surjectif F2 → MCG(S24)pure.
Le groupe MCG(S24)pure agit naturellement sur pi1(S24) et donc, par pull-back
sur les repre´sentations de ce groupe. L’action induite sur les donne´es de mo-
nodromie ((ti), (tij)) est polynomiale a` coefficients dans Z, cf [Boa06, p 193].
Si la solution de (PVI) est alge´brique, il n’y a qu’un nombre fini de s tels que
t(s) = t0 et l’orbite F2.((ti), (tij)) est finie, en fait son cardinal est e´gal au
degre´ de t si t : C → P1 est le plus petit reveˆtement de P1 sur lequel q est une
fonction uniforme.
Connaˆıtre les F2.((ti), (tij)) finis ou` ((ti), (tij)) de´finit une repre´sentation
irre´ductible de F3 avec 2cos(piθi) = ti aide donc a` comprendre les solutions
alge´briques de l’e´quation de (PVI)θ qui donnent des de´formations a` monodro-
mies irre´ductibles. Les solutions alge´briques de l’e´quations de Painleve´ VI ont
toutes e´te´ identifie´es.
On va de´crire les grandes lignes de ce travail pour les solutions alge´briques
qui de´crivent des de´formations de feuilletages de Riccati a` monodromie irre´ductibles,
qu’on appelle solutions irre´ductibles dans la suite.
Premie`rement, un ensemble de solutions alge´briques Σ a e´te´ de´couvert par
Boalch, Dubrovin, Mazzocco, Hitchin, Kitaev et Vidunas. Ensuite, l’article
[LT08] de Lisovyy-Tykhyy a montre´ que toute solution alge´brique irre´ductible
de Painleve´ VI peut se de´duire d’une des solutions de Σ au sens que nous
pre´cisons ci-dessous.
Kazuo Okamoto a de´fini un groupe qui agit sur les solutions de (PVI),
appele´ aujourd’hui le groupe d’Okamoto.
Ce groupe est l’image d’un groupe de Weil affine Wa(F4) (cf [Boa06, sec-
tion 3]) : chaque e´le´ment est caracte´rise´ par son action sur les parame`tres
(θ0, θ1, θt, θ∞) des solutions. De´crivons brie`vement l’action du groupe d’Oka-
moto sur les de´formations isomonodromiques (Rs) associe´es aux solutions de
(PVI).
46 CHAPITRE 2. E´QUATION DE PAINLEVE´ VI
1. Les transformations qui n’agissent que par changement de signes des
parame`tres de la solution de (PVI) agissent trivialement sur (Rs).
2. Certaines agissent par des transformations de jauge me´romorphes de P1×
P1 × C → P1 × C qui sont holomorphes en dehors des poˆles 0, 1, t,∞.
3. Certaines agissent par permutations des poˆles :
< [0, 1, t,∞] 7→ [0, 1, 1− t,∞], [0, 1, t,∞] 7→ [0, 1, 1/t,∞] >.
4. La syme´trie spe´ciale sδ d’Okamoto a une action non triviale qui ne s’in-
terpre`te pas ge´ome´triquement dans ce contexte.
Soit H le groupe engendre´ par les transformations des types 1−3 et G le groupe
d’Okamoto, engendre´ par les transformations 1−4. Le groupe H agit par trans-
formations birationnelles, ce qui ne change pas les proprie´te´s ge´ome´triques de
(Rs) et des feuilletages induits par le choix de sections de P1×P1×C → P1×C.
Par contre, la transformation sδ perturbe ces proprie´te´s : le groupe de mono-
dromie de (Rs) est en ge´ne´ral modifie´ par sδ et la proprie´te´ de pull-back n’est
pas respecte´e.
On de´duit aise´ment de [Boa06, section 3] que H est d’indice 3 dans G.
Le travail de Lysovii-Tykhyy est le suivant :
Ils remarquent que l’action de MCG(S24)pure sur ((ti), (tij)) fixe
ωX = t0t∞ + t1tt,
ωY = t1t∞ + ttt0,
ωZ = ttt∞ + t0t1
et ω4 = t
2
0 + t
2
1 + t
2
t + t
2∞ + t0t1ttt∞.
Ainsi l’action deMCG(S24)pure sur (ti), (tij)) induit une action sur les triplets
(t01, t0t, t1t) de la cubique
t01t0tt1t + t
2
01 + t
2
0t + t
2
1t − ωXt1t − ωY t0t − ωZt01 + ω4 = 4.
Chaque orbite finie pour l’action initiale donne une orbite finie sur une
cubique.
A` la machine, ils ont calcule´ les ω = (ωX , ωY , ωZ , ω4) donnant les cubiques
qui portent des orbites finies.
Les parame`tres (θi) qui correspondent a` un tel ω sont dans la meˆme orbite
sous le groupe d’Okamoto. Ainsi deux solutions irre´ductibles de (PVI) qui
donnent la meˆme orbite sur une cubique sont dans la meˆme orbite sous le
groupe d’Okamoto G. Pour une discussion e´claire´e de ces proprie´te´s et des
re´fe´rences, on recommande [CL09].
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L’e´tape finale du raisonnement de [LT08] consiste alors a` remarquer que
chaque orbite irre´ductible finie sur une cubique est re´alise´e par une solution
de l’ensemble Σ. Ainsi, toutes les solutions alge´briques sont des conjugue´es
d’Okamoto des solutions connues.
De cette fac¸on, si l’on omet les solutions de Picard qui sont d’un type bien
particulier, les e´le´ments de Σ sont repre´sente´s par 49 solutions donne´es dans
[LT08]. Quatre solutions a` parame`tres (le meˆme couple (q, s) correspond a`
une infinite´ continue de (θi)) nume´rote´es par I − IV et 45 solutions isole´es
nume´rote´es par 1− 45.
Chaque e´le´ment de ces 49 donne au plus trois orbites diffe´rentes sous H.
Deux 7-uplets identifie´s par H le sont par la relation Rel : ”Donner la meˆme
monodromie projective modulo MCG(S24)”.
La relation Rel est la relation naturelle pour les questions que l’on se pose
sur les feuilletages.
On souhaite donner un syste`me de repre´sentants sous Rel pour la re´union
des 1−45 orbites sous G. Chacune des solutions 1−45 conduit a` au plus trois
classes d’e´quivalences de 7-uplets repre´sente´es par q, sδq et sxsδsx.
On obtient (45×3) 7-uplets et on doit voir lesquels sont e´quivalents sous Rel.
Pour avoir les 7-uplets complets, et non seulement les quadruplets comme dans
la liste de Tykhyy-Lysovii, on a consulte´ leur biblographie (Boalch, Dubrovin-
Mazocco et Kitaev, Kitaev-Vidunas).
En calculant avec Maple, on remarque que les classes sous Rel co¨ıncident
avec les classes d’une relation a priori plus faible : on utilise une forme normale
sur le quadruplet des θi ; on fait des translations entie`res et des changements
de signes sur chacun d’eux pour les ramener dans l’intervalle [0, 1/2] : pour
chaque i on remplace θi par αi = θi−bθic, puis on pose βi = 1−αi si αi > 1/2
et βi = αi sinon. Cette ope´ration sur θi correspondent a` faire agir un e´le´ment
f de la forme θ 7→ uθ + m avec u ∈ {+1,−1} et m ∈ Z, de fac¸on a` obtenir
f(θ) ∈ [0, 1/2] Si θi 6∈ 1/2 + Z, cet e´le´ment est unique et la parite´ de m est
bien de´finie, on la repre´sente par pi ∈ 0, 1.
Soit L la liste des (βi) range´s dans l’ordre croissant. La forme normale de
(θi) est alors de´finie comme{
(L,
∑
j pj mod 2) si aucun βi n’est 1/2,
L sinon.
On voit que deux 7-uplets e´quivalents sous Rel ont meˆme forme normale. On
constate que deux 7-uplets parmi nos (45 × 3) 7-uplets sont e´quivalents sous
Rel si ils ont la meˆme forme normale : les rares cas ou` plusieurs des 45 × 3
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solutions donnent la meˆme forme normale sont tranche´es par imple´mentation
de l’action de MCG(S24).
Cela facilite la manipulation algorithmique de la relation Rel. Dans le ta-
bleau suivant, on donne les 45 7-uplets correspondants aux 45 solutions de la
liste de Tykhyy-Lysovii et leurs images sous sδ et sxsδsx
(1). Plus pre´cise´ment,
on en donne des repre´sentants modulo changements de signes et translations
par des e´le´ments de (2Z)7, ce qui ne change pas les traces correspondantes.
Les solutions qui sont identifie´es sous Rel le sont par couples et sont dans
la meˆme ligne. Chacun de ces couples contient un e´le´ment de la colonne 2. On
remplace cet e´le´ment par une fle`che pointant vers la case de l’autre membre
du couple, un tel e´le´ment sera dit raye´ dans la suite.
1. Les transformations sδ et sx sont de´crites dans [LT08].
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n˚ (σ12, σ23, σ13) [θ] [sδθ] [sxsδsxθ]
1 (2/3, 1/3, 1/2) (2/5, 1/3, 1/5, 2/3) (2/5, 7/15, 3/5, 2/15) (4/5, 1/15, 1/5, 4/15)
2 (1/3, 1/2, 1/3) (1/5, 1/5, 2/5, 2/5) ←− (3/5, 1/5, 0, 0)
3 (1/3, 1/2, 1/3) (1/2, 1/3, 1/3, 1/2) ←− (5/6, 0, 0, 1/6)
4 (1/2, 1/2, 1/3) (1/2, 1/2, 1/4, 2/3) (11/24, 11/24, 17/24, 7/24) (23/24, 1/24, 5/24, 5/24)
5 (1/2, 3/4, 1/3) (1/3, 3/4, 1/3, 3/4) ←− (11/12, 0, 5/12, 0)
6 (4/5, 1/3, 1/3) (2/5, 2/5, 1/5, 2/3) (13/30, 13/30, 19/30, 1/6) (5/6, 1/30, 7/30, 7/30)
7 (2/5, 1/3, 1/3) (1/5, 1/5, 2/5, 1/3) (11/30, 11/30, 1/6, 7/30) (17/30, 1/6, 1/30, 1/30)
8 (1/2, 1/2, 1/3) (2/7, 2/7, 2/7, 4/7) (3/7, 3/7, 3/7, 1/7) (5/7, 1/7, 1/7, 1/7)
9 (2/3, 2/3, 1) (1/2, 1/4, 1/2, 3/4) ←− (1, 1/4, 0, 1/4)
10 (1/2, 2/3, 3/4) (1/3, 1/4, 1/2, 2/3) (13/24, 5/8, 3/8, 5/24) (7/8, 7/24, 1/24, 1/8)
11 (2/3, 1/3, 1/2) (1/2, 2/5, 1/5, 4/5) (9/20, 11/20, 3/4, 3/20) (19/20, 1/20, 1/4, 7/20)
12 (3/5, 2/3, 1/2) (2/5, 2/5, 1/2, 4/5) (13/20, 13/20, 11/20, 1/4) (19/20, 1/4, 3/20, 3/20)
13 (4/5, 3/5, 3/5) (2/5, 2/5, 2/5, 2/3) (8/15, 8/15, 8/15, 4/15) (14/15, 2/15, 2/15, 2/15)
14 (1/5, 2/5, 1/5) (1/5, 1/5, 1/5, 1/3) (4/15, 4/15, 4/15, 2/15) (7/15, 1/15, 1/15, 1/15)
15 (1/2, 1/2, 2/3) (1/2, 1/2, 1/5, 3/5) (2/5, 2/5, 7/10, 3/10) (9/10, 1/10, 1/5, 1/5)
16 (1/3, 0, 3/5) (0, 0, 0, 4/5) −→ (2/5, 2/5, 2/5, 2/5)
17 (1/3, 0, 1/5) (0, 0, 0, 2/5) −→ (1/5, 1/5, 1/5, 1/5)
18 (2/3, 3/5, 3/5) (1/3, 1/3, 1/3, 4/5) (17/30, 17/30, 17/30, 1/10) (9/10, 7/30, 7/30, 7/30)
19 (2/3, 1/5, 1/5) (1/3, 1/3, 1/3, 2/5) (11/30, 11/30, 11/30, 3/10) (7/10, 1/30, 1/30, 1/30)
20 (1/2, 1/4, 2/3) (1/2, 1/2, 1/2, 2/3) (7/12, 7/12, 7/12, 5/12) (11/12, 1/12, 1/12, 1/12)
21 (1/2, 1/2, 1/4) (1/3, 1/2, 1/2, 2/3) ←− (1, 1/6, 1/6, 0)
22 (2/5, 2/5, 1/2) (1/3, 1/5, 1/3, 2/5) (3/10, 13/30, 3/10, 7/30) (19/30, 1/10, 1/30, 1/10)
23 (1/3, 2/5, 1/3) (1/5, 1/3, 1/5, 1/2) (5/12, 17/60, 5/12, 7/60) (37/60, 1/12, 13/60, 1/12)
24 (1/5, 1/5, 4/5) (2/5, 1/3, 2/5, 1/2) (5/12, 29/60, 5/12, 19/60) (49/60, 1/12, 1/60, 1/12)
25 (4/5, 2/3, 2/3) (2/5, 1/2, 1/3, 4/5) (37/60, 31/60, 41/60, 13/60) (59/60, 7/60, 17/60, 11/60)
26 (1/3, 1/3, 1/2) (1/3, 1/3, 1/3, 3/5) (7/15, 7/15, 7/15, 1/5) (4/5, 2/15, 2/15, 2/15)
27 (1/5, 1/3, 1/2) (1/3, 1/3, 1/3, 1/5) (4/15, 4/15, 4/15, 2/5) (3/5, 1/15, 1/15, 1/15)
28 (2/3, 1/5, 1/3) (3/5, 2/3, 3/5, 2/3) ←− (11/15, 0, 1/15, 0)
29 (2/3, 3/5, 0) (1/3, 4/5, 1/3, 4/5) ←− (13/15, 0, 7/15, 0)
30 (1/2, 2/3, 1/3) (1/2, 1/2, 1/2, 3/4) (5/8, 5/8, 5/8, 3/8) (7/8, 1/8, 1/8, 1/8)
31 (1/3, 1/3, 1/5) (0, 0, 0, 2/3) −→ (1/3, 1/3, 1/3, 1/3)
32 (1/3, 1/3, 5/7) (4/7, 4/7, 4/7, 1/3) (19/42, 19/42, 19/42, 29/42) (41/42, 5/42, 5/42, 5/42)
33 (1/3, 1/3, 3/7) (6/7, 6/7, 6/7, 1/3) (25/42, 25/42, 25/42, 37/42) (23/42, 11/42, 11/42, 11/42)
34 (1/3, 1/3, 1/7) (2/7, 2/7, 2/7, 1/3) (13/42, 13/42, 13/42, 11/42) (25/42, 1/42, 1/42, 1/42)
35 (1/5, 4/5, 0) (1/2, 2/5, 1/2, 2/5) ←− (9/10, 0, 1/10, 0)
36 (1/3, 2/3, 0) (1/2, 1/5, 1/2, 1/5) ←− (7/10, 0, 3/10, 0)
37 (2/3, 1/2, 1/3) (1/3, 1/2, 1/3, 2/5) (9/20, 17/60, 9/20, 23/60) (47/60, 1/20, 7/60, 1/20)
38 (2/3, 4/5, 3/5) (1/3, 1/2, 1/3, 4/5) (13/20, 29/60, 13/20, 11/60) (59/60, 3/20, 19/60, 3/20)
39 (1/2, 1/3, 3/5) (1/3, 1/3, 1/3, 1/2) (5/12, 5/12, 5/12, 1/4) (3/4, 1/12, 1/12, 1/12)
40 (1/2, 1/2, 3/5) (1/2, 1/2, 1/3, 1/5) (4/15, 4/15, 13/30, 17/30) (23/30, 7/30, 1/15, 1/15)
41 (1/2, 4/5, 1/2) (1/2, 1/2, 1/3, 2/5) (11/30, 11/30, 8/15, 7/15) (13/15, 2/15, 1/30, 1/30)
42 (2/3, 3/5, 3/5) (1/3, 1/2, 1/3, 1/2) ←− (5/6, 0, 1/6, 0)
43 (1/2, 2/5, 1/3) (1/2, 1/2, 1/2, 1/5) (7/20, 7/20, 7/20, 13/20) (17/20, 3/20, 3/20, 3/20)
44 (1/2, 2/3, 1/5) (1/2, 1/2, 1/2, 2/5) (9/20, 9/20, 9/20, 11/20) (19/20, 1/20, 1/20, 1/20)
45 (1/2, 1/5, 2/5) (1/2, 1/2, 1/2, 2/3) (7/12, 7/12, 7/12, 5/12) (11/12, 1/12, 1/12, 1/12)
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Le 7-uplets (θ, σ) de la ligne i sera note´ [i, 1]. Le 7-uplets (sδθ, σ) de la ligne
i sera note´ [i, 2]. Le 7-uplets (sxsδsxθ, σ) de la ligne i sera note´ [i, 3].
2.3. Matrices de monodromie
On donne ici des matrices qui donnent la monodromie du membre ge´ne´rique
d’une de´formation isomonodromique donne´e par une solution irre´ductible (non
ne´cessairement alge´brique) de l’e´quation de Painleve´ VI.
Si R est un feuilletage de Riccati a` quatre poˆles logarithmiques, alors la mo-
nodromie ρ de R est donne´e par l’image de lacets simples ferme´s α0, α1, αt, α∞
qui font le tour de 0, 1, t,∞ dans le sens direct, donc donne un syste`me de
ge´ne´rateurs de pi1(P1 \ 0, 1, t,∞). On suppose de plus α∞αtα1α0 = 1, comme
dans la figure 1 Soit ρ(αi) = Mi. Posons ti = trace(Mi) et tij = trace(MiMj).
On remarque tij = tji. Si ρ est irre´ductible, elle est de´termine´e (modulo conju-
gaison) par les 7 traces (ti)i=0,1,t,∞ et t01, t1t, t0t. On donne des matrices cor-
respondant a` ρ pour des traces ge´ne´riques.
M0 =
[
0 −1
1 t0
]
, M1 =
[
1
2 t1 +
1
2 R 0
−t01 + 12 t0 t1 − 12 t0 R 12 t1 − 12 R
]
,
Mt =
[
a b
c d
]
ou`
a = 1
2
2 t0
2tt+(t1 t∞−2 tt t1 t01−2 t0t−t∞ R)t0−4 tt+t0t t01 t1+t0t t01 R+2 t1t R+2 tt t01 2+t1 2tt−t1 tt R−2 t∞ t01
P
;
b =
(−tt R−tt t1+2 t1t )t01 2+(2 t∞ R+4 t0t+t1 2tt t0−2 t1t t0 t1−Rt1 t0t−t1 2t0t+tt t1 t0 R)t01+t0 (−tt t0 R−tt t0 t1+2 t0 t1t−t∞ Rt1−4 t∞+2 t0t R+t1 2t∞)
PQ
;
c =
−t∞ (−Rt1+t1 2−2)t0 3+(−tt t1−2 t0t t01−2Rt∞ t01+t1t t1 2+2 t∞ t01 t1+t0t t01 t1 2+tt R−t0t t01 Rt1−2 t1t−t1t t1 R)t0 2
PQ
+
(4 t1 t0t−2 t∞ t01 2+4 tt t01−2 t0t t01 2t1+t1 2t0t R−4 t∞−t1 3t0t+t1 2t∞+2 t1t Rt01−2 t0t R+2 t0t t01 2R−t∞ Rt1−2 t1t t01 t1 )t0
PQ
+
t01 (2 t01 2t0t−tt t01 R−tt t1 t01+2 t1t t01−4 t0t+t1 2t0t+2 t∞ R−Rt1 t0t)
PQ
;
d = 1
2
t1
2tt+(−t0t t01+tt R−t∞ t0 )t1−4 tt+2 t∞ t01−t0t t01 R−2 t1t R+t∞ t0 R+2 t0 t0t
P
;
R2 = t21 − 4 ;
P = −4 + t01 2 − t01 t0 t1 + t1 2 + t0 2 et
Q = −2 t01 + t0 t1 − t0 R.
Remarque 2.3.1. — On note que ces matrices sont a` coefficients dansQ((ti), (tij), R).
On mettra ces formules sur la page web de l’auteur.
2.4. Action de Galois sur les solutions alge´briques de Painleve´ VI
Les 7-uplets manipule´s correspondent a` des 7-uplets de traces d’e´le´ments du
groupe de monodromie (de´finies au signe pre`s puisque l’on regarde la mono-
dromie projective) ; chacun de ces derniers est de´fini sur un corps de nombres
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K = Q((cos(piθi), (cos(piσij))) = Q(Re(ξi)i=1..7), ou` les ξi sont des racines de
l’unite´, puisque dans la liste ci-dessus les θi et les σij sont rationnels.
Comme l’action du mapping class group de la sphe`re e´pointe´e quatre fois
sur les 7-uplets de traces est donne´e par des polynoˆmes a` coefficients entiers, il
est clair que, pour tout n ∈ N∗, tout e´le´ment de Gal(Q¯,Q) re´alise une bijection
de l’ensemble des orbites de taille n pour cette action.
Ainsi, on a une action de Gal(Q¯,Q) sur l’ensemble des solutions alge´briques
de degre´ n de l’e´quation de Painleve´ V I.
Le corps K est inclus dans une extension galoisienne abe´lienne de Q : L =
Q(ξ) pour ξ une racine de l’unite´ d’ordre d, le plus petit commun multiple des
ordres des ξi. Par application du the´ore`me fondamental de la the´orie de Galois,
on obtient que L est une extension galoisienne deQ de groupeGal(K,Q) donne´
par les restrictions des e´le´ments de Gal(L,Q) a` K, i.e. par les restrictions des
L→ L, ξ 7→ ξj ou` j est premier a` d. L’image de cos(piθ) par un tel e´le´ment est
cos(jpiθ), l’action de Gal(Q¯,Q) s’imple´mente donc aise´ment sur les 7-uplets
(θ0, θ1, θt, θ∞, σ01, σ1t, σ0t).
On donne ci-dessous pour chaque degre´, les [i, j] dont les classes sous Rel
sont identifie´es par Gal(Q¯,Q).
degre´ orbites
5 {[1, 1]} , {[1, 3], [1, 2]} , {[2, 3]} , {[2, 1]}
6
{[3, 1]} , {[4, 2], [4, 3]} , {[7, 1], [6, 1]} , {[3, 3]} , {[4, 1]} ,
{[5, 1]} , {[7, 3], [6, 2], [7, 2], [6, 3]} , {[5, 3]}
7 {[8, 1], [8, 2], [8, 3]}
8
{[11, 2], [12, 2], [11, 3], [12, 3]} , {[10, 3], [10, 2]} , {[10, 1]} , {[9, 3]} ,
{[11, 1], [12, 1]} , {[9, 1]}
9 {[13, 2], [14, 2], [13, 3], [14, 3]} , {[13, 1], [14, 1]}
10
{[16, 3], [17, 3]} , {[15, 2], [15, 3]} , {[16, 1], [17, 1]} ,
{[15, 1]} , {[18, 2], [19, 2], [18, 3], [19, 3]} , {[18, 1], [19, 1]}
12
{[20, 2], [20, 3]} , {[22, 1]} , {[21, 3]} , {[20, 1]} , {[25, 1]} ,
{[22, 2], [22, 3]} , {[23, 1], [24, 1]} , {[21, 1]} , {[23, 2], [24, 2], [23, 3], [24, 3]} , {[25, 2], [25, 3]}
15 {[26, 1], [27, 1]} , {[26, 2], [27, 2], [26, 3], [27, 3]} , {[28, 1], [29, 1]} , {[28, 3], [29, 3]}
16 {[30, 2], [30, 3]} , {[30, 1]}
18 {[32, 2], [33, 2], [34, 2], [32, 3], [33, 3], [34, 3]} , {[31, 3]} , {[32, 1], [33, 1], [34, 1]} , {[31, 1]}
20 {[37, 1], [38, 1]} , {[35, 1], [36, 1]} , {[35, 3], [36, 3]} , {[38, 2], [37, 3], [38, 3], [37, 2]}
24 {[39, 2], [39, 3]} , {[39, 1]}
30 {[40, 2], [41, 2], [40, 3], [41, 3]} , {[40, 1], [41, 1]}
36 {[42, 3]} , {[42, 1]}
40 {[43, 2], [44, 2], [43, 3], [44, 3]} , {[43, 1], [44, 1]}
72 {[45, 2], [45, 3]} , {[45, 1]}
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Notons que ce calcul simplifie les questions de factorisation de monodromie,
comme le montre le lemme 2.4.2.
De´finition 2.4.1. — Soit ρ : Γ → SL2(C) une repre´sentation irre´ductible
d’un groupe finiment engendre´. On suppose trace(ρ(G)) ⊂ K, avec K une ex-
tension finie galoisienne de Q. La classe de conjugaison [ρ] de ρ est de´termine´e
par L[ρ] = (trace(ρ(g)))g∈Γ. Si σ ∈ Gal(K,Q), on de´finit une classe de conju-
gaison σ[ρ] de repre´sentations irre´ductibles de Γ en fixant Lσ[ρ] = σLρ (la
varie´te´ des caracte`res de Γ est de´finie sur Q, tout comme son ferme´ image des
repre´sentations re´ductibles).
Lemme 2.4.2. — Si ρ et K sont comme dans la de´finition pre´ce´dente et si
ρ se factorise par f : Γ → Λ, alors pour tout σ ∈ Gal(K,Q), tout e´le´ment de
σ[ρ] se factorise par f .
De´monstration. — Soit r : Λ → SL2(C) un morphisme de groupes tel que
r ◦ f = ρ.
D’apre`s [MR03, Corollary 3.2.4 p 115], quitte a` conjuguer ρ par une matrice
de SL2(C), on a ρ : Γ → SL2(L) avec L une extension de degre´ 2 de K. Soit
M la cloˆture galoisienne de L.
Notons Gk = Gal(k,Q). Par le the´ore`me fondamental de la the´orie de Ga-
lois, on a une surjection GM → GK induite par la restriction de GM a` K.
Ainsi tout e´le´ment σ ∈ GK se prolonge en un e´le´ment σ˜ ∈ GM . On peut
ainsi faire agir σ˜ sur les e´le´ments de SL2(M).
On a de cette fac¸on
σ˜.(r ◦ f) = (σ˜.r) ◦ f.
Si A ∈ SL2(M), alors trace(σ˜.A) = σ˜(trace(A)), en particulier σ˜.(r ◦f) ∈ σ[ρ],
comme on vient de voir que cet e´le´ment se factorise par f , cela donne le
re´sultat.
2.5. Solutions pull-back
Si une solution alge´brique de Painleve´ VI est associe´e a` une de´formation
isomonodromique de feuilletages de Riccati (Rs) donne´e par restriction d’un
feuilletage de Riccati R au dessus de C × P1 aux fibres de piC : C × P1 → C,
on dit que la solution est pull-back si R est birationnellement e´quivalent a` un
pull-back strict d’un feuilletage de Riccati R0 au dessus d’une courbe C0. Si
φ : C × P1 → C0 est l’application qui re´alise le pull-back, alors la restriction
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φs de φ a` la fibre ge´ne´rique de piC est une application holomorphe. Cette
restriction est non constante, puisque Rs a de la monodromie. Ainsi φs est un
reveˆtement ramifie´, C0 = P1 et Rs = φ∗s(R0).
Dans sa the`se [Dia12], Karamoko Diarra a de´crit une me´thode par laquelle
on peut de´terminer si une de´formation isomonodromique peut eˆtre obtenue par
pull-back a` parame`tre d’un feuilletage de Riccati au dessus de P1. Dans cette
section on en reprend rapidement le contenu en se restreignant a` notre situation
ou` la de´formation est donne´e par une solution alge´brique de l’e´quation de
Painleve´ VI. Cela permet d’e´tablir le re´sulat suivant.
The´ore`me 2.5.1. — Soit (q, t) : C → P1 × P1 une solution alge´brique de
l’e´quation de Painleve´ VI. Soit R le feuilletage de Riccati au dessus de C ×P1
associe´.
– Si (q, t) correspond a` l’e´le´ment a` la k-ie`me ligne dans la premie`re colonne
du tableau p 49, alors R est pull-back d’un feuilletage de Riccati au dessus
d’une courbe sauf si k = 16, k = 17 ou k = 31.
– Si (q, t) correspond a` l’e´le´ment a` la k-ie`me ligne d’une autre colonne alors
R n’est pas pull-back d’un feuilletage de Riccati au dessus d’une courbe
sauf si k = 8, 16, 17, 30 ou k = 31.
On peut associer au feuilletage R0 une structure orbifolde entie`re pR0 :
P1 → N∗ ∪ {∞} en fixant p(t) = ordre de la monodromie locale de R autour
de t. Si t n’est pas un poˆle de R0, cela signifie p(t) = 1. Si φs est un reveˆtement
ramifie´, on de´finit le tire´ en arrie`re r = φ∗s(pR0) de pR0 par φs comme suit :
r(x) = p(t)/n si φs ramifie a` l’ordre n en x, avec φs(x) = t. Notons que r est
alors a` valeurs dans Q∗+ ∪ {∞}, on parle encore de structure orbifolde dans ce
cadre. On obtient, pour tout poˆle x de Rs, l’ine´galite´
pRs(x) ≥ φ
∗
s(pR0)(x).
De plus, si la solution de (PVI) est non constante, il existe une valeur critique
mobile c(s) de φs, image d’un point de ramification k(s).
Ainsi pour une solution non constante de (PVI),
pRs −
1{k(s)}
2
≥ φ∗s(pR0) (?)
Cette ine´galite´ peut eˆtre profitablement employe´e dans le cas ou` (P1, pR0)
est un orbifolde uniformisable, a` savoir est un quotient de X = H, C ou P1
par un groupe Γ d’isome´tries muni de sa structure orbifolde entie`re naturelle,
donne´e par p(t) = l’ordre du stabilisateur de y dans Γ, ou` y est dans la fibre
de t pour X → P1.
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D’apre`s les travaux sur l’uniformisation de Klein et Poincare´, toute struc-
ture orbifolde entie`re sur P1 de support contenant au moins trois points est
uniformisable. Ainsi, le fait que la monodromie deR0 soit irre´ductible implique
que la structure orbifolde pR0 sur P
1 soit uniformisable.
De plus, tout orbifolde uniformisable est muni de la me´trique induite par
son reveˆtement universel X, qui est singulie`re uniquement sur le support de la
structure orbifolde. Par triangulation ge´ode´sique, si X = P1 ou X = H, l’aire
de l’orbifolde pour cette me´trique est donne´e par A = 2piχ ou A = −2piχ ou`
χ(P1, p) = 2 +
∑
t∈P1
(
1
p(t)
− 1
)
est appele´e la caracte´ristique d’Euler de l’orbifolde. Ainsi, si χ = 0 alors X =
C ; si χ > 0 alors X = P1 et si χ < 0 alors X = H.
On voit que χ < 0 de`s que le support de p contient au moins cinq points.
Par analyse exhaustive pour les supports de cardinal 3 et 4, on voit que les
seules structures orbifoldes entie`res p = pR0 sur P
1 avec χ(P1, p) ≥ 0 et R0
de monodromie irre´ductible sont donne´es par les listes de valeurs non triviales
suivantes :
– pour χ = 0 : (p(ti)) = (2, 2,∞), (2, 3, 6), (2, 4, 4), (3, 3, 3) ou (2, 2, 2, 2) ;
– pour χ > 0 : (p(ti)) = (2, 3, 3), (2, 3, 4), (2, 3, 5) ou (2, 2, k), k <∞.
Si φs : P1 → P1 est un reveˆtement ramifie´ de l’orbifolde uniformise´ par H
(P1, p), alors on peut tirer en arrie`re par φs la me´trique donne´e par p. L’aire
de P1 pour la me´trique tire´e en arrie`re est alors donne´e par −2piχ(P1, φ∗s(p)),
comme on peut le voir en utilisant une bonne triangulation. On en tire ainsi
χ(P1, φ∗s(p)) = d · χ(P1, p).
Dans notre contexte de structure orbifolde associe´e a` une e´quation de Riccati
sur P1, pour p = pR0 , l’ine´galite´ (?) permet d’obtenir
χ(P1, pRs) + 1 ≤ χ(P
1, φ∗s(pR0))
et
χ(P1, pRs) + 1 ≤ d · χ(P
1, pR0)).
Pour χ(P1, pR0) < 0, cela donne une borne pour le degre´ d de φs.
1. Par exemple, on voit ainsi que si χ(P1, pR0) < 0 et pR0 a un support
contenant au moins quatre points et max(pR0) = m alors
χ(P1, pR0) ≤ 1/m− 1/2
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et, par une majoration grossie`re, χ(P1, pRs) + 1 ≥ −1, ce qui fournit
d ≤ 2m
m− 2 .
Ainsi, pour m > 6, d ≤ 2 et la de´formation (non triviale) Rs est
membre d’une solution a` parame`tre, puisque l’exposant k/m de R0 peut
eˆtre remplace´ par n’importe quel autre exposant dans la de´formation a`
quatre poˆles φ∗s(R0), vu que m > 2.
2. Par des raisonnements du meˆme type, en raffinant l’estimation de χ(P1, pRs),
on voit que si pR0 satisfait χ(P
1, pR0) < 0 et a un support de cardinal 3,
les seuls triplets de valeurs non triviales possibles pour pR0 correspon-
dant a` une solution pull-back sans parame`tre de (PVI) sont les suivantes
(2, 3, 7), (2, 3, 8), (2, 3, 9).
3. De plus, on sait que les solutions icosae`drales, octae`drales et te´trae`drales
de Boalch sont obtenues par pull-back, en vertu d’un the´ore`me de Klein.
On peut appliquer cela aux solutions du tableau page 49. Par 3., dans la
premie`re colonne, toutes les solutions non contenues dans
S = {[8, 1], [16, 1], [17, 1], [31, 1], [32, 1], [33, 1], [34, 1]}
sont obtenues par pull-back et il en est de meˆme pour les solutions contenues
dans Σ = {[31, 3], [16, 3], [17, 3]}. Toute solution non raye´e de la colonne 2 est
Galois e´quivalente a` la solution de la colonne 3 de la meˆme ligne. Il reste donc
a` traiter les solutions de S et les solutions de la colonne 3 non contenues dans
Σ. Inspectant les de´nominateurs des exposants de ces solutions, on constate
que ces solutions ne peuvent eˆtre obtenues par pull-back d’un R0 avec
χ(P1, pR0) ≥ 0.
En notant
max(pRs) ≤ max(pR0),
en utilisant 1. et en inspectant les de´nominateurs, on voit que ces solutions
ne sont pas obtenues par pull-back d’un R0 avec pR0 de support de cardinal
> 3. Par 2., il reste a` voir lesquelles de ces solutions peuvent eˆtre obtenues par
pull-back d’un R0 associe´ a` (2, 3, 7), (2, 3, 8) ou (2, 3, 9).
Encore par inspection des de´nominateurs, on voit que cela est envisageable
uniquement pour [8, 1], [8, 3], [30, 3], [32, 1], [33, 1], [34, 1]. Comme les ensembles
{[8, 1], [8, 3]} et {[32, 1], [33, 1], [34, 1]} sont contenus dans des orbites sous Ga-
lois, il suffit de voir lesquelles de solutions [8, 1], [30, 3] et [34, 1] sont obtenues
par pull-back d’un R0 associe´ a` (2, 3, 7), (2, 3, 8), (2, 3, 9).
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Les types de ramification des reveˆtements qui permettent de tirer en arrie`re
ce type de R0 ont e´te´ identifie´s par C. Doran dans [Dor01, Corollary 4.6 p
79]. Dans [Boa07], Boalch a en fait obtenu la solution [34, 1] par pull-back
en utilisant un de ces reveˆtements (de degre´ 10), il y a aussi remarque´ que sa
solution de Klein, la solution [8, 1] ici, est obtenue par un des reveˆtements de
degre´ 12. De meˆme, il y a remarque´ que [30, 2] est obtenue par pull-back, il en
est donc de meˆme pour sa Galois conjugue´e [30, 3].
Finalement, les solutions obtenues par pull-back sont
– toutes les solutions de la premie`re colonne sauf [16, 1], [17, 1], [31, 1] et
– les solutions [16, 3], [17, 3], [30, 2], [30, 3], [31, 3], [8, 2], [8, 3].
Cela conclut la preuve du the´ore`me 2.5.1.
Pour usage ulte´rieur notons ce qui suit.
Lemme 2.5.2. — Les feuilletages de Riccati R non pull-back de feuilletages
de Riccati au dessus de courbes de´crits au the´ore`me 2.5.1 ont une monodromie
Zariski-dense dans PSL2(C).
De´monstration. — Soit (Rs) la de´formation isomonodromique a` quatre poˆles
associe´e a` un tel R. Soit s0 ge´ne´rique et G le groupe de monodromie de Rs0 .
Le groupe G est infini d’apre`s Klein comme on l’a indique´ dans la preuve du
the´ore`me 2.5.1. Par de´finition du tableau p 49 , G est aussi irre´ductible.
Raisonnons maintenant par l’absurde. Si G n’est pas Zariski-dense, par
connaissance des sous groupes non Zariski-denses de PSL2(C) (voir [Chu99]),
il doit donc eˆtre ”un groupe dihe´dral infini”. On entend par la` que, pour une
coordonne´e z sur la sphe`re de Riemann et un sous groupe infini H de C∗, de
la forme E1 ∪ E2 ou` E1 = {z 7→ α · z, α ∈ H} et E2 = {z 7→ 1αz , α ∈ H}. On
constate alors, par examen des exposants (θi 6= k/2) pour les solutions non
pull-back donne´es au the´ore`me 2.5.1, que G est engendre´ par un syste`me de
ge´ne´rateurs dont aucun n’est d’ordre 2 ; cela montre que ces ge´ne´rateurs sont
dans E1 et G ⊂ E1, ce qui est absurde.
2.6. Corps de traces du groupe de monodromie
Voici un e´nonce´ qui permet de circonscrire la monodromie du feuilletage de
Riccati de´duit d’une solution alge´brique de (PVI).
2.6. CORPS DE TRACES 57
Lemme 2.6.1. — Soit (q, t) : C → P1 × P1 une solution alge´brique de (PVI)
de parame`tres (θ0, θ1, θt, θ∞) avec, pour tout i, θi 6∈ 12 +Z. Soit R le feuilletage
de Riccati obtenu au dessus de X = C × P1 a` partir de cette solution. Soit
D0 la re´union des quatre sections x = 0, 1, t(s),∞ de pi : X → C qui donnent
les poˆles de Rs et D la re´union de D0 et des fibres s = s0 pour lesquelles
t(s0) = 0, 1 ou ∞. On suppose que la monodromie de Rs n’est pas abe´lienne.
Alors l’image de la monodromie a` l’infini de R| = R|X\D est forme´e d’e´le´ments
quasi unipotents et contenus dans l’image de la monodromie de la restriction
R||F a` une fibre ge´ne´rique de pi.
De´monstration. — D’abord, toutes les fibres F : s = s0 de pi satisfaisant
t(s0) 6= 0, 1,∞ donnent la meˆme image pour la monodromie de R||F . Ensuite,
il suffit de faire une discussion au voisinage d’une fibre G : s = s1 avec t(s1) =
0, 1 ou∞. Quitte a` changer de coordonne´e sur P1, on peut supposer t(s1) = 1.
Soit n l’ordre de contact entre x = t(s) et x = 1 en s = s1. Soit F 6= G une fibre
de pi voisine de G. Par l’algorithme de calcul du pi1 pour un fibre´ localement
trivial avec section, on de´termine une pre´sentation du groupe fondamental
d’un voisinage V de G dans X :
pi1(V ) =
〈
γ, α0, α1, αt, α∞
∣∣∣∣ α∞αtα1α0 = 1, [γ, αi] = 1, [γ(αtα1)n, αj ] = 1;i = 0,∞ ; j = 1, t
〉
.
Le lacet γ est un lacet simple qui fait le tour de G et αi est un lacet simple
dans F qui fait le tour de la section x = i de pi. Soient Γ et Ai les images de
γ et αi par la repre´sentation de monodromie de R|.
On remarque que A0 ou A∞ est non trivial, puisque sinon la monodromie de
Rs est abe´lienne. On fait un raisonnement dans le cas ou` ces deux e´le´ments sont
non triviaux ; un raisonnement analogue fonctionne si l’un d’eux est trivial.
La condition θi 6∈ 12 +Z, signifie qu’aucun des Ai, i = 0, 1, t,∞ n’est d’ordre
2. Les relations [Γ, Ai] = 1, i = 0,∞ imposent donc que que Γ, A0 et A∞
ont les meˆmes points fixes sur P1, a` moins que Γ soit trivial. Si Γ n’est pas
trivial, on remarque AtA1 = (A0A∞)−1, et donc si l’e´le´ment Γ(AtA1)n est non
trivial, il a les meˆme points fixes que A0 et A∞, mais dans ce cas les relations
[Γ(AtA1)
n, Aj ] = 1, j = 1, t indiquent que At et A1 -qui ne sont pas d’ordre 2-
commutent a` A0 et A∞, ce qui est absurde puisque la monodromie de Rs est
irre´ductible. Finalement, Γ = 1 ou Γ = (AtA1)
−n = (A0A∞)n. Dans le second
cas, comme A0 et A∞ sont tous deux d’ordre fini ou paraboliques dans un
meˆme sous groupe abe´lien de PSL2(C), on a Γ du meˆme type, en particulier,
il est quasi unipotent.
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Ceci est suffisant pour conclure la preuve, d’apre`s Kashiwara [Kas81, pro-
position 3.3. p 766].
Proposition 2.6.2. — Les feuilletages de Riccati R associe´s aux solutions
sporadiques irre´ductibles de (PVI) qui ne sont pas obtenues par pull-back de
feuilletages de Riccati au dessus de courbes (cf the´ore`me 2.5.1) ont une mono-
dromie pull-back d’un facteur de la repre´sentation tautologique d’un ”polydisk
Shimura D-M stack” au sens de [CS08, Theorem 2 p 1273].
De´monstration. — Soit R comme dans l’e´nonce´. D’apre`s le lemme 2.5.2, la
monodromie de R est Zariski-dense. Elle est aussi quasi-unipotente a` l’infini
d’apre`s le lemme 2.6.1. La monodromie de R ne factorise pas par une courbe,
c’est en fait en ce qu’on montre pour montrer le the´ore`me 2.5.1. On peut ainsi
appliquer le the´ore`me [CS08, Theorem 2 p 1273].
Une question naturelle est d’estimer la dimension du polydisque en question.
En regardant le travail de Corlette et Simpson on peut voir, dans le cas
ou` la repre´sentation de monodromie est de´finie sur une extension totalement
imaginaire L d’une extension F totalement re´elle de Q, que cette dimension
est majore´e par le degre´ de l’extension Q→ F .
On peut appliquer cela aux feuilletages associe´s aux solutions sporadiques
irre´ductibles non pull-back de (PVI) qui sont parame´tre´es par C = P1. En
effet le groupe de monodromie G de R est alors engendre´ par les e´le´ments de
monodromie a` l’infini, puisque P1×P1 est simplement connexe, et l’application
du lemme 2.6.1 nous montre que G est en fait engendre´ par le groupe de
monodromie de Rs. C’est l’objet de la proposition suivante.
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Proposition 2.6.3. — 1. Parmi les solutions sporadiques irre´ductibles non
pull-back de (PVI) qui sont parame´tre´es par C = P1 seules les suivantes
(et leurs Galois conjugue´es) ont un groupe de monodromie G dont le
corps des traces F = Q(trace(G)) est une extension au plus quadratique
de Q.
– [2, 3], F = Q(
√
5) ;
– [3, 3], F = Q(
√
3),
– [9, 3], F = Q(
√
2) ;
– [16, 1], F = Q(
√
5)
2. De plus, G est de´fini sur une extension totalement imaginaire de F .
3. En outre, si une solution sporadique irre´ductible non pull-back de (PVI)
qui n’est pas parame´tre´e par C = P1 a un corps de trace F de degre´ ≤ 2
sur Q alors cette solution est la solution [31, 1] et F = Q(
√
5).
De´monstration. — 1. Comme on l’a dit ci-dessus, si la solution est pa-
rame´tre´e par P1 le groupe de monodromie G du feuilletage R corres-
pondant est aussi celui de Rs. De plus, le corps des traces du groupe
de monodromie de Rs est F = Q((cos(piθi), (cos(piσij))). Connaissant les
parame`tres (θi) et σij le re´sultat se re´sume donc a un calcul simple.
2. les matrices que nous proposons dans la section 2.3 montrent dans chacun
des cas notre assertion.
3. C’est le meˆme calcul qu’au 1., avec une moindre porte´e puisqu’on ne peut
appliquer le lemme 2.6.1.
Remarque 2.6.4. — Reprenons certains e´le´ments de la liste de la proposi-
tion 2.6.3 et commentons.
– [3, 3], F = Q(
√
3), c’est la solution que nous utilisons au chapitre 4 ;
– [16, 1], F = Q(
√
5), cette solution et sa Galois conjugue´e apparaissent
lorsque l’on regarde les contacts entre les feuilletages modulaires associe´s
a`
√
5 donne´s par Mendes et Pereira dans [MP05] et le pinceau des droites
issues du point triple de leur diviseur invariant (commun).
– [9, 3], F = Q(
√
2) ; cette solution apparaˆıt eˆtre un bon candidat pour obte-
nir la structure transverse des feuilletages modulaires de Hilbert associe´s
a`
√
2, par la meˆme me´thode que celle utilise´e pour
√
3.

CHAPITRE 3
FEUILLETAGES TRANSVERSALEMENT
PROJECTIFS
La notion de structure transversalement projective (singulie`re) a e´te´ d’abord
e´tudie´e par B. Sca´rdua dans sa the`se [Sca´97]. Les contributions suivantes dans
ce domaine ont e´te´ celles de [CLNL+07] et [LP07]. On se re´fe´rera librement
a` ces trois re´fe´rences. On donne quelques re´sultats utiles avant de s’inte´resser a`
la structure transversalement projective des feuilletages modulaires de Hilbert.
3.1. Feuilletages, structures transversalement projectives
On reprend ici la de´finition de Loray-Pereira.
De´finition 3.1.1. — Soit F un feuilletage holomorphe singulier sur une varie´te´
complexe lisse X. Une structure transversalement projective pour F est la
donne´e d’un P1-fibre´ P sur X muni d’un feuilletage de Riccati R et d’une sec-
tion me´romorphe σ telle que σ∗R = F . On dit alors que F est un feuilletage
transversalement projectif.
De´finition 3.1.2. — Deux structures transversalement projectives (Pi,Ri, σi)
sont dites biholomorphiquement (resp. bime´romorphiquement) e´quivalentes si
il existe une transformation biholomorphe (resp. bime´romorphe) de fibre´s Φ
telle que Φ∗(P2,R2, σ2) = (P1,R1, σ1)
Pour un feuilletage sur une surface complexe lisse, parmi tous les repre´sentants
bime´romorphes d’une meˆme structure transversalement projective, Loray et
Pereira [LP07] ont de´fini un repre´sentant pre´fe´re´ ; nous en donnons tout de
suite la de´finition dans le cadre restreint des des structures transversalement
projectives a` poˆles logarithmiques.
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De´finition 3.1.3. — Soit Σ = (pi,R, σ) une structure transversalement pro-
jective a` poˆles logarithmiques pour un feuilletage sur une surface complexe
lisse. On dit que Σ est sous forme minimale si R n’a aucun poˆle apparent et
si, pour toute composante de poˆle D de R, σ|D est ge´ne´riquement disjointe
des sections de singularite´s au dessus de D.
Ils ont montre´ (sur les surfaces) [LP07, Theorem 1.1] que toute struc-
ture transversalement projective a` poˆles logarithmes posse`de un repre´sentant
bime´romorphe sous forme minimale et que ce dernier est unique modulo trans-
formations biholomorphes de fibre´s.
Lemme 3.1.4. — Soit X une varie´te´ complexe de dimension > 0. Soit (E,R, σ)
une structure transversalement projective sur X. Si Φ est transformation bi-
rationnelle de jauge de E qui re´alise un automorphisme de (E,R, σ), alors Φ
est triviale.
De´monstration. — Si U est un ouvert de trivialisation de E connexe, dans une
trivialisation au dessus de U , Φ s’e´crit U ×P1 99K U ×P1, (x, z) 7→ (x,A(x).z)
avec A : U 99K PSL2(C). Soit x0 ∈ U un point qui n’est pas un poˆle deR. Dans
un voisinage V ⊂ U de x on peut faire un changement de variable holomorphe
z′ = B(x).z et redresser R sur dz′ = 0, σ s’e´crit alors z′ = f(x) avec f ouverte.
La fonction x 7→ C(x) = BAB−1(x) de´finit alors un automophisme de dz = 0,
elle est donc constante : C(x) = C. De plus, C.f(x) = f(x) pour tout x de
V , comme f est ouverte, C = 1. Ainsi A ≡ 1 sur V , et par prolongement
analytique A ≡ 1 sur U , ce qui conclut la preuve.
3.2. Projection des conjugaisons
Lemme 3.2.1. — Soit p : Y → X un reveˆtement e´tale entre varie´te´ com-
plexes lisses connexes. Soient Σi = (Ei,Ri, σi), i = 1, 2 deux structures trans-
versalement projectives sur X. Si p∗Σ1 et p∗Σ2 sont birationnellement (resp.
holomorphiquement) e´quivalentes, alors Σ1 et Σ2 le sont aussi.
De´monstration. — Soit (Uj)j∈J un recouvrement deX par des ouverts e´le´mentaires
de p assez petits. On peut supposer que les Ei sont trivialisables au dessus des
Uj et sont donne´s par changements de trivialisations (φ
i
j,k)j,k∈J . Alors p
∗Ei
est donne´ par les ouverts de trivialisation (Vj) = (p
−1(Uj)) et les changements
(p∗φij,k).
Si Ψ est une transformation de jauge birationnelle satisfaisant ψ∗p∗Σ2 =
p∗Σ1 alors elles est donne´es par ses matrices (Aj) dans les trivialisations, i.e.
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par des fonctions Aj : Vj 99K PSL2(C) satisfaisant Aj = (p∗φ2k,j)Ak(p∗φ1j,k).
On veut montrer Aj = p
∗Bj pour Bj : Uj 99K PSL2(C). Les matrices Bj
satisfairont alors Bj = φ
2
k,jBkφ
1
j,k et de´finiront un isomorphisme birationnel
(resp. holomorphe) de fibre´ : ψ : E1 99K E2. On aura alors un diagramme
commutatif de P1-fibre´s comme ci-dessous.
p∗E1
p∗ //
Ψ

E1
ψ

p∗E2 p∗
// E2
On fixe un j et travaille au dessus de U = Uj . L’ouvert V = Vj est union
disjointe de connexes (Wm)m∈M tels que pm = p|Wm : Wm → U est un isomor-
phisme. Notons A = Aj . Soient m,n ∈M , on a, par de´finition, en restreignant
convenablement, pn∗Ψ∗p∗nΣ2 = Σ1 = pm∗Ψ∗p∗mΣ2 donc pnΨp−1n pmΨ−1p−1m in-
duit un automorphisme de Σ2|U , d’apre`s le lemme 3.1.4, cela implique pnΨp−1n =
pmΨp
−1
m . Ainsi A = p
∗B ou` B est la matrice de pnΨp−1n . On conclut en
de´duisant du diagramme commutatif que R1 = ψ∗R2, puisque p∗ et Ψ−1
sont ge´ne´riquement des submersions.
Lemme 3.2.2. — Soit p : Y → X est un reveˆtement ramifie´ entre varie´te´s
complexes lisses connexes. Soient Σi = (Ei,Ri, σi), i = 1, 2 deux structures
transversalement projectives sur X. Soient D le lieu de ramification de p et Di
le lieu polaire de Ri. On suppose que les Di n’ont pas de composante commune
avec D. Si p∗Σ1 et p∗Σ2 sont birationnellement (resp. holomorphiquement)
e´quivalentes, alors Σ1 et Σ2 le sont aussi.
De´monstration. — On applique le lemme 3.2.1 a` Σi|X\D. On obtient ainsi une
e´quivalence de jauge birationnelle entre Σ1 et Σ2. Cette dernie`re se prolonge
me´romorphiquement (resp. holomorphiquement) a` X en dehors de D ∩ (D1 ∪
D2) qui est de codimension > 1 ; elle se prolonge donc me´romorphiquement
(resp. holomorphiquement) a` X par le the´ore`me de Levi.
Lemme 3.2.3. — Si (E1,R1, σ1) et (E2,R2, σ2) sont deux structures trans-
versalement projectives sur une varie´te´ complexe lisse X avec Ri sans poˆles
et σi holomorphes. Soient Y une varie´te´ complexe lisse et p : Y → X une
submersion a` fibres connexes. Si p∗(E1,R1, σ1) et p∗(E2,R2, σ2) sont bira-
tionnellement (resp. holomorphiquement) e´quivalents, alors il en est de meˆme
pour (E1,R1, σ1) et (E2,R2, σ2).
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De´monstration. — C’est presque la meˆme preuve que pour le lemme 3.2.1.
Soit (Uj)j∈J un recouvrement de X par des ouverts assez petits. On peut
supposer que les Ei sont trivialisables au dessus des Uj et sont donne´s par
changements de trivialisations (φij,k)j,k∈J . Alors p
∗Ei est donne´ par les ouverts
de trivialisation (Vj) = (p
−1(Uj)) et les changements (p∗φij,k).
Si Ψ est une transformation de jauge birationnelle satisfaisant ψ∗p∗Σ2 =
p∗Σ1 alors elles est donne´es par ses matrices (Aj) dans les trivialisations,
i.e. par des fonctions Aj : VjPSL2(C) satisfaisant Aj = (p∗φ2k,j)Ak(p∗φ1j,k).
On veut montrer Aj = p
∗Bj pour Bj : Uj 99K PSL2(C). Les matrices Bj
satisfairont alors Bj = φ
2
k,jBkφ
1
j,k et de´finiront un isomorphisme birationnel
(resp. holomorphe) de fibre´ : ψ : E1 99K E2. On aura alors un diagramme
commutatif de P1-fibre´s comme ci-dessous.
p∗E1
p∗ //
Ψ

E1
ψ

p∗E2 p∗
// E2
On fixe un j et travaille au dessus de U = Uj en fixant V = Vj et A = Aj .
Soient u1, . . . , un les fonctions coordonne´es de p (dans une carte fixe´e). Au
voisinage de y1, u1, . . . , un se comple`te en un syste`me de coordonne´es locales
u1, . . . , un, v1, . . . vr sur Y . La transformation birationnelle Ψ s’e´crit, dans les
trivialisations indique´es z′ = A(u, v).z au voisinage de y1 avec A(u, v) une
fonction me´romorphe de u et v vers PSL2(C). Comme les sous-varie´te´s z =
z0, u = u0 sont invariantes par p
∗R1 et les sous-varie´te´s z′ = z1, u = u0 sont
invariantes par p∗R2, A(u0, v) est constante, donc A ne de´pend pas de v,
A = A(u). On associe ainsi a` y1 la fonction sur U , u 7→ Ay1(u). On peut faire
de meˆme pour y2 et par connexite´ on obtient Ay1 = Ay2 , ce qui permet de
conclure comme pour le lemme 3.2.1.
Remarque 3.2.4. — On doit pouvoir combiner les deux e´nonce´s pre´ce´dents
par factorisation de Stein.
3.3. Compactification de la structure transverse des feuilletages mo-
dulaires
Dans [Cou12], on de´crit comment se construit la structure transversale-
ment projective des feuilletages modulaires (au sens de Brunella) en dehors
des points singuliers et des cusps de la surface sous-jacente YΓ = H×H/Γ ; on
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y donne de simples indications pour prolonger cette construction au voisinage
des chaˆınes de courbes rationnelles correspondant aux singularite´s et au voisi-
nage des cycles de courbes rationnelles utilise´es pour compactifier aux cusps.
L’ide´e ge´ne´rale est de quotienter la structure transverse triviale du feuilletage
donne´ sur H×H par la projection x sur le premier facteur. Cette dernie`re est
donne´e par le fibre´ trivial
P1 ×H×H −→ H×H
(z, (x, y)) 7−→ (x, y),
le feuilletage de Riccati z = cste et la section z = x.
On souhaite de´tailler ces constructions ici. On commence par le faire au
voisinage des chaˆınes de Hirzebruch-Jung.
3.3.1. Compactification aux points singuliers. — On utilise la descrip-
tion de Riemenschneider [Rie74] de pi : H × H → YΓ et de E : Y˜Γ → YΓ au
voisinage d’un point singulier p (issu d’un point a` stabilisateur non trivial de
H × H). Le stabilisateur correspondant est (fini) cyclique. Ainsi localement,
q se de´crit comme la projection pin,q : C2 → Xn,q de C2 sur son quotient par
l’action du groupe Gn,q =< (x, y) 7→ (ξx, ξqy) > ou` ordre(ξ) = n, n > q > 0
et n ∧ q = 1 ; les feuilletages modulaires sont les projete´s des feuilletages
x = cste, y = cste de C2. Hirzebruch a de´singularise´ Xn,q : la de´singularisation
X˜n,q est une varie´te´ lisse construite en recollant des cartes (ui, vi)i=0,...,r de C2
de la fac¸on suivante :
u1 = 1/u0, v1 = u
b1
0 v0
v2 = 1/v1, u2 = v
b2
1 u1
...
ou` les bi sont de´termine´s par une variante de l’algorithme des fractions conti-
nues applique´ a` nq : on utilise la partie entie`re supe´rieure au lieu de la partie
entie`re infe´rieure. Par exemple,
17
7
= 3− 1
2− 14
↔ [3, 2, 4].
On de´finit les bi par
n
q
↔ [b1, . . . , br].
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De´finissons aussi
n
n−q ↔ [a2, . . . , ae−1],
i1 = n, i2 = n− q et pour 2 ≤  ≤ e− 1,
i+1 = ai − i−1 (∗).
On de´finit deux autres familles (j)1≤≤e et (k)1≤≤e en posant j1 = 0, j2 = 1,
k1 = 1, k2 = 1 et en utilisant la formule de re´currence (∗).
Riemenschneider donne C2 → Xn,q en coordonne´es : Xn,q se plonge dans
Ce, en factorisant
g : C2 −→ Ce
(x, y) 7−→ (s1, . . . , se) = (xi1yj1 , . . . , xieyje).
Cela signifie que le diagramme suivant commute.
C2
g
!!
pin,q // Xn,q
i

Ce
Il indique (Satz 5 p 221) que la de´singularisation X˜n,q → Xn,q est alors
donne´e par f : X˜n,q → Ce convenablement restreinte, ou` f est de´finie comme
le prolongement de f(u0, v0) = (u
j
0 v
k
0 )1≤≤e a` X˜n,q qui est en fait holomorphe.
Forts de ces informations, nous pouvons aboutir : la structure transverse
initiale dz = 0, σ = {z = x} sur le fibre´ trivial, doit eˆtre projete´e sur Xn,q et
releve´e a` X˜n,q. Pour ce faire, on choisit un autre repre´sentant birationnel sur
le fibre´ trivial :
dz˜ = (z˜2xn − (n− 1)z˜)dx
x
, σ˜ = {z˜ =∞}.
Ce dernier est obtenu en posant z˜ = 1
xn−1(z−x) , et est maintenant invariant
sous Gn,q. On en de´duit la structure
σ = {z =∞}, dz = (z2s1 − (n− 1)z)ds1
ns1
sur Xn,q, qui se rele`ve a` X˜n,q en
σˆ = {zˆ =∞}, dzˆ = (zˆ2v0 − (n− 1)zˆ)dv0
nv0
.
Par le lemme 3.2.1, cela donne un prolongement de la structure transversale-
ment projective pour F˜ donne´e dans [Cou12], ce que nous recherchions.
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Pour comprendre comment se comporte ce prolongement sur X˜n,q, voyons
comment v0 se prolonge dans les cartes (ui, vi). Vu que les changements entre
deux cartes successives sont de la forme{
ui = u
αi
i+1v
γi
i+1
vi = u
βi
i+1v
δi
i+1
avec αi, βi, γi, δi ∈ Z, on a v0 = upii vqii et u0 = umii vnii avec pi, qi, mi et ni
entiers. Dans la carte (ui, vi), la structure transversalement projective de F˜
est donc donne´e par
σˆ = {zˆ =∞}, dzˆ = (zˆ2upii vqii − (n− 1)zˆ)(
pi
n
dui
ui
+
qi
n
dvi
vi
.)
On veut connaˆıtre les exposants θui =
(n−1)pi
n et θvi =
(n−1)qi
n correspondant
a` ui = 0 et vi = 0, notamment afin de voir si cette structure a des poˆles
apparents. Pour ce faire, on remarque[
mi+1 pi+1
ni+1 qi+1
]
= Ai
[
mi pi
ni qi
]
=
i∏
j=0
Aj ,
ou`
A2k =
[ −1 b2k+1
0 1
]
et A2k+1 =
[
1 0
b2k+2 −1
]
.
Ensuite on montre le lemme suivant qui contient tout ce dont nous aurons
besoin sur les entiers mi, ni, pi et qi.
Lemme 3.3.1. — Soient, pour 1 ≤ k ≤ e, tk et wk les deux entiers naturels
premiers entre eux tels que tkwk ↔ [b1, . . . , bk] soit la k-ie`me re´duite de nq . Alors
on a,
1. pour 2 < k ≤ e,
{
tk = bktk−1 − tk−2;
wk = bkwk−1 − wk−2;
2. pour i ≥ 1, ti+1 > ti ;
3. pour i ≥ 1, p2i+2 = p2i+1 = t2i+1 et q2i+1 = q2i = t2i ;
4. si i > 0, alors pi > 0 et qi > 0.
5. pour i ≥ 1, m2i+2 = m2i+1 = −w2i+1 et n2i+1 = n2i = −w2i ;
De´monstration. — 1. C’est une variante de la preuve de la relation de
re´currence pour les fractions continues standard, voir [Bak84, p 45].
2. On le voit par re´currence, en utilisant 1. et bi ≥ 2.
3. Par re´currence et en utilisant 1.
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4. On utilise 2. et 3. ainsi que les remarques suivantes
t1 = b1 > 0, q1 = 1 > 0.
5. Comme 3. Par re´currence et en utilisant 1.
Pour trouver la structure transverse minimale de F˜ , on fait le changement
de variable me´romorphe z = zˆv0 (global, v0 est prolonge´e holomorphiquement
a` X˜n,q), ainsi on de´colle la section des singularite´s du feuilletage ; en effet on
obtient la structure donne´e sur le fibre´ trivial par
σ = {z =∞}, dz = (z2 − z)dv0
nv0
.
Les exposants deviennent θui =
pi
n et θvi =
qi
n .
Graˆce au lemme, on voit que seule la dernie`re carte contient un poˆle ap-
parent. Pour le voir, supposons e = 2i, le cas ou` e est impair e´tant similaire.
Comme tewe =
n
q , q2i = te = n et, si k 6= e, qk < n et pour tout k, pk < n. Ainsi
le seul exposant entier est θve = 1. On chasse le poˆle apparent ve en faisant
une transformation e´le´mentaire en z = 1 au dessus de ve = 0.
Nous venons d’obtenir l’e´nonce´ suivant.
Proposition 3.3.2. — Soit D =
{ {ve = 0} si e est paire,
{ue = 0} sinon.
La structure transverse minimale du feuilletage F˜ restreint a` X˜n,q est donne´e
sur le fibre´ P(OX˜n,q ⊕OX˜n,q(−D)) avec une section holomorphe qui est la pro-
jection de OX˜n,q .
Prolongeons cette discussion pour montrer ce qui suit.
Lemme 3.3.3. — Les singularite´s de F˜ sont re´duites.
De´monstration. — Dans [Cou12], on a vu que la preuve se re´duisait a` montrer
cela au voisinage des chaˆınes de Hirzebruch-Jung. Dans notre mode`le local,
F˜ est de´fini par le prolongement de dv0 a` X˜n,q. D’apre`s le lemme 3.3.1, dans
les cartes (ui, vi)i>0, dv0 se prolonge en d(u
pi
i v
qi
i ) = u
pi
i v
qi
i (pi
dui
ui
+ qi
dvi
vi
) avec
pi > 0 et qi > 0. Le feuilletage F˜ est donc de´fini par la forme holomorphe
a` ze´ros isole´s ωF˜i = pividui + qiuidvi. Si i > 0, alors on obtient que la seule
singularite´ de F˜ dans la carte (ui, vi) est d’indice λ = −piqi < 0 donc re´duite,
ce qui conclut la preuve.
On a aussi, avec les notation pre´ce´dentes, un autre re´sultat mentionne´ dans
[Cou12].
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Lemme 3.3.4. — Les feuilletages F˜ et G˜ n’ont que des contacts simples dans
X˜n,q, exactement sur les axes de coordonne´es {v0 = 0}, {ueve = 0} \ D et
({ui = 0}, {vi = 0})0<i<e.
De´monstration. — De´terminons d’abord l’e´quation de G˜. Le feuilletage de´fini
par dy = 0 se projette sur le ”feuilletage” dse = 0 sur Xn,q (ie = 0, ke = q, je =
n, cf [Rie74, p 215]) et se rele`ve en G˜ de´fini par d(uje0 vke0 ) = 0. Ainsi, G˜ est
de´fini par d(un0v
q
0) = 0. Dans la carte (ui, vi), le feuilletage G˜ est donc de´fini
par la forme holomorphe ωG˜i = vi(min+ piq)dui + ui(nin+ qiq)dvi. La forme
ωG˜ n’est pas a` ze´ros isole´s si et seulement si nq = − pimi ou nq = −
ni
qi
. Comme
ni
−qi et
pi
−mi sont des re´duites de
n
q (cf lemme), cette dernie`re condition n’est
re´alise´e que pour i = e. Ainsi si 0 < i < e, puisque F˜ est donne´ par la forme
holomorphe a` ze´ros isole´ ωF˜i = pividui + qiuidvi, le diviseur de tangence entre
F˜ et G˜ est de´crit dans la carte (ui, vi) comme le diviseur des ze´ros de
ωF˜i ∧ ωG˜i = n(miqi − nipi)uividvi ∧ dui.
Cette 2-forme n’est pas identiquement nulle, puisque pi−mi et
qi
−ni sont deux
re´duites successives (donc distinctes) de nq , et s’annule donc avec multiplicite´
exactement 1 exactement sur uivi = 0. Le calcul dans les cartes (u0, v0) et
(ue, ve) se fait sans difficulte´.
On de´crit maintenant ce qui se passe au voisinages des cycles de courbes
rationnelles employe´s pour compactifier les cusps.
3.3.2. Au voisinage des cusps. —
Remarque 3.3.5. — Dans les premie`res versions de [Cou12], on a annonce´
qu’on pouvait prolonger la structure transverse de tout feuilletage modulaire
(au sens de Brunella [Bru03b]) au voisinage des cusps, la preuve que nous
avons ici ne fonctionne que pour les surfaces modulaires construites avec un
re´seau Γ commensurable a` un re´seau ΓK , avec K = Q[
√
d] un corps qua-
dratique totalement re´el et pour les re´seaux irre´ductibles cocompacts. Par les
travaux de Margulis sur l’arithme´ticite´ des re´seaux, tout re´seau (sous groupe
discret de covolume fini) de PSL2(R)2 irre´ductible ([Bru03b]) non cocom-
pact est commensurable a` un ΓK . La de´finition de Brunella ne mentionne pas
l’hypothe`se de covolume fini, toutefois il semble que la proprie´te´ de ”bonne
compactification” demande´e sur la surface garantisse que le groupe soit un
re´seau ; il serait bon de confirmer ce fait.
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On se re´fe`re ici a` Hirzebruch [Hir73, §§2.2− 2.4 pp 204− 215]. Supposons
donc que Γ est commensurable a` un ΓK comme dans la remarque. Alors Γ
satisfait la condition (F ) de Shimizu [Hir73, p 17] et les bouts bx de (H×H)/Γ
correspondent aux points x de bordP1(H) × bordP1(H) = P1(R)2 qui ont un
stabilisateur Γx non trivial sous l’action de Γ. La classe d’un tel x pour l’action
de Γ est appele´e un ”cusp”. Il y a un nombre fini de cusps, puisqu’il en est
ainsi pour Γ = ΓK ( alors le nombre de cusps est le nombre de classes de
K). Compactifions (H × H)/Γ en (H×H)/Γ en ajoutant un point px pour
chaque bout bx. Si l’on de´cre`te que le faisceau O des fonctions holomorphes
sur (H×H)/Γ est le prolongement de celui de (H × H)/Γ obtenu en disant
que les fibres Op satisfont
Op = {germes de fonctions continues en p holomorphes en dehors de p},
alors on munit (H×H)/Γ d’une structure de surface projective a` singularite´s
normales. De meˆme, pour tout cusp x, le compactifie´ d’Alexandroff
H2/Γx = H2/Γx ∪ {∞}
de H2/Γx est muni d’une structure de surface complexe normale.
Pour tout stabilisateur Γx 6= {1} d’un x ∈ P1(R)2, il existe ρ ∈ PSL2(R)2
satisfaisant ρ(x) = ([0 : 1], [0 : 1]) = (∞,∞) et ρΓρ−1 = G(M,V ) ou`
G(M,V ) = {(z1, z2) 7→ ((1)z1 + µ(1), (2)z2 + µ(2))| ∈M,µ ∈ V },
avec :
– M un Z−module complet d’un corps quadratique totalement re´el k (i.e
M est un sous Z- module de rang 2 de k),
– V un sous-groupe de rang 1 de
U+M := {µ unite´ totalement positive de k|µM = M}.
– (x 7→ x(i))i=1,2 les deux plongements de k dans R.
Ainsi, au voisinage de px, (H2/Γ, px) est isomorphe a` (H2/G(M,V ),∞).
Si G(M1, V ) et G(M2, V ) sont deux groupes de ce type (associe´s au meˆme
k) satisfaisant αM1 = M2, pour α une unite´ totalement positive de k, alors
H2/G(M1, V ) et H2/G(M2, V ) sont isomorphes, et on dit que G(M1, V ) et
G(M2, V ) sont e´quivalents, puique leurs actions sont conjugue´es par (x, y) 7→
(αx, αy). De plus, tout tel G(M1, V ) est e´quivalent a` G(M2, V ) avec M2 =
Zw0+Z pour un w0 ∈ k satisfaisant 0 < w(2)0 < 1 < w(1)0 . Alors le de´veloppement
en fraction continue (1) de w0 = w
(1)
0 est pe´riodique : w0 ↔ [b0, . . . , br−1, b0, . . .] ;
1. Comme a` la section pre´ce´dente.
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on suppose ici que la pe´riode minimale est bien de longueur r. Alors V est un
sous groupe d’indice fini de U+M et on a le the´ore`me suivant :
The´ore`me 3.3.6 (Hirzebruch). — Soit k un corps quadratique re´el et M =
Zw0 + Z un Z-module complet de k comme pre´ce´demment ; avec
w0 ↔ [b0, . . . , br−1, b0, . . .],
de pe´riode minimale de longueur r. Soit V un sous groupe d’indice a de U+M .
Alors la de´singularisation de H2/G(M,V ) est donne´e par X → H2/G(M,V )
qui contracte un cycle de r courbes rationnelles d’autointersections donne´es
par le cycle (−b0, . . . ,−br−1)a.
Dans ce qui suit on de´crit H2 → H2/G(M,V ) et cette application X →
H2/G(M,V ) dans le meˆme esprit qu’a` la section pre´ce´dente. La conjugaison
de Γx a` G(M,V ) pre´serve la structure produit de H2. La structure transverse
dz = 0, σ = {z = x} sur H2 s’e´crit apre`s conjugaison sous la forme dz = 0, σ =
{z = αx}, ce qui revient a` dz = 0, σ = {z = x} en changeant de coordonne´e
z.
Hirzebruch construit d’abord une surface complexe lisse Y par le meˆme type
de formules que dans la section pre´ce´dente : on recolle des copies Rk de C2 :
les coordonne´es de Rk sont appele´es (uk, vk) et les recollements sont
uk+1 = u
bk
k vk, vk+1 = 1/uk, k ∈ Z
Remarque 3.3.7. — On ne reprend pas les meˆmes formules qu’a` la section
pre´ce´dente pour conserver les meˆmes notations que celles utilise´es initalement
par Hirzebruch.
On a, dans la veine de la section pre´ce´dente, des entiers τj , µj , κj , νj , tels
que u0 = u
τj
j v
µj
j et v0 = u
κj
j v
νj
j . Soit Sk la courbe sur Y de´finie par uk+1 =
0, vk = 0.
Hirzebruch pose
wk ↔ [bk, . . . , bk+r−1, bk, . . .] et A0 = 1, Ak = wkAk−1, k ∈ Z.
On a alors V =< Ar >. Il conside`re ensuite l’application
Φ : Y \ ∪j∈ZSj −→ C2/M
(u0, v0) 7−→ (x, y)
ou` 2ipix = w
(1)
0 logu0 + logv0 et 2ipiy = w
(2)
0 logu0 + logv0.
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Notons que les coordonne´es (u0, v0) donnent une carte globale sur Y \
∪j∈ZSj . Dans toute autre carte Rk, on a en fait
2ipix = A
(1)
k−1logu0 +A
(1)
k logv0 et 2ipiy = A
(2)
k−1logu0 +A
(2)
k logv0.
Si on pose z˜ = 1/(z − x), on obtient un repre´sentant birationnel de
dz = 0, σ = {z = x}
qui est donne´ par
dz˜ = z˜2dx, σ˜ = {z˜ =∞},
dont on constate qu’il se prolonge a` C2 de fac¸on invariante par M ; on obtient
sur Φ−1(C2/M) ∩Rk la structure Σk :
dzˆ = zˆ2(Ak−1
duk
2ipiuk
+Ak
dvk
2ipivk
), σˆ = {zˆ =∞}.
On voit que cette structure se prolonge logarithmiquement a` Y sur le fibre´
trivial, on appelle Σ le prolongement commun des Σk.
Posant ensuite Y + = Φ−1(H2/M) ∪ (∪jSj), il de´finit une action de
V =< Ar > sur Y
+ par
Ar : Rk −→ Rk+r
(uk, vk) 7−→ (uk+r, vk+r) = (uk, vk)
et il montre que cette action est compatible avec celle de V sur H2/M .
Sur Rk, utilisons zk = Akzˆ , dans cette coordonne´e Σk s’e´crit :
dzk = z
2
k(
1
wk
duk
2ipiuk
+
dvk
2ipivk
), σˆ = {zk =∞}.
Puisque (wk) est pe´riodique, on peut ainsi prolonger l’action de V sur Y
+
en une action sur Y + × P1 par automorphismes de la structure Σ en fixant
Ar : Rk × P1 −→ Rk+r × P1
(uk, vk, zk) 7−→ (uk+r, vk+r, zk+r) = (uk, vk, zk).
Par le lemme 3.2.1, Le quotient de Σ par cette action prolonge la structure
construite dans [Cou12]. Ainsi, on a une structure transversalement projec-
tive pour les feuilletages modulaires de Hilbert, conforme´ment a` ce qu’on a
annonce´.
On peut de´duire de cette section l’e´nonce´ suivant.
The´ore`me 3.3.8. — La structure transverse minimale (R, σ) de tout feuille-
tage modulaire de Hilbert F est donne´e par un feuilletage de Riccati a` poˆles
logarithmiques dont les exposants θ sont des rationnels contenus dans ]−1, 1[.
3.3. COMPACTIFICATION 73
La section σ est holomorphe et elle rencontre les singularite´s de R exacte-
ment au dessus des singularite´s de F qui ne sont pas a` l’intersection de deux
de ses courbes rationnelles invariantes.
De´monstration. — Pour voir la dernie`re assertion, il suffit d’utiliser notre des-
cription dans la carte (ue, ve) de la structure transverse minimale au voisinage
des chaˆınes de Hirzebruch-Jung donne´e dans la discussion avant la proposition
3.3.2.

CHAPITRE 4
UN EXEMPLE DE FEUILLETAGE
MODULAIRE
On donne ici le contenu de [Cou12] avec quelques le´ge`res modifications.
A` la me´moire de Marco Brunella.
4.1. Introduction
Les feuilletages modulaires sont des feuilletages naturels sur les quotients du
bidisque par des sous-groupes discrets irre´ductibles Γ de PSL2(R)×PSL2(R).
Ils sont induits par les feuilletages horizontaux et verticaux du bidisque et
sont naturellement munis de structures transversalement projectives. On peut
se donner un tel Γ par le choix d’un nombre re´el quadratique, voir section
2.1. Dans une classification re´cente de Brunella, Mc Quillan et Mendes, parmi
les feuilletages sur les surfaces projectives, les feuilletages modulaires sont ca-
racte´rise´s par leurs dimensions de Kodaira : kod = −∞ et ν = 1 ; ce sont
deux invariants nume´riques codant les proprie´te´s de tangence du feuilletage.
Dans [MP05], Mendes et Pereira donnent les premiers exemples de mode`les
birationnels explicites pour des feuilletages modulaires. La de´couverte de ces
feuilletages est fonde´e sur une bonne connaissance de la surface sous-jacente.
Il apparaˆıt que les structures transversalement projectives de deux de ces
exemples (les feuilletages H2 et H3 associe´s a`
√
5 dans [MP05]) correspondent
a` des de´formations isomonodromiques de feuilletages de Riccati a` quatre poˆles
sur P1 × P1 → P1, c’est a` dire a` deux solutions de l’e´quation de Painleve´
VI (PVI). Ces solutions sont, par construction, alge´briques ; elles sont des
transforme´es d’Okamoto de solutions icosahe´drales de Dubrovin-Mazzocco
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[DM00], les solutions n˚ 31 et 32 de la liste de Boalch [Boa06]. L’objectif
principal de cet article est de produire un exemple de feuilletage modulaire en
inversant cette construction : le choix d’une solution de l’e´quation de Painleve´
VI donne un feuilletage de Riccati R sur un P1-fibre´ P → S ; en choisissant
une section de ce fibre´, on se donne un feuilletage transversalement projectif F
sur la surface S ; on souhaite que ce dernier soit un feuilletage modulaire. Le
choix de la solution de (PVI) est bien suˆr guide´ par les proprie´te´s des feuille-
tages modulaires : on a des contraintes sur la monodromie de R et, d’apre`s
Touzet [Tou03, The´ore`me III.2.6.], F ne doit pas eˆtre pull-back rationnel
d’un feuilletage de Riccati R0 sur une surface alge´brique. Cherchant a` obtenir
un des feuilletages modulaires sur la surface rationnelle associe´e a`
√
3, on a
ainsi e´te´ conduit sans ambigu¨ıte´ a` la solution utilise´e a` la section 4.3. Une fois
construit un tel feuilletage de Riccati R, une fac¸on d’augmenter ses chances
de succe`s est de se rappeler le Lemme III.2.8. de [Tou03] : si H˜ = r∗H avec
r une application rationnelle, alors kod(H) ≤ kod(H˜) ; on a donc inte´reˆt a`
quotienter R par ses syme´tries avant de choisir une section, ce que nous faisons
ici. Cette entreprise a e´te´ couronne´e de succe`s.
The´ore`me 4.1.1. — La surface bifeuillete´e (P2, {Fω,Gτ}) est un mode`le bi-
rationnel d’une surface modulaire de Hilbert munie de ses feuilletages modu-
laires, ou`
ω = −12y(1+3y)(3x−y)dx+[(10− 18x)y2 − 9x(18x− 5)y − 9x2(9x− 2)] dy
et
τ = −12y(1 + 3y)(12x− y − 3)dx
+
[
(4− 18x)y2 − 3(18x− 1)(3x− 1)y + 9x(2− 9x)(x− 1)] dy.
De plus, l’involution birationnelle de P2 suivante e´change F et G.
σ : (x, y) 7→
(
3 y(3 y+13)x−y(7 y+9)
(135 y+9)x−3 y(3 y+13) , y
)
.
La preuve de ce the´ore`me est fonde´e sur un calcul de dimensions de Kodaira.
Apre`s un reveˆtement double, on obtient les feuilletages modulaires construits
en faisant agir Γ = PSL2(Z[
√
3]) sur le bidisque (voir the´ore`me 4.9.1).
Dans [CS08, Theorem 2 p 1273], Corlette et Simpson e´tablissent un re´sultat
de factorisation pour certaines repre´sentations ρ : pi1(X) → PSL2(C) de
groupes fondamentaux de varie´te´s quasi-projectives : si la repre´sentation ne
se factorise pas par une courbe, alors elle est pull-back par une application
f : X → Y d’une des repre´sentations tautologiques d’un quotient Y d’un
polydisque. Ils manifestent leur inte´reˆt pour la de´termination d’une telle ap-
plication f pour les repre´sentations de monodromie des feuilletages de Riccati
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obtenus a` partir de solutions alge´briques de (PVI). C’est ce que nous avons
fait ici pour notre feuilletage initial R, avec Y une surface modulaire.
Pour les proprie´te´s ge´ne´rales des feuilletages sur les surfaces on se re´fe`re
a` [Bru00]. Pour des proprie´te´s particulie`res des feuilletages modulaires, on
pourra consulter [MP05]. Pour les notions relatives aux feuilletages transver-
salement projectifs, on recommande [LP07] et [CLNL+07]. Pour une intro-
duction aux connexions logarithmiques plates, voir [NY02]. Enfin, pour les
calculs de groupes fondamentaux, on propose [Shi].
Par commodite´, on a employe´ fre´quemment un logiciel de calcul formel pour
nos discussions. Toutefois, ce recours au calcul formel ne s’ave`re absolument
ne´cessaire que pour ce qui est de´crit a` la section 4.4.
L’auteur tient a` remercier chaleureusement son directeur de the`se Frank Lo-
ray ainsi que Jorge Pereira pour leurs nombreuses indications. Remerciements
e´galement aux membres de l’e´quipe de ge´ome´trie analytique de l’IRMAR, a`
Philip Boalch, Serge Cantat, Slavyana Geninska et a` Pierre Py. On remer-
cie aussi le CNRS pour son financement de the`se, l’IRMAR pour son accueil
permanent et l’IMPA pour un se´jour fructueux.
4.2. Pre´liminaires
4.2.1. Surfaces modulaires, feuilletages modulaires. — Les surfaces
modulaires de Hilbert ont e´te´ introduites par Hilbert, compactifie´es en des sur-
faces projectives par Baily-Borel et de´singularise´es par Hirzebruch(cf [Hir73]
et [vdG88]). Soit K = Q(
√
d) avec d ∈ N sans facteur carre´. Soit OK l’anneau
d’entiers de K. Les deux plongements de K dans R induisent deux plonge-
ments de PSL2(OK) dans PSL2(R) : γ 7→ A et γ 7→ A¯, ou` A 7→ A¯ est l’ac-
tion du groupe de Galois de K. On obtient un plongement i : PSL2(OK) →
PSL2(R)2, γ 7→ (A, A¯).
De´finition 4.2.1. — Soit Γ un sous-groupe de PSL2(R)2 commensurable a`
i(PSL2(OK)). Le quotient (H×H)/Γ est une surface complexe a` singularite´s
de Hirzebruch-Jung qui se compactifie en une surface projective par adjonction
de cycles de courbes rationnelles (cusps). La compactification en question est
appele´e surface modulaire de Hilbert et note´e YΓ. Si Γ = i(PSL2(OK)), on
pourra noter YΓ = Y√d.
Dans son article [Bru03a], Brunella de´finit des objets plus ge´ne´raux.
De´finition 4.2.2 (Brunella). — Soit Γ un sous-groupe discret de PSL2(R)2
non commensurable a` un produit Γ1 × Γ2 de sous-groupes de PSL2(R) et tel
78 CHAPITRE 4. UN EXEMPLE DE FEUILLETAGE MODULAIRE
que (H×H)/Γ est compact ou se compactifie en une surface projective comme
les surfaces pre´ce´dentes. La surface ainsi compactifie´e (H×H)/Γ est appele´e
surface modulaire et note´e YΓ.
De´finition 4.2.3. — Les feuilletages modulaires de YΓ sont les images des
feuilletages verticaux et horizontaux de H2. On les note (FΓ,GΓ). Si YΓ est
une surface modulaire de Hilbert, alors FΓ et GΓ sont appele´s feuilletages
modulaires de Hilbert.
La surface modulaire (YΓ,FΓ,GΓ) se de´singularise en (Y˜Γ, F˜Γ, G˜Γ)→ (YΓ,FΓ,GΓ)
en remplac¸ant ses singularite´s par des chaˆınes de courbes rationnelles, les
chaˆınes de Hirzebruch-Jung, c’est un travail de Hirzebruch [Hir53]. Le re´sultat
suivant est connu, on le donne pour utilisation ulte´rieure.
The´ore`me 4.2.4. — Soit YΓ une surface modulaire.
1. Les feuilletages F˜Γ et G˜Γ sont a` singularite´s re´duites et minimaux au
sens de [Bru00].
2. De plus leur diviseur de tangence est re´duit et son support est la re´union
des chaˆınes de Hirzebruch-Jung et des cycles de courbes rationnelles.
De´monstration. — Il suffit de voir que les singularite´s de F˜Γ sont re´duites
et que F˜ est relativement minimal, d’apre`s [Bru00, Theorem 1 p 75] et sa
preuve. D’apre`s la discussion [Bru00, pp 134 − 135], les courbes alge´briques
irre´ductibles invariantes par F˜Γ sont seulement les composantes des chaˆınes
et cycles cite´s plus haut et, sur les cycles, la tangence entre les feuilletages est
simple et les singularite´s sont re´duites. Sur les chaˆınes de Hirzebruch-Jung,
le fait que les singularite´s soient re´duites et la tangence simple peut se voir
par un calcul aise´ a` l’aide des descriptions locales explicites de H2 → YΓ et de
Y˜Γ → YΓ donne´es dans [Rie74, §3 pp 220− 223].
Comme les composantes des chaˆınes et des cycles sont d’auto-intersection
infe´rieure a` −2, le feuilletage est relativement minimal.
Les feuilletages modulaires sont naturellement munis d’une structure trans-
versalement projective.
4.2.2. Feuilletages transversalement projectifs, feuilletages de Ric-
cati. — La de´finition suivante est duˆe a` [LP07] et e´quivalente a` celle de
[Sca´97].
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De´finition 4.2.5. — Soit H un feuilletage de codimension 1 sur une varie´te´
complexe lisse M . Une structure transversalement projective (singulie`re)
pour H est la donne´e d’un triplet (pi,R, σ) consistant en
1. un fibre´ en P1 localement trivial pi : P →M ;
2. un feuilletage holomorphe singulier R de codimension 1 sur P transverse
a` la fibre ge´ne´rique de pi et
3. une section me´romorphe σ de pi telle que H = σ∗R.
En pre´sence des conditions 1 et 2, on dit que R est un feuilletage de Riccati
sur le fibre´ pi.
De´finition 4.2.6. — Soit R un feuilletage de Riccati sur pi, si D est un
diviseur de M tel queR|M\D est transverse aux fibres de pi|M\D, par compacite´
des fibres, en relevant les lacets de M \D dans les feuilles de R, on peut de´finir
une repre´sentation pi1(M \D, ∗)→ Aut(pi−1(∗)). Si D est le plus petit diviseur
ayant cette proprie´te´, on l’appelle le lieu polaire de R et la repre´sentation
est appele´e repre´sentation de monodromie de R.
En pratique, on doit choisir une coordonne´e sur pi−1(∗) et la monodromie
est donne´e par des e´le´ments de PSL2(C).
On de´finit une relation d’e´quivalence naturelle entre feuilletages de Riccati.
De´finition 4.2.7. — Soit R et R′ deux feuilletages de Riccati sur P1×M →
M . On dit que R et R′ sont birationnellement e´quivalents si il existe une
transformation de jauge me´romorphe
φ : P1 ×M −→ P1 ×M
(z, x) 7−→ (A(x).z, x)
avec A : M 99K PSL2(C) me´romorphe, de sorte qu’on ait φ∗R = R′.
Le re´sultat suivant explique notre inte´reˆt pour la notion de feuilletage trans-
versalement projectif.
Lemme 4.2.8. — Soit YΓ une surface modulaire. Soit X le comple´mentaire
dans Y˜Γ des cycles de courbes rationnelles apparus dans le processus de com-
pactification de YΓ. Soit Γi la projection de Γ sur le i-e`me facteur de PSL2(R)2.
Les feuilletages F˜Γ|X et G˜Γ|X sur X posse`dent des structures transversalement
projectives de monodromies respectives Γ1 et Γ2.
Si YΓ est une surface modulaire de Hilbert ces structures se prolongent a`
tout Y˜Γ.
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De´monstration. — Il suffit de faire la preuve pour F˜Γ. On construit d’abord
la structure au dessus du comple´mentaire X des chaˆınes et des cycles. Soit
U ⊂ H × H le comple´mentaire des points a` stabilisateurs non triviaux pour
l’action de Γ et (u1, u2) son point courant. Cet ouvert U est le reveˆtement
universel de X : on obtient X comme quotient de U par l’action de Γ. Soit
σ = {z = u1} une section de P1 × U → U . En fixant (z, u).γ = (z.γ1, u.γ)
pour tout γ = (γ1, γ2) ∈ PSL2(R)2 et tout (z, u) ∈ P1 × U , on de´finit une
action proprement discontinue de Γ sur P1 × U . Le quotient P = (P1 × U)/Γ
est muni d’une structure de P1-fibre´ pi : P → X dont une section holomorphe
σ˜ est induite par σ. De surcroˆıt, le feuilletage de Riccati sur P1×U de´fini par
dz = 0 passe au quotient et fournit un feuilletage de Riccati R de telle sorte
que (pi,R, σ˜) soit une structure transversalement projective pour la restriction
de F˜Γ a` X. Par construction cette structure a pour monodromie la projection
Γ1 de la repre´sentation tautologique du quotient U/Γ.
Ensuite, on prolonge (pi,R, σ˜) au voisinage des chaˆınes de Hirzebruch-Jung
en utilisant [Rie74]. De meˆme, si YΓ est une surface modulaire de Hilbert, on
e´tend (pi,R, σ˜) au voisinage des cycles de courbes rationnelles invariantes a`
l’aide de la description locale de [Hir73, §§2.2− 2.4 pp 204− 215].
Pour se donner un feuilletage de Riccati, on peut utiliser une solution
alge´brique de l’e´quation de Painleve´ VI.
4.2.3. E´quation de Painleve´ VI et de´formations isomonodromiques.
— Les solutions de l’e´quation de Painleve´ VI (PVI) gouvernent les de´formations
isomonodromiques a` un parame`tre (∇s)s∈U des connexions logarithmiques
de rang 2 a` trace nulle et a` 4 poˆles sur C2 × P1 → P1. Les connexions
plates (∇s) sont les restrictions d’une connexion plate logarithmique ∇ sur
C2 ×U × P1 → U × P1. On s’inte´resse ici aux de´formations qui correspondent
aux solutions alge´briques de (PVI). Dans ce cas l’espace des parame`tres est
U = C\{s1, . . . , sn} ou` C est une surface de Riemann compacte et on peut com-
pactifier la situation en prolongeant ∇ me´romorphiquement a` C2 × C × P1 →
C × P1. La connexion ∇ est alors donne´e par un syste`me : si σ = (σ1, σ2) est
une section locale de C2 × C × P1 → C × P1, alors ∇.σ = dσ − Ω.
[
σ1
σ2
]
,
ou` Ω =
[
β
2 α
−γ −β2
]
est une matrice de 1-formes me´romorphes sur C. Les
sections locales horizontales de ∇ sont alors les solutions de dZ = Ω.Z. Si
Z = (z1, z2) est une telle section alors P(Z) = [z1 : z2] = [z : 1] est une
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section locale de P(C2) × C × P1 → C × P1 telle que l’e´quation de Riccati
dz = α + βz + γz2 soit satisfaite. La platitude de ∇ revient a` l’inte´grabilite´
de la forme ω = −dz + α + βz + γz2 sur P(C2) × C × P1, i.e. ω de´finit un
feuilletage holomorphe singulier sur P(C2)× C × P1 qui est, par construction,
un feuilletage de Riccati. On voit que ce dernier caracte´rise ∇ et on peut
pre´fe´rer son e´tude a` celle du syste`me dZ = Ω.Z. Des formules donnant (∇s) a`
partir d’une solution de (PVI) sont classiquement connues, voir par exemple
[Boa07, pp 105− 106] ou [LSS10, p 28]. Localement, t donne une cordonne´e
sur C \ {s1, . . . , sn} et l’e´quation de Riccati correspondant a` ∇ est donne´e par
dz =
∑
i=0,1,t
Pi(z)
x−i dx + A(z)dt ou` Pi(z) = αi + βiz + γiz
2. Les formules de
[LSS10] donnent αi, βi et γi en fonction de t mais nullement A. Par logarith-
micite´ et platitude de ∇, on peut toutefois de´terminer A qui est de la forme
A = − Ptx−t + u+ vz + wz2. Dans le cas des solutions alge´briques de (PVI), u,
v, w, αi, βi et γi se prolongent en des fonctions me´romorphes sur C.
4.3. Solution de l’e´quation de Painleve´ VI, une famille non pull-back
Suivant la de´marche introduite dans la section pre´ce´dente on va construire
un feuilletage de RiccatiR sur P(C2)×C×P1 a` partir d’une solution alge´brique
de l’e´quation de Painleve´ VI. On notera (Rs) la famille des restrictions de
R aux niveaux de la projection P(C2) × C × P1 → C. Ici C = P1 et la
solution qu’on choisit est l’image de la solution te´trae`drale n˚ 6 de Boalch
[Boa07] par une transformation d’Okamoto, la transformation sδ ◦ s∞ dans
les notations de [LT08]. Donnons la solution et ses parame`tres : q(s) =
(s6+15 s4−5 s2+45)s(s+1)(s−3)2
(5 s6−5 s4+135 s2+81)(s+3)(s−1)2 , t(s) = −
(s+1)3(s−3)3
(s−1)3(s+3)3 , θ0 = −
5
6 , θ1 = −1, θt = −1,
θ∞ = 16 . Une solution e´quivalente sous le groupe d’Okamoto a d’abord e´te´
donne´e par [AK02].
Ayant en teˆte [Tou03, The´ore`me III.2.6.] (cf notre introduction) et pour
nos besoins ulte´rieurs, on va montrer que cette solution alge´brique de (PVI) ne
correspond pas a` une de´formation isomonodromique (Rs)s∈P1 de feuilletages
de Riccati au dessus de P1 obtenue par pull-back rationnel d’un feuilletage de
Riccati au dessus d’une courbe.
Pre´cisons ce que l’on entend par la`.
De´finition 4.3.1. — On dit qu’un feuilletage de Riccati R sur le P1-fibre´
pi : P1 ×M →M est pull-back (rationnel) d’un feuilletage de Riccati R0 sur
pi′ : P1×M ′ →M ′ si il existe une application rationnelle dominante φ : M 99K
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M ′ telle que R = φ∗R0. Dans le cas ou` M ′ est une courbe alge´brique, on dit
que R est pull-back d’un feuilletage de Riccati au dessus d’une courbe.
Ici comme M = P1×P1, R ne peut eˆtre pull-back rationnel d’un feuilletage
de Riccati au dessus d’une courbe que si cette dernie`re est la droite projective.
Remarque 4.3.2. — On va utiliser des mode`les locaux. On indique comment
ils se comportent quand on les tire en arrie`re par un reveˆtement.
– Si la monodromie en x = 0 d’une e´quation de Riccati a` poˆle simple sur
(C, 0) est conjugue´e a` z 7→ λz alors, a` transformation de jauge holomorphe
pre`s, z′ = φ(x).z, φ ∈ PSL2(C{x}), l’e´quation est dz = αdxx z, avec λ =
exp(2ipiα). Si x = yk, on obtient dz = kαdyy z.
– Si la monodromie en x = 0 d’une e´quation de Riccati a` poˆle simple
sur (C, 0) est conjugue´e a` z 7→ z + 1 alors, a` transformation de jauge
holomorphe pre`s, l’e´quation est dz = (nz + xn)dxx , avec n ∈ Z. Si x = yk,
alors on obtient dz = k(nz+ ykn)dyy et, en posant y˜ =
kn
√
k · y, on obtient
dz = (knz + y˜kn)dy˜y˜ .
Dans les deux cas, l’exposant α ou n est multiplie´ par l’indice de ramification
k. Les parame`tres (θ0, θ1, θt, θ∞) d’une solution de Painleve´ sont les exposants
qui de´crivent le feuilletage Rs au voisinage de x = 0, 1, t,∞, respectivement.
Quand θi ∈ Z, on doit avoir plus d’informations pour connaˆıtre la monodromie.
Dans notre cas, θi = −1 correspond a` une monodromie locale parabolique.
Revenons a` notre de´monstration. Raisonnons par l’absurde : soit φ : P1 ×
P1 99K P1 une application rationnelle et µ = −dz+α+βz+ γz2 une e´quation
de Riccati telle que φ∗µ donne notre de´formation (Rs) de parame`tres θ =
(−56 ,−1,−1, 16). On va e´tudier la restriction φs de φ a` la valeur s du parame`tre
de la de´formation. L’application φs ne peut eˆtre constante pour un s ge´ne´rique,
sous peine de ne pas avoir de monodromie pourRs. C’est donc que nous avons,
pour s ge´ne´rique, un reveˆtement ramifie´ φs : P1 → P1.
Pour obtenir les bonnes monodromies locales pour Rs, µ doit donc avoir un
poˆle d’indice m6k avec m ∧ 6 = 1 et un poˆle a` monodromie locale parabolique.
De plus, comme la monodromie de Rs n’est pas abe´lienne (cf section 4.8.2), il
doit en eˆtre de meˆme pour µ, ce qui implique que µ a au moins trois poˆles non
apparents (i.e. a` monodromies locales non triviales). En outre, le birapport des
quatre poˆles de Rs varie avec s, ce qui signifie que le reveˆtement φs se de´forme
et qu’il existe une valeur critique k(s) non-constante, distincte des poˆles, pour
φs. Soient αi =
pi
qi
les exposants de µ avec pi∧qi = 1 et qi > 0. Fixons βi = 1/qi
si αi 6∈ Z et βi = 0 sinon. On peut alors interpre´ter φs : P1 = S → Σ = P1
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comme reveˆtement ramifie´ entre surfaces de Riemann munies de me´triques
singulie`res de courbure −1 telles que les poˆles de nos e´quations de Riccati
correspondent a` des singularite´s des me´triques dont les angles sont (2piβi) et
(2api6 , 0, 0,
2bpi
6 ) avec ab 6= 0. En effet, on peut appliquer le the´ore`me suivant a`
Σ puis relever la me´trique a` S par φs.
The´ore`me 4.3.3 (Poincare´). — Soient Σ une surface de Riemann, (ai)i∈I
une famille finie de points de Σ distincts deux a` deux et (qi)i∈I avec, pour tout
i, qi ∈ {2, 3, . . . ,∞}. Soit A = 2pi
(
2g(Σ)− 2 +∑i∈I (1− 1qi)). Si A > 0
alors il existe un sous-groupe discret Γ de PSL2(R) tel que H/Γ
hol.' Σ et tel
que la me´trique sur H donne une me´trique singulie`re exactement aux (ai) avec
les angles (2piqi ) et l’aire de Σ pour cette me´trique soit donne´e par A.
On peut ensuite comparer les aires de Σ et S pour cette me´trique :
(1) Aire(S) = d.Aire(Σ)
ou` d est le degre´ de φs. De plus, nous avons d’une partAire(Σ) = 2pi (−2 +
∑
i(1− βi)) ,
ce qui donne
Aire(Σ) ≥ 2pi
(
−2 + (1− 0) +
(
1− 1
6
)
+
(
1− 1
2
))
≥ 2pi
3
,
et d’autre part, de la meˆme manie`re, comme on peut le voir a` l’aide d’une
triangulation ge´ode´sique de S,
Aire(S) = 2pi
(−2 + ((1− 0) + (1− 0) + (1− a6)+ (1− b6)+∑i(1− ri)) ou`
les ri sont les indices de ramifications des points qui ne correspondent pas a`
des poˆles sur S. On a ainsi Aire(S) ≤ 2pi(−2+2(1−0)+2(1− 16)+(1−2)) = 4pi3 .
L’e´quation (1) donne donc d2pi3 ≤ 4pi3 ou encore d ≤ 2. La famille (φs) est donc
une famille de reveˆtements de degre´ deux de P1 vers lui meˆme, c’est donc une
de´formation de x 7→ x2, consistant a` faire bouger les points de ramification par
rapport aux poˆles de µ. Or cette famille de reveˆtements correspond a` la solution
a` parame`tre
√
t de l’e´quation de Painleve´ VI et ne peut donc correspondre a`
la noˆtre (cf [LT08]), d’ou` une absurdite´.
Notons que le raisonnement que nous venons de faire ne de´pend que de la
monodromie de Rs, on en de´duit ce qui suit.
Lemme 4.3.4. — Le feuilletage de Riccati R n’est pas birationnellement e´quivalent
a` un feuilletage de Riccati pull-back d’un feuilletage de Riccati au dessus d’une
courbe.
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Remarque 4.3.5. — E´videmment ce type de me´thode peut s’appliquer a`
d’autres de´formations isomonodromiques, voir [Dia12].
4.4. Construction de notre exemple
Notre exemple est donne´ par un feuilletage de Riccati Rˆ sur P2 × P1 → P2.
Ce feuilletage provient du feuilletage R de la section 4.3 au sens suivant :
R = pi∗Rˆ, ou` pi : (P1 × P1) × P1 99K P2 × P1 est une application rationnelle
dominante de fibre ge´ne´rique finie. On pense a` pi comme a` un reveˆtement ra-
mifie´ entre varie´te´s vues modulo transformations birationnelles. L’application
pi est obtenue en quotientant R par un groupe de syme´tries birationnelles.
Ces syme´tries sont recherche´es comme pre´servant deux fibrations sur P1 ×
P1 × P1 : la fibration (s, x, z) → s qui donne le parame`tre de la de´formation
isomonodromique et la projection (s, x, z) 7→ (s, x) du P1-fibre´ ; elles sont
donc de la forme φ : (s, x, z) 7→ (A.s,B(s).x, C(s, x).z) avec A,B(s), C(s, x) ∈
PSL2(C) et s 7→ B(s), (s, x) 7→ C(s, x) rationnelles.
Le lieu polaire deR contient quatre sections Di = {x = pi(s)}, i ∈ {1, . . . , 4}
de (s, x) → s qui doivent eˆtre pre´serve´es dans leur ensemble par (s, x) 7→
(A.s,B(s).x). Le birapport t(s) = [p1, p2, p3, p4] est une fonction rationnelle.
Il est bien connu (cf [Art98, pp 38-39]) que P1 \ {pi(s)|i = 1, . . . , 4} est
isomorphe a` P1 \ {pi(A.s)|i = 1, . . . , 4} si et seulement si u(s) = u(A.s), ou`
u(s) = (t
2−t+1)3
t2(t−1)2 . Un tel A correspond alors a` B(s) qui induit une permutation
{Di|i = 1, . . . , 4} = {Dσ(i)|i = 1, . . . , 4}. Si A et B correspondent a` une
syme´trie de R, cette permutation doit pre´server modulo Z4 le quadruplet
(±θi) des exposants associe´s aux Di. Si R a des poˆles non-apparents de la
forme {s = ck}, ils doivent aussi eˆtre pre´serve´s dans leur ensemble par A en
respectant les exposants ±θck correspondants.
Toutes ces conditions e´tant re´unies, on doit de´terminer si il existe C tel
que φ : (s, x, z) 7→ (A.s,B(s).x, C(s, x).z) soit effectivement une syme´trie de
R. Pour ce faire, on calcule les singularite´s du feuilletage R. On s’inte´resse
particulie`rement aux singularite´s (z = fi,+(s), z = fi,−(s)) au dessus de Di, si
il n’y a qu’une section de singularite´ fi au dessus deDi on note fi = fi,+ = fi,−.
La transformation C doit eˆtre telle que
{fσ(i),+(A.s), fσ(i),−(A.s)} = {C(s, x).fi,+(s), C(s, x).fi,−(s)}.
En fait, on peut meˆme de´terminer qui de fi,+ et fi,− correspond a` fσ(i),+ :
les singularite´s fi,± correspondent aux directions propres des re´sidus de la
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connexion de rang 2 dont provient R, on peut donc y attacher les valeurs
propres correspondantes et φ devra les respecter.
Dans le cas ou` (±θi)1≤i≤4 = (±θσ(i))1≤i≤4 -modulo rien- C(s, x) varie ho-
lomorphiquement avec x ∈ P1 pour s ge´ne´rique, donc C(s, x) = C(s) ; et si
trois des si,± sont distincts, cela permet de de´cider l’existence de C et, le cas
e´che´ant, de le calculer.
Quand (±θi)1≤i≤4 = (±θσ(i))1≤i≤4 modulo Z4 seulement , on peut essayer de
se ramener a` la situation pre´ce´dente, en ajoutant un cinquie`me poˆle apparent
p5(x) par transformation de jauge me´romorphe, c’est ce qu’on a duˆ faire pour
l’exemple que nous pre´sentons ici.
Une fois trouve´ un groupe fini de transformation (φk)k∈K , avec Ck(s, x) =
Ck(s), on veut quotienter R par son action. Pour ce faire on se rame`ne a`
un proble`me de dimension 1 : on cherche des coordonne´es x˜ = U(s).x et
z˜ = V (s).z telles que les φk se lisent (s, x˜, z˜) 7→ (Ak.s, x˜, z˜) a` l’aide de ces
coordonne´es. On est ainsi amene´ a` re´soudre (U(s) = U(Ak.s)Bk(s))k pour
connaˆıtre x˜, ce qui nous semble assez de´licat en ge´ne´ral. Cela fait, on doit
encore re´soudre (V (s) = V (Ak.s)Ck(s))k pour de´terminer z˜.
Finalement, on obtient un feuilletage de Riccati R˜ dont un groupe de
syme´tries G est donne´ par des transformations du type s 7→ Ak.s. On trouve
ensuite une fonction rationnelle y(s) qui est invariante sur les orbites de G
et qui se´pare les orbites. La projection sur le quotient de P1 par G est alors
donne´e par y : P1s → P1y. Les formes diffe´rentielles α, β, γ qui de´finissent R˜ sont
invariantes par G et s’e´crivent donc sous la forme a(y, x˜)dx˜ + b(y, x˜)dy, avec
a et b rationnelles. C’est ce qui donne Rˆ. La de´termination de a ou de b se
re´duit au proble`me suivant : connaissant des fractions rationnelles y(s) et F (s)
telles qu’il existe G(y) rationnelle satisfaisant G(y(s)) = F (s), de´terminer G.
Ce proble`me se re´sout par des conside´rations de multiplicite´s ou l’emploi de
bases de Gro¨bner.
Pour notre exemple on a y(s) = (469045 s+1)
2(807139 s+1)2
(4268135377 s2+599996 s+1)2
.
Pour obtenir une connexion sur P2 × P1, on a utilise´ l’application biration-
nelle standard P1 × P1 99K P2 qui induit un biholomorphisme en restriction a`
la carte affine (x˜, y). Le feuilletage Rˆ est de´fini par la forme −dz+α+βz+γz2
sur P1 × P2 avec α, β et γ donne´s ci-dessous, ou` on a remplace´ x˜ par x.
α = −5 x(3 y+1)(−y+3x)dx
(−y+27x2−6x)(−2 y2−9 y+30 yx+9x2)− 512
(18 y2x−10 y2+162 yx2−45 yx+81x3−18x2)xdy
(−y+27x2−6x)y(−2 y2−9 y+30 yx+9x2) ,
β =
(−75 y3x+12 y3−45 y2x2+54 y2−40 y2x−1212 yx2+810 yx3+265 yx+15x2−216x3)dx
6(−y+27x2−6x)x(−2 y2−9 y+30 yx+9x2)
+
(1350 y4x−966 y4+17010 y3x2−4707 y3x−256 y3−17064 y2x2+2466 y2x)dy
72(−y+27x2−6x)y(−2 y2−9 y+30 yx+9x2)(3 y+1)
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+
(49815 y2x3−428 y2−1845 yx−30780 yx3+14508 yx2+21870 yx4−5832x4+1701x3−90x2)dy
72(−y+27x2−6x)y(−2 y2−9 y+30 yx+9x2)(3 y+1) et
γ =
(226800 y2x2−8325 y3x−67665 y2x+33 yx+2376 yx2−1080x2+2593 y2+565 y−75x+1875 y4−5033 y3)dx
720(−y+27x2−6x)x(−2 y2−9 y+30 yx+9x2)
− (−7950 y
5+33750 y5x+104906 y4−374769 y4x−36450 y4x2−6169500 y3x2+776799 y3x+1322 y3)dy
1864(−y+27x2−6x)x(−2 y2−9 y+30 yx+9x2)y(3 y+1)
−(11524275 y
3x3−2426517 y2x3+7654500 y2x4+72945 y2x−71244 y2x2−4030 y2−951831 yx3+224028 yx2−17325 yx)dy
1864(−y+27x2−6x)x(−2 y2−9 y+30 yx+9x2)y(3 y+1)
− (1968300 yx
5+801900 yx4−145800x4−450x2+14985x3+393660x5)dy
1864(−y+27x2−6x)x(−2 y2−9 y+30 yx+9x2)y(3 y+1) .
4.5. Dimensions de Kodaira
On choisit de s’inte´resser au feuilletage F sur P2 dont la structure transverse
est donne´e par notre feuilletage de Riccati Rˆ et la section z = 0. Ce feuilletage
est ainsi donne´, dans la carte affine (x, y) par la forme
ω = −12y(1+3y)(3x−y)dx+[(10− 18x)y2 − 9x(18x− 5)y − 9x2(9x− 2)] dy
Nous souhaitons de´cider si ce feuilletage est un feuilletage modulaire au sens
de la de´finition 4.2.2. Pour ce faire, on emploie le the´ore`me de Mc Quillan et
Brunella indique´ dans [Bru03a, p 71] : les feuilletages modulaires sont, a`
tranformation birationnelle pre`s, les seuls feuilletages sur des surfaces projec-
tives qui aient dimension de Kodaira kod = −∞ et dimension de Kodaira
nume´rique ν = 1.
On commence par calculer la dimension de Kodaira nume´rique de F . Par
de´finition elle se calcule en de´singularisant le feuilletage puis en calculant la
de´composition de Zariski (1) du diviseur canoniqueKF˜ du feuilletage de´singularise´
F˜ : KF˜ se de´compose nume´riquement en KF˜
num
= P+N ou` P est un Q-diviseur
nef et N est un Q+-diviseur contractile dont les composantes irre´ductibles sont
orthogonales a` P , comme de´crit dans [Bru00, pp 101-102]. La dimension de
Kodaira nume´rique de F est alors de´finie par :
ν(F) =

0 si P
num
= 0,
1 si P
num
6= 0 et P.P = 0,
2 si P.P > 0.
1. Cette de´composition existe a` condition que le feuilletage ne soit pas une fibration
rationnelle, on verra plus loin que les courbes rationnelles invariantes sont suffisamment
rares pour exclure cette situation.
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D’apre`s un the´ore`me de Mc Quillan (voir [Bru00, Theorem 1 p 106]),
pourvu que F˜ soit relativement minimal, le support de N est bien connu :
c’est la re´union des supports des F˜-chaˆınes maximales.
Les F˜-chaˆınes sont les courbes C de composantes irre´ductibles (Ci)i=1...r
telles que, pour tous i, j ∈ {1, . . . , r}, on ait
– Ci est une courbe rationnelle lisse invariante de F˜ ,
– Ci.Cj = 1 si |i− j| = 1,
– Ci.Cj = 0 si |i− j| > 1,
– Ci.Ci < −1,
– C1 contient une seule singularite´ de F˜ et, pour i ∈ {2, . . . , r}, Ci contient
exactement deux singularite´s de F˜ .
La condition de relative minimalite´ est une condition qui porte sur les
courbes rationnelles invariantes de F˜ (cf [Bru00, chapter 5] ).
On voit que la compre´hension des courbes rationnelles invariantes de F est
un pre´liminaire a` la bonne re´alisation de notre objectif.
On sait que certaines composantes du lieu polaire de Rˆ peuvent donner des
courbes invariantes pour le feuilletage, ce qui se ve´rifie pour les composantes
suivantes :
(2)

`1 : y = 0 ;
`2 : y +
1
3 = 0 ;
`∞ : la droite a` l’infini ;
R : − 127y + x2 − 29x = 0 et
V : −29y2 − y + 103 xy + x2 = 0.
Chacune de ces composantes est une courbe rationnelle lisse.
On calcule a` l’aide de Maple l’ensemble des points singuliers Σ = Sing(F)
du feuilletage F sur P2 et, pour tout p ∈ Σ, on calcule la partie line´aire
L(p) d’un champs de vecteurs a` ze´ros isole´s de´finissant F au voisinage de
p. Les singularite´s non-re´duites sont les e´le´ments p de Σ tels que L(p) = 0
ou bien tels que le rapport λ = λ(p) des valeurs propres de L(p) soit un
rationnel strictement positif. Ce sont ces singularite´s qu’il faut e´clater pour
de´singulariser le feuilletage F , cf [Bru00] Chapitre 1.
On donne la liste des e´le´ments p de Σ et leurs proprie´te´s dans le tableau 1.
On donne un dessin de la configuration de nos courbes dans la figure 1. On y
place aussi les points singuliers qui, a` l’exception du point T , correspondent a`
des intersections de nos composantes de poˆle.
4.5.1. De´singularisation. — Par inspection de la figure 1, on voit que si p
est e´le´ment de {A,B,C,G, I} alors le feuilletage F a une singularite´ dicritique
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Table 1. Description des points singuliers
p λ e´le´ment de coordonne´es de p
A 1 `1, `2 et `∞ (u, v) = (0, 0)
B 2 V et `2 (x, y) = (5/9,−1/3)
C 2 R et `2 (x, y) = (1/9,−1/3)
D −2 R et `1 (x, y) = (2/9, 0)
E,F λ < 0 V et `∞ (u, v) = (15/2± 9/2
√
3, 0)
G 2 R et `∞ (s, t) = (0, 0)
H partie line´aire nulle V , R et `1 (x, y) = (0, 0)
I 3 V et R (x, y) = (1/3, 1)
T −4 `2 (x, y) = (2/9,−1/3)
On utilise sur P2 les cartes [x : y : 1] 7→ (x, y), [1 : u : v] 7→ (u, v) et
[s : 1 : t] 7→ (s, t).
Figure 1. configuration de courbes et positions des points
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en p. Comme λ = λ(p) ∈ N∗, en appliquant le the´ore`me de forme normale de
Poincare´-Dulac on obtient que, dans de bonnes coordonne´es (z, w) au voisinage
de p, le feuilletage est donne´ par le champ z∂z + (λw + εz
λ)∂w, avec ε = 0 ou
ε = 1.
De plus, le fait que la singularite´ soit dicritique impose ε = 0. A` l’aide
des formes normales, on peut alors voir que la singularite´ en p se re´sout par
une suite de λ e´clatements de diviseur exceptionnel une chaˆıne de courbes
rationnelles Ch(p), dont seulement la dernie`re est transverse au feuilletage et
d’auto-intersection −1, tandis que les autres sont d’auto-intersection −2 :
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pour p = B,C,G, λ = 2 on appelle Dp la premie`re composante de Ch(p) et
Ep la seconde ; pour p = A, il n’y a qu’une composante a` Ch(p), qu’on nomme
DA et pour p = I, il y a trois composantes, la premie`re est appele´e FI , la
deuxie`me est appele´e DI et la troisie`me est appele´e EI .
Soit X → P2 la de´singularisation de A,B,C,G, I de´crite ci-dessus. La
de´singularisation de H n’est pas aussi pre´visible. Toutefois, on voit, en calcu-
lant, que si on e´clateX enH, le feuilletage induit sur l’e´clate´ a trois singularite´s
sur le diviseur exceptionnel DH : une re´duite en H1 avec λ(H1) = −7/2, une
re´duite en H2 avec λ(H2) = −7/12 et une dicritique en H3 avec λ(H3) = 1. Il
suffit ensuite d’e´clater encore une fois en H3 pour de´singulariser le feuilletage,
le nouveau diviseur exceptionnel EH est alors transverse au feuilletage, tandis
que la transforme´e stricte de DH , qu’on note encore DH , est invariante par le
feuilletage.
On note P˜2 → P2 la de´singularisation comple`te ainsi obtenue et F˜ le feuille-
tage de´singularise´, on donne un dessin de´crivant cette de´singularisation dans
la figure 3, les singularite´s y sont repre´sente´es par des points. Dans la figure 2,
on donne un dessin plus e´pure´ qui indique les intersections entre les courbes
rationnelles invariantes par F˜ que nous connaissons. Le diviseur canonique
du feuilletage F est aise´ment calcule´ : F est de degre´ 3, si δ est une droite
ge´ne´rique de P2, alors KF = (3−1)δ = 2δ d’apre`s [Bru00, p 27]. Dans la suite
d’e´clatements on peut suivre ce que devient le diviseur canonique du nouveau
feuilletage, c’est l’objet du re´sultat suivant.
Proposition 4.5.1. — Soient pi : Y˜ → Y l’e´clatement d’une surface Y en
un point p et E le diviseur exceptionnel. Soit H un feuilletage sur Y et H˜ le
feuilletage induit sur Y˜ . Soit a(p) l’ordre d’annulation d’une forme ω, a` ze´ros
isole´s, donnant le feuilletage H au voisinage de p.
– Si E est invariant par H alors KH˜ = pi∗(KH)− (a(p)− 1)E.
– Si E n’est pas invariant par H alors KH˜ = pi∗(KH)− a(p)E.
De´monstration. — Voir [Bru00, Chapter 2].
Signalons que si C est une courbe, pi∗(C) est la transforme´e totale de C
par l’e´clatement pi. On utilisera le nom des diviseurs de P2 pour de´signer leurs
transforme´es strictes par P˜2 → P2. Par utilisations successives de cette
proposition, on obtient KF˜ = 2 δ−DA−EB −EC −DH − 2EH −EG−EI .
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Figure 2. Chaˆınes et cycles
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Figure 3. De´singularisation du feuilletage.
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4.5.2. E´tude des courbes rationnelles invariantes. — Nous entrons
dans un passage technique, qui permet d’exclure la pre´sence de courbes ra-
tionnelles lisses invariantes inconnues pour le feuilletage F˜ qui feraient obs-
truction au bon calcul de sa dimension de Kodaira nume´rique. Soit C0 une
telle courbe. On de´finit des inconnues pour le nombre d’intersections entre C0
et les diviseurs qui nous inte´ressent dans le tableau 2.
Table 2. Intersections de C0 avec nos diviseurs.
D R V `1 `2 `∞ DA DB DC DH DG DI FI EH EB EC EI EG δ
D.C0 0 0 0 εT 0 nA εB εC εH εG 0 εI nH nB nC nI nG d
Le degre´ de l’image de C0 dans P2 est d. En appliquant le the´ore`me de Be´zout
et en utilisant notre connaissance de la de´singularisation du feuilletage, on
obtient les e´quations suivantes qui lient les intersections lues dans P2 et celles
lues dans P˜2.
(3)

E`1 : d = nA + 2nH + εH
E`2 : d = 2nB + εB + 2nC + εC + nA + εT
E`∞ : d = nA + 2nG + εG
ER : 2d = nH + εH + 3nI + εI + 2nG + εG + 2nC + εC
EV : 2d = 2nH + εH + 3nI + εI + 2nB + εB
D’autre part (cf [Bru00, Chapter 3]), l’auto-intersection de C0 peut eˆtre cal-
cule´e en fonction des εp a` l’aide des indices de Camacho-Sad (qui correspondent
aux λ(p)) : par la formule de Camacho-Sad, on a C20 = −12(εB + εC + εG) −
7
12εH − 23εI − 14εT . Comme les singularite´s sont re´duites, on doit avoir, pour
tout p, εp ∈ {0, 1}. De plus, comme l’auto-intersection de C0 est entie`re, les
configurations envisageables pour les εp se restreignent a` celles donne´es dans
le tableau 3 ou` l’on mentionne les valeurs de C20 qui y correspondraient.
Pour chacun de ces choix de (εp), on peut re´soudre le syste`me line´aire (3).
Seuls les choix n˚ 1, 4, 5 et 8 correspondent a` des solutions entie`res pour ce
syste`me. L’ensemble des solutions σ est alors un Z-module de rang deux.
Toutefois on peut donner encore deux contraintes sur les inconnues du syste`me
(3). Premie`rement, on peut calculer C20 en fonction de l’auto-intersection d2
de sa projete´e dans P2 et de la de´singularisation P˜2 → P2, en utilisant la
proposition suivante.
Proposition 4.5.2 (voir [GH78], p 187 et p 476). — Soient pi : Y˜ → Y
l’e´clatement d’une surface Y en un point p et E le diviseur exceptionnel.
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Table 3. Auto-intersections envisageables pour C0.
n˚ εH εI εB εC εG εT C20
1 0 0 0 0 0 0 0
2 0 0 0 1 1 0 −1
3 0 0 1 0 1 0 −1
4 0 0 1 1 0 0 −1
5 1 1 0 0 1 1 −2
6 1 1 0 1 0 1 −2
7 1 1 1 0 0 1 −2
8 1 1 1 1 1 1 −3
1. Si C ⊂ Y est une courbe qui passe par p avec multiplicite´ m et si C˜ ⊂ Y˜
est sa transforme´e stricte alors C˜2 = C2 −m2.
2. De plus le diviseur canonique KY˜ de Y˜ est donne´ par KY˜ = pi
∗(KY )+E.
En appliquant successivement la premie`re proprie´te´, on obtient
(4) C20 = d2 − n2A − 3n2I − 2εInI − εI −
∑
p=B,C,G,H
((np + εp)
2 + n2p).
En appliquant la seconde proprie´te´ et en sachant KP2 = −3δ, on obtient :
KP˜2 = −3 δ+FI+2DI+DC+DH+DG+DA+DB+2EB+2EC+2EG+2EH+
3EI . Deuxie`mement, on utilise la formule du genre : 0 =
1
2C0.(C0 +KP˜2) + 1,
pour obtenir
(5)
0 = 1+
1
2
d2− 3
2
d+
1
2
nA+
3
2
nI−εInI− 1
2
n2A−
3
2
n2I +
∑
p=B,C,G,H
np(1−np−εp).
Pour chacun des choix n˚ 1, 4, 5 et 8 en injectant les valeurs des εp, la valeur de
C20 correspondante, ainsi qu’une parame´trisation de σ par (λ, β) ∈ Z2 dans (4),
on arrive a` parame´trer λ en fonction de β puis a` conclure en utilisant (5). Les
seules possibilite´s cohe´rentes sont alors celles donne´es dans le tableau 4. Dans
Table 4.
nH εH nI εI nB εB nC εC nG εG nA εT d
1 1 2 1 1 0 0 0 1 1 3 1 6
3 1 5 1 2 1 0 1 3 1 7 1 14
les deux cas, l’e´ventuelle courbe invariante C0 traverse plus de trois singularite´s,
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ce qui indique qu’elle n’est pas dans une F˜-chaˆıne, de plus son auto-intersection
est −3 ou −2, ce qui indique que le feuilletage F˜ est relativement minimal.
4.5.3. De´composition de Zariski, dimension de Kodaira nume´rique.
— La description de la de´singularisation que nous avons faite permet de
donner, dans le tableau 5, la matrice de la forme d’intersection sur P˜2 restreinte
au sous-espace dont une famille ge´ne´ratrice est
S = (R, V, `1, `2, `∞, DA, DB, DC , DH , DG, DI , FI , EH , EB, EC , EI , EG, δ).
On montre dans 4.5.2 que les seules courbes rationnelles invariantes lisses
de F˜ sont des e´le´ments de S ou bien sont d’auto-intersection infe´rieure a` −2
et contiennent plus de trois singularite´s. Ce qui fait que notre feuilletage est
relativement minimal et que seuls des e´le´ments de S entrent dans le support
de la partie ne´gative N de la de´composition de Zariski de KF˜ . Les F˜-chaˆınes
maximales sont les suivantes : DH −R− `1 ; DI − FI ; `2 ; DB ; DC et DG.
Le support de N est donc DG∪DC ∪DB ∪ `2∪DI ∪FI ∪DH ∪R∪ `1. Ainsi
N = aDG + bDC + cDB + d`2 + eDI + fFI + gDH + hR + i`1. Chacune des
composantes de ce support est orthogonale a` P
num
= KF˜ −N , ce qui donne un
Table 5. Matrice de la forme d’intersection pour la famille S.
−4 0 1 0 0 0 0 0 1 0 0 0 0 0 1 1 1 2
0 −3 0 0 2 0 0 0 0 0 0 0 1 1 0 1 0 2
1 0 −2 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1
0 0 0 −4 0 1 0 0 0 0 0 0 0 1 1 0 0 1
0 2 0 0 −2 1 0 0 0 0 0 0 0 0 0 0 1 1
0 0 1 1 1 −1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −2 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 −2 0 0 0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 0 −2 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −2 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 −2 1 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 −2 0 0 0 0 0 0
0 1 1 0 0 0 0 0 1 0 0 0 −1 0 0 0 0 0
0 1 0 1 0 0 1 0 0 0 0 0 0 −1 0 0 0 0
1 0 0 1 0 0 0 1 0 0 0 0 0 0 −1 0 0 0
1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 −1 0 0
1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 −1 0
2 2 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1

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syste`me d’e´quations line´aires simple qu’on re´sout :
N =
1
12
DH +
1
6
R+
7
12
`1 +
1
2
DG +
1
2
DB +
1
2
DC +
1
3
FI +
2
3
DI +
1
4
`2.
On voit alors que P
num
= KF˜ −N n’est pas nume´riquement trivial puisque
(KF˜ −N).δ = 56 , puis on constate que P 2 = 0. Nous venons donc d’obtenir :
ν(F) = 1.
4.5.4. Dimension de Kodaira. — Dans cette section on commence par
re´pe´ter les re´sultats ge´ne´raux donne´s dans [Bru00] qui circonscrivent kod(F˜)
en fonction de ν(F), ce qui nous permet ensuite d’obtenir kod(F˜) = −∞.
Premie`rement, on a l’ine´galite´ suivante pour tout fibre´ en droites L :
(6) ν(L) ≥ kod(L).
Ensuite, deux the´ore`mes.
The´ore`me 4.5.3 (McQuillan-Mendes). — Si H est un feuilletage re´duit
sur une surface alge´brique et kod(H) = 1 alors H est
1. un feuilletage turbulent,
2. une fibration elliptique non-isotriviale,
3. une fibration isotriviale de genre g ≥ 2 ou
4. un feuilletage de Riccati.
The´ore`me 4.5.4 (McQuillan). — Si H un feuilletage re´duit sur une sur-
face alge´brique tel que kod(H) = 0 alors ν(H) = 0.
On de´duit de cela l’e´nonce´ suivant.
Proposition 4.5.5. — Soit F un feuilletage re´duit transversalement projec-
tif sur une surface projective X, tel que ν(F) = 1, dont une structure trans-
verse (pi : E×X → X,R, σ) a une monodromie non me´tabe´lienne. On suppose
aussi que R n’est pas birationnellement e´quivalent au pull-back d’un feuilletage
de Riccati au dessus d’une courbe. Alors F est un feuilletage modulaire.
De´monstration. — Par le the´ore`me 4.5.4, on ne peut avoir kod(F) = 0. Il
nous reste a` exclure les e´ventualite´s 1 − 4 donne´es dans le the´ore`me 4.5.3 et
a` utiliser (6) et kod ∈ {−∞, 0, 1, 2} pour conclure. Pour ce faire, on utilise le
lemme suivant.
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Lemme 4.5.6 (Loray-Pereira). — Soit X une varie´te´ complexe projective
lisse. Si F est un feuilletage de codimension 1 sur X qui posse`de deux struc-
tures transversalement projectives T = (P1×X → X,R, σ) et U non-e´quivalentes
au sens de [LP07], alors le groupe de monodromie de T contient un groupe
abe´lien d’indice ≤ 2 ou R est birationnellement e´quivalent a` un feuilletage de
Riccati pull-back d’un feuilletage de Riccati au dessus d’une courbe.
De´monstration. — La preuve utilise [Sca´97, Proposition 2.1], voir [LP07,
Lemma 5.4.].
Ainsi F a une unique structure transversalement projective au sens de
[LP07].
1. Si F est un feuilletage turbulent, alors il admet une structure transversa-
lement projective a` monodromie virtuellement abe´lienne (donne´e par des
automorphismes de la courbe elliptique sous-jacente), ce qui est exclu.
2. Il n’est pas donne´ par une fibration, sans quoi il aurait une inte´grale
premie`re me´romorphe f qui lui fournirait une structure de feuilletage
transversalement euclidien : dz = df , de monodromie triviale ; ce qui
n’est pas conforme a` nos hypothe`ses.
3. Le feuilletage F ne peut eˆtre un feuilletage de Riccati, puisque les feuille-
tages de Riccati sur X ont une structure transverse donne´e par une
feuilletage de Riccati birationnellement e´quivalent a` un pull-back d’un
feuilletage de Riccati au dessus d’une courbe, cf [LP07, section 3.1.].
On en de´duit le cœur de nos re´sultats.
The´ore`me 4.5.7. — Le feuilletage F˜ de´crit a` la partie 4.5.1 est un feuille-
tage modulaire.
De´monstration. — Les hypothe`ses de la proposition 4.5.5 sont satisfaites par
F˜ puisque :
– sa dimension de Kodaira nume´rique est ν = 1 ;
– le groupe de monodromie de sa structure transverse est gros, comme on
le verra dans le lemme 4.8.3 ;
– Le feuilletage de Riccati de sa structure transverse n’est pas birationnel-
lement e´quivalent au pull-back d’un feuilletage de Riccati au dessus d’une
courbe, d’apre`s le lemme 4.3.4.
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4.6. Feuilletage dual
Par le the´ore`me 4.2.4, ce qu’on vient d’obtenir est (P˜2, F˜) = (Y˜Γ, F˜Γ), pour
un certain Γ. On se propose de de´terminer le feuilletage G sur P2 qui cor-
respond au feuilletage G˜Γ sur P˜2. Toujours par le the´ore`me 4.2.4, les feuille-
tages F et G ont un diviseur de tangence re´duit Tang, donne´ par le lieu
polaire de la structure transverse de F , c’est a` dire de degre´ 7. De plus,
le diviseur de tangence de deux feuilletages sur P2 de degre´s d et d′ est de
degre´ d + d′ + 1. Comme F est de degre´ 3 on obtient que G l’est aussi.
Par un calcul affine, on voit que l’ensemble des feuilletages de degre´ 3 ayant
Tang − `∞ parmi leurs courbes invariantes est un pinceau (Ft)t∈P1 dont seul
un e´le´ment ne laisse pas invariant `∞. Ce pinceau est donne´ par ωt = Ptdx+
Qtdy ou` Pt = −12 (1 + 3 y) y (−2 ty − y − 10 t+ 36 tx+ 3x) et Qt = (−81− 162 t)x3 +
(−162 y + 756 ty + 18 + 306 t)x2 + (−36 y2t− 18 y2 + 45 y − 270 ty − 60 t)x+ 10 y (y + t).
On remarque que s1 =
{
(x, y) =
(
10t
9(1+2 t) ,
20t(3 t−1)
3(1+2 t)2
)}
⊂ R et
s2 =
{
(x, y) =
(
10t(−9+2 t)
3(44 t2−96 t−9) ,
−100t2
44 t2−96 t−9
)}
⊂ V
sont deux singularite´s de Ft, cela va nous permettre de de´terminer le t tel
que Ft = G. En effet, comme G˜Γ n’a pas de singularite´ sur R et V en dehors
des intersections avec les autres courbes rationnelles invariantes, le t recherche´
doit eˆtre tel que s1(t) ∈ {C,D,G,H, I} et s2(t) ∈ {B,E, F,H, I}. La seule
valeur de t qui satisfasse ces deux conditions est t = 3/4, on a donc finalement
G = F3/4. On a trouve´ une involution holomorphe de P˜2 (voir section 4.7) qui
e´change F et G, ainsi la structure transverse de G, unique d’apre`s le lemme
4.5.6, peut eˆtre obtenue en tirant en arrie`re celle de F par σ.
4.7. L’involution
Cette involution est donne´e dans la carte affine (x, y) de P2 par :
σ : (x, y) 7→
(
3 y (3 y + 13)x− y (7 y + 9)
(135 y + 9)x− 3 y (3 y + 13) , y
)
.
On voit que c’est une transformation de de Joncquie`res.
On l’a de´couverte en e´tudiant les tangences entre le pinceau des droites
issues de A et les feuilletages F et G. C’est une transformation de jauge
me´romorphe du P1-fibre´ (x, y) 7→ y d’espace total l’e´clatement de P2 en A,
qui est holomorphe en dehors de {(y− 1)y = 0}. Quand on la conjugue par la
de´singularisation de F , on obtient une transformation holomorphe de P˜2 = Y˜Γ
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qui e´change DI et FI ainsi que EI et {y = 1}. De meˆme, elle e´change `1 et
DH en fixant globalement EH et en re´alisant un automorphisme non-trivial
de R. Comme indique´ pre´ce´demment, cette involution e´change F et G.
4.8. Calcul de la monodromie des structures transverses
On souhaite comprendre ici les repre´sentations de monodromie de Rˆ et σ∗Rˆ.
Remarque 4.8.1. — Soit R0 un feuilletage de Riccati au dessus de X et D
son lieu polaire. Soit D1 une composante de D. Si, localement, par transforma-
tion de jauge me´romorphe, on peut faire disparaˆıtre le poˆle D1, alors R0 n’a
pas de monodromie locale pre`s du point ge´ne´rique de D1. L’hypersurface D1
est appele´ poˆle apparent de R0. Si D′ est l’hypersurface forme´e des compo-
santes de D non apparentes, alors D′ est appele´ lieu polaire non apparent
de R0 et la monodromie de R0 se re´duit a` ρ : pi1(X \D′)→ PSL2(C).
4.8.1. Groupe fondamental. — Un pre´alable au calcul de la repre´sentation
de monodromie de Rˆ est la compre´hension du groupe fondamental du comple´mentaire
d’une courbe dans une surface. L’outil principal utilise´ pour cela est le the´ore`me
topologique suivant, duˆ a` Zariski et Van-Kampen :
The´ore`me 4.8.2. — Soit p : E → B un fibre´ localement trivial qui posse`de
une section s, avec E connexe par arcs. Soit b ∈ B et Fb sa fibre.
Le groupe fondamental de E est donne´ par la suite exacte scinde´e suivante
0→ pi1(Fb, b) i∗→ pi1(E, b) pi∗→ pi1(B, b)→ 0. La section est donne´e par s∗.
De´monstration. — Voir [Shi]
Pre´cisons l’action du facteur pi1(B, b) sur pi1(Fb, b) pour le produit semi-direct
pi1(B, b) n pi1(Fb, b) induit par cette suite exacte. Soit γ : [0, 1] → B un lacet
partant de b, γ∗E est un fibre´ localement trivial de base simplement connexe,
il est donc trivialisable : γ∗E ∼= [0, 1] × Fb et tout lacet τ0 de Fb de point de
base b se de´forme continument en τt, un lacet de point de base γ(t) dans la
fibre Fγ(t). On de´finit ainsi une action de γ ∈ pi1(B, b) sur pi1(Fb, b) en posant
τ0.γ = τ1 ; c’est l’action qui intervient dans la structure de produit semi-direct
mentionne´e ci-haut.
Dans le cas ou` Fb est un disque e´pointe´, l’action correspond a` l’action d’une
tresse, comme indique´ dans la figure 4.
Soit X
ψ→ P2 l’e´clatement de P2 en A et E le diviseur exceptionnel. On va
travailler avec Rˆ′ = ψ∗Rˆ. Remarquons que X est muni d’une structure de fibre´
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Figure 4. Action de la tresse σ2
1 2 3 4
1 2 3 4
en P1 : X pi→ E. Soit P le lieu polaire non-apparent de Rˆ′, on voit que E n’est
pas une composante de P . Les composantes de P sont les transforme´es strictes
des composantes du lieu polaire de Rˆ : trois fibres de pi, a` savoir `1, `2 et `∞,
et les deux coniques. Soit `I la fibre de I pour pi. Soit Q = P ∪ `I , X0 = X \Q
et E0 = E \ Q, on voit que pi|X0 : X0 → E0 est un fibre´ topologiquement
localement trivial de fibre S24, la sphe`re prive´e de quatre points. De plus, ce
fibre´ admet une section, donne´e par E0 ; on a ainsi, par le the´ore`me ci-dessus,
une description du groupe fondamental de X0 comme produit semi-direct :
pi1(X
0, b) = pi1(Fb, b)o pi1(E0, b).
Reste a` identifier de fac¸on effective les deux facteurs et l’action. Pour la
base on choisit les ge´ne´rateurs α, β, γ comme sur la figure 5, ou` l’on rapporte
les fibres a` l’ordonne´e y de leur point d’intersection avec {x = 0}. On choisit
pour Fb la transforme´e stricte de {y = 4} par l’e´clatement de P2 en A. On
choisit alors comme ge´ne´rateurs pour pi1(Fb, b) les lacets t, u, v, w comme sur
la figure 6, ou` l’on utilise l’abscisse x des points comme coordonne´e ; la seule
relation entre ces lacets est tuvw = 1.
Figure 5. Chemins de la base E0
 β α 
τ yγ ˜
FC FD FI FG
a b
On identifie les points 1, 2, 3 et 4 de Fb avec les points 1, 2, 3 et 4 du disque
e´pointe´ quatre fois, ce qui permet d’interpre´ter l’action de α, β et γ a` l’aide
de l’action du groupe de tresses B4. Comme on le voit sur la figure 4, B4 agit
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Figure 6. Lacets de la fibre Fb
t
u v w
b
x
1 2 3 4
-a` droite par morphisme de groupe- sur (t, u, v, w) de la manie`re suivante :
(7)

σ1 : (t, u, v, w) 7→ (tut−1, t, v, w)
σ2 : (t, u, v, w) 7→ (t, uvu−1, u, w)
σ3 : (t, u, v, w) 7→ (t, u, vwv−1, v)
Par inspection de notre figure re´elle 1 et la connaissance des ordres de contacts
entre les composantes de P , on voit que α agit comme la tresse σ2, que β
correspond a` la tresse σ63 et que l’action de γ = τ γ˜τ
−1 est celle de σ33 suivie de
celle de σ1σ2σ1 sur la fibre Fa de a, puis enfin suivie de l’action de σ
−3
3 . Puisque
des ge´ne´rateurs pour les facteurs sont donne´s par les familles f = (α, β, γ) et
g = (t, u, v, w), notre structure de produit semi-direct pour pi1(X
0, b) nous
fournit la description par ge´ne´rateurs et relations suivante :
pi1(X
0, b) =< f ∪ g|f−1i gjfi = gj .fi, tuvw = 1 > .
De manie`re explicite, l’ensemble des relations est le suivant.
(8) tuvw = 1
(9)

α−1tα = t
α−1uα = uvu−1
α−1vα = u
α−1wα = w
(10)

β−1tβ = t
β−1uβ = u
β−1vβ = (vw)3v(vw)−3
β−1wβ =
(
(vw)2v
)
w
(
(vw)2v
)−1
(11)
γ−1tγ =
(
tu(vw)−1
)
w
(
tu(vw)−1
)−1
γ−1uγ = tut−1
γ−1wγ =
(
t(wvw)−1(vw)2
)
t
(
t(wvw)−1(vw)2
)−1
γ−1vγ =
(
t(wvw)−1(vw)2t(wvw)−1
)
v
(
t(wvw)−1(vw)2t(wvw)−1
)−1
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Par la relation (8) et le fait que pi1(E
0, b) agit par morphismes de groupe,
on peut de´duire une des quatre e´quations de (9), (10) ou (11) des trois autres.
On peut donc simplifier la pre´sentation en enlevant une e´quation de son choix
dans chacune des familles de relations (9), (10) et (11), par exemple la plus
longue, ce qui donne l’ensemble de relations suivant, ou` l’on a aussi applique´
tu = (vw)−1 dans la relation γ−1tγ =
(
tu(vw)−1
)
w
(
tu(vw)−1
)−1
.
(12)

tuvw = 1
α−1tα = t
α−1vα = u
α−1wα = w
β−1tβ = t
β−1uβ = u
β−1vβ = (vw)3v(vw)−3
γ−1tγ = (vw)−2w(vw)2
γ−1uγ = tut−1
γ−1wγ =
(
t(wvw)−1(vw)2
)
t
(
t(wvw)−1(vw)2
)−1
D’apre`s le the´ore`me de Van Kampen sur le groupe fondamental de l’union de
sous espaces topologiques, pour avoir une pre´sentation du groupe fondamental
de X1 = X \ P , il suffit d’ajouter a` cette pre´sentation la relation β = 1. Ce
groupe est donc donne´ par les ge´ne´rateurs {α, γ, t, u, v, w} et les relations :
(13)

tuvw = 1
α−1tα = t
α−1vα = u
α−1wα = w
v = (vw)3v(vw)−3
γ−1tγ = (vw)−2w(vw)2
γ−1uγ = tut−1
γ−1wγ =
(
t(wvw)−1(vw)2
)
t
(
t(wvw)−1(vw)2
)−1
4.8.2. Monodromie. — Il nous suffira de comprendre la repre´sentation de
monodromie ρ : pi1(X
1, b)→ PSL2(C) de Rˆ′ en restriction a` pi1(Fb) et a` pi1(E \
P ) pour la comprendre globalement. Remarquons que toute repre´sentation
de l’un de ces groupes vers PSL2(C) se rele`ve a` SL2(C) puisque ce sont des
groupes libres. On pourra ainsi avoir recours a` des raisonnements matriciels.
Le pinceau des droites passant par A est le projete´ du pinceau de P1 de la
de´formation isomonodromique initiale Rs, en particulier la monodromie de
Rˆ′|Fb est la meˆme que celle d’un Rs. Dans [Boa07], Boalch donne des traces
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de matrices qui permettent de de´terminer les images de t,u,v et w par la
repre´sentation de monodromie de Rs modulo conjugaison globale et modulo
l’action deMCG(S24) le mapping class group de la sphe`re e´pointe´e S24. L’action
de MCG(S24) correspond a` l’ambigu¨ıte´ sur le choix des lacets simples t, u, v, w
tels que pi1(Fb) =< u, v, w > et tuvw = 1, voir [Bir75, Theorem 1.9 p 30].
Le the´ore`me [IIS04, Theorem 2.3 p 6] (voir une autre preuve dans [Boa05,
p 202]) permet de de´duire des traces correspondant a` un rele`vement ρ˜ de
pi1(Fb, b)
i∗ρ→ PSL2(C) a` SL2(C), ou` i : Fb → X1 de´signe l’injection naturelle.
Elles sont donne´es dans le tableau 6, ou` T = ρ˜(t), U = ρ˜(u), V = ρ˜(v) et
W = ρ˜(w).
Table 6. Traces modulo l’action de B3
M V W T U VW WT V T
trace(M)
√
3 2 2 −√3 1 0 1
Un quadruplet qui donne ces traces est donne´ ci-dessous.
V0 =
[ −1 2 +√3
−1 1 +√3
]
,W0 =
[
2−√3 1 +√3
−3√3 + 5 √3
]
, T0 =
[ −1 0
√
3− 1 −1
]
,
U0 =
[ −2 2 +√3
√
3− 4 2 +√3
]
.
Ainsi, φ.(T0, U0, V0,W0) = (T,U, V,W ) pour un φ ∈ MCG(S24). De plus,
l’action induite sur les traces par φ doit eˆtre triviale. En particulier, φ doit
induire une permutation de {1, 2, 3, 4} qui fixe 1. Par quelques arguments
topologiques ( cf [Bir75]), on peut ainsi voir que l’action de φ sur la classe de
conjugaison de (U0, V0,W0) est celle d’une tresse a` trois brins b ∈ B3 comme
dans [LT08]. Cette orbite est finie puisque la solution de (PVI) que nous avons
utilise´e est alge´brique. A l’aide de Maple, on calcule l’orbite de la classe de
conjugaison de (U0, V0,W0) sous B3. Cette orbite O comporte 18 e´le´ments et
se de´compose de la fac¸on suivante :
(14) O = unionsqi∈IbiP3.(U0, V0,W0)
ou` P3 est le noyau du morphisme naturel B3 → S3 et les bi ont des images dis-
tinctes par ce morphisme. On constate par calcul que l’orbite P3.(U0, V0,W0)
est de cardinal 6 et en de´duit que I comporte 3 e´le´ments. De plus, P3 agit
trivialement sur le triplet (trace(U), trace(V ), trace(W )) = (
√
3,
√
3, 2) au
contraire de σ2 et de σ1σ2σ1 qui induisent respectivement (
√
3,
√
3, 2) 7→
(
√
3, 2,
√
3) et (
√
3,
√
3, 2) 7→ (2,√3,√3), la de´composition (14) est donc donne´e
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par b0 = 1 b1 = σ1 et b2 = σ1σ2σ1. En particulier, (U, V,W ) est dans l’orbite
P3.(U0, V0,W0).
La monodromie de Rˆ′|E se rele`ve aussi en ρˆ a` SL2. Elle est aise´ment calcule´e
graˆce a` la connaissance des exposants : θ∞ = 0, θ1 = 112 , θ2 =
1
4 correspondent
respectivement a` `∞, `1 et `2. Soient A = ρˆ(α) et G = ρˆ(γ), on a trace(A) =
2 cos(piθ∞), trace(G) = 2 cos(piθ1) et trace(AG) = 2 cos(piθ2), ce qui de´termine
une repre´sentation vers SL2(C), unique modulo conjugaison et irre´ductible,
d’apre`s [Chu99]. Apre`s calcul, elle est donne´e par A =
[
1 0
−√3 1
]
et
G =
 √2 √22 (√3 + 1)√
2
2 (5− 3
√
3)
√
2
2 (
√
3− 1)
.
En utilisant la deuxie`me et la quatrie`me relation de (13), ainsi que le
fait que T soit parabolique, on voit que T et W commutent. Dans l’orbite
P3.(U0, V0,W0), seuls deux triplets satisfont cette condition, meˆme projective-
ment. En utilisant la troisie`me et la septie`me relation de (13), on arrive a` voir
que l’un d’eux ne peut correspondre a` notre repre´sentation tandis qu’un seul
repre´sentant de la classe de conjugaison du second satisfait (13), il est donne´
ci-dessous.
U =
[ √
3− 1 1
−2 +√3 1
]
; V =
[ −1 + 2√3 1
−8 + 3√3 −√3 + 1
]
;
W =
[
1 0
−√3− 1 1
]
.
Le groupe < A,G,U, V,W > est un sous-groupe de PSL2(Z[ξ]) ou` ξ =
2 cos( pi12) =
√
2
2 (1 +
√
3). Notons que Z[ξ] est l’anneau des entiers de Q[ξ] =
Q[
√
2,
√
3]. On remarque aussi que la repre´sentation ρ ne se rele`ve pas a` SL2.
Exactement la meˆme de´marche permet de de´terminer la monodromie de la
structure transverse du feuilletage dual G : vue l’involution, les images de u, v
et w sont encore dans l’orbite P3.(U0, V0,W0) et une seule trace de monodromie
locale change : θ1 =
7
12 . La repre´sentation obtenue est l’image de la pre´ce´dente
par
√
3 7→ −√3.
Un examen plus approfondi donne le re´sultat suivant.
Lemme 4.8.3. — Le sous-groupe de PSL2(C) engendre´ par U , V , W , A et
G est une extension de degre´ 2 de PSL2(Z[
√
3]), en particulier il est gros.
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De´monstration. — En effet, PSL2(Z[
√
3]) est engendre´ par ses deux sous-
groupes de matrices triangulaires : T1 :=
{[
1 0
u 1
]
, u ∈ Z[√3]
}
et T2 :={[
1 u
0 1
]
, u ∈ Z[√3]
}
. L’isomorphisme
[
1 0
u 1
]
7→ u permet d’identifier T1
a` Z[
√
3], on voit ainsi facilement que T1 est engendre´ par les matrices A et W .
De meˆme, les matrices H = G2AG−2 =
[
1 12 + 7
√
3
0 1
]
et F = G2WG−2 =[
1 19 + 11
√
3
0 1
]
engendrent T2, puisque 12 + 7
√
3 et 19 + 11
√
3 sont des
ge´ne´rateurs du Z-module Z[
√
3] en vertu des identite´s suivantes :
1 = −11(12 + 7
√
3) + 7(19 + 11
√
3) et
√
3 = 19(12 + 7
√
3)− 12(19 + 11
√
3).
Ainsi le groupe < A,G,U, V,W > contient PSL2(Z[
√
3]). D’autre part, G est
le seul ge´ne´rateur non contenu dans PSL2(Z[
√
3]) tandis que G2 l’est, ce qui
montre que < A,G,U, V,W > /PSL2(Z[
√
3]) se re´duit a` deux e´le´ments.
4.9. La surface modulaire associe´e a` Z[
√
3]
On de´duit de notre travail suffisamment d’informations sur la surface Y√3.
The´ore`me 4.9.1. — Un mode`le birationnel de la surface modulaire bifeuillete´e
(Y√3,F√3,G√3) est (P2,Fω1 ,Gτ1) ou`
ω1 = 6
(
3 v2 + 1
)
v
(
v2 + 9uv2 + 3u
)
du
+
(
(9u− 5) (9u− 2) (9u− 1) v4 + 9u (5 + 54u2 − 30u) v2 + 9u2 (9u− 2)) dv.
τ1 = 6
(
3 v2 + 1
)
v
(−8 v2 − 3 + 36uv2 + 12u) du
+
(
(9u− 5) (9u+ 1) (9u− 1) v4 + (3 + 486u3 − 432u2 + 45u) v2 + 9u (9u− 2) (u− 1)) dv.
De plus, σ1 : (u, v) 7→
(
3 v2(36 v2+13)u−v2(20 v2+9)
9 (12 v2−1)(3 v2+1)u−3 v2(36 v2+13) , v
)
est une involu-
tion birationnelle de P2 qui e´change Fω1 et Gτ1.
De´monstration. — D’apre`s le calcul de la monodromie des structures trans-
verses de F et G et le lemme 4.9.2, on voit que l’on obtient la surface (Y√3,F√3,G√3)
comme reveˆtement double de (YΓ,FΓ,GΓ). Soit pi : Y√3 → YΓ le reveˆtement
en question. Soit X l’e´clatement de P2 en A, comme dans la section 4.8.2. La
fin de la de´singularisation de F donne un morphisme φ : Y˜Γ → X et on note
ψ : YΓ ˜99KY˜Γ la de´singularisation de YΓ. Soient P le lieu invariant du feuilletage
induit par F sur X, X1 = X \ P , Y 1√
3
= Y√3 \ (pi ◦ ψ ◦ φ)∗P . La compose´e
pi ◦ ψ ◦ φ induit un reveˆtement e´tale pi1 : Y 1√
3
→ X1 qui est de´termine´ par sa
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repre´sentation de monodromie : pi1(X
1)
r→ Γ/PSL2(Z[
√
3]) = Z/2Z. D’apre`s
le lemme 4.8.3, on voit que p : P1 × P1 99K X, (u, v) 7→ (u, −v2
3v2+1
) induit en
restriction a` X1 un reveˆtement e´tale qui a exactement r pour monodromie.
Ainsi on a un biholomorphisme T entre Y 1√
3
et P1×P1\r∗P , tel que p◦T = pi1.
Comme p−1◦pi1 est une correspondance alge´brique, on en de´duit que T se pro-
longe en une transformation birationnelle, de sorte que le diagramme suivant
commute.
Y√3
pi1
((
pi

T // P1 × P1
p

YΓ
ψ
// Y˜Γ
φ
// X
Ainsi, en pratique, le reveˆtement double qu’on utilise est p, ce qui permet de
de´duire le re´sultat.
Notons que Y√3 est un ”reveˆtement” interme´diaire entre le P
1 × P1 de la
de´formation isomonodromique initiale R et YΓ puisque
v(s) = −1/2 i(469045 s+1)(807139 s+1)
327870750349 s2+1107137 s+1
satisfait −v(s)
2
3v(s)2+1
= (469045 s+1)
2(807139 s+1)2
(4268135377 s2+599996 s+1)2
= y(s).
Lemme 4.9.2. — Soit F un feuilletage holomorphe singulier sur une surface
lisse projective X. Soit D un diviseur sur X. Soient Σ = (P,R, σ) une struc-
ture transversalement projective pour F et Σ0 = (P0,R0, σ0) une structure
transversalement projective pour F|X\D.
Si la monodromie de R n’est pas virtuellement abe´lienne et R n’est pas bi-
rationnellement pull-back d’un feuilletage de Riccati au dessus d’une courbe,
alors (P0,R0, σ0) est birationnellement e´quivalent a` (P,R, σ)|X\D. En parti-
culier R et R0 ont meˆme monodromie.
De´monstration. — Comme X est projective, a` transformation bime´romorphe
pre`s, Σ est le fibre´ trivial sur X muni d’une e´quation de Riccati globale R :
dz = α + βz + γz2 et de la section triviale z = 0. D’autre part, d’apre`s
[LP07, Remark 2.3.], Σ0 peut eˆtre de´crite (bime´romorphiquement) par un
recouvrement d’ouverts (Ui) de X \D, des e´quations de Riccati (Ri) sur les
Ui et des transitions me´romorphes entre ces feuilletages, qui respectent les
sections z = 0. Par changements de trivialisations me´romorphes au dessus
des Ui, on peut supposer Ri : dz = α + βz + γiz2 (voir [LP07, eq (2.5)
p 228]). Pourvu que dβ 6= 0, le re´sultat [CLNL+07, Corollary 2.4] montre
γi = γ et on peut conclure, car tout automorphisme bime´romorphe d’une
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structure transversalement projective est trivial. C’est bien cette situation
que se pre´sente. En effet, si dβ = 0, les conditions d’inte´grabilite´ pour R
montrent α = fγ, pour une fonction me´romorphe f , et sur un reveˆtement
double de X, par une transformation de jauge me´romorphe, on se rame`ne a`
α = γ, alors on de´duit encore des conditions d’inte´grabilite´ que dα = 0, ce qui
implique que, quitte a` passer a` un reveˆtement double, F posse`de une structure
transversalement projective a` monodromie abe´lienne, ce qui est exclu graˆce au
lemme 4.5.6.
4.10. Conclusion
Dans une perspective plus ge´ne´rale, on peut se demander quelles solutions
(alge´briques) de l’e´quation de Painleve´ VI donnent des exemples inte´ressants
de feuilletages et comment le groupe d’Okamoto agit sur cette proprie´te´.
L’inte´reˆt qu’on porte a` un feuilletage de Riccati sur P1 × X → X peut pro-
venir de la richesse de son groupe de monodromie (disons sa Zariski densite´)
et du fait qu’il ne soit pas birationnellement e´quivalent a` un pull-back d’un
feuilletage de Riccati au dessus d’une courbe (notamment en vue du re´sultat
susmentionne´ de Corlette-Simpson). Donnons l’action du groupe d’Okamoto
sur les de´formations isomonodromiques (Rs) associe´es aux solutions de (PVI).
1. Les transformations qui n’agissent que par changement de signes des
parame`tres de la solution de (PVI) agissent trivialement sur (Rs).
2. Certaines agissent par des transformations de jauge me´romorphes de P1×
P1 × C → P1 × C qui sont holomorphes en dehors des poˆles 0, 1, t,∞.
3. Certaines agissent par permutations des poˆles :
< [0, 1, t,∞] 7→ [0, 1, 1− t,∞], [0, 1, t,∞] 7→ [0, 1, 1/t,∞] >.
4. La syme´trie spe´ciale sδ d’Okamoto a une action non triviale qui ne s’in-
terpre`te pas ge´ome´triquement dans ce contexte.
Soit H le groupe engendre´ par les transformations des types 1−3 et G le groupe
d’Okamoto, engendre´ par les transformations 1−4. Le groupe H agit par trans-
formations birationnelles, ce qui ne change pas les proprie´te´s ge´ome´triques de
(Rs) et des feuilletages induits par le choix de sections de P1×P1×C → P1×C.
Par contre, la transformation sδ perturbe ces proprie´te´s : le groupe de mono-
dromie de (Rs) est en ge´ne´ral modifie´ par sδ et la proprie´te´ de pull-back n’est
pas respecte´e.
On de´duit aise´ment de [Boa06, section 3] que H est un d’indice 3 dans G ;
chaque solution de la liste de [LT08] donne trois solutions modulo H et donc
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au plus trois feuilletages de Riccati (modulo transformations birationnelles).
D’autre part, le choix de la section de P1 × P1 × C → P1 × C est de´terminant
pour les proprie´te´s nume´riques du feuilletage F induit par R.

CHAPITRE 5
AUTRES EXEMPLES
5.1. Question de factorisation pour les courbes de petit degre´
On peut souhaiter comprendre ce que donne l’alternative de Corlette-Simpson
pour les repre´sentations de groupes fondamentaux de comple´mentaires X =
P2 \ C de courbes de petit degre´. Cela revient a` trouver les repre´sentations qui
ne se factorisent pas projectivement par une courbe. Pour les courbes de degre´
infe´rieur a` 5, l’application du the´ore`me 1.10.11 permet d’e´carter un nombre
substantiel de courbes C. Toute courbe C de degre´ ≤ 4 telle que pi1(X) posse`de
une repre´sentation ρ Zariski dense vers SL2(C) doit avoir au moins un point
singulier puisque pi1(X) ne peut eˆtre abe´lien. La pre´sence de ce point singu-
lier (de multiplicite´ au moins 2) et la Zariski densite´ permettent d’appliquer
le the´ore`me 1.10.11 et montrent que ρ se factorise projectivement par une
courbe.
Pour les courbes de degre´ 5, on peut utiliser le travail de Degtyarev [Deg99]
qui donne toutes les quintiques dont le comple´mentaire dans P2 a un groupe
fondamental non abe´lien. Nombre d’entre elles posse`dent un point triple, ce
qui permet d’appliquer l’argument pre´ce´dent et exclut que ces courbes donnent
lieu a` des repre´sentations Zariski denses qui ne se factorisent pas projective-
ment par une courbe.
On ne donne pas ici la liste qui donne la petite vingtaine de types de quin-
tiques qui ne posse`dent pas de point triple ; il s’agit simplement de lire la liste
de [Deg99].
Pour ces dernie`res, on peut utiliser la pre´sence d’un point double garan-
tie par la non abe´lianite´ du groupe fondamentale. Supposons donne´e, pour
une telle courbe C, une repre´sentation ρ : pi1(P2 \ C) → SL2(C) d’image Za-
riski dense. Soit R le feuilletage de Riccati obtenu par projectivisation d’une
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connexion plate qui re´alise de la repre´sentation ρ. La de´formation isomonodro-
mique obtenue en restreignant R aux e´le´ments du pinceau de droites issu d’un
point double donne une solution alge´brique (q0(s), t0(s)) de l’e´quation de Pain-
leve´ VI (voir chapitre 2). Au cas par cas, en comparant la fonction alge´brique
t0(s) qui donne le birapport des quatre points d’intersections entre C et les
e´le´ments du pinceau de droite avec les t(s) qui apparaissent dans notre liste
de solutions alge´briques, on doit pouvoir obtenir des informations sur q0, ρ et
R. Connaissant (q0, t0), comme on a de´cide´ lesquelles des solutions alge´briques
de Painleve´ VI sont obtenues par pull-back de feuilletage de Riccati au dessus
d’une courbe, on devrait eˆtre en mesure de de´cider si le feuilletage de Riccati
R initial est pull-back d’un feuilletage de Riccati au dessus d’une courbe. Mal-
heureusement, faute de temps, cette e´tude exhaustive ne sera pas faite dans
cette the`se.
5.2. Une quintique irre´ductible a` repre´sentations irre´ductibles
On s’inte´resse ici aux feuilletages de Riccati au dessus de P2 dont le lieu
polaire est donne´ par la quintique irre´ductible suivante :
Q : 9 y3x2 − 39 y − 16 y2 − 72− 144x+ 96 yx2 − 16 y2x3 − 30 y2x+ 24 y2x2 − 48 yx = 0.
C’est une quintique 4-cuspidale : une cuspide de type A6 et trois cuspides de
type A3 (cf notations d’Arnol’d pour les singularite´s simples). D’apre`s Deg-
tyarev [Deg89] et [Deg99], a` isotopie rigide pre`s, il n’y a que deux quin-
tiques irre´ductibles C telles que pi1(P2 \ C) ne soit pas abe´lien. La quintique
Q repre´sente une de ces classes d’isotopie et [Deg99] donne les pre´sentations
suivantes de pi1(P2 \ C) ;
pi1(P2 \Q) =< u, v|u = v2u2v2, v2 = uv5u >=< u, v|u3 = v7 = (uv−2)2 > .
Comme la quintique est irre´ductible et de degre´ premier, pi1(P2 \ Q) ne peut
avoir de repre´sentation affine non abe´lienne, d’apre`s [CL98]. On va calculer ses
repre´sentations irre´ductibles vers PSL2(C). Comme Q est irre´ductible de degre´
impair toute repre´sentation vers PSL2 se rele`ve a` SL2. Soit ρ : pi1(P2 \ Q) →
SL2(C). On utilise la premie`re pre´sentation. On pose U = ρ(u), V = ρ(v).
Quitte a` conjuguer, on a U =
[
α 1
0 α−1
]
et V =
[
β 0
p β−1
]
. Chaque
relation de la pre´sentation donne quatre e´quations polynomiales. On obtient un
syste`me de huit e´quations qu’on re´sout. Une condition ne´cessaire et suffisante
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pour que ρ soit une repre´sentation irre´ductible est la suivante.
β6 − β5 + β4 − β3 + β2 − β + 1 = 0,
α2 − α+ 1 = 0 et
p = − α2β10+1
αβ (β4+β3+β2+β+1)(β4−β3+β2−β+1)
Cela de´termine l’ordre des images U˜ et V˜ de U et V dans PSL2(C) : ord(U˜) = 3
et ord(V˜ ) = 7, en particulier, U˜ et V˜ de´finissent une repre´sentation du groupe
du triangle (2, 3, 7) : g = U˜ et h = V˜ −2 satisfont g3 = h7 = (gh)2 = 1. On est
ainsi conduit a` rechercher les feuilletage de Riccati correspondant a` chacun des
choix de racines de l’unite´. On utilise alors le fait que le pinceau x = cste de
droites issues du cusp [0 : 1 : 0] ne coupe que quatre fois Q, ce qui signifie que
la de´formation isomonodromique correspondante est donne´e par une solution
alge´brique de l’e´quation de Painleve´ VI. On veut trouver -pour chaque choix
de racines de l’unite´- la solution correspondante dans la liste de [LT08]. Vu
le calcul de groupe fondamental de [Deg99], on voit que les nume´rateurs des
θ d’une solution convenable sont (7, 7, 7, 3) (modulo permutation), puisqu’ils
correspondent aux ordres de l’image de certains lacets par la repre´sentation de
monodromie du feuilletage de Riccati recherche´. Seules les solutions n˚ 32, 33 et
34 satisfont cette contrainte. Dans [VK08], on donne un reveˆtement ramifie´
a` un parame`tre de P1 par lui meˆme, de degre´ 10 qui permet d’obtenir les
de´formations isomonodromiques correspondant a` ces solutions par pull-back
d’une e´quation de Riccati a` trois poˆles sur P1. On de´duit de ce reveˆtement
l’application φ de´finie par
[x : y : 1] 7→ 1
16
y7
(−9 y3x2 + 16 y2 − 24 y2x2 + 16 y2x3 + 30 y2x− 96 yx2 + 48 yx+ 39 y + 144x+ 72)
(−2 y3x+ y3 + 4 y2x2 − 8 y2x+ 10 y2 − 24 yx+ 24 y + 36)3 .
L’application φ est telle qu’ une droite δ = {x = c0} ge´ne´rique satisfait φ(δ)∩
Q ⊂ {0,∞} et on obtient les feuilletages de Riccati recherche´s en tirant en
arrie`re l’ e´quation hyperge´ome´trique d’exposants
(θ0, θ1, θ∞) = (k/7, 1/2, 1/3)k=1,2,3mod7
par φ, puisque φ|δ a le type de ramification suivant :
(1 + 1 + 1 + 7, 2 + 2 + 2 + 2 + 2, 3 + 3 + 3 + 1; 2 + 1 + · · ·+ 1).
La courbe
C : −864−864y−504y2−140y3−21y4+864yx+576y2x+240y3x+36y4x+3y5x−288y2x2−96y3x2−24y4x2+32y3x3 = 0
est l’image re´ciproque de 1 par φ et elle donne un poˆle apparent d’exposant
θC = 1 pour nos trois feuilletages de Riccati. La courbe
G : −2 y3x+ y3 + 4 y2x2 − 8 y2x+ 10 y2 − 24 yx+ 24 y + 36 = 0
est envoye´e sur ∞ avec multiplicite´ 3 par φ, elle donne aussi un poˆle apparent
d’exposant θG = 1. La courbe {y = 0} est envoye´e sur 0 par φ avec multiplicite´
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7, elle donne un poˆle apparent d’exposant θ{y=0} = k. Il n’y pas d’autre poˆle
apparent, puisque le point ge´ne´rique de la droite a` l’infini {[x, y, z] = [x, y, 0]}
n’a pas son image par φ dans {0, 1,∞}. Ainsi, pour faire disparaˆıtre les poˆles
apparents on doit faire des transformations e´le´mentaires au dessus de G, C et
{y = 0}. Les sections {z = σ(x, y)} de P1 × P2 → P2 sur lesquelles on doit
faire ces transformations e´le´mentaires sont des composantes des pullbacks des
singularite´s au dessus de 1,∞ et 0 de l’hyperge´ome´trique utilise´e ; elles sont
donc de la forme z = cste et disjointes puisque l’hyperge´ome´trique utilise´e a
monodromie irre´ductible. On peut utiliser ce fait pour calculer le fibre´ obtenu
en restriction a` la droite ge´ne´rique δ de P2 : par exemple
– pour k > 10, on obtient le fibre´ P ((Oδ ⊕Oδ(10− k)) ;
– pour k = 1, on obtient le fibre´ P (Oδ ⊕Oδ(1)).
5.3. Repre´sentations pour les sextiques de Zariski
Si on choisit des polynoˆmes a` deux variables p(u, v) et q(u, v) de degre´s
respectifs 2 et 3 et ge´ne´riques, la courbe C : p3 + q2 = 0 est une sextique
irre´ductible qui posse`de un cusp en chaque point d’intersection entre la conique
p = 0 et la cubique q = 0. Ceci peut se voir en conside´rant le reveˆtement ramifie´
Φ : C2 −→ C2
(u, v) 7−→ (x, y) = (−p(u, v), q(u, v))
qui envoie la sextique sur le cusp y2 − x3 = 0. En effet, pour (p, q) ge´ne´rique,
le lieu de ramification (donne´ par le jacobien de (−p, q)) ne contient aucun
des points d’intersections de {p = 0} et {q = 0} comme le montre l’exemple
donne´ dans la figure 1.
Le groupe fondamental G d’une telle sextique a e´te´ calcule´ par Zariski dans
[Zar29] : G a la pre´sentation suivante < g1, g2|(g1g2g1)2 = (g1g2)3 = 1 >,
ou` g1 et g2 repre´sentent des lacets simples faisant le tour de C. En posant
u = g1g2g1 et v = g1g2 on obtient G '< u, v|u2 = v3 = 1 >' Z/2Z ∗ Z/3Z.
Les repre´sentations de G vers PSL2(C) sont donc donne´es par le choix d’un
e´le´ment U d’ordre 1 ou 2 (image de u) et et d’un e´le´ment V d’ordre 1 ou
3 (image de v). Si la repre´sentation n’est pas abe´lienne, apre`s une bonne
conjugaison, on peut supposer U =
[
i 1
0 −i
]
et V =
[
j 0
q j2
]
ou` i et j
sont d’ordres respectifs 4 et 3 et q ∈ C est un parame`tre. La trace de l’image
de g2 par la repre´sentation ainsi de´termine´e est 2ij+ q+ i. On voit ainsi qu’en
fixant correctement q on peut obtenir une repre´sentation quasi unipotente a`
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Figure 1. Sextique, cubique, conique et jacobien
cu
b
iq
u
e
conique
sextiqu
e
ja
co
b
ie
n
l’infini, avec un ordre a` l’infini arbitraire. De plus si q 6= 0,−4ij − 2i, ce qui
revient a` ordre(g2) 6= 6, la repre´sentation est irre´ductible. On note que ces
repre´sentations ne se rele`vent pas a` SL2, puisque la matrice U ne peut eˆtre
d’ordre 2 que projectivement.
Apre`s conjugaison, en identifiant PSL2(C) a` l’ensemble des automorphismes
de la sphe`re de Riemann, le cas ordre(g2) = 6 peut eˆtre de´crit de fac¸on
plus agre´able par g1 7→ (z 7→ ξz) et g2 7→ (z 7→ ξz + 1), avec ξ une racine
primitive sixie`me de l’unite´. Nous allons re´aliser ces repre´sentations comme
repre´sentations de monodromie pour des feuilletages de Riccati.
Pour ce faire, on utilise deux feuilletages transversalement affines sur C2.
Ce sont deux des mode`les donne´s dans [Lor00, p 6] pour les feuilletages au
voisinage de l’origine qui ont le cusp y2− x3 = 0 comme unique se´paratrice et
dont l’holonomie est re´soluble non abe´lienne. La famille de mode`les est donne´e
par
ω0,k = df + x
k+1
2 (2xdy − 3ydx),
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pour k ∈ N, k∧6 = 1 avec f = y2−x3. Les structures transverses sont donne´es
par les feuilletages de Riccati Rk de´finis par
Ωk = −dz + ω0,k + ω1,kz
ou` ω1,k = (
k
6 + 1)
df
f .
Pour avoir l’exposant le plus simple possible (±1/6), pour chacun de ces
feuilletages, on fait des transformations e´le´mentaires centre´es sur les singula-
rite´s du feuilletage Rk qui sont en dehors de la section invariante z =∞. Pour
k = 5, on fait deux fois de suite ce type de transformation. Pour k = 1, on
ne le fait qu’une fois. On obtient les feuilletages suivants sur le fibre´ trivial au
dessus de C2.
R˜1 : dz = 1
2
x (xz + 6x+ 6 y) dx
−y2 + x3 +
1
3
(−yz − 6 y − 6x2) dy
−y2 + x3 .
R˜5 : dz = 1
10
(−12 y − 5x2z) dx
−y2 + x3 +
1
15
(12x+ 5 yz) dy
−y2 + x3 .
On tire en arrie`re R˜1 et R˜5 par le reveˆtement Φ et obtient deux feuilletages
de Riccati sur P1×C2 → C2. La seule composante de poˆles pour ces feuilletages
est la sextique C, puisque c’est l’image re´ciproque du cusp par Φ. On voit
alors, comme Φ est e´tale au point ge´ne´rique de C, que les repre´sentations
de monodromie (vers le groupe affine de C) de ces deux feuilletages ont des
parties line´aires d’ordre 6 diffe´rentes puisque 5 et 1 ne sont pas e´gaux modulo
6. Bien suˆr les feuilletages obtenus se prolongent de fac¸on naturelle sur le fibre´
trivial au dessus de P2. On obtient ainsi deux feuilletages de Riccati F1 et F5
sur P1 × P2 → P2 pour lesquels la section z = ∞ est invariante. Utilisons les
coordonne´es homoge`nes [U : V : W ] satisfaisant [u : v : 1] = [U : V : 1] pour
prolonger les coordonne´es sur C2.
Par le calcul formel, on peut calculer les feuilletages (Fk)k=1,5, avec P et
Q ge´ne´riques (i.e. a` parame`tres), on voit qu’ils ont tous deux un poˆle simple
apparent en W = 0.
Pour k = 1, on voit que ce poˆle disparaˆıt apre`s une transformation e´le´mentaire
centre´e en W = 0, z =∞. Pour k = 5, ce poˆle disparaˆıt apre`s une transforma-
tion e´le´mentaire centre´e en W = 0, z = 0. On obtient ainsi deux feuilletages
de Riccati (F˜k)k=1,5 sur P(OP2 ⊕ OP2(1)) dont le lieu polaire est la sextique
de Zariski.
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De plus, pour ces deux feuilletages, on peut exclure l’existence d’une deuxie`me
section invariante en calculant quelle peut eˆtre l’autointersection de sa restric-
tion a` une droite ge´ne´rique graˆce a` la formule de Camacho-Sad et en injec-
tant l’expression d’une telle section dans l’e´quation diffe´rentielle qui donne le
feuilletage (toujours en restriction a` une droite).
Les repre´sentations de monodromie de (F˜k)k=1,5 sont donc affines non abe´liennes
avec des parties line´aires diffe´rentes : ce sont les repre´sentations qu’on souhai-
tait re´aliser.
On peut se demander si les feuilletages de Riccati initiaux (Rk)k=1,5 de
Frank Loray sont obtenus par pull-back de feuilletages de Riccati au dessus
d’une courbe. Une analyse spe´cifique est requise pour trancher cette question
puisque l’on ne peut appliquer le the´ore`me 1.10.11 vu que les monodromies
de ces feuilletages sont affines de partie line´aire finie et sont en particulier
virtuellement abe´liennes.
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Re´sume´
Dans cette the`se on e´tudie les proprie´te´s des connexions plates logarith-
miques de rang 2 et leurs projectifie´s qui sont des feuilletages de Riccati,
principalement sur le plan projectif. L’invariant principal d’un tel objet est
sa repre´sentation de monodromie, qui est une repre´sentation vers SL2(C)
ou PSL2(C) du groupe fondamental du comple´mentaire de son lieu polaire.
Dans un premier temps, on e´tudie la proprie´te´, pour un feuilletage de Ric-
cati sur P2, d’eˆtre obtenu en tirant un en arrie`re un feuilletage de Riccati au
dessus d’une courbe. Ensuite on s’inte´resse aux feuilletages de Riccati qui
ne sont pas construits de cette manie`re et qui peuvent eˆtre obtenus a` partir
d’une solution alge´brique de l’e´quation de Painleve´ VI. Nous les classons
par orbites sous le groupe de Galois de Q¯ sur Q. Finalement, on s’inte´resse
aux feuilletages transversalement projectifs : ces feuilletages s’obtiennent
par restriction de feuilletages de Riccati a` des sections de leurs P1-fibre´s
sous-jacents. On s’inte´resse particulie`rement aux feuilletages modulaires de
Hilbert, dont on de´crit assez finement la structure transverse. On conclut
notre travail par l’exhibition de mode`les birationnels sur P2 pour certains
feuilletages modulaires de Hilbert.
Abstract
In this thesis we study the properties of flat rank 2 logarithmic connections
and their projectivized version which are Riccati foliations, mainly on the
projective plane. The main invariant of such an object is its monodromy
represention, which is a representation to SL2(C) or PSL2(C) of the fun-
damental group of the complement of its polar locus. First, we investigate
the property for Riccati foliations to be obtained as pull-backs of Riccati
foliations over curves. Then, we study the Riccati foliations that cannot be
obtained in this way but can be constructed from an algebraic solution of
Painleve´ VI equation. We classify them with respect to an action of the Ga-
lois group of Q¯ over Q. Finally, we study transversely projective foliations:
these foliations are obtained by restricting Riccati foliations to sections of
their underlying P1-bundle. We have a particular interest in Hilbert mod-
ular foliations, the transverse structure of which we give a quite complete
description. As a conclusion, we exhibit birational models on P2 for some
Hilbert modular foliations.
