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ABSTRACT
Low-mass stars (M . 0.4M⊙) are thought to comprise the bulk of the stellar mass of galaxies but they
constitute only of order a percent of the bolometric luminosity of an old stellar population. Directly estimating
the number of low-mass stars from integrated flux measurements of old stellar systems is therefore possible
but very challenging given the numerous variables that can affect the light at the percent level. Here we
present a new population synthesis model created specifically for the purpose of measuring the low-mass initial
mass function (IMF) down to ∼ 0.1M⊙ for metal-rich stellar populations with ages in the range 3 − 13.5 Gyr.
Our fiducial model is based on the synthesis of three separate isochrones and a combination of optical and
near-IR empirical stellar libraries in order to produce integrated light spectra over the wavelength interval
0.35µm < λ < 2.4µm at a resolving power of R ≈ 2000. New synthetic stellar atmospheres and spectra have
been computed in order to model the spectral variations due to changes in individual elemental abundances
including C, N, Na, Mg, Si, Ca, Ti, Fe, and generic α elements. We demonstrate the power of combining
blue spectral features with surface gravity-sensitive near-IR features in order to simultaneously constrain the
low-mass IMF, stellar population age, metallicity, and abundance pattern from integrated light measurements.
Finally, we show that the shape of the low-mass IMF can also be directly constrained by employing a suite of
surface gravity-sensitive spectral features, each of which is most sensitive to a particular mass interval.
Subject headings: galaxies: stellar content — galaxies: abundances — galaxies: elliptical — stars: fundamental
parameters — stars: abundances
1. INTRODUCTION
In order to understand the formation and evolution of galax-
ies we must understand their stellar content. Attention is often
directed at constraining the history of star formation, metal-
licity, and dust content of galaxies. In such work a key as-
sumption is made: that the stellar initial mass function (IMF)
is universal and equal to the IMF measured in the solar neigh-
borhood. This assumption, and its influence on the derived
physical properties of galaxies, is arguably the largest source
of uncertainty in nearly all work related to the stellar popula-
tions of galaxies.
The IMF cannot be easily measured in extragalactic sys-
tems (or even in our own Galaxy) because the stellar
luminosity-mass relation is steeper than the IMF — the for-
mer scales as M3−4 on the main sequence (and is much steeper
along the giant branches) while the latter scales as M−2.3 or
shallower in the solar neighborhood. Barring gross variation
in these scalings in other galaxies, they imply that the light
from any population of stars is dominated by the most mas-
sive stars that are still alive. The faint low-mass stars (i.e.,
M < 0.4M⊙), which probably dominate the total stellar mass
budget in galaxies, contribute only of order 1% to the inte-
grated light.
In early type galaxies the problem is compounded by the
fact that the stars that dominate the light, K and M giants,
have a similar spectral type as the stars that dominate the mass
budget, the K and M dwarfs. This implies that, to first order,
the light from low mass stars looks similar to the light that
dominates the flux. This is why it has historically been so
difficult to measure the low-mass end of the IMF in early type
galaxies.
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Progress can be made by realizing that the spectra of M
dwarfs and M giants at the same effective temperature display
subtle but important differences. One of the first detections of
such a difference was by Wing & Ford (1969) who discovered
a very strong absorption feature at 0.99µm in the spectrum of
an M dwarf that is not seen in M giants. This feature, now
known as the Wing-Ford band, is attributed to absorption by
FeH. It is very strong in late M dwarfs, but is absent in M
giants. Among dwarfs, it is also very sensitive to effective
temperature.
There are in fact a number of strong absorption features
that vary with surface gravity at fixed effective temperature.
These features include NaI at 0.82µm, 1.14µm and 2.21µm,
CaI at 1.98µm, CaII near 0.86µm, CO near 2.30µm, and H2O
lines that are numerous in the near-IR. The NaI, CaI and H2O
lines are strong in dwarfs and weak or absent in giants, while
CaII and CO are strong in giants and weak in dwarfs (see e.g.,
Frogel et al. 1978; Kleinmann & Hall 1986; Diaz et al. 1989;
Ivanov et al. 2004; Rayner et al. 2009).
It was recognized early on that dwarf-sensitive and,
to a lesser degree, giant-sensitive features could be
used to count the number of low-mass stars in inte-
grated light3 (e.g., Spinrad 1962; Spinrad & Taylor 1971;
Cohen 1978; Frogel et al. 1978, 1980; Faber & French 1980;
Carter et al. 1986; Hardy & Couture 1988; Couture & Hardy
1993; Vazdekis et al. 1996; Schiavon et al. 1997b,a, 2000;
Cenarro et al. 2003). The fundamental difficulty then, as
now, was the separation of abundance effects from giant-
to-dwarf ratio effects. Both effects can change the strength
of the gravity-sensitive lines. Since the average metallicity
of massive elliptical galaxies is believed to be greater than
our own Galaxy (e.g., Worthey et al. 1992; Trager et al. 2000;
Thomas et al. 2005), the use of stellar spectra gathered in the
3 By “integrated light” we mean the combined light from the entire stellar
population, as opposed to resolved photometry of individual stars.
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solar neighborhood for the interpretation of metal-rich ellip-
ticals was viewed with skepticism. The collection of M giant
spectra in the Galactic bulge, which is more metal-rich than
the disk, was recognized to be an important step in under-
standing the spectra of massive ellipticals (Carter et al. 1986;
Frogel & Whitford 1987), but this approach has not yet been
as fruitful as initially hoped.
The early work on this topic suffered from additional un-
certainties. The lack of accurate stellar evolution calculations
across the main sequence and through advanced evolution-
ary phases implied that model construction suffered from ma-
jor uncertainties that were difficult to quantify. Another ma-
jor limitation was the poor near-IR detector technology that
existed in the 1980s and 1990s. This made it very difficult
to measure spectra at the sub-percent level precision neces-
sary to measure the low-mass IMF in integrated light. In
the intervening decades both of these uncertainties have been
significantly reduced (though not eliminated). In addition,
substantial progress has been made in understanding the re-
sponse of stellar spectra to elemental abundance variations
(e.g., Tripicco & Bell 1995; Korn et al. 2005; Serven et al.
2005). All of these factors imply that the time is ripe to re-
consider the possibility of measuring the IMF from integrated
light spectra.
Recently we obtained spectra for eight massive galax-
ies in the Coma and Virgo clusters with σ > 250 kms−1
(van Dokkum & Conroy 2010). Thanks both to the new
CCDs installed on the Low Resolution and Imaging Spec-
trometer (LRIS) mounted on the Keck I telescope, and the
stacking of these spectra in the restframe (thereby averaging
out any residual sky emission and absorption problems), we
were able to obtain accurate spectra at the < 0.5% level. We
combined these data with a preliminary version of the pop-
ulation synthesis model described herein to conclude that in
these massive ellipticals the ratio of low to solar mass stars is
much larger than in the Galaxy. The IMF in these massive el-
lipticals appeared to be much more ‘bottom-heavy’ compared
to the IMF in the Galaxy.
The primary uncertainty in that work was the importance
of abundance effects; the empirical stars used in our model
are of approximately solar metallicity, while the ellipticals
have metallicities in excess of solar and are α-enhanced (e.g.,
Worthey et al. 1992; Trager et al. 2000; Thomas et al. 2005).
In a follow-up to our initial results, we obtained spectra for
four globular clusters (GCs) in M31 that have iron abun-
dances and abundance patterns (i.e., α−enhancement; [α/Fe])
comparable to the massive ellipticals (van Dokkum & Conroy
2011). A direct comparison of the spectra of these two pop-
ulations revealed significant differences only in the surface
gravity-sensitive lines. This constituted a critical test of our
interpretation of the elliptical data because the M31 GCs have
low mass-to-light ratios (Strader et al. 2011), and so could not
have bottom-heavy IMFs. We therefore concluded that the el-
lipticals contained proportionally many more low mass stars
than the GCs, again consistent with a dwarf-rich IMF in the
massive ellipticals.
In the present work we present detailed population synthe-
sis models with the goal of extracting the low-mass contribu-
tion to the integrated flux. The models span a range in age,
metallicity, abundance patterns, IMFs, and cover the wave-
length range 0.35µm < λ < 2.4µm at a resolving power of
R ≈ 2000. An important feature of our approach is the use of
synthetic spectra to gauge the sensitivity of the spectrum to in-
dividual elemental abundance variations. Our principle goal
is to show that it is possible to separate the effects of IMF,
age, metallicity, and abundance pattern, through the consid-
eration of a variety of spectral features across the optical and
near-IR wavelength range. These models can be contrasted
with models such as Bruzual & Charlot (2003), which model
spectral energy distributions at solar abundance patterns, and
models that consider the effect of age, metallicity, and abun-
dance patterns on the Lick index system (e.g., Trager et al.
2000; Thomas et al. 2003b; Schiavon 2007). The model pre-
sented herein is, to our knowledge, the first to consider the
response of the entire optical and near-IR spectrum to varia-
tions in individual elemental abundance patterns.
In the following sections we describe the details of the
model (§2), provide a brief comparison to data (§3), present
our results (§4), and discuss several implications and set our
findings in a broader context (§5). A summary of our main
conclusions is also provided (§6).
2. MODEL CONSTRUCTION
2.1. Overview
Our goal is to construct models for the integrated light spec-
trum of a population of stars as a function of population age,
metallicity, abundance pattern, and IMF. Two ingredients are
necessary to construct such models: stellar evolution calcu-
lations (i.e., isochrones), and stellar spectral libraries. The
isochrones dictate which stars are to be included in the syn-
thesis, depending on the age and metallicity of the stellar pop-
ulation. The isochrones also determine the stellar mass of
each star, given the physical parameters of the star (effective
temperature, Teff, and bolometric luminosity, Lbol). With the
appropriate list of stars for a given age and metallicity, and
the stellar mass of each star, the integrated light single stellar
population (SSP) spectrum can be simply constructed from
the integral:
f (λ) =
∫ mu(t)
ml
s(λ,m)φ(m)dm, (1)
where the integral over stellar masses, m, ranges from the hy-
drogen burning limit, ml , to the most massive star still alive at
time t, mu(t). Throughout this paper we adopt ml = 0.08M⊙.
In the above equation, f is the integrated spectrum, s is the
spectrum of an individual star, and φ is the IMF. We will con-
sider four IMFs in the present work: a Chabrier (2003) IMF,
which is a fit to the IMF of stars in the disk of the Milky
Way, a Salpeter IMF, which has a logarithmic slope of x = 2.3
(x ≡ −dlnφ/dlnm), a ‘bottom-heavy’ IMF that has a logarith-
mic slope of x = 3, and a ‘bottom-light’ IMF advocated by
van Dokkum (2008). The bottom-light IMF has a similar
shape to the Chabrier IMF except that the former rolls over
at ≈ 2M⊙ while the latter rolls over at ≈ 0.1M⊙.
In the following sections we describe the isochrones, stellar
libraries, and synthesis techniques used to create integrated
spectra as a function of population age, metallicity, and IMF.
2.2. Isochrones
Accurate isochrones are required that extend from the hy-
drogen burning limit to the end of the asymptotic giant
branch (AGB) phase. Unfortunately, no single set of publicly-
available stellar evolution calculations exists that meets these
requirements. We therefore need to stitch together several
separate evolutionary calculations. For the bulk of the main
sequence and red giant branch (RGB) we use the Dartmouth
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FIG. 1.— Left panel: HR diagram showing how stellar evolution calcu-
lations from three groups are stitched together to create an isochrone that
spans all stages of stellar evolution (through the end of the AGB) for all
masses. Isochrones are shown for two ages as labeled in the panel. Right
panel: Luminosity–mass relation as a function of metallicity. Here only
the Dartmouth-based isochrones are shown for simplicity. Notice that the
Lbol(M) relation is essentially insensitive to metallicity aside from the change
in the turn-off mass.
isochrones (Dotter et al. 2008), which have been shown to
reproduce very well the main sequence morphology of old
star clusters (An et al. 2009). These isochrones only extend
to core helium ignition at the tip of the RGB. We therefore
use the Padova isochrones (Marigo et al. 2008) for horizontal
branch (HB) and AGB evolution4. For M < 0.17M⊙ we use
the Lyon isochrones (Chabrier & Baraffe 1997; Baraffe et al.
1998). The maximum age in the Lyon models is 8 Gyr. Since
these are low mass stars that evolve little over the range 3 − 14
Gyr, we use their 8 Gyr models throughout. The precise value
of 0.17M⊙ was chosen so that the Dartmouth isochrones join
smoothly with the Lyon isochrones in Teff and Lbol.
The switch to the Lyon models below 0.17M⊙ is made be-
cause the Dartmouth models apply the surface boundary con-
dition at the photosphere (T = Teff) rather than at the base of
the atmosphere (τ = 100) as in the Lyon models. The depth
at which the surface boundary condition is set is particularly
important for the high density, low temperature environment
encountered in very low mass stars. Stellar interior codes are
not ideally suited to compute the physical conditions all the
way to T = Teff. We note in passing that the Padova models
are even less accurate at low masses than the Dartmouth mod-
els, and they only extend to 0.15M⊙, which is why we use the
Padova models only for advanced evolutionary phases.
In the left panel of Figure 1 we show the resulting compos-
ite isochrone for a solar metallicity population with an age of
13.5 Gyr. For comparison, we also show an isochrone for a 5
Gyr solar metallicity population. The right panel of the same
figure shows the L − M relation for the main sequence and
RGB. In this panel we also show the sensitivity of the L − M
relation to metallicity. The metallicity variations include a 0.2
dex increase in the total metal abundance (Z), and a 0.4 dex in-
crease in the α-elements ([α/Fe]). Notice that while the main
4 Due to different assumptions in the Dartmouth and Padova models,
isochrones at a given age and metallicity do not join perfectly smoothly in
mass between the tip of the RGB in the Dartmouth models and the HB in
the Padova models. In order to ensure a monotonic increase in mass along
the combined isochrone, we have shifted the Padova masses so that they join
smoothly with the end of the Dartmouth isochrones. These shifts range from
10−3M⊙ at 13 Gyr to 0.05M⊙ at 3 Gyr, and they have no effect on our results.
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FIG. 2.— Cumulative contribution to the total number of stars, total stellar
mass, and bolometric luminosity as a function of stellar mass. Contributions
are plotted as a fraction of the total. The inset in the bottom panel shows
the cumulative luminosity on a logarithmic scale. Stellar remnants are not
included in this figure. Results are shown for three IMFs, for models with an
age of 13.5 Gyr and solar metallicity. The small contribution from low-mass
stars to the integrated luminosity, despite their large contribution to the total
number of stars and the stellar mass, is a direct consequence of the L − M
relation shown in Figure 1.
sequence turn-off mass changes slightly, the main sequence
L − M relation is almost entirely insensitive to these modest
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FIG. 3.— Spectral energy distributions for three stars from the IRTF library. The IRTF spectra (solid black lines) are compared to optical and near-IR photometry
(symbols) and our synthetic spectra (blue lines). The synthetic spectra were selected to have the same Teff and log(g) as the observed stars and were scaled to
match the observed spectra at the blue and red ends of the data. The theoretical spectra are dashed where they overlap in wavelength with the IRTF spectra, and
solid where they are used to extrapolate the IRTF spectra. The SEDs were normalized to unity and smoothed by 100Å for display purposes. Spectral types and
estimated effective temperatures are shown in each panel.
metallicity changes.
In the following we make use of the isochrones in two re-
spects. First, they are used to determine which stars to include
in the synthesis (e.g., stars that fall near the isochrone in the
left panel of Figure 1). Second, they are used to assign masses
to the stars based on Lbol. Throughout this paper we will use
the same solar metallicity isochrones, even when synthesizing
models with different abundance patterns. This simplification
is motivated by two facts: first, the L − M relation is almost
entirely insensitive to metallicity over the range of metallic-
ities we will consider (right panel of Figure 1). This means
that the masses assigned to stars are robust against changes
in metallicity. Second, although changes in metallicity induce
changes in the temperatures of stars, this effect is dwarfed by
the much larger change in the spectra of stars at fixed temper-
ature when metallicity varies, especially for old ages (>5 Gyr;
see Coelho et al. 2007; Schiavon 2007; Lee et al. 2009).
In Figure 2 we show the IMFs considered herein and the cu-
mulative contribution to the total number of stars, total stellar
mass, and Lbol as a function of stellar mass and IMF. Stellar
remnants are not included in the figure (though they are in-
cluded in the total stellar mass budget in the rest of the paper).
This figure summarizes the well-known fact that for standard
IMFs low-mass stars dominate the total stellar mass and num-
ber of stars, but contribute only a small fraction of the total
bolometric luminosity.
2.3. Empirical spectral libraries
Empirical spectral libraries constitute the core feature of
our model. We make use of two separate libraries, the MILES
library, which covers the wavelength range 0.35µm < λ <
0.74µm (Sánchez-Blázquez et al. 2006), and the IRTF library
of cool stars, which covers the wavelength range 0.81µm <
λ < 2.4µm (Cushing et al. 2005; Rayner et al. 2009).
We select stars from the main IRTF library that are not
classified as chemically peculiar, have measured parallaxes
(as obtained through SIMBAD) and that belong to luminosity
class III or V. This leaves us with 91 stars ranging in spectral
type from F0 to M9. The IRTF library includes flux calibrated
spectra and BVJHK photometry for each star. Absolute flux
calibration is provided by the JHK photometry. The spec-
tral resolution is R = 2000, and the signal-to-noise ratio varies
from ∼ 100 − 1000 with a median at 1µm of 700. We do not
attempt to correct for dust extinction because the E(B − V )
values provided in the IRTF library are consistent with zero
within the measurement uncertainties. In addition, the aver-
age distance to the stars in our sample is only 32 pc, suggest-
ing that the spectra suffer from minimal extinction.
Effective temperatures are estimated for each IRTF star via
the standard technique of using calibrated effective temper-
ature - color relations. The Teff − (V − K) relation for gi-
ants was adopted from Alonso et al. (1999) for F0-K5 gi-
ants, Ridgway et al. (1980) for K5-M6 giants, and from
Perrin et al. (1998) for M6-M8 giants. For dwarfs we adopt
the new Teff scale from Casagrande et al. (2008, 2010). The
Teff scale of Casagrande et al. is consistent with earlier re-
lations from Alonso et al. (1996) and Ramírez & Meléndez
(2005), modulo ∼ 100 K offsets that can be attributed to dif-
ferences in the photometric absolute calibration adopted by
different authors.
Bolometric luminosities were estimated for each IRTF star
by extrapolating the observed spectrum both blueward and
redward with a spectrum from our synthetic library (described
in the next section) at the same Teff. Figure 3 illustrates this
procedure. In each panel we show an IRTF spectrum, the ac-
companying BVJHK photometry, and the synthetic spectrum
used to extrapolate the IRTF spectrum both blueward and red-
ward. Integrating over the full wavelength range then yields
an estimate of Lbol. The wide wavelength range of the IRTF
spectra ensures that the bulk of the luminosity is directly mea-
sured for late-type stars. For example, the IRTF spectra sam-
ples 70 − 85% of the bolometric luminosity for M-type stars,
40 − 70% for G and K-type stars, and 20 − 40% for F-type
stars. The B and V photometry provide an important consis-
tency check for our blueward extrapolation, as is evident from
Figure 3.
For these reasons Lbol is a very robust parameter estimated
for the IRTF stars. We therefore use Lbol to estimate the stellar
mass for each IRTF star based on the Lbol − M relation shown
in Figure 1 and described in §2.2. The resulting mass—K-
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band luminosity relation for main sequence stars is shown
in Figure 4. These isochrone-based masses are compared
to the mass-luminosity relation derived for stars in binary
orbits by Delfosse et al. (2000). The dynamicaly-estimated
mass-luminosity relation is completely independent from our
isochrone-based method, and so the impressive agreement
provides strong support to our approach. Note that only
two stars pin down the dynamically-based MK − M relation at
0.45M⊙ < M < 0.6M⊙, so the mild divergence between the
isochrone and dynamically-based masses in this range is not a
significant source of concern. Once a mass is assigned to each
star, we can then estimate its log(g) based on the isochrones.
We have surveyed the literature for independently-derived
physical parameters for our sample of 91 IRTF stars. We have
found parameters for 35 of the stars (38% of the sample) in
one or more of the MILES, ELODIE (Prugniel & Soubiran
2001), SPOCS (Valenti & Fischer 2005), and Indo-US
(Valdes et al. 2004; Wu et al. 2011) libraries. The mean and
standard deviation of the differences in Teff are ≈ 20 K and
≈ 100 K, while for log(g) the mean and standard deviation
of the offsets are ≈ 0.05 and ≈ 0.2. These differences are
comfortably within the typical errors on Teff and log(g) and
give confidence to our independently-derived parameters. The
differences are smallest between our parameters and those de-
rived by the SPOCS survey, which is encouraging because the
SPOCS survey consists of very high resolution (R ∼ 70,000)
spectra and very careful consideration of the available line
data in their analysis. These surveys also provide estimates
of the metallicity of each star. The average metallicity of the
IRTF stars in common with MILES is −0.07, while for stars in
common with SPOCS the average metallicity is +0.05. This
supports our assumption that the IRTF stars are of approxi-
mately solar metallicity.
For two IRTF stars on the subgiant branch (HD10697 and
HD25975) we have adopted the SPOCS and Indo-US values
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FIG. 5.— Location in the HR diagram of stars from the empirical IRTF and
MILES stellar libraries. Only the subset of IRTF stars used in our fiducial
model are shown. Also shown is the fiducial isochrone (Z = Z⊙, t = 13.5
Gyr).
for their Teff and log(g) since those values are more accurate
(being based on high resolution spectra), and result in better
agreement with the location of 13.5 Gyr isochrones. Adoption
of these parameters has essentially no impact on the resulting
spectral synthesis, since the Teff and log(g) values are only
used to pair IRTF and MILES stars.
The MILES library consists of 985 stars covering a wide
range in atmospheric parameters (Sánchez-Blázquez et al.
2006). The spectra have a FWHM of 2.5Å and are relative
flux calibrated, but not absolute flux calibrated. Atmospheric
parameters ([Fe/H], log(g), and Teff) were derived for MILES
stars in Cenarro et al. (2007). We use the MILES library v9.1
(Falcón-Barroso et al. 2011), which corrects several small er-
rors in previous releases. We removed hot variable stars and
binaries (as identified in SIMBAD), and stars whose Teff ap-
peared to be in error based on visual inspection. This resulted
in 28 stars being removed from the library.
The two coolest M dwarfs in the MILES library have spec-
tral types M6 and M7. Both stars are magnetically active,
as evidenced by strong Balmer emission lines in their optical
spectra. Activity occurs in ≈ 60% of such stars, and increases
to ≈ 75% for M8V stars (West et al. 2004). In addition to
Balmer emission, these stars also display strong CaII H & K
lines in emission. The third coolest M dwarf, of spectral type
M3, also displays weak H & K emission lines. We will return
to the importance of magnetic activity and associated chro-
mospheric emission lines in cool M dwarfs later in the paper.
The MILES and IRTF libraries are combined in the fol-
lowing way. First, we select stars from MILES that have a
metallicity of −0.1<[Fe/H]< 0.1. This leaves 197 stars in the
MILES library. We then take each IRTF star and pair it to the
MILES library via interpolation in Teff − log(g) space. Fig-
ure 5 shows how MILES and IRTF stars populate this space.
The MILES library is considerably larger than the IRTF li-
brary, so this pairing is straightforward. Once the pairing is
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made, the interpolated MILES spectrum is normalized against
the V−band magnitude of the IRTF star. With this procedure
we obtain an empirical spectrum for each star in Teff − log(g)
space that spans the wavelength range 0.35µm < λ < 2.4µm
with only a modest gap at 0.74µm < λ< 0.81µm.
The astute reader will notice in Figure 5 that there are no
MILES dwarf stars cooler than Teff = 2750 K, corresponding
to M = 0.15M⊙. Because of this, the five IRTF stars cooler
than this are paired to the coolest MILES star available. As
MILES spectra are always normalized to the V−band photom-
etry of the IRTF stars, the overall change in V−band luminos-
ity with mass is correctly modeled with our approach. It is
only the surface gravity and temperature-sensitive lines that
are affected by the lack of cooler dwarfs in the MILES library.
Finally, we point out that < 0.15M⊙ stars contribute ten times
less flux at 0.5µm compared to > 1µm, so the approximate
treatment of these stars in the optical should not be a source
of concern.
2.4. Synthetic spectral libraries
Our empirical library, by construction, is very well suited
for generating integrated light spectra of stellar populations
with approximately Solar abundance ratios. However, it does
not allow us to investigate changes in the overall metallicity
or changes in the abundances of individual elements. We turn
to synthetic spectra to incorporate this option in our modeling.
These synthetic spectra are used to calculate relative changes
with respect to a fiducial synthetic model, and these relative
changes are then applied to indices that we measured from our
empirical spectra (as in e.g., Trager et al. 2000; Thomas et al.
2003b; Schiavon 2007). A synthetic spectral library does not
exist that meets our needs, so we have generated our own li-
brary specifically for this project.
We have made use of the ATLAS model atmosphere and
spectrum synthesis package (Kurucz 1970, 1993), ported to
Linux by Sbordone et al. (2004). In particular, we used the
ATLAS12 model atmosphere code, which utilizes the opacity
sampling technique. The use of ATLAS12 for our purpose
is relatively novel because we allow the opacity to vary with
each elemental abundance variation. In previous work related
to the response of spectral indices to individual abundance
variations (e.g., Tripicco & Bell 1995; Korn et al. 2005), a
single opacity distribution function was used for all individual
abundance variations. The atmospheres are plane-parallel and
stationary. The standard mixing-length theory is adopted for
the treatment of convection, and local thermodynamic equi-
librium (LTE) is assumed.
Once the atmospheres are generated, the SYNTHE program
(Kurucz & Avrett 1981) is used to generate a very high reso-
lution (R = 100,000) spectrum for each star over the wave-
length range 0.3µm < λ < 3.0µm. A microturbulent velocity
of Vt = 2.0 kms−1 is adopted, independent of spectral type and
luminosity. We have recomputed a subset of the models with
Vt = 1 kms−1 in order to explore the sensitivity of the spec-
tra to this parameter. This change in Vt results in a sizable
change in the equivalent widths of many features (≈ 0.2 − 2Å;
see also Tripicco & Bell 1995). We care only about the rela-
tive response of the models (see below), and this is much less
effected by a change in Vt . For example, considering the re-
sponse of the model spectra to a factor of two enhancement
in iron abundance, the difference between Vt = 2 kms−1 and
1 kms−1 is less than 0.1Å in equivalent width for all lines of
interest.
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FIG. 6.— IRTF spectra for stars of various spectral types and luminos-
ity classes. The plots feature four surface gravity-sensitive and temperature-
sensitive spectral features. The top panels highlight features that are strong
in giants compared to dwarfs, while the bottom panels highlight features that
are strong in dwarfs compared to giants. Spectra are normalized in order to
highlight the gravity-sensitive lines. Notice in particular the two spectra that
have the same spectral type (M4) but different luminosity class (V vs. III).
The line data are critical for construction of realistic stel-
lar atmospheres and spectra. We have adopted the atomic
and molecular linelists available on Kurucz’s webpage5, in-
cluding the molecules H2O, TiO, FeH, C2, CH, CN, NH,
SiO, SiH, OH, MgH, CO, and H2. In particular, we use the
TiO linelist from Schwenke (1998) and the H2O linelist from
Partridge & Schwenke (1997). The FeH linelist is from the
work of Dulick et al. (2003), but with a partition function tab-
ulated by Kurucz specifically for this project.
We have identified 20 points along the 13.5 Gyr isochrone
shown in Figure 1 ranging from the tip of the RGB down to
Teff = 3170 K and log(g) = 5.05, corresponding to a main se-
quence mass of 0.15M⊙. A synthetic spectrum is computed
at each of these points for later use in the spectral synthe-
sis. Model atmospheres for cooler dwarfs failed to converge.
We therefore extrapolate our spectral library in Teff to cooler
dwarfs down to 0.08M⊙. This approximation will have little
impact on our results because we only use the model spec-
tra to created integrated light spectra for a Chabrier IMF, for
which stars with 0.08M⊙<M < 0.15M⊙ contribute≈ 10−3 of
the total flux. Notice that previous work (e.g., Tripicco & Bell
1995; Korn et al. 2005; Serven et al. 2005) only considered
two or three points along the isochrone in order to gauge
the relative response of spectral features to changes in abun-
dances.
In the present work we adopt the latest solar abundances
from Asplund et al. (2009). These new abundances for C,
N, O, and Ne are significantly lower than the old solar abun-
dances of Anders & Grevesse (1989) and Grevesse & Sauval
(1998). In particular, the new [O/H] abundance is 0.24 dex
5 http://kurucz.harvard.edu/
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TABLE 1
DEFINITION OF SPECTRAL INDICES
Index a Feature Blue Red Notes
Continuum Continuum
(Å) (Å) (Å)
CaII0.39 3899.5 − 4003.5 3806.5 − 3833.8 4020.7 − 4052.4 1
CN0.41 4143.3 − 4178.3 4085.0 − 4097.6 4245.5 − 4285.5 2
CaI0.42 4223.5 − 4236.0 4212.2 − 4221.0 4242.2 − 4252.2 2
CH0.43 4282.6 − 4317.6 4267.6 − 4283.8 4320.1 − 4336.5 2
FeI0.44 4370.3 − 4421.6 4360.3 − 4371.6 4444.1 − 4456.6 2
C20.47 4635.3 − 4721.6 4612.8 − 4631.6 4744.1 − 4757.8 2
FeI0.50 4979.2 − 5055.4 4947.9 − 4979.2 5055.4 − 5066.7 2
MgH0.51 5070.5 − 5135.6 4896.5 − 4959.0 5302.6 − 5367.6 2
FeI0.52 5247.2 − 5287.2 5234.7 − 5249.7 5287.2 − 5319.7 2
MgI0.52a 5161.6 − 5194.1 5144.1 − 5162.8 5192.8 − 5207.8 2
MgI0.52b 5165.0 − 5220.0 5125.0 − 5165.0 5220.0 − 5260.0 3
FeI0.53 5313.6 − 5353.6 5306.1 − 5317.4 5354.9 − 5364.9 2
NaI0.59 5878.5 − 5911.0 5862.2 − 5877.2 5923.7 − 5949.7 2
NaI0.82 8177.0 − 8205.0 8170.0 − 8177.0 8205.0 − 8215.0 3
CaII0.86 8484.0 − 8513.0 8474.0 − 8484.0 8563.0 − 8577.0 4,5
8522.0 − 8562.0 8474.0 − 8484.0 8563.0 − 8577.0
8642.0 − 8682.0 8619.0 − 8642.0 8700.0 − 8725.0
MgI0.88 8801.9 − 8816.9 8777.4 − 8789.4 8847.4 − 8857.4 6
TiO0.89 8835.0 − 8855.0 8870.0 − 8890.0 3,7
FeH0.99 9905.0 − 9935.0 9855.0 − 9880.0 9940.0 − 9970.0 3
NaI1.14 11372 − 11415 11360 − 11370 11417 − 11427 3
KI1.17 11680 − 11705 11667 − 11680 11710 − 11750 3,5
11765 − 11793 11710 − 11750 11793 − 11810
AlI1.31 13115 − 13165 13090 − 13113 13165 − 13175 3
CaI1.98 19770 − 19795 19740 − 19765 19800 − 19840 3,5
19845 − 19880 19800 − 19840 19885 − 19895
NaI2.21 22047 − 22105 22035 − 22045 22107 − 22120 3
CO2.30 22932 − 22982 22860 − 22910 23020 − 23070 3,5
23220 − 23270 23150 − 23200 23300 − 23350
NOTE. — (1) Serven et al. (2005); (2) Lick-based index (Trager et al.
1998); (3) new index; (4) Cenarro et al. (2001); (5) Index with multiple fea-
tures. In such cases the total EW is the sum of the individual EWs; (6)
Diaz et al. (1989); (7) Index defined as a flux ratio between blue and red pseu-
docontinua.
a Index names indicate the primary species and central wavelength in µm.
Wavelengths are in vacuum.
lower than the Anders & Grevesse (1989) abundances. This
results in substantially better agreement between model spec-
tra and data for late-type M dwarfs due to the resulting weaker
H2O opacity.
We have run models with individual abundance variations
for C, N, Na, Mg, Si, Ca, Ti, Fe, and generic α−elements6, al-
though in the present work we focus primarily on the elements
C, Na, Ca, Fe, and α. We have also run models with a factor
of two variation in the total metallicity, Z, with abundance ra-
tios fixed at their solar values. We vary each abundance both
higher and lower than its canonical value. This is in contrast
to previous work, which only increased the abundances of el-
ements in order to gauge their effect on the spectrum.
2.5. Spectral indices
In later sections we will rely on spectral indices in order to
investigate the sensitivity of various spectral features to the
parameters age, metallicity, and IMF. Spectral indices have
been utilized for decades to compress the amount of informa-
tion in a spectrum. The most well-known are the Lick/IDS in-
dices (Burstein et al. 1984; Worthey et al. 1994; Trager et al.
1998). These indices reside in the blue region of the spectrum
(4000Å< λ < 6400Å), and include indices sensitive to CN,
6 We include the elements O, Ne, Mg, Si, S, Ca, and Ti as “α” elements in
the present work.
C2, CH, Ca, Cr, Fe, Mg, MgH, Na, and TiO (Tripicco & Bell
1995; Korn et al. 2005). In the following work, we will utilize
the Lick index wavelength intervals for the index bandpass
and pseudocontinua as defined in Trager et al. (1998), but we
make no effort to place our indices on the zero-point system
of the Lick system. These indices are defined in Table 1. All
indices in the present work (except for TiO0.89) are quoted
as equivalent widths (EWs) with units of Å (the procedure
for measuring EWs is described in Worthey et al. 1994). All
wavelengths in this paper are quoted in vacuum.
We supplement the Lick-based blue indices with additional
indices as defined in Table 1. These indices were chosen for
their promise in constraining the number of low mass stars
from integrated light (in practice, we selected features that
changed by more than 1% between a Chabrier and x = 3 IMF;
see Figure 10 below). The majority of the new indices are
defined and measured in a manner analogous to the Lick-
based indices. Exceptions include the calcium triplet (CaT)
at 0.86µm, which is comprised of three distinct features and
so the total EW is the sum of the EWs of the individual fea-
tures (see Cenarro et al. 2001, for details). Likewise, the CaI
feature at 1.98µm is a doublet even when doppler broadened
to σ = 300 kms−1, and so this feature is defined as the sum of
two EWs. The CO index at 2.3µm is defined by the first two
bandheads of the 12CO molecule. Finally, the TiO0.89 index
is the only index defined as a ratio of fluxes between blue and
red pseudocontinua, rather than an equivalent width.
The names given to the indices in Table 1 highlight the pri-
mary species controlling the strength of each index. In reality,
each index is sensitive to a number of atomic and molecular
species (see e.g., Tripicco & Bell 1995; Korn et al. 2005, for
details).
The use of indices suffers from several well-known prob-
lems. The EW of an absorption feature is measured with re-
spect to a pseudocontinuum, which itself is composed of ab-
sorption features. The variation of an index due to changes in
metallicity or age may therefore be due to a combination of
changes in the feature itself and changes in the pseudocontin-
uum. Moreover, each index is in reality a blend of several ab-
sorption lines arising from more than one element. The spec-
tral shape of the feature often contains additional information,
beyond its EW, but this information is lost in an index. We
will highlight these caveats in our results where applicable.
We emphasize that our use of indices in this work is re-
stricted to “intuition-building” in the form of index-index
plots — we do not advocate using indices when actually fit-
ting data because of the limitations of indices highlighted
above. The model spectra will be made available upon request
so that others can measure their own indices and/or directly
compare models to data at the appropriate resolution.
2.6. Behavior of the stellar libraries
Figure 6 shows surface gravity-sensitive spectral regions for
selected IRTF stars. This figure highlights the potential power
of certain spectral features at discriminating between dwarfs
and giants. In this figure an M4 dwarf is compared to an M4
giant. These two stars have the same spectral type and thus
broadly the same SED shape, but clearly have very different
strengths of these spectral features. The M4 giant displays
no FeH lines but instead shows TiO lines at almost the same
wavelength as FeH. Also notice the dramatic increase in the
FeH strength toward the latest M dwarfs. These stars also
show very different features around the CaII lines compared
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FIG. 7.— Dependence of selected spectral indices on effective temperature for dwarfs (red points and lines) and giants (black points and lines). The empirical
IRTF spectra (symbols) are compared to the model synthetic spectra (lines). At the top of each panel Teff is converted into stellar mass for dwarfs via the
isochrones discussed in §2.2.
to both slightly warmer dwarfs and giants. The different rela-
tive response of the NaI and FeH lines to later-type M dwarfs
implies that these lines are sensitive to IMF variations in dif-
ferent ways.
In Figure 7 we show selected spectral indices as a function
of effective temperature for giants and dwarfs. This figure
compares the empirical IRTF spectra to the synthetic spectra.
As expected, the indices NaI0.82 and FeH0.99 are stronger
in dwarfs than in giants, and FeH0.99 becomes very strong
for the coolest dwarfs. The CO2.30 and CaII0.86 indices also
behave as expected in that they are stronger in giants than
dwarfs. Notice though that the CO2.30 index becomes pro-
gressively stronger for dwarfs with Teff < 3000 K (see Figure
6).
Two new spectral regions are explored in this figure: the
KI doublet at 1.17µm and the CaI doublet at 1.98µm. These
features are both stronger in dwarfs than in giants, but they
behave in very different ways. The KI1.17 index is even more
sensitive to the very coolest stars than FeH0.99, while CaI1.98
peaks in strength at ≈ 3700 K (corresponding to ∼ 0.55M⊙
for dwarfs).
It is noteworthy that the synthetic spectra reproduce the
qualitative behavior of all the indices shown in Figure 7
and reproduce in detail the NaI0.82, CaII0.86, KI1.17, and
CO2.30 indices. The models extend only to 3170K, so the
models cannot be compared to the coolest M dwars. The
synthetic spectra predict a CaII0.86 index stronger than ob-
served for the coolest giants, which might be related to non-
LTE effects, a FeH0.99 index stronger than observed for most
dwarfs, which is probably due to problems with the FeH
linelist and/or partition function, and a CaI1.98 index for
dwarfs that is weaker than observed, which may be due to
the fact that the pseudocontinuum is strongly affected by H2O
in this wavelength region.
The trends in this figure set the stage for the results to be
discussed in §4 and in particular §4.4 where we discuss the
ability of combinations of these indices to constrain the shape
of the low-mass IMF in the integrated light of old stellar pop-
ulations.
2.7. Synthesis
With the isochrones and stellar libraries described in pre-
vious sections we are now able to construct integrated light
SSP spectra via Equation 1. We emphasize that the synthe-
sis includes not only the RGB but also the HB and AGB. For
a 13.5 Gyr solar metallicity population with a Chabrier IMF,
stars on the HB and AGB comprise ≈ 25% of the integrated
light at 1µm, so their inclusion in the synthesis is essential.
When adding the HB and AGB we frequently used an em-
pirical star that was already counted on the RGB7. In such
cases only the stellar mass is changed in accordance with the
Lbol − M relation on the HB and AGB.
Abundance effects are implemented in a differential sense.
This is the standard method of implementing abundance ra-
tio effects in population synthesis (e.g., Trager et al. 2000;
7 While this is common practice, some authors use only genuine AGB stars
in the synthesis (e.g., Mármol-Queraltó et al. 2008).
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FIG. 8.— Comparison of a stacked spectrum of four metal-rich M31 GCs to models. A best-fit model with variable abundance ratios (the “best model”), is
compared to our solar metallicity model and the high-resolution solar metallicity model from Bruzual & Charlot (2003, BC03). Both model and data spectra were
continuum normalized by a third-order polynomial within each wavelength interval. The bottom portion of each panel shows the ratio between model and data in
percent units. The dotted lines demarcate a ±2% deviation. For the best-fit model, the deviations are less than 2% redward of 0.4µm and the root-mean-square
deviation is 1.2%, testifying to the high fidelity of our models.
Thomas et al. 2003b; Schiavon 2007; Walcher et al. 2009).
The empirical stellar libraries constitute the base set of mod-
els, and the synthetic stellar libraries, which exist for arbitrary
abundance patterns, are used to differentially change the base
models. In practice, the model makes a prediction for an SSP
spectrum of arbitrary abundance pattern R via:
f (R) = fbase fsyn(R)fsyn(Z⊙) , (2)
where f is the spectrum and we have implicitly assumed that
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the base empirical models have solar metallicity. Indices are
then measured from these model spectra.
Our model thus provides SSPs for arbitrary IMFs, for stel-
lar ages in the range 3 − 13.5 Gyr, and for arbitrary elemental
abundance patterns. We have avoided younger ages both be-
cause the IRTF library does not contain hot stars and because
at younger ages thermally-pulsating AGB stars, whose evolu-
tion is highly uncertain, contribute significantly to the near-IR
flux.
We have performed a number of tests to ensure that our re-
sulting base model is not affected by one or more ‘pathologi-
cal’ empirical stellar spectra. In addition to investigating each
empirical spectrum by eye, we have constructed a set of mod-
els by removing one stellar spectrum at a time from the library
and constructing a new SSP based on these N − 1 spectra. The
resulting indices never changed by more than 2% from our
fiducial model. As will be shown in later sections, the in-
dex variations induced by modest variations in age, IMF, and
abundances are always much larger than 2%. We conclude
that our results are not unduly sensitive to any particular star
in the empirical library.
3. A BRIEF COMPARISON TO DATA
In this section we briefly explore the quality of the mod-
els constructed in the previous section by comparing them
to spectra of globular clusters (GCs). There are a number
of massive metal-rich ([Fe/H]& −0.1) ancient GCs in M31
(Caldwell et al. 2011). Such objects are ideal to compare to
our models because our models are applicable to old metal-
rich systems and because massive GCs will have a fully pop-
ulated RGB. Red and near-IR spectra were obtained for the
GCs B143, B147, B163, and B193 from the LRIS spectro-
graph on the Keck I telescope. These data were described in
van Dokkum & Conroy (2011). Blue spectra were obtained
from the Hectospec spectrograph on the MMT by Nelson
Caldwell (unpublished). The spectra were stacked to create
an average GC spectrum with typical signal-to-noise > 100.
There are significant sky subtraction issues in the wavelength
regions 0.7µm < λ < 0.8µm and 0.93µm < λ < 0.98µm so
those regions will be omitted in the following comparison.
Figure 8 shows the comparison between our models and the
stacked M31 GC spectrum. Within each wavelength interval
the spectra have been continuum normalized by a third-order
polynomial. Our best-fit model was obtained via a Markov
Chain Monte Carlo fitting technique with variation in each of
the elements C, N, Na, Mg, Si, Ca, Ti, Fe, and with lock-step
variation in the elements O, S, and Ne. The IMF is also varied,
and the age is kept fixed at 13.5 Gyr. The data provide very
strong constraints on the abundances of these elements and set
a strong upper bound on the slope of the IMF. Discussion of
the derived parameters is beyond the scope of this paper but
is the focus of ongoing work.
The purpose of Figure 8 is to demonstrate the high qual-
ity of our models. The rms difference between the data and
our best-fit model is 1%, and the percent difference at any
wavelength point rarely exceeds 2% at λ > 0.4µm. In this
figure we also include comparison to our solar metallicity
model, and the high-resolution solar metallicity model from
Bruzual & Charlot (2003). Both of these models assume a
Chabrier IMF. The solar metallicity models provide a rea-
sonable fit to the data over much of the optical wavelength
range, but at essentially every wavelength the best-fit model
performs better. Regions where the best-fit model substan-
tially outperforms the solar models include the CH and CN
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FIG. 9.— Model spectra for solar metallicity and an age of 13.5 Gyr. Spec-
tra are shown for three IMFs and have been smoothed by a Gaussian with
FWHM= 40Å in order to highlight the broadband differences between mod-
els with different IMFs. The gap at 0.74 − 0.81µm is due to the gap in wave-
length coverage between the empirical MILES and IRTF spectral libraries.
Top panel: Comparison between models with a Chabrier and an x = 3 IMF.
Spectra are normalized to unity at 1.6µm. Bottom panel: Flux ratio between
models with different IMFs, as indicated in the legend. Also shown are ratios
of SSPs with different IMFs from Vazdekis et al. (2010, green lines).
bands in the blue, the Mgb doublet at 0.52µm, the FeI lines at
0.48 − 0.54µm, the NaD line at 0.59µm, and the CaII triplet at
∼ 0.86µm.
This figure demonstrates that the models we have con-
structed are capable of reproducing observed spectra at the
percent level over the entire wavelength range of 0.37µm <
λ < 1.02µm. This comparison also places strong limits on
the presence of telluric lines in our model spectra because the
M31 GC spectra are at different observed wavelengths than
our empirical stellar library (The recession velocity of M31 is
−300 kms−1, which means that the GC spectra were shifted
on average 5 − 10Å between the observed and restframe). Ev-
idently, sky subtraction and sky absorption corrections have
not introduced errors at the level &1% in either the synthe-
sized spectra or the M31 spectra.
4. BEHAVIOR OF THE MODELS
In this section we discuss how the models behave as a func-
tion of the IMF, stellar age, and elemental abundances. The
goal of this section is to demonstrate that the integrated light
spectrum of an old population is sufficient to jointly constrain
the mean stellar age, metallicity, abundance pattern, and low
mass IMF (0.08M⊙ < M < 1M⊙). All of the models pre-
sented in this section are SSPs — that is, they are coeval and
mono-metallic. Throughout this section we frequently high-
light the IMF-dependence of the integrated spectra by con-
trasting a Chabrier IMF with a relatively extreme bottom-
heavy x = 3 IMF. Also, in this section we rely on spectral in-
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FIG. 10.— Ratio between a model spectrum with a Chabrier IMF and one with an x = 3 IMF. The spectra are otherwise identical, both with an age of 13.5
Gyr and solar metallicity. The spectra are at the native resolution of the empirical libraries used to generate the models (R ≈ 2000), and have been divided by a
fourth-order polynomial in order to focus attention on the narrow-band features. Selected spectral features are labeled. Notice the different y−axis range in the
upper left panel.
dices in order to explore the behavior of the models. However,
as discussed in §2.5, we advocate using the spectra directly,
rather than constructing indices, when fitting models to data.
4.1. Overview
Our models based on empirical stellar spectra are shown in
Figures 9, 10, and 11. In this series of figures we explore
the sensitivity of the SSP spectrum to the IMF, zooming in on
smaller wavelength intervals with each successive figure. The
age is fixed at 13.5 Gyr and the metallicity is solar.
In the top panel of Figure 9 we show the overall spectral en-
ergy distribution for two models that differ only in the adopted
IMF. The bottom panel shows the ratio between spectra con-
structed with different IMFs. In both panels the spectra are
normalized to unity at 1.6µm. The broad-band differences
between a Chabrier IMF and a Salpeter IMF in the shape
of the spectrum are slight, less than a few percent (see also
Conroy et al. 2009). The differences become more substantial
for a bottom-heavy IMF with x = 3. In this case I − z colors
can differ by > 10% in flux. We caution however that ty-
ing the IRTF spectra (which comprise the model predictions
at λ > 0.81µm) to the MILES spectra (which comprise the
model predictions at<λ< 0.74µm) relies on a heterogeneous
compilation of V − K colors that are probably not accurate to
better than a few percent. The absolute broad-band model
predictions should therefore be treated with some caution un-
til the relative flux calibration between the MILES and IRTF
libraries can be independently assessed.
In this figure we also include predictions from the models of
Vazdekis et al. (2010, V10). These models adopt the MILES
stellar library and the Padova isochrones in constructing SSPs.
The models shown are of solar metallicity and have an age
of 12.6 Gyr. For the V10 models we plot ratios between a
Salpeter and Kroupa (2001) IMF, and between an x = 2.8 and
Kroupa IMF. The Kroupa IMF is essentially identical to the
Chabrier IMF, and the x = 2.8 IMF was the closest in their
model grid to our x = 3 IMF. Overall the agreement between
our models and the V10 models is excellent. On a more re-
fined level the agreement is even more impressive: after divid-
ing the spectra by a second order polynomial and broadening
by 5Å (rather than the 40Å shown in Figure 9), the models
agree in the predicted spectral variation between a Salpeter
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FIG. 11.— Model spectra for four IMF-sensitive spectral features. Models
are shown for an age of 13.5 Gyr, solar metallicity, and two IMFs: a Chabrier
IMF and a bottom-heavy x = 3 IMF. The dwarf-strong features are shown in
the bottom panels, while the giant-strong features are shown in the top panels.
Spectra have been divided through by a first-order polynomial (excluding the
features of interest from the fit) in order to highlight the differences in the
features.
and Chabrier IMF to a level of . 0.2%.
In Figure 10 we zoom in on the narrow spectral features by
dividing the spectra in each wavelength interval by a fourth-
order polynomial. The panels highlight the spectral response
to a change in IMF when all other variables (age, metallicity)
are held fixed. Selected spectral features are labeled. This
figure summarizes all of the known surface gravity-sensitive
lines in cool stars between 0.4−2.4µm. The NaI082, CaII086,
FeH099, and CO230 features are clearly visible. Additional,
less well-known lines are also clearly visible, including NaI,
KI, AlI, and CaI, all of which are stronger in dwarfs than gi-
ants. The numerous lines from CO in the H−band are also
visible.
As noted in §2.3, the faintest M dwarfs in our empirical
library display strong chromospheric emission lines, particu-
larly the hydrogen Balmer series and the CaII H & K lines at
0.39µm. In the upper left panel of Figure 10 we see that the
Hα and CaII lines display strong IMF sensitivity. Approxi-
mately one half of the effect is due to chromospheric emis-
sion in the latest M dwarfs in our sample. In fact, we expect
the true effect to be even larger, since our sample of optical
M dwarf spectra only extends to spectral type M7. The re-
maining one half of the IMF effect in these lines is simply
due to the fact that these features in absorption are weaker in
M dwarfs compared to other stars.
Figure 11 zooms in further on four classic IMF-sensitive
spectral features. The spectra have been divided by a first-
order polynomial to focus attention on the features. It is ev-
ident from this figure that the differences in flux between a
Chabrier and an x = 3 IMF in these features are of order sev-
eral percent. Differences between a Chabrier and Salpeter
IMF (not shown) are of order one percent. This figure demon-
strates that very high S/N spectra are required in order to dif-
ferentiate between IMFs based on these features.
In this section we have summarized the basic trends evi-
dent in our models based on empirical stellar spectra. These
models confirm a wide array of previous work that the low-
mass IMF, or phrased another way, the ratio of M giants to
M dwarfs, can be inferred directly from integrated light spec-
tra of old populations. The fundamental uncertainty in any
modeling approach is the interplay between the IMF, average
stellar age, and abundance pattern. In the following section
we address this issue in detail.
4.2. Variation in IMF, age, and elemental abundances
In this section we combine our model predictions based on
empirical stellar libraries with the synthetic stellar libraries
described in §2.4. We explore the dependence of a suite
of spectral indices on stellar age, abundance pattern, total
metallicity, and IMF, focusing on indices governed by iron,
sodium, calcium, carbon, and magnesium. In particular, we
explore variations in age between 3 − 13.5 Gyr, IMFs between
a bottom-light, Chabrier, Salpeter, and x = 3, α−enhancement
between 0.0 <[α/Fe]< 0.2, and individual elemental abun-
dance variation. Notice that the abundance variations of
calcium, carbon, sodium, and α−enhancement were imple-
mented at fixed [Fe/H] and so [e/H]≡[e/Fe] where “e” refers
to generic elemental abundance. This also implies that the to-
tal metallicity, Z, varies from model to model. The red spec-
tra are sensitive to age in the range we consider (3 − 13.5 Gyr)
primarily because of the increased contribution of M giants to
the integrated light at younger ages. The hotter main sequence
turn-off point at younger ages has a larger impact on the blue
spectrum.
4.2.1. Iron
The left panel of Figure 12 shows iron-sensitive spectral
indices. The composite index 〈Fe〉 ≡ 0.5(FeI0.52+FeI0.53)
was defined by Trager et al. (2000) and is used extensively in
the literature. The figure shows the response of these indices
to changes in the IMF, stellar age, and abundance pattern. The
iron abundance, [Fe/H], varies by ±0.3 dex. We also incude
measurement uncertainties on each index assuming a signal-
to-noise ratio per angstrom of S/N = 200 Å−1.
An important feature of these index-index plots is that the
effects of the IMF are nearly orthogonal to both age and abun-
dance effects. The insensitivity of FeH to ages >5 Gyr for a
Chabrier IMF found here is in agreement with previous work
(Couture & Hardy 1993; Schiavon et al. 2000). The response
of the blue indices (along the y-axes) to age, [α/Fe], and
[Fe/H] are well-known (e.g., Schiavon 2007). In particular,
the FeI0.44 index weakens with increasing [α/Fe] due to the
increased presence of magnesium and calcium lines in the in-
dex pseudocontinuum (Schiavon 2007).
The insensitivity of the FeH index to [α/Fe] is a key result
of this paper. This result is at first glance surprising, given
the fact that TiO absorption in M giants coincides with the
index bandpass for FeH (see Figure 6), and Ti and O are
both α−elements. In fact, the strength of the TiO feature at
0.99µm is almost entirely insensitive to 0<[α/Fe]< 0.2 be-
cause of two unrelated effects. First, the atmospheric structure
changes with increased [α/Fe] in such a way so as to signif-
icantly diminish the effect of increased abundance of TiO on
the TiO linestrength. This is confirmed by computing a set of
synthetic spectra where the atmospheres were computed at so-
lar abundances but the spectra were created with [α/Fe]= 0.2.
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FIG. 12.— Variation in the EW of spectral indices involving the elements iron (left panel) and sodium (right panel). The panels show the effect of varying the
IMF (bottom-light, Chabrier, Salpeter, x = 3; solid lines), elemental abundance ([Fe/H] or [Na/Fe], and [α/Fe]; dotted lines) and stellar population age (3,5,9,13.5
Gyr; dashed lines). The model iron and sodium abundances vary by ±0.3 dex and the model α−enhancement varies from 0.0 − 0.2 dex. Changes in age are only
shown with respect to the Chabrier and x = 3 IMFs for clarity. The symbol size increases toward steeper IMFs, higher metallicity, and younger ages. The blue
star represents the fiducial model of a 13.5 Gyr solar metallicity population with a Chabrier IMF. The EWs are in Å. Typical measurement uncertainty of each
index is shown in the lower portion of each panel, assuming a signal-to-noise of S/N = 200 Å−1 and R≈ 2000.
In this case the TiO features increase with α−enhancement.
The second effect causing the FeH0.99 index to be insensi-
tive to the TiO abundance is the fact that the TiO feature at
0.99µm sits atop a much larger TiO feature whose band-head
is at 0.97µm (both are part of the δ system). The strength
of the TiO feature at 0.99µm is determined by the ratio of
the line opacity to the pseudocontinuum, both of which scale
with the abundance of TiO. For these reasons the TiO feature
at 0.99µm feature is quite insensitive to TiO abundance.
Notice that while the FeH0.99 index is insensitive to ages
of >5 Gyr for a Chabrier IMF, it becomes increasingly sen-
sitive to age for steeper IMFs. This is a consequence of the
fact that at younger ages M giants contribute more to the inte-
grated flux, so they outshine the M dwarfs. This dependence
of FeH0.99 on age is an important prediction of any model
that ascribes a bottom-heavy IMF to a particular stellar popu-
lation. In other words, if a certain class of objects, say massive
ellipticals, were thought to possess a bottom-heavy IMF, then
one should find a strong correlation between the mean stellar
age and FeH0.99 strength within that population. For a stan-
dard Chabrier IMF, no such correlation should exist for ages
> 5 Gyr. This prediction is unique to the FeH0.99 index. As
will be shown in later sections, all other IMF-sensitive lines
that we consider show correlations with age for both Chabrier
and bottom-heavy IMFs.
The results in this section show that the combination of any
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blue iron-sensitive index with the near-IR FeH index should
provide an unambiguous separation of the effects of the IMF
from abundance and age effects.
4.2.2. Sodium
The right panel of Figure 12 shows sodium-sensitive spec-
tral indices as a function of the IMF, stellar age, and abun-
dance pattern. The sodium abundance, [Na/Fe], varies by
±0.3 dex.
All sodium-sensitive indices weaken with increasing [α/Fe]
due to the fact that the pseudocontinua are strongly influenced
by α−elements. The NaI0.82 index decreases with decreasing
age, in agreement with previous work (Schiavon et al. 2000).
The NaI0.59 index (also known as NaD) is in theory a use-
ful line because it responds much more strongly to [Na/Fe]
than the IMF. Unfortunately, this index is influenced by the
interstellar medium (ISM; of the system in question and, for
systems at zero redshift, the Galaxy), and so interpretation of
this index is quite complicated. The NaI1.14 index is very
sensitive to the IMF, as is the NaI0.82 index, although it is
also sensitive to [Na/Fe]. Both of these indices scale in the
same way with [Na/Fe] and IMF, implying that they cannot
be used in isolation to jointly constrain the IMF and sodium
abundance. The NaI2.21 and NaI0.82 indices separate the ef-
fects of abundance and IMF somewhat more cleanly.
For late-type giants sodium is the third most important elec-
tron contributor at a Rosseland mean opacity of order unity,
after Mg and Al, while for late-type dwarfs it is the most im-
portant, followed by Ca. The abundance of sodium therefore
affects the strength of many other features through its influ-
ence on the electron pressure. For example, increasing the
sodium abundance causes a decrease in the abundance of CaII,
which causes a decrease in the EW of CaII0.86. The impor-
tance of this effect should not be underestimated. Specifi-
cally, an increase in [Na/Fe] by 0.3 dex causes a decrease in
the EW of CaII0.86 of 1.6%. Compare this to the decrease in
CaII0.86 of 3.1% between a Chabrier and Salpeter IMF. It is
therefore essential to consider not only IMF-sensitive indices
such as NaI0.82 and CaII0.86 but also indices that are sensi-
tive to [Na/Fe] in order to separate the effects of [Na/Fe] from
the IMF. It is however worth noticing that while an increase
in [Na/Fe] can cause an increase in NaI0.82 and a decrease
in CaII0.86, mimicking the effects of a more bottom-heavy
IMF, quantitatively a very large increase in [Na/Fe] would be
required (at least 0.6 dex) to mimic an x = 3 IMF in these in-
dices.
In summary, unlike the iron-sensitive indices, the situation
with sodium is more complex. Were it not for the influ-
ence of the ISM on the NaI0.59 index, the combination of
this index with NaI0.82 would provide a powerful means for
separating the IMF from other effects. The red and near-IR
sodium-sensitive indices respond strongly and positively to
both [Na/Fe] and IMF variations, making it difficult to use
these lines alone to separate IMF effects from others. An in-
dependent constraint of the sodium abundance would make
the near-IR sodium lines powerful IMF diagnostics.
4.2.3. Calcium
The left panel of Figure 13 shows calcium-sensitive spectral
indices as a function of the IMF, stellar age, and abundance
pattern. The calcium abundance, [Ca/Fe], varies by ±0.15
dex.
The well-known IMF-sensitive CaII0.86 index (also known
as the calcium triplet or CaT) is shown here to be weakly sen-
sitive to age, in agreement with previous work (Schiavon et al.
2000; Vazdekis et al. 2003), and strongly sensitive to both
[Ca/Fe] and [α/Fe]. Since calcium is an α−element, this latter
fact is no surprise.
The CaII0.39 index (also known as the CaII H & K lines)
is mildly sensitive to the IMF although it is difficult to gather
this from Figure 13 because of the large y−axis range. The dif-
ference between a Chabrier and x = 3 IMF is only 0.2Å. This
index is very strongly sensitive to [Ca/Fe] and [α/Fe] varia-
tions (see also Serven et al. 2005; Worthey et al. 2011). The
much larger sensitivity of this index to abundances than the
IMF suggests that it is useful primarily as an abundance indi-
cator. The CaI0.42 index behaves in a similar way, although
the change in the EW induced by abundance changes is much
less dramatic. The CaI1.98 index increases significantly for
more bottom-heavy IMFs. This index is proportionally much
more sensitive to the IMF than abundance compared to other
calcium-sensitive indices.
The combination of the CaII0.39 or CaI0.42 indices, which
are primarily sensitive to calcium abundance, with both the
CaI1.98 and CaII0.86 indices, which respond strongly and in
opposite ways to changes in the IMF, should provide a strong
constraint on the IMF.
4.2.4. Carbon
The right panel of Figure 13 shows carbon-sensitive spec-
tral indices as a function of the IMF, stellar age, and abun-
dance pattern. The carbon abundance, [C/Fe], varies by
±0.15 dex. The carbon abundance cannot increase much be-
yond 0.15 dex because a C/O ratio greater than unity would
produce carbon stars, which are not expected to occur in old
stellar populations (Renzini & Voli 1981).
The classic surface gravity-sensitive CO2.30 index is
shown here to be sensitive to the IMF, [C/Fe] abundance, age,
and α−enhancement. The index increases with decreasing
age, meaning that an increasingly bottom-heavy IMF can be
easily separated from age effects. A decrease in carbon abun-
dance by 0.15 dex mimics a shift from a Chabrier IMF to an
IMF in between Salpeter and x = 3. CO decreases with in-
creasing [α/Fe] because the atmospheric structure changes in
such a way as to decrease the CO2.30 EW. The abundance
of CO is determined by carbon, which is less abundant than
oxygen in the atmospheres of stars comprising old stellar sys-
tems, and so CO is less sensitive to O (an α-element) than one
may have otherwise supposed.
The blue carbon-sensitive indices CN0.41, CH0.43, and
C20.47 are all very weakly sensitive to the IMF but are
strongly sensitive to age, [C/Fe], and [α/Fe]. These indices
become weaker with increasing α−enhancement because in-
creasing [α/Fe] increases the oxygen abundance, and, since
CO has the highest dissociation energy, more oxygen means
more carbon locked up in CO, which means less carbon avail-
able for CN and CH (Serven et al. 2005; Schiavon 2007).
C20.47 is doubly sensitive to carbon abundance for the ob-
vious reason that it is composed of two carbon atoms.
The combination of any of the blue carbon-based lines with
the CO2.30 index should provide a strong constraint on both
the IMF, stellar age, and elemental abundances.
4.2.5. Magnesium
Magnesium spectral features have played a central role in
our understanding of the abundance patterns of old stellar sys-
tems. For example, the Mgb feature (consisting of a triplet
COUNTING LOW-MASS STARS IN INTEGRATED LIGHT 15
       
14
16
18
20
22
24
26
28
Ca
II0
.3
9
IMF
Age
Ca+0.15
Ca−0.15
[α/Fe]
       
1.5
2.0
2.5
3.0
Ca
I0
.4
2
6.5 7.0 7.5 8.0 8.5 9.0 9.5
CaII0.86
2.5
3.0
3.5
4.0
Ca
I1
.9
8
      
2
3
4
5
CN
0.
41
IMF
Age
C+0.15
C−0.15
[α/Fe]
3 Gyr
5 Gyr
9 Gyr
      
4.5
5.0
5.5
6.0
6.5
7.0
CH
0.
43
14 15 16 17 18 19
CO2.30
5
6
7
8
C 2
0.
47
FIG. 13.— Same as Figure 12, now for calcium (left panel) and carbon (right panel). The model carbon and calcium abundances vary by ±0.15 dex.
of MgI lines at 0.52µm) has been used extensively to mea-
sure [α/Fe] in elliptical galaxies (with the key assumption
that Mg traces α; e.g., Worthey et al. 1992; Trager et al. 1998;
Thomas et al. 2005; Schiavon 2007). The importance of mag-
nesium in stellar population studies has motivated us to con-
sider this element in the context of our models.
In Figure 14 we consider four magnesium-sensitive fea-
tures. The MgH0.51 index (equivalent to the Mg1 Lick index)
is very sensitive to [Mg/Fe] and moderately sensitive to age
and the IMF. Interestingly, it is insensitive to [α/Fe]8. The
8 This occurs because the pressure in the atmospheres of M dwarfs is lower
for higher [α/Fe], which results in the formation of less MgH per unit Mg
(see §5.4 for details). This effect, combined with the increased abundance of
Mg, results in a negligible change of the MgH abundance in the atmospheres
of M dwarfs. The MgH0.51 index, which measures the strength of MgH,
therefore depends very weakly on [α/Fe]. When only [Mg/Fe] is increased,
the atmospheric structure of M dwarfs is scantly affected, resulting in greater
formation of MgH due to the increased abundance of Mg.
near-IR MgI line measured by the MgI0.88 index is sensitive
to [Mg/Fe] and [α/Fe], in agreement with previous work (e.g.,
Diaz et al. 1989; Cenarro et al. 2009). It is a weak feature, re-
quiring very high S/N spectra to obtain a useful measurement,
and it is insensitive to the IMF for reasons described below.
The strength of the Mgb lines are quantified herein with two
indices: the MgI0.52a index (equivalent to the Mgb Lick in-
dex), and the MgI0.52b index. The latter index is new and
was constructed to be maximally sensitive to the IMF. This is
clearly demonstrated in the bottom panel of Figure 14. The
MgI0.52a index changes by 0.16Å between a Chabrier and
x = 3 IMF, compared to 0.46Å for the MgI0.52b index. The
reason for this difference is due to a triplet of CrI lines cen-
tered at ≈ 5208Å, and blended with FeI, TiI, and MgH lines,
that becomes stronger with decreasing Teff and hence stronger
for steeper IMFs. The CrI blend partially overlaps with the
red pseudocontinuum bandpass of the Lick Mgb index, and so
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FIG. 14.— Same as Figure 12, now for magnesium. The model magnesium
abundances vary by ±0.15 dex. The bottom panel compares the classic Mgb
Lick index (MgI0.52a) with our new MgI0.52b index. A line with unity slope
(dashed line) is shown for comparison. Notice that our new index is consider-
ably more IMF-sensitive than the standard Lick index. The MgH0.51 index,
which is analogous to the Mg1 Lick index, also displays some sensitivity to
the IMF.
the IMF-sensitivity of that index is greatly reduced. Our new
index includes the CrI blend in the index definition, thereby
enhancing the effect of the IMF on the index. We emphasize
that using the full spectrum to estimate the IMF, abundance,
age, etc., rather than spectral indices, would circumvent these
complications.
There are several additional effects responsible for the
IMF trends of these indices (see e.g., Schiavon et al. 2004;
Schiavon 2007). For Teff > 4000K, the strengths of MgH0.51,
MgI0.52a, and MgI0.52b increase with decreasing Teff and
increasing log(g). These trends can be attributed primarily
to the increasing strength of the MgH and MgI spectral fea-
tures. At cooler temperatures TiO bands have a significant,
and eventually dominant, influence on these indices. One TiO
bandhead overlaps almost perfectly with the Mgb lines. The
fact that at Teff < 4000K the Mgb Lick index becomes pri-
marily a measure of TiO, combined with the fact that TiO
bands are stronger in giants than in dwarfs, led Schiavon
(2007) to conclude that this index should not be sensitive to
the IMF. While it is true that the Lick Mgb index is fairly
weakly sensitive to the IMF, it is primarily because of con-
tamination by the CrI blend in the red pseudocontinuum. In-
deed, our refined MgI0.52b index shows significantly stronger
IMF-dependence. Although the TiO bands are not as strong in
dwarfs compared to giants, they are still sufficiently strong to
affect the Mgb region when the number of dwarfs is increased.
Finally, the MgI0.88 index is almost completely insensi-
tive to the IMF in part because there is very little dependence
of this feature on log(g) at fixed Teff (Cenarro et al. 2009).
This index peaks in strength for 4000K < Teff < 4500K, be-
coming weaker at both higher and lower Teff. At the very
coolest temperatures ( Teff < 3000K) the dwarfs do show
stronger MgI0.88 than giants (due to an unidentified feature
at ≈ 8800Å), but the strength is comparable to K giants, and
so the addition of late M dwarfs does not leave a signature on
this index in the integrated light.
In summary, there is some sensitivity to the IMF in the
Mgb spectral region. In this spectral region the use of in-
dices greatly complicates the interpretation of model varia-
tions. Direct manipulation of the model spectra has provided
some clarity. This serves as yet another argument in favor of
our position that model and data should be compared directly
in spectral space, rather than in index space. Finally, we draw
attention to the fact that, while the MgI0.52b feature displays
a moderate degree of IMF sensitivity, it is not an ideal probe
of the IMF. This is because the IMF sensitivity is due largely
to the influence of TiO, which, in the absence of any prior
on the isochrones, can be due to either dwarfs or giants. In
other words, we could have added more M giants rather than
M dwarfs, which would have increased the strength of TiO in
the model, and thereby the strength of MgI0.52b. We return
to this point in §4.3.
4.2.6. Total metallicity
In Figure 15 we explore the effect of varying the total metal-
licity, Z, on selected indices. In this case the abundance ratios
are fixed to their solar values. In this figure we have selected
a promising pair of indices that may yield IMF constraints for
each of the four elements discussed in the previous sections.
The metallicity is varied by ±0.3 dex.
The effect of metallicity variation on the indices is difficult
to interpret because the abundance of every element is chang-
ing. In general not only will the flux in the central bandpass
change but also the pseudocontinua used to define the index.
As an example, the NaI0.82 index decreases with increasing
metallicity because of increased TiO absorption in the red
pseudocontinuum. In contrast, the CO2.3 index responds to
carbon abundance variation and metallicity variation in very
similar ways because the change in metallicity does not sub-
stantially change the pseudocontinuum, and so the change in
CO abundance is the dominant effect. The same is true for
the iron indices shown in the figure. The CaII0.86 index de-
creases with decreasing metallicity because of a change in
the pseudocontinuum at ≈ 0.864µm. The independence of
CaII0.86 on Z for super-solar metallicities has been noticed
before by Vazdekis et al. (2003). These examples highlight
COUNTING LOW-MASS STARS IN INTEGRATED LIGHT 17
6.5 7.0 7.5 8.0 8.5 9.0 9.5
CaII0.86
2.0
2.5
3.0
3.5
4.0
4.5
Ca
I (
1.9
8µ
m
) IMF
Ca+0.15
Ca−0.15
Z+0.3
Z−0.3
14 15 16 17 18
CO2.30
5
6
7
8
9
C 2
 
(0.
47
µm
)
IMF
C+0.15
C−0.15
Z+0.3
Z−0.3
0.0 0.2 0.4 0.6 0.8 1.0
NaI0.82
2.0
2.5
3.0
3.5
4.0
4.5
N
aI
0.
59
IMF
Na+0.3
Na−0.3
Z+0.3
Z−0.3
0.0 0.2 0.4 0.6 0.8 1.0
FeH0.99
5
6
7
8
Fe
I (
0.4
4µ
m
)
IMF
Fe+0.3
Fe−0.3
Z+0.3
Z−0.3
FIG. 15.— Effect of metallicity, Z, on spectral indices. Each panel high-
lights the effect on indices dominated by a single element (cf. Figures 11-12).
The effect of metallicity variation of±0.3 dex is compared to variation in the
abundance of a single element, and to the IMF. The carbon and calcium abun-
dance varies by ±0.15 dex while the sodium and iron abundance varies by
±0.3 dex. Symbol size increases toward higher abundances, higher metallic-
ities, and steeper IMFs. Error bars are as in Figures 11-12.
the difficulty in using and interpreting indices. At this point
we remind the reader that our use of indices in this paper is
for illustrative purposes only. We do not advocate using them
when fitting models to data, in part for the reasons discussed
in this section.
The primary conclusion to be drawn from Figure 15 is that
IMF variation cannot be confused with metallicity variation.
In other words, the vectors of metallicity and IMF variation
are largely orthogonal in these index-index plots.
4.3. Modifications to the fiducial isochrone
Our goal has been to demonstrate to what extent the effects
of the IMF can be isolated from other effects on the integrated
spectrum of old stellar populations. In the previous section
we demonstrated that by employing a variety of spectral in-
dices one can separate the effects of the IMF from the stellar
age and abundance pattern. Apart from these changes to the
characteristics of the stellar population, we also need to ex-
plore changes to the assumptions that go into the models, and
in particular the precise location of the isochrones in the HR
diagram and the weights assigned to giants in the stellar pop-
ulation synthesis.
We have identified three distinct isochrone-related effects
that can mimic a change in the IMF via their impact on one
or more of the IMF-sensitive indices NaI0.82, CaII0.86, and
FeH0.99. These effects are 1) decreasing the number of lu-
minous giants; 2) increasing the contribution from very late
M giants; 3) shifting the location of the isochrone in the HR
diagram. We explore these effects in Figure 16 where the
IMF-sensitive indices are plotted against the TiO0.89 index,
which is sensitive to both surface gravity and temperature
(Carter et al. 1986; Cenarro et al. 2009). Similar index-index
plots were used by Cenarro et al. (2003) to separate IMF ef-
fects from metallicity effects. Standard models are shown for
IMFs ranging from Chabrier to Salpeter to x = 3 (these are the
same models shown in Figures 12 and 13).
We first consider the effect of decreasing the number of lu-
minous giants with respect to a fiducial model with an age
of 13.5 Gyr, solar metallicity, and a Chabrier IMF. Clearly
this effect should mimic the effect of a bottom-heavy IMF
to some extent since the IMF-sensitive indices only provide a
measurement of the ratio of dwarfs to giants. The green line in
Figure 16 shows the effect of first removing all HB and AGB
stars, and then removing all stars at progressively lower RGB
luminosities down to Lbol = 102 L⊙. This effect clearly mim-
ics a bottom-heavy IMF in the NaI0.82 and CaII0.86 indices,
but not the FeH0.99 index. The reason for this is because the
FeH feature is only strong in the very lowest-mass M dwarfs,
which contribute essentially no flux for a Chabrier IMF. Re-
moving the giants actually causes a decrease in the FeH0.99
index because this index also measures the strength of a TiO
absorption feature that occurs in late-type giants. The TiO ab-
sorption is a strong function of temperature, so removing the
coolest giants causes a decrease in the TiO strength, and hence
the FeH0.99 index. From Figure 16 it is clear that even for the
NaI0.82 and CaII0.86 features, one can discriminate between
a paucity of giants and a bottom-heavy IMF by considering
the strength of the TiO0.89 index.
The next effect we consider is adding more weight to very
cool giants than stellar models predict for an age of 13.5 Gyr.
Specifically, we add increasing amounts of an M6III spectrum
and an M7III spectrum to our fiducial model. At a maximum
we include six times as many of these giants as a 13.5 Gyr
isochrone would predict. Here again the addition of these cool
giants can in principle mimic a bottom-heavy IMF for one or
more (but not all three simultaneously) of the IMF-sensitive
features shown in Figure 16. The addition of cool giants mim-
ics a bottom-heavy IMF because these stars have very strong
TiO absorption features that overlap with the FeH0.99 index
and partially overlap with the NaI0.82 feature. The M7III ac-
tually weakens the NaI0.82 index because it provides substan-
tial TiO absorption in the red pseudocontinuum of this index,
thereby decreasing the EW. The CaII absorption at 0.86µm
weakens for the coolest giants, explaining the trends in that
index as well (this is simply a consequence of ionization equi-
librium; see Figure 7). However, as with the removal of RGB
stars, consideration of these IMF-sensitive indices with the
giant-sensitive TiO0.89 feature allows one to unambiguously
distinguish between the addition of M giants and a bottom-
heavy IMF.
Finally, we consider the effect of shifting the isochrone in
temperature by±50K. Such a shift can be caused for example
by a change in [α/Fe] by ±0.2 or [Fe/H] by ±0.1 dex (e.g.,
Dotter et al. 2007, 2008). We have modeled this effect by run-
ning a new set of synthetic stellar spectra with Teff’s offset by
±50K compared to the fiducial set. These new models were
then used differentially to quantify the effect of changing the
Teff of all stars in the synthesis. The result is shown in Fig-
ure 16. Qualitatively, the effect is similar to adding/removing
cool giants. The behavior of the TiO0.89 and FeH0.99 fea-
tures with varying Teff is due to the influence of TiO (for
the reasons noted above). The CaII0.86 feature is sensitive to
Teff because of ionization equilibrium. It is noteworthy that
the NaI0.82 feature is almost completely insensitive to ±50K
changes to Teff. Overall, the impression from Figure 16 is that
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FIG. 16.— Response of selected spectral features to variation in the number and type of luminous giants and the IMF. Models are constructed by removing the
horizontal and asymptotic giant branches and also removing the most luminous RGB stars (dark green dashed lines), adding an increasing number of M6III (red
dashed lines) or M7III (blue dashed lines) stars, and shifting the overall isochrone by ±50K (light green solid lines). Models with a varying IMF are also shown
(black solid lines). Indices along the x−axis are measured in EW in Å while the Ti0.89 index is measured as a flux ratio.
the effects of changing Teff should be separable from an IMF
effect.
The preceding discussion serves to highlight another lim-
itation of the use of spectral indices — as opposed to the
full spectrum — to chart IMF variations. Because cool stars
contribute TiO to the indices NaI0.82 and FeH0.99 that have
central wavelengths and line profiles that differ from NaI and
FeH, the detailed spectral shape around these features can also
provide a strong constraint on the contribution of cool giants
to the integrated flux.
We mention a final point regarding the arbitrary addition
or subtraction of luminous giants. In addition to the fact that
stellar evolution dictates how many such giants there should
be, direct constraints on the relative number of luminous gi-
ants come from surface brightness fluctuations (SBFs) mea-
sured in nearby galaxies (e.g., Tonry et al. 2001; Liu et al.
2002; Jensen et al. 2003). Results from SBFs do not allow
for substantial deviation from the basic predictions of stellar
evolution along the RGB and AGB. In any event, constraints
from SBFs will provide a powerful independent test of any
purported excess or deficit of luminous giants.
We conclude that the effects considered in this section im-
print signatures not only on the IMF-sensitive features but
also on the cool giant-sensitive TiO0.89 index. Moreover,
no single effect considered in Figure 16 can simultaneously
mimic an IMF effect in all three IMF-sensitive indices. These
effects should therefore be separable from an IMF effect given
a sufficient amount of spectral coverage. The detailed spectral
shapes of the IMF-sensitive features will also provide a strong
constraint on the contribution of cool giants to the integrated
light.
4.4. Constraining the shape of the low-mass IMF
As was alluded to in §2.6, the combination of multiple sur-
face gravity-sensitive spectral indices should provide a con-
straint on the shape of the low-mass IMF in old stellar pop-
ulations. This is possible because each spectral feature re-
sponds to changes in surface gravity and/or temperature in
different ways (see Figure 7). The possibility of constraining
the shape of the IMF in this way was already mentioned in
Faber & French (1980).
The sensitivity of indices to the low-mass IMF is explored
in Figure 17. In this figure we show the fractional change in
each index as the weight applied to each mass interval is dou-
bled. The change is computed with respect to a model with an
age of 13.5 Gyr, Salpeter IMF, and solar metallicity. Models
constructed from the empirical spectral libraries were used.
The FeH0.99 and KI1.17 indices are the most sensitive to very
low mass stars (. 0.3M⊙), while the CaI1.98 and AlI1.31 in-
dices are sensitive primarily to 0.4M⊙ . M . 0.7M⊙. The
sensitivity of the NaI0.82 index is bracketed by these two ex-
tremes. While not shown, the giant-strong indices CaII0.86
and CO2.30 have a much weaker dependence on mass and
never exceed a fractional change of 0.15 for any mass inter-
val.
An example showing that it is possible to measure the shape
of the low-mass IMF with these indices is shown in Figure 18.
In this figure we show two indices as a function of the shape
of the IMF. The dashed lines show variation in these indices
for a varying logarithmic power-law index x and fixed low-
mass cutoff, mc = 0.08M⊙, while the solid lines show varia-
tion in mc for a fixed logarithmic slope x = 3.0. As expected,
FeH0.99 responds most quickly to changes in the low-mass
cutoff while CaI1.98 responds very weakly until mc > 0.2M⊙.
For mc > 0.4M⊙ CaI1.98 responds strongly while FeH0.99 re-
sponds weakly, again as expected. Changes in the logarithmic
slope result in a different relation between these indices.
Of course, the differences induced by different IMF shapes
are more subtle than overall changes in the low-mass star con-
tent. Constraints on the shape of the IMF will therefore only
be possible after the blue and red indices are used to jointly
constrain the detailed abundance pattern and mean stellar age.
Once these variables are known one may profitably use the
gravity-sensitive indices to probe the detailed shape of the
low-mass IMF in the integrated light of old stellar popula-
tions.
4.5. Practicalities: Measuring the IMF with real data
In this section we comment on several practical aspects re-
garding the measurement of IMF-sensitive spectral features.
We focus on the effect of velocity broadening, the required
S/N, and the sky subtraction and flux calibration.
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FIG. 17.— Sensitivity of selected spectral indices to stellar mass. The frac-
tional change in each spectral index is computed by doubling the number of
stars in each mass interval. The index changes are computed with respect to
a model with an age of 13.5 Gyr, solar metallicity, and Salpeter IMF.
In the foregoing sections we presented results derived from
spectra at their native resolution (R≈ 2000, or σ≈ 64 kms−1).
Figure 19 shows the extent to which the IMF sensitivity of
selected spectral features is affected by increasing the veloc-
ity dispersion (due either to lower resolution data or an in-
trinsically higher velocity dispersion population). The figure
shows the absolute change in an index between a Chabrier
and x = 3 IMF as a function of velocity dispersion. Not
surprisingly, the difference decreases toward higher σ, and
the effect is stronger for the CaII0.86 and NaI0.82 indices,
which are relatively narrow features (see also Vazdekis et al.
2003). The FeH0.99 index is relatively insensitive to changes
in σ because this index is dominated by broad molecular fea-
tures (FeH in dwarfs and TiO in giants). It is reassuring to
note that while the signal is somewhat lower at high disper-
sion, the differences between a bottom-heavy and Chabrier
IMF are still substantial even at σ = 300 kms−1 (see also
van Dokkum & Conroy 2010).
What is less obvious from this figure is how the detailed
spectral shape around these features changes as the veloc-
ity dispersion is increased. Most notable is the fact that
the NaI0.82 feature is resolved as a doublet at low disper-
sion, but is blended into a single feature at σ > 200 kms−1.
This is an example where spectral indices neglect impor-
tant details. In low dispersion systems, consideration of the
full spectrum around the NaI doublet at 0.82µm would pro-
vide much stronger constraints than mere consideration of
the NaI0.82 index (see Figure 8; also Boroson & Thompson
1991; Schiavon et al. 2000).
In Figures 12, 13, and 14 we have included error bars for
S/N = 200 Å−1 spectra. These error bars demonstrate that
a spectrum with this S/N is sufficient to strongly differenti-
ate between a Chabrier and Salpeter IMF in all of the IMF-
sensitive indices. More generally, the S/N per angstrom re-
quired to differentiate between a Chabrier and x = 3 IMF at
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FIG. 18.— Index-index diagram demonstrating that the combination of
multiple IMF-sensitive indices can constrain the shape of the low-mass IMF.
The CaI0.98 index is most sensitive to M ≈ 0.5M⊙ while the FeH0.99 in-
dex is most sensitive to M < 0.3M⊙ (see Figure 17). The figure shows
models at solar metallicity with an age of 13.5 Gyr. One model track is
shown for a power-law IMF with index x that varies between 1.3 < x < 3.0
for a fixed low-mass cutoff, mc = 0.08M⊙ . The second model track is
shown for a fixed power-law index of x = 3.0 and varying low-mass cutoff:
0.08M⊙ < mc < 0.6M⊙ .
the 2σ level is 11, 29, 32, and 41 for the CO2.30, NaI0.82,
FeH0.99, and CaII0.86 indices. In order to differentiate be-
tween a Chabrier and Salpeter IMF at the same level of sig-
nificance, the required S/N for the four indices is more de-
manding: 32, 105, 105 and 130.
It is difficult to make general comments regarding the level
of flux calibration and sky subtraction necessary to measure
the IMF, so we limit the following discussion to some simple
statements. Absolute flux calibration is unnecessary for the
measurement of narrow spectral features. Moreover, relative
flux calibration is only necessary over ∼ 100Å wavelength
intervals, owing to the necessity of sampling not only the fea-
ture of interest but some continuum blueward and redward of
the feature (see Table 1). We have experimented with mul-
tiplying the model spectra by polynomials in order to assess
the required level of relative flux calibration. Broadly speak-
ing, polynomials with 10% amplitude variation over ∼ 100Å
intervals result in 1 − 10% changes to the indices. Of course,
pathological polynomials, where a feature in the polynomial
coincides with the feature of interest, result in much stronger
changes to the indices. When strong sky lines coincide with
a feature of interest it will be very difficult, if not impossible,
to reach the required S/N in the reduced spectrum. Stacking
spectra with different redshifts in the restframe limits (or even
eliminates) the influence of sky emission and absorption (see
§3, and e.g., van Dokkum & Conroy 2010, 2011).
5. DISCUSSION
5.1. What can be measured from integrated light
Our primary goal has been to investigate the extent to which
the low-mass IMF can be directly constrained from integrated
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light spectra. We have demonstrated that the effect of the IMF
on the red and near-IR spectra of old stellar populations is
subtle but measurable and the effect becomes quite strong for
IMFs steeper than the disk of the Galaxy. The only limitation
of our approach is that the stellar population must be domi-
nated by old (& 5 Gyr) stars. Younger stars outshine the faint
low mass stars by many orders of magnitude, rendering low-
mass IMF measurements impossible. In addition, different
spectral features respond to changes in the IMF in different
ways, suggesting that the shape of the low-mass IMF can also
be directly constrained from moderate resolution (R ≈ 2000)
spectra of distant galaxies. Based on the results shown in §4.4
we expect that the shape of the IMF can be constrained in
distant galaxies to at least 0.2M⊙. We have presented many
of the key results of this paper using spectral indices. We
emphasize that this was merely for clarity — when actually
fitting models to data we advocate using the spectra directly
for the reasons highlighted throughout this paper.
These results signal an important shift in stellar population
studies. With the models presented in this paper we should be
able to, for the first time, directly measure the IMF in distant
galaxies, which means that we will be able to directly mea-
sure their total stellar mass (not including remnants). This
measurement should be possible, in principle, out to redshifts
of order unity for old stellar populations. At higher redshifts
the age of the Universe sets an upper limit to the age of stellar
systems that is younger than the applicability of this technique
(e.g., & 5 Gyr).
We have also demonstrated that the effect of the IMF in
integrated light can be separated from elemental abundance
effects. A powerful approach is to combine blue and red
spectra because the faint M dwarfs of interest contribute ap-
proximately ten times less flux in the blue compared to the
red. The blue spectrum is therefore much less IMF-sensitive
than the red. Combining IMF-sensitive spectral features in
the red with IMF-insensitive blue features dominated by the
same element (e.g., FeI0.52 and FeH0.99) is the most promis-
ing means to separate IMF and abundance effects (see also
Vazdekis et al. 2003; Cenarro et al. 2004, who make a sim-
ilar point). The weak IMF-dependence in the blue spectral
features, especially in the Lick-based indices explored in this
work, suggests that previous work on constraining the mean
stellar age and abundance patterns — based almost exclu-
sively on blue spectra and indices — are relatively robust
against changes to the IMF.
We highlight the Wing-Ford band, denoted herein as
FeH0.99, as the most promising single feature for constrain-
ing the low-mass IMF. It is insensitive to age for ages > 5
Gyr and insensitive to α−enhancement. It depends on the iron
abundance, which can be measured accurately and indepen-
dently in the blue. It also depends only weakly on velocity
dispersion because it is intrinsically broad. It is therefore an
ideal indicator of the dwarf-to-giant ratio in old stellar popu-
lations.
All of the model results in this paper make the im-
plicit assumption that the IMF is fully populated. This
assumption is valid for systems with minimum masses
in excess of 105−6M⊙, depending on wavelength and
age (Lançon & Mouhcine 2000; Cerviño & Luridiana 2004;
Popescu & Hanson 2010). For galaxies and massive globu-
lar clusters, our assumption is therefore valid, while for less
massive systems stochastic effects will need to be modeled.
5.2. Previous work
It has been known since at least the work of Spinrad
(1962) that one could in principle measure the contribution
of faint M dwarfs to the integrated light of old stellar popu-
lations. As noted in the introduction, previous observational
work suffered from a number of technical obstacles includ-
ing poor detector technology. Poor spectral resolution was
also a problem. In an important early paper, Carter et al.
(1986) attempted to measure the strength of the NaI0.82 fea-
ture in massive ellipticals, but they could not separate the
NaI feature from the adjacent TiO feature, which is strong
in giants, greatly complicating the interpretation (see also
Delisle & Hardy 1992). This is no longer a limitation with
current instruments.
It is also worth noting that the scope of the discussion has
changed markedly since the early papers of Spinrad & Taylor
(1971), Cohen (1979), and Faber & French (1980). In that
early work the question was whether or not M dwarfs dom-
inated, or at least contributed significantly, to the integrated
light. Spinrad & Taylor (1971) claimed, for example, that
dwarfs contributed ∼ 30% to the V−band light of old pop-
ulations. This would imply a mass-to-light ratio of M/L ≈
40, which we know now is strongly ruled out on dynami-
cal grounds (e.g., Cappellari et al. 2006). It is now generally
agreed that dwarfs do not contribute substantially to the inte-
grated light. The debate today centers on whether dwarfs con-
tribute . 1% or several percent to the integrated light. This
difference is quite subtle but of fundamental importance not
only for questions regarding the universality of the IMF but
also the relative amount of dark and luminous matter in the
centers of galaxies.
Early models attempted to construct integrated light spec-
tra from empirical stellar spectra (e.g., Carter et al. 1986).
Among the limitations was again the quality of the data, and
also the fact that the stellar libraries contained few M dwarfs.
Schiavon et al. (2000) were the first to create fully synthetic
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population synthesis predictions in the near-IR with the aim
of investigating the effects of the IMF, population age, and
metallicity on the NaI, CaII, and FeH features. The state of
population synthesis modeling has not changed qualitatively
in the intervening decade. The most important improvements
between this paper and Schiavon et al. (2000) are 1) the more
comprehensive analysis of the blue through near-IR spectra as
a function of IMF, age, and individual elemental abundances,
2) the use of empirical spectral libraries for the fiducial mod-
els, with the synthetic models being used only differentially,
and 3) important updates to the model atmosphere and spec-
tra calculations, including the addition of the H2O linelist and
improvements in other existing linelists such as TiO and FeH.
More recently, Cenarro et al. (2003) concluded that the IMF
varies with velocity dispersion and [Fe/H] based on analysis
of the CaII triplet, TiO, and MgI lines. That work lacked
models with variable abundance ratios, and so the authors
could not reliably separate IMF effects from abundance ef-
fects. Indeed, interpretation of calcium line strengths have led
to many contradictory claims over the years, without a clear
resolution (Thomas et al. 2003a; Falcón-Barroso et al. 2003;
Cenarro et al. 2004; Worthey et al. 2011). The new models
presented in the present work should be able to resolve the
calcium puzzle.
5.3. van Dokkum & Conroy (2010)
In van Dokkum & Conroy (2010) we used the NaI0.82 and
FeH0.99 spectral features to probe the low-mass IMF in eight
massive ellipticals. Based on high signal-to-noise, R ∼ 2000
spectra taken with the Keck telescope, we concluded that
these galaxies had on average a much more bottom-heavy
IMF compared to the Galaxy; an IMF between Salpeter and
x = 3 was preferred, although a quantitative assessment was
not provided in that work. With the model results presented
in this paper we are now in a position to reassess those con-
clusions.
The result of a bottom-heavy IMF in massive ellipticals
was based on a preliminary version of the population synthe-
sis model presented herein. In particular, the base isochrones
and empirical IRTF spectra are essentially identical between
that work and the present paper. The primary uncertainty
in our previous work was the uncertain impact of elemen-
tal abundance variations and stellar population age effects on
the NaI0.82 and FeH0.99 indices. This concern was partic-
ularly acute since it is known that the galaxies we targeted
show α−enhanced abundance patterns (in subsequent work
we compared these massive elliptical spectra to metal-rich
globular clusters in M31 that have similar abundance patterns
and again found evidence for a bottom-heavy IMF in the ellip-
ticals; see van Dokkum & Conroy 2011, for details). In fact,
one of the motivations for the present work was to assess the
effect of abundance variations on our previous results.
In light of these concerns, the most important results from
the present work are that the FeH0.99 index is essentially in-
sensitive to [α/Fe] and the NaI0.82 index is anti-correlated
with [α/Fe]. Thus, the construction of models more applica-
ble to massive ellipticals, where [α/Fe]∼ 0.2 and [Fe/H]∼ 0.0,
will produce FeH0.99 and NaI0.82 strengths that still demand
a bottom-heavy IMF in our sample of massive ellipticals. In
order to explain the strengths of these features as being due to
abundance effects would require an average iron abundance
in excess of solar ([Fe/H]∼ 0.15) and an extremely high av-
erage sodium abundance ([Na/Fe]> 0.5). The former would
result in strong disagreement with the blue FeI lines. The lat-
ter is not directly constrained for massive ellipticals, but we
note that in the bulge of the Galaxy, which is α−enhanced
like the massive ellipticals, [Na/Fe] is never greater than 0.3
dex and has an average of [Na/Fe]=0.2 (Fulbright et al. 2007).
The only stars known to have very high sodium abundances
([Na/Fe]>0.5) are found exclusively within globular clusters
(Gratton et al. 2004).
Beyond confirming the somewhat qualitative analysis in our
previous work, we aim to quantify the shape of the IMF and
better constrain the number of low mass stars in massive ellip-
tical galaxies. This requires a quantitative analysis of the blue
and red spectra of our sample of massive ellipticals based on
the models presented in this paper and is the subject of ongo-
ing work.
5.4. On the fingerprints of M dwarfs in integrated light
The fundamental idea underpinning this paper is the fact
that certain spectral features betray the presence of faint M
dwarfs in integrated light spectra. This idea is based partly on
the fact that certain spectral features depend strongly on sur-
face gravity at fixed effective temperature. Although this fact
is well known both empirically and via inspection of model
spectra, we have been surprised by the lack of discussion in
the literature regarding its physical origin. We have therefore
endeavored to understand these surface gravity trends. What
follows is a brief sketch of the basic physics involved; a more
quantitative investigation is left for future work.
Careful inspection of Figure 10 reveals that every atomic
feature that is strong in dwarfs is a neutral metal (e.g., NaI,
KI, CaI, AlI), while every atomic feature that is strong in gi-
ants is a singly-ionized metal (specifically, CaII). This is a
simple consequence of ionization equilibrium (i.e., the Saha
equation): as the electron pressure increases at fixed tempera-
ture (due to the increased surface gravity), the ratio of singly-
ionized to neutral species of the same atom decreases. We
have confirmed this directly with the model atmospheres: for
stars with Teff = 3500 K, dwarfs have a higher relative abun-
dance of NaI and a lower relative abundance of CaII compared
to the giants.
The situation with molecules is similar to that of the
atoms. Molecular dissociation equilibrium (Russell 1934;
Tsuji 1973) implies that an increase in the partial pressures of
the atoms and molecules favors the side of a given chemical
reaction that results in fewer moles of gas. For example, the
formation of H2O is favored because its formation results in
fewer moles of gas compared to its atomic constituents. This
is also confirmed upon inspection of the model atmospheres:
at a fixed effective temperature, molecules are in greater abun-
dance with respect to hydrogen for the dwarfs compared to the
giants.
An important exception to this rule is CO. It has the highest
dissociation energy of any known molecule and therefore its
formation is highly favored over other molecules that might
compete for free carbon and oxygen. Its formation is so fa-
vored, in fact, that in the atmospheres of cool giants essen-
tially all the carbon is locked in CO. This is important be-
cause it means that as the pressure is increased moving from
a giant to a dwarf, the relative abundance of CO does not in-
crease in the manner outlined above; all the carbon is already
locked up in the most tightly bound molecule. This proba-
bly explains why CO features behave differentially from other
features dominated by molecules.
Of course, consideration of the abundances of atoms and
molecules is not sufficient to determine the qualitative behav-
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ior of spectral features. The strength of any spectral line is
determined by the ratio of line opacity to continuum opac-
ity. For example, the abundance of TiO is higher in dwarfs
than in giants, indicating a higher line opacity, but the strength
of TiO features is frequently much stronger in giants than in
dwarfs. The difference must be due to the variation in the
continuum opacity between dwarfs and giants. The situation
is especially complex for M stars, as the near-IR continuum
is largely determined by the H2O opacity. Consideration of
these effects is beyond the scope of the present paper. The
basic point we wish to make here is that it should not be sur-
prising that the neutral metals generically behave oppositely
to the singly-ionized metals, and that CO should behave dif-
ferently from all other molecules in late-type stars.
For certain features there is yet another factor determining
their sensitivity to M dwarfs. From the isochrones shown in
Figure 1 it is clear that the faintest M dwarfs are substantially
cooler than the faintest M giants for an age of 13.5 Gyr (2000
K vs. 3000 K). It is also evident from Figure 7 that features
such as NaI0.82, FeH0.99, and KI1.17 become much stronger
at Teff < 3000 K. This is an important point because it means
that at least some IMF-sensitive features are IMF-sensitive
both because they are sensitive to surface gravity and because
they vary strongly with effective temperature amongst late-
type stars.
6. SUMMARY
We now summarize our main conclusions.
• Low-mass stars impart a unique signature on the inte-
grated spectrum of old stellar populations. Spectral fea-
tures sensitive to low-mass stars reside in the red and
near-IR and arise from lines of various elements and
molecules (including Ca, Na, K, Al, CO, and FeH). The
low-mass IMF can therefore be inferred directly from
red/near-IR spectra of old populations despite the fact
that low-mass stars comprise only a few percent of the
bolometric luminosity.
• These IMF-sensitive features also vary with elemental
abundance patterns and some vary with stellar age. For-
tunately, the combination of IMF-sensitive features in
the red with IMF-insensitive features in the blue pro-
vides a joint constraint on the IMF, stellar age, metallic-
ity, and abundance pattern. The FeH feature at 0.99µm
is particularly promising because it is insensitive to α-
enhancement and stellar ages of 5 − 13.5 Gyr. The
triplet of CaII features near 0.86µm are also promising
if considered in conjunction the CaI doublet at 1.98µm
since these features respond strongly and with opposite
sign to variations in the IMF.
• It is difficult to mimic IMF effects with other exotic
modifications to standard population synthesis, such as
an arbitrary increase or decrease in the number of RGB,
HB, and/or AGB stars. The strength of the TiO band-
head at 0.89µm provides a strong constraint on the con-
tribution of very late M giants to the integrated spec-
trum.
• Each of the IMF-sensitive features explored in this
work is sensitive to a different regime of the low-mass
IMF. It should therefore be possible to directly con-
strain the shape of the low-mass IMF from integrated
spectra of old stellar populations.
It has been appreciated for several decades that it is possible
to constrain the mean stellar age, metallicity, and abundances
of at least some elements from the integrated light spectrum
of old stellar populations. The models presented in this work
demonstrate that the low-mass IMF should be added to this
list of physical properties to be constrained directly by the
data.
The models presented in this paper will be made available
upon request.
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