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Abstract
The zero forcing number is a graph invariant introduced to study the minimum
rank of the graph. In 2008, Aazami proved the NP-hardness of computing the zero
forcing number of a simple undirected graph. We complete this NP-hardness result
by showing that the non-equivalent problem of computing the zero forcing number
of a directed graph allowing loops is also NP-hard. The rest of the paper is devoted
to the strong controllability of a networked system. This kind of controllability
takes into account only the structure of the interconnection graph, but not the
interconnection strengths along the edges. We provide a necessary and sufficient
condition in terms of zero forcing sets for the strong controllability of a system
whose underlying graph is a directed graph allowing loops. Moreover, we explain
how our result differs from a recent related result discovered by Monshizadeh et
al. Finally, we show how to solve the problem of finding efficiently a minimum-
size input set for the strong controllability of a self-damped system with a tree-
structure.
1 Introduction
The minimum rank problem has been motivated by the Inverse Eigenvalue Problem
of a Graph (IEPG) [11, 15], intensively studied during the last fifteen years. In
the IEPG, a simple undirected graph G is considered. Such a graph defines a set
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Qsu(G) of real symmetric matrices whose zero-nonzero pattern of the off-diagonal
entries is described by the graph: the (i, j)-entry (for i 6= j) is nonzero if and only
if {i, j} is an edge of G. The zero-nonzero pattern of the diagonal entries is free.
Given a sequence [µ1, ..., µn] of non increasing real numbers, we ask whether there
exists a matrix in the set Qsu(G) whose spectrum is [µ1, ..., µn]. A first step to
study this challenging problem is to compute the maximum possible multiplicity
of an eigenvalue µ for a matrix in Qsu(G). This maximum is obtained thanks to
the minimum rank of the graph G. Indeed, for any real number µ, the maximum
possible multiplicity of µ as an eigenvalue of a matrix in Qsu(G) is:
|G| −mr(G),
where |G| denotes the number of vertices in G (the vertex set of a graph is assumed
to be finite) and mr(G) refers to the minimum rank of the graph, that is:
mr(G) = min{rank(A) : A ∈ Qsu(G)}.
Since the zero-nonzero pattern of the diagonal entries for a matrix in Qsu(G)
is free, this maximum multiplicity does not depend on µ.
The minimum rank of a graph is also useful in other problems like the singu-
lar graphs or the biclique partition of the edges of a graph (see [11] for a brief
description and interesting references).
Originally given for simple undirected graphs, the definition of the minimum
rank of a graph has then been extended to the case of simple directed graphs and
loop (undirected and directed) graphs, which are graphs allowing loops.
A simple (undirected or directed) graph is a graph that prohibits loops on its
vertices whereas a loop (undirected or directed) graph is a graph that allows loops
on its vertices.
In order to study the minimum rank of a graph, many graph invariants have
been introduced [2, 3, 11, 15, 16] . One of them is the zero forcing number,
presented below.
The zero forcing number of a graph was originally defined in [2] for simple
undirected graphs and extended to loop directed graphs in [3]. The definitions of
zero forcing number for simple directed graphs and loop undirected graphs were
then given in [16].
Any undirected graph can be seen as a directed graph: any edge {i, j} is split
into directed edges (i, j) and (j, i). Consequently, as stated in [16], the zero forcing
number of any undirected graph is equal to the zero forcing number of its associated
directed graph. Therefore, we will focus w.l.o.g. on the zero forcing number of
directed graphs.
The definitions of zero forcing number and zero forcing set depend on a color
change rule on the graph. This rule is slightly different in a loop directed graph
or in a simple directed graph.
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The color change rule in a loop directed graph [3, 16] is the following: suppose
that any vertex of G is either black or white. If exactly one out-neighbor j of vertex
i is white (possibly j = i), then change the color of vertex j to black.
In a simple directed graphG, the color change rule is defined as follows: suppose
any vertex of G to be black or white. If vertex i is black and vertex j is the only
white out-neighbor of i, then change the color of j to black.
Hence, in a simple directed graph vertex i must be black to be able to change
the color of one of its out-neighbors, which is not the case in a loop directed graph.
The color change rule is repeatedly applied to each vertex of G until no more
color change is possible. The zero forcing number Z(G) of graph G is defined
as the minimum number of vertices which have to be initially black so that after
applying repeatedly the color change rule to G all the vertices of G are black. A
vertex subset S of G with the property that if only the vertices of S are initially
black in G, then the whole graph is black after applying repeatedly the color change
rule is called a zero forcing set of G. A zero forcing set of size Z(G) is called a
minimum zero forcing set.
This graph invariant allows us to compute a lower bound for the minimum rank
of the graph. The definition of the minimum rank of a graph relies on the matrix
family defined by the graph. This family of matrices depends on the type of the
graph:
- if G = (V,E) is a simple undirected graph,
Qsu(G) = {A ∈ R|G|×|G| : AT = A, for any i 6= j, aij 6= 0⇔ {i, j} ∈ E},
- if G = (V,E) is a simple directed graph,
Qsd(G) = {A ∈ R|G|×|G| : for any i 6= j, aij 6= 0⇔ (j, i) ∈ E},
- if G = (V,E) is a loop undirected graph,
Qlu(G) = {A ∈ R|G|×|G| : AT = A, for any i, j, aij 6= 0⇔ {i, j} ∈ E},
- if G = (V,E) is a loop directed graph,
Qld(G) = {A ∈ R|G|×|G| : for any i, j, aij 6= 0⇔ (j, i) ∈ E}.
Warning: following [23], the matrix sets Qsd(G) and Qld(G) have matrices
transposed from those in the minimum rank literature [3, 16].
The minimum rank of a graph G of type i with i = su, sd, lu or ld is then the
minimum possible rank for a matrix in Qi(G), that is:
mr(G) = min{rank(A) : A ∈ Qi(G)}.
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It was proved in [16] that for any graph G,
|G| − Z(G) ≤ mr(G).
Moreover, if G is a tree of any type (simple or allowing loops, undirected or
directed), then equality holds [16]:
|G| − Z(G) = mr(G). (1)
Because of the different color change rules, computing the zero forcing number
of a simple (un)directed graph can not be reduced to the computation of the
zero forcing number of a loop directed graph and vice-versa. As a first result,
we highlight the NP-hardness of the computation of the zero forcing number of a
loop directed graph. This completes the NP-hardness result proved by Aazami [1]
stating that computing the zero forcing number of a simple undirected graph is
NP-hard.
In the rest of the paper, we study the strong controllability of networked sys-
tems, through the zero forcing sets.
A networked system is a linear system whose dynamics is driven by a matrix
A with a structure provided by a graph, called the interconnection graph or the
underlying graph.
Classical controllability of a networked system has been first considered in [28]
when A is the Laplacian matrix of the underlying graph. This work has then
continued in [10, 27, 30] when A is the Laplacian matrix and in [12] when A is the
adjacency matrix.
Classical controllability of networked systems was studied from graph theoretic
arguments in [8, 12, 20, 27, 28, 29, 30].
When A is the Laplacian matrix, the minimum number of vertices that must be
directly controlled by the outside controller in order to control the whole system has
been studied for special graphs in [24, 26, 27, 30]. The vertices directly controlled
by the outside controller are called the input set.
Recently, zero forcing sets have been used in order to study the controllability
of quantum systems [4, 5, 6, 7].
However, when the weights on the edges of the graph underlying the networked
system are unknown or only partially determined, the classical Kalman condition
for controllability can not be used. That is why structural controllability has been
introduced.
The problem of determining a control strategy for a network of interconnected
systems without exact knowledge of the interaction strengths along the edges has
seen a surge of activity in the last decade, in particular regarding weak and strong
structural controllability introduced in the 70’s [18, 21]. Structural controllability
takes into account only the structure of the interconnection graph, but not the
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interaction strengths on the edges. A system with a given interconnection graph
is weakly structurally controllable from an input set S if we can choose interaction
strengths making the system controllable from S. Instead, a system with a given
interconnection graph is strongly structurally controllable, or strongly controllable
for short, from an input set S if whatever the interaction strengths, the system is
controllable from S.
Recently, the notion of matching has proved useful in the study of weak and
strong structural controllability of a networked system. In particular, the con-
strained matchings in a bipartite graph are of interest.
The notion of constrained matching in a bipartite graph was originally defined
in the paper of Hershkowitz and Schneider [14]. A t-matching is a set of t edges
such that no two edges share a vertex. Given a matching, a vertex of the graph that
belongs to an edge of the matching is called a matched vertex, otherwise it is an
unmatched vertex. A t-matching is called constrained if there is no other t-
matching with the same matched vertices. A maximum (constrained) t-matching
is a (constrained) t-matching such that there is no (constrained) s-matching with
s > t.
Given a loop directed graph G, a bipartite graph BG = (V, V ′, E) was defined
in [14] as follows: the sets V and V ′ are two copies of the vertex set of G. To
avoid ambiguity, the vertices in V are denoted by i1, ..., in and the vertices in V ′
are denoted by j1, ..., jn. Given any vertex is ∈ V and any vertex jt ∈ V ′, {is, jt}
is an edge in BG if and only if there is an edge from vertex jt to vertex is in G.
Then BG is called the bipartite graph associated with G. This paper is based
on a one-to-one correspondance between the zero forcing sets in a loop directed
graph G and the constrained matchings in the bipartite graph associated with G.
The minimum-size input sets from which a system is weakly structurally con-
trollable are provided by the maximum matchings in the interconnection graph
[19], whereas the minimum-size input sets from which a system is strongly con-
trollable are provided by some maximum constrained matchings in the bipartite
graph associated with the interconnection graph [9, 25].
As in [9, 19, 25], we suppose the graph underlying the networked system to be
a loop directed graph.
In this paper, we shed a new light on the strong controllability from the notion
of zero forcing set. To our best knowledge, the equivalence between the zero
forcing sets in a loop directed graph [3, 11, 16] and the constrained matchings
in its associated bipartite graph [9, 13, 14, 22, 25] has gone unnoticed. In this
paper, we emphasize this equivalence and apply it in the study of the strong
controllability of networked systems. Firstly, we show that testing if a system is
strongly controllable from an input set S is equivalent to checking if S is a zero
forcing set in the interconnection graph. Secondly, in the case of systems that are
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self-damped (i.e. the state of each vertex is influenced, among others, by itself),
we show that minimum-size input sets for strong controllability are provided by
the minimum zero forcing sets in the simple interconnection graph, which is the
interconnection graph without its loops. In particular, we show that one can find
in polynomial time a minimum-size input set for the strong controllability of a
self-damped system with a tree structure.
The outline of this paper is as follows: in Section 2 we highlight that the
computation of the zero forcing number of any loop directed graph is NP-hard.
Section 3 is a statement of the strong controllability problem. Section 4 presents
the main results of [9] linking strong controllability and constrained matchings in
the bipartite graph associated with the interconnection graph. Section 5 contains
our results about strong controllability and zero forcing sets. In Section 6 we show
how our results from the previous section differ from the related results appeared
in [23]. Section 7 contains concluding remarks.
2 NP-hardness
In his PhD thesis [1], Aazami has proved the NP-hardness of the computation of
the zero forcing number in a simple undirected graph, using a reduction from the
Directed Hamiltonian Cycle problem known to be NP-hard [17].
In this section, we complete this NP-hardness result for zero forcing by showing
that the calculation of the zero forcing number of any loop directed graph is also
NP-hard. We use a result of [13] claiming that computing the size of a maximum
constrained matching in a bipartite graph is NP-hard.
Recall that because of the different color change rules, computing the zero forc-
ing number of a simple (un)directed graph can not be reduced to the computation
of the zero forcing number of a loop directed graph and vice versa.
Definition 2.1. Two matrices A and B are said to be permutation similar if
there are permutation matrices P1, P2 such that A = P1BP2.
A zero-nonzero pattern A (or pattern for short) of dimension n is an n× n
matrix with each entry being either a star ? or zero. A star ? refers to a nonzero
entry.
A loop directed graph G with n vertices defines a zero-nonzero pattern A(G)
of dimension n as follows: the entry aij of A(G) is a star ? if and only if there is
a directed edge from vertex j to vertex i in G. This pattern is called the zero-
nonzero pattern associated with G.
6
Definition 2.2. [3] Let A be a zero-nonzero pattern.
- A t-triangle of A is a t× t subpattern of A which is permutation similar to an
upper triangular pattern whose all diagonal entries are nonzero.
- The triangle number of A is the maximum size of a triangle in A.
- The triangle number tri(G) of a loop directed graph G is the triangle
number of its associated zero-nonzero pattern A(G).
Theorem 2.3. [3] For any loop directed graph G, tri(G) + Z(G) = |G|.
The following theorem proved in [14] shows the link between the constrained
matchings in a bipartite graph and the triangle number.
A zero-nonzero pattern A of dimension n defines a bipartite graph BA whose
vertex sets V = {i1, ..., in} and V ′ = {j1, ..., jn} are two copies of {1, ..., n} and
{is, jt} is an edge in BA if and only if (is, jt)-entry of A is a star ?. Then BA is
called the bipartite graph associated with A.
Notice that the bipartite graph associated with a loop directed graph G is equal
to the bipartite graph associated with the pattern A(G).
Theorem 2.4. [14] Let A be an n×n zero-nonzero pattern and BA the bipartite
graph associated with A. Then the following statements are equivalent.
- BA has a constrained n-matching
- A is permutation similar to a triangular pattern with nonzero diagonal elements.
From the previous theorem, we deduce that the size of a maximum constrained
matching in BA equals the triangle number of A. However, in [13] it has been
proved that the computation of the size of a maximum constrained matching in
a bipartite graph is NP-hard. Therefore, so it is for the triangle number of a
loop directed graph. From this result and Theorem 2.3, we have highlighted the
NP-hardness of the computation of the zero forcing number of any loop directed
graph.
Theorem 2.5. The computation of the zero forcing number of any loop directed
graph is NP-hard.
3 Strong controllability: problem formulation
In this section, we define the strong controllability of a system underlying a loop di-
rected graph and we present the classical questions regarding strong controllability
we will consider in the rest of the paper.
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A loop directed graph G = (V,E) on n vertices defines the matrix set
Qld(G) = {A ∈ Rn×n : for any i, j, aij 6= 0⇔ (j, i) ∈ E}.
Given the vertex set V = {1, ..., n} and a vertex subset S = {v1, ..., vm} ⊆ V , we
define the n×m pattern B(S) as
[B(S)]ij =
{
? if i = vj
0 otherwise.
A realization of pattern B(S) is an n ×m matrix B such that any (i, j)-entry in
B is nonzero if and only if the corresponding entry in B(S) is a star ?. We write
B ∈ B(S).
A networked system whose underlying graph is G is a linear system of the form:
x˙(t) = Ax(t) +Bu(t)
where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the outside controller, A ∈ Qld(G)
and B ∈ B(S) is a realization of B(S), for some input set S = {v1, ..., vm}.
Notice that only the vertices in S are directly controlled by the outside controller.
Such a system is referred to as system (A,B) and is said to be controllable if the
controllability matrix
C =
[
B AB A2B ... An−1B
]
has full rank. Concretely, a system (A,B) is controllable if it can be driven from
any initial state x0 ∈ Rn to any final state xf ∈ Rn in finite time.
Given the loop directed graph G, the zero-nonzero pattern A = A(G) associ-
ated with G is the pattern of the matrices in Qld(G). Therefore, any matrix A of
Qld(G) is a realization of A. We write A ∈ A.
Given an input set S, any system (A,B) whose underlying graph is G is a
realization of the pair (A,B(S)), meaning that A ∈ A and B ∈ B(S). We write
(A,B) ∈ (A,B(S)). This class of systems is referred to as system (A,B(S)).
Given the system (A,B(S)), the strong controllability seeks to know if any
system (A,B) ∈ (A,B(S)) is controllable.
Definition 3.1. The system (A,B(S)) is strongly S-controllable if all systems
(A,B) ∈ (A,B(S)) are controllable.
In the rest of the paper, we tackle the following questions:
Question 1. Given an input set S, is the system (A,B(S)) strongly S-controllable
?
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Question 2. What is the minimum size of an input set S making the system
(A,B(S)) strongly S-controllable ? Can we find efficiently such a minimum-size
input set ?
Strong controllability of a networked system (A,B(S)) has been characterized
in [9] from the constrained matchings in the bipartite graph BG associated with
the loop directed graph G. In the next section, we present the main results of [9].
4 Strong controllability and constrained matchings
In this section, we present the results of [9] connecting the strong controllability of a
networked system with the constrained matchings in the bipartite graph associated
with the underlying loop directed graph.
In Section 2 a bipartite graph associated with a pattern of dimension n was
defined. This can be extended to rectangular patterns. Let A be an n × m
zero-nonzero pattern. The bipartite graph BA associated with A has vertex sets
V = {1, ..., n} and V ′ = {1, ...,m}. To avoid ambiguity, the elements of V are
denoted by {i1, ..., in} and the ones of V ′ are denoted by {j1, ..., jm}. Besides,
{is, jt} is an edge in BA if and only if (is, jt)-entry of A is a star ?.
If the bipartite graph associated with a patternA has a constrained t-matching,
then we say by abuse of language that A has a constrained t-matching.
Let S ⊆ V be a vertex subset in a loop directed graph G. A constrained S-less
matching in the bipartite graph BG associated with G is a constrained matching
with no edges of the form {i, i} with i ∈ S. In particular, if S = V , a constrained
S-less matching in BG is called a constrained self-less matching.
LetA be an n×m pattern and S ⊆ {1, ..., n}. ThenA(S|.) denotes the pattern
obtained from A by deleting the rows indexed by S.
Let A be a pattern of dimension n. Then A× is the pattern obtained from A
by putting stars ? along the diagonal. Similarly, G× denotes the graph obtained
from graph G by putting a loop on each vertex of G.
Throughout, Vloop is the set of vertices with a loop in the original loop directed
graph G underlying the system.
Here is the theorem from [9] characterizing the strong controllability of a sys-
tem from the constrained matchings in the bipartite graph associated with the
underlying loop directed graph.
9
Theorem 4.1. [9] Let G be a loop directed graph on n vertices with pattern A
and S be an input set with cardinality m ≤ n. System (A,B(S)) is strongly S-
controllable if and only if A(S|.) has a constrained (n−m)-matching and A×(S|.)
has a constrained Vloop-less (n−m)-matching.
Given an input set S, in order to check whether or not a system is strongly S-
controllable, a O(n2) algorithm was presented in [9]. If the system is not strongly
S-controllable, the algorithm computes a vertex set S˜ containing S such that
the system is strongly S˜-controllable. However, computing a minimum-size input
set for strong controllability is a challenging problem. In that scope, the sufficient
condition of the following theorem has been proved in [9]. We deduce the necessary
condition from Theorem 4.1.
A self-damped system is a system whose underlying graph has a loop on each
vertex (the state of each vertex influences itself).
A maximum constrained self-less t-matching is a constrained self-less t-matching
such that there is no constrained self-less s-matching with s > t.
Theorem 4.2. [9] Consider a loop directed graph G on n vertices with pattern
A underlying a self-damped1 system. A vertex subset S ⊆ V is a (minimum-
size) input set for strong controllability of the system if and only if there is a
(maximum) constrained self-less matching in A× such that in the bipartite graph
(V, V ′, E) associated with A×, the unmatched vertex set of V is S.
Proof. Since patterns A and A× are equal, the result is deduced from Theorem
4.1.
This theorem provides a way to obtain a minimum-size input set for strong con-
trollability in the case of a self-damped system. However, computing a maximum
constrained self-less matching in a bipartite graph is a challenging problem.
In the next section, we re-state these results in terms of zero forcing sets. On
the one hand, these new statements show that testing whether or not a system
is strongly S-controllable is equivalent to testing if S is a zero forcing set in a
loop directed graph. On the other hand, they show that the zero forcing sets
in a simple graph provide input sets for strong controllability of a self-damped
system. In particular, this result together with the existing algorithms on zero
forcing provide a way to select in polynomial time a minimum-size input set for a
self-damped system with a tree-structure.
1In [9], the sufficient condition of this result was also stated for undamped systems, which are
systems where the state of each vertex is influenced by the state of some other vertices but not
itself. However, in Appendix A, we show that in an undamped system, the input set S provided
by the maximum constrained self-less matching may not be of minimum size, in contradiction
with Corollary 11 of [9].
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5 Strong controllability and zero forcing sets
While Theorems 4.1 and 4.2 provide criteria for strong controllability in terms of
constrained matchings, we provide in this section equivalent criteria in terms of
zero forcing sets. On the one hand, these new statements show that given an input
set S, testing whether or not the system is strongly S-controllable is equivalent to
checking if S is a zero forcing set in a loop directed graph. On the other hand, they
show that in the case of a self-damped system, there is a one-to-one correspondance
between the input sets providing strong controllability and the zero forcing sets in
a simple directed graph. This result together with the existing algorithms on the
zero forcing sets solves the problem of finding efficiently a minimum-size input set
for strong controllability of a self-damped system with a tree-structure.
Statements of Theorems 4.1 and 4.2 in terms of zero forcing sets are based on
a one-to-one correspondance between the zero forcing sets in a loop directed graph
G and the constrained matchings in the bipartite graph associated with G.
Definition 5.1. [16] Let G be a directed graph (simple or allowing loops).
• Suppose that any vertex of G is either black or white. When the color change
rule (cf. Section 1) is applied to vertex i to change the color of vertex j, we
say that i forces j and write i→ j.
• Given a zero forcing set of G, we can list the forces in order in which they
were performed to color the vertices of G in black. This list is called a
chronological list of forces.
Notice that given a zero forcing set, a chronological list of forces is not neces-
sarily unique. However, uniqueness is not required here.
Theorem 5.4 below is a consequence of the following theorem proved in [13].
Theorem 5.2. [13] Let B = (V, V ′, E) be a bipartite graph andM be a matching
in B. The following assertions are equivalent:
• M is a constrained matching
• We can order the vertices of V , i1, ..., in and the vertices of V ′, j1, ..., jn such
that for any 1 ≤ k ≤ |M|, {ik, jk} ∈ M and for any 1 ≤ l < k ≤ |M|,
{ik, jl} /∈ E.
As a consequence of this theorem, we suppose w.l.o.g. that given any con-
strained matchingM in a bipartite graph (V, V ′, E), the vertices of V and V ′ are
ordered so that for any 1 ≤ k ≤ |M|, {ik, jk} ∈ M and
for any 1 ≤ l < k ≤ |M|, {ik, jl} /∈ E (2)
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For the proof of the following lemma, it may be useful to recall the definition
of the bipartite graph BG = (V, V ′, E) associated with a loop directed graph G:
the vertex sets V = {i1, ..., in} and V ′ = {j1, ..., jn} are two copies of the vertex
set of G. Moreover, {is, jt} is an edge of BG if and only if there is a directed edge
from vertex jt to vertex is in G.
Lemma 5.3. Let G be a loop directed graph with vertex set V , BG = (V, V ′, E) its
associated bipartite graph and M := {{i1, j1}, ..., {it, jt}} a constrained matching
in BG. Then, V \{i1, ..., it} is a zero forcing set in G with chronological list of
forces j1 → i1, ..., jt → it.
Proof. Suppose that in the initial coloring of G, vertices i1, ..., it are the only white
vertices. From the definition of the bipartite graph BG, we know that in G vertex
i1 is a out-neighbour of vertex j1, since {i1, j1} ∈ E. Moreover, from property (2),
we know that in G vertex i1 is the only white out-neighbour of vertex j1. Therefore,
j1 forces i1. By iterating this argument on all the edges {i2, j2}, ..., {it, jt} ofM,
we prove that V \{i1, ..., it} is a zero forcing set of G.
Theorem 5.4. Let G be a loop directed graph with vertex set V and BG =
(V, V ′, E) the bipartite graph associated with G. Then, V \{i1, ..., it} is a zero
forcing set of G with a chronological list of forces j1 → i1, j2 → i2, ..., jt → it if
and only ifM := {{i1, j1}, {i2, j2}, ..., {it, jt}} is a constrained matching in BG.
Proof. The sufficient condition has been proved in Lemma 5.3. Suppose that
V \{i1, ..., it} is a zero forcing set of G with chronological list of forces
j1 → i1, ..., jt → it.
For any 1 ≤ l ≤ t, since jl → il, vertex il is a out-neighbour of vertex jl. Therefore,
{il, jl} is an edge of BG. In addition, since any white vertex is forced only once
and any vertex forces at most one vertex,M := {{i1, j1}, {i2, j2}, ..., {it, jt}} is a
matching in BG. Since j1 forces i1, vertex i1 is the only white out-neighbour of
vertex j1. Hence, for any 1 < k ≤ t, {ik, j1} /∈ E. By iterating this argument on
all the forces j2 → i2, ..., jt → it, we prove thatM meets property (2). Therefore,
from Theorem 5.2,M is a constrained matching.
Notice that in the previous theorem the set V \{i1, ..., it} is the set of unmatched
vertices in the vertex subset V of BG resulting from the constrained matchingM.
Thanks to the previous result, we can re-state Theorem 4.1 in terms of zero
forcing sets.
Remember that Vloop is the set of vertices with a loop in the underlying loop
directed graph G.
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Figure 1: A system with this loop directed graph as underlying structure is strongly
S-controllable with S = {1}.
Theorem 5.5 (Restatement of Theorem 4.1). Let G be a loop directed graph on
n vertices with pattern A and S be an input set with cardinality m ≤ n. System
(A,B(S)) is strongly S-controllable if and only if
- S is a zero forcing set of G and
- S is a zero forcing set of G× for which there is a chronological list of forces that
does not contain any force of the form i→ i with i ∈ Vloop.
Proof. Theorem 5.4 states that A(S|.) has a constrained (n−m)-matching if and
only if S is a zero forcing set of G. Indeed, in the bipartite graph (V, V ′, E)
associated with A, the unmatched vertices of V resulting from a constrained (n−
m)-matching of A(S|.) are the vertices in S.
From the same argument, A×(S|.) has a constrained (n−m)-matching if and
only if S is a zero forcing set of G×. Besides, there is a constrained (n − m)-
matching which is Vloop-less in A×(S|.) if and only if in G× zero forcing set S
has a chronological list of forces with no force of the form i → i with i ∈ Vloop.
Indeed, Theorem 5.4 states that the edges in the constrained matching form a
chronological list of forces for zero forcing set S.
Theorem 4.1 concludes the proof.
Notice that testing if a system is strongly S-controllable is equivalent to check-
ing if S is a zero forcing set in a loop directed graph, which can be done in time
O(n2). As an example, consider the system whose underlying loop directed graph
G is in Figure 1 and check that this system is strongly S-controllable for S = {1}.
We immediately check that S is a zero forcing set of G and that S is a zero forcing
set of G× with chronological list of forces: 1→ 2, 2→ 3. Since Vloop = {1} and in
this list vertex 1 does not force itself, the system is then strongly S-controllable.
The following lemma is a first step to a statement of Theorem 4.2 in terms of
zero forcing sets in a simple directed graph.
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Lemma 5.6. Consider a loop directed graph G on n vertices underlying a self-
damped system. A vertex subset S ⊆ V is a input set for strong controllability
of the system if and only if S is a zero forcing set in G× for which there is a
chronological list of forces with no force of the form i→ i.
Proof. Since the system is self-damped, G× = G and Vloop = V . Consequently,
this result follows from Theorem 5.5.
From this lemma, we deduce a statement of Theorem 4.2 in terms of zero
forcing sets in a simple directed graph. The simple directed graph Gs2 is obtained
from the loop directed graph G by removing the loops on its vertices.
Recall that in a simple directed graph, a vertex must be black to be able to
force one of its out-neighbors.
Theorem 5.7 (Restatement of Theorem 4.2). Consider a loop directed graph
G on n vertices underlying a self-damped system. A vertex subset S ⊆ V is a
(minimum-size) input set for strong controllability of the system if and only if S
is a (minimum) zero forcing set in the simple directed graph Gs.
Proof. We show that S is a zero forcing set in Gs if and only if S is a zero forcing
set in G× for which there is a chronological list of forces with no force of the form
i → i. Indeed, in G× any vertex has a loop. Moreover, if there is no force of the
form i → i, it means that any vertex must be black to be able to force one of its
out-neighbours. Therefore, S is a zero forcing set in Gs if and only if S is a zero
forcing set in G× for which there is a chronological list of forces with no force of
the form i→ i.
This observation together with Lemma 5.6 proves the theorem.
This shows that the minimum zero forcing sets in the simple directed graph
Gs provide minimum-size input sets for strong controllability of the underlying
self-damped system. However, we deduce from the NP-hardness result of Aazami
[1] about the zero forcing number of a simple undirected graph that computing a
minimum zero forcing set in a simple directed graph is an NP-hard problem. Nev-
ertheless, there are some efficient algorithms computing minimum zero forcing sets
in a simple tree, see for example Algorithm 2.3 in [11]. Such algorithms together
with the previous theorem show that one can compute efficiently a minimum-size
input set for strong controllability of a self-damped system with a tree structure.
Theorem 5.8. One can compute in polynomial time a minimum-size input set
for strong controllability of a self-damped system with a tree-structure.
2Whenever s is used as a subscript, it always refers to a simple directed graph. The vertex
subset S is never used as a subscript.
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6 Related results
Recently, a result related to Theorems 5.5 and 5.7 has been found by Monshizadeh
et al. [23], but for systems underlying a simple directed graph. In this section, we
explain the main result of [23] and compare it with our results from the previous
section.
A simple directed graph Gs = (V,E) on n vertices defines the matrix family
Qsd(Gs) = {A ∈ Rn×n : for i 6= j, aij 6= 0⇔ (j, i) ∈ E}.
The pattern As associated with Gs is an n × n matrix, where any off-diagonal
entry aij is a star ? if and only if (j, i) is an edge of Gs, every diagonal entry is a
question mark and the other entries are zero. As an example, the pattern As of
the simple directed graph Gs in Figure 2b) is
As =
 ? ? 0? ? 0
? ? ?
 .
A star ? denotes a nonzero entry, whereas a question mark can be a zero or nonzero
entry. The following matrices
A1 =
 −3 1 09 0 0
−5 −4 0
 A2 =
 0 1 02 −3 0
1 −4 8

are both in Qsd(Gs) and are two realizations of pattern As. We write A1 ∈ As
and A2 ∈ As.
Unlike the matrices of Qld(G) defined by a loop directed graph G, the matrices
in Qsd(Gs) have a free diagonal. For an example, have a look at the loop directed
graph G in Figure 2a) whose associated simple directed graph is in Figure 2b).
The pattern A associated with G is
A =
 ? ? 0? 0 0
? ? 0
 .
Therefore, while A1 and A2 are both a realization of As, A1 is a realization of A
whereas A2 is not.
Consequently, given a loop directed graph G and its associated simple directed
graph Gs,
Qld(G) ⊆ Qsd(Gs).
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Figure 2: A loop directed graph G in (a) and its associated simple directed graph
Gs in (b). Given the input set S = {1}, system (A,B(S)) underlying G is strongly
S-controllable, whereas system (As,B(S)) underlying Gs is not.
A networked system whose underlying graph is a simple directed graph Gs =
(V,E) on n vertices is a linear system of the form:
x˙(t) = Ax(t) +Bu(t),
where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the outside controller, A ∈
Qsd(Gs) and B ∈ B(S), for some vertex set S ⊆ V of size m. Such a system is
referred to as system (A,B).
Given an input set S, any system (A,B) underlying a simple directed graph
Gs with pattern As is a realization of the pair (As,B(S)), meaning that A ∈ As
and B ∈ B(S). We write (A,B) ∈ (As,B(S)). The set of systems underlying Gs
is referred to as system (As,B(S)).
Similarly to the systems whose underlying graph is a loop directed graph, we
say that a system (As,B(S)) is strongly S-controllable if all the systems (A,B) ∈
(As,B(S)) are controllable.
Here is the main result of [23] about strong controllability of system (As,B(S)).
Theorem 6.1. [23] Given a simple directed graph Gs = (V,E) with pattern As
and an input set S ⊆ V , system (As,B(S)) is strongly S-controllable if and only
if S is a zero forcing set of Gs.
For a subset Q′(Gs) ⊆ Qsd(Gs), a system subset of (As,B(S)) is the set of
systems (A,B) where A ∈ Q′(Gs) and B ∈ B(S).
Such a system subset is strongly S-controllable if all the systems (A,B) with
A ∈ Q′(Gs) and B ∈ B(S) are controllable.
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In particular, if Gs is the simple directed graph with pattern As associated
with a loop directed graph G with pattern A, the system set (A,B(S)) is a subset
of the systems in (As,B(S)) since Qld(G) ⊆ Qsd(Gs).
By definition, if system (As,B(S)) is strongly S-controllable, then any system
subset of (As,B(S)) is strongly S-controllable. However, the converse is false in
general.
As an example, take input set S = {1} and consider system (A,B(S)) whose
underlying graph is the loop directed graph G in Figure 2a) and system (As,B(S))
whose underlying graph is the simple directed graph Gs in Figure 2b) associated
with G. From Theorem 5.5, we deduce that (A,B(S)) is strongly S-controllable
since S is a zero forcing set ofG and a zero forcing set ofG× where vertex 1 does not
need to force itself. Instead, since S is not a zero forcing set in the simple directed
graph Gs, Theorem 6.1 claims that (As,B(S)) is not strongly S-controllable.
Consequently, given a loop directed graph G with pattern A and its associ-
ated simple directed graph Gs with pattern As, Theorem 5.5 analyzes the strong
controllability of system (A,B(S)), for some input set S whereas Theorem 6.1 is
about the strong controllability of a bigger system set (As,B(S)) underlying Gs.
In addition, from Theorems 5.7 and 6.1, we deduce the following result.
Theorem 6.2. Let G be a loop directed graph with pattern A underlying a self-
damped system and Gs be its associated simple directed graph with pattern As.
System (A,B(S)) is strongly S-controllable if and only if system (As,B(S)) is
strongly S-controllable.
Other system subsets of (As,B(S)) were studied in [23], notably when the
simple directed graph is symmetric. We refer the reader to Section IV.A of [23]
for more details.
7 Conclusion
This paper links the notions of zero forcing, constrained matching and strong
controllability.
As a first result, we have shown that computing the zero forcing number of
any loop directed graph is NP-hard. This completes the NP-hardness result of [1]
about the zero forcing number of a simple undirected graph.
The rest of the paper sheds a new light on the strong controllability of a
networked system, through the zero forcing sets. Our results are based on a one-
to-one correspondance between the zero forcing sets in a loop directed graph G
and the constrained matchings in the bipartite graph associated with G. We have
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re-stated some results of [9] about strong controllability in terms of zero forcing
sets. On the one hand, these new statements show that testing whether or not a
system is strongly S-controllable from an input set S is equivalent to checking if
S is a zero forcing set in a loop directed graph. On the other hand, they show
that the (minimum) zero forcing sets in the simple interconnection graph provide
(minimum-size) input sets for the strong controllability of a self-damped system. In
particular, we deduce that one can find in polynomial time a minimum-size input
set for the strong controllability of a self-damped system with a tree structure,
using existing algorithms on zero forcing.
A similar work was done in [23] when the underlying graph is a simple directed
graph and in[4, 5, 6, 7] where the link between the zero forcing sets of a simple
undirected graph and the controllability of a quantum system has been shown.
All these results show the role of the zero forcing sets in the study of the
dynamics of networked systems and should motivate additional research on zero
forcing. Here are some open problems:
- The NP-hardness of the computation of the zero forcing number of any simple
undirected graph implies the NP-hardness for the zero forcing number of any
simple directed graph. In this paper, we have proved that computing the zero
forcing number of any loop directed graph is also NP-hard. We also expect NP-
hardness for the zero forcing number of any loop undirected graph. However, a
thorough argument is still needed.
- Theorem 5.7 shows that selecting a minimum-size input set for strong control-
lability in a self-damped system is equivalent to finding a minimum zero forcing
set in a simple directed graph. However, finding a minimum zero forcing set in
a simple directed graph is known to be NP-hard. Nevertheless, for particular
graphs the problem has turned out to be easy, for example if the graph is a
symmetric path, or the complete graph, or a tree. Can we identify more general
simple directed graphs for which a minimum zero forcing set can be selected in
polynomial time ? Is there a polynomial time algorithm if the graph is a simple
directed tree ?
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Figure 3: (a) Loop directed graph with patternA underlying an undamped system
- (b) The bipartite graph associated with pattern A× and its three self-less 2-
matchings. None of them is constrained.
Appendix A
It turns out that the following result from [9, Corollary 11] is incorrect.
Corollary 7.1. [9] Consider an undamped system whose underlying graph has pattern
A (undamped = diagonal of A is zero). In the bipartite graph (V, V ′, E) associated with
A×, denote by S ⊆ V and S′ ⊆ V ′ the unmatched vertices resulting from a maximum
constrained self-less matching of A×. Then, S is a minimum-size input set for the strong
controllability of the system.
Here is a counter-example to this result: the loop directed graph underlying the system
is in Figure 3a). Patterns A and A× are:
A =
 0 ? 0? 0 0
? ? 0
 A× =
 ? ? 0? ? 0
? ? ?

Figure 3b) shows that none of the three self-less 2-matchings in A× is constrained.
Therefore, a maximum constrained self-less matching in A× has size 1. According to the
previous corollary, the minimum size of an input set for strong controllability is 2.
However, if we apply Theorem 4.1 to our example, we find that the system is strongly
S-controllable from S = {1}. Indeed, since the system is undamped, Vloop = ∅ and we
easily check that A(S|.) and A×(S|.) have both a constrained 2-matching.
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Consequently, Theorem 4.1 and Corollary 7.1 are in contradiction. We have revised the
proofs of the two results. Theorem 4.1 has turned out to be correct whereas an error has
been depicted in the proof of Corollary 7.1. Indeed, Corollary 7.1 considers a maximum
constrained SELF-LESS matching in A×. The self-less condition is essential to deduce
that A(S|.) and A×(S|.) have both a constrained matching of size n − |S|. However,
Theorem 4.1 applied to an undamped system claims that the system is strongly S-
controllable if and only ifA(S|.) andA×(S|.) have both a (n−|S|)-constrained matching.
Nevertheless, it may occur that these two matchings are different and that the one of
A×(S|.) is not self-less. That is what happens in our counter-example. Consequently,
the maximum constrained self-less matching in Corollary 7.1 may provide an input set
for strong controllability whose size is not minimum. A correct statement of Corollary
7.1 should be:
Corollary 7.2 (Correct statement of Corollary 7.1). Consider an undamped system
whose underlying graph has pattern A. In the bipartite graph (V, V ′, E) associated with
A×, denote by S ⊆ V and S′ ⊆ V ′ the unmatched vertices resulting from a maximum
constrained self-less matching of A×. Then, S is an input set for the strong controllability
of the system.
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