ABSTRACT The traditional MAC protocol in ad hoc networks includes carrier sensing to judge the busy/idle state of a channel. However, in airborne tactical networks, the results of carrier sensing are usually inaccurate due to the wide distribution of nodes, large communication distance, and high-dynamic network topology, and the carrier sensing causes a large transmission delay and low channel utilization ratio. In this paper, we propose a novel channel busy recognition mechanism combined with auto regressive (AR) forecasting, namely, L-steps-revise AR (LS-AR). LS-AR predicts the number of bursts in the current time frame based on the number of bursts received in previous time frames, and the predicted number of bursts determines the channel busy/idle state. The difference between the predicted value and the true value serves as the means for correcting the next prediction. This mechanism avoids the delay caused by carrier sensing, improves the channel utilization ratio and provides a more accurate judgment to enable different priority packets to access a channel. The simulation results show that the algorithm can accurately predict the channel load and meet the requirements of the MAC protocol in airborne tactical networks.
I. INTRODUCTION
In recent years, the U.S. Air Force has worked to develop the next generation of airborne tactical networks (ATNs) to support network-centric warfare (NCW) [1] , [2] . An ATN is essentially a wireless mobile ad hoc network (MANET) without any infrastructure that flexibly connects ground stations and flying combat aircrafts through tactical data links. An ATN has the characteristics of flexibility, dynamics, rapidity, self-organization, high capacity, robustness, etc., thus attracting much attention. Because it can greatly improve the networking cooperative operational capability of every type of aircraft, development of the ATN has become an important direction of future work related to military aeronautical communication networks. The media access control (MAC) protocol is one of the key technologies in an ATN [3] ; it mainly solves the problem of how to efficiently share a communication channel between all nodes in a network and has a large influence on the timeliness of information transmission.
In the MAC layer, channel load is the main factor affecting the ability of packets to access a channel or causing them to back off for a period. The channel load affects the performance of the MAC protocol to a great extent. The traditional random contention MAC protocols usually sense the channel state by employing a carrier and occupy the channel via the handshake mechanism. However, the aeronautical environment has the following characteristics: large scale, long communication range and high dynamics. The carrier sensing requires at least 2ms to detect the transmitted signal reliably, and packets cannot be sent during this period. Thus, at least 2 ms are unused for each transmission, leading to a low channel utilization ratio. Moreover, the channel state sensed by the nodes via carrier sensing does not reflect the current situation. As a result, the traditional carrier sensing is not suitable for ATNs [5] , [6] .
Xu et al. [7] proposes a priority differentiated and multichannel (PDM) MAC protocol based on the adaptive jitter mechanism for ATNs. The aim of the PDM protocol is to ensure rapid access to the channel and low latency for highpriority traffic and provides a fair opportunity with respect to access for the same priority traffic in ATNs. There are 5 modules in the PDM protocol, including the channel statistic module, which provides a quantified value according to the activity level of a channel and feeds it back to nodes to help them make a decision regarding whether to access the channel immediately. However, the module is not described in [7] .
In order to guarantee the co-transmissions of traffic of multiple priorities and meet the strict QoS requirement of delay-sensitive information transmissions in ATNs, some effective mechanisms, such as network resource dynamic allocation and channel awareness, should also be adopted in the MAC protocol. Therefore, we are motivated to propose a novel multi-channel busy recognition mechanism for ATNs, which is referred to as L-Steps-Revise auto regressive (AR) (LS-AR) in this paper. The LS-AR algorithm predicts the burst number to judge the state of a channel. In the algorithm, a node predicts the burst number received in the current timeframe based on the statistical number of bursts received in previous periods and judges the current busy/idle state of the channel based on the predicted burst number [8] , [9] . The algorithm can avoid the delay incurred by sensing a channel before packet transmissions, provides an accurate basis for the transmission or backing off of different priority packets, and solves the problem of channel congestion that occurs when packets are accessed immediately and the delay that occurs because of the need to wait for a long time [10] , [11] .
The remainder of the paper is organized as follows. In Section 2, we describe the LS-AR algorithm in detail. Section 3 offers a mathematical model of the proposed algorithm, presenting the burst prediction model and channel busy/idle model. Simulations are performed to verify the expressions and the performance of the LS-AR algorithm in Section 4. Finally, we conclude the paper in Section 5.
II. ALGORITHM DESCRIPTION
As shown in Fig. 1 , the LS-AR algorithm is described as follows:
1) A node records the number of bursts received in each time frame over a period of time (n time frames).
2) The number of bursts received in the current time frame is equal to the weighted sum of the number of bursts received in the n time frames.
3) The n time frames are assigned different weighted values. The first prediction formula is
Where W t_p is the prediction value of the current time frame and is equal to the linear weighted sum of the actual values W t−1 , W t−2 , · · · , W t−n of the last n time frames. φ −1 , φ −2 , · · · , φ −n are the influential factors indicating the influences of time t − 1, t − 2, · · · , t − n on time t − p. α t is the white noise. 4) The time frame advances by one, and then n time frames are used to predict the next time frame. The prediction formula is
5) The next L time frames pass. We can predict the next frame using n time frames. At the same time, the mean value of the error between the predicted value W t_p and the true value W t in the previous L time frames is used to correct the prediction [12] . The prediction formula is
Step 5) is repeated. The channel busy/idle differentiation mechanism is described as follows. Based on the number of bursts received in a single time frame, in combination with the channel number, burst duty ratio and node number, we can calculate the collision probability of bursts. Based on the collision probability of bursts, we can divide the channel into three levels: idle, relatively busy and busy. Different degrees of busyness/idleness, in combination with packet priorities, determine the execution of either immediate transmission or different back-off strategies.
III. ALGORITHM MODELLING A. BURST PREDICTION MODEL
The bursts received in a time frame constitute a stationary time series
is also a stationary time series and has a rational spectral density. Therefore, this sequence can be expressed as either an autoregressive model, moving average model or autoregressive moving average model. In the following, we will theoretically derive the class and order of the model.
For the sample · · · , 
The autocorrelation function of the sample isρ k =γ
If the covariance function of the stationary sequence W t is ergodic, we have
To ensure thatγ k is very similar to γ k and thatρ k is very similar to ρ k (k = 0, 1, 2, · · · , k), n needs to be large. However, k cannot be too large compared with n; otherwise, the value of n − k cannot be guaranteed to be large enough.
The partial correlation function φ kk can be calculated using the autocorrelation function as follows:
Thus, the partial correlation functionφ kk of the sample is defined as
The class of linear models can be determined theoretically based on the tailing and truncation of ρ k and φ kk . In reality, we can only calculateρ k andφ kk from a sample, but under certain conditions,γ k ≈ γ k ,ρ k ≈ ρ k ; thus, we can judge the tailing or truncation of ρ k and φ kk according toρ k andφ kk , respectively. Then, the class of the model can be determined.
The model parameters φ 1 , φ 2 , · · · , φ p and σ 2 a need to be estimated using a sample. The parameters in the autoregressive model do not need to be calculated in a special way.
In the above matrix, take k = p. Thus, we deriveφ j = φ pj , j = 1, 2, · · · , p. Therefore, we only need to takê φ p1 ,φ p2 , · · · ,φ pp from the partial correlation function of the sample. σ 2 a is calculated as follows:
From the Yule-Walker equation, we have
Thus,
and
So far, all parameters in the prediction model equation have been derived. The influence of white noise is not considered in the actual model. Therefore, the final prediction model is expressed as follows:
B. CHANNEL BUSY/IDLE MODEL
The number of nodes in the network is N , the channel number is c, and the burst duty ratio is 1/r. The number of nodes communicating with the source node is n, and the number of bursts received by the destination node in a single channel during a time frame is k. The n nodes send bursts continuously. A time frame contains m time slots. The burst positions in a time slot are fixed.
1) CBR FLOW MODEL
As shown in Fig. 2 , n users send bursts to the multi-channel continuously. The collision probability of any channel in a time slot in the model can be calculated as
When k < m, the average number of bursts received within a time slot in this model is less than 1, and the collision probability is P (1) = 0. Therefore, the channel is idle, and each priority packet can be transmitted.
When L < k < 2L, the average number of bursts received within a time slot is greater than 1, and the collision probability is less than P (2). Therefore, the channel is relatively busy, and only a high-priority packet can be transmitted.
When k > 3L, the average number of bursts received within a time slot is greater than 3, and the collision probability is greater than P (3). Therefore, the channel is busy, and no priority packet can be transmitted. 
2) POISSON FLOW MODEL
As shown in Fig. 3 , if the synthetic packet flow from multiple users is deemed as a Poisson process with an arrival rate G, and the packet length is a unit time, then the probability of successful transmission is the probability that there are no other bursts in the vulnerable area. According to Poisson's formula, within the unit time, the probability of generating K bursts is P(k) = e −G G k k! . At most, N bursts can be received in a channel within a time slot. Considering the most extreme case, and assuming that the N bursts are received in the same channel at the same time, the collision probability of the N bursts is
In this model, the division of the busy/idle channel state is similar to that of the CBR stream model. In the Poisson process, the arrival of bursts is completely random. According to Equation (15) , the collision probability in this model is much smaller than that in the CBR stream model. Therefore, in simulations, the CBR stream is used to simulate the most extreme situation.
IV. SIMULATIONS
In this section, we use the NS-2.35 platform to build the multi-channel, high-speed and mobile ATN scenarios and to simulate the proposed algorithm. We randomly select a node in the network and record the number of burst packets received in each time frame. This group of data is used as the sample for simulation and verification. We put the former part of the sample into the proposed algorithm and compare the predicted data with the latter part of the sample to verify the accuracy of the algorithm.
A. NS-2 EXTENSION AND SIMULATION MODEL ESTABLISHMENT
Because NS-2.35 does not support multi-channel wireless network simulation, it is necessary to extend the multichannel function. There are three kinds of open source solutions: the TENS and the Hyacinth multi-channel extension model in NS-2 (2.1b9a), and the Ramon multi-channel extension model in NS-2.9. Taking into account the flexibility and easiness of the Ramon model [13] , we select it to improve NS-2.35 regarding the multi-channel function. The NS files to be improved are shown in table 1. We set the physical layer channel rate as 40 Mbps, the number of channels as 3, the burst duty ratio as 1/4, and the number of nodes communicating with the source node in a time frame as 2, and a time frame contains 150 time slots. The simulation model parameters are shown in table 2. After the design of the simulation scene, we write the TCL script file for the simulation. Then, we use an awk program to extract the sample from the data file during the simulations. The MATLAB software is also used to verify the algorithm.
B. SIMULATION RESULTS
Since the simulation nodes randomly select channels to transmit packets, we choose the data in any one of the channels to verify the algorithm presented in Section 3.1. We select VOLUME 5, 2017 the first 200 data points as the sample to deduce the prediction model, using the AR and LS-AR algorithms to perform the prediction. For the AR algorithm, K is 30, the model is truncated to 15, and the prediction model is AR (15) . The comparison between the predicted and actual received number of bursts in a time frame is shown in Fig. 4 . For the LS-AR prediction model, L is 5, and the prediction results are shown in Fig. 5 . By comparing the two prediction algorithms, we see that the result of the LS-AR algorithm is more disperse and closer to the actual number of received bursts. The prediction error of the AR algorithm is shown in Fig. 6 [14] - [16] , and most of the time frame prediction errors are less than 15%. The prediction error of the LS-AR algorithm is shown in Fig. 7 , and most of the prediction errors are kept within 10%. The mean and variance of the prediction error are shown in table 3, and it can be seen that the LS-AR algorithm has a smaller prediction error and less fluctuation.
According to the channel busy/idle model established in Section 3.2, when substituting the parameters, we can derive that P (1) = 0, P (2) = 1/12, and P (3) = 7/36. The above results represent the collision probability between one node and the destination node, the maximum collision probability between two nodes and the destination node, and the minimum collision probability between three nodes and the destination node, respectively. According to the above three collision probabilities, we divide the channel state into idle, relatively busy and busy. At the same time, the channel busy/idle state judgement is used as the prediction index. For example, when the channel is actually busy, the prediction is idle, or when the channel is actually idle, the prediction is busy, with both being prediction errors. The simulation results are shown in table 4; the accuracy of the AR prediction algorithm is approximately 50%, which cannot satisfy the requirements of the MAC protocol. The LS-AR prediction algorithm has a nearly 10% the error prediction rate. The prediction error can cause the channel to be idle or busy within a short time period. If we use an appropriate collision decomposition mechanism in the MAC protocol, such as channel encoding, the number of burst collisions or the misses suggested by the prediction error can be offset.
V. CONCLUSIONS
To address the problems in carrier sensing for aeronautical communications, such as large delay, low channel utilization ratio, and inaccurate sensing, we propose a novel channel busy/idle prediction algorithm based on burst statistics. Via a mathematical model and simulations, the algorithm is shown to be able to avoid the delay caused by carrier sensing and to greatly improve the channel utilization ratio. The prediction accuracy of the algorithm can reach 90%. This algorithm can be an important part of the priority differentiated multi-channel MAC protocol for ATNs and can substantially improve the performance of ATNs. 
