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Abstract
In the possibility theory framework, prioritized information can be logically expressed in different
formats. The most usual way, used in standard possibilistic logic, is to associate necessity degrees
with propositional formulas. This paper considers another representation and fusion of prioritized
information using guaranteed possibility measures. Prioritized pieces of information are then
represented by sets of weighted formulas, called ∆-knowledge bases, where weights are lower
bounds of guaranteed possibility degrees of formulas.
We first show that the basic notions of standard possibilistic logic have natural counterparts when
dealing with ∆-knowledge bases. In particular we present the inference machinery, and provide
syntactic, but semantically meaningful, merging of ∆-knowledge bases. In the second part of
the paper, we show that distance-based merging propositional knowledge bases can be naturally
encoded using ∆-knowledge bases. Moreover, this encoding is more efficient than the necessity-
based encoding of distance-based merging operator.
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1. IntroductionThe problem of data fusion is central in many information processing areas, such as
data bases, belief change, multi-agents, robotics [8,11,29,34,35], etc. The result of fusion
depends on the kind of available information: if we merge agents preferences then the aim
is to find a tradeoff which satisfies most of agent’s preferences. If we merge agent’s beliefs
then the aim of fusion is to exploit the belief complementarities between agents in order
to get more precise and sure pieces of information. In both cases, the use of priorities is
crucial to successfully deal with the fusion problem.
Possibilistic logic [19] is an extension of classical logic which allows to deal with
prioritized information. Priorities are encoded by means of weighted propositional
formulas, where weights are lower-bound of necessity measures. Possibilistic logic has
a syntactic inference which is sound and complete with respect to a semantics based on the
notion of possibility distributions [18]. Moreover its computational complexity is slightly
higher than the one of classical logic [28].
There is another logical representation of prioritized information which has recently
known a growth of interest in the representation of prioritized information in the possibility
theory framework. It is based on the notion of guaranteed possibility measures [20,21].
A weighted formula (φ, a) means that the guaranteed possibility degree of φ is at least
equal to a, i.e., ∆(φ) a. Intuitively, if φ encodes an agent’s goal then ∆(φ) a means
that any solution satisfying the goal φ is satisfactory to a degree at least equal to a. This
clearly has opposite meaning when (φ, a) is interpreted in terms of necessity measure,
which corresponds to saying that any solution falsifying the goal φ is satisfactory to at
most a degree 1− a.
The first part of the paper goes one step further in the study of the logical representation
of prioritized information using guaranteed possibility measures. We extend and complete
previous works done by Dubois, Prade and colleagues [17,23]. More precisely, we show
that all basic notions of standard possibilistic logic have their “dual” counterparts when
dealing with guaranteed measures. In particular, we provide syntactic inference from
guaranteed measures-based knowledge which is also sound and complete with respect
to a semantics based on possibility distributions. Moreover, we show how to translate a
necessity-based knowledge base into a guaranteed-based knowledge base, and conversely.
The second part of the paper shows how guaranteed possibility measures can be used
in encoding some recent proposals to merge propositional knowledge bases [25,29,34,35]
based on Hamming distance [13]. This second part can be viewed as a natural continuation
of our previous works on encoding merging propositional bases in possibilistic logic [2].
Our encoding starts by transforming a propositional base given in a DNF form, to
a guaranteed measures-based knowledge base, also given in a DNF form. Then, we
associate with each propositional operator a possibilistic one. Lastly, we apply possibilistic
machinery to compute the result of merging propositional knowledge bases. The main
advantage of using guaranteed possibility measures, instead of necessity measures as in
[2], is the fact that the resulting base is in a DNF form, and hence the computations are
more efficient.
The rest of this paper is organized as follows: Section 2 gives a refresher on standard
possibilistic logic. Section 3 introduces the logical representation of prioritized information
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using guaranteed possibility measures. Section 4 provides the transformation from
knowledge bases based on necessity measures to knowledge bases based on guaranteed
possibility measures and conversely. Section 5 concerns merging prioritized information
using possibilistic merging operators. Section 6 provides the encoding, with experimental
results, of Hamming-based merging of propositional knowledge bases in possibilistic logic
framework, using guaranteed possibility measures.
2. Backgrounds
2.1. Notations
We consider a propositional language L over a finite alphabet P of atoms. The
restriction to the finite case is adopted here in order to continue using standard definitions
of possibilistic logic. For more details, we refer the reader to [1,12], where extensions of
possibilistic logic to an infinite case is discussed.
A literal is an atom or a negation of an atom. Ω denotes the set of all classical
interpretations (called also solutions). Logical equivalence is denoted by ≡. Classical
disjunction and conjunction are respectively represented by ∨,∧. ❏ψ❑ denotes the set of
all models of the proposition ψ (namely, interpretations satisfying ψ). ⊥ and  denote
respectively contradiction and tautology. A clause is a disjunction of literals and a conjunct
(or cube) is a conjunction (or a set) of literals. A conjunctive normal form (CNF) is a
conjunction of clauses. A disjunctive normal form (DNF) is a disjunction of conjuncts.
2.2. Possibility distribution
At the semantic level, the basic notion in possibilistic logic is called a possibility
distribution, denoted by π [42]. A possibility distribution π maps each element ω of
Ω into the unit interval [0,1]. Intuitively, a possibility distribution can either represent
the available knowledge of an agent, or its preferences. π(ω) represents the degree of
compatibility of the interpretation ω with the available knowledge about the real world
if we are representing uncertain pieces of knowledge (or the degree of satisfaction of a
solution ω if we are modeling preferences). By convention, π(ω) = 1 means that it is
totally possible for ω to be the real world (or that ω is fully satisfactory), 1 > π(ω) > 0
means that ω is only somewhat possible (or satisfactory), while π(ω) = 0 means that ω
is certainly not the real world (or not satisfactory at all). When π(ω) > π(ω′), ω is more
preferred than ω′.
A possibility distribution π is said to be normalized if there exists at least one
interpretation ω0 s.t. π(ω0) = 1, i.e., there exists at least one possible situation which is
consistent with the available knowledge, or there exists at least one solution which satisfies
all the preferences.
Possibility distributions can be compared with respect to informativeness using a
specificity relation [40]. Formally,
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Definition 1. Let π and π ′ be two possibility distributions. π is said to be less
specific (respectively more specific) than π ′ if ∀ω ∈ Ω,π(ω)  π ′(ω) (respectively
∀ω ∈Ω,π(ω) π ′(ω)).
2.3. Possibility and necessity measures
A possibility distribution π induces two mappings grading respectively the consistency
and the necessity of a formula:
– The consistency or possibility degree of a formula φ, denoted by Π(φ), expresses
to what extent φ is consistent with the available knowledge. Π(φ) is the greatest
possibility degree associated with models of φ. Formally, Π(φ) is defined by:
Π(φ)=max{π(ω): ω ∈Ω and ω |= φ}.
– The necessity or certainty degree of a formula φ, denoted by N(φ), expresses to
what extent φ is entailed from the available knowledge. N(φ) is defined by duality
as follows:
N(φ)= 1−Π(¬φ).
Namely, N(φ)=min{1− π(ω): ω ∈Ω,ω |= φ}.
The duality equation N(φ)= 1−Π(¬φ) extends the existing one in classical logic, where
a formula is entailed from a set of propositional formulas if and only if its negation is
inconsistent with this set.
2.4. Plausible and preferential inference
Let us first define the notion of a core and a conditional core of a possibility distribution:
Definition 2. Let π be a possibility distribution. We define the core of π , denoted by
core(π), as the set of interpretations having a maximal possibility degree, namely:
core(π)= {ω: ω ∈Ω,ω′ ∈Ω,π(ω′) > π(ω)}.
We define the conditional core of a possibility distribution π , with respect to a given
formula ϕ, as the set of models of ϕ having highest possibility degrees in π :
coreϕ(π)=
{
ω: ω ∈Ω,ω |= ϕ,ω′ ∈Ω,ω′ |= ϕ,π(ω′) > π(ω)}.
When π is normalized, core(π) is simply defined by:
core(π)= {ω: ω ∈Ω,π(ω)= 1}.
Given this notion of core, possibilistic inference can be defined in the same spirit of
Shoham’s definition [9,37]:
Definition 3. A formulaψ is said to be a plausible consequence of π , denoted by π |=P ψ ,
iff core(π)⊆ ❏ψ❑. And, a formula ψ is said to be a preferential consequence of π and an
observation ϕ, denoted by ϕ |=π ψ , iff coreϕ(π)⊆ ❏ψ❑.
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2.5. Aggregating possibility distributionsIn the rest of this part, a merging operator, denoted by ⊕, is defined as a function from
[0,1]n to [0,1]. This merging operator which is an n-ary place function whose domain is
[0,1]n, is used for aggregating the possibility degrees π1(ω), . . . , πn(ω) into a possibility
degree π⊕(ω).
The only requirement for a merging operator ⊕ is to satisfy the unanimity principle (or
monotonicity property) defined as follows [32]:
Definition 4. A merging operator ⊕ is said to satisfy the unanimity principle (or
monotonic) if:
if ∀i = 1, . . . , n, ai  bi then ⊕(a1, . . . , an)⊕(b1, . . . , bn).
When ⊕ is applied to possibility distributions, i.e., ai = πi(ω) and bi = πi(ω′), the
unanimity condition means: if all experts (sources) consider that ω is preferred to ω′ then
the result of merging should confirm this preference.
Remarkable cases of ⊕ are the minimum, maximum and product operators. The first
one is meaningful when the sources are consistent and may be dependent, the second
one is appropriate when the sources are highly conflicting and the third one deals with
independent sources [6,22].
Remark 1. In the rest of this paper, we often write ⊕(π1,π2) as a simplification of π⊕
defined by ∀ω ∈Ω,π⊕(ω)=⊕(π1(ω),π2(ω)).
2.6. Necessity-based knowledge bases
A necessity-based knowledge base (N-knowledge base for short) is made up of a
finite set of weighted formulas of the form B = {(φi, ai): i = 1, . . . , n}, where φi is a
propositional formula and ai belongs to the unit interval [0,1]. (φi, ai) means that the
certainty degree of φi is at least equal to ai , i.e., N(φi)  ai . (φ, a) is said to be more
prioritized than (ψ,b) when a  b. More generally, the higher the weight, the more certain
the formula.
Definition 5. Let B be an N-knowledge base, and a ∈ [0,1]. We call a-cut (respectively
strict a-cut) of B , denoted by Ba (respectively by B>a ), the set of propositional formulas
in B having a certainty degree at least equal to (respectively strictly greater than) a.
Given an N-knowledge base B , we can generate a unique possibility distribution,
denoted by πB . The idea is to consider that interpretations satisfying all the formulas in
B will have the highest possibility degree, namely 1, and the other interpretations will be
ranked with respect to the highest formula that they falsify, namely we get [19]:
Definition 6. ∀ω ∈Ω
πB(ω)=
{1 if ∀(φi , ai) ∈ B,ω |= φi,
1−max{ai : (φi, ai) ∈ B and ω |= φi} otherwise.
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It can be shown that πB is the least specific possibility distribution (in the sense of
Definition 1) satisfying N(φi) ai for all (φi , ai) ∈B .
The following defines the notion of equivalence between two N-knowledge bases:
Definition 7. Let B and B ′ be two N-knowledge bases. Then, B and B ′ are said to be
semantically equivalent if and only if πB = πB ′ .
2.6.1. Inference and subsumption from N-knowledge bases
Let
Inc(B)=max{ai: Bai is inconsistent}
be the inconsistency degree of B . Inc(B) = 0 means that Bai is consistent for all ai ,
namely B is consistent.
Inc(B) will be used to select one consistent subbase which will be useful for defining the
syntactic preferential (and plausible) inference from an N-knowledge base. More formally,
Definition 8. Let B be an N-knowledge base. The set of N-preferred formulas of B ,
denoted by ρN(B), is composed of formulas in B above the inconsistency level. Formally,
ρN(B)=
{
φi : (φi, ai) ∈ B and ai > Inc(B)
}
.
If Inc(B) = 0, then ρN(B) is simply the whole base B after ignoring the weights. The
syntactic plausible and preferential inferences are defined as follows:
Definition 9. A formula ψ is a plausible consequence of B , denoted by B P ψ , iff
ρN(B)  ψ . And, a formula ψ is a preferential consequence of B and ϕ, denoted by
ϕ B ψ , iff ρN(B ∪ {(ϕ,1)})ψ .
The following correspondences between semantic and syntactic inferences have been
shown [19]:
Proposition 1. Let B be an N-knowledge base, and πB be its associated possibility
distribution. Then, ϕ |=πB ψ iff ϕ B ψ (and πB |=P ψ iff B P ψ).
Let us now define the notion of subsumption in N-knowledge bases [6]:
Definition 10. Let (φ, a) be a formula in B . Then, (φ, a) is said to be subsumed in B if:(
B − {(φ, a)})a  φ.
(φ, a) is said to be strictly subsumed in B if B>a  φ.
Subsumed formulas in B are redundant formulas which can be removed fromB without
any change in possibility distributions. Namely, we have the following lemma [6]:
Lemma 1. Let (φ, a) be a subsumed formula in B . Then, B and B ′ = B − {(φ, a)} are
semantically equivalent.
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Next lemma exhibits similar conclusions when we remove tautologies from N-
knowledge bases [6]:
Lemma 2. Let (, a) be a tautological formula in B . Then, B and B ′ = B − {(, a)} are
semantically equivalent.
3. A logical representation of guaranteed possibility measures
3.1. Guaranteed possibility measures
In possibility theory, there is another measure called the guaranteed possibility
measure [21]:
Definition 11. The guaranteed possibility measure of φ, denoted by ∆(φ), is defined from
a possibility distribution π by:
∆(φ)=min{π(ω): ω ∈Ω,ω |= φ}.
∆(φ) estimates the minimal degree for having φ consistent with the available
knowledge. Clearly, we have ∀φ,∆(φ)  Π(φ) but however the guaranteed possibility
measure ∆(φ) is unrelated to the necessity measure N(φ) (except the relation ∆(φ) 
1 − N(¬φ)). This measure has been recently used to represent strong preferences [5,7]
of the form ∆(p) > Π(q) which means that any solution satisfying p is preferred to
any solution satisfying q . The guaranteed possibility measure has also been suggested
by Dubois and colleagues [23] to represent “positive knowledge”. Indeed, the authors
argued that available beliefs are of two kinds: “negative or forbidden” knowledge where
any solution falsifying agent’s negative knowledge is sanctioned, and “positive” knowledge
where any solution satisfying agent’s positive knowledge is rewarded. Negative knowledge
can be represented by necessity measures, while positive knowledge can be represented by
guaranteed possibility measures. Recently, the use of guaranteed possibility measures in
representing bipolar preferences has been more investigated [3]. This idea of bipolarity
(positive and negative knowledge) has also been addressed by Torre [39], Lafage and
Lang [27].
The aim of this section is to complete previous works done by Dubois and col-
leagues [17,23] on the logical representation of guaranteed-based possibilistic bases. In
particular, we provide the counterparts of subsumption, equivalence between bases, and
inference. And more generally, next subsections show that all notions used in standard
possibilistic logic have their “dual counterparts”. We start by introducing the notion of
∆-knowledge bases.
3.2. ∆-based knowledge bases
A ∆-based knowledge base (∆-knowledge base for short) is a set of weighted formulas,
denoted by  = {[φi, ai]: i = 1, . . . , n}, where ai represents the lower bound of the
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guaranteed possibility degree associated with φi , i.e., ∆(φi) ai . Formulas with a degree
equal to 0 are not explicitly put in the ∆-knowledge base.
Notation. In the whole paper, formulas of N-knowledge bases are denoted by (φi, ai) and
those of ∆-knowledge bases are denoted by [φi, ai]. We call the former N-formulas and
the latter ∆-formulas.
3.3. From ∆-knowledge bases to possibility distributions
In ∆-knowledge bases, each piece of information [φi, ai] is viewed as a “positive piece
of information” expressing that any solution satisfying φi is considered satisfactory to at
least a degree ai . Therefore, the possibility distribution π associated with  should satisfy
the inequality:
∀[φi, ai] ∈ , ∆π (φi) ai,
where ∆π(φi) is the guaranteed possibility degree associated with φi and computed from
π using Definition 11.
Let us first consider a simple case where  is only composed of one ∆-formula, i.e.,
= {[φ1, a1]}. Fig. 1 shows the set of possibility distributions π satisfying ∆π(φ1) a1.
Then, it can be easily checked that the following possibility distribution is the most
specific one (in the sense of Definition 1) satisfying ∆π(φ1) a1:
∀ω ∈Ω, π{[φ1,a1]}(ω)=
{
a1 if ω |= φ1,
0 otherwise.
Namely, the most specific distribution associates the degree a1 to models of φ1, and the
degree 0 to countermodels of φ1. This remark can be generalized in order to characterize
the most specific possibility distribution associated with a ∆-knowledge base. A solution
ω is satisfactory to a degree a if the highest degree of the formula satisfied by ω is equal to
a, and is not satisfactory at all if it falsifies all formulas of . More formally,
Definition 12.
∀ω ∈Ω, π(ω)=
{0 if ∀[φi, ai] ∈ ,ω |= φi,
max{ai: [φi, ai] ∈  and ω |= φi} otherwise.
Fig. 1. The set of possibility distributions associated with = {[φ1, a1]}.
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Note that this definition of possibility distribution is the dual of the possibility
distribution associated with N-knowledge bases. Indeed, when dealing with an N-
knowledge base, we are interested in the falsified N-formulas having greatest weight while
with a ∆-knowledge base, we are interested in the satisfied ∆-formulas having greatest
weight.
Example 1. Let us consider the following ∆-knowledge base. Let  = {[be ∧ se ∧
su,1], [se ∧ su, 14 ]}, where the symbols be, se and su stand for “beach”, “sea” and “sun”
respectively. The second ∆-formula says that the agent is weakly satisfied when there is a
sea and a sun. And the first ∆-formula says that the agent is fully satisfied when moreover
there is a beach. The possibility distribution π associated with  is the following:
π(be∧ se∧ su)= 1, π(¬be∧ se∧ su)= 1/4 and π(ω)= 0 for other interpretations.
The following proposition [17] shows that π is the most specific possibility distribution
satisfying ∆(φi) ai for all [φi, ai] ∈ :
Proposition 2. Let  = {[φi, ai]: i = 1, . . . , n} be a ∆-knowledge base, and π be the
possibility distribution associated with  using Definition 12. Then, π is the most specific
possibility distribution satisfying the inequalities ∆(φi) ai , for all [φi, ai] ∈ .
3.4. Equivalent syntactic representations
The semantic equivalence between two ∆-knowledge bases is defined as in Definition 7:
Definition 13. Let  and ′ be two ∆-knowledge bases. Then,  and ′ are said to be
semantically equivalent iff they generate the same possibility distribution, i.e., π = π′ .
The following proposition shows that two ∆-formulas having the same weight in  can
be replaced by their disjunction with also the same weight:
Proposition 3. 1 Let  be a ∆-knowledge base. Let [φ,a] and [ψ,a] be two ∆-formulas
in , and ′ = ( − {[φ,a], [ψ,a]}) ∪ {[φ ∨ ψ,a]}. Then,  and ′ are semantically
equivalent.
Therefore, each level of priority in  can be replaced by the disjunction of its formulas.
This proposition leads to the following corollary where formulas can be replaced by their
DNF representation:
Corollary 1. Let  be a ∆-knowledge base, and [φ,a] be a ∆-formula in . Let
{c1, . . . , cn} be a DNF representation of φ, namely φ ≡ c1 ∨ · · · ∨ cn. Let ′ = ( −
{[φ,a]})∪ {[c1, a], . . . , [cn, a]}. Then,  and ′ are semantically equivalent.
1 All the proofs are given in Appendix A.
300 S. Benferhat, S. Kaci / Artificial Intelligence 148 (2003) 291–333
The proof is an immediate application of Proposition 3. This is the dual of N-knowledge
bases where each N-formula can be replaced by its clausal form (CNF representation).
3.5. Subsumption
With ∆-knowledge bases, subsumed formulas are those that entail higher ranked
formulas.
Definition 14. Let [φ,a] be a ∆-formula in . Then, [φ,a] is said to be strictly ∆-
subsumed by  if φ ∨{φi : [φi, ai] ∈  and ai > a}.
Indeed, we have the following lemma:
Lemma 3. Let [φ,a] be a strictly ∆-subsumed formula by . Then,  and  − {[φ,a]}
are semantically equivalent.
Example 2. Let “be” and “se” be two propositional symbols which stand for “beach” and
“sea” respectively. Let {[se∨¬be,0.9], [se,0.5], [be,0.4]} be a ∆-knowledge base which
intuitively means that: the agent will be satisfied to at least a degree 0.4 if there is a beach,
and to at least a degree 0.5 if there is a sea, and to at least a degree 0.9 if there is either a
sea or no beach. Clearly, the second rule is subsumed since if there is a sea, then the agent
will be already satisfied to at least 0.9. The set of all possible interpretations is
Ω = {ω0: ¬se∧¬be,ω1: ¬se∧ be,ω2: se ∧¬be,ω3: se∧ be}.
Let π be the possibility distribution associated with . Then,
π(ω0)= π(ω2)= π(ω3)= 0.9 and π(ω1)= 0.4.
We have se  se ∨ ¬be and ∆(se) < ∆(se ∨ ¬be), then [se,0.5] is ∆-subsumed in .
Let ′ = − {[se,0.5]} = {[se∨¬be,0.9], [be,0.4]}. Then, we can check that π′(ω0)=
π′(ω2)= π′(ω3)= 0.9 and π′(ω1)= 0.4. Hence, π = π′ .
The following lemma shows that contradictions are not useful in  since they do not
alter the computation of π, and can be removed without changing π.
Lemma 4. Let [⊥, a] be a contradiction formula in . Then,  and ′ = − {[⊥, a]} are
semantically equivalent, namely π = π′ .
This is the dual of N-knowledge bases where tautologies, which are satisfied by all
interpretations, can be removed [6]. Beware [, a] ∈  should not be removed from .
[, a] means that, a priori, all solutions are considered satisfactory to at least a degree a.
3.6. Inference
We present in this section the inference process from ∆-knowledge bases. Namely, we
provide the syntactic counterpart of both plausible and preferential consequences using
∆-knowledge bases.
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In [17], the following resolution principle has been given
[¬φ ∧ψ,a], [φ ∧ ξ, b]  [ψ ∧ ξ,min(a, b)].
However, this resolution principle is not enough to provide the syntactic counterpart of
plausible and preferential inferences.
Let us first define the consistency degree of a∆-knowledge basewhich is the maximal
weight of consistent formulas in :
Definition 15. Let  be a ∆-knowledge base. The consistency degree of , denoted by
Cons(), is defined by:
Cons()=max{ai : [φi, ai] ∈  and φi is consistent}.
We now define the consistent subbase of  for making inferences as follows:
Definition 16. Let  be a ∆-knowledge base. The ∆-preferred consistent subbase of ,
denoted by ρ∆(), is:
ρ∆()=
{
φi : [φi, ai] ∈  and ai = Cons()
}
.
Then, we have the following proposition:
Proposition 4. core(π) = ❏∨φi∈ρ∆() φi❑, and coreϕ(π) = ❏∨φ′i∈ρ∆(′) φ′i❑ with ′ ={[φi ∧ ϕ,ai]: [φi, ai] ∈ }.
Given ρ∆(), the following corollary gives the syntactic computation of plausible and
preferential inferences, using ρ∆():
Corollary 2.
• Let  be a ∆-knowledge base and π be the possibility distribution associated with
. Then,
π |=P ψ iff
∨
φi∈ρ∆()
φi  ψ.
• Let  be a ∆-knowledge base. Let ϕ be a formula. Let ′ = {[φi∧ϕ,ai]: [φi, ai] ∈ }.
Then,
ϕ |=π ψ iff
∨
φ′i∈ρ∆(′)
φ′i ψ.
The proof is immediate using Proposition 4.
Note that ψ is a plausible inference of  if ∀φi ∈ ρ∆(), φi ∧ ¬ψ is inconsistent.
Therefore, the computational complexity of the plausible inference depends on the
computational complexity of checking the consistency of an elementary formula φi in
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ρ∆() and ¬ψ . Of course, if each formula in a ∆-knowledge base is a general formula,
then the inference is NP-complete. However, if each formula in a ∆-knowledge base is
a clause or a conjunct, then the computational complexity of plausible and preferential
inferences is polynomial.
4. Bridging N-knowledge and ∆-knowledge bases
Since both N-knowledge and ∆-knowledge bases are compact representations of a same
distribution, the aim of this section is to show how to transform a ∆-knowledge base to an
N-knowledge base and conversely.
4.1. From ∆-knowledge to N-knowledge bases
The aim of this subsection is, given a ∆-knowledge base , to construct an N-
knowledge base B such that  and B induce the same joint distribution, i.e.,
πB = π,
where πB and π are the possibility distributions associated with B and  following
Definitions 6 and 12 respectively. Let us first consider a ∆-knowledge base  which is
only composed of one formula, i.e.,  = {[φ,a]}. The possibility distribution associated
with  is:
∀ω ∈Ω, π(ω)=
{
a if ω |= φ,
0 otherwise.
Note that π is subnormalized if a < 1. This means that B should be inconsistent to
a degree (1 − a), which means that B should contain (⊥,1 − a). Moreover, in order to
recover that all countermodels of φ are impossible, it is enough to add the formula (φ,1)
in B . Therefore, we can check that the N-knowledge base associated with  is
B = {(φ,1), (⊥,1− a)}.
Indeed, we distinguish two cases:
– ω |= φ:
By definition,
πB(ω)= 1−max
{
ai : (φi, ai) ∈ B and ω |= φi
}
= 1− (1− a) since ω |= φ and ω |=⊥
= a
= π(ω).
– ω |= φ:
πB(ω)= 1−max
{
ai : (φi, ai) ∈ B and ω |= φi
}
= 0 since ω |= φ
= π(ω).
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Now, let us assume that  is composed of two distinct ∆-formulas {[φ1, a1], [φ2, a2]} with
a1 > a2. Then,
∀ω ∈Ω, π(ω)=


a1 if ω |= φ1,
a2 if ω |= ¬φ1 ∧ φ2,
0 if ω |= φ1 ∨ φ2.
Again, if a1 < 1 then π is subnormalized. We need then to add (⊥,1 − a1). To express
that models of φ2 ∧¬φ1 are possible to a degree a2, we need to add:
(¬φ2 ∨ φ1,1− a2),
and lastly to express that countermodels of φ1 and of φ2 are impossible we add:
(φ1 ∨ φ2,1).
Therefore, the N-knowledge base associated with = {[φ1, a1], [φ2, a2]} is:
B = {(φ1 ∨ φ2,1), (¬φ2 ∨ φ1,1− a2), (⊥,1− a1)},
which is equivalent to {(φ1 ∨ φ2,1), (φ1,1 − a2), (⊥,1 − a1)}. The proof can be easily
checked using Definition 12.
The generalization of the previous result is given in the following definition:
Definition 17. Let  = {[φi, ai]: i = 1, . . . , n} be a ∆-knowledge base where each level
contains one ∆-formula,2 and such that 1  a1 > · · · > an > 0. We let an+1 = 0. We
associate with  the following N-knowledge base:
B = {(φ1 ∨ · · · ∨ φi,1− ai+1): i = 1, . . . , n} ∪ {(⊥,1− a1)}.
Then, we have the following proposition:
Proposition 5. Let  be a ∆-knowledge base where each level only contains one formula.
Let B be the N-knowledge base constructed from  following Definition 17. Then,  and
B are semantically equivalent, i.e., π = πB .
Example 3. Let us consider the following ∆-knowledge base = {[be∧ se∧ su,1], [se∧
su, 12 ], [se, 14 ]} which means that the agent is weakly satisfied when there is only a sea,
he is more satisfied when moreover there is a sun, and he is fully satisfied when there is
moreover the beach.
The set of possible interpretations is
Ω = {ω0: ¬be∧¬se∧¬su, ω1: ¬be∧¬se∧ su, ω2: ¬be∧ se∧¬su,
ω3: ¬be∧ se∧ su, ω4: be∧¬se∧¬su, ω5: be∧¬se∧ su,
ω6: be∧ se∧¬su, ω7: be∧ se∧ su}.
2 The fact that we assume that each layer is composed of a unique ∆-formula is not a limitation. Indeed, as
it is shown in Proposition 3, a set of ∆-formulas having a same weight can equivalently be replaced by a unique
∆-formula, with a same weight, and composed of the disjunction of these formulas.
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We haveπ(ω0)= π(ω1)= π(ω4)= π(ω5)= 0, π(ω2)= π(ω6)= 14 ,
π(ω3)= 12 and π(ω7)= 1.
After applying Definition 17, we get:
B = {((be∧ se∧ su)∨ (se∧ su)∨ se,1), ((be∧ se∧ su)∨ (se∧ su), 34),(
be∧ se∧ su, 12
)
, (⊥,0)}
which is semantically equivalent to {(se,1), (su,3/4), (be,1/2)}. Indeed, we have:
πB(ω0)= πB(ω1)= πB(ω4)= πB(ω5)= 0, πB(ω2)= πB(ω6)= 14 ,
πB(ω3)= 12 and πB(ω7)= 1.
4.2. From N-knowledge to ∆-knowledge bases
We provide in this section the converse transformation. Namely, given an N-knowledge
base B , we construct a∆-knowledge base such that andB are semantically equivalent,
i.e., πB = π. Let us first consider B = {(φ, a)} composed of one formula. We have,
∀ω ∈Ω, πB(ω)=
{
1 if ω |= φ,
1− a otherwise.
Note that all interpretations have a possibility degree at least equal to 1 − a. Then, 
should contain the formula [,1− a]. Now, in order to recover that models of φ have the
greatest possibility degree namely 1, we add the formula [φ,1]. Then, we can easily check,
applying Definition 12, that the ∆-knowledge base associated with B is:
= {[φ,1], [,1− a]}.
Let us now consider the case where B is composed of two distinct N-formulas
{(φ1, a1), (φ2, a2)} with a1 > a2. Then,
∀ω ∈Ω, πB(ω)=


1 if ω |= φ1 ∧ φ2,
1− a2 if ω |= φ1 ∧¬φ2,
1− a1 if ω |= φ1.
Here, all interpretations have a possibility degree at least equal to 1− a1. Then,  should
contain the formula [,1 − a1]. Now to recover the fact that interpretations satisfying
φ1 ∧ ¬φ2 are possible to a degree 1 − a2, we add the formula [φ1 ∧ ¬φ2,1 − a2].
Lastly, to ensure that interpretations satisfying φ1 ∧ φ2 get the possibility degree equal
to 1, we add the formula [φ1 ∧ φ2,1]. Therefore, the ∆-knowledge base associated with
B = {(φ1, a1), (φ2, a2)} is:
= {[φ1 ∧ φ2,1], [φ1 ∧¬φ2,1− a2], [,1− a1]},
which is equivalent to {[φ1∧φ2,1], [φ1,1− a2], [,1− a1]}. The proof that π = πB can
be easily checked by applying Definitions 12 and 6 respectively on  and B .
The following definition gives the generalization for a general N-knowledge base B:
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Table 1
]Duality between N-knowledge and ∆-knowledge bases
N-knowledge base B ∆-knowledge base 
Syntax B = {(φi , ai ): i = 1, . . . , n}  = {[φi , ai ]: i = 1, . . . , n}
Meaning of ∀(φi , ai ) ∈B,N(φi) ai ∀[φi , ai ] ∈ ,∆(φi) ai
the weights
Associated possibility the least specific possibility the most specific possibility
distribution distribution satisfying N(φi) ai distribution satisfying ∆(φi) ai
Inference from the conjunction of consistent from the disjunction of consistent
highest ranked formulas highest ranked formulas
(φ, a) (respectively [φ,a]) it is classically entailed from it classically entails the disjunction of
is subsumed if formulas having weights greater than a formulas having a weight greater than a
Non-useful formulas tautologies contradictions
Resolution principle (φ ∨ψ,a), (¬φ,b)  (ψ,min(a, b)) [¬φ ∧ψ,a], [φ ∧ ξ, b]  [ψ ∧ ξ,min(a, b)
Normal forms CNF forms DNF forms
Definition 18. Let B = {(φi, ai): i = 1, . . . , n} be an N-knowledge base where each level
contains one formula, and such that 1 a1 > · · ·> an > 0 and we let an+1 = 0. We define
from B a ∆-knowledge base as follows:
= {[φ1 ∧ · · · ∧ φi,1− ai+1]: i = 1, . . . , n} ∪ {[,1− a1]}.
Then, we have the following proposition:
Proposition 6. Let B = {(φi, ai): i = 1, . . . , n} be an N-knowledge base where each level
only contains one N-formula. Let be the∆-knowledge base constructed fromB following
Definition 18. Then, B and  are semantically equivalent, i.e., πB = π.
Example 4. Let us now consider the N-knowledge base B computed in Example 3. We
have B = {(se,1), (su, 34 ), (be, 12 )}.
After applying Definition 18, we get:
= {[se∧ su∧ be,1], [se∧ su, 12], [se, 14], [,0]}
which is equivalent to{[be∧ se∧ su,1], [se∧ su, 12], [se, 14]}.
Indeed, we get the initial ∆-knowledge base  given in Example 3.
Table 1 summarizes the duality between the representation based on necessity measures,
and the one based on guaranteed possibility measures.
5. Merging guaranteed-based knowledge bases
In [4,6], a syntactic merging operation has been proposed for fusing N-knowledge bases.
The aim of this section is to provide the syntactic merging of ∆-knowledge bases which
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are semantically meaningful. Namely, we present the syntactic counterpart, by means of
a ∆-knowledge base, of merging possibility distributions associated with ∆-knowledge
bases. Fig. 2 illustrates the aim of this section.
To illustrate the construction of⊕, we assume that1 = {[φ1, a1]} and2 = {[φ2, a2]}
are only composed of one ∆-formula. Let ⊕ be a merging operator. Let us analyze the
different possibilities for a given interpretation ω:
1. If ω |= φ1 and ω |= φ2 then π⊕(ω) = ⊕(π1(ω),π2(ω)) = ⊕(a1, a2). If a solution
satisfies both φ1 and φ2 then it is satisfactory to a degree at least equal to ⊕(a1, a2).
Hence, the ∆-formula [φ1 ∧ φ2,⊕(a1, a2)] should be added to ⊕.
2. If ω |= φ1 and ω |= φ2, then π⊕(ω) = ⊕(π1(ω),π2(ω)) = ⊕(a1,0) (respectively
if ω |= φ1 and ω |= φ2, then π⊕(ω) = ⊕(π1(ω),π2(ω)) = ⊕(0, a2)). If a solution
only satisfies φ1 (respectively φ2) then it is satisfactory to a degree at least
equal to ⊕(a1,0) (respectively ⊕(0, a2)). Hence, ⊕ should contain [φ1,⊕(a1,0)]
(respectively [φ2,⊕(0, a2)]).
3. If ω |= φ1 andω |= φ2 then π⊕(ω)=⊕(0,0), which means that all remaining solutions
are satisfactory to at least a degree ⊕(0,0). Hence, ⊕ should contain [,⊕(0,0)].
Therefore, the ∆-knowledge base associated with π⊕ is composed of:
• initial ∆-formulas φ1 and φ2 with a weight ⊕(a1,0) and ⊕(0, a2) respectively,
• their conjunction with a weight ⊕(a1, a2), and
• [,⊕(0,0)].
Note that if⊕(0,0)= 0 then the latter ∆-formula can be removed. The following definition
generalizes this result:
Definition 19. Let 1 and 2 be two ∆-knowledge bases, and ⊕ be a merging operator.
The result of merging 1 and 2 using ⊕, denoted by ⊕, is composed of:
1. the initial bases, with however new weights,{[
φi,⊕(ai,0)
]
: [φi, ai] ∈ 1
} ∪ {[ψj ,⊕(0, bj )]: [ψj , bj ] ∈ 2},
2. their conjunctions{[
φi ∧ψj ,⊕(ai, bj )
]
: [φi, ai] ∈ 1 and [ψj , bj ] ∈ 2
}
,
3. and the tautological formula {[,⊕(0,0)]}.
Then, we have the following proposition:
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Proposition 7. Let π1 and π2 be the possibility distributions associated with 1 and 2
respectively using Definition 12. Let ⊕ be a merging operator (recall that ⊕ is supposed
to satisfy the unanimity principle, see Section 2.5). Let ⊕ be the result of merging 1 and
2 following Definition 19. Then, ⊕(π1,π2) is equal to π⊕ , the possibility distribution
associated with ⊕ using Definition 12.
This proposition is important since it shows that any operator satisfying the unanimity
principle (in the sense of Definition 4) can have its syntactic counterpart. This is
particularly true for general operators like OWA (Ordered Weighted Average) [41] which
are extensions of weighted average. Let a1 and a2 be two values to be aggregated with ⊕,
and (x1, x2) be a vector of weights such that x1 + x2 = 1. The aggregation of a1 and a2
with a weighted average simply leads to a1x1 + a2x2. OWA first sorts the vector (a1, a2)
in a decreasing way, then applies weighted average. Let (a(1), a(2)) be the result of sorting
the vector (a1, a2). Then, we apply the weighted average:
⊕(a1, a2)=
∑
i=1,2
xia(i).
The advantage of OWA is that it recovers many of classical merging operators. For
instance, if we let (x1, x2)= (1,0), we recover the maximum operation. Taking (x1, x2)=
(0,1), we get the minimum operation. And if (x1, x2)= ( 12 , 12 ), we get classical mean. The
following example illustrates Proposition 7 using OWA operators:
Example 5. Let be, se, su and co be four propositional symbols which stand for “beach”,
“sea”, “sun” and “open country” respectively. Let A and B be two agents providing
the bases A and B respectively, where A = {[be ∧ se ∧ su,1], [se ∧ su, 14 ]} and
B = {[be ∧ se ∧ su,1], [co, 12 ]}. Namely, the agent A is weakly satisfied if there is a
sea and sun, and it is fully satisfied if moreover there is a beach. The agent B is fairly
satisfied if there is an open country and fully satisfied if there is beach, sea and sun.
Let us now compute the base ⊕ resulting from the aggregation of A and B using
⊕. Then,
⊕ =
{[
be∧ se∧ su,⊕(1,0)], [se∧ su,⊕( 14 ,0)]} ∪{[
be∧ se∧ su,⊕(0,1)], [co,⊕(0, 12)]} ∪{[
be∧ se∧ su,⊕(1,1)], [be∧ se∧ su∧ co,⊕(1, 12 )],[
be∧ se∧ su,⊕( 14 ,1)], [se∧ su∧ co,⊕( 14 , 12)]}
= {[be∧ se∧ su, x1], [se∧ su, 14x1], [be∧ se∧ su, x1],
[be∧ se∧ su, x1 + x2],
[
be∧ se∧ su∧ co, [co, 12x1]x1 + 12x2],[
be∧ se∧ su, x1 + 14x2
]
,
[
se∧ su∧ co, 12x1 + 14x2
]}
which is equivalent (after removing subsumed formulas) to:{[be∧ se∧ su, x1 + x2], [se∧ su, 14x1], [se∧ su∧ co, 12x1 + 14x2], [co, 12x1]}.
Some particular cases of OWA are:
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• (x1, x2) = (1,0). Then, ⊕ is the maximum operator. We get: ⊕ = {[be ∧ se ∧
su,1], [se∧ su, 14 ], [co, 12 ]} = 1 ∪2.• (x1, x2) = (0,1). Then, ⊕ is the minimum operator. We get: ⊕ = {[be ∧ se ∧
su,1], [se ∧ su ∧ co, 14 ]}. A solution is satisfactory only if it satisfies goals of both
agents.
• (x1, x2) = ( 12 , 12 ). Then, ⊕ is the average operator. We get: ⊕ = {[be ∧ se ∧
su,1], [se∧ su∧ co, 38 ], [co, 14 ], [se∧ su, 18 ]}.
Remark 2. When ⊕ is associative, Definition 19 can be applied repeatedly. Otherwise,
let π1, . . . , πn be the possibility distributions associated to 1, . . . ,n. Then, the syntactic
counterpart of ⊕(π1, . . . , πn) is the following base:
⊕ =
{[
Ci,⊕(x1, . . . , xn)
]
: i = 1, . . . , n} ∪ {[,⊕(0, . . . ,0)]},
where Ci are all possible conjunctions of size i between formulas taken from different
i ’s. The value xj is either equal to aj or 0 depending on whether φj belongs to Ci or not.
6. Application to merging propositional bases based on Hamming distance
6.1. A brief overview of classical fusion based on Hamming distance
Let E = {K1, . . . ,Kn} (n  1) be a multi-set of n consistent propositional bases to be
merged. Recently, several works [25,26,29,34,35] have addressed the problem of merging
propositional bases. They use an implicit priority from the available information. Then,
they apply a merging operator, denoted here by, to these priorities. The result of merging
E = {K1, . . . ,Kn} is a consistent propositional base denoted here by Merge(E).3
The three basic steps followed in [25,26,29,30] for the semantic merging of E are:
1. Rank the set of interpretations Ω with respect to each propositional base Ki by
computing a local distance, denoted by d(ω,Ki), between ω and each base Ki .
2. Rank the set of interpretations Ω with respect to all the propositional bases. This
leads to the overall distance denoted by d(ω,E). The latter is computed from local
distances d(ω,Ki) using a propositional merging operator , namely d(ω,E) =
Ki∈Ed(ω,Ki).  is a function from Nn to N.
3. Compute Merge(E), the result of the merging process, where its models are those
which are minimal in d(ω,E).
In [25,26,29,30], the used local distance d(ω,Ki) is Hamming distance, known also by
Dalal’s distance [13] especially in belief revision. The Hamming distance between an
3 In [25,26], the result of merging is denoted by ∆(E). We change the notation to avoid confusion with the
symbol of guaranteed possibility measure.
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interpretation ω and a propositional base Ki is defined by the least number of atoms on
which this interpretation differs from some model of the propositional base. More formally,
d(ω,Ki)= min
ω′|=Ki
dist(ω,ω′),
where dist(ω,ω′) is the number of atoms whose valuations differ in the two interpretations.
Lin [29] has shown that given a propositional base K put in a DNF format, i.e., K =
C1 ∨ · · · ∨Cn, we have
d(ω,K)= min
Cj∈K
d(ω,Cj ).
Konieczny and Pino Pérez [26] argue that any distance can be used provided that it is
symmetric and such that dist(ω,ω′)= 0 iff ω= ω′.
Example 6. Let us consider the academic example [34] of a teacher who asks his three
students which among the following languages SQL (denoted by s), O2 (denoted by o)
and Datalog (denoted by d) they would like to learn. The first student wants to only learn
SQL or O2: K1 = (s ∨ o) ∧ ¬d . The second wants to only learn either Datalog or O2
but not both: K2 = (¬s ∧ d ∧ ¬o) ∨ (¬s ∧ ¬d ∧ o). The third wants to learn the three
languages: K3 = (s ∧ d ∧ o).
We give in Table 2 Hamming distances between each interpretation and the bases.
Once d(ω,Ki) is defined for each Ki , several propositional merging operators  have
been proposed to aggregate the local distances d(ω,Ki) according to whether the bases
have the same importance or not. In particular, the following operators have been pro-
posed:
• Majority operator [30,34]: = sum, d∑(ω,E)=∑ni=1 d(ω,Ki).• Weighted sum operator [29]: = Weighted Sum, dWS(ω,E)=∑ni=1 d(ω,Ki) ∗ xi ,
where xi are positive integer numbers reflecting the level of importance of the
propositional bases.
• Max-based egalitarist operator [35]: dMAX (ω,E)=maxi=1,...,n d(ω,Ki).
• Leximax-based (or generalized max) egalitarist operator [25,26]: This aggregation
operator compares vectors of distances using the lexicographical relation defined by:
Table 2
Hamming distances
ω d(ω,K1) d(ω,K2) d(ω,K3)
ω0 =¬s¬d¬o 1 1 3
ω1 =¬s¬do 0 0 2
ω2 =¬sd¬o 2 0 2
ω3 =¬sdo 1 1 1
ω4 = s¬d¬o 0 2 2
ω5 = s¬do 0 1 1
ω6 = sd¬o 1 1 1
ω7 = sdo 1 2 0
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Table 3ω
∑ WS MAX GMAX
ω0 5 7 3 (3,1,1)
ω1 2 2 2 (2,0,0)
ω2 4 4 2 (2,2,0)
ω3 3 5 1 (1,1,1)
ω4 4 8 2 (2,2,0)
ω5 2 4 1 (1,1,0)
ω6 3 5 1 (1,1,1)
ω7 3 7 2 (2,1,0)
Bold elements are the preferred interpretations.
let S1 = (s1, . . . , sn) and S2 = (s′1, . . . , s′n) be two sequences of integers given in a
decreasing order. Then, S1 <Lex S2 if and only if ∃k  n, such that sk < s′k and∀i < k: si = s′i . Denote dGMAX (ω,E) the result of sorting the vector (dω1 · · ·dωn )
in a decreasing way, where dωj = d(ω,Kj ). Then, ω ∈ ❏Merge(E)❑ if there is no ω′
such that dGMAX (ω′,E) <Lex dGMAX (ω,E).
Example 6 (continued). In Table 3, we give the global distance between interpretations
and each merging operator given above. We let x1 = x3 = 1 and x2 = 3 in the weighted
sum operator. Then, we get: ❏∑(E)❑ = {ω1,ω5}, ❏WS(E)❑ = {ω1}, ❏MAX (E)❑ =
{ω3,ω5,ω6} and ❏GMAX (E)❑= {ω5}.
As it can be seen in this example, MAX is the most cautious, and refined by
GMAX . Besides WS and ∑ which correspond to other points of view, may select other
interpretations.
6.2. Basic ideas of encoding propositional merging with ∆-knowledge bases
We present in this section the encoding of merging propositional bases based on
Hamming distance in possibilistic logic framework by means of ∆-knowledge bases. We
show that possibilistic logic can recover the propositional merging approaches reviewed in
the previous section. Except Lin [29] who provides a syntactic counterpart of a merging
approach based on Hamming distance, to our knowledge all other approaches have only
been defined at the semantic level. Therefore, the encoding in possibilistic logic framework
provides a syntactic counterpart to these approaches.
The encoding of propositional merging follows two main steps:
1. Let E = {K1, . . . ,Kn} be a set of propositional bases to be merged, each one is in a
disjunctive normal form. The first step consists in associating a ∆-knowledge base,
denoted by Ki , with each propositional base Ki . Each level in Ki is composed of
one ∆-formula in a DNF form.
2. Let {K1, . . . ,Kn} be the set of∆-knowledge bases associated withE = {K1, . . . ,Kn}
using the first step. In the second step, we show that any propositional merging oper-
ator, satisfying the unanimity principle (see Definition 4), can have a syntactic repre-
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sentation. The result is a ∆-knowledge base, denoted by E , where each level is also
composed of one ∆-formula given in a DNF form.
In both steps, the constructed ∆-knowledge bases K and E , associated with a
knowledge base K and a set of propositional bases E respectively, should be such that
∀ω ∈Ω, πK (ω)= f
(
d(ω,K)
)
,
and
∀ω ∈Ω, πE (ω)= f
(
d(ω,E)
)
,
respectively.
The function f is not unique. It should be such that:
• f (0) = 1 (the preferred interpretations which have the distance equal to 0 are the
preferred ones in the associated possibility distribution, namely they get the maximal
degree, i.e., 1).
• f is strictly decreasing. Indeed, when we associate integers to interpretations,
the larger is the distance associated with interpretation, the less preferred is the
interpretation. While when using possibility degrees, the larger the degree, the less
preferred is the interpretation.
• f (+∞)= 0.
It is clear that f is not unique. One way to define it is to take:
f (x)= 2−x.
This is the usual function, used for instance by Dubois and Prade [20], for establishing
connections between possibility theory and Spohn’s ordinal conditional functions [38].
Therefore, in the following all guaranteed possibility degrees attached to formulas, and
possibility degrees attached to interpretations will be of the form 2−i , where i is a positive
integer.
6.2.1. Encoding Hamming distance
Fig. 3 gives the general schema of the syntactic representation, using ∆-knowledge
bases, of Hamming distance associated with a propositional base K assumed to be in a
DNF form. This ∆-knowledge base, denoted by K , has the following form:
K =
{[
ψi,2−i
]
: i = 0, . . . , n},
whereψi (i = 0, . . . , n) are also given in a disjunctive normal form, and n=maxω∈Ω {d(ω,
K)}. As it is explicited in Fig. 3, K should be such that
∀ω, πK (ω)= 2−j iff d(ω,K)= j.
As we will show later, all formulas ψj of K are obtained from the initial conjuncts of
K by ignoring literals. This leads to introduce the notion of j -weakened conjunct:
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Definition 20. Let C be a conjunct. We call j -weakened conjunct, denoted by Wj(C) (W
for Weakening), a formula composed of the disjunction of all possible conjuncts obtained
from C by ignoring j literals from C. If j  |C|,4 then Wj(C)= (tautology).
Note that W0(C)= C. Intuitively, Wj(C) means that there are j literals which are false
in C, but we do not know which of them.
Example 7. Let C = s ∧ d ∧ o. Then,
W0(C)= s ∧ d ∧ o, W1(C)= (s ∧ d)∨ (s ∧ o)∨ (d ∧ o),
W2(C)= s ∨ d ∨ o and W3(C)=.
The following definition gives the ∆-knowledge base K associated with a proposi-
tional base K composed of a set of literals.
Definition 21. Let K be a conjunct composed of n literals. We define a ∆-knowledge base
associated with K in the following way:
K =
{[
Wj(K),2−j
]
: j = 0, . . . , |K|}.
Namely, the ∆-knowledge base K is of the form {[ψ0,1], . . . , [ψn,2−n]}, where ψ0 is
simply the conjunct K , ψj is the result of weakening K by ignoring j literals, and ψn is
the tautology since we remove all literals in K .
The following proposition shows that K is a compact representation of d(. ,K):
Proposition 8. Let K be a conjunct composed of n literals, and K be the ∆-knowledge
base constructed from K using Definition 21. Then, K is a syntactic representation of
d(. ,K), namely
∀ω ∈Ω, d(ω,K)= j iff πK (ω)= 2−j .
Example 8. Let us continue Example 6 and consider again the base K3 = s ∧ d ∧ o. Then,
K3 = {[ψ0,1], [ψ1,2−1], [ψ2,2−2], [ψ3,2−3]} where ψi =Wi(K3) namely
4 |C| is the number of literals in the conjunct C .
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ψ0 = s ∧ d ∧ o, ψ1 = (s ∧ d)∨ (s ∧ o)∨ (d ∧ o),
ψ2 = s ∨ d ∨ o and ψ3 =.
Let us now compute the possibility distribution associated with K3 . We have πK3 (ω0)=
2−3 since ω0 falsifies ψ0,ψ1,ψ2 and satisfies ψ3,
πK3 (ω1)= πK3 (ω2)= πK3 (ω4)= 2−2
since ω1,ω2 and ω4 falsify ψ0,ψ1 and satisfy ψ2,
πK3 (ω3)= πK3 (ω5)= πK3 (ω6)= 2−1
since ω3,ω5 and ω6 falsify ψ0 and satisfy ψ1, and πK3 (ω7)= 1 since ω7 satisfies ψ0.
We can check that we have ∀ω ∈Ω,d(ω,K3)= j iff πK3 (ω)= 2−j where d(ω,K3)
is Hamming distance associated with K3 given in Table 2.
We now generalize Proposition 8 to the case of a general base K , which contains more
than one conjunct. Let us first define the size of a propositional base:
Definition 22. Let K = C1 ∨ · · · ∨ Cn. We define the size of K , denoted by size(K), as
follows:
size(K)=min{|Ci |: i = 1, . . . , n},
where |Ci | is the number of literals in Ci .
Namely, the size of the propositional base is equal to the size of its smallest conjunct.
The following definition gives the ∆-knowledge base associated with K:
Definition 23. Let K = C1 ∨ · · · ∨Cn. We define from K a ∆-knowledge base as follows:
K =
{[
Wj(K),2−j
]
: j = 0, . . . , size(K)},
where Wj(K)=Wj(C1)∨ · · · ∨Wj(Cn).
The ∆-knowledge base associated with K is such that each ∆-formula Wj(K) results
from weakening each conjunct in K by j literals. W0(K) is simply the initial base,
and Wsize(K)(K) is a tautology. Namely, we progressively weaken conjuncts of the
propositional base K until reaching a tautology. Then, we have the following proposition:
Proposition 9. Let K = C1∨· · ·∨Cn be a propositional base andK be the ∆-knowledge
base associated with K using Definition 23. Then, K is a syntactic representation of
d(. ,K), namely
∀ω ∈Ω, d(ω,K)= j iff πK (ω)= 2−j .
Example 9. Let us consider K2 = C1 ∨ C2, where C1 = ¬s ∧ d ∧ ¬o and C2 =
¬s ∧ ¬d ∧ o. We have size(K2) = min(|C1|, |C2|) = min(3,3) = 3. Then, K2 ={[ψ0,1], [ψ1,2−1], [ψ2,2−2], [ψ3,2−3]} where
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ψ0 =W0(C1)∨W0(C2)= C1 ∨C2,
ψ1 =W1(C1)∨W1(C2)
= ((¬s ∧ d)∨ (¬s ∧¬o)∨ (d ∧¬o))∨ ((¬s ∧¬d)∨ (¬s ∧ o)∨ (¬d ∧ o))
≡¬s ∨ (d ∧¬o)∨ (¬d ∧ o),
ψ2 =W2(C1)∨W2(C2)= (¬s ∨ d ∨¬o)∨ (¬s ∨¬d ∨ o)≡, and
ψ3 =.
Let us now compute πK2 . We have:
πK2 (ω1)= πK2 (ω2)= 1,
πK2 (ω0)= πK2 (ω3)= πK2 (ω5)= πK2 (ω6)= 2−1, and
πK2 (ω4)= πK2 (ω7)= 2−2.
Clearly ∀ω ∈Ω,πK2 (ω)= 2−d(ω,K2), where d(ω,K2) is given in Table 2.
In a similar way, we get K1 = {[ψ0,1], [ψ1,2−1], [ψ2,2−2]} where ψ0 = (s ∧ ¬d)∨
(¬d ∧ o), ψ1 = s ∨¬d ∨ o and ψ2 =.
K3 has been computed in the previous example.
We can check that for all the bases Ki (i = 1,2,3), we have ∀ω ∈Ω,d(ω,Ki)= j iff
πKi (ω)= 2−j .
Note that the ∆-knowledge base K has a particular structure, where each ∆-formula
is a consequence of higher ranked ∆-formulas.
Corollary 3. Let K be a propositional base, and K = {[Wj(K),2−j ]: j = 0, . . . ,
size(K)} be the ∆-knowledge base associated with K using Definition 23. Then, ∀j =
0, . . . , size(K)− 1,
Wj(K) Wj+1(K).
The proof is immediate since by definition, for each C ∈ K,Wj (C) is composed of
the disjunction of conjuncts of C having a size |C| − j , which entails Wj+1(C) which is
composed of the disjunction of conjuncts having a size |C| − (j + 1).
For instance, this is can be checked on our example where for exampleK2 is composed
of four formulas ψ0,ψ1,ψ2 and ψ3 where ψ0 = (¬s ∧ d ∧ ¬o) ∨ (¬s ∧ ¬d ∧ o),
ψ1 =¬s ∨ (d ∧¬o)∨ (¬d ∧ o), and ψ2 =ψ3 =. We see that we indeed have ψ0 ψ1,
ψ1  ψ2, and ψ2 ψ3.
Corollary 3 confirms the intuition behind the construction of K , where the more
weakened the knowledge base (by ignoring literals), the less satisfactory is the result. This
is intuitively satisfactory when each literal represents agent’s goal.
6.2.2. Plausible and preferential inferences
It is important to note that in practice we do not need to store all possible strata for
the purpose of inferences. Indeed, ψ is a plausible consequence of K , iff ψ is a logical
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consequence of K , iff ¬ψ is inconsistent with each conjunct of K . For the preferential
inference following Definition 15, we have
Cons(K)=max
{
2−i : Wi(K)∧ ϕ is consistent
}
.
Then, let k such that Cons(K)= 2−k . So, we get
ρ∆(ϕ)=Wk(K)∧ ϕ,
and lastly, ψ is a preferential inference of K and ϕ iff ρ∆(ϕ)  ψ iff Wk(K) ∧ ϕ  ψ iff
Wk(C)∧ϕ∧¬ψ is inconsistent, ∀C ∈K . Clearly, in both cases, plausible and preferential
entailment are polynomial. This is not a surprise since we deal with DNF forms. Moreover,
remark that ρ∆(ϕ) is in fact the result of applying Dalal’s revision operator [13] to K and
ϕ, and that the complexity has already been analyzed in several works (i.e., [24]).
Example 10. Let us consider the base K2 of our example. We have K2 = (¬s ∧ d ∧¬o)∨
(¬s ∧¬d ∧ o). Let ϕ = s. ϕ is inconsistent with K2. Let us compute W1(K2). We have
W1(K2)= (¬s ∧ d)∨ (¬s ∧¬o)∨ (d ∧¬o)∨ (¬s ∧¬d)∨ (¬s ∧ o)∨ (¬d ∧ o)
which is equivalent to ¬s ∨ (d ∧ ¬o) ∨ (¬d ∧ o) which is consistent with ϕ. Then,
Cons(K2) = 2−1 and ρ∆(ϕ) = W1(K2) ∧ s = (s ∧ d ∧ ¬o) ∨ (s ∧ ¬d ∧ o). Let ψ =¬s ∨ ¬d . To check if ρ∆(ϕ)  ψ , we check if ¬ψ is inconsistent with each conjunct in
ρ∆(ϕ), namely s ∧ d ∧¬o and s ∧¬d ∧ o. We have ¬ψ ≡ s ∧ d which is consistent with
s ∧ d ∧¬o. Then, ρ∆(ϕ) ψ .
6.3. Encoding merging propositional bases
Fig. 4 shows how Hamming distance associated with E = {K1, . . . ,Kn} and an operator
 can also be recovered using a ∆-knowledge base. Let  = {K1, . . . ,Kn} be the ∆-
knowledge bases associated respectively with K1, . . . ,Kn given by Definition 23. Then for
a propositional operator applied to E, we define its associated possibilistic operator applied
to , such that
∀ω, πE (ω)= 2−j iff d(ω,E)= j.
The propositional operator  is assumed to satisfy the unanimity condition. Then,
following results of Section 5, the computation of E is immediate. Indeed, since all
Fig. 4. Encoding the global distance with a ∆-knowledge base.
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weights are of the form ai = 2−i , i ∈ N, then for each propositional merging operator
, we will associate a possibilistic merging operator ⊕ defined by:
⊕(2−i ,2−j )= 2−(i,j).
The following lemma gives the ∆-knowledge base ⊕ resulting from merging K1 and
K2 , which is simply the conjunction of formulas of K1 and K2 :
Lemma 5. Let K1 and K2 be two propositional bases to be merged using , and K1
and K2 be their associated ∆-knowledge bases using Definition 23. Let ⊕ be a merging
operator, and ⊕ be the result of merging K1 and K2 with ⊕. Then,
⊕ =
{[
Wi(K1)∧Wj(K2),2−(i,j)
]
:
[
Wi(K1),2−i
] ∈ K1 and[
Wj(K2),2−j
] ∈K2}.
Example 11. Let us consider K1 and K2 computed in the previous examples. We have
K1 =
{[s¬d ∨¬do,1], [s ∨¬d ∨ o,2−1], [,2−2]} and
K2 =
{[¬sd¬o∨¬s¬do,1], [¬s ∨ d¬o∨¬do,2−1], [,2−2]}.
Let =∑. Then, ⊕(2−i ,2−j )= 2−(i+j). We have:
⊕ =
{[
(s¬d ∨¬do)∧ (¬sd¬o∨¬s¬do),1],[
(s¬d ∨¬do)∧ (¬s ∨ d¬o∨¬do),2−1],[
s¬d ∨¬do,2−2], [(s ∨¬d ∨ o)∧ (¬sd¬o∨¬s¬do),2−1],[
(s ∨¬d ∨ o)∧ (¬s ∨ d¬o∨¬do),2−2], [s ∨¬d ∨ o,2−3],[¬sd¬o ∨¬s¬do,2−2], [¬s ∨ d¬o∨¬do,2−3], [,2−4]}
which is equivalent to {[¬s¬do,1], [¬do,2−1], [¬s ∨ ¬d ∨ ¬o,2−2], [,2−3]}. Let us
compute the result of combining ⊕ and K3 computed in Example 8. We have
K3 =
{[sdo,1], [sd ∨ so ∨ do,2−1], [s ∨ d ∨ o,2−2], [,2−3]}.
Then,
′⊕ =
{[⊥,1], [⊥,2−1], [¬s¬do,2−2], [¬s¬do,2−3], [⊥,2−1], [s¬do,2−2],[
s¬do ∨¬do,2−3], [¬do,2−4], [⊥,2−2], [¬sdo ∨ s¬do∨ sd¬o,2−3],[¬sd ∨¬so∨ s¬d ∨¬do∨ s¬o ∨ d¬o,2−4], [¬s ∨¬d ∨¬o,2−5],[
sdo,2−3
]
,
[
sd ∨ so ∨ do,2−4], [s ∨ d ∨ o,2−5], [,2−6]}
which is equivalent to {[¬do,2−2], [sd ∨ o,2−3], [s ∨ d,2−4], [,2−5]}.
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6.3.1. Analyzing E
Now, due to the particular structure of Ki ’s where each stratum entails less ranked
ones, we propose a simplification of E . We need to introduce some further definitions
and notations:
Definition 24. Let E = {K1, . . . ,Kn} be a set of n propositional bases. Each conjunct in
Ki is called an elementary conjunct.
1. We define a complete conjunct D = C1 ∧ · · · ∧ Cn as a result of conjoining n
elementary conjuncts, one from each propositional base.
2. Let D = C1∧· · ·∧Cn be a complete conjunct. We define a partial conjunct P = Ci1 ∧
· · · ∧Cin of D, by a conjunct where Cil ’s are obtained by removing 0 il  size(Kl)
literals from some elementary conjunct Cl of D.
3. The rank of a partial conjunct P = Ci1 ∧ · · · ∧Cin , denoted by R(P ), is defined by:
R(P )=(i1, i2, . . . , in).
Note that the rank of a complete conjunct is equal to (0, . . . ,0).
Example 12. Let us again consider the bases K1 = C1 ∨C2, K2 = C3 ∨C4 and K3 = C5
whereC1 = s∧¬d , C2 = o∧¬d , C3 =¬s∧d∧¬o, C4 =¬s∧¬d∧o andC5 = s∧d∧o.
Let
D = C1 ∧C4 ∧C5 = (s ∧¬d)∧ (¬s ∧¬d ∧ o)∧ (s ∧ d ∧ o)
be a complete conjunct. Then, P = (s) ∧ (o) ∧ (s ∧ o) is a partial conjunct obtained by
ignoring one literal (i1 = 1) from C1 (namely ¬d), two literals (i2 = 2) from C4 (namely
¬s,¬d), and one literal (i3 = 1) from C5 (namely d).
Assume that =∑ (Sum). Then, the rank of P is R(P )= i1 + i2 + i3 = 4.
Due to the unanimity property of , we have the following corollary which will be
useful in Section 6.3.2 for computing the result of merging:
Corollary 4. LetD be a complete conjunct. Let P = Ci1 ∧· · ·∧Cin andP ′ = Ci′1 ∧· · ·∧Ci′n
be two partial conjuncts of D such that ∀l,Cil ⊆ Ci′l . Then, R(P )R(P ′).
Example 13. Let us consider again the complete conjunct D of the previous example and
also the partial conjunct P = (s) ∧ (o)∧ (s ∧ o). Let P ′ be the following partial conjunct
constructed from D: P ′ = (s)∧ (¬d ∧ o)∧ (s ∧ d ∧ o). We have P ⊆ P ′, since {s} ⊆ {s},
{o} ⊆ {¬d, o} and {s, o} ⊆ {s, d, o}. Moreover R(P ′) = 1 + 1 + 0 = 2. Then, indeed we
haveR(P )R(P ′).
Given these definitions, the following proposition gives a new characterization ofE in
terms of partial conjuncts:
318 S. Benferhat, S. Kaci / Artificial Intelligence 148 (2003) 291–333
Proposition 10. Let E = {K1, . . . ,Kn} be a set of n propositional bases. Then, E is
semantically equivalent to:{[∨
Pi,2−i
]
: Pi is a partial conjunct of rank i, i = 0, . . . , u
}
,
where u=(size(K1), . . . , size(Kn)).
Note that in general, the number of ranks in E is less than u = (size(K1), . . . ,
size(Kn)). Indeed, since πE (ω) corresponds to the greatest weight in E whose
associated formula is satisfied by ω, then we can stop at the highest level where a tautology
is met.
Example 14. Let us consider again the bases K1,K2 and K3, with  =∑. We have
size(K1) = 2, size(K2) = 3 and size(K3) = 3. Then, u = 2 + 3 + 3 = 8 is the maximal
number of ranks in E . Let us only illustrate the construction of φ2 = ∨R(P )=2P .
R(P ) = 2 for P = Ci1 ∧ Ci2 ∧ Ci3 means that i1 + i2 + i3 = 2. Hence, the different
possibilities for (i1, i2, i3) are: (0,0,2), (0,2,0), (2,0,0), (1,1,0), (0,1,1) and (1,0,1).
Let us consider the complete conjunct D = C2 ∧ C4 ∧ C5 = (o ∧ ¬d) ∧ (¬s ∧
¬d ∧ o) ∧ (s ∧ d ∧ o). The partial conjuncts computed by considering the combinations
(0,2,0), (2,0,0), (1,1,0) and (1,0,1) lead to a contradiction. For example (0,2,0)means
that we do not remove any literal neither from C2 nor from C5. However C2 ∧ C5 is
inconsistent. The unique consistent partial conjunct obtained using (0,0,2) is (o ∧¬d)∧
(¬s ∧ ¬d ∧ o) ∧ (o). Similarly, the unique consistent partial conjunct obtained using
(0,1,1) is (o ∧ ¬d) ∧ (¬d ∧ o)∧ (s ∧ o). Therefore, we get φ2 = (¬s ∧ ¬d ∧ o) ∨ (s ∧
¬d ∧ o)≡¬d ∧ o. In a similar way, we get:
E =
{[φ0,1], [φ1,2−1], [φ2,2−2], [φ3,2−3], [φ4,2−4], [φ5,2−5]},
where φ0 = φ1 =⊥, φ2 = ¬d ∧ o, φ3 = (s ∧ d) ∨ o, φ4 = s ∨ d ∨ o and φ5 = . Let
us now compute πE . We have πE (ω0)= 2−5, πE (ω1)= πE (ω5)= 2−2, πE (ω3)=
πE (ω6)= πE (ω7)= 2−3, and πE (ω2)= πE (ω4)= 2−4. We can check that we have
well ∀ω ∈Ω,πE (ω)= 2−j iff d(ω,E)= j .
We now briefly give the ∆-knowledge bases associated with other particular cases of 
proposed in literature. Namely =MAX andWS . We have:
1. MAX = {[φ0,1], [φ1,2−1], [φ2,2−2], [φ3,2−3]} where
φ0 =⊥, φ1 = (s ∧ d ∧¬o)∨ (s ∧¬d ∧ o)∨ (¬s ∧ d ∧ o),
φ2 = s ∨ d ∨ o and φ3 =.
2. WS = {[φ0,1], . . . , [φ8,2−8]} where
φ0 = φ1 =⊥, φ2 =¬s ∧¬d ∧ o, φ3 =¬s ∧¬d ∧ o,
φ4 = (¬d ∧ o)∨ (¬s ∧ d ∧¬o),
φ5 = (s ∧ d ∧¬o)∨ (s ∧¬d ∧ o)∨ (¬s ∧ d ∧ o),
φ6 = (¬d ∧ o)∨ (s ∧ d ∧¬o)∨ (¬s ∧ o),
φ7 =¬s ∨ d ∨ o and φ8 =.
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In all cases, we can check that ∀ω ∈Ω,πE (ω)= 2−j iff d(ω,E)= j .6.3.2. Computing the result of merging
In this section, we show how to compute the result of merging Merge(E) from E
constructed in the previous section.
Recall that by definition, Merge(E) is a propositional base whose models have the
minimal value in d(. ,E). Recall also that the ∆-knowledge base E associated with
E is such that
∀ω ∈Ω, d(ω,E)= j iff πE (ω)= 2−j .
Hence, interpretations which minimize d(ω,E) are those which maximize πE (ω).
Therefore using Definition 2, interpretations which maximize πE (ω) are the core of
πE . Now from Proposition 4, we have core(πE )= ❏
∨
φi∈ρ∆(E) φi❑. Then, we have the
following corollary:
Corollary 5. Merge(E)≡∨φi∈ρ∆(E) φi .
Recall that ρ∆(E) is obtained by first computing:
Cons(E)=max
{
2−j :
[
φj ,2−j
] ∈ E and φj is consistent}.
Recall also that each level in E is only composed of one formula. Then,∨
φi∈ρ∆(E)
φi =
{∨
P,
[∨
P,2−j
]
∈ E andR(P )=− log2
(
Cons(E)
)}
(see Fig. 5).
Example 15. Let us continue Example 14. For =∑, φ2 is the highest ranked formula
which is consistent, then Cons(E) = 2−2. Hence, Merge(E) ≡ φ2 ≡ ¬d ∧ o. Indeed,
we have ❏φ2❑ = {ω1,ω5} which is the set of models of Merge(E) for  =∑ following
Table 3.
It remains now to compute Cons(E). The following proposition gives the computation
of Cons(E) by means of the ranks of consistent partial conjuncts:
Fig. 5. Computation of Merge(E) from E .
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Proposition 11. Cons(E)= 2−j with j =min{R(P ): P is a consistent partial conjunct}.In fact, as we will see we do not need to compute all consistent partial conjuncts.
Indeed, on the basis of Corollary 4, it is enough to only consider maximal consistent
conjuncts.
Definition 25. A partial conjunct P , of a complete conjunct D, is said to be a maximal
consistent conjunct, if there is no partial consistent conjunct P ′ of D such that P ⊆
P ′.
Maximal partial conjuncts, of a complete conjunct D, are those only obtained by
removing conflicting literals. A literal l of D is said to be conflicting if its negation
belongs also to D. If l is a conflicting literal in D, we write (li,¬lj ) to say that there
are i occurrences of l in D, and j occurrences of ¬l in D. Then, we have the following
proposition:
Proposition 12. Let D be a complete conjunct. Let {(li,¬lj )} be the set of conflicting
literals in D. P is a maximal consistent partial conjunct of D iff it is obtained by removing
for each conflicting literal (li ,¬lj ) either i literals l or j literals ¬l.
The proof is immediate since to get a consistent partial conjunct, we need to remove
conflicting literals. And, if (li ,¬lj ) is a conflicting literal then we should remove either
i occurrences of l or j occurrences of ¬l. Clearly, removing any other literal leads to a
non-maximal consistent conjunct.
Example 16. Let us consider again the complete conjunctD = C1∧C4∧C5 = (s∧¬d)∧
(¬s∧¬d ∧o)∧ (s∧d ∧o). The set of conflicting literals is {(s2,¬s), (d,¬d2)}. Maximal
consistent partial conjuncts obtained from D by removing either i occurrences of l or j
occurrences of ¬l are:
P1 = (¬d)∧ (¬s ∧¬d ∧ o)∧ (o) obtained by removing s and d,
P2 =∧ (¬s ∧ o)∧ (d ∧ o) obtained by removing s and ¬d,
P3 = (s ∧¬d)∧ (¬d ∧ o)∧ (s ∧ o) obtained by removing ¬s and d, and
P4 = (s)∧ (o)∧ (s ∧ d ∧ o) obtained by removing ¬s and ¬d.
Let =∑. We have: R(P1)= 3,R(P2)= 4, R(P3)= 2 andR(P4)= 3.
Now, Proposition 13 gives a way to compute Cons(E):
Proposition 13. Let RC(D) = min{R(P ): P is a maximal consistent partial conjunct of
D}. Then,
Cons(E)= 2−j with j =min
{RC(Di): Di is a complete conjunct}.
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Clearly, the main task in the computation of Cons(E) is the computation of RC(D),
where D is a complete conjunct. The recursive procedure 1 gives how to computeRC(D)
for a given complete conjunct. Thus, the procedure is used for each complete conjunct
Di constructed from elementary conjuncts of the propositional bases K1, . . . ,Kn. At the
beginning, the procedure starts with the following maximal consistent partial conjunct
obtained from D by removing from each pair (li,¬lj ), i occurrences of l in D if
i < j , or j occurrences of ¬l otherwise. Let r be the rank of this partial conjunct. For
example, if
D = C1 ∧C4 ∧C5 = (s ∧¬d)∧ (¬s ∧¬d ∧ o)∧ (s ∧ d ∧ o)
then,
Conf (D)= {(s2,¬s), (d,¬d2)}.
We remove ¬s and d . Then, we obtain the following maximal consistent partial
conjunct
P = (s ∧¬d)∧ (¬d ∧ o)∧ (s ∧ o).
Let =∑. Then, r = 0+ 1+ 1= 2.
Then, the procedure tries to construct another partial consistent conjunct with a
lower rank. Note that removing conflicting literals with minimal occurrences does
not necessarily lead to RC(D). To illustrate this point, let us give the following
example:
Example 17. Let D = C1 ∧ C2 ∧ C3 ∧ C4 ∧ C5, where C1 = ¬l, C2 = ¬b ∧ ¬c,
C3 =¬a ∧ l, C4 = a ∧ b ∧ c and C5 =¬l. Then,
Conf (D)= {(l,¬l2), (b,¬b), (c,¬c), (a,¬a)}.
Let P1 and P2 be two partial conjuncts obtained from D by ignoring the conflicting lit-
erals {l, b,¬c,¬a} and {¬l, b,¬c,¬a} respectively. Let  =MAX . Then, R(P1) =
max{0,1,2,1,0} = 2 and R(P2) = max{1,1,1,1,1} = 1. Hence, if we remove ¬l we
get a consistent partial conjunct with a lower rank.
Our procedure is recursive, having one parameter: the actual constructed partial
conjunct P (at the first call P = D), r is a global variable which encodes RC(D). At
each call of the procedure, we reduce the size of P by removing conflicting literals of
P . The procedure first checks if the conflicting set is empty. If it is empty then we
let r equal to R(P ) only if R(P ) < r , namely the rank of the constructed consistent
conjunct is less than r . If the conflicting set is not empty. Then, we reduce the size
of the actual conjunct by removing one literal. Let l1 be a conflicting literal, and P1
be the result of removing from P the literal l1. Then, if R(P1)  r then there is no
need to exploit sub-conjuncts of P1, since their ranks will be at least equal to r (see
Corollary 4).
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Procedure 1. Cons−Par−Conj(P )
Data: D = C1 ∧ · · · ∧Cn;
A global variable r;
A merging operator ;
Result: r =RC(D)
begin∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
– Compute the set of conflicting literals Conf (P );
if Conf (P )= ∅ then⌊
ifR(P ) < r then r←R(P )
else
– Select a pair (li ,¬lj ) in Conf (P );
– Conf (P )= Conf (P )− {(li,¬lj )};
– Let P1 = (C1 − {l})∧ · · · ∧ (Cn − {l}) and P2 = (C1 − {¬l})∧ · · · ∧ (Cn − {¬l});
ifR(P1) < r then⌊
Cons−Par−Conj(P1)
ifR(P2) < r then⌊
Cons−Par−Conj(P2)
return r
end
We propose now to run the procedure on an example:
Example 18. Let us consider the complete conjunct D = C1 ∧ C4 ∧ C5, where C1 =
s ∧ ¬d , C4 = ¬s ∧ ¬d ∧ o and C5 = s ∧ d ∧ o. Let  =MIN . We have Conf (D) =
{(s2,¬s), (d,¬d2)}. Then, r =min(1,1)= 1. Let us now apply the procedure.
– We select the pair (s2,¬s). Then, P1 = (¬d) ∧ (¬s ∧ ¬d ∧ o) ∧ (d ∧ o) and
P2 = (s ∧ ¬d) ∧ (¬d ∧ o) ∧ (s ∧ d ∧ o). We have R(P1) = min(1,0,1) = 0 and
R(P2)=min(0,1,0)= 0. Both of R(P1) and R(P2) are less than r . Then, we apply
the procedure with P1 and P2.
– Let us start with P1. We have Conf (P1)= {(d,¬d2)}. Then, we compute two partial
conjuncts P11 = (¬d)∧ (¬s ∧¬d ∧ o)∧ (o) and P12 =∧ (¬s ∧ o)∧ (d ∧ o). We
have R(P11)= min(1,0,2)= 0 and R(P12)=min(2,1,1)= 1. P11 is consistent and
R(P11) < r , then r = 0. Since the possible minimal value for the ranks is 0, then the
procedure stops.
This procedure computes the consistency rank of a complete conjunct D for a general
merging operator . However, when  is additive like ∑ and WS for example, then the
consistency rank ofD is simply obtained by considering conflicting literals having minimal
occurrences. Namely, let D be a complete conjunct and Conf (D) be the set of conflicting
literals in D. Then,
– for =∑, we haveRC(D)=∑(li ,¬lj )∈Conf (D) min(i, j), and
– for  = WS , we have RC(D) = ∑(li,¬lj )∈Conf (D) min(x(i), x(j)), where x(i)
(respectively x(j)) is the sum of weights of the bases Ki (i = 1, . . . , n) where l
(respectively ¬l) appears in the associated conjunct.
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Example 19. Let us consider again the complete conjunctD = C1∧C4∧C5 = (s∧¬d)∧
(¬s ∧¬d ∧ o)∧ (s ∧ d ∧ o). We have Conf (D)= {(s2,¬s), (d,¬d2)}.
Let  =∑. We have RC(D) = min(2,1) + min(1,2) = 2. For  =WS , we have
RC(D)=min(2,3)+min(1,4)= 3 (recall that the bases K1,K2 and K3 have the weights
1,3 and 1 respectively for =WS following Example 6).
6.4. Experimental results
This section presents some experimental results (on SPARC ULTRA 5) about the
encoding of merging propositional bases using guaranteed possibility measures.
In the following, given K = C1 ∨ · · · ∨ Cn in a DNF form, we will use the following
notations:
• number of conjuncts is n, denoted by NC.
• The value maxi=1,...,n |Ci | will be called size of conjunct, denoted by SC.
• The number of variables will be denoted by NV.
• The number of bases will be denoted by NB.
Our algorithm has been implemented for an instance of  which is the sum operator.
Knowledge bases are randomly generated. For each specific choice of (SC, NV, . . .) we
have generated several knowledge bases from which average time is reported. Table 4
shows that for fixed NC and SC, the number of variables has no big negative effect on
running time. It also shows that with guaranteed based-encoding we can deal with bases
having until 600 variables. In all experiments, NB is equal to 3. Clearly NC and SC play an
important role. Table 5 gives a summary when varying these two parameters. And clearly,
when NC and SC increase, the running time increases.
Table 4
NV= 80 NV= 100 NV= 200 NV= 400 NV= 600
NC= 40 , SC= 20 0:0:01.67 0:0:01.99 0:0:06.52 0:0:42.52 0:1:51.59
NC= 100 , SC= 60 0:0:49.34 0:0:51.97 0:1:04.99 0:1:31.07 0:1:58.51
NC= 200 , SC= 100 – – 0:12:18.59 0:15:39.56 0:19:08.97
Table 5
NV SC NC Run time
80 54 26 0:0:01.23
52 0:0:08.52
78 0:0:28.53
40 40 0:0:03.23
80 0:0:24.57
120 0:1:22.50
27 53 0:0:05.65
106 0:0:45.03
159 0:2:32.50
NV SC NC Run time
100 67 33 0:0:02.86
66 0:0:21.44
99 0:1:11.89
50 50 0:0:07.72
100 0:1:00.13
150 0:3:22.43
33 67 0:0:13.86
134 0:1:51.90
201 0:6:17.78
NV SC NC Run time
200 134 66 0:0:43.96
132 0:5:45.78
198 0:19:45.64
100 100 0:2:05.55
200 0:16:26.72
300 0:55:26.85
66 134 0:3:44.48
268 0:30:15.89
402 1:40:40.93
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The encoding based on guaranteed possibility measures gives better results than an
encoding based on necessity measure [2]. This is not surprising and mainly explained
by the fact that this encoding relies on propositional bases given in DNF forms as input
and the output is also a (weighted) DNF format. While, the encoding based on necessity
measures first transforms initial DNF to weighted CNF, and then uses SAT for consistency
check.
7. Concluding discussions
The first contribution of this paper concerns the representation of prioritized informa-
tion, encoding desires or knowledge, in the framework of possibility theory. We have com-
pleted and extended previous works, started by Dubois, Prade and colleagues [17,23] on
the logical representation of prioritized information using guaranteed possibility measures.
We have shown that all basic notions, used in standard possibilistic logic, have natural
counterparts when dealing with ∆-knowledge bases.
The second contribution is the transformation from N-based knowledge bases to
∆-based knowledge bases, and conversely. These correspondences are useful if we
have to combine pieces of information expressed in different formats, and to check
their consistency. Each of these two compact representations, of the same possibility
distribution, has its interest for communication purposes and for modeling expert
knowledge. Another interest in the transformation from N-knowledge to ∆-knowledge
bases, can be the compilation of N-based knowledge bases. Indeed, the plausible (and
preferential inference) from ∆-knowledge bases are achieved by a separate classical
consistency check of set of formulas having a same weight. Therefore, any propositional
knowledge compilation [10,15,31,36] can be re-used and applied to sets of ∆-formulas
having a same weight.
The third contribution of this paper (as it has been previously done for N-based
knowledge bases [2]) is to provide syntactic operators, which are semantically meaningful,
for merging ∆-based knowledge bases. We have shown that any merging operator
satisfying the unanimity condition can have a syntactic counterpart. This condition simply
says that if all experts consider that one solution is preferred to another solution, then this
preference between these two solutions should be preserved after the merging process.
The last contribution is to provide an encoding of merging propositional knowledge
bases using guaranteed possibility measures. It is composed of two steps: the first one
consists in transforming a propositional base into a ∆-knowledge base. And the second step
consists in applying syntactic merging operators, to ∆-knowledge bases, to compute the
result of merging propositional bases. The first step is very similar to the one proposed by
Lafage and Lang [27]. The main difference is that they use penalty logic [16,33] instead of
possibilistic logic. They show that Hamming distance associated with a propositional base,
can be viewed as a penalty-logic knowledge base. However, in [27] there is no counterpart
of a syntactic merging knowledge bases (since it was not the purpose of their paper). Except
Lin [29], who has provided a syntactic algorithm for merging propositional bases with the
Sum and Weighted Sum operations, most of existing approaches are only semantically
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defined. Therefore, our system provides a syntactic counterpart of most of well known
operators, like GMAX [25,26] or OWA [41].
A future work will be to see if other distances can be used instead of Hamming distance.
We conjecture that our encoding can be applied if the distance between two interpretations
is a monotonic function of the set of literals on which they differ. Thus, this function
can go beyond the cardinality which is used in Hamming distance. Another future work
is to see how our encoding of merging propositional knowledge bases can be extended
to consider other compilations forms of CNF like for example DNNF (Decomposable
Negative Normal Forms) recently introduced by Darwiche [14].
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Appendix A
Proposition 3. Let  be a ∆-knowledge base. Let [φ,a] and [ψ,a] be two ∆-formulas
in . Let ′ = ( − {[φ,a], [ψ,a]}) ∪ {[φ ∨ ψ,a]}. Then,  and ′ are semantically
equivalent.
Proof. The two ∆-knowledge bases  and ′ have the same formulas except the formulas
[φ,a], [ψ,a] and [φ ∨ ψ,a]. Then, it is clear that when π(ω) > a and π′(ω) > a
(respectively π(ω) < a and π′(ω) < a) we have π(ω) = π′(ω). Let us now show
that ∀ω,π(ω)= a iff π′(ω)= a.
1. Suppose that π(ω)= a which means thatω falsifies all formulas in having a weight
strictly greater than a. Then, π′(ω)  a since  and ′ have the same formulas
having a weight strictly greater than a.
We now distinguish two cases:
– ω |= φ (or ω |=ψ):
Then, ω also satisfies φ ∨ψ . Hence, π′(ω)= a.
– ω |= φ and ω |=ψ , (hence ω |= φ ∨ψ):
Then, π(ω)= a means that ω satisfies a formula in  having a weight equal to a,
other than φ and ψ . This formula also belongs to ′. Then, π′(ω)= a.
2. Suppose that π′(ω) = a which means that ω falsifies all formulas in ′ having a
weight strictly greater than a. Then, π(ω) a since and′ have the same formulas
having a weight strictly greater than a.
We now distinguish two cases:
– ω |= φ ∨ψ :
This means that ω satisfies φ, or ψ or both. [φ,a] and [ψ,a] belong to . Then,
π(ω)= a.
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– ω |= φ ∨ψ :
Then, ω falsifies both φ and ψ . So, π′(ω)= a means that ω satisfies a formula in
′ having a weight equal to a, other than φ ∨ ψ . This formula also belongs to .
Then, π(ω)= a. ✷
Lemma 3. Let [φ,a] be a strictly ∆-subsumed formula by . Then,  and  − {[φ,a]}
are semantically equivalent.
Proof. The proof can be easily checked. Suppose that [φ,a] is strictly ∆-subsumed by .
The bases and−{[φ,a]} are semantically equivalent means that they generate the same
possibility distribution. To show this equivalence, we will show that [φ,a] is not involved
in the computation of π. By definition, [φ,a] is strictly ∆-subsumed by  means that
❏φ❑ ⊆⋃{❏φj ❑: [φj , aj ] ∈  and aj > a}. Given an interpretation ω, we distinguish two
cases:
– ω |= φ:
Then, ω |= φ which implies ω ∈ ⋃{❏φj ❑: [φj , aj ] ∈  and aj > a}. Following
Definition 11, we have π(ω) = max{aj : [φj , aj ] ∈  and aj > a} > a. So in this
case, [φ,a] is not considered in the computation of π(ω).
– ω |= φ:
Then, ω |= φ. Following Definition 11, it is clear that in this case, [φ,a] is not involved
in the computation of π(ω) since we look for weights of formulas satisfied by ω. ✷
Lemma 4. Let [⊥, a] be a contradiction formula in . Then,  and ′ = − {[⊥, a]} are
equivalent, namely π = π′ .
Proof. The proof of this lemma is immediate using Definition 11. Indeed, the possibility
distribution associated with a ∆-knowledge base considers formulas which are satisfied by
the interpretation while the contradiction is not satisfied by any interpretation. ✷
Proposition 4. core(π) = ❏∨φi∈ρ∆() φi❑, and coreϕ(π) = ❏∨φ′i∈ρ∆(′) φ′i❑ with ′ ={[φi ∧ ϕ,ai] : [φi, ai] ∈ }.
Proof.
1. We first show that core(π) = ❏∨φi∈ρ∆() φi❑, namely we show that core(π) ⊆
❏
∨
φi∈ρ∆() φi❑ and ❏
∨
φi∈ρ∆() φi❑⊆ core(π).
– Let us show that core(π)⊆ ❏∨φi∈ρ∆() φi❑. Suppose that there exists an interpre-
tation ω s.t. ω ∈ core(π) and ω /∈ ❏∨φi∈ρ∆() φi❑. By definition, ω ∈ core(π)
means that ω has the greatest possibility degree in π. Recall that ρ∆() is com-
posed of formulas in  which are consistent and have a maximal weight which
is equal to Cons(). ω /∈ ❏∨φi∈ρ∆() φi❑ means that ω falsifies all consistent for-
mulas in  having the weight Cons(). Then, π(ω) < Cons(). Moreover, let
ω′ ∈ ❏∨φi∈ρ∆() φi❑ (ω′ exists since ∨φi∈ρ∆() φi is consistent). Then, π(ω′) =
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Cons(). Hence, π(ω) < π(ω′), which contradicts the fact that ω belongs to
core(π).
– We now show that ❏
∨
φi∈ρ∆() φi❑ ⊆ core(π). Suppose that there exists an
interpretation ω s.t. ω ∈ ❏∨φi∈ρ∆() φi❑ and ω /∈ core(π). Recall that ρ∆() is
composed of the highest consistent formulas inwhose weight is equal to Cons().
Then,ω ∈ ❏∨φi∈ρ∆() φi❑ means that π(ω)= Cons(). Now,ω /∈ core(π) means
that ∃ω′ ∈ Ω,π(ω′) > π(ω). Let [φ,a] be the highest formula satisfied by ω′.
π(ω′) > π(ω) means that a > Cons(). However, this contradicts the fact that
Cons() is the degree of the highest ranked consistent formula in .
2. We now show that coreϕ(π)= ❏∨φ′i∈ρ∆(′) φ′i❑ with ′ = {[φi ∧ϕ,ai]: [φi, ai] ∈ }.
The proof is very similar to the first case, and noticing that adding ϕ in each formula of
a ∆-knowledge, amounts to ignore countermodels of ϕ when computing preferential
inference. ✷
Proposition 5. Let  be a ∆-knowledge base where each level only contains one formula.
Let B be the N-knowledge base constructed from  following Definition 17. Then,  and
B are semantically equivalent, i.e., π = πB .
Proof. Let  = {[φ1, a1], . . . , [φn, an]} be a ∆-knowledge base where each level is only
composed of one formula, and 1  a1 > · · · > an > 0 (an+1 = 0). Let B = {(φ1 ∨ · · · ∨
φi,1− ai+1): i = 1, . . . , n} ∪ {(⊥,1− a1)}. Let us compute the possibility distribution πB
associated with B using Definition 6. Note that B is inconsistent to a degree at least equal
to 1− a which means that ∀ω,πB(ω) a. We consider two cases:
– Suppose that πB(ω) = a1. This means that ω satisfies all formulas in B except
(obviously) (⊥,1 − a1). Then, ω satisfies all formulas (φ1 ∨ · · · ∨ φi,1 − ai+1) for
i = 1, . . . , n. Then, ω satisfies φ1 (for i = 1). φ1 has the greatest weight in , then
π(ω)= a1 = πB(ω).
– Suppose that πB(ω) = ai+1 < a1. This means that ω satisfies the formulas φ1 ∨
· · · ∨ φn, φ1 ∨ · · · ∨ φn−1, . . . , φ1 ∨ · · · ∨ φi+1 and falsifies φ1 ∨ · · · ∨ φi . ω falsifies
φ1 ∨ · · · ∨ φi means that ω falsifies φ1, . . . , φi . Then, ω satisfies φ1 ∨ · · · ∨ φn,
φ1 ∨ · · · ∨ φn−1, . . . , φ1 ∨ · · · ∨ φi+1 means that ω satisfies φi+1 ∨ · · · ∨ φn, φi+1 ∨
· · · ∨ φn−1, . . . , φi+1. Then, ω falsifies φ1, . . . , φi and satisfies φi+1. Hence, π(ω)=
ai+1 = πB(ω).
Then ∀ω ∈Ω,π(ω)= πB(ω). ✷
Proposition 6. Let B = {(φi, ai): i = 1, . . . , n} be an N-knowledge base where each level
only contains one formula. Let  be the ∆-knowledge base constructed from B following
Definition 18. Then, B and  are semantically equivalent, i.e., πB = π.
Proof. Let B = {(φ1, a1), . . . , (φn, an)}, 1 a1 > · · ·> an > 0. By Definition 18, we have
 = {[φ1 ∧ · · · ∧ φi,1 − ai+1]: i = 1, . . . , n} ∪ {[,1 − a1]} with a1 > · · ·> an > an+1
(= 0).
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Let us compute the possibility distribution π associated with  using Definition 12.
Note that due to the presence of [,1− a1], we have ∀ω,π(ω) 1− a1. We distinguish
two cases:
– π(ω)= 1− a1 means that ω falsifies all formulas in  except [,1− a1]. Hence, it
falsifies φ1 which has the greatest weight in B , then πB(ω)= 1− a1 = π(ω).
– Suppose now that π(ω)= 1−ai+1 > 1−a1. This means that ω satisfies φ1∧· · ·∧φi ,
and ω falsifies φ1 ∧ · · · ∧ φn,φ1 ∧ · · · ∧ φn−1, . . . , φ1 ∧ · · · ∧ φi+1.
So, ω satisfies φ1, . . . , φi and falsifies φi+1. Then, πB(ω)= 1− ai+1 = π(ω). ✷
Proposition 7. Let π1 and π2 be the possibility distributions associated with 1 and 2
respectively using Definition 12. Let ⊕ be a merging operator. Let ⊕ be the result of
merging 1 and 2 following Definition 19. Then, ⊕(π1,π2) is the possibility distribution
associated with ⊕ using Definition 12.
Proof. Let 1 and 2 be two ∆-knowledge bases and, π1 and π2 be their associated
possibility distributions. Let ⊕ be a merging operator, and ⊕ be the result of merging
1 and 2 using ⊕. To show that ⊕(π1,π2) is the possibility distribution associated with
⊕ using Definition 12, we compute π⊕ , the possibility distribution associated with ⊕
using Definition 12 and show that π⊕ =⊕(π1,π2).
We have
π⊕ =
{[φi,⊕(ai,0)]: [φi, ai] ∈ 1}∪ {[ψj ,⊕(0, bj )]: [ψj , bj ] ∈ 2}
∪ {[φi ∧ψj ,⊕(ai, bj )]: [φi, ai] ∈ 1 and [ψj , bj ] ∈ 2}∪ {[,⊕(0,0)]}
which can also be written in the following way:
⊕ =
{[φi ∧ψj ,⊕(ai , bj )]: [φi, ai] ∈ ′1 and [ψj , bj ] ∈ ′2},
where ′1 = 1 ∪ {[,0]} and ′2 = 2 ∪ {[,0]}. Since ⊕ contains the tautological
formula (i.e., [,⊕(0,0)]), then π⊕ is computed as follows:
π⊕(ω)=max
{⊕(ai, bj ): ω |= φi ∧ψj and [φi ∧ψj ,⊕(ai , bj )] ∈ ⊕}
=max{⊕(ai, bj ): ω |= φi ∧ψj and [φi, ai] ∈ ′1, [ψj , bj ] ∈ ′2}}
=max{⊕(ai, bj ): ω |= φi, [φi, ai] ∈ ′1 and ω |=ψj , [ψj , bj ] ∈ ′2}.
Since ⊕ satisfies the unanimity condition then when ai and bj are maximal then ⊕(ai, bj )
is also maximal. Hence,
π⊕(ω)=⊕
(
max
{
ai : ω |= φi, [φi, ai] ∈ ′1
}
, max
{
bj : ω |=ψj , [ψj , bj ] ∈ ′2
})
=⊕(π1(ω),π2(ω)). ✷
Proposition 8. Let K be a conjunct composed of n literals, and K be the ∆-knowledge
base constructed from K using Definition 21. Then, K is a syntactic representation of
d(. ,K), namely
∀ω ∈Ω, d(ω,K)= j iff πK (ω)= 2−j .
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Proof. Let K be a set of literals, and K = {[Wj(K),2−j ]: j = 0, . . . , |K|}.– Suppose that d(ω,K) = j and show that πK (ω)= 2−j . d(ω,K) = j means that ω
falsifies exactly j literals in K . Then, ω satisfies exactly (n− j) literals in K , where
n = |K|. Hence, ω satisfies at least one conjunct of size (n − j) obtained from K .
Then, ω |=Wj(K). The weight associated with Wj(K) is 2−j , then πK (ω) 2−j .
Let us now show that πK (ω) cannot be greater than 2−j . Indeed, ω satisfies exactly
(n− j) literals in K means that ω falsifies all conjuncts of size (n− i) obtained from
K s.t. i < j , i.e., ω |=Wi(K) with i < j . Hence, πK (ω)= 2−j .
– Suppose now that πK (ω)= 2−j and show that j = d(ω,K). πK (ω)= 2−j means
that ω |= Wj(K) and ω |= Wi(K) for 0  i < j . By definition, Wj(K) is the
disjunction of all conjuncts obtained from K by ignoring j literals. Then, ω |=Wj(K)
means that ω satisfies at least (n− j) literals in K . This means that d(ω,K) j .
Suppose that d(ω,K) < j . This means that ω falsifies i literals in K s.t. i < j . Then, ω
satisfies (n− i) literals in K . Hence, ω |=Wi(K) s.t. i < j . However, this contradicts
the hypothesis that ω |=Wi(K) for 0 i < j . ✷
Proposition 9. Let K = C1∨· · ·∨Cn be a propositional base andK be the ∆-knowledge
base associated with K using Definition 23. Then, K is a syntactic representation of
d(. ,K), namely
∀ω ∈Ω, d(ω,K)= j iff πK (ω)= 2−j .
Proof. Let K = C1 ∨ · · · ∨ Cn be a propositional base. Let K = {[Wj(K),2−j ]: j =
0, . . . , size(K)}, where Wj(K)=Wj(C1)∨ · · · ∨Wj(Cn).
– Let us show that ∀ω ∈ Ω , if d(ω,K) = j then πK (ω) = 2−j . d(ω,K) = j means
that there exists at least one conjunctCk in K s.t. d(ω,Ck)= j and all other conjuncts
Ck′ in K are s.t. d(ω,Ck′) j . d(ω,Ck)= j means that ω satisfies exactly |Ck| − j
literals in Ck . Then, ω falsifies all conjuncts of size |Ck|− i s.t. i < j , i.e., ω |=Wi(Ck)
s.t. i < j . Now, d(ω,Ck′ )  j means that ω falsifies at least j literals in Ck′ , i.e., ω
satisfies at most |Ck′ | − j literals in Ck′ . Then, all conjuncts of size |Ck′ | − i s.t. i < j
are falsified. Hence, ω |=Wi(Ck′) for i < j . Then, ω |=Wj(K) and πK (ω)= 2−j .
– Suppose now that πK (ω)= 2−j and show that d(ω,K) = j . πK (ω)= 2−j means
that ω |= Wj(K) and ω |= Wi(K) for i < j . ω |= Wj(K) iff ω |= Wj(C1) ∨ · · · ∨
Wj(Cn). This means that there exists at least one conjunct Ck in K s.t. ω satisfies
at least |Ck| − j literals in Ck , i.e., ω falsifies at most j literals in Ck . Hence,
d(ω,Ck)  j . By definition [29], d(ω,K) = minCi∈K d(ω,Ci). Then, d(ω,K)  j .
Suppose now that d(ω,K) < j . This means that there exists at least one conjunct Ck
in K s.t. d(ω,Ck)= i and i < j . Then, ω falsifies exactly i literals in Ck and satisfies
exactly |Ck| − i literals in Ck . Hence, ω |=Wi(Ck). Then, ω |=Wi(K) however this
contradicts the hypothesis that ω |=Wi(K) for i < j . ✷
Lemma 5. Let K1 and K2 be two propositional bases to be merged using , and K1
and K2 be their associated ∆-knowledge bases using Definition 23. Let ⊕ be a merging
operator, and ⊕ be the result of merging K1 and K2 with ⊕. Then,
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⊕ =
{[
Wi(K1)∧Wj(K2),2−(i,j)
]
:
[
Wi(K1),2−i
] ∈ K1 and[
Wj(K2),2−j
] ∈K2}.
Proof. Let K1 and K2 be two propositional bases to be merged using . Let K1 and K2
be the ∆-knowledge bases associated with K1 and K2 respectively using Definition 9.
Let us compute ⊕, the result of combining K1 and K2 with ⊕ using Definition 19, we
get:
⊕ =
{[
Wi(K1),⊕
(
2−i ,0
)]
:
[
Wi(K1),2−i
] ∈ K1} ∪{[
Wj(K2),⊕
(
0,2−j
)]
:
[
Wj(K2),2−j
] ∈K2}∪{[
Wi(K1)∧Wj(K2),⊕
(
2−i ,2−j
)]
:
[
Wi(K1),2−i
] ∈K1 and[
Wj(K2),2−j
] ∈ K2} ∪ {[,⊕(0,0)]}.
We have ⊕(2−i ,2−j )= 2−(i,j). Then, it remains to fix the values ⊕(2−i ,0), ⊕(0,2−j )
and ⊕(0,0) using . Recall that the formulas[
Wsize(K1)(K1),2
−size(K1)] and [Wsize(K2)(K2),2−size(K2)]
in K1 and K2 respectively are equal to [,2−size(K1)] and [,2−size(K2)] respec-
tively. Then, each formula [Wi(K1),⊕(2−i ,0)] in ⊕ is subsumed by [Wi(K1) ∧
,⊕(2−i ,2−size(K2))] since ⊕ satisfies the unanimity property.
Also, the formula [Wj(K2),⊕(0,2−j )] in ⊕ is subsumed by [ ∧ Wj(K2),
⊕(2−size(K1),2−j )]. Lastly, the formula [,⊕(0,0)] is subsumed by [,⊕(2−size(K1),
2−size(K2))]. ✷
Corollary 4. LetD be a complete conjunct. Let P = Ci1 ∧· · ·∧Cin andP ′ = Ci′1 ∧· · ·∧Ci′n
be two partial conjuncts of D s.t. ∀l,Cil ⊆ Ci′l . Then, R(P )R(P ′).
Proof. Let D = C1 ∧ · · · ∧ Cn be a complete conjunct. Let P = Ci1 ∧ · · · ∧ Cin and
P ′ = Ci′1 ∧ · · · ∧ Ci′n be two partial conjuncts of D s.t. ∀l,Cil ⊆ Ci′l . Recall that Cil ’s
are conjuncts obtained from Cl ’s in D by ignoring il literals. Then, Cil ⊆ Ci′l means that
il  i ′l . Since  satisfies the unanimity condition, then for l = 1, . . . , n, il  i ′l implies(i1, . . . , in) (i ′1, . . . , i ′n). By Definition 4, (i1, . . . , in) and (i ′1, . . . , i ′n) are R(P )
andR(P ′) respectively, then R(P )R(P ′). ✷
Proposition 10. Let E = {K1, . . . ,Kn} be a set of n propositional bases. Then, E is
semantically equivalent to{[∨
Pi,2−i
]
: Pi is a partial conjunct of rank i, i = 0, . . . , u
}
,
where u=(size(K1), . . . , size(Kn)).
Proof. Following Lemma 5 (applied to n ∆-knowledge bases), we have:
E =
{[
Wi1(K1)∧ · · · ∧Win(Kn),2−(i1,...,in)
]
: i1 = 0, . . . , size(K1), . . . ,
in = 0, . . . , size(Kn)
}
.
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Recall thatWil (Kl) is the disjunction of all conjuncts obtained by ignoring il literals in each
elementary conjunct in Kl . Recall also that a partial conjunct is the result of conjoining il-
weakened conjuncts each one taken from one base Kl . Hence, Wi1(K1)∧ · · · ∧Win(Kn) is
the disjunction of partial conjuncts. Each partial conjunct is of the form P = Ci1 ∧· · ·∧Cin
where Cil is a conjunct obtained by removing il literals from an elementary conjunct in Kl .
Hence, the rank of P is R(P )=(i1, . . . , in). ✷
Proposition 11. Cons(E)= 2−j with j =min{R(P ): P is a consistent partial conjunct}.
Proof.
Cons(E)=max
{
2−i :
[
φi,2−i
] ∈E and φi is consistent}
=max
{
2−i :
[∨
Pi,2−i
]
∈E and Pi is a consistent partial conjunct
}
=max{2−i : Pi is a consistent partial conjunct}
= 2−min{i: Pi is a consistent partial conjunct}
= 2−j with j =min{R(P ): P is a consistent partial conjunct}. ✷
Proposition 13. Let RC(D)= min{R(P ) : P is a maximal consistent partial conjunct of
D}. Then,
Cons(E)= 2−j with j =min
{RC(Di): Di is a complete conjunct}.
Proof. Cons(E) = 2−min{R(P ):P is a consistent partialconjunct}. Let D1, . . . ,Dn be n com-
plete conjuncts. Let j =min{R(P ): P is a consistent partial conjunct}. Then,
j =min{R(P ): P is a consistent partial conjunct}
=min{min{R(P1): P1 is a consistent partial conjunct of D1}, . . . ,
min
{R(Pn): Pn is a consistent partial conjunct of Dn}}
=min{min{R(P1): P1 is a maximal consistent partial conjunct of D1}, . . . ,
min
{R(Pn): Pn is a maximal consistent partial conjunct of Dn}}
(since maximal consistent partial conjuncts have lowest ranks due to
Corollary 4)
=min{RC(Di): Di is a complete conjunct}. ✷
References
[1] B. De Baets, E. Tsiporkova, R. Mesiar, Conditioning in possibility theory with strict order norms, Fuzzy
Sets and Systems 106 (1999) 221–229.
[2] S. Benferhat, D. Dubois, S. Kaci, H. Prade, Encoding information fusion in possibilistic logic: A general
framework for rational syntactic merging, in: Proc. 14th European Conference on Artificial Intelligence
(ECAI’00), Berlin, 2000, pp. 3–7.
332 S. Benferhat, S. Kaci / Artificial Intelligence 148 (2003) 291–333
[3] S. Benferhat, D. Dubois, S. Kaci, H. Prade, Bipolar representation and fusion of preferences in
the possibilistic logic framework, in: Proc. 8th International Conference on Principle of Knowledge
Representation and Reasoning (KR’02), Toulouse, France, 2002, pp. 158–169.
[4] S. Benferhat, D. Dubois, H. Prade, From semantic to syntactic approaches to information combination in
possibilistic logic, in: Aggregation and Fusion of Imperfect Information, Physica Verlag, 1997, pp. 141–151.
[5] S. Benferhat, D. Dubois, H. Prade, Towards a possibilistic logic handling of preferences, Appl. Intelli-
gence 14 (2001) 303–317.
[6] S. Benferhat, D. Dubois, H. Prade, M. Williams, A practical approach to fusing and revising prioritized
belief bases, in: Proc. 9th Portuguese Conference on Artificial Intelligence (EPIA’99), in: Lecture Notes in
Artificial Intelligence, Vol. 1695, Springer, Berlin, 1999, pp. 222–236.
[7] S. Benferhat, S. Kaci, A possibilistic logic handling of strong preferences, in: Proc. Internat. Fuzzy Systems
Association (IFSA’01), 2001, pp. 962–967.
[8] P. Bison, G. Chemello, C. Sossai, G. Trainito, A possibilistic approach to sensor fusion in mobile robotics, in:
Proc. 2nd Euromicro Workshop on Advanced Mobile Robots (Eurobot’97), Brescia, Italy, 1997, pp. 73–79.
[9] G. Bossu, P. Siegel, Saturation, nonmonotonic reasoning and the closed-world assumption, Artificial
Intelligence 25 (1) (1985) 13–63.
[10] M. Cadoli, F.M. Donini, A survey on knowledge compilation, AI Comm. 10 (1997) 137–150.
[11] L. Cholvy, Reasoning about merging information, in: Handbook of Defeasible Reasoning and Uncertainty
Management Systems, Vol. 3, Kluwer, Boston, MA, 1998, pp. 233–263.
[12] G. De Cooman, Possibility theory II: Conditional possibility, Internat. J. Gen. Syst. 25 (4) (1997) 325–351.
[13] M. Dalal, Investigations into a theory of knowledge base revision: Preliminary report, in: Proc. AAAI-88,
St. Paul, MN, 1988, pp. 475–479.
[14] A. Darwiche, Compilation knowledge into decomposable negation normal form, in: Proc. IJCAI-99,
Stockholm, Sweden, 1999, pp. 284–289.
[15] A. Darwiche, On the tractable counting of theory models and its application to belief revision and truth
maintenance, in: Workshop of Non-Monotonic Reasoning, Breckenridge, CO, 2000.
[16] F. Dupin de Saint-Cyr, J. Lang, T. Schiex, Penalty logic and its link with Dempster–Shofer theory, in:
Proc. 10th International Conference on Uncertainty in Artificial Intelligence (UAI’94), Seattle, WA, Morgan
Kaufmann, San Mateo, CA, 1994, pp. 204–211.
[17] D. Dubois, P. Hajek, H. Prade, Knowledge-driven versus data-driven logics, J. Logic Language Inform. 9
(2000) 65–89.
[18] D. Dubois, J. Lang, H. Prade, Theorem-proving under uncertainty—A possibility theory-based approach,
in: Proc. IJCAI-87, Milan, Italy, 1987, pp. 984–986.
[19] D. Dubois, J. Lang, H. Prade, Possibilistic logic, in: Handbook of Logic in Artificial Intelligence and Logic
Programming, Vol. 3, Oxford University Press, Oxford, 1994, pp. 439–513.
[20] D. Dubois, H. Prade, Epistemic entrenchment and possibilistic logic, Artificial Intelligence 50 (1991) 223–
239.
[21] D. Dubois, H. Prade, Possibility theory as a basis for preference propagation in automated reasoning, in:
Proc. International Conference on Fuzzy Systems (FUZZ-IEEE’92), San Diego, CA, 1992, pp. 821–832.
[22] D. Dubois, H. Prade, Possibility theory and data fusion in poorly informed environments, Control
Engineering Practice 2 (5) (1994) 811–823.
[23] D. Dubois, H. Prade, P. Smets, New semantics for quantitative possibility theory, in: Proc. 6th European
Conference on Symbolic and Quantitative Approaches to Reasoning with Uncertainty (ECSQARU’01),
Toulouse, in: Lecture Notes in Artificial Intelligence, Springer, Berlin, 2001, pp. 410–421.
[24] T. Eiter, G. Gottlob, On the complexity of prepositional knowledge base revision, updates, and counterfac-
tuals, Artificial Intelligence 57 (2–3) (1992) 227–270.
[25] S. Konieczny, R. Pino Pérez, On the logic of merging, in: Proc. 6th International Conference on Principles
of Knowledge Representation and Reasoning (KR’98), Trento, Italy, 1998, pp. 488–498.
[26] S. Konieczny, R. Pino Pérez, Merging with integrity constraints, in: Proc. 5th European Conference on
Symbolic and Quantitative Approaches to Reasoning with Uncertainty (ECSQARU’99), 1999, pp. 233–244.
[27] C. Lafage, J. Lang, Logical representation of preferences for group decision making, in: T. Cohn,
F. Giunchiglia, B. Selman (Eds.), Proc. 7th International Conference on Principles of Knowledge
Representation and Reasoning (KR’00), Breckenridge, CO, 2000, pp. 457–468.
S. Benferhat, S. Kaci / Artificial Intelligence 148 (2003) 291–333 333
[28] J. Lang, Possibilistic logic: Complexity and algorithms, in: Handbook of Defeasible Reasoning and
Uncertainty Management Systems, Vol. 5, Kluwer, Boston, MA, 2000, pp. 179–220.
[29] J. Lin, Integration of weighted knowledge bases, Artificial Intelligence 83 (1996) 363–378.
[30] J. Lin, A. Mendelzon, Merging databases under constraints, Internat. J. Cooperative Inform. Syst. 7 (1)
(1998) 55–76.
[31] P. Marquis, Knowledge compilation using theory prime implicates, in: Proc. IJCAI-95, Montreal, Quebec,
1995, pp. 837–843.
[32] H. Moulin, Axioms of Cooperative Decision Making, Wiley, New York, 1988.
[33] G. Pinkas, Propositional nonmonotonic reasoning and inconsistency in symmetric neural networks, in: Proc.
IJCAI-91, Sydney, Australia, 1991, pp. 525–530.
[34] P.Z. Revesz, On the semantics of theory change: Arbitration between old and new information, in: Proc. 12th
ACM SIGACT-SIGMOD-SIGART Symposium on Principles of Databases, 1993, pp. 71–92.
[35] P.Z. Revesz, On the semantics of arbitration, Internat. J. Algebra and Comput. 7 (2) (1997) 133–160.
[36] B. Selman, H. Kautz, Knowledge compilation and theory approximation, J. ACM 43 (2) (1996) 193–224.
[37] Y. Shoham, Reasoning about Change, MIT Press, Cambridge, MA, 1988.
[38] W. Spohn, Ordinal conditional functions: A dynamic theory of epistemic states, in: Causation in Decision,
Belief Change, and Statistics, Vol. 2, Kluwer, Boston, MA, 1988, pp. 105–134.
[39] L. van der Torre, E. Weydert, Parameters for utilitarian desires in a qualitative decision theory, Appl.
Intelligence 14 (2001) 285–301.
[40] R.R. Yager, On the completion of qualitative possibility means, IEEE Trans. Fuzzy Systems 1 (3) (1993)
184–194.
[41] R.R. Yager, On the inclusion of importances in owa aggregation, in: R. Yager, J. Kacprzyk (Eds.), The
Ordered Weighted Averaging Operators. Theory and Applications, 1997, pp. 41–59.
[42] L. Zadeh, Fuzzy sets as a basis for a theory of possibility, Fuzzy Sets and Systems 1 (1978) 3–28.
