ABSTRACT. Recently, Andreatta, Iovita and Pilloni have constructed spaces of overconvergent modular forms in characteristic p, together with a natural extension of the Coleman-Mazur eigencurve over a compactified (adic) weight space. Similar ideas have also been used by Liu, Wan and Xiao to study the boundary of the eigencurve. This all goes back to an idea of Coleman.
There is also a morphism E rig → G m which sends a system of Hecke eigenvalues to the U p -eigenvalue; the p-adic valuation of the U p -eigenvalue is known as the slope. The geometry of E rig encodes a wealth of information about congruences between finite slope overconvergent modular forms, and it is therefore not surprising that its study remains a difficult topic. In particular, we know very little about the global geometry of E rig (for example, it is not known whether the number of irreducible components of E rig is finite or not).
Let q = p if p = 2 and q = 4 if p = 2. The components of W rig 0 are parametrized by the characters (Z/qZ) × → (Z/qZ) × , and if we define X κ = κ(exp(q)) − 1, X defines a parameter on each component. Very little is known about the global geometry of E rig over the centre |X| ≤ q −1 and it seems likely to be rather complicated. Near the boundary, however, the situation turns out to be rather simple. Coleman and Mazur raised the question of whether the slope tends to zero as one moves along a component of E rig towards the boundary of W rig 0 . Buzzard and Kilford [BK05] investigated this question for p = 2 (and tame level 1) and proved a striking structure theorem: E rig | {|X|>1/8} is a disjoint union of connected components (E i ) ∞ i=0 , and the weight map E i → {|X| > 1/8} is an isomorphism for every i. Moreover, the slope of a point on E i with parameter X is i.v 2 (X), where v p is the p-adic valuation (normalized so that v p (p) = 1). Out of this came a folklore conjecture; the following version is essentially [LWX, Conjecture
1.2]:
Conjecture. For r ∈ (0, 1) sufficiently close to 1, E rig | {|X|>r} is a disjoint union of connected components (E i ) ∞ i=0 such that each E i is finite over {|X| > r}. Moreover, there exists constants λ i ∈ R ≥0 for i = 0, 1, ..., strictly increasing and tending to infinity, such that if x is a point on E i with weight parameter X, then the slope of x is λ i v p (X). The sequence (λ i ) ∞ i=0 is a finite union of arithmetic progressions, after perhaps removing a finite number of terms.
We will loosely refer to this as the 'Halo conjecture' (the 'halo' in question is the (disjoint union of) annuli {|X| > r}). Let us assume p = 2 for simplicity. If κ is a point of W as an adic space). W 0 may be viewed as a compactification of W rig 0 , and Coleman's idea may be interpreted as saying that one should study the behaviour of E rig near the boundary of W 0 by extending the eigencurve to an adic space living over W 0 , turning global behaviour into local behaviour 'at infinity'. At a point κ η , one can no longer measure slopes using p. Instead, one has to use X. Noting that one can use X not only at κ η but also 'near' it, the Halo conjecture says that the X-adic slope is constant as one approaches κ η . This supports the idea that an extension of E rig exists, and that the E i in the Halo conjecture are X-adic Coleman families (i.e. subspaces which are finite over their images in weight space, and of constant slope). In this framework, the slopes of U p should be the λ i , with multiplicity the degree of X i over {|X| > r}. The Halo conjecture asserts, remarkably, that a Coleman family centered at a point over κ η extends to some locus {|X| > r} in the component corresponding to η, where r is independent of the family (and in particular its slope).
In [LWX] , Liu, Wan and Xiao prove the Halo conjecture for eigencurves for definite quaternion algebras (when p = 2). Here the construction of (overconvergent) automorphic forms is of a combinatorial nature. Those authors succeeded in proving the Halo conjecture by calculations on some relatively explicit ad hoc integral models of spaces of overconvergent automorphic forms. They construct one space over the whole of W 0 , with a possibly non-compact U p -action, and another model over {|X| > p −1 } with a compact U paction. By Chenevier's p-adic Jacquet-Langlands correspondence [Che05] , this proves the Halo conjecture for the components of the Coleman-Mazur eigencurve of (generically) Steinberg or supercuspidal type at some prime q = p.
Extended eigenvarieties for overconvergent cohomology.
The main goal of this paper is to construct extensions of eigenvarieties for a very general class of connected reductive groups G over Q. In particular, we give a new construction of the extended eigencurve E ′ appearing in [AIPb] . Our construction also gives a conceptual framework for many of the results in [LWX] (providing an answer to [LWX, Remarks 3.24, 5.6]). See Theorem 6.3.4 for an interpretation of some of their results using the extended eigencurve.
Our construction of these eigenvarieties appears in Section 4.1. For the purposes of the introduction, we have the following vague statement: Theorem A. Let F be a number field and let H be a connected reductive group over F which is split at all places above p. Set G = Res As a secondary goal, we show (Theorem 5.4.5) that when G = Res F Q GL n/F , where F is a CM or totally real number field, the reduced eigenvariety that we construct carries a Galois determinant (in the language of [Che14] ) satisfying the expected compatibilities between Frobenii at unramified places and the eigenvalues of Hecke operators. This shows that, in these cases, the new systems of Hecke eigenvalues that we construct in characteristic p carry arithmetic information.
Theorem B. There exists an n-dimensional continuous determinant D of G F with values in
for unramified places v, where P v (X) is the usual Hecke polynomial (5.3.1).
Our proof of Theorem B is an adaptation of an argument due to the first author and David Hansen in the rigid setting, which will appear in a slightly refined form in [HJ] . It crucially uses Scholze's results on Galois determinants attached to torsion classes [Sch15] , as well as filtrations on distribution modules constructed by Hansen in [Hana] .
To end our brief discussion of the results established in this paper, we explain one interpretation of the phrase 'naturally extend' in Theorem A. Suppose for simplicity that F = Q, G(R) is compact modulo centre, and G Qp may be identified with GL n (Q p ). We let T 0 ⊆ GL n (Q p ) denote the diagonal matrices with entries in Z p (in this case T 0 = T ′ 0 ). Modules of overconvergent automorphic forms for G (and some fixed tame level, which we suppress) were constructed in [Che04] (see also [Loe11] Suppose κ : T 0 → F q ((X)) × is a continuous character, with q a power of p. Then we give an interpretation of the specialisation F W,κ of F W at κ as the characteristic power series of U acting on an F q ((X))-Banach space of overconvergent automorphic forms of weight κ.
The Fredholm hypersurface Z cut out by F W is locally quasi-finite, flat and partially proper over W and the eigenvariety X comes equipped with a finite map to Z .
1.3.
Outline of the construction. The eigenvarieties that we extend are those constructed using overconvergent cohomology (sometimes also referred to as overconvergent modular symbols). Overconvergent cohomology was developed by Ash and Stevens [Ste, AS] , and the eigenvarieties were constructed by Hansen [Hanb] . Let us recall their construction in the special case of the Coleman-Mazur eigencurve and p = 2. Let R be an affinoid Q p -algebra in the sense of rigid analytic geometry and let κ : Z × p → R × be a continuous homomorphism. It is well known that κ is locally analytic, and in particular analytic on the cosets of 1 + p s Z p for all sufficiently large s. For such s, we consider the Banach R-module A κ [s] of functions f : pZ p → R which are analytic on the cosets of p s Z p . The monoid is an affinoid open subset, Hansen shows how to construct an eigenvariety by a clever adaptation of Buzzard's eigenvariety construction [Buz07] . This eigenvariety turns out to equal the Coleman-Mazur eigencurve. To extend this construction to W 0 , the key point is to define generalizations of the modules D κ [s] for all open affinoid subsets U ⊆ W 0 . Let R = O(U) and let κ : Z × p → R × be the induced character. The first thing to note is that κ is continuous but need not be locally analytic anymore, so one cannot directly copy the definition of D κ [s] . One could try to instead use the space A κ of all continuous functions pZ p → R. This carries an action of ∆ by the same formula, and we may consider its dual D κ . However, the action of t is no longer compact, so one has to do something different.
Let f : pZ p → R be a continuous function and let f (x) = n≥0 c n x/p n be its Mahler expansion.
Recall that, when U ⊆ W , so the norms allow one to recover the space of locally analytic distributions. As an aside, we remark it is possible to recover the D κ [s] on the nose from the || − || r , but we will not need this in the construction of eigenvarieties.
The upshot of considering the norms || − || r is that they may be constructed on D κ for any open affinoid U ⊆ W 0 , by the formula given above. It is, however, not clear a priori that the norms interact well with the action of ∆. As a monoid ∆ is generated by the Iwahori subgroup I = ∆ ∩ GL 2 (Z p ) and the element t. The element t acts via multiplication by p on pZ p and it is not too hard to see that it induces a normdecreasing map (D κ , || − || r ) → (D κ , || − || r 1/p ) and that the inclusions D s κ ⊆ D r κ for r < s are compact. Thus t induces a compact operator on D r κ as desired. The action of I is more complicated to analyse, but it turns out that I acts by isometries for sufficiently large r (depending only on κ). To see this, it is useful to find a different description of || − || r .
In [ST03] , Schneider and Teitelbaum generalised the norms defined above to the spaces D(G, L) of continuous distributions on a uniform pro-p group G [DdSMS99, Definition 4.1] valued in a finite extension L of Q p . To recall this construction briefly, a choice of a minimal set of topological generators of G induces an isomorphism G ∼ = Z dim G p of p-adic manifolds and using multi-variable Mahler expansions one may
Schneider and Teitelbaum show that these norms are submultiplicative and independent of the choice of minimal generating set. We generalize the construction of these norms to the module D(G, R) of distributions on a uniform group G valued in a certain class of normed Z p -algebras R that we call Banach-Tate Z p -algebras. These include the rings R = O(U) for U ⊆ W 0 open affinoid (for a suitable choice of norm) and generalize the constructions in the previous paragraph, which was the special case G = pZ p . Moreover, the action of g ∈ G on D(G, R) via left or right translation is an isometry for || − || r (for any r).
Let B 0 = {γ ∈ I | c = 0} be the upper triangular Borel and let N 1 = {( 1 0 x 1 ) | x ∈ pZ p } ∼ = pZ p ; I has an Iwahori decomposition I ∼ = N 1 × B 0 . Extend κ to a character of B 0 by setting κ(γ) = κ(a). We have an I-equivariant injection f → F of A κ into the space C(I, R) of continuous functions F : G → R given by F (nb) = f (n)κ(b), with n ∈ N 1 and b ∈ B 0 . Here I acts on C(I, R) via left translation. The image is the set of functions F such that F (gb) = κ(b)F (g) for all g ∈ I and b ∈ B 0 . Dually, we obtain an Iequivariant surjection D(I, R) → D κ . If we pretend, momentarily, that I is uniform, then we may consider the quotient norm on D κ induced from || − || r on D(I, R) and one can show that for sufficiently large r, this quotient norm agrees with the previously defined || − || r on D κ . This shows that I acts by isometries on (D κ , || − || r ) for sufficiently large r. In reality I is not uniform, but one can adapt the argument by working with a suitable open uniform normal subgroup of I. [Hanb] , and amounts largely to generalizing various well-known results from rigid geometry and non-archimedean functional analysis. Our arguments also generalize from the case of G = GL 2/Q to the general case considered in [Hanb] (as stated in Theorem A). In particular, our methods work for groups that do not have Shimura varieties (such as G = Res F Q GL n/F for n ≥ 3), which are intractable by the methods of [AIPb] (see also [AIPa] ). Remark 1.3.1. In independent, forthcoming work, Daniel Gulotta uses a similar definition of distribution modules to extend Urban's construction [Urb11] of equidimensional eigenvarieties for reductive groups possessing discrete series.
1.4. Questions and future work. In the case of G = GL 2 /Q it is a consequence of the Halo conjecture that every irreducible component contains a characteristic p point. Similary, when G is an inner form of GL 2 /Q associated to a definite quaternion algebra over Q, it is a consequence of the results of [LWX] that every irreducible component contains a characteristic p point (see Theorem 6.3.4). In general, we regard an affirmative answer to the first question as a very weak version of the Halo conjecture.
If a component has a characteristic p point, it becomes possible to study characteristic 0 points in the component (if they exist) by passing to the characteristic p point, or to points approximating the characteristic p point. One argument in this spirit appears in [PX] . In the case of GL 2 /Q (or its inner forms), components which have a characteristic p point have a Zariski dense set of points corresponding to (twists of) classical modular forms of weight 2.
Dimensions of irreducible components and functoriality.
We note here that the theory of global irreducible components for the adic spaces we work with requires some explanation (see [Con99] for the rigid case). We intend to include this in a future article, where we will generalise some of the results of [Hanb] . In particular, we expect the lower bound for the dimension of irreducible components [Hanb, Theorem 1.1.6] and the interpolation of Langlands functoriality [Hanb, Theorem 5.1.6] to generalise to our extended eigenvarieties.
One application of the interpolation of Langlands functoriality is that in the case of GL 2 (or its inner forms), [BP] and [LWX] show that the extended eigenvarieties contain the usual rigid eigenvarieties as a proper subspace. Applying functoriality (for example, the symmetric square lifting) then shows that this is true for a larger class of groups.
1.4.3. Galois representations. In [AIPb] the natural question is raised as to whether the Galois representations attached to characteristic p points of the extended eigencurve are trianguline (in an appropriate sense). One can similarly ask this question for the characteristic p Galois representations constructed in this paper.
Note that in our level of generality, it is still only conjectural that the characteristic 0 Galois representations carried by the eigenvariety are trianguline, but this is known, for example, in the case where G is a definite unitary group defined with respect to a CM field. It would also be interesting to construct a 'patched extended eigenvariety' in this setting, extending the construction of [BHS] , and we hope to study this in the near future.
1.5. An outline of the paper. Let us describe the contents of the paper. Section 2 collects what we need about the eigenvariety machine and the notion of slope decompositions, and introduces some functionalanalytic terminology that we will need throughout the paper. Since the key point of the paper is the construction of certain norms, we adopt terminology that puts emphasis on the norm, as opposed to merely the underlying topology. We give a definition of a slope decomposition (a concept introduced in [AS] ) that differs slightly from the definitions that appear in the literature. This is necessary since the definition given in [AS] neither localizes nor glues well, and so is not suitable for the construction of eigenvarieties. Our definition is a formalization of an informal definition that the first author learnt from conversations with David Hansen.
In Section 3, we carry out the construction of the norms on the D κ , following the outline above. We first discuss the generalization of the Schneider-Teitelbaum norms to distributions on a uniform group G valued in a certain class of normed Z p -algebras that we call Banach-Tate Z p -algebras. These include, for example, all Banach Q p -algebras in the usual sense, as well as Tate rings R = O(U) with U an affinoid open subset of weight space (equipped with a suitable norm). We show that, in a precise sense, the completion of D(G, R) with respect to the family of norms (|| − || r ) r∈[1/p,1) only depends on the underlying topology of R. Imposing some additional conditions on the norm (which is always possible in practice), we then construct the modules D Section 4 then uses the modules D r κ to construct the eigenvariety, following the strategy in [Hanb] . Since the D r κ are potentially orthonormalizable, the construction simplifies somewhat. We end the section by generalizing the 'Tor-spectral sequence' [Hanb, Theorem 3.3 .1] to our setting, which is a key tool for analyzing the geometry of eigenvarieties, and use it give a description of the 'points' of the eigenvariety valued in a local field. We use this description in Section 5 when we construct Galois determinants.
In Section 6 we discuss the relationship of our work with that of [AIPb] and [LWX] . We show that when G = GL 2/Q , our construction, over the normalization of the weight space W 0 discussed above, produces the same eigencurve as in [AIPb] (this normalization is only different from W 0 if p = 2). When G is the algebraic group over Q associated with the units of a definite quaternion algebra over Q, we show that our framework gives a conceptual proof of [LWX, Theorem 3 .14], which is a key ingredient in their proof of the Halo conjecture. In essence, the numerical estimate of [LWX, Theorem 3 .14] falls out directly from our proof of compactness of the U p -operator. Thus, it is possible to view our proof of compactness of suitable 'U p -like' operators (known as controlling operators) as a generalization of [LWX, Theorem 3 .14], as asked for in [LWX, Remark 3.24] . Since this numerical estimate doesn't appear strong enough to establish the Halo conjecture in more general situations, we have restricted ourselves to proving the statement in the setting of [LWX] as an illustration of our method.
Finally, Appendix A proves various results that we need on the class of Tate rings whose associated affinoid adic spaces appear as the local pieces of our eigenvarieties; some of these results might be of independent interest.
PRELIMINARIES
The goal of this section is to set up some functional analytic terminology and theory. Specifically, we require the results of [Buz07, §2-3] on Fredholm determinants, Riesz theory and the construction of spectral varieties in a level of generality that is intermediate between the settings of [Buz07] and [Col97] (cf. also [AIPb, Annexe B] ). For example, we need to work over coefficient rings arising from affinoid opens in the adic space W 0 discussed in our Introduction. These rings are complete topological rings which are Tate in the language of Huber (cf. [Hub93, §1] ). The topology on these rings is induced by a norm, and to discuss the spectral theory of compact operators it is convenient to fix such a norm. This gives rise to a class of normed rings which we call Banach-Tate rings (see Definition 2.1.2).
The proofs in [Buz07] go through with little to no change when working over Banach-Tate rings, so we will be rather brief. All norms etc. will be non-archimedean so we will ignore this adjective. All rings will be commutative unless otherwise specified.
Fredholm determinants over Banach-Tate rings.
Definition 2.1.1. Let R be a ring. A function | − | : R → R ≤0 is called a seminorm if (for all r, s ∈ R)
(1) |0| = 0, |1| = 1; (2) |r + s| ≤ max(|r|, |s|); (3) |rs| ≤ |r||s|. If in addition |r| = 0 only if r = 0, then we say that | − | is a norm. A ring R together with a (semi)norm will be called a (semi)normed ring. A normed ring R is called a Banach ring if the metric induced by the norm is complete.
If f : R → S is a morphism of normed rings, we say that f is bounded if there is a constant C > 0 such that |f (r)| ≤ C|r| for all r ∈ R.
We say that two norms | − |, | − | ′ on a ring R are equivalent if they induce the same topology. We say that they are bounded-equivalent if there are constants C 1 , C 2 > 0 such that C 1 |r| ≤ |r| ′ ≤ C 2 |r| for all r ∈ R (note that this is stronger than equivalence, c.f. Lemma 2.1.6). Let R be a normed ring. We say that r ∈ R is multiplicative if |rs| = |r||s| for all s ∈ R.
Definition 2.1.2. Let R be a normed ring. We say that R is Tate if R contains a multiplicative unit ̟ such that |̟| < 1. We call such a ̟ a multiplicative pseudo-uniformizer. If R is also complete, we say that R is a Banach-Tate ring. If R is a Tate normed ring and ̟ is a multiplicative pseudo-uniformizer, then we define the corresponding valuation v ̟ on R by v ̟ (r) = − log a |r|, where a = |̟ −1 |.
We remark that it is easy to see that a unit ̟ in a normed ring R is multiplicative if and only if |̟ −1 | = |̟| −1 . A multiplicative pseudo-uniformizer ̟ is a uniform unit in the sense of Kedlaya-Liu [KL15, Remark 2.3.9(b)].
Remark 2.1.3. Let R be a Tate normed ring, with ̟ a multiplicative pseudo-uniformizer.
(1) The underlying topological ring is a Tate ring in the language of Huber; the unit ball R 0 is a ring of definition and ̟ is a topologically nilpotent unit. Conversely, assume R is a Tate ring and ̟ ∈ R is a topologically nilpotent unit, contained in some ring of definition R 0 . If a ∈ R >1 , then we may define a norm on R by |r| = inf{a −n | r ∈ ̟ n R 0 , n ∈ Z}. Equipped with this norm, R is a Tate normed ring with unit ball R 0 and ̟ is a multiplicative pseudo-uniformizer.
(2) A Banach-Tate ring A is the same thing as a Banach algebra A satisfying |A Definition 2.1.4. Let R be a normed ring. A normed R-module is an R-module M equipped with a function || − || : M → R ≥0 such that (for all m, n ∈ M and r ∈ R)
(1) ||m|| = 0 ⇐⇒ m = 0; (2) ||m + n|| ≤ max(||m||, ||n||); (3) ||rm|| ≤ |r|.||m||. We remark that if r ∈ R is a multiplicative unit, then one sees easily that ||rm|| = |r|.||m|| for all m ∈ M . If R is a Banach ring and M is complete, we say that M is a Banach R-module.
Let R be a Tate normed ring. If M and N are normed R-modules, then a homomorphism φ : M → N is a continuous R-linear map. In this case, continuity of an R-linear map φ is equivalent to boundedness; i.e. there exists C ∈ R >0 such that ||f m|| ≤ C||m|| for all m ∈ M . In this case we set |φ| = sup m =0 |φ(m)|. In particular, any finitely generated R-module carries a canonical complete topology, and any abstract R-linear map between two finitely generated R-modules is continuous and strict with respect to the canonical topology.
Definition 2.1.5. Let R be a Banach-Tate ring and let I be a set. We define c R (I) to be the set of sequences (r i ) i∈I in R tending to 0 (with respect to the filter of subsets of I with finite complement). It is a Banach R-module when equipped with the norm ||(r i )|| = sup i∈I |r i |.
We say that a Banach R-module M is (potentially) orthonormalisable (or (potentially) ON-able for short) if there exists a set I such that M is R-linearly isometric (resp. merely R-linearly homeomorphic) to c R (I). A set in M corresponding to the set
Finally, we say that a Banach R-module M has property (P r) if it is a direct summand of a potentially ON-able Banach R-module.
If M → N is a continuous morphism of ON-able Banach R-modules, then we may define its matrix for a fixed ON-basis on M and one on N as on [Buz07, p. 65] , and the properties stated there hold in this situation as well. A morphism φ : M → N between general Banach R-modules is said to be of finite rank if the image of φ is contained in a finitely generated submodule of N . More generally, φ is said to be compact (or completely continuous) if it is a limit of finite rank operators in Hom R,cts (M, N ). If R is Noetherian, [Buz07, Lemma 2.3, Proposition 2.4] go through with the same proofs (using a multiplicative pseudo-uniformizer ̟ for what Buzzard calls ρ in the proof of Lemma 2.3) and we see that if φ : M → N is a continuous R-linear map between ON-able Banach R-modules with matrix (a ij ) with respect to some bases (e i ) i∈I of M and (f j ) j∈J of N , then φ is compact if and only if lim j→∞ sup i∈I |a ij | = 0. When M = N and (e i ) i∈I = (f j ) j∈J this allows us to define the characteristic power series, or Fredholm determinant, det(1−T φ) of a compact φ using the recipe on [Buz07, p. 67] and one sees that det(1−T u) ∈ R{{T }}, where
} is the ring of entire power series in R.
Moving on, we remark that [Buz07, Lemma 2.5, Corollary 2.6] are true in our setting with the same proofs. In particular, the notion of the Fredholm determinant extends to compact operators on potentially ON-able M , and may be computed using a potential ON-basis. It will be useful (at least psychologically) for us to know that these notions remain unchanged if we replace the norm on R by an equivalent one. First, we remark that changing the norm on R to an equivalent one doesn't change the topology on c R (I) (for I arbitrary). This can be seen directly, but it is also a consequence of the following lemma, which we will need later.
Lemma 2.1.6. Let R be a complete Tate ring, and let ̟, π ∈ R be topologically nilpotent units. Assume that we have two equivalent norms | − | ̟ and | − | π on R (inducing the intrinsic topology) such that ̟ is multiplicative for | − | ̟ and π is multiplicative for | − | π . Then we may find constants C 1 , C 2 , s 1 , s 2 > 0 such that
Proof. First, note that it suffices to find constants such that the inequalities hold for all nonzero a ∈ R, since it trivially holds for a = 0 and all choices of constants. To start, pick C ′ > 0 such that |a| π ≤ 1 implies |a| ̟ ≤ C ′ for all a ∈ R (possible since the norms are equivalent). Since ̟ is topologically nilpotent we may find m ∈ Z ≥1 such that |̟ m | π < 1. Let a ∈ R be nonzero, and assume first that
where we have put
one sees that
Then |̟ −mn a| π ≤ 1 and by an argument very similar to the one above one sees that |a| ̟ ≤ C 2 |a|
π , so we have |a| ̟ ≤ C 2 |a| s2 π in this case as well. This gives us one of desired inequalities.
To get the other one, note that by symmetry we may find D, t > 0 such that |a| π ≤ D|a| 
. Two entire series P, Q ∈ R{{T }} are said to be relatively prime if the ideal (P, Q) = R{{T }}. 
Proof. Apart from the last sentence, this is (a minor reformulation of) [Buz07, Theorem 3.3] . To see that u is invertible on Ker Q
The following Lemma may be extracted from the proof of [Buz07, Lemma 5.6]; we give the short proof for completeness. 
, let x ∈ Ker Q * (u) and choose y ∈ Ker Q * (u) with u(y) = x (possible by Theorem 2.2.2). Then one checks, similarly to the computation above, that v(y) ∈ Ker Q * (u ′ ), and hence i(v(y)) = u(y) = x, which gives us surjectivity and finishes the proof.
Next, we let K be a field, complete with respect to a non-trivial non-archimedean absolute value. We briefly define the Newton polygon of a power series
2 is said to be sup-convex if it is convex and, whenever a point (a, b) ∈ N , N contains the whole half-line {(a, b + t) | t ≥ 0} above it. Given an arbitrary subset S ⊆ R 2 , there is a unique smallest sup-convex set containing S, which we will denote by H + (S). If I ⊆ Z ≥0 and ω : I → R is a function, then any set of the form H + ({(n, ω(n)) | n ∈ I} is called a Newton polygon. We refer to [AS, §4.2] for the notions of vertices, edges and slopes of a Newton polygon.
. Fix a pseudo-uniformizer ̟ ∈ K and consider the corresponding valuation v ̟ . The Newton polygon of F is the Newton polygon H + (S(F )), where
Let h ∈ R. We say that a power series F ∈ K[[T ]] has slope ≤ h (or > h) if all slopes of its Newton polygon are ≤ h (or > h). Now consider a Banach-Tate ring R with a multiplicative pseudo-uniformizer ̟. We say that F ∈ R[[T ]] has slope ≤ h (or > h) if, for any x in the Gelfand spectrum M(R) with residue field K x , the specialization
Definition 2.2.5. Let R be a Banach-Tate ring with a fixed multiplicative pseudo-uniformizer ̟. Let F ∈ R{{T }} be a Fredholm series and let h ∈ R. A slope ≤ h-factorization of F is a factorization F = QS in R{{T }} where Q is a multiplicative polynomial of slope ≤ h and S is a Fredholm series of slope > h. Remark 2.2.6. If R is a complete Tate ring with a fixed topologically nilpotent unit ̟, then the notions of slope factorizations and slope ≤ h or > h are independent of the choice of a norm on R with ̟ multiplicative. Moreover, one can define all these notions directly without choosing a norm on R.
Recall that an element a ∈ R is called quasinilpotent if its spectral seminorm is 0. This is equivalent to |a| x = 0 for all x ∈ M(R) by [Ber90, Corollary 1.3.2]. The set of quasinilpotent elements form an ideal of R, which is the kernel of the Gelfand transform R → x∈M(R) K x . It is easy to see that a quasinilpotent element is topologically nilpotent, hence powerbounded. For the kinds of ring R which appear in practice in this paper, the quasinilpotent elements are just the nilpotent elements (this follows from Theorem A.7), and the proof of the following lemma is significantly simpler. However, we will avoid imposing additional technical assumptions at this stage. Proof. We will use Coleman's resultant Res, for which we refer to [Col97, §A3] (the reader may also benefit from the discussion on [Buz07, p. 74]). By [Col97, Lemma A3.7] it suffices to prove that Res(Q, S) is a unit in R{{T }}. Pick x ∈ M(R) and specialize to K x . Then Res(Q, S) x = Res(Q x , S x ) and since Q x has slope ≤ h and S x has slope > h we see that
By [Ber90, Corollary 1.2.4] we see that Res(Q, S) = a 0 + T.F (T ) where a 0 ∈ R × and F (T ) ∈ R{{T }} has quasinilpotent coefficients. Multiplying by a −1 0 we see that it suffices to prove that if F ∈ R{{T }} has quasinilpotent coefficients, then 1 − T.F (T ) ∈ R{{T }} × .
To prove this, first note that the formal inverse of 1 − T.F (T ) is G(T ) = n≥0 T n .F (T ) n ; we need to show that this is entire. Write
for any k, n ∈ Z geq0 , where the β i are non-negative integers. From this, one gets
after some (straightforward) manipulations, where the supremum runs over all integers k ∈ [0, m − 1] and all non-negative integers β 1 , ..., β m−k whose sum is k. Since F is entire a β ̟ −N β → 0 as β → ∞, so we may find M such that |a β+1 ̟ −N (β+1 | ≤ 1 for all β > M . We obtain
as sets and λ i is the multiplicity of γ i in the multi-set {β 1 , ..., β m−k }. In particular #I ≤ M + 1, so it suffices to bound |(a γ+1 ̟ −N (γ+1) ) λ | for γ ≤ M and arbitrary λ ≥ 0. But a γ+1 , and hence
, is quasinilpotent and therefore powerbounded. This finishes the proof.
Continue to let R be a Banach-Tate ring with a fixed multiplicative pseudo-uniformizer ̟. The following is a minor variation of [AS, Definition 4.6.1].
Definition 2.2.8. Let M be an (abstract) R-module, let u : M → M be an R-linear map and let h ∈ Q. An element m ∈ M is said to have slope ≤ h with respect to u if there is a multiplicative polynomial
Proof. It is clear from the definition that M ≤h is closed under multiplication, and stable under u. It therefore suffices to prove that it is closed under addition, for which it suffices to prove that if Q 1 and Q 2 are two multiplicative polynomials of slope ≤ h, then so is Q 1 Q 2 . To see this it suffices to specialize to the case when R is a field and the norm is an absolute value. The assertion is then well known (for example, the argument in the proof of [AS, Proposition 4.6.2] carries over without change). 
Proposition 2.2.11. We keep the above notation. If M has a slope
h , then it is unique, and M h = M ≤h (in particular the latter is finitely generated over R). We will from now on write M >h for the unique complement. Moreover, slope decompositions satisfy the following functorial properties:
( Definition 2.2.12. Let R be a Banach-Tate ring with a fixed multiplicative pseudo-uniformizer ̟ and let M be a Banach R-module. Assume that M has a slope-
is a slope-≤ h decomposition of M ⊗ R S (using f (̟) to define slopes for S). We say that the slope-≤ h decomposition is functorial if it is functorial for all such bounded homomorphisms of Banach-Tate rings out of R.
Theorem 2.2.13. Let R be a Noetherian Banach-Tate ring with a fixed multiplicative pseudo-uniformizer ̟, and let M be a Banach R-module with property (Pr). Let u be a compact R-linear operator on M , with Fredholm determinant F (T ) = det(1 − T u). If M has a slope ≤ h-decomposition which is functorial with respect to
Proof. Assume that M has a slope-≤ h decomposition M = M ≤h ⊕ M >h with is functorial with respect to R → K x for all x ∈ M(R). Then both of these spaces satisfying property (Pr) and are u-stable, and hence we have
We claim that this is a slope-≤ h factorization. Put
Pick x ∈ M(R) with residue field K x and specialize. We have
is a slope-≤ h decomposition, so Q x has slopes ≤ h and S x has slopes > h and so F = QS is a slope-≤ h factorization.
Conversely, assume that F has a slope-≤ h factorization F = QS. By Lemma 2.2.7 Q and S are relatively prime, so we may apply Theorem 2.2.2 to get a u-stable decomposition M = Ker Q * (u) ⊕ N . It is easy to see that this decomposition is functorial, as is a slope-≤ h factorization, so it suffices to prove that this decomposition is a slope-≤ h decomposition. First, since Q has slope ≤ h we see that Ker Q * (u) ⊆ M ≤h (and we know it's finitely generated). It remains to show that for every multiplicative polynomial P of slope ≤ h, P * (u) is invertible on N . By Lemma 2.2.7 P and S are relatively prime. Since S = det(1 − T u | N ) (by Theorem 2.2.2), it follows from [Buz07, Lemma 3.1] that P * is invertible on N , as desired.
Corollary 2.2.14. With notation and assumptions as in the theorem, a slope-≤ h decomposition of M is functorial if and only if it is functorial for the natural map
R → K x for all x ∈ M(R).
Fredholm hypersurfaces.
In this section we discuss the notion of Fredholm hypersurfaces and relate this to slope factorizations and decompositions.
Any Tate ring R with a Noetherian ring of definition has an associated affinoid adic space Spa(R, R + ), for any ring of integral elements R + , by [Hub94, Theorem 2.5]. Fix an R + and consider X = Spa(R, R + ). We will frequently be interested in affine 1-space over X. As an adic space over (Z, Z), we have
1 exists, but it is no longer affinoid. Explicitly, if we pick a topologically nilpotent unit ̟ ∈ R it is given by
with respect to the transition maps coming from the natural inclusions. The ring of global functions on A 1 X is the ring of entire power series R{{T }}. Pick a topologically nilpotent unit ̟ ∈ R. If h ∈ Q then, writing h = m/n with m ∈ Z and n ∈ Z ≥1 , we define an affinoid subset Definition 2.3.1. Let R be a complete Tate ring with a Noetherian ring of definition, and pick a topologically nilpotent unit ̟ ∈ R. Let F be a Fredholm series with Fredholm hypersurface
this is an open affinoid subset of Z). We say that the pair (U, h) is a slope datum for (X, F ) if Z U,h → U is finite of constant degree (if the pair (X, F ) is clear form the context, we occasionally just say that (U, h) is a slope datum). 
is finite of constant degree equal to deg Q over U , and hence Z U,h → U is finite of constant degree.
More generally, let X be an analytic adic space locally of the form Spa(R, R • ) for R a complete Tate ring with a Noetherian ring of definition, and let F be a Fredholm series over X with Fredholm hypersurface Z. If U ⊆ X is an open affinoid and h ∈ Q ≥0 , we say that (U, h) is a slope datum for (X, F ) if O(U ) is Tate and there is a topologically nilpotent unit ̟ ∈ O(U ) such that Z U,h , defined using this choice of ̟, is finite flat of constant degree over U .
When constructing eigenvarieties, it will be useful to consider a slightly more general notion. Let X be an analytic adic space as above and let F be a Fredholm series over X, with associated hypersurface Z.
is Tate, and the map π| V : V → π(V ) is finite of constant degree. Then we have the following theorem. 
Theorem 2.3.3. Keep the notation and assumptions of the paragraph above. Then
Proof. The assertions about rings of integral elements follow immediately from the rest by Lemma A. 
The second map is the projection onto the first factor in the decomposition
n T /(S) which results from the fact that Q and S are relatively prime. Thus {Q = 0} ⊆ Z is open and closed in Z. Moreover, when n is sufficiently large, we claim that the first map is an isomorphism. To see this, consider the quotient map p : B[T ] → B[T ]/(Q) and equip the target with a submultiplicative norm that induces the canonical topology. For large enough n we will have |p(
) 0 (here we are using − 0 to denote unit balls), so p is continuous for the topology on
n T , and we may complete to obtain a morphism B ̟ n T → B[T ]/(Q) with kernel QB ̟ n T . This gives an inverse to the map
n T /(Q), proving the claim. Thus we may identify V with {Q = 0} ⊆ Z, which shows that V is naturally an open subset of Z.
RELATIVE DISTRIBUTION ALGEBRAS
3.1. Relative distribution algebras and norms. A p-adic analytic group will in this paper always mean a Q p -analytic group. Let R be a Banach-Tate ring. We denote the unit ball of R by R 0 . If there exists a norm-decreasing homomorphism Z p → R, where we equip Z p with the usual norm |x| p = p −ordp(x) , we call such R (together with the map Z p → R) a Banach-Tate Z p -algebra. The goal of this section is to extend some of the constructions of [ST03, §4] to the case of continuous functions and distributions valued in such R. In particular, we construct R-valued analogues of (locally) analytic distribution algebras for compact p-adic analytic groups. We begin with a lemma on the existence of Banach-Tate Z p -algebra norms. 
. We equip S with its canonical topology as a finite R-module; then the induced subspace topology on R ⊆ S agrees with the original topology on S. Thus we have p, ̟ 1/m ∈ S •• . Now equip S with a submultiplicative R-Banach module norm | − | S that induces the canonical topology. Note that ̟ is a multiplicative pseudouniformizer for | − | S with |̟| S = |̟|, and that (R, | − |) → (S, | − | S ) is norm-decreasing. We then have |p̟ −1/m | S,sp < |̟| 1/m < 1 by construction, so p̟ −1/m is topologically nilpotent in S. We can then choose a ring of definition S 2 of S containing ̟ 1/m and p̟ −1/m and consider the norm
Since p ∈ ̟ 1/m S 2 we have |p| 2 < 1, and we may hence find s > 0 such that |p|
to R ⊆ S then gives the desired norm. Definition 3.1.2. Let X be a compact topological space and let A be a topological Z p -algebra.
(1) We let C(X, A) denote the A-module of all continuous A-valued functions on X , and let C sm (X, A) denote the subspace of all locally constant functions.
When A is a normed ring, we may topologize C(X, A) and C sm (X, A) using the supremum norm, and we may give D(X, A) the corresponding dual/operator norm. If A is complete, this makes C(X, A) into a complete A-module. When the topology on X is profinite,
Continue to let X be a profinite set and R a Banach-Tate Z p -algebra with unit ball R 0 and a multiplicative pseudo-uniformizer ̟. Note that D(X, R 0 ) = Hom R0 (C(X, R 0 ), R 0 ) (i.e. continuity with respect to the ̟-adic topology is automatic) and that this is the unit ball in D(X, R). We may equip D(X, R 0 ) with the weak topology coming from the family of maps D(X, R 0 ) → R 0 given by µ → µ(f ) for f ∈ C(X, R 0 ) and the ̟-adic topology on R 0 . We will refer to this topology as the weak-star topology on D(X, R 0 ).
One checks directly that δ g * δ h = δ gh for all g, h ∈ G, where δ g denotes the Dirac distribution at g. This product preserves D(G, R 0 ). We sum up some basic properties of the weak-star topology.
Lemma 3.1.3. If X is finite (hence discrete) the weak-star topology on D(X, R 0 ) coincides with the ̟-adic topology. In general, if X = lim ← −n X n is an inverse limit of finite sets X n , we have a natural isomorphism
which identifies the weak-star topology on the source with the inverse limit topology where D(X n , R 0 ) is equipped with the ̟-adic topology. When X = G is a profinite group this is a ring homomorphism, and multiplication on D(G, R 0 ) is jointly continuous with respect to the weak-star topology.
Proof. The first assertion is straightforward. For the second, note that the formation of D(X, R 0 ) is covariantly functorial in X, so the maps X → X n induce a natural map D(X, R 0 ) → lim ← −n D(X n , R 0 ) which is continuous by the first assertion when we equip the source and the target with the topologies in the statement of the lemma. Moreover it is easily checked to be a ring homomorphism when X = G is a profinite group. Unraveling, we see that this morphism is the natural morphism
induced by the inclusion C sm (X, R 0 ) ⊆ C(X, R 0 ). Since this subspace is dense for the ̟-adic topology, we see that the map is an isomorphism. To check that it also a homeomorphism, note first that by the same density one may define the weak-star topology using only locally constant functions. It is then straightforward to check that all basic opens from locally constant functions come by pullback from basic opens on the D(X n , R 0 ), which implies that the map is a homeomorphism. Finally, multiplication is jointly continuous for the ̟-adic topology on D(G n , R 0 ) for all n, and hence jointly continuous on the inverse limit. This implies the last assertion.
Let X = lim ← −n X n be a countable inverse limit of finite sets, viewed as a profinite set. We define
; these are R 0 -resp. R-modules and independent of the choice of the X n 's. If the X n are groups (so X is profinite group) then they carry natural algebra structures. We may topologize R 0 [[X]] in two ways; either giving it the natural inverse limit topology or the ̟-adic topology. We give R[[X]] the topology induced from the ̟-adic topology on
which identifies the inverse limit topology on the source with the weak-star topology on the target. If X = G is a profinite group, then these maps are ring homomorphisms.
one checks directly that this is an isomorphism of topological R 0 -modules, and that it is a ring homomorphism when X is a profinite group. Taking inverse limits we get
Now use Lemma 3.1.3 and/or invert ̟ to finish the proof.
Recall the notion of a uniform pro-p group from [DdSMS99,
] may be identified with a ring of non-commutative formal power series Proposition 3.1.5.
Then the Amice transform
µ → α µ(E α )T α1 1 ...T α d d defines an algebra isomorphism D(Z d p , R 0 ) ∼ −→ R 0 [[T 1 , ...
, T d ]] which identifies the weak-star topology on the source with the product topology
Proof. Once again this is a simple extension of a well known result, so we content ourselves with a sketch. The key observation is that
via µ → (µ(E α )) α and it is straightforward to check that this identifies the weak topology on the source with the product topology on the target (it is the statement that the E α suffice to define the weak-star topology). To finish, we remark that the computation that the algebra structures match up is identical to the well known one in the case R 0 = Z p . 
Note that the topology on
We remark that, for fixed α, c βγ,α → 0 as |β| + |γ| → +∞ (here and elsewhere, for a multi-index α we define |α| = α 1 + ... 
with multiplication given by 
Proof. The choice g 1 , ..., g d of a minimal (ordered) set of topological generators identifies G, as p-adic analytic manifold, with
] of R 0 -modules (for both the weak-star and the ̟-adic topology). Proposition 3.1.5 then implies the description in terms of power series. To see that the multiplication works out as described, note that the natural map
] is an algebra homomorphism, hence the above formula is true for products of monomials. We can then deduce the formula in general by noting that R 0 is central in R 
Recall that we have fixed a choice of norm | − | on R such that |z| ≤ |z| p for all z ∈ Z p . This will be convenient for some calculations. Note that the definition of || − || r a priori depends on the choice of generators. We remark that for all r ∈ [1/p, 1), || − || r induces the weak-star topology on R 0 [[G]] by Proposition 3.1.5 and a straightforward calculation. It follows that any homomorphism G → H of uniform groups induces a continuous homomorphism
when the source and target are equipped with (any) r-norms, since this is true for the weak-star topology using the characterisation in Lemma 3.1.3. 
etc., and let || − || ′ r denote the r-norm with respect to this choice. We may write 
We then have ||µ|| r ≤ sup
By symmetry, we must have equality.
To 
and we can calculate
where we use submultiplicativity and |c βγ,α |r |α| ≤ r |β|+|γ| to obtain the middle inequality. This finishes the proof of submultiplicativity.
Finally, suppose we have
|α| for all α which implies that
Before moving on to general compact p-adic analytic G, we record a few properties of the r-norms.
Proof. The first statement follows from the fact that the expansion of [g] has coefficients in Z p and the constant term is 1. The second is an easy consequence of the first and submultiplicativity (since
For the final statement, observe that if g 1 , ..., g d is a set of topological generators then so are φ(g 1 ), ..., φ(g d ). Since the r-norms are independent of the choice of generators, we conclude that if
This finishes the proof.
We will use the last property mostly in the case when H is a compact p-adic analytic group, N ⊆ H is a uniform open normal subgroup, and φ is the automorphism of N given by conjugation by some h ∈ H. 
by Lemma 3.1.9 again. Next we prove submultiplicativity. Define
Using Lemma 3.1.9 and submultiplicativity for ||−|| r on N one then sees easily that ||µν|| N,r ≤ ||µ|| N,r ||ν|| N,r .
Next, let g ∈ G. Writing g = h i n for some i and n ∈ N , we see that ||[g]|| N,r = ||[n]|| r = 1 by Lemma 3.1.9. Finally, the last property then follows by the same argument as in the proof of Lemma 3.1.9.
As the notation suggests, || − || N,r does depend on the choice of N . For a study of how the completions change when one changes the subgroup in certain situations, see [AW13, §10.6-10.8].
3.2.
Completions. In this section we study the case when G is a uniform pro-p group in more detail. Let R be a Banach-Tate Z p -algebra with multiplicative pseudo-uniformizer ̟ as usual. The motivation for this definition is that if R is a Banach Q p -algebra, D(G, R) is naturally isomorphic to the space of locally analytic R-valued distributions on G, by Proposition 3.2.9.
Note that there are natural norm-decreasing injective maps D s (G, R) → D r (G, R) whenever r ≤ s (which we will think of as inclusions), and that they fit together into an inverse system with limit D(G, R). The explicit description of D(G, R) from Proposition 3.1.6 gives us an explicit formal power series description
and the norm is still given by || d α b α || r = sup |d α |r |α| . We see that, unlike D(G, R), the D r (G, K) are naturally potentially ON-able, with a potential ON-basis given by the elements ̟ −n(r,̟,α) b α , where (3.2.1) n(r, ̟, α) = |α| log p r log p |̟| . 
By definition we see that T n is of finite rank. Then if α d α b α is in the unit ball of D s , i.e. |d α |s |α| ≤ 1 for all α, we have
Thus ||ι − T n || ≤ (r/s) n where || − || is the operator norm on Hom R,cts (D s , D r ), and hence T n → ι as n → ∞, so ι is compact. 
Proof. We start with the first assertion. Note that the general case follows from the special cases n = 0, and G = H p with f the inclusion, since the general case can be written as a composition of these cases.
So, suppose first that n = 0. Scaling by powers of ̟, it suffices to prove this for D(G, R 0 ). The map f * is continuous with respect to the norm || − || r (see the discussion after Definition 3.1.7). Let g 1 , ..
as desired, using continuity of f * . This completes the proof of the first special case. Next we consider the second case 
. This finishes the proof of first assertion. The remaining assertions are then easily verified (using Lemma 3.2.3 for last one).
Before discussing what happens when one changes the norm on R, we record the following important base change lemma.
Lemma 3.2.5. Let R and S be Banach-Tate Z p -algebras, and let f : R → S be a bounded ring homomorphism. Suppose that there is a multiplicative pseudo-uniformizer
Proof. Note that (since f is bounded) the fact that ̟ and f (̟) are both multiplicative implies that |̟| = |f (̟)|. We recall the potential ON-
, respectively. It is straightforward to check that the tensor product norm on
induced by || − || r on D r (G, R) and the norm on S is bounded-equivalent to the norm induced by || − || r on D r (G, S), and so we obtain isomorphic completions, which gives the desired statement.
Our next goal is to prove that D(G, R) is independent, as a topological R-module, of the choice of norm on R. Recall that we only consider norms for which there exists a multiplicative pseudo-uniformizer, and such that the natural map Z p → R is norm-decreasing. α ∈ D(G, R) be an arbitrary element and use Lemma 2.1.6 to find constants C 1 , C 2 , s 1 , s 2 > 0 such that We now introduce a variant of the D r (G, R), which, when R is a Banach Q p -algebra, recovers the analytic distribution algebra (with fixed radius of analyticity). Although we do not use this variant in our construction of eigenvarieties, it is used in Section 5 to construct Galois representations.
is an R 0 -module, a priori depending on s, which carries two natural topologies (the ̟-adic topology and the subspace topology coming from D s (G, R)).
Proposition 3.2.7. We have
The subspace topology corresponds to the weak topology with respect to the family of maps (µ → d α (µ)) α on the right hand side (and is therefore also independent of s). The ̟-adic topology is induced by the norm
and is separated and complete.
Since the maps µ → d α (µ) are continuous we see that W is closed. On other hand, any finite truncation of an element in W is in
The subspace topology is given by the norm || − || s , and one checks easily that this agrees with the weak topology in the statement of the proposition. The final statement is similarly easy to check; we leave it to the reader.
this is naturally a Banach R-module which embeds into D s (G, R) for all s ∈ [1/p, r). The (D <r (G, R)) r>1/p form an inverse system and the natural map
α and the weak topology on the left hand side is equal to the product topology on the right hand side. Next, we define some function modules in a similar fashion. We put
is bounded as α → ∞; from this one sees that
and that it is the dual space of D r (G, R), and that the dual norm is given by
Tracing through the definitions we get an explicit description
and see that the dual space of The definition which appears in [LWX] is therefore a useful motivation for the general constructions of this article, although we will not use the modules C r (G, R) in this article. We will see in Theorem 6.3.4 that one may use the module D 1/p (Z p , R) (which is defined) to prove the main results of [LWX] .
To finish this section we discuss the relationship between our constructions and the spaces of locally analytic functions resp. distributions when R is a Banach Q p -algebra. We may and do assume that Q p is isometrically embedded into R and that |p| = 1/p. Recall that the atlas on G induced from our choice of a topological basis identifies G p n with (p n Z p ) dim G . Amice's theorem [Col10, Théorème I.4.7] tells us that the space of n-analytic functions on G with respect to this atlas is explicitly given as
The space of n-analytic R-valued functions on G is then
It is well known that |k α | ∼ r |α| n with r n = p −1/p n (p−1) , and it follows that C n−an (G, R) = C rn (G, R) as Q p -Banach spaces. Since r n → 1 from below as n → ∞ it follows that C (G, R) is the space of locally analytic R-valued functions on G, with its usual locally convex topology. Dually, D(G, R) is then the space of locally analytic R-valued distributions with its usual locally convex topology. We sum up this discussion in a proposition.
3.3. Ash-Stevens distribution modules for Banach-Tate Z p -algebras. While the definitions in this subsection will be of a local nature, let us nevertheless start by introducing the global setup that we will need to define eigenvarieties. Let F be a number field. We put G = Res
We may then define ∆ p = IΣ + I; this is a monoid and (∆ p , I) is a Hecke pair (which means that I and δIδ −1 are commensurable for all δ ∈ ∆ p ). The corresponding Hecke algebra will be denoted by T(∆ p , I).
With these preparations let us now move on to the definition of analytic and locally analytic distribution modules for general Banach-Tate Z p -algebras R. When R is a Banach Q p -algebra, these were defined in [AS] using (locally) analytic functions on I. Recasting this in terms of the norms of the previous section, we are able to extend the definition to all Banach-Tate Z p -algebras.
Let κ : T 0 → R × be a continuous character. We will put some restrictions on the choice of norm on R, according to the following lemma. We set ǫ = 1 if p = 2 and ǫ = 2 if p = 2, and put q = p ǫ .
Lemma 3.3.1. Keep the above notation and assume that R is Noetherian. Write | − | for the given norm on R and let ̟ be a multiplicative pseudo-unformizer. Then there exists a Banach-Tate
Z p -algebra norm | − | ′ on R, bounded-equivalent to | − | s for some s > 0, such that |κ(t)| ′ ≤ 1 for all t ∈ T 0 , |κ(t) − 1| ′ < 1 for all t ∈ T ǫ ,
and ̟ is a multiplicative pseudo-uniformizer for
Proof. The proof is similar to that of Lemma 3.1.1. Let t 1 , ..., t a be a set of topological generators of T 0 and let t a+1 , ..., t b be a set of topological generators for T ǫ ; it suffices to find | − | ′ such that |κ(t i )| ′ ≤ 1 for i = 1, ..., a, |κ(t i ) − 1| < 1 for i = a + 1, ..., b, and |p| ′ ≤ p −1 , which is bounded-equivalent to | − | s for some s > 0.
Since T 0 is compact, κ(T 0 ) is bounded, and hence t i is powerbounded for all i. Moreover, T ǫ is pro-p and R
• /R •• is a reduced discrete ring of characteristic p, so the continuous homomorphism
induced from κ is trivial. We conclude that κ(T ǫ ) ⊆ 1 + R •• and hence κ(t i )− 1 ∈ R •• for i = a+ 1, ..., b. We may now choose m such that |κ(t i ) − 1| sp < |̟| 2/m for i = a + 1, ..., b and |p| sp < |̟| 2/m . Arguing with S = R[̟ 1/m ] as in Lemma 3.1.1 we may construct a norm | − | 2 on R for which ̟ is a multiplicative pseudo-uniformizer with |̟| 2 = |̟|, |κ(t i )| 2 ≤ 1 for i = 1, ..., a, |κ(t i ) − 1| 2 < 1 for i = a + 1, .., b, and |p| 2 < 1. Setting | − | ′ := | − | s 2 for s sufficiently large then gives the desired norm.
Definition 3.3.2. Let R be a Banach-Tate Z p -algebra and κ : T 0 → R × a continuous character. We will say that the norm of R is adapted to κ if κ(T 0 ) ⊆ R 0 and |κ(t) − 1| < 1 for all t ∈ T ǫ . Note that then |κ(t)| = 1 for all t ∈ T 0 and there exists an r < 1 such that |κ(t) − 1| ≤ r for all t ∈ T ǫ .
For the rest of the subsection we consider a Banach-Tate Z p -algebra R and character κ : T 0 → R such that the norm on R is adapted to κ. We extend κ to a character of B 0 by making it trivial on N 0 . We define A κ ⊆ C(I, R) to be the subset of functions such that f (gb) = κ(b)f (g) for all g ∈ I and b ∈ B 0 . A κ is naturally a Banach R-module and carries a continuous right action of I by left translation. Restricting a function from I to N 1 gives a topological isomorphism A κ ∼ = C (N 1 , R) . By definition, Σ + acts on the left on N 1 by conjugation, and via the previous isomorphism this induces a right action of Σ + on A κ . These actions fit together into a right action of ∆ p on A κ . We let D κ denote the dual Hom R,cts (A κ , R), equipped with the dual left ∆ p -action. Since A κ is the B 0 -invariants of C(I, R) with respect to the action
, D κ is the Hausdorff B 0 -coinvariants of D(I, R) with respect to the dual (right) action. We record a more precise statement for future use: Proof. The inverse to the restriction map A κ → C(N 1 , R) is given by f → (nb → κ(b)f (n)) (here and aboven ∈ N 1 and b ∈ B 0 ). From this one sees directly that the dual map sends δn b to κ(b)δn. That this characterises the maps follows from R-linearity and continuity for the weak-star topology.
To apply the results from the previous subsection we will need to know that some groups are uniform. The following result is presumably well known to experts but we have been unable to find a suitable reference. The proof we give is due to Konstantin Ardakov, and we thank him for allowing us to include it here (any errors are due to the authors). Proof. By construction the groups are products K s = v|p K s,v , and similarly for N s,v , in a natural way, so it suffices to prove that each K s,v and N s,v is uniform. Fix v|p and let s ≥ ǫ. First assume that H v = GL n/OF v . Then we have the usual matrix logarithm log :
They converge and are inverse to each other (by our assumption on s) and the Lie algebra p s M n (O Fv ) is easily seen to be powerful by assumption, so by the definition of the correspondence between powerful Lie algebras and uniform pro-p groups [DdSMS99, Theorem 9.10] via the Campbell-Hausdorff series we see that K s,v is the uniform group corresponding to p s M n (O Fv ). To get the result for N s,v we may by conjugation assume that N v is the group of lower triangular unipotent matrices; the corresponding Lie algebra is that of lower triangular nilpotent matrices and we then argue similarly. Now let H v be arbitrary and choose a closed immersion H v ֒→ GL n/OF v for some n. We thereby identify H v with a closed subgroup of GL n/OF v . Writing B 
is the derived subgroup of K s,v and K q s,v is the subgroup generated by the q-th powers of elements in K s,v (any compact p-adic analytic group is topologically finitely generated). We remark that it is easy to see that
q . Using this and 
We remark that composing this map with the natural surjection D(K 1 , R) → D κ gives the natural surjection D(I, R) → D κ (this follows from the explicit formula in Proposition 3.3.3). To prove the claim, it then suffices to prove that || − || r is the quotient norm of || − || K1,r via π κ . Write || − || ′ r for this quotient norm. For simplicity assume that 1 is one of the coset representatives b i . Then our map is a section of the inclusion
Taking the infimum over such presentations we obtain || − || r ≤ || − || ′ r , and hence equality. Next, letn 1 , ..,n k (resp. n 1 , ..., n k ) be a minimal set of topological generators of N 1 (resp. N 1 ), and let t 1 , ..., t l be a set of topological generators of T 1 . Put n α = i (δ ni − 1) αi and similarly for T 1 and N 1 . By Proposition 3.3.3, the map D(K 1 , R) → D κ is then given by
We then make a computation similar to the one in the proof of the claim above. First, it's clear that || − || 
where we have used the assumption |κ(t i ) − 1| ≤ r for all i to obtain the second inequality. Hence, taking the infimum over such presentations, we see that || − || sub r ≤ || − || quot r and equality follows.
The case p = 2 is similar. We identify D κ with D(N 1 , R) and consider the subspace D(N 2 , R). It carries the norm || − || r and also receives a quotient norm from the norm || − || r on D(K 2 , R) via the surjection ϕ : D(K 2 , R) → D(N 2 , R). These two norms are equal by the same type of argument as in the second part above. We then equip D(I, R) with the norm || − || K2,r and D(N 1 , R) with the norm || − || sub r . Pick coset representatives (n i ) i of N 1 /N 2 and (b j ) j of B 0 /B 2 , both containing 1. We may then write the map D(I, R) → D(N 1 , R) as
By a computation similar to that in the first part of the proof in the case p = 2 (using additionally the equality of the two norms on D(N 2 , R) asserted above) the norm || − || quot r agrees with the norm || − || sub r , as desired.
Remark 3.3.8. It might happen that N 1 is uniform when p = 2 (e.g. when G = Res F Q GL 2/F ). In this case, the norm || − || sub r is bounded-equivalent to || − || r 1/2 on D (N 1 , R) . Definition 3.3.9. Write r κ for the minimal r ∈ [1/p, 1) such that |κ(t) − 1| ≤ r for all t ∈ T ǫ . When r ≥ r κ , we write || − || r for the norm || − || sub r = || − || quot r on D κ (we will never consider these norms when r < r κ ).
Let r ≥ r κ . We define D r κ to be the completion of D κ with respect to || − || r , and let
κ is a Banach R-module with respect to its induced norm, and carries a left I-action (since I acts on D κ by || − || r -isometries, the action extends to the completion). When R is a Banach Q p -algebra, it follows from Proposition 3.2.9 that D κ is the locally analytic distribution module used in [AS, Hanb] . We will also need to extend the action of Σ + to these modules, and prove that elements of Σ cpt give compact operators. For this, it is convenient to use the definition of || − || r as || − || Proof. We use the identification D κ ∼ = D(N 1 , R), with regards to which t acts by the map induced from the homomorphism N 1 → N 1 given by n → tnt −1 . First assume p = 2. The first assertion follows directly from Lemma 3.2.4. The second assertion follows from the third, so it remains to prove the third assertion. If t ∈ Σ cpt we have tN 1 t −1 ⊆ N 2 = (N 1 ) p by the definition of Σ cpt and Remark 3.3.5, so the third assertion follows from Lemmas 3.2.3 and 3.2.4. Now assume p = 2 and let (n i ) i be a set of coset representatives of N 1 /N 2 . We have tN 2 t −1 ⊆ N 2 and n → tnt −1 induces a map N 1 /N 2 → N 1 /N 2 ; moreover if t ∈ Σ cpt then tN 2 t −1 ⊆ N 3 , by Remark 3.3.5. Writing D(N 1 , R) = i δ ni D(N 2 , R) we see that t acts by a sum of maps of the form D(N 2 , R) → D(N 2 , R) induced by n → tnt −1 , and the proof now proceeds as in the case when p = 2.
Continue to assume r ≥ r κ . In the rest of this subsection, for simplicity of notation we will assume p = 2 in the discussion, but everything we do works for p = 2 as well after minor adjustments, writing D (N 1 , R) . In particular we remark that the D r κ are potentially ON-able with a countable potential ON-basis that we can actually write down. This is in contrast with the compact distribution modules considered in [AS] , which are potentially ON-able but one cannot write down an explicit basis (and the dimension is uncountable), as well as the distribution modules considered in [Hanb] , which are not known to be potentially ON-able in general. Our next goal is to introduce variants of the modules D r κ , as well as modules A r κ ⊆ A κ , which are analogous to those considered in [Hanb] . (N 1 , R) , so the discussion in §3.2 apply to give explicit descriptions of these spaces, and show that they are independent of the choice of s.
OVERCONVERGENT COHOMOLOGY AND EIGENVARIETIES
In this section we establish the basic results on overconvergent cohomology needed to construct and analyse eigenvarieties. We retain the notation from §3.3, but we will change our point of view slightly, from a functional-analytic point of view to a geometric one. Instead of working with Banach-Tate Z palgebras, we will work with complete Tate Z p -algebras, which we will always assume to have a Noetherian ring of definition. A weight will therefore be a continuous homomorphism κ : T 0 → R × , where R is a complete Tate Z p -algebra with a Noetherian ring of definition. We follow the strategy of Hansen [Hanb, [3] [4] ] to construct our eigenvarieties. A similar construction was also carried out by Xiang [Xia12] .
4.1. Eigenvarieties. To construct our eigenvarieties, we will need some more notation as well as some concepts from [AS] and [Hanb] . First, let us fix a compact open subgroup K ℓ = K ℓ ⊆ G(Q ℓ ) for each prime ℓ = p, which is hyperspecial for all but finitely many ℓ, and set K p = ℓ =p K ℓ (the tame level) and
We assume that K is neat (which is the case when K p is sufficiently small)
1
. Let Z denote the center of G and put Z(K) = Z(Q) ∩ K. All weights in this section will be assumed to be trivial on
We also fix a monoid ∆ ℓ ⊆ G(Q ℓ ) containing K ℓ , which is equal to G(Q ℓ ) when K ℓ is hyperspecial, such that (∆ ℓ , K ℓ ) is a Hecke pair and the ℓ-Hecke algebra • is a cochain complex we let C * = i∈Z C i and, similarly, we use H * to denote the direct sum of all cohomology groups when cohomology makes sense.
Fix once and for all an element t ∈ Σ cpt . Let κ : T 0 → R × be a weight, and choose a Banach-Tate Z palgebra norm on R which is adapted to κ. We let U κ,r = U t,κ,r denote the corresponding Hecke operator on
This operator is compact and we let 
the set of continuous homomorphisms κ : In light of this we will from now on drop r from the notation and simply write F κ . We remark that it currently depends on a choice of norm on R. (1) Assume that F κ has a factorization F κ = QS where Q is a multiplicative polynomial, S is a Fredholm series, and Q and S are relatively prime. Let s > r ≥ r κ . The inclusion 
If we assume moreover that F κ has a factorization as in the previous part, we have a canonical isomorphism (Ker
Proof. For assertion (1), we note that the general case follows from the case s ≤ r 1/p , and then writing U κ,r and U κ,s as in the proof of Proposition 4.1.2 the result follows from Lemma 2.2.3. For part (2), the first assertion follows from Lemma 3.2.5 and [Buz07, Lemma 2.13], and the second assertion follows from Lemma 3.2.5 upon writing
We can now prove that F κ is independent of the choice of norm on R.
Proposition 4.1.4. F κ is independent of the choice of adapted Banach-Tate Z p -algebra norm on R.
Proof. Let | − | and | − | ′ be two different such norms on R and denote the constructions coming from | − | as usual and the constructions coming from | − | ′ by adding a − ′ . By Lemma 2.1.6, we may find constants
for all a ∈ R, which, as in the proof of Proposition 3.2.6, implies that D 
, using that changing a norm by raising it to a real positive power only reindexes the D r , hence does not change the Fredholm determinant by Lemma 4.1.2. We also remark that raising | − | and | − | ′ to the same power t > 0 does not change the quantity s 2 /s 1 . Thus, we aim to find an open cover (U i ) i of Spa(R, R
• ) consisting of rational subdomains, such that, writing R i = O(U i ) and equipping with norms of the form described above, the quantity s 1 /s 2 is < p for each i. This would then finish the proof.
It remains to construct the cover (U i ) i . We recall from the proof of Lemma 2.1.6 that we may take
There is a continuous real-valued function Φ on M(R) given by
Note the similarity between s 2 /s 1 and Φ. We recall here that M(R) is the maximal Hausdorff quotient of Spa(R, R
• ), and hence it does not depend on whether we used | − | or | − | ′ to construct it (though of course the functions x → | − | x and x → | − | ′ x are in general different). We compose this function with the projection Spa(R, R
• ) → M(R) to get a function on Spa(R, R • ). We claim that it is constant and equal to 1. To see this, fix x and note that there is an s > 0 such that | − | Choosing δ small, we may then ensure that the quantity s 2 /s 1 is close to Φ(x) = 1 for U small, in particular it is < p as desired. Picking such a U for every x gives the desired cover.
From the preceding two propositions, we can immediately deduce the following corollary. We write U κ for the Hecke operator on C
• (K, D κ ) coming from our fixed t ∈ Σ cpt . 
. Since U κ = lim ← −r≥rκ U κ,r the result follows from Proposition 4.1.3 upon noting that we may choose a topologically nilpotent unit ̟ ∈ R and norms on R and R ′ such that φ and ̟ satisfies the assumptions of that Proposition.
Next we study what happens when the factorization of F κ changes. Keep the notation of Proposition 4.1.6. We make Ker 
Then we have a canonical isomorphism
Proof. Let P be such that Q 2 = P Q 1 ; P is then a multiplicative polynomial and one checks that it is relatively prime to Q 1 , so we may find polynomials A, B ∈ R[T ] such that P A + Q 1 B = 1. We then
The proposition now amounts to showing that P A. Ker
which gives us one inclusion. For the other, assume that y ∈ Ker
which gives us the other inclusion.
We now return to the Fredholm series F W from Corollary 4.1.
is Tate, and the map π| V : V → π(V ) is finite of constant degree, where π : Z → W is the projection map. For V ∈ C ov(Z ), let us write F W = Q V S V for the associated factorization of F W from Theorem 2.3.3.
is an open cover of Z so we need to prove that whenever V 1 ⊆ V 2 are elements of C ov(Z ), we have (Ker
V2 (π(V 1 )). Then we have V 1 ⊆ V 3 ⊆ V 2 , so it suffices to treat the inclusions V 1 ⊆ V 3 and V 3 ⊆ V 2 . In the first case we have π(V 1 ) = π(V 3 ) and the result follows from Proposition 4.1.7, since V 1 ⊆ V 3 forces Q V1 |Q V3 . For the second we have V 3 = V 2 × π(V2) π(V 1 ) and the result follows from Proposition 4.1.6. This allows us to finish the construction of the eigenvariety. We define
commute with the action of T(∆ p , K p ) (by construction, using the assertion about the projectors in Theorem 2.2.2), we get an
It is a sheaf by flatness of rational localization, hence a coherent sheaf of O Z -algebras, and we define the eigenvariety X = X G,K p to be the relative Spa(T , T
• ) → Z (note that the sheaf of integral elements is determined by Lemma A.3). The morphism q : X → Z is finite by construction, and we have
Remark 4.1.9. Our eigenvariety X contains the eigenvariety constructed by Hansen in [Hanb, §4] as the open subset {p = 0}. Indeed, our construction specializes to his over Banach Q p -algebras, with the minor difference that we use the complexes
to construct the auxiliary Fredholm hypersurface Z , whereas the complexes C • (K, A r U ) (in our notation) are used in [Hanb] , giving a different auxiliary Fredholm hypersuface. However, working over the union of the two Fredholm hypersurfaces, one sees that the coherent sheaf H * on A 4.2. The Tor-spectral sequence. We now give the analogue of the Tor spectral sequence in [Hanb, Theorem 3.3.1], which is a key tool in analyzing the eigenvarieties. We phrase it in terms of slope decompositions and Banach-Tate rings, though we could have formulated it more generally for elements in C ov(Z ).
Theorem 4.2.1. Let h ∈ Q ≥0 and let κ : T 0 → R × be a weight. We fix an adapted Banach-Tate Z p -algebra norm on R, and suppose that C
• (K, D r κ ) has a slope-≤ h decomposition for some r ≥ r κ . Let R → S be a bounded homomorphism of Banach-Tate Z p -algebras with adapted norms and write κ S for the induced weight T 0 → S × . Then there is a convergent Hecke-equivariant (cohomological) second quadrant spectral sequence
Proof. We follow the proof of [Hanb, Theorem 3.3.1]. Define a chain complex C • by C i = C −i (K, D κ ) ≤h and the obvious differentials (i.e. we are just reindexing and viewing C
• (K, D κ ) ≤h as chain complex). This is a bounded chain complex of finite projective R-modules. Thus
where Tor denotes hyper-Tor. The hyper-Tor spectral sequence then gives us a homological spectral sequence E 2 ij = Tor 
GALOIS REPRESENTATIONS
We continue to assume that all weights are trivial on Z(K). Let G = Res F Q GL n/F , with F a totally real or CM field. In this section we construct a Galois determinant (in the language of [Che14] ) valued in the global sections of the reduced extended eigenvariety, satisfying the expected compatibility between Hecke eigenvalues and the characteristic polynomial of Frobenius at all unramified primes. The construction is an adaptation of a construction due to the first author and David Hansen, to appear in [HJ] (in a slightly refined form), which produces a Galois determinant over the reduced rigid eigenvariety as constructed in [Hanb] . The key step is to produce the desired Galois determinant for all 'points' of the extended eigenvariety. In the rigid analytic setting one can then glue these individual determinants together by an argument due to Bellaiche and Chenevier; we prove a version of this gluing technique in our setting. We will not assume that G = Res
where L is a local field equipped with an adapted absolute value; we let ̟ be a uniformizer of L. Let r > r κ and choose an auxiliary s ∈ (r κ , r). In this subsection, we construct a filtration on the unit ball D / Fil j inherit a ∆-action and the equality in the previous sentence is ∆-equivariant. We also record the following lemma.
Lemma 5.1.1. We have
Proof. On Borel-Serre complexes we have
/ Fil j ) and these are bounded complexes of compact abelian Hausdorff groups. This category is abelian and has exact inverse limits (e.g. by [Neu99, Proposition IV.2.7]), which gives us the result.
We remark that C • (K, D <r κ ) has a slope-≤ h decomposition for any h ∈ Q ≥0 (since we are working over the field L) and is profinite with respect to topology coming from the Fil j .
A morphism of Hecke algebras.
We continue with the notation of the previous subsection. In this subsection we will fix a Z p -subalgebra T ⊆ T(∆, K) and, if A is any Z p -algebra, we will write
for all r and j and we set
We equip each T r κ,j with the discrete topology (they are finite rings) and give j T r κ,j the product topology; we then give T Fix h ∈ Q ≥0 . We have natural maps 
) ≤h denote the image of the composition. Note that each
, finite generation of the former follows.
We define T κ,≤h the opens that we will use are more delicate to construct. We have a commutative diagram
where the right vertical map is an isomorphism, which we think of as an equality (the reader may trace through the definitions and see that this is a natural thing to do). Defining
κ ) ≤h as well, with the same proof). 
Lemma 5.2.2. The ideals
By definition this image is equal to
Assume now that T acts as 0 on
κ )/̟ j so it suffices to prove that T acts as 0 on
From the long exact sequence attached to the short exact sequence
By definition, we have a natural map D
Assembling the last few sentences, we have a commutative diagram
where the right vertical map is injective. By assumption T acts as 0 on
. Thus T acts as 0 on this, which is what we wanted to prove.
Galois representations.
We now specialize to the case G = Res F Q GL n/F where F is a totally real or CM number field, and n ≥ 2. When discussing Galois representations we will, for simplicity of referencing, use the same conventions as in [Sch15, §5] . Let S ′ denote the set of places w of Q such that either w = ∞, or if w is finite then K w is not hyperspecial. This is a finite set containing p and the primes which ramify in F . We let S denote the set of places in F lying above those in S ′ . We set
is the usual spherical Hecke algebra (we assume that K ⊆ GL n (O F ⊗ Z Z)). We have T ⊆ T(∆, K) and we will use the notation and results of the previous subsection for this choice of T. Let q v be the size of the residue field at v. We have the Satake isomorphism
Sn where S n is the symmetric group on {1, ..., n} permuting the variables x 1 , .., x n . If we let T i,v denote the i-th elementary symmetric polynomial in x 1 , .., x n , then q i(n+1)/2 v ∈ T v and we define (5.3.1)
The following theorem is essentially a special case of [Sch15, Theorem 5.4.1]. We let G F,S denote the Galois group of the maximal algebraic extension of F unramified outside S. For the notion of a determinant we refer to [Che14] . 
We remark that the local systems corresponding to the D 
Proof. This follows from the discussion above since the map Spec O(X red U ,h ) → Spec O(U) sends maximal ideals to maximal ideals (the map is finite).
Before we can glue we need some preparations. Let A be a reduced Z p -algebra which is finite and free as a Z p -module; we equip it with the p-adic topology. Consider the adic space 
n since it's straightforward to check that R m+1 /I is finite. It's also straightforward to check that the given generators of I are in the kernel. This finishes the (sketch of) proof of the first assertion. For the second, there is an integer q ≥ 0 and a surjection R q m+1 ։ M of R m+1 -modules, which gives us a commuting diagram R q m+1
where the vertical maps are surjections, and the second assertion then follows from the first. We may then prove the main result of this section.
Theorem 5.4.5. There exists an n-dimensional continuous determinant D of G F,S with values in
Proof. Fix a collection {(U, h)} of slope data such that the X red U ,h cover X red . We then have injections is the torsion subgroup of T 0 (which is finitely generated) and T f ree 0
. Thus we may glue the determinants from Lemma 5.4.1 into the desired determinant using [Che14, Example 2.32].
THE COLEMAN-MAZUR EIGENCURVE
In this section we give a short discussion of the special case of the Coleman-Mazur eigencurve and the relationship between our work and that of Andreatta-Iovita-Pilloni [AIPb] and Liu-Wan-Xiao [LWX] .
6.1. The case G = GL 2/Q . Let us consider the special case G = GL 2/Q . We begin by fixing choices of groups and Hecke algebras/operators. Let B be the upper triangular Borel, I the corresponding Iwahori and T the diagonal torus. We use the element t = 1 0 0 p ∈ Σ cpt ; the corresponding Hecke operator is the U p -operator. We choose the tame level
With these choices everything else is determined and we use the notation of the main part of the paper.
In this case, overconvergent modular symbols were first constructed by Stevens [Ste] , and the corresponding eigencurve was constructed and shown to agree with the Coleman-Mazur eigencurve by Bellaiche [Bel] . Stevens and Bellaiche worked with the compactly supported cohomology H 1 c , which admits a very explicit description in this case (it is given by the functor denoted by Symb in [Bel, Ste] ). Ordinary cohomology was first considered in [Hanb] . For ordinary cohomology, one has
for all weights κ, upon noting that the H i vanish automatically for all i ≥ 2 and that H 0 vanishes by (a simpler version of) the argument in the proof of [CHJ, Lemma 5.4] . A consequence is the following lemma:
Lemma 6.1.1. Let κ : T 0 → R × be a weight, and assume that F κ has a slope-≤ h factorization for some h ∈ Q ≥0 (slopes with respect to some multiplicative pseudo-uniformizer ̟ ∈ R). Then H 1 (K, D κ ) ≤h is a finite projective R-module and is compatible with arbitrary base change.
Proof. Let f : R → S be a continuous homomorphism of complete Tate rings and equip S with a BanachTate Z p -algebra norm such that f (̟) is a multiplicative pseudo-uniformizer. Put κ S = f • κ. By the vanishing of the H i for i = 1 the Tor-spectral sequence collapses and gives us that
The first line is compatibility with base change. Putting S = R/J for an arbitrary ideal J ⊆ R (automatically closed) we see from the second line that H 1 (K, D κ ) ≤h is a finite flat R-module, hence finite projective.
If κ : T 0 → R × is a weight we write κ i , i = 1, 2, for the characters
and we identify N 1 with pZ p via ( 1 0 x 1 ) → x. If we consider the eigenvariety X rig = X rig G constructed in [Hanb] , then it is equidimensional of dimension 2 by [Hanb, Proposition B.1] since H * = H 1 . This object is usually referred to as the 'eigensurface'. If we instead do the eigenvariety construction over the part W rig 0 of weight space where κ 2 = 1 we obtain an eigenvariety that turns out to equal the ColemanMazur eigencurve; it is in particular reduced, equidimensional of dimension 1, and flat over W rig 0 . Let us denote this eigenvariety by E rig ; the properties of E rig stated in the previous sentence are presumably well known to experts but we will give a brief sketch of the proofs below. To begin with, it is equidimensional of dimension 1 (by the same argument as above for X rig ). For weights with κ 2 = 1 we conflate κ and κ 1 , and we may write the action on A κ explicitly as
p , c ∈ pZ p (this defines the submonoid ∆ p,0 of ∆ p generated by I and t), and x ∈ pZ p (cf. [Hanb, §2.2] ). Using the anti-involution
on ∆ p,0 and rescaling f by p −1 in the argument to a function on Z p one sees this right action corresponds to the left action defined in [Ste] . To prove that E rig is reduced one uses a criterion of Chenevier [Che05, Proposition 3.9]; see [Bel, Theorem IV.2 .1] for the analogous statement for the H 1 c . Unfortunately, the notion of a 'classical structure' in [Che05] is based on the input data for the eigenvariety construction in [Buz07] and is therefore not directly applicable to the situation in [Hanb] . Let us state a version of [Che05, Proposition 3.9] applicable to the situation in [Hanb, Definition 4.2.1]. We use the notation and terminology of [Hanb, [4] [5] freely; in particular we use the language of classical rigid geometry for this Proposition. 1(i)]) . The argument for flatness will be given below. This finishes our review of the basic properties of E rig .
Let us now return to the constructions of this paper. Our eigenvariety construction gives an extension E of E rig defined over the locus W 0 ⊆ W where κ 2 = 1. Another such extension E ′ was constructed by Andreatta, Iovita and Pilloni [AIPb] . Note that W 0 is naturally the analytic locus of the formal weight space W 0 with κ 2 = 1. We have
] is a regular ring. When p = 2 this is no longer the case; we have
is explicitly given by
where a n , b n ∈ Z 2 and g ∈ Z/2 is the non-trivial element. Using this map we get a weight into A, and we let W 0 = Spa(A, A) and put W 0 = W an 0 . We remark that W rig 0 ∼ = W rig 0 canonically via the normalization map. To make our notation uniform, we set W 0 = W 0 when p = 2. We may perform our construction over W 0 , and one may pull back the Banach modules that are used to construct the eigencurve in [AIPb] to W 0 , and construct the eigencurve over W 0 instead. Let us denote the corresponding eigenvarieties by E and E ′ , though we hasten to remark that these should not be thought of as normalizations of E and E ′ . 
Since A is a regular local ring of dimension 2, it follows that A p is a regular local ring of dimension 1, and hence the same is true for O(U) q (since if R is a Noetherian local ring with completion R, R is regular if and only if R is regular, and dim R = dim R). It follows that O(U) is a product of regular integral domains of dimension 1. Since U is connected O(U) does not contain any nontrivial idempotents, so O(U) is an integral domain. This finishes the proof.
Let (U, h) be a connected slope datum for E (by which we mean a slope datum for the construction that produces E such that U is connected; we will use the terminology '(connected) slope datum for
The latter is projective by Lemma 6.1.1, so the former is also projective since O(U) is Dedekind. Thus the natural map E U ,h → U is finite flat, and hence E → W 0 is flat. The same applies to E ′ .
Now let (U, h) be a slope datum for E and E ′ . Let (U i ) i∈I be an open affinoid cover of U rig . Then the natural map O(U) → i∈I O(U i ) is an injection (since U \ U rig does not contain any open subset of U) so tensoring with the finite projective O(U)-module O( E U ,h ) we get an injection
). The same holds replacing E by E ′ , so since we have canonical isomorphisms
), compatible with the way the eigencurves are built. As a result we have a canonical isomorphism E ∼ = E ′ extending the canonical isomorphism E rig ∼ = ( E ′ ) rig . We summarize the discussion above in the following theorem:
and recall that we have a compact inclusion ι :
Recall that we have a potential ON-basis for D r κ given by the elements e r,α := ̟ −n(r,̟,α) n α for α ∈ Z ≥0 . We consider the potential ON-basis for M given by Even more explicitly, we can describe the elements of R
• η as formal power series n∈Z a n X n : a n ∈ Z p , |a n | p p −n ≤ 1, |a n | p p −n → 0 as n → −∞ X is a topologically nilpotent unit in R η and so equipping R η with the norm |r| = inf{p −n | r ∈ X n R
• η , n ∈ Z} makes R η into a Banach-Tate Z p -algebra. This norm has the explicit description:
Note that if r ∈ Λ η , we have |r| = inf{p −n | r ∈ m n η , n ∈ Z}. We now define a continuous character
Lemma 6.3.1. The norm we have defined on R η is adapted to κ η . Moreover, for t ∈ T 1 we have
We can now apply the theory of Section 4 to the space of overconvergent automorphic forms
κη ). Note that we have the concrete description: 
We have c n ∈ Λ η and moreover we have
where λ(0) = 0, λ(1), . . . is a sequence of integers determined by
Proof. Compactness of U κη follows from Corollary 3.3.10. The fact that c n ∈ Λ η follows from Corollary 4.1.5, since F κη (T ) extends to a Fredholm series over W η , and O(W η ) = Λ η . The rest of the Theorem follows from Lemma 6.2.1 (note that the norm on R η satisfies the assumption of that Lemma), using the fact that if we choose representatives g 1 , . . . , g t for the double cosets
we have an isomorphism of potentially ON-able R η -modules:
We take ̟ = X, and compute that n(p −1 , X, ⌊i/t⌋) = ⌊i/t⌋ and n(p −1/p , X, ⌊i/t⌋) = ⌊1/p⌊i/t⌋⌋ = ⌊i/pt⌋.
As in §6.1, our eigenvariety construction, applied to the modules H 0 (K, D r κ ) with κ 2 = 1, gives an eigenvariety E η which is flat over W η . The open subspace E rig η defined by |p| = 0 is the eigenvariety constructed by Buzzard [Buz04] .
We end this section with our interpretation of [LWX, Theorem 1.3, Theorem 1.5]. First we need some extra notation. For m ≤ n positive integers we define
We set U = U 1 . For a real number α ∈ (0, 1] we denote by W Note that X is a topologically nilpotent unit in O(U m/n ) for all m, n. We denote the pullback of
The eigenvariety E η comes equipped with a map to the spectral variety Z(F κη ), and therefore it comes equipped with a map to A 1 U . For h = m/n ∈ Q with m ∈ Z and n ∈ Z ≥1 we define an affinoid subspace
Similarly, if h = m/n ≤ h ′ = m ′ /n are rational numbers, we define
Lemma 6.3.3. Let L/Q p be a finite extension and let x ∈ L with |x| p = p −α , where
Proof. The affinoid B x,=h is given by
Theorem 6.3.4 ([LWX]).
The space E Proof. This follows from Theorems 1.3, 1.5 and Remark 3.23 of [LWX] . Remark 3.23 shows that, after restricting to W >p −1 η , the Fredholm series F κη factorises as a countable product of multiplicative polynomials i≥0 P i , with each finite product has constant slope equal to h i for some h i ∈ Q ≥0 (independent of the specialization). We obtain a decomposition of Z(F κη ) as a disjoint union of spaces Z i , finite flat over W Note that [LWX] proves moreover that the slopes appearing in the above theorem (with multiplicities) are given by a finite union of arithmetic progressions. APPENDIX A. SOME ALGEBRAIC PROPERTIES OF TATE RINGS In this section we prove some properties of the kinds of Tate rings and adic spaces that we need. We start with a ring theoretic lemma. Proof. Let ̟ ∈ R 0 be a topologically nilpotent unit in R. R 0 is a Zariski ring when equipped with its ̟-adic topology (since it is complete), so Spec R 0 \ {̟ = 0} is a Jacobson scheme by [Gro66, (10.5.7)]. But Spec R 0 \ {̟ = 0} = Spec R, so R is Jacobson as desired.
We record another simple lemma that will prove to be useful. • is the integral closure of R 0 in R.
Proof. Pick a topologically nilpotent unit ̟ ∈ R contained in R 0 . Since S is bounded we have S ⊆ ̟ −N R 0 for some N , and hence S is an R 0 -submodule of the cyclic R 0 -module ̟ −N R 0 . The lemma now follows since R 0 is Noetherian. For the last assertion, first note that the integral closure is contained in R
• . Since R
• is the union of all open and bounded subrings and any two open bounded subrings are contained in a third, the assertion follows from the first part. Proof. We let R 0 denote a Noetherian ring of definition for R, let ̟ denote a topologically nilpotent unit in R and let s 1 , . . . , s n denote R-module generators of S. Each s i is integral over R, and multiplying by a large enough power of ̟ we may assume that each s i is integral over R 0 . Let S 0 be the subring of S generated by R 0 and s 1 , . . . , s n . Now S 0 is a finite R 0 -module and is in particular a Noetherian ring. Moreover S 0 with the ̟-adic topology is an open subring of S. In particular, S is an f -adic topological ring, and since ̟ is a topologically nilpotent unit we see that S is a Tate ring with a Noetherian ring of definition. Completeness of S follows from completeness of finitely generated modules over Noetherian adic rings (this is [Hub94, Lemma 2.3 (ii)]).
Finally we show that the integral closure R • in S is equal to S • . It is clear from the definition of the topology on S that R
• maps to S • so the integral closure of R • in S is contained in S • . Conversely, by Lemma A.2, S
• is the integral closure of S 0 in S. Since S 0 is integral over R 0 , we see that S
• is integral over R 0 , and therefore it is integral over R
• .
Next we recall the notion of uniformity. If R is a normed ring, then the spectral seminorm | − | sp on R is defined by |r| sp = lim n→∞ |r n | 1/n . It is well known that this limit exists and defines a powermultiplicative seminorm. Whenever it is a norm, we will refer to it as the spectral norm on R. Conversely, if we mention 'the spectral norm of R', we are implicitly stating (or assuming) that the spectral seminorm is a norm. Definition A.4. Let R be a complete Tate ring. We say that R is uniform if the set of power-bounded elements R
• is bounded. We say that R is stably uniform if any rational localization of R is also uniform. If R is a Banach-Tate ring, we say that R is uniform if the norm is power-multiplicative.
Note that, if R is Banach-Tate ring whose underlying complete Tate ring is uniform, then the given norm on R is equivalent to the corresponding spectral norm, which is power-multiplicative. In this case, [Ber90, Theorem 1.3] says that the spectral norm is equal to the Gelfand norm sup x∈M(R) | − | x . If R is in addition stably uniform, then if ̟ ∈ R is a multiplicative pseudo-uniformizer and U ⊆ X = Spa(R, R + ) is a rational subdomain, we may equate M(O X (U )) with the rank 1 points in U using ̟ and equip O X (U ) with the corresponding Gelfand norm.
We may extend the definition of stable uniformity to arbitrary analytic adic spaces, i.e. those that are locally the adic spectra of complete Tate rings. We say that such an X is stably uniform if there is a cover of open affinoid subsets U i ⊆ X such that O X (U ) is stably uniform. We remark that if R is complete sheafy Tate ring such that Spa(R, R + ) is stably uniform, then R is stably uniform (this is a short argument; cf. [KL15, Remark 2.8.12]). When R has a Noetherian ring of definition, many naturally occurring complete Tate rings are stably uniform. Below we will prove some results in this direction. Since A is reduced, so is T and hence T 0 , moreover T 0 is quasi-excellent since it is finitely generated over A. Recall that a Noetherian ring is reduced if and only if Serre's conditions R 0 and S 1 hold (we apologize for the unfortunate clash of notations). By [Gro65, (7.8.3.1)], R 0 inherits these properties from T 0 and is therefore reduced. Moreover, T 0 and hence T 0 /J = R 0 /JR 0 is Nagata (since they are finitely generated over A, which is quasi-excellent, hence Nagata). By [Mar75, Proposition 2.3], R 0 is Nagata (note that there is a trivial misprint in the reference).
Pick a topologically nilpotent unit ̟ ∈ R (recall that R is Tate by assumption); without loss of generality assume ̟ ∈ R 0 . Then R = R 0 [1/̟], so R is contained in the total ring of fractions Q(R 0 ) of R 0 . Since R 0 is reduced and Nagata, it follows that the integral closure R ′ of R 0 in R is a finitely generated R 0 -module, hence is bounded. Now R ′ = R • by Lemma A.2, so R • is bounded as desired. by the first part of the Theorem, so we are done because by definition O + (U ) ⊆ O(U )
• which implies that we have equality. Finally, the boundedness of O X an (U )
• follows from the boundedness of the O(U i )
• . We also note that the proof of Theorem A.5 applies essentially verbatim to prove the following similar result.
Theorem A.7. Let R be a complete Tate ring and assume that R has a ring of definition R 0 which is quasi-excellent and reduced. Then R is stably uniform. Moreover, if X = Spa(R, R
• ), and U ⊂ X is an open affinoid subspace, then O + X (U ) = O X (U )
• and and O X (U )
• is bounded in O X (U ). In particular, O X (U ) is reduced.
This Theorem also allows us to develop the theory of the nilreduction of an adic space. We only give a sketch here -one can check that everything in [BGR84, §9.5.1] works in our setting.
Definition A.8. Let X be an adic space. Define the nilradical rad O X to be the sheaf associated to the presheaf U → rad(O X (U )), where rad(O X (U )) is the nilradical of the ring O X (U ).
Proposition A.9. Let R be a complete Tate ring and assume that R has a ring of definition R 0 which is quasi-excellent. Let X = Spa(R, R
• ). Then rad O X ⊂ O X is a coherent O X -ideal, associated to the ideal rad(R) of R.
More generally, if X is an adic space which is locally of the form Spa(R, R • ) where R is a complete Tate ring with a quasi-excellent ring of definition, then rad O X is a coherent O X -ideal.
Proof. The key point is that if U ⊂ X = Spa(R, R
• ) is a rational subdomain, then
is a rational subdomain, so Theorem A.7 implies that O X (U )/ rad(R) is reduced, which implies that rad(O X (U )) = rad(R)O X (U ).
Definition A.10. Let X be an adic space which is locally of the form Spa(R, R • ), where R is a complete Tate ring with a quasi-excellent ring of definition. Then we define X red to be the closed subspace of X cut out by rad O X (see [Hub96, 1.4 
]).
In this paper the analytic adic spaces encountered will locally be of the form Spa(R, R
• ), where R is a complete Tate ring with a ring of definition R 0 which is formally of finite type over Z p . We will need a few properties of these rings, all of which follow from the material in [Abb10] . We recall the following definition from [Abb10] , specialized to our Noetherian situation. Definition A.11. A Noetherian adic ring B is called a 1-valuative order if it is an integral domain which is local of Krull dimension 1, and has no J-torsion, where J is an ideal of definition (this is independent of the choice of ideal of definition). This is [Abb10, Definition 1.11.1], except that we demand that B is Noetherian. If B is a 1-valuative order, then the integral closure B in L = Frac(B) is finite over B and is a complete discrete valuation ring, so L is a complete discrete valuation field [Abb10, Proposition 1.11.4]. If A is any Noetherian adic ring with an ideal of definition I and p ∈ Spec A, then A/p is a 1-valuative order if and only if p is a closed point in Spec A \ V (I) [Abb10, Proposition 1.11.8].
Lemma A.12. Let R be a complete Tate ring with a ring of definition R 0 which is formally of finite type over Z p , and let m ⊆ R be a maximal ideal. Then R/m is a local field.
Proof. Let p = R 0 ∩ m and let ̟ ∈ R 0 be a topologically nilpotent unit. Then p is a closed point in Spec R 0 \ V ((̟)) = Spec R, so R 0 /p is a 1-valuative order and hence its fraction field R/m is a complete discrete valuation field. It remains to prove that the residue field is finite. Proof. The morphism A → B/q is topologically of finite type and B/q is a 1-valuative order, so by [Abb10, Proposition 1.11.2] A → B/q is finite. It is then easy to check that this forces A/p to be a 1-valuative order as well, and hence p to be closed in Spec A \ V (I) by [Abb10, Proposition 1.11.8].
Corollary A.14. Proof. Choose a ring of definition R 0 for R which is formally of finite type over Z p . By [Hub93, Proposition 1.10] g is adic, and therefore g(R 0 ) is contained in a ring of definition for S. Since any two rings of definition are contained in another, we can find a ring of definition S 0 for S such that g(R 0 ) ⊆ S 0 and S 0 contains a ring of definition S 1 which is formally of finite type over Z p . It follows from Lemma A.2 that S 0 is finite over S 1 , and hence S 0 is also formally of finite type over Z p .
Let ̟ ∈ R 0 be a topologically nilpotent unit in R. Then I = ̟R 0 and J = g(̟)S 0 are ideals of definition, and R 0 /I → S 0 /J is of finite type. Therefore R 0 → S 0 is topologically of finite type, hence so is g. This proves the first assertion. The second then follows from Lemma A.13, since maximal ideals of R (resp. S) correspond to closed points in Spec R = Spec R 0 \ V (I) (resp. Spec S = Spec S 0 \ V (J)). Proof. We prove part (1); the proof of part (2) is virtually identical. Since S/q is a complete discretely valued field it defines a point v in Spa(S, S
• ) ⊆ Spa(A, A); let U = {|f 1 |, ..., |f n | ≤ |g| = 0} be a rational subdomain of Spa(A, A) which contains this point and is contained in Spa(S, S
• ). Let T = A[f 1 /g, ..., f n /g] ⊆ A[1/g] and let T be the IT -adic completion of T . Since T [1/g] = O(U ) we see that the valuation v extends to a valuation w on T [1/g], and hence q extends to a maximal ideal r = Ker w of T [1/g]. We will abuse notation and let r denote its preimage in any of the rings T, T [1/g] and T as well; then r is a closed point in Spec T \ V (I T ).
By [Abb10, Proposition 1.12.18], the natural map T r → T r induces an isomorphism of completions. We claim that the natural maps A p → T r and T r → T [1/g] r are isomorphisms. For the second map this is clear (by the general fact that if B is any ring, f ∈ B, and P ∈ Spec B[1/f ] ⊆ Spec B, then the natural map B P → B[1/f ] P is an isomorphism). For the first map, we have natural maps A p → T r → T [1/g] r = A[1/g] r and it is clear that the second map and the composite are isomorphisms, so the first map is an isomorphism as well. Summing up, we see that the natural map A p → O(U ) r induces an isomorphism on completions. By an almost identical argument, the natural map S q → O(U ) r induces an isomorphism on completions. It then follows that the natural map A p → S q induces an isomorphism on completions, as desired.
