Abstract. In this paper the dependence of the best constants in Sobolev and Gagliardo-Nirenberg inequalities on the precise form of the Sobolev space norm is investigated. The analysis is carried out on general graded Lie groups, thus including the cases of R n , Heisenberg, and more general stratified Lie groups. The Sobolev norms may be defined in terms of Rockland operators, i.e. the hypoelliptic homogeneous left-invariant differential operators on the group. The best constants are expressed in the variational form as well as in terms of the ground state solutions of the corresponding nonlinear subelliptic equations. The orders of these equations can be high depending on the Sobolev space order in the Sobolev or Gagliardo-Nirenberg inequalities, or may be fractional. Applications are obtained also to equations with lower order terms given by different hypoelliptic operators. Already in the case of R n , the obtained results extend the classical relations by Weinstein [Wei83] to a wide range of nonlinear elliptic equations of high orders with elliptic low order terms and a wide range of interpolation inequalities of GagliardoNirenberg type. However, the proofs are different from those in [Wei83] because of the impossibility of using the rearrangement inequalities already in the setting of the Heisenberg group. The considered class of graded groups is the most general class of nilpotent Lie groups where one can still consider hypoelliptic homogeneous invariant differential operators and the corresponding subelliptic differential equations.
Introduction
The Gagliardo-Nirenberg inequality goes back to works of Gagliardo [Gag59] and Nirenberg [Nir59] where it was shown that the inequality (1.1) holds for all u ∈ H 1 (R n ). Here one can take    2 ≤ q ≤ ∞ for n = 2; 2 ≤ q ≤ 2n n − 2 for n ≥ 3.
Weinstein [Wei83] obtained an expression for the best constant in the inequality (1.1), relating it to the ground states (least energy solutions) of the nonlinear Schrödinger equation
This result has numerous applications (there are 430 citations to [Wei83] on MathSciNet), for example to further properties of the critical nonlinear Schrödinger equation (1.2), [MR04, MR05] , and to many other problems. On the Heisenberg group H N , the subelliptic Gagliardo-Nirenberg inequality takes the form where ∇ H is a horizontal gradient, Q = 2N + 2 is the homogeneous dimension of H N , 2 < q < 2 + 2 N . In [CR13a] , the best constant for the Gagliardo-Nirenberg inequality (1.3) on the Heisenberg group was expressed in terms of the ground state solutions of the subelliptic equation .
One of the aims of this paper is to answer the following questions:
• How do the best constants in the Gagliardo-Nirenberg inequalities (1.1), (1.3) depend on the precise formula for the Sobolev norms? For example, if we replace u Ḣ1 (R n ) = ∇u L 2 (R n ) by the equivalent norm (−∆) 1/2 u L 2 (R n ) or by the equivalent norms ((−1)
, and similarly for the Heisenberg group, how does it influence the best constants in (1.1), (1.3) and the nonlinear equations (1.2), (1.4)?
• What can be said about more general Gagliardo-Nirenberg inequalities? For example, when the first order Sobolev norm in (1.1), (1.3) is replaced by higher order Sobolev norms? Also, when the L 2 -norms on the right hand sides in (1.1), (1.3) are replaced by appropriate L p -norm for other values of p?
• What about nonlinear equations composed of several (hypo)elliptic terms, for example, give the first stratum of H N . What can be said about ground state solutions for such equations?
• From this perspective, our results will be new already in the classical Euclidean setting of R n , for example also allowing one to consider differential equations on R n of the form proving the existence of ground state (least energy) solutions for such equations.
A natural setting for our analysis will be that of graded Lie groups as developed by Folland and Stein [FS82] . This is the largest class of homogeneous nilpotent Lie groups admitting homogeneous hypoelliptic left-invariant differential operators ( [Mil80] , [tER97] , see also a discussion in [FR16, Section 4.1]). These operators are called Rockland operator, after Helffer and Nourrigat's resolution [HN79] of the Rockland conjecture. Thus, our setting will include the higher order operators on R n as well as higher order hypoelliptic invariant differential operators on the Heisenberg group, on general stratified groups, and on general graded Lie groups. We also note that the Rockland operators on graded Lie groups appear naturally in the analysis of subelliptic operators on manifolds, starting with the seminal paper of Rothschild and Stein [RS76] .
Thus, let G be a graded Lie group, i.e. a connected simply connected Lie group such that its Lie algebra g admits a decomposition
where the g ℓ , ℓ = 1, 2, ..., are vector subspaces of g, all but finitely many equal to {0}, and satisfying
Such groups are then necessarily nilpotent and homogeneous, they can be identified with R n through the exponential mapping, with n being the topological dimension of G, with the Haar measure on G given by the Lebesgue measure on R n through this identification. A family of dilations of a Lie algebra g is a family of linear mappings of the form
where A is a diagonalisable linear operator on the Lie algebra g with positive eigenvalues, and each D r is a morphism of g, that is, a linear mapping from g to itself satisfying
where [X, Y ] := XY −Y X is the Lie bracket. If ν 1 , . . . , ν n are weights of the dilations, i.e. the eigenvalues of the matrix A, then the group's dilations are defined through the exponential mapping by
The homogeneous dimension of G is defined by
In Section 2 we will give a short overview of graded Lie groups, but we can mention here that we have R n as a special case with all ν j = 1, or the stratified groups when g is generated by its first stratum g 1 through the iterative application of commutators.
Let R be a positive Rockland operator on G, i.e. a homogeneous hypoelliptic leftinvariant differential operator, positive in the operator sense. Such operators always exist. For example, for the Heisenberg group, the sub-Laplacian and its powers are Rockland operators. If G is a stratified Lie group with a basis X 1 , . . . , X k ∈ g 1 of g 1 , the operators
are positive Rockland operators for any m ∈ N, yielding the sub-Laplacian for m = 1. More generally, for any graded Lie group G ∼ R n with dilation weights ν 1 , . . . , ν n and a basis X 1 , . . . , X n of the Lie algebra g of G satisfying
is a Rockland operator of homogeneous degree 2ν 0 , if ν 0 is any common multiple of ν 1 , . . . , ν n . There are other examples of Rockland operators that can be adapted to special selections of vector fields generating the Lie algebra in special ways, such as for example the vector fields from the first stratum on the stratified Lie groups. We refer to [FR16, Section 4.1.2] for other examples and a detailed discussion of Rockland operators. Sobolev spaces associated to positive Rockland operators on graded Lie groups have been analysed in [FR13] and in [FR16, Section 4.4]. In particular, for a positive Rockland operator of homogeneous degree ν ∈ N, for a > 0 and 1 ≤ p < ∞, we can define the homogeneous and inhomogeneous Sobolev spaces, respectively, by the norms
If G = R n and R is a homogeneous elliptic operator with constant coefficients, these spaces coincide with the usual Sobolev spaces on R n . If G is a stratified Lie group and R is a positive sub-Laplacian, then these Sobolev spaces have been analysed by Folland in [Fol75] . For an extensive analysis of these Sobolev spaces on general graded Lie group we refer to [FR13] or [FR16, Section 4.4]. In particular, it was shown that these spaces are independent of the choice of a positive operator R, so that we can drop the subscript R in their notation, abbreviating them toL p a and L p a , respectively. While these spaces are independent of R, the particular norms in (1.8) do depend on it.
The starting point of our analysis in this paper is the following Gagliardo-NirenbergSobolev inequality on graded groups:
• (Gagliardo-Nirenberg inequality) Let G be a graded Lie group of homogeneous dimension Q and let R 1 and R 2 be positive Rockland operators of homogeneous degrees ν 1 and ν 2 , respectively. Let
The freedom of working with two different Rockland operators R 1 , R 2 in (1.9) leads to the possibility of considering two different (hypo)elliptic operators in equations (1.5) and (1.6). Throughout this paper we will often abbreviate the notation by writing L
The inequality (1.9) will be established in Section 3. Consequently, the question arises of what is the best constant C in this inequality, which we may denote by C GN,R 1 ,R 2 = C GN,R 1 ,R 2 ,a 1 ,a 2 ,p,q since it depends on the operators R 1 , R 2 as well as on the indices a 1 , a 2 , p, q. The related question is of the best constant in the Sobolev (embedding) inequality
where u ∈ L In this paper we will show that both the Sobolev inequality (1.10) and the GagliardoNirenberg inequality (1.9) are related to the following Schrödinger equation with the power nonlinearities:
Examples of such equation are given by equations (1.5) and (1.6). Moreover, these inequalities are related to the variational problem
for functionals
(1.14)
Thus, in this paper we will show that • (Existence of ground state solutions) Let a 1 > a 2 ≥ 0, 1 < p < 
, let φ be a least energy solution of (1.11), and let d = L(φ). Let C S,R,a,p,q be the best constant in the Sobolev embedding theorem, i.e. the smallest constant C in the inequality (1.10). Then we have
, let φ be a least energy solution of (1.11), and let d = L(φ). Let C GN,R 1 ,R 2 ,a 1 ,a 2 ,p,q be the best constant in the GagliardoNirenberg inequality, i.e. the smallest constant C in the inequality (3.4). Then we have
The obtained results provide new insights already in the case of G = R n in view of the arbitrariness of the operators R and R 1 , R 2 , which in this case may be any homogeneous elliptic differential operator with constant coefficients, and of any order. Moreover, in this case the proof works equally well if it is a pseudo-differential operator. We note that on R n for some indices explicit expressions for best constants in Sobolev inequalities are available, see e.g. [Aub76, Tal76] , and also [LL01] .
Let us give some new examples but, more interestingly, in the setting of the Heisenberg group H N of homogeneous dimension Q = 2N + 2. Taking R 1 = R 2 = −∆ H the sub-Laplacian on H N , ν = 2, for p = 2 and a 1 , a 2 , m 1 ∈ N, m 2 ∈ N ∪ {0} with a 1 = m 1 > a 2 = m 2 , the equation (1.11) becomes a nonlinear differential equation for the poly-sub-Laplacian
Thus, it follows from the results of this paper that for Q > 2m 1 and
, this equation has a ground state φ ∈ L 2 m 1 ,m 2 minimising the variational problem (1.12), such that d = L(φ) enters the expressions (1.15) and (1.16) for the best constants in the Sobolev inequality
and in the Gagliardo-Nirenberg inequality
, (1.18)
respectively. The same is true if we replace the Heisenberg group by any stratified group, or if we replace it by R n also replacing ∆ H by the Laplacian and Q by n. Some boundary value problems for the poly-sub-Laplacians (−∆ H ) m have been studied in [RS16] on the Heisenberg group, and in [RS17] on general stratified groups.
The possibility of using different Rockland operators at the same time leads to a wider variety of equations where our results are applicable. For example, let
be the basis of the first stratum of a stratified Lie group G. So, this is the case of the Heisenberg group H N , or of G = R n with N = n. Let us now take
minimising the variational problem (1.12), such that d = L(φ) enters the expressions (1.15) and (1.16) for the best constants in the Sobolev inequality
, (1.20)
respectively. Weinstein [Wei83] gave the proof of these results in the case G = R n , R = R 1 corresponding to the gradient, p = 2 and a 1 = 1, a 2 = 0, by finding the solution to the minimisation problem (1.12). However, his techniques rely on the rearrangement inequalities which are, therefore, specific to R n in the setting of general nilpotent Lie groups. In the case of G being the Heisenberg group, R = R 1 corresponding to the horizontal gradient, p = 2 and a 1 = 1, a 2 = 0, these results have been obtained in [CR13a] by a different method relying on obtaining upper and lower estimates on the best constants in the Gagliardo-Nirenberg inequality. This method was effective in several other problems, for example in weighted nonlinear equations [CR13b] . In this paper we will also use this method but now extending it to larger ranges of indices and to general graded Lie groups.
Similar results have been investigated for Riemannian manifolds and hyperbolic spaces, see for example [MS13] and [HV95] .
The paper is structured as follows. In Section 2 we briefly recall further main concepts of graded Lie groups and fix the notation. The Gagliardo-Nirenberg inequality on graded Lie group is established in Section 3. In Section 4 we show the existence of least energy solutions of subelliptic equation (1.11). The expressions of the best constant in the Gagliardo-Nirenberg and Sobolev inequalities are obtained in Section 5 and in Section 6, respectively. Finally, in Section 7 we prove the more general form of the Gagliardo-Nirenberg inequality and present the extension of the main result of the Section 4.
Preliminaries
In this section we very briefly recall the necessary notation concerning the setting of graded groups. For a detailed description of the notions of graded and homogeneous nilpotent Lie groups we refer to Folland and Stein [FS82, Chapter 1], or to the recent exposition in [FR16, Chapter 3] .
A connected simply connected Lie group G is called a graded Lie group if its Lie algebra g admits a gradation
Let us now fix a basis {X 1 , . . . , X n } of a Lie algebra g adapted to the gradation. We obtain points in G by the exponential mapping exp G : g → G as
A family of dilations of a Lie algebra g is a family of linear mappings of the following form
where A is a diagonalisable linear operator on the Lie algebra g with positive eigenvalues, and each D r is a morphism of g, that is, a linear mapping from g to itself satisfying:
where [X, Y ] := XY − Y X is the Lie bracket. The dilations can be extended through the exponential mapping to the group G by
where ν 1 , . . . , ν n are weights of the dilations. The homogeneous dimension of G is defined by Q := Tr A = ν 1 + · · · + ν n . We note that the standard Lebesgue measure dx on R n is the Haar measure for G (see, e.g. [FR16, Proposition 1.6.6]). We also recall that a homogeneous quasi-norm on G is a continuous non-negative function
which satisfies the following properties
• |x −1 | = |x| for all x ∈ G, • |λx| = λ|x| for all x ∈ G and λ > 0, • |x| = 0 if and only if x = 0. The quasi-ball centred at x ∈ G with radius R > 0 is defined by B(x, R) := {y ∈ G : |x −1 y| < R}.
Let G denote the unitary dual of G. For a representation π ∈ G, let H ∞ π denote the space of smooth vectors for it. Then a Rockland operator R on G is a leftinvariant differential operator which is homogeneous of positive degree and satisfies the Rockland condition:
(R) for every representation π ∈ G, except for the trivial representation, the
where π(R) := dπ(R) is the infinitesimal representation of R as of an element of the universal enveloping algebra of G.
We refer to [FR16, Definition 1.7.4 and Section 4.1.1] for a detailed discussion of this definition, that appeared in the work of Rockland [Roc78] . Different characterisations of such operators have been obtained by Rockland [Roc78] and Beals [Bea77] , until the resolution in [HN79] by Helffer and Nourrigat of the so-called Rockland conjecture, which characterised operators satisfying condition (R) as left-invariant homogeneous hypoelliptic differential operators on G.
In this paper we will not be using the representation theoretic interpretation of these operators, so we define Rockland operators as left-invariant homogeneous hypoelliptic differential operators on G.
Moreover, in this paper we will deal with the Rockland differential operators which are positive in the sense of operators.
We refer to [FR16, Chapter 4] for an extensive presentation concerning Rockland operators and their properties, as well as for the consistent development of the corresponding theory of Sobolev spaces. The corresponding Besov spaces on graded Lie groups and their properties appeared in [CR17] . A different version of the GagliardoNirenberg inequality on graded Lie groups appeared in [BFKG12] . The pseudodifferential calculus on graded Lie groups appeared in [FR14] and then in [FR16] . Spectral properties of the infinitesimal representations of Rockland operators have been analysed in [tER97] .
Gagliardo-Nirenberg inequality on graded Lie group
Let G be a graded Lie group of homogeneous dimension Q and let R 1 and R 2 be positive Rockland operators of homogeneous degree ν 1 and ν 2 , respectively.
In this section we investigate the Gagliardo-Nirenberg inequality on graded Lie groups. We denote the Sobolev space by
We also use the space L
Remark 3.1. We refer to [FR16, Theorem 4.4.20] for the independence of the spaces L p a (G) of a particular choice of the Rockland operator R. Consequently, the spaces L
(G) are also independent of the choice of Rockland operators
Let us show this independence and another relation also for a 1 = a 2 . We know that
Since the homogeneous degree of the Rockland operator R Thus, we can omit the subscripts R or R 1 , R 2 in the notation for these spaces. However, we may sometimes still write these to emphasise the particular norm that we use on these spaces.
In [RT17] , it was shown that if a > 0, 1 < r < Q a and 1 ≤ p ≤ q ≤ rQ Q − ar , then we have the following Gagliardo-Nirenberg type inequality
Such inequality was used in [RT17] in the analysis of damped wave equations for Rockland operators on graded Lie groups, using the nonharmonic analysis pseudodifferential techniques [RT16] . For completeness and also to fix the notation and the relation to Sobolev inequalities, we now give a simple proof of this result for the case p = r relevant to our considerations.
Theorem 3.2. Let G be a graded Lie group of homogeneous dimension Q and let R 1 and R 2 be positive Rockland operators of homogeneous degrees ν 1 and ν 2 , respectively. Let a 1 > a 2 ≥ 0, 1 < p < 
holds for all u ∈L . Let G be a graded Lie group of homogeneous dimension Q. Let a > 0 and 1 < p < q < ∞ be such that
Then we have
6)
for all u ∈L p a (G), where R is any positive Rockland operator on G of homogeneous degree ν.
We are now ready to prove Theorem 3.2.
Proof of Theorem 3.2. In the case q = pQ Q−a 2 p , we have
Then, the inequality (3.4) has the form
which is equivalent to the Sobolev inequality (3.6).
In the case q = pQ Q−a 1 p , one gets
which is equivalent to the Sobolev inequality (3.6). Now let us consider the case pQ Q−a 2 p < q < pQ Q−a 1 p . We denote p 1 = pQ Q−a 1 p and p 2 = pQ Q−a 2 p . Using Hölder's inequality we obtain that
, where
Then, using (3.6) for u L p 1 (G) and u L p 2 (G) we obtain (3.4).
Existence of least energy solutions for a class of nonlinear subelliptic equations
In this section we investigate the existence of least energy solutions to a class of nonlinear Schrödinger type equations associated with the positive homogeneous Rockland operators.
So, let operators R 1 and R 2 be positive Rockland operators of homogeneous degrees ν 1 and ν 2 , respectively, on a graded Lie group G of homogeneous dimension Q. Let a 1 > a 2 ≥ 0, 1 < p < 
Now, we briefly formulate some notations and definitions.
Definition 4.1. We say that the function u ∈ L p a 1 ,a 2 (G) is a solution of (4.1) if and only if for any ψ ∈ L p a 1 ,a 2 (G) the identity
We denote the Nehari set by
and we put d := inf{L(u) : u ∈ N }. (4.6) Definition 4.2. Let Γ be the set of the solutions of (4.1), that is,
Let G be the set of least energy solutions of (4.1), namely,
Now we state the main result of this section. From now on in this section we assume that a 1 , a 2 , p, q satisfy conditions of Theorem 4.3. Before proving this theorem let us show the following lemmas. 
we get µ u u ∈ N . Also, it is clear that µ u is unique. Thus, from the expression for µ u we obtain that 0
Proof of Lemma 4.5. Using the inequality (3.4), we get for any u ∈ N , that
.
Thus, we obtain u
Lemma 4.6. Assume that a 1 > a 2 ≥ 0, 1 < p < (D). Then, by using the inequality (3.4), we find
From the boundedness of the sequence (u
Thus, the lemma is proved. Proof of Lemma 4.7. One can conclude from the Lagrange multiplier rule that there exists a real number θ such that for an arbitrary
(G) and its dual space.
Since q > p, we get that
From this we have
Then due to facts
we obtain that θ = 0. Thus, we get L ′ (v) = 0. By taking into account Definition 4.2, we conclude that v is a least energy solution of the nonlinear equation (4.1). Lemma 4.7 is proved. Now we are in a position to prove Theorem 4.3.
Proof of Theorem 4.3. Choose (v k ) k ⊂ N as a minimising sequence. By using the Ekeland variational principle we know that there exists a sequence (
Then the Sobolev inequality and Lemma 4.5 imply that there are two positive constants C 1 and C 2 with the properties
Taking into account this and
one gets the existence of a positive constant C 3 so that we have lim sup
By Lemma 4.6 and the concentration compactness argument of [ST02, Lemma 3.1], we have that
for some r > 0, where B(η, r) is a quasi-ball on G centred at η with radius r. Then the fact that there is C 4 > 0 and r > 1 such that
follows from the estimate (4.7). Assume that we havex k ∈ G with lim inf
By the left invariance of the Haar measure and of the operators R 1 , R 2 we have
There is a subsequence, denoted by ω k that weakly converges to φ in the space L p a 1 ,a 2 (G). Then Lemma 4.6 implies that ω k strongly converges to φ in L q loc (G). Due to this and the estimate (4.11), finally, we obtain that φ = 0. Now we are in a position to show that ω k converges strongly to φ in the space L p a 1 ,a 2 (G). We will show first that I(φ) = 0. Suppose that I(φ) < 0. Lemma 4.4 implies that there exists a positive number µ φ < 1 such that µ φ φ ∈ N for I(φ) < 0.
Since I(ω k ) = 0, by the Fatou lemma we get
(4.12)
Then, from the property 0 < µ φ < 1 we obtain that d > L(µ φ φ). Since µ φ φ ∈ N , we get a contradiction. Suppose now that I(φ) > 0. We use the following lemma:
Lemma 4.8 ([BL83, Lemma 3]). Let ℓ : C → R be convex and let m > 1. Then
for all a, b ∈ C, 0 < ε < 
. But this is impossible in view of (4.13). Thus, we have that lim sup k→∞ µ k ∈ (0, 1). We now observe that
(4.14)
The fact lim sup
It means that we obtain a contradiction since µ k φ k ∈ N . Thus, we must have I(φ) = 0, so that also L(φ) ≥ d. Now let us prove that
(G) does not converge to zero as k → ∞, then we have the following cases. The first case is when G |ψ k (x)| q dx does not vanish as k → ∞. Then the equalities
and the Brezis-Lieb lemma give us the following contradiction
The second case is when G |ψ k (x)| q dx vanishes as k → ∞. In this case, we observe also a contradiction:
0 as k → ∞. Finally, we obtain that ω k converges strongly to φ in the Sobolev space L p a 1 ,a 2 (G) and that φ is a minimiser of d. Lemma 4.7 guarantees the fact that φ is a least energy solution of (4.1). Theorem 4.3 is proved.
Best constants in the Gagliardo-Nirenberg inequalities
In this section we obtain a sharp expression for the smallest positive constant C in (3.4). We denote by C GN,R 1 ,R 2 = C GN,R 1 ,R 2 ,a 1 ,a 2 ,p,q the smallest positive constant C such that the Gagliardo-Nirenberg inequality (3.4) holds. Now let us show the main result of this section. . Let φ be a least energy solution of (4.1) and let d be defined in (4.6). Let C GN,R 1 ,R 2 be the smallest positive constant C in (3.4). Then we have
The proof of Theorem 5.1 will be based on the following lemmas:
Lemma 5.2. Let φ be a least energy solution of (4.1). Then we have
We also have
Proof of Lemma 5.2. Using the fact that φ be a least energy solution of (4.1), we obtain from (4.2) that
On the other hand, for λ > 0 and φ λ (x) := λ Q p φ(δ λ (x)) we have the relation
(5.6) The equalities (5.5) and (5.6) imply (5.2) and (5.3).
To show (5.4), taking into account (3.2) and (4.3), we have by (5.3),
which is (5.4).
for ρ > 0. If φ is a minimiser obtained in Theorem 4.3, then φ is a minimiser of
Proof of Lemma 5.3. By definition of T ρ 0 ,p,q we can note that φ
by Lemma 4.4 there exists a unique
such that I(λ 0 u) = 0. Using the fact that λ 0 u = 0 and φ achieves the minimum d, by a direct calculation one has
. From the arbitrariness of u we obtain
, which gives the fact that φ is a minimiser of T ρ 0 ,p,q .
We are now ready to prove Theorem 5.1.
Proof of Theorem 5.1. Let us denote
(5.8) Then the sharp expression C GN,R 1 ,R 2 can be estimated by studying the following minimisation problem
Since φ(x) = 0 and φ ∈ L p a 1 ,a 2 (G), using Lemma 5.2 we calculate
It follows that 
Then, by Lemma 5.3 for a 1 = a, a 2 = 0 and R 1 = R we obtain that
Further extensions
In this section, we prove a more general form of the Gagliardo-Nirenberg inequality on graded Lie groups involving more than two norms, and using this one can prove the extension of the Theorem 4.3 on ground state solutions in almost exactly the same way as in the proof of that theorem. Therefore, we will show this only briefly indicating the main changes in the proofs.
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