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The Cauchy problem for the Ishimori equation is solved when initial spins are
almost parallel by relating the Ishimori equation to the DaveyStewartson II
equation through a gauge transformation.  1996 Academic Press, Inc.
1. Introduction
We study in this paper the following Cauchy problem.
St=S_(Sx1 x1&Sx2x2)+(,x1 Sx2+,x2Sx1) (1.1a)
,x1 x1+,x2x2=2S } (Sx1_Sx2) (1.1b)
S(x, 0)=S0(x) (1.1c)
Equation (1.1a)(1.1b) was proposed by Ishimori (cf. [9]) as a two-
spatial-dimensional analog of the classical continuous isotropic Heidelberg
spin chain. The unknown S(x, t)=(S1(x, t), S2(x, t), S3(x, t)) is a unit
vector in R3, and we assume that for each fixed t
lim
|x|  
S(x, t)=(0, 0, 1). (1.2)
The variable x=(x1 , x2) belongs to R2, and it is identified with the
complex variable x=x1+ix2 throughout the paper.
Equation (1.1a)(1.1b) is completely integrable in the sense that it is the
compatibility condition of the following linear equations for that 2_2-
matrix-valued function F (cf. [10]):
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Fx1+iPFx2=0 (1.3a)
Ft+2iPFx1x1+(iPx1&Px2 P&,x2 I&i,x1P) Fx1=0, (1.3b)
where
P=_ S3S1+iS2
S1&iS2
&S3 & (1.4)
and
I=_10
0
1& . (1.5)
As a consequence, the Cauchy problem (1.1) can be solved by the inverse
scattering (spectral) transform (IST) associated with the equation (1.3a).
This approach was studied formally by Konopelchenko and Matkarimov
(cf. [10], [11]). However the rigorous justification of this IST is not
trivial.
We will instead use a different approach. It is well-known (cf. [12],
[10], [2]) that (1.3a) is gauge equivalent to the equation
_x0
0
x& G=QG. (1.6)
Here x=(12)(x1&ix2), x =(12)(x1+ix2), and Q=[
0
&q
q
0] is related
to P by
Q=\_x0
0
x& 0+ 0&1, (1.7)
where the 2_2-matrix-valued function 0 satisfies
0P0&1=_10
0
&1& (1.8a)
lim
|x|  
0=I. (1.8b)
Moreover, the evolution equation for q (cf. [12] and appendix A.5) is
precisely the focusing Davey-Stewartson II equation (cf. [5]) for shallow
water waves:
qt=i(2x2&
2
x1) q&8i‘q (1.9a)
2‘=(2x1&
2
x2) |q|
2. (1.9b)
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Conversely (cf. Lemma 3.2), if q satisfies (1.9), 0 satsifies (1.7) and (1.8b),
P is defined through (1.8a), and S is related to P via (1.4), then S satisfies
(1.1a)(1.1b).
We will obtain results for the Cauchy problem (1.1) by exploiting the
correspondence S W q and the known results of the Cauchy problem for
(1.9), which was studied in [6], [7], [2], [3], [8], [4], [16], [17], and
[18]. The main results of this paper are summarized here.
(I) (Theorem 3.3) If the Fourier transform of S0(x)&(0, 0, 1) is
integrable, and the Fourier transforms of the first order derivatives of S0
are bounded and integrable, then (1.1) has a global generalized solution S
under a small normal condition. S( } , t) is a continuous function in t with
values in the space defined by the stated properties of S0 ,
(II) (Theorem 3.5) If the Fourier transforms of the second order
derivatives of S0 are also bounded and integrable, then (1.1) is well-posed,
i.e., we have uniqueness of solutions and continuous dependence on initial
data.
(III) (Theorem 3.6) If S0(x)&(0, 0, 1) belongs to the space of rapidly
decreasing Schwartz functions, then the solution of (1.1) is a C function
in t with values in the Schwartz space.
The Cauchy problem (1.1) was studied in a more general setting by
Soyeur (cf. [14]) using the method of regularization. The equation studied
in [14] is the following.
St=S_(Sx1x1&Sx2x2)+b(,x1 Sx2+,x2Sx1) (1.10a)
,x1x1+,x2x2=2S } (Sx1_Sx2) (1.10b)
The Cauchy problem for (1.10) can be rewritten as
iut+ux1x1&ux2x2=
2u
1+|u| 2
(u2x1&u
2
x2)+ib(,x1 ux2+,x2 ux1), (1.11a)
,x1x1+,x2x2=4i
ux1 u x2&u x1 ux2
(1+|u| 2)2
, (1.11b)
u(x, 0)=u0(x), (1.11c)
where u is the stereographic projection of S defined by
u=
S1+iS2
1+S3
. (1.12)
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The results obtained in [14] are:
(a) Under the assumption that u0 # H m(R2) for m3 and &u0&Hm is
sufficiently small the Cauchy problem (1.11) has a local solution.
(b) If m4, the there are also uniqueness of solutions and con-
tinuous dependence on initial data.
(c) If m6, u0 # H m(R2) & W m&1, 65 and &u0 &H m+&u0&W m&1, 65 is
suffiently small, then the solution of (1.1) is global and it converges to a
solution of a linear Schro dinger equation as t goes to infinity.
In the case where b=1 our results for (1.1) can of course be translated
into results for (1.11). Furthermore we have the following result for the
Cauchy problem (1.11).
(IV) (Theorem 3.13) Under a small norm condition the Cauchy
problem (1.11) (b=1) is well-posed for initial data u0 with the properties
that u0 # L2(R2) and (x2+2) x u 0 # L2(R2).
Note that in both formulations of the Cauchy problem the small norm
conditions force S0(x) to stay close to (0, 0, 1), i.e., the initial spins are
almost parallel.
The rest of the paper is organized as follows. The correspondence S W q
is analyzed in section 2. The results for the Cauchy problem are established
in section 3. Section 4 contains a brief discussion of conservation laws.
Many of the lengthier calculations are recorded in the appendix.
For the convenience of the readers we state here the definitions of some
notation used in this paper.
M2_2 : M2_2 is the space of 2_2 complex matrices.
Ad , Ao , A*:
_a11a21
a12
a22&d=_
a11
0
0
a22&
_a11a21
a12
a22&o=_
0
a21
a12
0 &
_a11a21
a12
a22&
*
=_a11a12
a21
a22&
f : The Fourier transform f of f is defined by
f (!)=|
R2
dx1 dx2e&i! } xf (x).
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Rj : Rj is the Riesz transform (cf. [15]) defined by
Rj f@ (!)=
!j
(!21+!
2
2)
12 f (!).
C(R2), Cb(R2), C0(R2): C(R2) is the space of continuous complex-
valued functions on R2, Cb(R2) is the subspace of bounded continuous
functions, and C0(R2) is the subspace of continuous functions vanishing
at .
L p(R2): L p(R2) is the space of functions on R2 whose Fourier trans-
forms belong to L p. The norm of f # L p(R2) is defined by & f &L p=& f &Lp .
L1, (R2), L 1, n (R
2): L 1, (R2)=L 1(R2) & L (R2) and & f &L 1, =
max(& f &L 1 , & f &L ). L 1, n (R
2) is the space of functions f such that
:1x1 
:2
x2 f # L
1, (R2) for :1 , :20 and :1+:2n.
H s(R2): H s(R2) are the L2-based Sobolev spaces on R2.
S(R2): S(R2) is the space of C rapidly decreasing Schwartz func-
tions.
Cb(R2, M2_2), L 1, n (R
2, M2_2), etc: These are spaces of 2_2-
matrix-valued functions on R2 such that all the components belong to the
corresponding function spaces.
2. The Correspondence between S and q
Throughout this section all functions unless otherwise specified are
independent of t.
We begin with the construction of 0 which satisfies (1.7)(1.8). Since S
is a unit vector in R3, the spin matrix P defined in (1.4) is completely
characterized by
P*=P, P2=I, and trP=0. (2.1)
The spectrum of P is therefore [1, &1], and (2.1) is equivalent to the exist-
ence of a unitary matrix V such that
V*PV=_3 (2.2)
where
_3=_10
0
&1& . (2.3)
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We assume from now on that
S3(x)>&1 \x # R2. (2.4)
A simple calculation shows that (2.2) holds for
V=
1
- 2(1+S3) _
1+S3
S1+iS2
&S1+iS2
1+S3 & . (2.5)
We need to choose function spaces for the discussion of the corre-
spondence between S and q.
Definition 2.1. For any non-negative integer n, the subalgebra
Wn(R
2) of C0(R2) is defined by Wn(R2)=[ f # L 1(R2) : xj f # L
1, 
n (R
2),
j=1, 2]. Wn(R2, M2_2) is the algebra of 2_2-matrix-valued functions
whose components belong to Wn(R
2).
Wn(R
2) is a Banach space under the norm & f &=& f &L 1+&x1 f &L n1, +
&x2 f &L n1,  . It is closed under the operation of complex conjugation, and it
becomes a Banach algebra in an equivalent norm (cf. [13]). Similar
statements hold for Wn(R
2, M2_2).
Lemma 2.2. Suppose that
S&e3 # Wn(R2)3, (2.6)
where e3=(0, 0, 1) (or equivalently P&_3 # Wn(R2, M2_2)), and V is
defined by (2.5), then V&I # Wn(R2, M2_2).
Proof. Since lim|x|   S3(x)=1, condition (2.4) implies that there
exists = # (0, 2) such that S3(x)>&1+= for all x # R2. Hence g=S3&1 #
Wn(R
2) and 0 g(x)>&2+= for all x # R2. Since Wn(R2 is a Banach
algebra, we have
1
- 1+S3
&
1
- 2
=
1
- 2+ g
&
1
- 2
# Wn(R
2),
and the lemma follows. K
Equation (1.8a) holds if and only if 0 is related to V by
0V=_:0
0
;& , (2.7)
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where : and ; are nonzero complex-valued functions on R2. We want to
choose : and ; so that 0 satisfies (1.8b) and
{\_x0
0
x& 0+ 0&1=d=_
0
0
0
0& . (2.8)
If we substitute 0=[ :0
0
;] V* into (2.8), the resulting equations are
x :+[(x V11) V11+(x V21) V21] :=0, (2.9a)
x ;+[(x V22) V22+(xV12) V12] ;=0. (2.9b)
In view of Lemma 2.2, equation (1.8b) is equivalent to
lim
|x|   _
:
0
0
;&=I. (2.10)
Lemma 2.3. Assume that g # L 1, n (R
2). Then the boundary value problem
x f = g (2.11a)
lim
|x|  
f =0 (2.11b)
has a unique generalized solution which is continuous on R2. Moreover,
f belongs to Wn(R2).
Proof. Let f be defined by
f (x)=
1
2?2i |R2 d!1 d!2 e
ix } ! g^(!)
!
, (2.12)
where !=(!1 , !2)=!1+i!2 .
Since g^(!)! # L1(R2), f is continuous function on R2. Clearly f # Wn(R2)
and (2.11) satisfied.
The uniqueness of f follows from Liouville’s theorem. K
Remark 2.4. Lemma 2.3 holds if x is replaced by x . From now on we
will denote by &1x g the solution f of (2.11) given by (2.12), and by 
&1
x g
the corresponding solution when x in (2.11a) is replaced by x .
Lemma 2.5. If S satisfies (2.6), then (2.9)(2.10) has a unique solution
(:, ;) in C(R2)2. Moreover, : and ; never vanish in R2, and the functions ln :
and ln ; belong to Wn(R2).
Proof. It suffices to discuss the case of (2.9a). We have by Lemma 2.2
(x V11)(V11&1)+(x V21) V21 # L 1, (R2).
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Therefore Lemma 2.3 implies that there is a unique f # Wn(R2) such that
x f =(x V11)(V11&1)+(x V21) V21 .
Then
:=e1&V11& f
satisfies (2.9a), lim|x|   :=1, and :(x){0 for all x # R2. Clearly,
ln :=1&V11& f # Wn(R2).
Suppose that :~ # C(R2) is another solution of (2.9a) and lim|x|   :~ =1.
Then :~ : # C(R2) satisfies (in the sense of distributions) x (:~ :)=0. Since
lim|x|   (:~ :)=1, Liouville’s theorem implies that (:~ :)(x)=1 for all
x # C, i.e., :~ =:. K
Corollary 2.6. The functions :\1&1 and ;\1&1 belong to Wn(R2).
Proof. This is a consequence of the fact that Wn(R2) is a Banach
algebra, :\1&1=exp(\ln :)&1, and ;\1&1=exp(\ln ;)&1. K
The following corollary follows immediately.
Corollary 2.7. If (2.6) holds and 0 is defined by (2.7), then
0&I # Wn(R2, M2_2). (2.13)
Corollary 2.8. If (2.6) holds, then the solution (:, ;) of (2.9) and
(2.10) satisfies
; =:. (2.14)
Proof. By taking the complex conjugate of (2.9b), we find
x ; +[(x V11) V11+(x V21) V21] ; =0.
The uniqueness of the solution in Lemma 2.5 implies that ; =:. K
Proposition 2.9. Let S satisfy (2.6), (:, ;) # C(R2)2 satisfy (2.9)(2.10),
and 0 be defined by (2.7). Then Q defined by (1.7) satisfies
Q=_ 0&q(x)
q(x)
0 &
where q # L 1, n (R
2).
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Proof. Q is off-diagonal by the construction of (:, ;). The components
of Q are given by
Q12=
:
;
[(x V11) V12+(x V21) V22], (2.15a)
Q21=
;
:
[(xV22) V21+(x V12) V11]. (2.15b)
It follows from the definition of Wn(R
2) and Corollary 2.6 that both Q12
and Q21 belong to L 1, n (R
2).
By Corollary 2.8 and (2.15) we have
Q12+Q21=
:
;
x (V11V12+V21V22)
=0. K
Now we turn to the reverse process where
Q=_ 0&q
q
0& # Wn(R2, M2_2)
is given.
Lemma 2.10. If q # L 1, n (R
2) and
&q&L 1, =max(&q^&L1 , &q^&L)<\?
3
2 +
12
, (2.16)
then the boundary value problem
_x0
0
x& 0=Q0 (in the sense of distributions) (2.17a)
lim
|x|  
0=I (2.17b)
has a unique M2_2-valued solution with the property that
0&I # Wn(R2, M2_2).
Proof. We first prove the lemma for the case n=0. Since (2.17a)
involves two different differential operators, it is more convenient to con-
sider the following equivalent problem:
37ISHIMORI EQUATION
File: AAAAAA 288910 . By:CV . Date:30:07:96 . Time:14:56 LOP8M. V8.0. Page 01:01
Codes: 2544 Signs: 1153 . Length: 45 pic 0 pts, 190 mm
x 0$=Q$0$ (in the sense of distribution) (2.18a)
lim
|x|  
0$=I, (2.18b)
where
0$=_011021
012
022& and Q$=q _
0
&1
1
0& . (2.19)
Note that 0&I # Wn(R2) if and only if 0$&I # Wn(R2). Let 5 be the
Fourier transform of 0$&I and 56(!)=5(&!) be the Fourier transform
of 0$. We can rewrite (2.18) as
5(!)=
&2i
!
Q $(!)&
i
2?2!
(Q $ V 56)(!) (2.20)
and conclude that if 0$&I # W0(R2), then 0$ satisfies (2.18) if and only if
5 satisfies (2.20) and !5 # L1(R2, M2_2) & L(R2, M2_2).
Let 3(!)=!5(!). Then (2.20) is equivalent to
3(!)=&2iQ $(!)&
i
2?2 |R2 d’1 d’2
1
’
Q $(!&’) 3(&’). (2.21)
A simple calculation (cf. [16], [19]) shows that
|
R2
dx1 dx2 } f (x)x }(8? & f &L1 & f &L)12 (2.22)
for f # L1(R2) & L(R2). Therefore under condition (2.16) the integral
operator in (2.21) is a contraction in the space L1(R2, M2_2) &
L(R2, M2_2) with the norm
&3&= max
1m, n2
[max(&3mn&L1 , &3mn&L)]. (2.23)
Hence (2.21) has a unique solution in L1(R2, M2_2) & L(R2, M2_2) and
the lemma follows.
The general case follows by differenting (2.17) and induction. K
Remark 2.11. The estimate (2.22) shows that x and x are isomor-
phisms from Wn(R
2) onto L 1, n (R
2).
Corollary 2.12. If 0 is the unique solution in Lemma 2.10, then
022=011 and 012=&021 . (2.24)
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Proof. Equation (2.17a) can be decoupled as
x 011=q021
x021=&q 011
(2.25)lim
|x|  
011=1,
lim
|x|  
021=0,
and
x 012=q022
x022=&q 012
(2.26)lim
|x|  
012=0,
lim
|x|  
022=1.
Complex conjugation turns (2.25) into
x (&021)=q(0)
x(011)=&q (&021)
(2.27)lim
|x|  
&021=0,
lim
|x|  
011=1.
The corollary now follows from (2.26), (2.27) and the uniqueness of the
solution in Lemma 2.10. K
Lemma 2.13. Assume that
&q&L 1, <\?
3
8 +
12
. (2.28)
If 0 is the unique solution in Lemma 2.10, then det 0(x)>0 for all x # R2.
Proof. In view of (2.24), it suffices to show that
011(x){0 \x # R2. (2.29)
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Under condition (2.28) we obtain from (2.21) that
&3&<(2?3)12 (2.30)
where &3& is defined by (2.23).
Recall that 311(!)!=511(!) is the Fourier transform of 011&1. It
follows from (2.22) and (2.30) that
&011&1&L
1
(2?)2
&5&L1

(8?)12
(2?)2
&3&
<1.
Therefore 011(x){0 for all x # R2. K
Lemma 2.14. If 0&I # Wn(R2, M2_2) and det 0(x)>0 for all x # R2,
then (1det 0)&1 # Wn(R2).
Proof. Since det 0=1+ g where g(x)>&1 for all x # R2 and
g # L 1(R2), it follows from Wiener’s theorem (cf. [13]) that
1
det 0
&1 # L 1(R2). (2.31)
In view of (2.31) and the assumptions that xj 0kl # L
1, 
n (R
2) for
j, k, l=1, 2, we have xj (1det 0) # L
1, 
n (R
2) for j=1, 2. K
Corollary 2.15. If (2.28) holds, and 0 is the unique solution in
Lemma 2.10, then P=0&1_3 0 satisfies (2.1) and P&_3 # Wn(R2, M2_2).
Proof. A straight-forward computation using (2.24) yields
P=
1
det 0 _
|011 | 2&|012 | 2
2011012
2011 012
|012 | 2&|011 | 2& . (2.32)
Clearly P satisfies (2.1) since det 0=|011 | 2+|012 | 2 by (2.24).
That P&_3 # Wn(R2, M2_2) follows from (2.32), Lemma 2.10 and
Lemma 2.14. K
If we now define S by (1.4), then (2.4) is satisfies in view of (2.29) and
(2.32).
We summarize the results obtained so far by the following theorem.
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Theorem 2.16. Given any S which satisfies (2.4) and (2.6), there is a
unique invertible 0 such that (1.8), (2.8) and (2.13) hold, where P is defined
by (1.4). If Q is defined by (1.7), then Q=[ 0&q
q
0] where q # L
1, 
n (R
2). Let
Sn be the set of S which satisfies (2.4) and (2.6). If we equip Sn with the
metric defined by
d(S, S$)=&S&S$&Wn(R2)3 ,
then the map G defined by q=GS is continuous from Sn into L 1, n (R
2).
Conversely, if q # L 1, n (R
2) satisfies (2.28) and Q=[ 0&q
q
0], then there
exists a unique 0 such that (2.17) holds and det 0(x)>0 for all x # R2. If
P=0&1_30, then P=[ S3S1+iS2
S1&iS2
&S3 ], S&e3 # Wn(R
2, M2_2) and (2.4)
holds. The map G defined by G q=S is continuous from the subset
Qn={q # L 1, n (R2) : &q&L 1, <\?
3
8 +
12
=
of L 1, n (R
2) into Sn .
Moreover G b G /I, G b G/I, and there exist open neighborhoods U of
e3 # S0 and V of 0 # Q0 such that G : U & Sn  V & Qn and G : V & Qn 
U & Sn are homeomorphisms.
Proof. It remains to verify the statements concerning G and G .
The continuity of G follows from the fact that (:, ;) obtained in
Lemma 2.5 depends continuously on V and hence on S. The continuity of
G comes from the continuous dependence on q of the integral operator in
(2.21) and an induction argument using (2.17a).
That G and G are inverses of each other is a consequence of the unique-
ness of solutions in Lemma 2.5 and Lemma 2.10. The existence of U and V
then follows from Ge3=0. K
Finally we examine the effects of G and G on functions depending on t.
Definition 2.17. Ck((a, b), Sn) is the space of Sn-valued functions S(t)
in the open interval (a, b) such that S(t)&e3 is a Ck function from (a, b)
into Wn(R
2)3. C k((a, b), Qn) is the space of CkQn -valued functions in (a, b).
Theorem 2.18. If S(t) # Ck((a, b), Sn), then GS(t) # Ck((a, b), Qn) and
the map S(t)  GS(t) is continuous with respect to the compact open
topologies. Conversely, if q(t) # Ck((a, b), Qn), then G q(t) # Ck((a, b), Sn)
and the map q(t)  G q(t) is also continuous with respect to the compact open
topologies.
Proof. Let S(t) # Ck((a, b), Sn). Since Wn(R2)3 is a Banach algebra,
V(t)&I is a Ck function from (a, b) into Wn(R2 , M2_2), where V(t) is
defined by (2.5). It follows that :(t)&1 and (1;(t))&1 are Ck functions
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from (a, b) into Wn(R2), where :(t) and ;(t) are defined by (2.9) and
(2.10). This in turn implies that q(t)=GS(t) defined by (2.15a) is a Ck
function from (a, b) into L 1, n (R
2). The continuity with respect to the
compact open topologies is the consequence of the fact that on compact
subintervals S3(x, t)+1 is bounded away from zero uniformly in t.
Conversely let q(t) # Ck((a, b), Qn). By differentiating (2.17a) with respect
to t, we see that 0(t)&I is a Ck function from (a, b) into Wn(R2, M2_2).
Since Wn(R
2) is a Banach algebra, equation (2.32) shows that
S(t)=G q(t) # Ck((a, b), Sn). The continuity with respect to the compact
open topologies follows from the fact that on compact subintervals
&q(t)&L 1,  is bounded away from (?38)12. K
We shall denote j=0 Sn by S and 

j=0 Qn by Q . These are Fre chet
spaces and Theorems 2.16 and 2.18 remain valid if Sn and Qn are replaced
by S and Q .
3. The Cauchy Problem
We begin by fixing the coupling potential , in (1.1).
Lemma 3.1. For any S # Sn there exists a unique , # Wn(R2) which
satisfies (1.1b). It is given by the formula
,=&2 ln det 0, (3.1)
where 0 is the function obtained from S in Corollary 2.7.
Proof. The uniqueness of , follows from Liouville’s theorem for
harmonic functions. Using (1.7) and Qd=0, we find
1
2
(x1+i_3x2)(0x2 0
&1)d
=_(Q0)x2 0&1&12 0x2 0&10x1 0&1&
i_3
2
0x2 0
&10x2 0
&1&d
=
1
2
[(0x1+i_30x2) 0
&10x2 0
&1&0x20
&10x1 0
&1
&i_30x20
&10x2 0
&1]d
=
1
2
[0x1 0
&1, 0x2 0
&1]d
=
1
2
[(0x1 0
&1)o , (0x2 0
&1)o]. (3.2)
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On the other hand, we obtain by using (A.1.5), (A.2.2), and (A.2.4)
S } (Sx1_Sx2) I=0[S } (Sx1_Sx2) I ] 0
&1
=
&i
2
0P[Px1 , Px2] 0
&1
=
&i_3
2
[[_3 , 0x1 0
&1], [_3 , 0x2 0
&1]]
=
&i_3
2
[2_3(0x1 0
&1)o , 2_3(0x2 0
&1)o]
=2i_3[(0x1 0
&1)o , (0x2 0
&1)o]. (3.3)
Comparing (3.2) and (3.3) we have
x (0x2 0
&1)11=
&i
4
S } (Sx1_Sx2), (3.4a)
x(0x2 0
&1)22=
i
4
S } (Sx1_Sx2). (3.4b)
Since 2=4x x , we see that
,=2i&1x (0x2 0
&1)11=&2i&1x (0x2 0
&1)22 (3.5)
satisfies (1.1b), and , # Wn(R2) by Lemma 2.3 and Corollary 2.7.
Since [0x1 0
&1+i_30x2 0
&1]d=2Qd=0, we also have
,=&2&1x (0x10
&1)11=&2
&1
x (0x1 0
&1)22 . (3.6)
Combining (3.5) and (3.6), we find by using (2.5), (2.7) and (2.9) that
x \&,2 +=[(x 0) 0&1]22
=
;x
;
+(V12)x V12+(V22)x V22
=
;x
;
&[V12(V12)x +V22(V22)x ]
=
;x
;
&[V21(V21)x +V11(V11)x ]
=
;x
;
+
:x
:
=x [ln :;]=x [ln det 0].
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Since both &,2 and ln :; (cf. Lemma 2.5) belong to Wn(R2), formula
(3.1) from the uniqueness of the solution in Lemma 2.3. K
We shall denote by FS the unique solution , of (1.1b) obtained in
Lemma 3.1. Since 0 depends continuously on S, F is a continuous map
from Sn into Wn(R
2). Note that formula (3.1) was formally derived in
[12].
The Cauchy problem for (1.1) with S( } , t) # Sn can now be posed as
St=S_(Sx1 x1&Sx2x2)+(FS)x1 Sx2+(FS)x2 Sx1 , (3.7a)
S(x, 0)=S0(x). (3.7b)
We begin with the existence of solutions.
Lemma 3.2. Let q be a solution of the DaveyStewartson II equation
qt=i(qx2x2&qx1x1)&8i[(R
2
1&R
2
2) |q|
2] q (3.8)
in R2x_Rt such that the map t  q( } , t) belongs to C
(R, Q). Then S=G q
satisfies (3.7a)
Proof. Let Q=[ 0&q
q
0] and 0 satisfy (2.17a). Then 0( } , t)&I is a C

function from R into Wn(R
2, M2_2) for any n (cf. Theorem 2.18). Hence we
have from appendix A.4 that
_x0
0
x&\0t&R0+4i_3 \_
x
0
0
x& Q+ 0+20x1x2+
=Q \0t&R0+4i_3 \_x0
0
x& Q+ 0+20x1x2+ , (3.9)
where R=[ R110
0
R22] and
R11=&4i(R21&2iR1R2&R
2
2) |q|
2, (3.10a)
R22=4i(R21+2iR1R2&R
2
2) |q|
2. (3.10b)
Since 0t&R0+4i_3([ x0
0
x
] Q) 0+20x1 x2 # Q0 for each fixed t, the
uniqueness part of Lemma 2.10 implies that
0t&R0+4i_3 \_x0
0
x& Q+ 0+20x1 x2=0. (3.11)
It follows from (3.11) that
(0t 0&1)o=&4i_3 _x0
0
x& Q&2(0x1 x2 0&1)o . (3.12)
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On the other hand we find by differentiating (2.17a) and using (A.4.9b)
that
&4i_3 _
2
x
0
0
2x& 0=&4i_3 \_
x
0
0
x& Q+ 0&4i_3Q _
x
0
0
x & 0.
We deduce by using (A.2.10) that
&4i_3 _x0
0
x& Q=&i_3((0x1x1+2i_30x1x1&0x2 x2) 0&1)o
+2i_3Q(0x1 0
&1&i_30x2 0
&1)d
=&i_3(0x1x1 0
&1&0x2x2 0
&1)o+2(0x1x20
&1)o
+4i_3Q(0x1 0
&1)d . (3.13)
Combining (3.12) and (3.13) we have
(0t0&1)o=&i_3(0x1x1 0
&1&0x2x2 0
&1)o+4i_3Q(0x10
&1)d . (3.14)
Let S=G q. Then (3.14) implies that S satisfies (3.7a) by Appendix A.3. K
We are now ready to prove the existence of solutions of (3.7).
Theorem 3.3. If S0 # Sn for n0 and &(S0)x1 &L 1, +&(S0)x2 &L 1, 
is small enough, then (3.7) has a global generalized solution S(x, t)
in R2x_Rt such that S( } , t) # C
k(R, Sn&2k) for 02kn. Moreover
supt # R &
k
t (S( } , t)&e3)&Wn&2k(R2) is small.
Proof. If &(S0)x1 &L 1, +&(S0)x2 &L 1,  is small enough, then S0(x)>&1
for all x # R2, q0=GS0 has small norm in L 1, (R2) and (3.8) has a
generalized solution q in R2x_Rt such that q( } , t) # C
k(R, L 1, n&2k(R
2)) for
02kn and q( } , 0)=q0 (cf. Theorem 5.3 and Theorem 5.6 of [18]).
Moreover, &q( } , t)&L 1,  remains small for all t so that S=G q is defined for
all t # R. Clearly
S( } , 0)=G q0=G (G(S0))=S0
and S has the desired property by Theorem 2.18. It remains to show that
S satisfies (3.7a) in the sense of distributions.
Note that if T&e3 # W0(R2)3 then the formula
T_(Tx1x1&Tx2x2)=[(T_Tx1)x1&Tx1_Tx1]
&[(T_Tx2)x2&Tx2_Tx2] (3.15)
shows that T_(Tx1x1&Tx2x2) is a well-defined distribution.
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Let gm # S(R2) be such that & g^m&L  is bounded and limm   & g^m&q^&L 1
=0. Let qm be the solution of (3.8) with initial data gm and Sm=G qm .
By Theorem 5.6 of [18], qm # C (R, S(R2)) and therefore Sm # C(R, S)
by Theorem 2.18. Moreover, qm( } , t) converges to q( } , t) in L 1, 
uniformly on any compact time interval by Theorem 5.9 of [18]. Hence
limm   &Sm( } , t)&S( } , t)&W0(R2)=0 uniformly on any compact time
interval by Theorem 2.18, and therefore FSm converges to FS in W0(R2)
uniformly on any compact time interval. In particular, Sm (respectively
(Sm)xj and (FSm)xj) converges to S (respectively Sxj and (FS)xj) in the
L-norm uniformly on any compact time interval.
It follows that under the interpretation (3.15), (Sm)t&Sm_((Sm)x1x1&
(Sm)x2x2)&(FSm)x1(Sm)x2&(FSm)x2 (Sm)x1 converges to St&S_
(Sx1 x1&Sx2x2)&(FS)x1 Sx2&(FS)x2 Sx1 in the sense of distributions. The
theorem now follows from Lemma 3.2. K
We now turn to the uniqueness of solutions of (3.7).
Lemma 3.4. There is only one solution of (3.7) on the time interval
(a, b) (a<0<b) with the property that (i) S( } , t) # C((a, b), S0), and
(ii) Sxj xk( } , t) # C((a, b), L
p(R2)) for some p # [1, ] and j, k=1, 2.
Proof. Let q=GS and Q=[ 0&q
q
0].
Conditions (i) and (ii) imply that the second order x-derivatives of V (cf.
(2.5)) belong to C((a, b), L p(R2, M2_2)). Therefore the second order
x-derivatives of 0 and the first order x-derivative of Q also belong to
C((a, b), L p(R2, M2_2)). Then from (3.7a) we have St( } , t) # C((a, b),
L p(R2, M2_2)) and hence also 0t( } , t) # C((a, b), L p(R2, M2_2)).
Therefore the computation in appendix A.5 is valid in the sense of dis-
tributions which implies that q is a generalized solution of DSII with initial
data q( } , 0)=GS0 . Since q( } , t) # C((a, b), L 1, (R2)) by Theorem 2.18, q
(and hence S ) is unique by Theorem 5.5 of [18]. K
Theorem 3.5. The Cauchy problem (3.7) is well-posed in Sn if n1 and
&(S0)x1 &L 1, +&(S0)x2 &L 1,  is small enough.
Proof. It follows from Theorem 3.3 that there exists a solution
S( } , t) # C(R, Sn). If n1, then Sxj sk( } , t) # C(R, L
1, ) and the uniqueness
of such a solution follows from Lemma 3.4.
Since S=G q where q # C(R, L 1, n ) satisfies the DSII equation with
initial data q0=GS0 , the continuous dependence of S on S0 follows from
the continuous dependence of q on q0 (cf. Theorem 5.9 of [18]) and the
continuity of G and G (cf. Theorem 2.16 and Theorem 2.18). K
Spatial decay of the solution of (3.7) is a more delicate matter. Here we
only prove the result for Schwartz functions.
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Theorem 3.6. If S0(x)&e3 # S(R2)3, &(S0)x1 &L 1, +&(S0)x2 &L 1,  is small
enough, and S(x, t) is the unique solution of (3.7) obtained in Theorem 3.5, then
S( } , t)&e3 # C(R, S(R2)3) and sup t # R &x
k lt 
:1
x1 
:2
x2(S( } , t)&e3)&L<
for any nonnegative integers k, l, :1 and :2 .
Proof. It follows immediately from Theorem 3.3 that S is C and all its
derivatives are bounded on R2x_Rt .
It therefore suffices to show that t  xk(S(x, t)&e3) is a bounded
continuous map from R into Cb(R2)3 for k0. Then t  S(t)&e3 is a
bounded continuous map from R into S(R2) and the theorem follows by
differentiating (3.7a) and induction.
Recall from the proof of Theorem 3.3 that S=G q where q is the solution
of (3.8) with initial data q0=GS0 . It is easy to see from the construction
of q0 (cf. (2..15a)) that q0 # S(R2). Hence q # C(R, S(R2)) (cf. [2], [3],
[18]). Moreover, &q^( } , t)&L 1,  remains small for all t so that &0( } , t)&W0(R2)
also remains small for all t.
Let P(x, t) be defined by (1.4). Then (2.32) shows that
xk(P( } , t)&_3) # Cb(R2, M2_2) for k0 if and only if
(3.16a)
xk0( } , t)o # Cb(R2, M2_2) for k0,
or equivalently,
xk(P( } , t)&_3) # Cb(R2, M2_2) for k0 if and only if
(3.16b)
xk0$( } , t)o # Cb(R2, M2_2) for k0,
where 0$(x, t) is defined by (2.19).
Since q( } , t) # S(R2), we can rewrite (2.18) as
0$(x, t)=I+
1
? |R2 dx$1 dx$2
1
x&x$
Q$(x$, t) 0$(x$, t). (3.17)
It follows from (3.17) that 0$(x, t) has an asymptotic expansion in
large |x|:
0$(x, t)t :

l=0
|l (t) x&l, (3.18)
where
|0(t)=I, (3.19a)
|l (t)=
1
? |R2 dx$1 dx$2(x$)
l Q$(x$, t)0$(x$, t) for l1, (3.19b)
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and
t  xL _0$(x, t)& :
L
l=0
|l (t) x&l&
=
1
? |R2 dx$1 dx$2
(x$)L
x&x$
Q$(x$, t) 0$(x$, t) (3.20)
is a bounded continuous map from R into Cb(R2, M2_2) for L0.
In view of (3.16b) we only need to show that
[|l (t)]o=0 for l1. (3.21)
Since xk(P(x, 0)&_3) # Cb(R2, M2_2) for k0, we have
[|l (0)]o=0 for l1. (3.22)
From (A.4.15) and (A.4.4) we obtain
t 0$21+2x1 x2 0$21+4i(
&1
x (x |q|
2)) 0$21&4i(x q) 0$11=0 (3.23a)
t 0$12+2x1 x2 0$12+4i(
&1
x (x |q|
2)) 0$12+4i(x q) 0$22=0. (3.23b)
It follows from (3.17) that the asymptotic expansion (3.18) can be dif-
ferentiated in t, x and x . Noting that
x q=O( |x|&n) for n=1, 2, ...,
and
&1x (x |q|
2)=
1
? |R2 dx$1 dx$2
(x |q| 2)(x$)
x&x$
=O( |x|&2),
we conclude from (3.23) that
[|l$(t)]o= :
l&2
j=1
cl, j [|j (t)]o for l=1, 2, ..., (3.24)
where cl, j are constants and cl, j=0 for j<0.
Equation (3.21) now follows from (3.24), (3.22) and induction. K
We now turn to the Cauchy problem (1.11). Observe that in terms of the
stereorgraphic projection u of S defined in (1.12), we have
S1=
u+u
1+|u| 2
, S2=
&i(u&u )
1+|u| 2
, and S3=
1&|u| 2
1+|u| 2
. (3.25)
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The matrix function V in (2.5) can be rewritten as
V=
1
- 1+|u| 2 _
1
u
&u
1 & . (3.26)
The solutions : and ; of (2.9)(2.10) are then given by
:=e, ;=e , (3.27)
where
=&&1x ((x V11) V11+(x V21) V21)
=
1
2
ln(1+|u| 2)&&1x \ ux u1+|u| 2+ . (3.28)
Consequently, q=GS defined by (2.15a) can be written as
q=e2i Im *’, (3.29)
where
’=(x V11) V12+(x V21) V22=
x u
1+|u| 2
, (3.30)
and
*=&&1x \ ux u1+|u| 2+ . (3.31)
To give precise meanings to these formulas we need to choose
appropriate function spaces for u.
Definition 3.7. The subalgebra H(R2) of L 1, (R2) is defined by
H(R2)=[ f # L2(R2) : x2f and 2f # L2(R2)].
& f &H(R2) is defined to be & f &L2+&x
2f &L2+&2f &L2 .
Note that H(R2)/L1(R2) & L 1(R2) and
& f &L 1, constant } & f &H \f # H(R2). (3.32)
Also a simple interpolation argument shows that x: ;1x1 
;2
x2 f # L
2(R2)
\f # H(R2) and |:|+| ;|2.
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Definition 3.8. We denote by (&1x H(R
2)) & Lp(R2), p # [2, ), the
space [ f # L p(R2): x f # H(R2)], and by (&1x H(R
2)) & C0(R2) the space
[ f # C0(R2) : x f # H(R2)]. They are Banach spaces under the norms
& f &Lp+&x f &H(R2) and & f &L+& f &H(R2) respectively.
Lemma 3.9. Let
g(x)=|
R2
dx$1 dx$2
h(x$)
x&x$
where h # L1(R2) & L(R2). Then g # C0(R2) and g # L p(R2) for all
p # (2, ). Moreover
&g&Lpconstant } &h&L1 & L. (3.33)
Proof. By Lemma A.1 of [16], we have g # C0(R2).
Note that (1x)= f1(x)+ f2(x) where
f1(x)={
1
x
0<|x|<1
0 otherwise
and
f2(x)={
0 0<|x|<1
.1
x
otherwise
Since f1 # Lr1(R2) \r1 # [1, 2) and f2 # Lr2(R2) \r2 # (2, ], it follows
from Young’s inequality (cf. [15]) that
g= g1+ g2 (3.34)
where g1 # Ll1(R2) \l1 # [1, ] and g2 # Ll2(R2) \l2 # (2, ]. Moreover we
have
&g1&Ll1constant } &h&L1 & L \l # [1, ] (3.35a)
&g2&Ll2constant } &h&L1 & L \l2 # (2, ]. K (3.35b)
The relations between (&1x H(R
2)) & L p(R2) and (&1x H(R
2)) & C0(R2)
can now be clarified.
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Lemma 3.10. For p # (2, ) we have (&1x H(R
2)) & C0(R2)=
(&1x H(R
2)) & L p(R2).
Proof. Let f # (&1x H(R
2)) & C0(R2) and h=x f. Then g(x)=
(1?) R2 dx$1 dx$2(h(x$)x&x$) satisfies x g=h (in the sense of distribu-
tions), and g # C0(R2) by Lemma 3.9. Hence Liouville’s theorem implies
that f = g and f # L p(R2) \p # (2, ) by Lemma 3.9.
Conversely, let f # (&1x H(R
2)) & L p(R2) for some p # (2, ) and h=x f.
Then g(x)=(1?) R2 dx$1 dx$2(h(x$)x&x$) satisfies x g=h, and g # L
p(R2)
by Lemma 3.9. Hence f & g is an entire function which belong to L p(R2).
Therefore f & g=0 and f # C0(R2) by Lemma 3.9. K
Lemma 3.11. We have (&1x H(R
2)) & L2(R2)/(&1x H(R
2)) & C0(R2).
Moreover, if f # (&1x H(R
2)) & C0(R2), then f # (&1x H(R
2)) & L2(R2) if and
only if R2 dx1 dx2x f =0.
Proof. Let f # (&1x H(R
2)) & L2(R2) and h=x f. Then
g(x)=
1
? |R2 dx$1 dx$2
h(x$)
x&x$
satisfies x g=h (in the sense of distributions), and g # C0(R2) by
Lemma 3.9. Hence f & g is an entire function which belongs to
L2(R2)+C0(R2). Therefore f & g=0 and f # C0(R2).
On the other hand, if f # (&1x H(R
2)) & C0(R2) and h=x f, then as in
the proof of Lemma 3.10 we have
f (x)=
1
? |R2 dx$1 dx$2
h(x$)
x&x$
=
1
?x |R2 dx$1 dx$2 h(x$)+
1
?x |R2 dx$1 dx$2
x$h(x$)
x&x$
. (3.36)
Since xh(x), x(xh(x)) # L2(R2), Ho lder’s inequality implies that
xh(x) # Lr1(R2) \r1 # (1, 2]. On the other hand, since xh(x) # H 1(R2), it
follows from Sobolov’s imbedding theorem (cf. [1]) that xh(x) # Lr2(R2)
\r2 # [2, ). Therefore xh(x) # L p(R2) \p # (1, ). As in the proof of
Lemma 3.9, Young’s inequality implies that |(x)=R2 dx$1 dx$2(x$h(x$)x&x$)
belongs to Lr(R2) \r # (2, ).
Let / be defined by
/(x)={10
|x|1
otherwise
.
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Then (/(x) |(x)x) # Lq(R2) \q # (1, ) by Ho lder’s inequality. In view of
(3.36), we have for |x|1
f (x)=
1
?x |R2 dx$1 dx$2 h(x$)+
/(x) |(x)
x
Hence f # L2(R2) if and only if R2 dx1 dx2 h(x)=0. K
It is clear that (&1x H(R
2)) & C0(R2) is a Banach algebra, and
Lemma 3.11 implies that (&1x H(R
2)) & L2(R2) is also a Banach algebra.
Moreover x is an isomorphism from (
&1
x H(R
2)) & C0(R2) onto H(R2),
and also an isomorphism from (&1x H(R
2)) & L2(R2) onto the closed sub-
space [ f # H(R2) : R2 dx1 dx2 f (x)=0] of H(R
2). In view of (3.32) and
Remark 2.11, it is clear that we have the following imbeddings.
(&1x H(R
2)) & C0(R2)YW0(R2) (3.37a)
(&1x H(R
2)) & L2(R2)YW0(R2) (3.37b)
Let f belong to (&1x H(R
2)) & C0(R2) and g=x f. From Lemma 2.3 we
have
f (!)=
2g^(!)
i!
(3.38)
which implies immediately that
fx1 , fx2 # H
2(R2) \f # (&1x H(R
2)) & C0(R2) (3.39a)
and
& fx1 &H 2 , & fx2 &H2constant } &x f &H(R2)
\f # (&1x H(R
2)) & C0(R2). (3.39b)
Lemma 3.12. The subspace (&1x S(R
2)) & C0(R2)=[ f # C0(R2) :
x f # S(R2)] (respectively (&1x S(R
2)) & L2(R2)=[ f # L2(R2) : x f # S(R2)])
is dense in (&1x H(R
2)) & C0(R2) (respectively (&1x H(R
2)) & L2(R2)).
Proof. Let g # (&1x H(R
2)) & C0(R2). Since S(R2) is dense in H(R2),
there exists a sequence hm # S(R2) such that hm  x g in H(R2). Then
gm(x)=(1?) R2 dx$1 dx$2(hm(x$)x&x$) belongs to (
&1
x S(R
2)) & C0(R2)
and x gm  x g in H(R2).
In the case where h # (&1x H(R
2)) & L2(R2) we define h m by
h m(x)=hm(x)&\|R2 dx1 dx2 hm(x)+ |(x),
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where | # S(R2) and R2 dx1 dx2 |(x)=1. Then
g~ m(x)=
1
? |R2 dx$1 dx$2
h m(x$)
x&x$
# (&1x S(R
2)) & L2(R2)
by Lemma 3.11 and x g~ m  x g in H(R2). (Note that R2 dx1 dx2 hm  0
since R2 dx1 dx2 hm  R2 dx1 dx2 x g and R2 dx1 dx2 x g=0 by Lem-
ma 3.9.) K
Finally we are ready to prove a well-posedness result for the Cauchy
problem (1.11).
Theorem 3.13. Let u 0 # (&1x H(R
2)) & C0(R2) (respectively (&1x H(R
2))
&L2(R2)) and &x u o&H(R2) be small enough. Then (1.11) has a unique global
generalized solution such that t  u ( } , t) is a continuous map from R into
(&1x H(R
2)) & C0(R2) (respectively (&1x H(R
2)) & L2(R2)). Moreover,
u depends continuously on u0 and &(x u )( } , t)&H(R2) remains small for all t.
Proof. In view of (3.37) and (3.25), we have S0 # S0 and &S0&e3&L 1, 
is small. Therefore by Theorem 3.3 there exists a solution S(x, t) of (1.1)
such that t  S( } , t) is a bounded continuous map from R into S0 .
It remains to show that the stereographic projection u of S has the
desired property. Then uniqueness of S (and hence u) follows from
Lemma 3.4 since (3.39) and (3.25) imply that Sxj xk( } , t) # C(R, L
2(R2)) for
j, k=1, 2.
First we treat the case where u 0 # (&1x H(R
2)) & C0(R2). Recall that
S=G q where q # C(R, L 1, (R2)) satisfies (3.8) with initial data q0=GS0 .
It follows from (3.29)(3.31) that q0 # H(R2) and &q0&H(R2) is small. By the
results in [4], we have q( } , t) # C(R, H(R2)) and &q( } , t)&H(R2) stays small
for all t.
From (2.17) we conclude that
011( } , t)&1, 012( } , t) # C(R, (&1x H(R
2)) & C0(R2)) (3.40a)
and
&(x 011)( } , t)&H(R2)+&(x 012)( } , t)&H(R2) remains small for all t. (3.40b)
Comparing (1.4) and (2.32) we find
u =
012
011
. (3.41)
It follows from (3.40) and (3.41) that u ( } , t) # C(R, (&1x H(R
2)) & C0(R2))
and &(x u )( } , t)&H(R2) is small for all t.
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The continuous dependence of u on u0 is a consequence of the con-
tinuous dependence of q on q0 with respect to the space H(R2) (cf. [4]).
Suppose now that u 0 # (&1x H(R
2)) & L2(R2). In view of Lemma 3.11 we
only need to show that
|
R2
dx1 dx2(x 012)(x, t)=0 \t. (3.42)
Then it follows from Lemma 3.11 that t  012( } , t) is a continuous map
from R into L2(R2) and hence t  u ( } , t) is a continuous map from R into
L2(R2) by (3.41).
By Lemma 3.12 we can construct a sequence vm # L2(R2) such that
x vm # S(R2) and v m  u 0 in (&1x H(R
2)) & L2(R2). Let Tm be the function
defined by
Tm=\ vm+v m1+|vm | 2 ,
&i(vm&v m)
1+|vm | 2
,
1&|vm | 2
1+|vm | 2+
and gm be the solution of (3.8) with initial data GTm # S(R2). Then GTm
converges to q0 in H(R2) which implies that gm( } , t) converges to q( } , t) in
H(R2) uniformly with respect to t (cf. [4]). Hence the corresponding
0m( } , t) converges to 0( } , t) in L 1, (R2, M2_2) uniformly with respect to
t. It follows from (2.17a) that (x (0m)12)( } , t) converges to (x 012)( } , t) in
H(R2) uniformly with respect to t. In particular, we have for any t # R
lim
m   |R2 dx1 dx2x (0m)12=|R2 dx1 dx2x 012 . (3.43)
From the relation
v m=
(0m)12 (x, 0)
(0m)11 (x, 0)
(cf. (3.41)) we have (0m)12 (x, 0) # L2(R2). Hence Lemma 3.11 implies that
R2 dx1 dx2(x (0m)12)(x, 0)=0. By the same argument in the proof of
Theorem 3.6 we conclude that
|
R2
dx1 dx2(x (0m)12)(x, t)=0 \t. (3.44)
Equation (3.42) now follows from (3.43) and (3.44). K
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4. Conservation Laws
An important characteristic of an integrable system is the existence of
infinitely many conserved quantities. Here we derive the conservation laws
of the Ishimori equation from the conservation laws of DS II via the
correspondence between S and q. We shall express these conserved quan-
tities in terms of the stereographical projection u of S.
The conserved quantities of DS II are (cf. Theorem 5.10 of [18])
cl=|
R2
dx1 dx2 q(x, t)[x +q(x, t) b &1x q(x, t)]
l q(x, t) (4.1)
for l=0, 1, 2, ... . If S satisfies (3.7), then q=GS satisfies (3.8) and the
following theorem follows immediately.
Theorem 4.1. If S( } , t) # C(R, S) satisfies (3.7), then the quantities cl
(l=0, 1, 2, ...) given by (4.1) are conserved in the time variable t, where q is
given by (3.29), and ’, * are given by (3.30) and (3.31).
For l=0, we have the conservation of
c0=|
R2
dx1 dx2 |q(x, t)| 2
=|
R2
dx1 dx2 |’(x, t)| 2
=|
R2
dx1 dx2
|x u | 2
(1+|u| 2)2
=
1
4 |R2 dx1 dx2
|{u| 2+i[ux1 u x2&u x1 ux2]
(1+|u| 2)2
. (4.2)
A simple calculation shows that
|{S| 2=4
|{u| 2
(1+|u| 2)2
(4.3)
and (cf. [14])
2,=&4i
ux1 u x2&u x1 ux2
(1+|u| 2)2
. (4.4)
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Since
1
8? |R2 dx1 dx2 2,=
1
4? |R2 dx1 dx2 S } (Sx1_Sx2)
represents the degree of the map S from R2 into the unit sphere in R3, it
is an integer conserved in time. In fact, under the conditions S3(x)>&1
for all x # R2 and lim|x|   S3(x)=1, we have by a standard topological
argument that
1
4? |R2 dx1 dx2 S } (Sx1_Sx2)=0. (4.5)
Combining (4.2)(4.5), we obtain the conservation of R2 dx1 dx2 |{S |
2
(energy) which can be verified directly from the Ishimori equation.
Appendix
A.1. A Lie Algebra Isomorphism
Let U1 be the Lie algebra R3 with the cross product, and U2 be the Lie
algebra of skew Hermitian matrices with zero traces.
Given a # U1 , let
T(a)=&
i
2 _
a3
a1+ia2
a1&ia2
&a3 & . (A.1.1)
Clearly T : U1  U2 is linear and onto.
By a simple calculation we obtain
T(a) T(b)=&
a } b
4
I+
1
2
T(a_b) (A.1.2)
which implies that
T(a_b)=
1
2
(T(a_b)&T(b_a))
=
1
2 \2T(a) T(b)+
a } b
2
I&2T(a) T(b)&
b } a
2
I+
=[T(a), T(b)]. (A.1.3)
Therefore T is a Lie algebra isomorphism from U1 onto U2 .
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Note that equation (1.4) can be written as
P=2iT(S ). (A.1.4)
Combining (A.1.2)(A.1.4), we find
S } (Sx1_Sx2) I=2T(S_(Sx1_Sx2))&4T(S) T(Sx1_Sx2)
=&4 }
1
2i
P \ 1(2i)2 [Px1 , Px2]+
=&
i
2
P[Px1 , Px2]. (A.1.5)
In the derivation of (A.1.5) we have used the identity
S_(Sx1_Sx2)=
1
2 ((S } S )x2 Sx1&(S } S )x1 Sx2)=0 (A.1.6)
which follows from S } S=1.
A.2. Derivatives of 0
The starting point is the relation
0P0&1=_3 . (A.2.1)
Assuming that 0 and P are smooth in (x, t), we obtain the following
formulas by differentiating (A.2.1).
0Pxj 0
&1=[_3 , 0xj 0
&1], j=1, 2. (A.2.2)
0Pt0&1=[_3 , 0t 0&1]. (A.2.3)
Note that the following identities hold for any 2_2 matrix A.
[_3 , A]=2_3 Ao . (A.2.4)
_3A+A_3=2_3Ad . (A.2.5)
Hence we can rewrite (A.2.2) and (A.2.3) as
(0xj 0
&1)o=
1
2_30Pxj 0
&1, j=1, 2. (A.2.6)
and
(0t 0&1)o= 12 _30Pt0
&1. (A.2.7)
Note also that (A.2.5) implies
_3 A=&A_3 if Ad=0. (A.2.8)
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From (3.5) and (3.6) we have
(0x1 0
&1)d=&
1
4 (x1&i_3 x2)(,I ), (A.2.9)
and
(0x2 0
&1)d=&
i
4
_3(x1&i_3x2)(,I )=i_3(0x1 0
&1)d , (A.2.10)
where , is the coupling potential satisfying
2,=2S } (Sx1_Sx2). (A.2.11)
Differentiating (A.2.2) again we find
0Pxj xj 0
&1=[_3 , 0xj xj]&20xj 0
&1[_3 , 0xj 0
&1], j=1, 2, (A.2.12)
or equivalently
0Pxj xj 0
&1=2_3(0xj xj 0
&1)o&40xj 0
&1_3(0xj 0
&1)o , j=1, 2. (A.2.13)
Differentiating (A.2.9) and (A.2.10) we obtain
(x1&i_3x2)(0x1 0
&1)d=x1(0x10
&1)d&x2(0x2 0
&1)d
=(0x1x1 0
&1&0x2 x2 0
&1)d
&((0x1 0
&1)2&(0x2 0
&1)2)d
=(0x1x1 0
&1&0x2 x2 0
&1)d&2(0x1 0
&1)2d
&(0x1 0
&1)2o+(0x2 0
&1)2o . (A.2.14)
The following identities will be useful in appendix A.5.
From the definition of Q we have
Q2= 14 (0x1 0
&1+i_3 0x2 0
&1)2
= 14 [(0x1 0
&1)2o+(0x2 0
&1)2o&i_3[(0x1 0
&1)o , (0x2 0
&1)o]], (A.2.15)
and
2(Qx1&i_3Qx2)=(0x10
&1+i_30x2 0
&1)x1&i_3(0x1 0
&1+i_30x2 0
&1)x2
=0x1x1 0
&1+0x2x2 0
&1&(0x1 0
&1)2
&(0x2 0
&1)2+i_3[0x1 0
&1, 0x2 0
&1]. (A.2.16)
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Taking the diagonal part of (A.2.16) we find using (A.2.10) and (A.2.15)
(0x1x1 0
&1+0x2 x2 0
&1)d=(0x1 0
&1)2o+(0x2 0
&1)2o
&i_3[(0x10
&1)o , (0x2 0
&1)o]
=4Q2. (A.2.17)
On the other hand, taking the off-diagonal part of (A.2.16) we find by
using (A.2.10)
(0x1x1 0
&1+0x2 x2 0
&1)o=2(Qx1&i_3 Qx2). (A.2.18)
Finally, from the definition of Q we have
2((0x1 0
&1)o Q+Q(0x1 0
&1)o)
=(0x1 0
&1)2o&i_3(0x1 0
&1)o (0x2 0
&1)o+(0x1 0
&1)2o
+i_3(0x2 0
&1)o (0x1 0
&1)o
=2(0x1 0
&1)2o+i_3[(0x2 0
&1)o , (0x1 0
&1)o] (A.2.19)
and
2Qx1=(0x1 0
&1+i_30x2 0
&1)x1
=(0x1x1 0
&1)o+i_3(0x1 x2 0
&1)o&2Q(0x1 0
&1)d . (A.2.20)
A.3. Evolution of P
We assume that S( } , t) # Ck((a, b), S2&2k) (k=0, 1) satisfies the Ishimori
equation (3.7a), and P is the spin matrix of S.
From (A.1.3), (A.1.4), and (1.1) we have
Pt=2iT(St)
=2iT(S_(Sx1x1&Sx2x2)+,x1 Sx2+,x2 Sx1)
=
1
2i
[P, Px1x1&Px2 x2]+,x1 Px2+,x2 Px1 . (A.3.1)
It follows from (A.3.1), (A.2.1), (A.2.2), (A.2.4), (A.2.9), (A.2.10), (A.2.13),
and (2.17a) that
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0Pt0&1=
1
2i
[_3 , 0(Px1x1&Px2 x2) 0
&1]+,x1[_3 , 0x2 0
&1]
+,x2[_3 , 0x10
&1]
=&i_3(0(Px1x1&Px2x2) 0
&1)o
+2_3(,x1(0x2 0
&1)o+,x2(0x1 0
&1)o)
=&i_3(2_3(0x1x1 0
&1&0x2 x2 0
&1)o&4_3(0x1 0
&1)d
_(0x1 0
&1)o+4_3(0x20
&1)d (0x20
&1)o)
+2_3(,x1(0x2 0
&1)o+,x2(0x1 0
&1)o)
=&2i(0x1x1 0
&1&0x2 x2 0
&1)o
&i(,x1(0x10
&1)o&i,x2 _3(0x1 0
&1)o)
&_3(,x1(0x2 0
&1)o&i,x2_3(0x2 0
&1)o)
+2_3(,x1(0x2 0
&1)o+,x2(0x1 0
&1)o)
=&2i(0x1x1 0
&1&0x2 x2 0
&1)o
&i(,x1(0x10
&1+i_30x2 0
&1)o
+,x2_3(0x1 0
&1+i_3 0x2 0
&1)o
=&2i(0x1x1 0
&1&0x2 x2 0
&1)o&2i(,x1 I+i,x2 _3) Q
=&2i(0x1x1 0
&1&0x2 x2 0
&1)o&2iQ(,x1 I&i,x2 _3)
=&2i(0x1x1 0
&1&0x2 x2 0
&1)o+8iQ(0x1 0
&1)d . (A.3.2)
In view of (A.3.2) and (A.2.7), the Ishimori equation is equivalent to
(0t 0&1)o=&i_3(0x1x1 0
&1&0x2x2 0
&1)o+4i_3Q(0x1 0
&1)d . (A.3.3)
A.4. Evolution of 0
We assume that Q=[ 0&q
q
0] where q( } , t) # C
k((a, b), L 1, 2&2k) (k=0, 1)
satisfies the DSII equation (3.8).
We can write (3.8) as
Qt=&i_3(Qx1x1&Qx2 x2)+[R, Q], (A.4.1)
where
R=_R110
0
R22& (A.4.2)
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and
R11=&4i(R21&2iR1R2&R
2
2) |q|
2, (A.4.3a)
R22=4i(R21+2iR1R2&R
2
2) |q|
2. (A.4.3b)
Note that (A.4.3) is equivalent to
_x0
0
x& R=4i_3 _
x
0
0
x & Q2. (A.4.4)
Recall that Q and 0 are related by
_x0
0
x& 0=Q0. (A.4.5)
Differentiating (A.4.5) and using (A.4.1) we find
_x0
0
x& 0t=Qt0+Q0t
=&i_3(Qx1x1&Qx2x2) 0+[R, Q] 0+Q0t . (A.4.6)
From (A.4.2), (A.4.4), and (A.4.5) we have
_x0
0
x& (R0)=4i_3 \_
x
0
0
x & Q2+ 0+RQ0. (A.4.7)
It follows from (A.4.6) and (A.4.7) that
_x0
0
x& (0t&R0)=Q(0t&R0)&i_3(Qx1x1&Qx2x2) 0
&4i_3 \_x0
0
x & Q2+ 0. (A.4.8)
Since Q is off-diagonal, Leibniz’ rule and (A.2.8) imply that
_x0
0
x & (QF)=\_
x
0
0
x & Q+ F+Q \_
x
0
0
x& F+ (A.4.9a)
_x0
0
x& (QF)=\_
x
0
0
x& Q+ F+Q \_
x
0
0
x & F+ . (A.4.9b)
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It follows from (A.4.5) and (A.4.9a) that
&4i_3 \_x0
0
x & Q2+ Q=&4i_3 \_
x
0
0
x & Q+ Q0
&4i_3Q \_x0
0
x& Q+ 0
=&i_3(Qx1&i_3 Qx2)(0x1+i_3 0x2)
&4i_3Q \_x0
0
x& Q+ 0. (A.4.10)
Using (A.4.9b) we find
_x0
0
x&\4i_3 \_
x
0
0
x& Q+ 0+
=4i_3 \_
2
x
0
0
2x& Q+ 0+4i_3 \_
x
0
0
x& Q+\_
x
0
0
x & 0+
=i_3(Qx1x1+2i_3 Qx1x1&Qx2x2) 0+i_3(Qx1+i_3 Qx2)
_(0x1&i_30x2). (A.4.11)
Combining (A.4.8), (A.4.10), (A.4.11), and (A.2.8) we have
_x0
0
x&\0t&R0+4i_3 \_
x
0
0
x& Q+ 0+
=Q \0t&R0+4i_3 \_x0
0
x& Q+ 0+&2Qx1 x1 0
+i_3(Qx1+i_3Qx2)(0x1&i_30x2)&i_3(Qx1&i_3Qx2)
_(0x1+i_30x2)
=Q \0t&R0+4i_3 \_x0
0
x& Q+ 0+&20x1 x1 0
&2(Qx1 0x2+Qx2 0x1). (A.4.12)
Finally, differentiation (A.4.5) by x1 x2 we find
_x0
0
x& 0x1x1=Qx1x2 0+Qx1 0x2+Qx2 0x1+Q0x1x2 , (A.4.13)
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which together with (A.4.12) yield
_x0
0
x&\0t&R0+4i_3 \_
x
0
0
x& Q+ 0+20x1x2+
=Q \0t&R0+4i_3 \_x0
0
x& Q+ 0+20x1 x2+ . (A.4.14)
Under the small norm condition (2.28), the evolution of 0 is then given
by
0t=R0&4i_3 \_x0
0
x& Q+ 0&20x1 x2 . (A.4.15)
A.5. Evolution of Q
We assume that S( } , t) # C((a, b), S) satisfies the Ishimori equa-
tion (3.7a), q=GS, and Q=[ 0&q
q
0].
Differentiating (1.7) we have
Qt= 12 ((0x1+i_30x2) 0
&1)t
= 12 (x1+i_3x2)(0t0
&1)o+
1
2 (0t 0
&10x1 0
&1+i_30t0&10x2 0
&1)o
&Q(0t0&1)d . (A.5.16)
Applying (A.3.3), (2.17a) and (A.2.10) we obtain
1
2
(x1+i_3x2)(0t0
&1)o
=
1
2
(x1+i_3x2)[&i_3(0x1 x1 0
&1&0x2x2 0
&1)o+4i_3Q(0x1 0
&1)d]
=&i_3((Q0)x1 x1 0
&1&(Q0)x2x2 0
&1)o
+
i
2
_3 ((0x1x1 0
&1&0x2 x2 0
&1)(0x2 0
&1))o
&
1
2
((0x1x1 0
&1&0x2x2 0
&1)(0x20
&1))o
+2i_3(Qx1+i_3Qx2)(0x1 0
&1)d
+2i_3Q(x1&i_3 x2)(0x1 0
&1)d
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=&i_3(Qx1x1&Qx2x2)&2i_3(Qx1 0x1 0
&1&Qx2 0x2 0
&1)o
&i_3Q(0x1x1 0
&1&0x2x2 0
&1)d+i_3(0x1x10
&1&0x2 x2 0
&1)d Q
+i_3(0x1x1 0
&1&0x2x2 0
&1)o(0x1 0
&1)d+2i_3(Qx1+i_3Qx2)
_(0x1 0
&1)d+2i_3Q(x1&i_3x2)(0x1 0
&1)d
=&i_3(Qx1x1&Qx2x2)+i_3[(0x1x1 0
&1&0x2x2 0
&1)d , Q]
+i_3(0x1x1 0
&1&0x2x2 0
&1)o (0x1 0
&1)d
+2i_3 Q(x1&i_3 x2)(0x1 0
&1)d . (A.5.2)
Substituting (A.5.2) into (A.5.1) we find by using (A.2.10), (A.3.3),
(A.2.14) and (A.2.8)
Qt=&i_3(Qx1x1&Qx2x2)+i_3[(0x1x1 0
&1&0x2x2 0
&1)d , Q]
+i_3(0x1x10
&1&0x2 x2 0
&1)o (0x10
&1)d
+2i_3Q(x1&i_3x2)(0x1 0
&1)d+(0t 0&1)d Q
+(0t 0&1)o (0x10
&1)d&Q(0t 0&1)d
=&i_3(Qx1x1&Qx2x2)+i_3[(0x1x1 0
&1&0x2x2 0
&1)d , Q]
+4i_3Q(0x1 0
&1)2d+2i_3Q(x1&i_3x2)(0x1 0
&1)d
+([0t0&1)d , Q]
=&i_3(Qx1x1&Qx2x2)+i_3([0x1x1 0
&1&0x2x2 0
&1)d , Q]
+2i_3Q(0x1x1 0
&1&0x2x2 0
&1)d
+2i_3Q((0x20
&1)2o&(0x10
&1)2o)+[(0t 0
&1)d , Q]
=&i_3(Qx1x1&Qx2x2)+[(0t 0
&1)d+i_3(0x1x1 0
&1&0x2x2 0
&1)d , Q]
+2i_3Q((0x20
&1)2o&(0x10
&1)2o). (A.5.3)
It follows from (A.2.4), (A.2.15), (A.2.17), (A.2.19) and (A.5.3) that
Qt=&i_3(Qx1x1&Qx2 x2)+[(0t0
&1)d+2i_3(0x1x1 0
&1)d , Q]
&8i_3 Q3+2i_3Q((0x2 0
&1)2o&(0x1 0
&1)2o)
=&i_3(Qx1x1&Qx2x2)+[(0t0
&1)d+2i_3(0x1x10
&1)d , Q]
&2i_3 Q(0x1 0
&1)2o+(0x2 0
&1)2o&i_3[(0x1 0
&1)o , (0x20
&1)o])
+2i_3 Q((0x2 0
&1)2o&(0x10
&1)2o)
=&i_3(Qx1x1&Qx2x2)+[(0t0
&1)d+2i_3(0x1x10
&1)d , Q]
&2i_3 Q(2(0x1 0
&1)2o+i_3[(0x2 0
&1)o , (0x10
&1)o])
64 LI-YENG SUNG
File: AAAAAA 288937 . By:CV . Date:30:07:96 . Time:14:57 LOP8M. V8.0. Page 01:01
Codes: 2564 Signs: 913 . Length: 45 pic 0 pts, 190 mm
=&i_3(Qx1x1&Qx2x2)+[(0t 0
&1)d+2i_3(0x1x1 0
&1)d , Q]
&4i_3 Q((0x1 0
&1)o Q+Q(0x1 0
&1)o)
=&i_3(Qx1x1&Qx2x2)+[(0t 0
&1)d+2i_3(0x1x1 0
&1)d
&4i_3 Q(0x10
&1)o , Q]. (A.5.4)
Two of the terms inside the last Lie bracket can be combined by using
(1.7) and (A.2.10) as follows.
(0x1x1 0
&1)d&2Q(0x10
&1)o
=((0x1 0
&1)x1+(0x1 0
&1)2)d&(0x1 0
&1+i_30x2 0
&1)o (0x10
&1)o
=(2Qx1&i_3(0x20
&1)x1)d+(0x1 0
&1)2o+(0x1 0
&1)2d
&(0x1 0
&1)2o&i_3(0x2 0
&1)o (0x1 0
&1)o
=&i_3(0x1x1 0
&1)d+i_3(0x2 0
&10x1 0
&1)d+(0x1 0
&1)2d
&i_3(0x20
&1)o (0x10
&1)o
=&i_3(0x1x2 0
&1)d . (A.5.5)
We can now write the evolution equation of Q as
Qt=&i_3(Qx1x1&Qx2 x2)+[R, Q], (A.5.6)
where by (A.5.5)
R=(0t 0&1)d+2(0x1x2 0
&1)d . (A.5.7)
Our final task is to verify that R satisfies (A.4.4). We start with
(0t 0&1)d . From (1.7), (A.2.10) and (A.2.8) we find
1
2
(x1+i_3x2)(0t0
&1)d=((Q0)t 0&1)d&
1
2
(0t0&10x1 0
&1)d
&
i
2
_3(0t0&10x2 0
&1)d
=Q(0t 0&1)o&
1
2
(0t0&1)o
_(0x1 0
&1&i_3 0x2 0
&1)o
=[Q, (0t0&1)o]&i_3(0t 0&1)o
_(0x2 0
&1)o . (A.5.8)
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Similarly we have
1
2 (x1+i_3x2) 2(0x1x1 0
&1)d
=2((Q0)x1x2 0
&1)d&(0x1x2 0
&10x1 0
&1)d
&i_3(0x1x2 0
&10x2 0
&1)d
=2(Qx1 0x2 0
&1+Qx2 0x1 0
&1+Q0x1x2 0
&1)d
&(0x1x2 0
&1)o (0x1 0
&1&i_30x2 0
&1)o
=2Qx1(0x2 0
&1)o+2Qx2(0x1 0
&1)o+2[Q, (0x1x2 0
&1)o]
&2i_3(0x1x2 0
&1)o (0x2 0
&1)o . (A.5.9)
Adding (A.5.8) and (A.5.9) we obtain
_x0
0
x& R=[Q, (0t0&1)o+2(0x1 x20&1)o]
&i_3((0t0&1)o+2(0x1x2 0
&1)o)(0x2 0
&1)o
+2Qx1(0x2 0
&1)o+2Qx2(0x1 0
&1)o . (A.5.10)
It follows from (A.3.3), (A.2.20) and (A.2.18) that
(0t 0&1)o+2(0x1x20
&1)o
=&i_3(0x1x1 0
&1&0x2x2 0
&1)o+4i_3Q(0x1 0
&1)d
&i_3(4Qx1&2(0x1x1 0
&1)o+4Q(0x1 0
&1)d)
=i_3(0x1x1 0
&1+0x2x2 0
&1)o&4i_3 Qx1
=&2i_3Qx1+2Qx2 . (A.5.11)
Finally (A.5.10) and (A.5.11) imply that
_x0
0
x& R=[Q, &2i_3Qx1+2Qx2]&i_3(&2i_3Qx1+2Qx2)
_(0x2 0
&1)o+2Qx1(0x2 0
&1)o+2Qx2(0x1 0
&1)o
=[Q, &2i_3Qx1+2Qx2]+4Qx2 Q
=2i_3((Qx1&i_3Qx2) Q+Q(Qx1+i_3Qx2))
=4i_3 _x0
0
x & Q2. (A.5.12)
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It follows from Appendix A.4, (A.5.6) and (A.5.12) that q satisfies the DSII
equation.
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