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Zusammenfassung
In der vorliegenden Arbeit wird ein Einblick in die Nichtstandard-Analysis rund um Funk-
tionen gegeben. Dabei wird immer wieder Bezug zur klassischen Analysis genommen.
Ein großer Teil der vorliegenden Diplomarbeit ist an die Darstellung in [LR] angelehnt.
Gelegentlich werden Beispiele und Aspekte aus [WZ], [RB], [DL] und [TL] verwendet. Fu¨r
den Standardzugang zur Analysis, die sogenannte klassische Analysis, wird das Buch [OF]
als Referenz gebraucht.
Die Arbeit gliedert sich in drei Teile, na¨mlich einer Einleitung, dem mathematischen Teil
und dem anschließenden Resumee.
Im ersten Kapitel wird ein kurzer historischer Ru¨ckblick auf die Entwicklung der Nicht-
standard-Analysis gegeben und der Unterschied zwischen der reellen Analysis und der
Nichtstandard-Analysis zusammengefasst. Weiters werden grundlegende einfu¨hrende Be-
griffe bearbeitet, die ausfu¨hrlicher in der Diplomarbeit [SC] nachzulesen sind.
Im Hauptteil bescha¨ftigen wir uns vor allem mit der Nichtstandard-Version rund um reell-
wertige Funktionen. Es werden die Themen Stetigkeit, gleichma¨ßige Stetigkeit und Diffe-
renzierbarkeit behandelt, wobei wir immer wieder einen Vergleich zur klassischen Analysis
machen werden. Anschließend folgen zwei wichtige Prinzipien der Nichtstandard-Analysis,
na¨mlich das Transferprinzip und das Permanenzprinzip, sowie deren Anwendung. Das vor-
letzte Kapitel handelt von Funktionenfolgen.
Im letzten Kapitel Ru¨ck- und Ausblick werden Vor- und Nachteile der Nichtstandard-
Analysis und eine eventuelle Einbindung in das Lehrangebot fu¨r Studierende Lehramt
Mathematik diskutiert.
Der Anhang u¨ber Filter und Ultrafilter ist eine Sammlung von wichtigen Begriffen und
Definitionen, die die Grundlage fu¨r diese Arbeit bilden.
An Vorkenntnissen werden Grundbegriffe wie Mengen und Strukturen, Ko¨rperbegriff und




In this thesis we provide an introduction to nonstandard analysis of real functions with
occasional comparison to classical analysis.
In big parts of this thesis we follow [LR]. Several examples and aspects are taken from
[WZ], [RB], [DL], and also [TL] is used. For the standard approach to analysis we use
[OF] as a reference.
This paper is divided into three parts, namely a historic and preparatory introduction,
the main part consisting of chapters 3-7 and the subsequent re´sume´.
The first chapter gives a brief review of the historical development of nonstandard analysis
and a summary of the difference between classical analysis and nonstandard analysis. The
second chapter then deals with the basic notions of nonstandard numbers. More details
can be found in the thesis of [SC].
In the main part, we mainly deal with nonstandard methods for and extensions of real-
valued functions. We address the issues of continuity, uniform continuity and differentia-
bility. We discuss it in a comparison with classical analysis. Then two important principles
of nonstandard analysis, namely the transfer principle and the permanence prinziple are
presented and their application is illustrated. The punultimate chapter is devoted to func-
tion sequences.
In the last chapter we review advantages and disadvantages of nonstandard analysis and
its possible inclusion in the curriculum students mathematics education is discussed.
The appendix on filters and ultrafilters is a collection of important notions and definitions
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1. Vorbemerkungen und grundlegende
Begriffe
1.1. Historisches
Der folgende Text in diesem Abschnitt bezieht sich auf die Quellen [LR]; [RB], Chapter I
und [DL].
Die Nichtstandard-Mathematik hat in den letzten Jahrzehnten wieder mehr Eingang in
die Mathematik gefunden, obwohl sie noch immer ein Randgebiet darstellt.
Schon bei den antiken Griechen, vor allem in der Geometrie des Euklid, tauchen Ansa¨tze
zu Grenzprozessen auf. Auch Archimedes verwendete zum Beispiel das regelma¨ßige n-Eck,
um den Kreis zu untersuchen.
Vor allem durch Leibniz und Newton haben im 17. Jahrhundert infinitesimale Gro¨ßen
Eingang in die Mathematik gefunden, wobei es keine sichere mathematische Grundlage
gab. Bis ins 19. Jahrhundert hinein gebrauchte man infinitesimale Gro¨ßen, obwohl sie
streng formal nicht begru¨ndet waren und eher intuitiv verwendet wurden.
Durch die von Weierstraß im 19. Jahrhundert entwickelten -δ-Methoden zur Behand-
lung von Grenzprozessen und der Stetigkeit kam es zur Verdra¨ngung der Nichtstandard-
Mathematik.
Obwohl Leibniz schon die Idee hatte, ein erweitertes Zahlensystem zu schaffen, welches
infinitesimale Gro¨ßen entha¨lt, lieferte erst Hahn 1907 eine geschlossene Theorie des Infi-
nitesimalen.
Etwa 50 Jahre spa¨ter entwickelten Laugwitz und Schmieden eine Theorie des Infinitesi-
malen und u¨bertrugen diese auf die Analysis. Das war sozusagen der eigentliche Beginn
der Nichtstandard-Mathematik.
1961 gelang es Abraham Robinson die Forderungen von Leibniz zu erfu¨llen. Er konstruierte
einen angeordneten Zahlko¨rper ∗R, der den Ko¨rper der reellen Zahlen R umfasst und
infinitesimale und unendliche Elemente entha¨lt. Diese Theorie ist fu¨r die reelle Analysis
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verwendbar. Das Neue war das Transferprinzip (siehe Kapitel 5). Es besagt im Grunde,
dass Aussagen, die in R gelten, auch in ∗R gelten.
Robinsons Nichtstandard-Methoden ko¨nnen inzwischen auf jedes mathematische Gebiet
angewendet werden. So wurde aus der Nichtstandard-Analysis die Nichtstandard- Mathe-
matik, die mehr eine Methode als ein Gebiet ist.
In den Bereichen der Topologie, Funktionalanalysis, Stochastik, Mathematischen Physik
und der Mathematischen O¨konomie werden die Nichtstandard-Methoden erfolgreich ein-
gesetzt und angwendet.
Der Unterschied zwischen der Nichtstandard-Analysis und der reellen Analysis liegt darin,
dass in der Nichtstandard-Analysis infinitesimale Zahlen, also positive Zahlen, die kleiner
als jede reelle Zahl sind und infinite Zahlen, also Zahlen, die gro¨ßer als alle natu¨rlichen
Zahlen sind, verwendet werden. Es werden also gro¨ßere Zahlenbereiche als R oder C
geschaffen.
Im Gegensatz zur Klassischen Analysis werden zusa¨tzlich zu den reellen Zahlen auch
hyperreelle Zahlen, bezeichnet mit ∗R, verwendet. Sie bilden einen geordneten Erweite-
rungsko¨rper der reellen Zahlen.
Durch die Verwendung unendlich kleiner und unendlich großer Zahlen in der Nichtstandard-
Analysis sind Begriffe wie Differenzierbarkeit, Stetigkeit, Integral und Konvergenz ohne
Betrachtung der Grenzwertbildung mo¨glich.
1.2. Die hyperreellen Zahlen
Nach einer Einfu¨hrung in die Konstruktion der hyperreellen Zahlen werden einige Grund-
begriffe der Nichtstandard-Zahlen wiederholt, die in den folgenden Abschnitten von Be-
deutung sein werden. (vgl. [LR] bzw. [SC])
Sei R+ := {x ∈ R : x > 0} die Menge der positiven reellen Zahlen und RN die Menge aller
Abbildungen N→ R, also die Menge aller Zahlenfolgen in R.
Mit ∗R wird die Menge der hyperreellen Zahlen bezeichnet. Der Erweiterungsko¨rper ∗R
von R wird mit Hilfe eines koendlichen Ultrafilters F auf N aus Klassen reeller Folgen
konstruiert.
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Resag (2008) schildert diese Konstruktion des Erweiterungsko¨rpers ∗R kurz und pra¨gnant:
”
Als Startpunkt mu¨ssen wir uns zuna¨chst fu¨r einen freien Ultrafilter entscheiden, den wir
anschließend beibehalten werden. Damit ist dann der Gro¨ßenvergleich von Zahlenfolgen fest-
gelegt. Zahlenfolgen, die wir als
”
gleich“ ansehen, sollen dabei dieselbe hyperreelle Zahl dar-
stellen. Auf diese Weise kann man die Menge aller Zahlenfolgen RN in einzelne Teilmengen
aufteilen, wobei die Folgen in jeder einzelnen Teilmenge untereinander gleich sein sollen. Die-
se Teilmengen bezeichnet man als A¨quivalenzklassen. Jede Folge in einer A¨quivalenzklasse
modelliert dieselbe hyperreelle Zahl. Man sagt daher auch, die A¨quivalenzklasse insgesamt
modelliert die hyperreelle Zahl. Die Menge der hyperreellen Zahlen ist dann gleichsam die
Menge dieser A¨quivalenzklassen. Das ho¨rt sich geheimnisvoll an, bedeutet aber lediglich,
dass wir aus einer A¨quivalenzklasse irgendeine Folge auswa¨hlen du¨rfen, um unsere hyperre-
elle Zahl darzustellen. Dabei darf es keine Rolle spielen, welche Folge wir konkret nehmen.
So etwas kommt in der Mathematik o¨fter vor: Auch bei Bru¨chen gibt es das, denn die Bru¨che
1/2 und 2/4 stellen dieselbe rationale Zahl dar.“ (vgl. [JR], Kapitel 4)
Die Konstruktion von ∗R wird ausfu¨hrlich in [SC], Kapitel 1 behandelt. Weiters ist sie in
[LR] nachzulesen. Die Begriffe Filter und Ultrafilter sind im Anhang zu finden.
Zuna¨chst wiederholen wir die Begriffe A¨quivalenzrelation (α ∼ β), die Sprechweise fast
u¨berall (f.u¨.) und die Begriffe endlich, unendlich, infinitesimal benachbart zu bzw. infini-
tesimal benachbart bei (α ≈ β):
Seien α, β ∈ RN, das heißt α und β sind Folgen in R.
Dann schreiben wir α ∼ β, falls gilt:
{n ∈ N : α(n) = β(n)} ∈ F .
Dann ist ∼ eine A¨quivalenzrelation auf RN.
Seien α, β ∈ RN. Dann schreiben wir
α(i) = β(i) fu¨r fast alle i ∈ N, falls {i ∈ N : α(i) = β(i)} ∈ F ist;
α(i) ≤ β(i) fu¨r fast alle i ∈ N, falls {i ∈ N : α(i) ≤ β(i)} ∈ F ist,
und analog
α(i) ≥ β(i) fu¨r fast alle i ∈ N.
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Die Menge ∗R wird im Wesentlichen aus den Klassen in RN bezu¨glich der A¨quivalenzrelation
∼ gebildet, wobei statt der Klasse einer konstanten Folge rN := (r)n∈N jeweils die ent-
sprechende reelle Zahl r genommen wird. Die Rechenoperationen auf ∗R werden von den
punktweisen Operationen mit Folgen abgeleitet. (vgl. [LR])
Seien α, β ∈ ∗R, dann heißt
(i) α endlich bzw. finit, falls |α| ≤ n fu¨r ein n ∈ N ist,
das heißt es gibt ein n ∈ N, sodass |α(i)| ≤ n fu¨r fast alle i ∈ N.
(ii) α unendlich, falls |α| ≥ n fu¨r alle n ∈ N ist,
das heißt fu¨r alle n ∈ N gilt |α(i)| ≥ n fu¨r fast alle i ∈ N.
(iii) α infinitesimal, falls |α| ≤ 1
n
fu¨r alle n ∈ N ist,
das heißt fu¨r alle n ∈ N gilt |α(i)| ≤ 1
n
fu¨r fast alle i ∈ N.
(iv) α unendlich nahe bei bzw. infinitesimal benachbart zu β, in Zeichen α ≈ β,
falls α− β infinitesimal ist.
Bemerkung: Fu¨r Klassen α in RN wird in spa¨terer Folge auch die Notation 〈α〉 verwendet.
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Funktionen
Fu¨r das weitere Vorgehen wird der Funktionsbegriff der klassischen Analysis vorausge-
setzt. Insbesondere werden wir Verknu¨pfungen von Funktionen ha¨ufig verwenden.
Seien f : R→ R und α : N→ R Funktionen. Dann ist f ◦ α : N→ R die durch
(f ◦ α)(n) := f(α(n)), fu¨r alle n ∈ N definierte Funktion.
Hier stellen sowohl α als auch f ◦ α reelle Folgen dar.
Beispiel 2.1.
Sei f : R → R und α : N → R mit f(x) = x − 3 und α(n) = n2. So erhalten
wir durch die Verknu¨pfung h := f ◦ α die Funktion (bzw. Folge) h : N → R, wobei
h(n) = f(α(n)) = n2 − 3.
Es wird nun jeder Funktion f : R → R eine Funktion ∗f : ∗R → ∗R zugeordnet, die
die vorgegebene Funktion f fortsetzt. Eigenschaften wie Stetigkeit, gleichma¨ßige Stetig-
keit und Differenzierbarkeit der Funktion f , die in spa¨teren Kapiteln behandelt werden,
ko¨nnen durch die Funktion ∗f ausgedru¨ckt werden. Dabei fließen die Eigenschaften von
∗R, die spezielle Konstruktion von ∗R und dass ∗R ein echter angeordneter Erweite-
rungsko¨rper von R ist, ein. (vgl. [LR] §4)
Satz 2.2 (Die Funktion ∗f als Fortsetzung der Funktion f).
Sei f : R→ R eine Funktion und α ∈ ∗R. Wir setzen ∗f(α) := β mit
β(n) := f(α(n)) fu¨r n ∈ N.
Es ist ∗f(α) nicht von der speziellen Darstellung von α abha¨ngig, daher ist ∗f : ∗R→ ∗R
eine Funktion. Weiters gilt:
(i) ∗f(r) = f(r), ∀ r ∈ R.
(ii) ∗f(α) = f ◦ α, ∀ α ∈ ∗R.
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Beweis von Satz 2.2.
Zuna¨chst zeigen wir, dass ∗f(α) nicht von der speziellen Darstellung von α abha¨ngig ist.
Angenommen es ist α = α′ . Nach ([LR] 3.7 (i) ) folgt, dass dann α(n) = α′(n) fu¨r fast alle
n ∈ N ist. Daher gilt f(α(n)) = f(α′(n)) fu¨r fast alle n ∈ N ist. Somit ist die Behauptung
gezeigt.
Um (ii) beim Beweis von (i) verwenden zu ko¨nnen, zeigen wir zuna¨chst (ii):
(ii): Zu zeigen ist, dass ∗f(α) = f ◦ α ist, fu¨r alle α ∈ ∗R.
Wir wissen, dass ∗f(α) = β ist, mit β(n) = f(α(n)) = (f ◦ α)(n) fu¨r alle n ∈ N. Somit
gilt β = f ◦ α und daraus folgt ∗f(α) = f ◦ α.
(i): Nun zeigen wir, dass ∗f(r) = f(r) fu¨r alle r ∈ R gilt.
Da f ◦ rN = (f(r))N ist, gilt (nach [LR, 3.1(ii)]):
∗f(r) = ∗f(rN) [(ii)]= f ◦ rN = f(r)N = f(r).
Somit ist die Behauptung gezeigt.
Nun kommen wir zu den Eigenschaften, die die Funktion ∗f als Fortsetzung der Funktion
f besitzt.
Satz 2.3 (Eigenschaften von f → ∗f).
Seien f, g : R→ R zwei Funktionen und x0 ∈ R, dann gilt:
(i) ∗(f + g) = ∗f + ∗g; ∗(f − g) = ∗f − ∗g; ∗(f · g) = ∗f · ∗g .
(ii) ∗(f ◦ g) = ∗f ◦ ∗g.
(iii) Wenn f(x) = f(x0) + (x− x0) · g(x) fu¨r alle x ∈ R, dann folgt:∗f(x) = f(x0) + (x− x0) · ∗g(x) fu¨r alle x ∈ ∗R.
Beweis von Satz 2.3.
(i): Zu zeigen ist, dass: ∗(f + g) = ∗f + ∗g ist.
Sei α ∈ ∗R. Nach Satz 2.2(ii) ist ∗(f + g)(α) = (f + g) ◦ α = f ◦ α + g ◦ α. Wendet
man den Satz aus [LR] 3.3 (i) an, so ist f ◦ α + g ◦ α = f ◦ α + g ◦ α. Nach wiederhol-
ter Anwendung von Satz 2.2(ii) erhalten wir ∗f(α)+∗g(α). Somit gilt ∗(f+g) = ∗f+∗g.
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Dieselbe Beweistechnik kann fu¨r die Subtraktion und die Multiplikation angewendet wer-
den:
Sei wieder α ∈ ∗R. Wir wenden nun der Reihe nach Satz 2.2(ii), [LR] 3.2, [LR] 3.3(i) und
dann Satz 2.2(ii) an:
∗(f − g)(α) = (f − g) ◦ α = (f ◦ α)− (g ◦ α) = ∗f(α)− ∗g(α).
Somit gilt ∗(f − g) = ∗f − ∗g.
∗(f · g)(α) = (f · g) ◦ α = (f ◦ α) · (g ◦ α) = ∗f(α) · ∗g(α).
Somit gilt ∗(f · g) = ∗f · ∗g.
(ii): Nun kommen wir zur Verknu¨pfung von Funktionen und zeigen, dass ∗(f◦g) = ∗f ◦∗g
gilt:
Sei α ∈ ∗R. Nach Anwendung von Satz 2.2(ii) ist ∗(g ◦ f)(α) = (g ◦ f) ◦ α.
Aus der Assoziativita¨t der Verknu¨pfung von Abbildungen folgt (g ◦ f) ◦ α = g ◦ (f ◦ α).
Nach zweimaliger Anwendung von Satz 2.2(ii) ergibt sich somit:
g ◦ (f ◦ α) = ∗g (f ◦ α) = ∗g (∗f(α)) = (∗g ◦ ∗f)(α).
Somit gilt (∗f ◦ g) = ∗f ◦ ∗g.
(iii): Zuletzt zeigen wir, dass folgendes gilt:
f(x) = f(x0) + (x− x0) · g(x) ∀ x ∈ R ⇒ ∗f(x) = f(x0) + (x− x0) · ∗g(x) ∀ x ∈ ∗R.
Sei x = α ∈ ∗R. Dann ist ∗f(x) = ∗f(α) [2.2(ii)]= f ◦ α.
Nach Voraussetzung gilt
f ◦ α = (f(x0)N + (α− (x0)N) · (g ◦ α)).
Nach Anwendung von [LR] 3.3 (i) und 3.4 erhalten wir
(f(x0)N + (α− (x0)N) g ◦ α) = (f(x0))N + (α− (x0)N) · g ◦ α).
Nach [LR] 3.1 (ii) ist dies gleich f(x0) + (x− x0) · ∗g(x), woraus die Behauptung folgt.
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In den folgenden Beispielen werden nun die beiden Sa¨tze 2.2 und 2.3 angewendet.
Beispiel 2.4.
Bemerkung: Statt mit α und β bezeichnen wir nun die Elemente von ∗R auch mit x und y.
a) Aus dem vorhergehenden Satz 2.2 sehen wir direkt, dass die Funktion f(x) = x fu¨r
x ∈ R in die Funktion ∗f(x) = x fu¨r alle x ∈ ∗R u¨bergeht.
b) Gegeben sei die Funktion f(x) = xn fu¨r x ∈ R. Fu¨r jedes n ∈ N geht die Funktion
f(x) = xn in die Funktion ∗f(x) = xn fu¨r alle x ∈ ∗R u¨ber, was mittels Induktion aus
a) und Satz 2.3 folgt.
c) Gegeben sei die Funktion f : R→ R mit x 7→ ex. Die Funktion ∗f : ∗R→ ∗R ist
folgendermaßen definiert: α 7→ f ◦ α fu¨r α ∈ ∗R.
Das heißt ∗f(α) [2.2(ii)]= (f(α(n)))n∈N = (eα(n))n∈N. Somit ist auch ex fu¨r x ∈ ∗R erkla¨rt.
d) Seien f, g : R→ R zwei Funktionen mit f(x) = x3 und g(x) = |x|.
Dann gilt nach Satz 2.3 fu¨r alle α ∈ ∗R die Gleichung
∗(g ◦ f)(α) = ( |α(n)3| )n∈N = ( |α(n)|3 )n∈N.
Bemerkung 2.5.
Im Beispiel 4.2 c) beno¨tigen wir die Additionstheoreme und deren Folgerungen fu¨r die
Erweiterungen der Winkelfunktionen. Diese folgen einfach aus den klassischen Additions-
theoremen und Anwendung von Satz 2.3. Somit erhalten wir fu¨r x, y ∈ ∗R:
(i) ∗ cos(x+ y) = ∗ cosx · ∗ cos y − ∗ sinx · ∗ sin y.
(ii) ∗ sin(x+ y) = ∗ sinx · ∗ cos y + ∗ cosx · ∗ sin y.
(iii) ∗ sinx− ∗ sin y = 2 · ∗ cos x+y
2
· ∗ sin x−y
2
.
(iv) ∗ cosx− ∗ cos y = −2 · ∗ sin x+y
2




3. Stetigkeit und gleichma¨ßige
Stetigkeit von Funktionen
In diesem Kapitel behandeln wir die Stetigkeit und die gleichma¨ßige Stetigkeit von Funk-
tionen, wobei wir im Vergleich zu den Nichtstandard-Aspekten auch die Formulierungen
aus der klassischen Analysis betrachten werden. Als Quelle dienen in diesem Kapitel [LR],
[OF] und [JR].
Zuna¨chst kommen wir zur Stetigkeit von Funktionen. Resag (2008) beschreibt in knappen
Worten:
”
Bei einer stetigen Funktion soll sich f(x) nur ein wenig vera¨ndern, wenn man x nur ein
wenig a¨ndert. Statt ein wenig mu¨sste man genau genommen wieder sagen: unendlich wenig.
Und schon sind sie wieder da: die unendlich kleinen Objekte. “ (vgl. [JR], Kapitel 4)
Fu¨r den folgenden Satz beno¨tigen wir den Begriff
”
unendlich nahe bei“ (auch
”
infinite-
simal benachbart zu“ genannt), in Zeichen
”
≈“. Wir wiederholen dazu die Definition im
Detail:
Seien α, β ∈ ∗R, dann heißt α unendlich nahe bei bzw. infinitesimal benachbart zu β, in
Zeichen α ≈ β, falls
α− β infinitesimal ist, das heißt fu¨r alle n ∈ N : |α− β| ≤ 1
n
.
Zusa¨tzlich formulieren wir die obige Definition auch fu¨r die Sprechweise
”
fast u¨berall“:
|α(i)− β(i)| ≤ 1
n
fu¨r fast alle i ∈ N.
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Satz 3.1 (Nichtstandard-Kriterium fu¨r Stetigkeit).
Sei f : R→ R eine Funktion, x0 ∈ R. Dann sind folgende Aussagen a¨quivalent:
(i) f ist stetig in x0.
(ii) ∀x ∈ ∗R: x ≈ x0 ⇒ ∗f(x) ≈ f(x0).
Anschaulich gesprochen ko¨nnen wir sagen, eine unendlich kleine Aba¨nderung der Varia-
blen bewirkt ho¨chstens eine unendlich kleine Aba¨nderung der Funktionswerte.
Wiederholen wir nun im Vergleich zum Nichtstandard-Kriterium fu¨r Stetigkeit ga¨ngige
Definitionen von Stetigkeit in der klassischen Analysis :





A¨quivalent dazu ist die -δ-Charakterisierung der Stetigkeit von Weierstraß:
Sei f : R→ R eine Funktion. f ist genau dann im Punkt x0 ∈ R stetig, wenn gilt:
∀ > 0 ∃δ > 0 : ∀x ∈ R : |x− x0| < δ ⇒ |f(x)− f(x0)| < .
Anschaulich gesprochen ko¨nnen wir sagen: f ist genau dann in x0 stetig, wenn gilt: Falls
x hinreichend nahe bei x0 liegt, weicht der Funktionswert f(x) beliebig wenig von f(x0)
ab (siehe [OF] §11).
Doch trotz der einwandfrei und sauber formulierten -δ-Charakterisierung behielten ei-
nige MathematikerInnen und PhysikerInnen die anschaulichere Vorgehensweise mit den
unendlich kleinen Gro¨ßen, zum Beispiel dx, bei.
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Nun beweisen wir, dass die beiden Aussagen von Satz 3.1 a¨quivalent sind.
Beweis von Satz 3.1.
(i) ⇒ (ii): Die Behauptung, die wir nun beweisen, lautet folgendermaßen:
f stetig in x0 ⇒ (fu¨r alle x ∈ ∗R gilt: x ≈ x0 ⇒ ∗f(x) ≈ f(x0)).
Sei x ∈ ∗R mit x ≈ x0.
Zu zeigen ist, dass ∗f(x) ≈ f(x0), das heißt fu¨r alle n ∈ N gilt:
(1) |∗f(x)− f(x0)| ≤ 1
n
.
Sei x = α, dann hieße (1), dass fu¨r alle n ∈ N
|∗f(α)− f(x0)| ≤ 1
n
ist, was wiederum
|f(α(i))− f(x0)| ≤ 1
n
fu¨r fast alle i ∈ N bedeutet.
Sei nun n ∈ N beliebig und fest.
f ist stetig in x0, das heißt, zu jedem  =
1
n
gibt es ein δn > 0, sodass gilt:
∀z ∈ R |z − x0| < δn ⇒ |f(z)− f(x0)| ≤ 1
n
.
Wegen x = α gilt |α(i)− x0| < δn fu¨r fast alle i ∈ N. Daraus folgt
|f(α(i))− f(x0)| ≤ 1
n
fu¨r fast alle i ∈ N. Somit ist (1) gezeigt.
Um die beiden Aussagen (i) und (ii) des Satzes als a¨quivalent zu erkennen, zeigen wir
auch die andere Richtung:
(ii) ⇒ (i): Fu¨r alle x ∈ ∗R mit x ≈ x0 gilt ∗f(x) ≈ f(x0). Wir beweisen nun indirekt,
dass f stetig in x0 ist.
Indirekt angenommen f sei nicht stetig in x0.
Dann gibt es ein  ∈ R mit  > 0 und ∀n ∈ N ein α(n) ∈ R, sodass gilt:
(2) |α(n)− x0| ≤ 1/n;
(3) |f(α(n))− f(x0)| ≥ .
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Wir setzen x := α. Gema¨ß (2) und [LR] 3.8(i) ist x = α ≈ x0. Nach (ii) gilt daher
(4) ∗f(x) ≈ f(x0).
Aus (3) und [LR] 3.7(iv) folgt andererseits |f ◦ α − f(x0)| ≥ . Da f ◦ α = ∗f(x) ist,
erhalten wir |∗f(x)− f(x0)| ≥ . Das ist aber ein Widerspruch zu (4). Damit ist gezeigt,
dass f stetig in x0 ist.
Um das Nichtstandard-Kriterium der Stetigkeit etwas anschaulicher zu machen, folgen
einige Beispiele.
Beispiel 3.2.
a) Gegeben sei die Funktion
f(x) :=
{
1, x = 0
0, sonst.
Sei nun α ≈ 0, aber α 6= 0. Dann ist ∗f(α) = 0 weil f(α(i)) = 0 fu¨r fast alle i ∈ N gilt.
Somit gilt nicht ∗f(α) ≈ 1 = f(0). Daher ist f im Punkt 0 nicht stetig.
(vgl. [WZ])
Noch konkreter ko¨nnen wir so argumentieren:
Sei x = α mit α(n) = 1
n
. Es ist α 6= 0 und x = α ≈ 0, denn fu¨r ein fixes n ∈ N gilt
|1
i
− 0| ≤ 1
n
fu¨r alle i ≥ n, also fu¨r fast alle i ∈ N.
Wegen f( 1
n
) = 0 ist aber ∗f(α) = f ◦ α = (f( 1
n
))n∈N = 0.
Es ist aber f(0) = 1 (siehe Angabe). Daher ist die Funktion im Punkt 0 nicht stetig.
b) Die Exponentialfunktion exp : R→ R ist in jedem Punkt stetig. Daraus folgt:
Sei x ∈ ∗R und x0 ∈ R mit x ≈ x0, dann gilt: ∗ exp(x) ≈ ex0 .
Sei insbesondere α ∈ RN mit α(n) = 1
n
. Dann ist ∗ exp(α) = e(α(n))n∈N = (e 1n )n∈N ≈ 1 =
exp(0).
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Ebenso erhalten wir aus der Stetigkeit der Exponentialfunktion auch mit β(n) = 1 + 1
n
:
∗ exp(β) = e(β(n))n∈N = (e1+ 1n )n∈N ≈ e = exp(1).
Mit der oben gewonnenen Nichtstandard-Charakterisierung der Stetigkeit werden wir nun
einige alternative Beweise fu¨r klassische Eigenschaften von stetigen Funktionen geben.
Korollar 3.3.
Es seien f, g : R→ R Funktionen, die in x0 stetig sind. Dann sind auch die Funktionen
f + g, f − g, f · g
in x0 stetig.
Diese Behauptung beweisen wir nun im Wesentlichen mit Hilfe der Sa¨tze 3.1 (Nichtstandard-
Kriterium fu¨r Stetigkeit) und 2.3 (Eigenschaften von f → ∗f).
Beweis von Korollar 3.3.
Wir zeigen, dass die Stetigkeit von Funktionen auch bei der Addition zweier Funktionen
erhalten bleibt, das heißt: f, g : R→ R in x0 stetig ⇒ f + g in x0 stetig.




Nach Anwendung von Satz 2.3(i) und Satz 3.1 erhalten wir (unter Beru¨cksichtigung ele-
mentarer Rechenregeln fu¨r infinitesimal benachbarte Zahlen)
∗(f + g)(x) [2.3(i) und (F)]= ∗f(x) + ∗g(x) [3.1]≈ f(x0) + g(x0) = (f + g)(x0).
Daher ist f + g stetig in x0 ist.
(F) Hier wird eigentlich auch noch eine Eigenschaft aus [LR] beno¨tigt:
a ≈ c, b ≈ d ⇒ a+ b ≈ c+ d.
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Die entsprechenden Behauptungen fu¨r die Subtraktion und Multiplikation werden a¨hnlich
bewiesen. Der Vollsta¨ndigkeit halber geben wir aber auch diese Beweise an.
Nun zeigen wir: f, g : R→ R in x0 stetig ⇒ f − g in x0 stetig.
Es ist x ∈ ∗R, x ≈ x0. Dann ist ∗f(x) ≈ f(x0) und ∗g(x) ≈ g(x0). Daher erhalten wir∗(f − g)(x) = ∗f(x)− ∗g(x) ≈ f(x0)− g(x0) = (f − g)(x0).
Zuletzt noch der Beweis fu¨r die Multiplikation: f, g : R → R in x0 stetig ⇒ f · g in x0
stetig.
Es ist x ∈ ∗R, x ≈ x0. Dann ist ∗f(x) ≈ f(x0) und ∗g(x) ≈ g(x0). Daher erhalten wir∗(f · g)(x) = ∗f(x) · ∗g(x) ≈ f(x0) · g(x0) = (f · g)(x0).
Weiters bleibt die Stetigkeit auch bei der Verknu¨pfung von Funktionen erhalten:
Korollar 3.4.
Es sei f : R→ R in x0 stetig und g : R→ R in f(x0) stetig.
Dann ist die Verknu¨pfung g ◦ f stetig in x0.
Beweis von Korollar 3.4.
Bei diesem Beweis verwenden wir wieder die beiden Sa¨tze 2.3 und 3.1.
Sei x ∈ ∗R und x ≈ x0. Dann gilt nach Satz 3.1, also dem Nichtstandard-Kriterium fu¨r
Stetigkeit, dass ∗f(x) ≈ f(x0). Weil g in f(x0) stetig ist, folgt nach Anwendung von Satz
2.3(ii) und Satz 3.1, dass
∗(g ◦ f)(x) = ∗g(∗f(x)) ≈ g(f(x0)) = (g ◦ f)(x0).
Nach dem Nichtstandard-Kriterium fu¨r Stetigkeit ist daher g ◦ f stetig in x0.
Nun kommen wir zur Definition der gleichma¨ßigen Stetigkeit. Sie la¨sst sich genauso in-
tuitiv beschreiben wie die Stetigkeit: Es sind genau die Funktionen gleichma¨ßig stetig,
die alle Paare unendlich benachbarter Punkte wieder in Paare unendlich benachbarter
Punkte u¨berfu¨hren.
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Satz 3.5 (Nichstandard-Kriterium fu¨r gleichma¨ßige Stetigkeit).
Sei f : R→ R eine Funktion. Dann sind folgende Aussagen a¨quivalent:
(i) f ist gleichma¨ßig stetig.
(ii) ∀x, y ∈ ∗R : x ≈ y ⇒ ∗f(x) ≈ ∗f(y).
In Worten formuliert bedeutet gleichma¨ßige Stetigkeit folgendes: Eine Funktion f ist ge-
nau dann gleichma¨ßig stetig, wenn aus x unendlich nahe bei bzw. infinitesimal benachbart
zu y folgt, dass f(x) unendlich nahe bei bzw. infinitesimal benachbart zu f(y) ist.
Anmerkung: Wenn man in Satz 3.5 statt y ∈ ∗R nur y ∈ R zula¨sst, so erha¨lt man eine
Charakterisierung der Stetigkeit von f auf R (siehe Satz 3.1).
Zum Vergleich betrachten wir die Definition der gleichma¨ßigen Stetigkeit aus der Klassi-
schen Analysis:
Eine Funktion f : R→ R heißt gleichma¨ßig stetig, falls gilt:
∀ > 0 ∃δ > 0 : ∀x, x′ ∈ R : |x− x′| < δ ⇒ |f(x)− f(x′) < .
Wir beweisen nun den Satz u¨ber die gleichma¨ßige Stetigkeit von Funktionen.
Beweis von Satz 3.5.
(i)⇒(ii): Zuerst zeigen wir
f gleichma¨ßig stetig ⇒ ( ∀x, y ∈ ∗R: x ≈ y ⇒ ∗f(x) ≈ ∗f(y)).
Seien x, y ∈ ∗R mit x ≈ y. Zu zeigen ist folgende Behauptung:
(1) |∗f(x)− ∗f(y)| ≤ 1
n
, ∀n ∈ N.
Sei n ∈ N beliebig und fest. Dann gibt es nach (i) ein δn ∈ R, abha¨ngig von n ∈ N mit
δn > 0, sodass
(2) r, s ∈ R |r − s| ≤ δ ⇒ |f(r)− f(s)| ≤ 1
n
.
Sei x = α und y = β mit geeigneten α, β ∈ RN.
Da α ≈ β ist, gilt nach [LR] 3.11(i) |α(i) − β(i)| ≤ δn fu¨r fast alle i ∈ N. Daraus folgt
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nach (2) nun | f(α(i))− f(β(i)) | ≤ 1/n fu¨r fast alle i ∈ N.
Nach [LR] 3.7(iii) erhalten wir |f ◦ α− f ◦ β| ≤ 1/n und weiter
|∗f(x)− ∗f(y)| = |∗f(α)− ∗f(β)| [2.2(ii)]= |f ◦ α− f ◦ β| ≤ 1/n.
Da n ∈ N beliebig war, ist somit (1) gezeigt.
Nun kommen wir zum zweiten Teil des Beweises, na¨mlich der Ru¨ckrichtung. Diese zeigen
wir mittels indirekten Beweises:
(ii)⇒(i): Wir zeigen folgende Behauptung:
(fu¨r alle x, y ∈ ∗R: x ≈ y ⇒ ∗f(x) ≈ ∗f(y)) ⇒ f gleichma¨ßig stetig.
Indirekt angenommen f ist nicht gleichma¨ßig stetig. Dann gibt es ein  ∈ R mit  > 0
und fu¨r alle n ∈ N existieren Zahlen α(n), β(n) ∈ R, sodass
(3) |α(n)− β(n)| ≤ 1/n
(4) |f(α(n))− f(β(n))| ≥ .
Aus (3) und unter Verwendung von [LR] 3.8(i) folgt nun α − β = α− β ≈ 0, das heißt
α ≈ β.
Deshalb gilt nach (ii) ∗f(α) ≈ ∗f(β). Aus (4) folgt dann (nach [LR] 3.7(iii))
|∗f(α)− ∗f(β)| [2.2(ii)]= |f ◦ α− f ◦ β| ≥ .
Das ist aber ein Widerspruch zu *f(α) ≈ *f(β) und somit ist die Behauptung gezeigt.
Beim folgenden Beispiel zeigen wir, dass die Funktion f(x) = x2 nicht gleichma¨ßig stetig
ist.
Beispiel 3.6.
Gegeben sei die Funktion f : R→ R, x 7→ x2. Es ist dann ∗f : ∗R→ ∗R gegeben durch
x 7→ x2 fu¨r x ∈ ∗R.
Wir zeigen nun, dass f nicht gleichma¨ßig stetig ist, indem wir folgende Eigenschaft zeigen:
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Es gibt Paare von Punkten x, y ∈ ∗R mit x ≈ y und ∗f(x) 6≈ ∗f(y).




x ≈ y ⇔ ∀k ∈ N : |α− β| ≤ 1
k





| = |γ(n)| ≤ 1
k
fu¨r fast alle n ≥ k ⇔ γ ≈ 0.
Somit ist x ≈ y gu¨ltig. Es gilt nun
|∗f(x)− ∗f(y)| = |f(α)− f(β)|.
Dieser Ausdruck entspricht der Folge n 7→ |f(n) − f(n + γ(n))| = |n2 − (n + γ(n))2| =
|n2 − n2 − 2n γ(n)− γ(n)2| = | − 2n γ(n)︸︷︷︸
= 1
n
− γ(n)2︸ ︷︷ ︸
= 1
n2
| = |2 + 1
n2
| ≥ 2 fu¨r alle n ∈ N.
Da der Ausdruck ≥ 2 ist folgt, dass ∗f(x) 6≈ ∗f(y) gilt.
Somit haben wir gezeigt, dass die Funktion f(x) = x2 nicht gleichma¨ßig stetig ist.

4. Differenzierbarkeit von Funktionen
Nun kommen wir zur Differenzierbarkeit. Dieses Kriterium zeigt besonders gut die Vorteile
einer Nichtstandard-Formulierung. Zuna¨chst in Worten nach Landers, Rogge (1994):
”
Die Ableitung einer Funktion f in x0 ergibt sich (bis auf einen infinitesimalen Fehler) als
Quotient zweier infinitesimaler Gro¨ßen, na¨mlich des Zuwachses ∗f(x0 +dx)−f(x0) und der
infinitesimalen Vera¨nderung dx.“ (vgl. [LR], Seite 32)
Satz 4.1 (Nichstandard-Kriterium fu¨r Differenzierbarkeit).
Sei f : R→ R eine Funktion, x0 ∈ R und c ∈ R.
Dann sind folgende Aussagen a¨quivalent:




dx ≈ c ∀ dx ∈ ∗R, dx 6= 0, dx ≈ 0.
In der klassischen Analysis wird die Differenzierbarkeit folgendermaßen definiert:
Sei f : R→ R. f heißt in x ∈ R differenzierbar, falls
f ′(x) := lim
ξ→x ξ 6=0
f(ξ)− f(x)




f heißt in R differenzierbar, falls f in jedem x ∈ R differenzierbar ist.
Nun interpretieren wir den Differentialquotienten.
Sei f differenzierbar in x0. Aus der klassischen Analysis wissen wir, dass der Diffe-
renzenquotient f(x0+h)−f(x0)
h
die Steigung der Sekante durch die Punkte (x0, f(x0)) und
(x0 + h, f(x0 + h)) angibt.
Wenn dx unendlich nahe bei 0 ist, ist der Ausdruck gema¨ß Satz 4.1
∗f(x0+dx)−f(x0)
dx un-
endlich nahe bei bzw. infinitesimal benachbart zu f ′(x0).
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Geometrisch (aus der klassischen Analysis) bedeutet das, dass im Limes h → 0 die Se-
kante in die Tangente an den Graphen von f im Punkt (x0, f(x0)) u¨bergeht. Der Diffe-
rentialquotient ist also die Steigung der Tangente im Punkt (x0, f(x0)) und der Ausdruck∗f(x0+dx)−f(x0)
dx
ist unendlich nahe dieser Steigung.
Nun beweisen wir den Satz u¨ber das Nichtstandard-Kriterium fu¨r die Differenzierbarkeit.
Beweis von Satz 4.1.
Die Behauptung von Satz 4.1 fu¨hren wir auf die Stetigkeit einer geeigneten Hilfsfunktion
h zuru¨ck. Zua¨chst setzen wir
h(x) :=
f(x)− f(x0)
x− x0 x ∈ R, x 6= x0, h(x0) := c.
Es gilt :
f ist in x0 differnzierbar ⇔ h ist stetig in x0 [Satz 3.1]⇔ ∗h(x) ≈ h(x) := c
fu¨r alle x ∈ ∗R mit x ≈ x0.
Außerdem gilt
∗f(x0 + dx)− f(x0)
dx
≈ c ∀ 0 6= dx ≈ 0.
genau dann, wenn
∗f(x)− f(x0)
x− x0 ≈ h(x0) = c ∀x ∈
∗R, x ≈ x0, x 6= x0.
Also sind die beiden Aussagen (i) und (ii) a¨quivalent, falls gilt:
(1) ∗h(x) =
∗f(x)− f(x0)
x− x0 ∀x ∈
∗R, x 6= x0.
Da f(x) = f(x0) + (x− x0) h(x) fu¨r alle x ∈ R gilt, folgt nun aus Satz 2.3(iii), dass∗f(x) = f(x0) + (x− x0) ∗h(x) fu¨r alle x ∈ ∗R gilt.
Daher gilt nach einfacher Umformung (1), weil ∗R ein Ko¨rper ist. (vgl. [LR] 3.4)
Somit ist die Behauptung gezeigt.
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Es folgen einige Beispiele zur Differenzierbarkeit von Funktionen.
Beispiel 4.2.
a) Sei die Funktion f : R → R mit f(x) = x2 gegeben. Wir zeigen, dass die Funktion f
differenzierbar ist und berechnen die Ableitung (vgl. [WZ]).




(x+ dx)2 − x2
dx
=





= 2x+dx ≈ 2x,
daher ist f ′(x) = 2x.
b) Gegeben sei die Funktion f : R\{0} → R mit f(x) = 1x .
Sei 0 6= dx ≈ 0, dann gilt:























fu¨r x 6= 0.
c) Gegeben sei die Funktion sin : R→ R.
sin′(x) ≈




2 · ∗ cos( (x+dx)+x
2






2 · ∗ cos(x+ dx
2
























(Bemerkung: Der zweite Ausdruck gilt, da lim06=x→∞ sinxx → 1. (vgl. [OF], §14))
gilt, folgt:
sin′(x) ≈ cos(x), also sin′(x) = cos(x),
weil beide Werte klassische reelle Zahlen sind.
5. Transfer- und Permanenzprinzip
In diesem Kapitel werden [LR], [RB], [DL] und [TL] verwendet.
Zuna¨chst definieren wir interne Mengen, die wir spa¨ter fu¨r das Permanenzprinzip beno¨tigen.
Anschließend kommen wir zur Formulierung des Permanenzprinzips und des Transferprin-
zips (vgl. [LR] und in den beiden englischsprachigen Bu¨chern [RB] und [TL]). Im letzten
Abschnitt werden die beiden Prinzipien angewendet (vgl. [LR] und [RB]).
5.1. Interne Mengen und das Permanenzprinzip
Einer der ersten Schritte, die man macht, wenn man eine neue mathematische Struktur
einfu¨hrt, ist die Suche nach
”
netten“ Untermengen und Funktionen. In der Nichtstandard-
Analysis werden diese
”
netten“ Mengen und Funktionen intern genannt.
Wir werden interne Mengen auch spa¨ter beno¨tigen, um das Permanenzprinzip formulie-
ren zu ko¨nnen. Die Definition interner Mengen finden wir zum Beispiel in [TL], Chapter I.
Definition 5.1 (Interne Mengen).
Sei ∗R der Erweiterungsko¨rper von R. B ⊆ ∗R heißt intern, wenn gilt:
Es gibt eine Folge von Teilmengen An ⊆ R fu¨r n ∈ N, sodass
B = {α ∈ ∗R | {α(n) ∈ An} ∈ F}.
Bemerkung: Wir schreiben auch B = 〈An〉n∈N.
Eine Teilmenge B ⊆ ∗R, die nicht intern ist, wird extern genannt.
Fu¨r A ⊆ R heiße ∗A die Nichtstandard-Version von A, wobei
∗A := {α ∈ ∗R | {α(n) ∈ A} ∈ F .
Bemerkung: ∗A ⊆ ∗R ist eine interne Menge, speziell mit An = A fu¨r alle n ∈ N.
Externe Teilmengen von ∗R sind unter anderem A, ∗A\A und ∗R\A fu¨r alle unendlichen
Mengen A ⊂ R. (vgl. [LR] §9)
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Nun kommen wir zum Permanenzprinzip, das aus [LR], §9 und [RB], Chapter 15 entnom-
men wurde.
Das Permanenzprinzip ist ein ha¨ufiges Beweisprinzip.
Alle drei Behauptungen im folgenden Satz sind sogenannte Permanenzbehauptungen,
wobei (i) auch das
”
Overflow Principle“ und (ii) das
”
Underflow Principle“ genannt wird.
Im Grunde besagen die folgenden Aussagen, dass eine interne Aussage (∗ϕ), die fu¨r alle
Elemente einer gewissen externen Menge gilt (zum Beispiel in (i) fu¨r N oder in (ii) fu¨r
∗N \N) auch auf einer gro¨ßeren (internen) Menge erhalten bleibt. Das heißt, dass sich in
∗R bei den Familien der internen Mengen und Funktionen die wesentlichen Eigenschaften
der Begriffe der reellen Analysis wiederfinden.





Sei ϕ eine Aussage, in der
reelle Zahlen, die Menge R, die Funktionen f1, ..., fm, die Operationen +,−, ·,≤, | |, die
Junktoren =,∈,∧,∨,¬,⇒,⇔ und die Quantoren ∀x, ∃x vorkommen, wobei x eine Varia-
ble ist.
Dann entsteht ∗ϕ aus ϕ, indem f1, ..., fm durch ∗f1, ..., ∗fm und R durch ∗R ersetzt wer-
den.
Satz 5.3 (Permanenz-Prinzip fu¨r interne Formeln).
Es sei ∗ϕ eine Aussage wie in Definition 5.2. Dann gilt:
(i) Gilt ∗ϕ(n) fu¨r alle n ∈ N, dann gibt es ein h ∈ ∗N \ N, sodass ∗ϕ(n) fu¨r alle n ∈ ∗N
mit n ≤ h gilt. (Overflow)
(ii) Gilt ∗ϕ(h) fu¨r alle h ∈ ∗N \N, dann gibt es ein m ∈ N, sodass ∗ϕ(n) fu¨r alle n ∈ ∗N
mit n ≥ m gilt. (Underflow)
(iii) Gilt ∗ϕ() fu¨r alle  ≈ 0, dann gibt es ein c ∈ R+, sodass ∗ϕ(b) fu¨r alle b ∈ ∗R mit
|b| ≤ c gilt.
Ein Beweis des Satzes 5.3 ist in [LR] §9 zu finden.
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Korollar 5.4 (Overflow und Underflow).
Sei A ⊆ ∗R eine interne Menge.
(i) Overflow: Wenn A beliebig große endliche Elemente entha¨lt, dann entha¨lt A unendliche
Elemente.
(ii) Underflow: Wenn A beliebig kleine positive unendliche Elemente entha¨lt, dann entha¨lt
A endliche Elemente.
(vgl. [TL], Chapter I)
Weiters definieren wir den Begriff der internen Funktion (vgl. [TL], Chapter I), den wir
im Beispiel weiter unten beno¨tigen.
Definition 5.5.
Eine Folge (fn) von Funktionen fn : R→ R definiert eine Funktion 〈fn〉 : ∗R→ ∗R mit
〈fn〉(〈xn〉) = 〈fn(xn)〉.
Jede Funktion ∗R→ ∗R, die auf diese Weise erhalten werden kann, wird interne Funktion
genannt.
Beispiel 5.6.
a) Betrachte die Menge ∗N ⊆ ∗R. Sei α = (1, 3, pi, 7, 9, ..., 2k + 1, ...), das heißt die Folge
α(i) =
{
2i+ 1, i 6= 2;
pi, k = 2.
.
Dann ist α ∈ ∗N.
Allgemeiner: Wenn eine Folge nur an endlich vielen Stellen ungleich einer natu¨rlichen Zahl
ist, dann geho¨rt ihre Klasse zu ∗N.
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b) Seien a = (a(n))n∈N und b = (b(n))n∈N zwei Elemente aus ∗R. Dann ist das Intervall
[a, b] = {x ∈ ∗R : a ≤ x ≤ b}
intern, weil gilt:
[a, b] = {α ∈ ∗R | α(n) ∈ [a(n), b(n)]︸ ︷︷ ︸
An
fu¨r fast alle n ∈ N}.




Nach Definition 5.5 ist
〈sin〉(〈cnxn〉) = 〈sin(cnxn)〉.
Somit ist f eine interne Funktion.
Bemerkung 5.7.
Zwei interne Mengen 〈An〉 und 〈Bn〉 sind genau dann gleich, wenn gilt:
An = Bn fu¨r fast alle n ∈ N.
5.2. Das Transferprinzip
Dieser Abschnitt wurde mit Hilfe der Bu¨cher [LR], [DL],[RB] und [TL] zusammengestellt.
Alle wesentlichen Aussagen der ersten drei Kapitel ko¨nnen auch viel ku¨rzer mit Hilfe des
Transferprinzips bewiesen werden. Es ist also ein wichtiges Beweisprinzip. Das bedeutet
im Wesentlichen, dass alle
”
Aussagen“, die in R gelten, auch u¨ber ∗R gu¨ltig sind.
Bisher wurden Definitionen und Sa¨tze von der reellen Analysis in die Nichtstandard-
Analysis u¨bertragen, indem gewisse Indexmengen auf ihre Zugeho¨rigkeit zu einem Filter
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untersucht wurden. Diese Methode ist umsta¨ndlicher und aufwendiger als das Transfer-
prinzip, denn nun ko¨nnen wir mu¨helos Aussagen von den hyperreellen Zahlen u¨ber die
reellen Zahlen und umgekehrt gewinnen.
Wir formulieren nun ein eingeschra¨nktes Transferprinzip, in dem nur elementare Aussagen
betrachtet werden.
Satz 5.8 (Eingeschra¨nktes Transfer-Prinzip).
Es sei ∗ϕ entstanden aus ϕ wie in Definition 5.2 .
Die Aussage ϕ ist genau dann gu¨ltig, wenn die Aussage ∗ϕ gu¨ltig ist.
Fu¨r einen Beweis von Satz 5.8 siehe [LR] Teil II §§7-8 oder [TL], Kapitel IV.
Es folgen nun einige Beispiele zum Transferprinzip. (vgl. [RB], Chapter 4)
Beispiel 5.9.
a) ∗N und ∗R sind interne Mengen. Es gilt zuna¨chst in N und R:
∀x ∈ R ∃m ∈ N : x < m.
Diese Aussage wu¨rde nicht gelten, wenn x ∈ ∗R wa¨re (zum Beispiel: fu¨r x = [(1, 2, 3, ...)].
Aber wenn N durch ∗N ersetzt wird, dann gilt:
∀x ∈ ∗R ∃m ∈ ∗N : x < m.
Dieses Beispiel zeigt, dass es im Hinblick auf die Bedeutung des Satzes wichtig ist, zu
erkla¨ren, welche Werte die Variable annehmen kann.
b) Dichtheit von rationalen Zahlen.
∗R und ∗Q sind zwei interne Mengen. Fu¨r alle x, y ∈ R gilt:
x < y ⇒ ∃q ∈ Q : x < q < y.
Nun wenden wird das Transferprinzip an und erhalten folgende Aussage:
∀x, y ∈ ∗R : x < y ⇒ ∃q ∈ ∗Q : x < q < y.
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c) Seien A,B ⊆ R, dann sind ∗A, ∗B interne Mengen.
Es gilt:
∀x ∈ R : x ∈ A ∪B ⇔ x ∈ A oder x ∈ B.
Nach Anwendung der ∗-Transformation gilt:
∀x ∈ ∗R : x ∈ ∗(A ∪B) ⇔ x ∈ ∗A oder x ∈ ∗B.
Insbesondere folgt daraus, dass ∗(A ∪B) = ∗A ∪ ∗B gilt.
d) Das Transferprinzip ermo¨glicht zu zeigen, dass ∗R ein angeordneter Ko¨rper ist, da R
ein angeordneter Ko¨rper ist.
Wir zeigen zum Beispiel, dass die Kommutativita¨t der Addition in R nach Anwendung
des Transferprinzips auch in ∗R gilt.
Die Gu¨ltigkeit der Aussage
ϕ ≡ x+ y = y + x ∀x, y ∈ R
geht u¨ber in die Gu¨ltigkeit der Aussage
∗ϕ ≡ x+ y = y + x ∀x, y ∈ ∗R.
Das heißt die Kommutativita¨t der Addition in R geht u¨ber in die Kommutativita¨t der
Addition in ∗R.
Analog lassen sich alle anderen Axiome eines angeordneten Ko¨rpers mit dem Transfer-
prinzip von R nach ∗R u¨bertragen.
e) Gema¨ß Satz 2.2 kann jede Funktion f : R → R zu einer Funktion ∗f : ∗R → ∗R
fortgesetzt werden. Das heißt es existieren zum Beispiel ∗ sin, ∗ cos, ∗ exp, die Fortsetzun-
gen der Funktionen sin, cos, exp sind. Aufgrund des Transferprinzips gelten die gleichen
Rechenregeln wie bei den Ausgangsfunktionen, zum Beispiel:
In R gilt folgende Aussage
ϕ ≡ exp(x+ y) = exp(x) · exp(y) ∀x, y ∈ R.
Nach Anwendung des Transferprinzips gilt folgende Aussage:
∗ϕ ≡ ∗ exp(x+ y) = ∗ exp(x) · ∗ exp(y) ∀x, y ∈ ∗R.
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f) Diskretheit von N.
Sei n ∈ N, dann gilt:
∀x ∈ N : n ≤ x ≤ n+ 1⇒ x = n oder x = n+ 1.
Nach der ∗-Transformation gilt:
∀x ∈ ∗N : ∗n ≤ x ≤ ∗(n+ 1)⇒ x = ∗n oder x = ∗(n+ 1).
Weil n = ∗n und n+1 = ∗(n+1) gilt, ist N diskret. Dies zeigt, dass es keine Nichtstandard-
Zahlen in ∗N gibt, die zwischen den natu¨rlichen Zahlen vorkommen. Es gibt auch keine
Zahlen in ∗N, die kleiner als 1 sind. Das heißt:
∀x ∈ ∗N : x ≥ 1.
Es muss also jede Zahl aus ∗N \ N gro¨ßer sein als alle Zahlen aus N, das heißt unendlich
groß.
5.3. Anwendungen des Transfer- und des
Permanenzprinzips
Nun kommen wir zur Anwendung der beiden Prinzipien. Hierfu¨r werden wir den Satz
u¨ber den Grenzwert einer Funktion, den Satz u¨ber die Existenz von Maximum und Mini-
mum und den Hauptsatz der Differential- und Integralrechnung beweisen. Die Sa¨tze und
Beweise sind aus [LR] §11 und [TL], Chapter I eingearbeitet. Weiters wurde auch [DL]
verwendet.
Satz 5.10 (Grenzwert einer Funktion).
Sei f : R→ R eine Funktion und c, x0 ∈ R. Dann sind folgende Aussagen a¨quivalent:
(i) limx→x0 f(x) = c.
(ii) ∀x ∈ ∗R : x ≈ x0 ⇒ ∗f(x) ≈ c.
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Beweis von Satz 5.10.
(i) ⇒ (ii): Angenommen die Funktion f konvergiert gegen den Punkt c ∈ R fu¨r x→ x0.
Sei x ∈ ∗R unendlich nahe bei x0. Sei n ∈ N beliebig und setze  = 1n .
Wir wa¨hlen δ ∈ R+ so, dass ∀y ∈ R gilt:
|y − x0| ≤ δ ⇒ |f(y)− c| ≤  = 1
n
.
Nach dem Transferprinzip (siehe Satz 5.8) gilt daher fu¨r alle y ∈ ∗R mit |y − x0| ≤ δ,
dass |∗f(y)− c| ≤  ist.
Es ist daher x ∈ ∗R und x ≈ x0, so folgt:
|∗f(x)− c| ≤ 1
n
.
Weil n beliebig war, ist ∗f(x) ≈ c und somit ist (ii) gezeigt.
(ii) ⇒ (i): Sei  ∈ R+. Nach (ii) gilt ∀n ∈ ∗N \ N die Aussage
∗ϕ(n) ≡ ∀x ∈ ∗R : |x− x0| ≤ 1
n
⇒ |∗f(x)− c| ≤ .
Ausfu¨hrlicher ko¨nnen wir sagen:
∀n ∈ ∗N \ N ∀m ∈ N gilt:





Somit gilt: Aus |x− x0| < 1n fu¨r alle n ∈ ∗N \ N folgt |x− x0| ≈ 0 und daher ist x ≈ x0.
Nach dem Permanenzprinzip (siehe Satz 5.3 (ii)) gilt die Aussage auch fu¨r ein n0 ∈ N.
Sei δ := 1
n0
, dann gilt:
∗ϕ(n0) ≡ ∀x ∈ R : |x− x0| ≤ δ ⇒ |f(x)− c| ≤ .
Das heißt es gilt (i) und somit ist die Behauptung gezeigt.
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Einer der wichtigsten Sa¨tze der Analysis ist der Extremwertsatz.
Satz 5.11.
(Existenz von Maximum und Minimum fu¨r stetige Funktionen auf einem be-
schra¨nkten und abgeschlossenen Intervall.)
Seien a, b ∈ R, a < b und sei die Funktion f : [a, b] → R stetig. Es gibt ξ1, ξ2 ∈ [a, b],
sodass gilt:
(i) ∀x ∈ [a, b] : f(x) ≤ f(ξ1),
das heißt f besitzt an der Stelle ξ1 ein Maximum auf dem Intervall [a, b].
(ii) ∀x ∈ [a, b] : f(x) ≥ f(ξ2),
das heißt f besitzt an der Stelle ξ2 ein Minimum auf dem Intervall [a, b].
Fu¨r den Beweis dieses Satzes beno¨tigen wir die Begriffe
”
Menge der finiten Elemente von
∗R“ fin(∗R) und den
”
Standardteil“ st(y). (vgl. [LR], §9)
Bemerkung 5.12. (Menge der finiten Elemente von ∗R und Standardteil)
(i) Seien x, y ∈ ∗R. Dann bezeichne fin(∗R) := {x ∈ ∗R : x ist finit} die Menge der
finiten Elemente von ∗R.
(Den Begriff finit bzw. endlich haben wir schon im Kapitel Einleitung, Grundlegende
Begriffe und Notation eingefu¨hrt.)
(ii) Es ist y ∈ fin(∗R). Dann gibt es ein eindeutiges r ∈ R mit y ≈ r, welches mit st(y),
Standardteil von y, bezeichnet wird. Das heißt st(y) ist also die eindeutige infinitesimal
benachbarte reelle Zahl.
(vgl. [DL], Abschnitt I, Kapitel 3).
Jede endliche nicht-reelle hyperreelle Zahl x liegt unendlich nahe an einer eindeutigen
reellen Zahl r. Sie entsteht also aus einer bestimmten reellen Zahl durch Hinzuaddieren
einer infinitesimalen Zahl. Die reelle Zahl nennt man auch Standardteil oder Schatten von
x und schreibt st(x). (vgl. Bemerkung 5.12)
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Jede endliche hyperreelle Zahl liegt
”
sehr nahe“ an einer reellen Zahl. Ist x so eine endliche
hyperreelle Zahl, dann gibt es genau eine reelle Zahl st(y), sodass die Differenz x− st(y)
infinitesimal ist. Diese Differenz nennt man dann den Nichtstandardteil von x.
(vgl. [WP])
Manchmal bezeichnet man die infinitesimale Umgebung einer reellen Zahl r auch als
”
Halo 1 von r“. Das sind dann alle hyperreellen Zahlen, deren Standardteil r ist. Man
sagt auch, alle hyperreellen Zahlen im Halo von r sind fast gleich oder auch infinitesimal
benachbart zu r.
(vgl. [JR], Kapitel 4)
Beweis von Satz 5.11.
Wir beweisen nur die Existenz eines Maximums.
Die Beweisidee:
Wir wa¨hlen eine unendlich feine Zerlegung des Intervalls [a, b] mit
a = t0 < t1 < ... < th = b und bestimmen eine Stelle ti0 ∈ [a, b], an der ∗f(ti) fu¨r i ∈ H
ein Maximum annimmt. Der dazugeho¨rige Standardteil der Stelle ti0 liefert einen Punkt,
an dem die Funktion f ein Maximum annimmt.
Sei h ∈ ∗N \ N ein unendliches Element und betrachte die
”
a¨quidistante“ Zerlegung
ti = a+ i
b−a
h
(fu¨r i ∈ H) des Intervalls ∗[a, b] in h Teile,
wobei H := {i ∈ ∗N0 : i ≤ h} ist.
Zuna¨chst zeigen wir folgende Aussage:
(1) Es gibt ein i0 ∈ H mit ∗f(ti0) = maxi∈H ∗f(ti).
Fu¨r jedes n ∈ N besitzt die Menge {f(a + i (b−a)
n
) : 0 ≤ i ≤ n} ein Maximum. Daher gilt
folgende Aussage:
∀n ∈ N ∃i ∈ N0 i ≤ n und ∀j ∈ N0 j ≤ n ⇒ f(a+ j (b− a)
n
) ≤ f(a+ i(b− a)
n
).
Nach dem Transferprinzip (siehe Satz 5.8) gibt es ein i0 ∈ ∗N0 mit i0 ≤ h, sodass gilt:
∀j ∈ ∗N0 mit j ≤ h : ∗f(tj) ≤ ∗f(ti0).
Somit ist (1) gezeigt.
Nun zeigen wir noch, dass folgende Aussage gilt:
1griechisch:
”
Lichthof“; Hof um Sonne oder Mond, hervorgerufen durch Lichtbrechung
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(2) f(x0) = maxx∈[a,b] f(x) fu¨r x0 := st(ti0); insbesondere gilt x0 ≈ ti0 .
Sei x aus dem Intervall [a, b]. Dann gibt es ein i ∈ ∗N mit i ≤ h und ti−1 ≤ x ≤ ti. Da
ti−1 ≈ ti ist, folgt ti ≈ x. Weiters ist ti0 ≈ x0, da x0 := st(ti0). Weil f stetig ist, folgt aus
dem Nichtstandard-Kriterium fu¨r die Stetigkeit (siehe Satz 3.1) und (1)
f(x) ≈ ∗f(ti) ≤ ∗f(ti0) ≈ f(x0).
Daraus folgt, dass f(x) ≤ f(x0). Somit ist auch (2) gezeigt.
Eine weitere Anwendung des Transferprinzips findet sich im Beweis des Satzes u¨ber die
stetige Differenzierbarkeit. Der folgende Satz und Beweis sind aus [LR], §11 entnommen.
Satz 5.13. Stetige Differenzierbarkeit.
Sei die Funktion f : [a, b]→ R. Dann sind folgende Aussagen a¨quivalent:
(i) f ist stetig differenzierbar auf [a, b].
(ii) Fu¨r jedes x0 ∈ [a, b] gilt:
Fu¨r alle x, y ∈ ∗[a, b] mit x 6= y, x, y ≈ x0 ist
∗f(x)− ∗f(y)
x− y ≈ f
′(x0).
In Worten: Wenn fu¨r x und y unendlich nahe bei x0 der Quotient
∗f(x)−∗f(y)
x−y stets un-
endlich nahe bei f ′(x0) ist, also bei der Ableitung von f an der Stelle x0 liegt, so ist die
Funktion stetig differenzierbar.
Beweis von Satz 5.13.
(i)⇒(ii): Seien x, y ∈ ∗[a, b] mit x 6= y und x, y ≈ x0, das heißt x, y sind infinitesimal
benachbart zu x0.
Es ist zu zeigen, dass ∗f(x)− ∗f(y)




Da f ′ stetig ist, gilt nach Satz 3.1:
∗(f ′)(z) ≈ f ′(x0) ∀z ∈ ∗[a, b] mit z ≈ x0.




∗(f ′)(z) mit x ≤ y ≤ z.
Wir beweisen (1) durch Transfer des Mittelwertsatzes aus der Analysis. Nach dem Mit-
telwertsatz der Differentialrechnung (vgl. [OF], §16) gilt:
Sei die Funktion f stetig auf [a, b] und differenzierbar in ]a, b[, dann gilt:
∀x′, y′ ∈ [a, b] mit x′ < y′ ∃z′ ∈ R : f(x
′)− f(y′)
x′ − y′ = f
′(z′) mit x′ ≤ z′ ≤ y′,
wobei z′ die Rolle von z u¨bernimmt.
Da x, y ∈ ∗[a, b] und x < y sind, gilt nach Anwendung des Transferprinzips (vgl. Satz 5.8)
die Aussage (1) und somit ist der erste Teil des Beweises erledigt.
Im zweiten Schritt beweisen wir die Ru¨ckrichtung.
(ii)⇒(i): Es sei x0 ∈ [a, b] beliebig. Aus (ii) und dem Nichtstandard-Kriterium fu¨r Dif-
ferenzierbarkeit (vgl. 4.1) folgt, dass f in x0 differenzierbar ist mit der Ableitung f
′(x0),
wobei y = x0 gewa¨hlt wird.
Daher bleibt noch zu zeigen, dass die Ableitung f ′ im Punkt x0 stetig ist. Wir wa¨hlen ein
 ∈ R+ und werden zeigen, dass es ein δ ∈ R+ gibt, sodass gilt:
(2) |f(x)− f(y)
x− y − f
′(x0)| ≤  ∀x, y ∈ [a, b] mit x 6= y und x0 − δ < x, y < x0 + δ.
Sobald (2) gezeigt ist, sind wir fertig, denn durch den Grenzu¨bergang x→ y folgt aus (2)
|f ′(y)− f ′(x0)| ≤  ∀y ∈ [a, b] mit |y − x0| < δ.
Es bleibt also noch (2) zu zeigen.
2Ohne Beschra¨nkung der Allgemeinheit
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Wir behaupten, dass aus (ii) folgende Aussage ∗ϕ folgt:
∃δ ∈ ∗R+ ∀x, y ∈ [a, b] : mit x0 − δ < x, y < x0 + δ und x 6= y, sodass
|
∗f(x)− ∗f(y)
x− y − f
′(x0)| ≤ .
Um die Gu¨ltigkeit von ∗ϕ nachzuweisen, wa¨hle δ > 0 infinitesimal, das heißt |δ| ≤ 1
n
fu¨r
alle n ∈ N.
Das Transferprinzip liefert dann die Gu¨ltigkeit der entsprechenden Aussage ϕ in R.
Somit gilt (2), das heißt die Stetigkeit der Ableitung f ′ in x0 ist nachgewiesen.
Der na¨chste Satz ist eine
”
technische“ Vorbereitung auf den Hauptsatz der Differential-
und Integralrechnung. Um diesen Satz beweisen zu ko¨nnen, beno¨tigen wir Keislers Infinite
Sum Theorem.
Satz 5.14. Keislers Infinite Sum Theorem.
Es sei die Funktion f : [0, 1]→ R Riemann-integrierbar,
A : {(u, v) ∈ R2 : 0 ≤ u < v ≤ 1} → R
und es seien folgende Aussagen erfu¨llt:










In Worten beschrieben ko¨nnen wir uns das folgendermaßen vorstellen:
ad (i): Die Abbildungen kann man sich als Werte von A an Punkten im R2 angeheftet
vorstellen. Zum Beispiel liegt der Wert A(0, v) auf der y-Achse und der Wert A(0, u)
ebenfalls auf der y-Achse, aber etwas unterhalb des Wertes A(0, v), da 0 ≤ u < v ≤ 1 ist.
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Der Wert A(u, v) wu¨rde etwas rechts in der selben Ho¨he des Wertes A(0, v) liegen. Es ist
außerdem A(0, v)− A(0, u) = A(u, v).
ad (ii): Der Quotient
∗A(x,x+dx)
dx
liegt unendlich nahe bei ∗f(x).
Gelten die Aussagen (i) und (ii), so ist der Wert A(0, 1) gleich der Fla¨che unter der Funk-
tion f in den Grenzen von 0 bis 1.
Der Beweis des Satzes 5.14 (Keislers Infinite Sum Theorem) ist in [LR], §11 nachzule-
sen.
Nun kommen wir zum Hauptsatz der Differential-und Integralrechnung.
Satz 5.15. Hauptsatz der Differential- und Integralrechnung.
Es sei F : [0, 1]→ R. F besitze eine stetige Ableitung f : [0, 1]→ R. Dann gilt:∫ 1
0
f(t) dt = F (1)− F (0).
(vgl.[LR], §11 und [RB], Chapter 9)
Beweis von Satz 5.15.
Um den Hauptsatz der Differential- und Integralrechnung auf elegante Art zeigen zu
ko¨nnen, verwenden wir nun Keislers Infinite Sum Theorem (vgl. Satz 5.14). Hierfu¨r mu¨ssen
wir zeigen, dass die Ausssagen (i) und (ii) dieses Satzes gelten.
Wir definieren zuna¨chst die Abbildung
A(u, v) := F (v)− F (u) fu¨r 0 ≤ u < v ≤ 1.
Zuerst wird 5.14 (i) gezeigt:
A(0, u)+A(u, v) = F (u)−F (0)+F (v)−F (u) = F (v)−F (0) = A(0, v) fu¨r 0 ≤ u < v ≤ 1.
Nun mu¨ssen wir noch zeigen, dass 5.14 (ii) erfu¨llt ist. Dafu¨r wenden wir die stetige Diffe-
renzierbarkeit (vgl. Satz 5.13) an, wobei wir F statt f und st(x) an Stelle von x0 setzen.






∗F (x+ dx)− ∗F (x)
dx
≈ F ′(st(x)) = f(st(x)),
36
Transfer- und Permanenzprinzip
falls 0 < dx ≈ 0 und x, x+ dx ∈ ∗[0, 1].
Aufgrund der Stetigkeit von f (vgl. Satz 3.1) und da st(x) ≈ x (vgl. Bemerkung 5.12(ii))
ist, folgt
f(st(x)) ≈ ∗f(x).
Wegen (1) gilt daher ∗A(x, x+ dx)
dx
≈ ∗f(x).













In diesem Kapitel wird nach der Einfu¨hrung von Funktionenfolgen der Satz u¨ber das
Nichtstandard-Kriterium fu¨r gleichma¨ßige Konvergenz und Charakterisierung eines Ha¨ufungs-
punktes von Funktionenfolgen bewiesen. Dabei halten wir uns an [LR] und [RB].
In der klassischen Analysis betrachten wir Folgen von Funktionen (fn)n∈N. Die Funktio-
nenfolge (fn)n∈N ko¨nnen wir auffassen als Abbildung
F : N× R→ R, (n, x) 7→ fn(x)
mit F (n, x) = fn(x) fu¨r alle n ∈ N und fu¨r alle x ∈ R.
Transferieren wir nun die Abbildung F , so erhalten wir
∗F : ∗N× ∗R→ ∗R,
das heißt
∗fn(x) := ∗F (n, x) fu¨r alle n ∈ ∗N und fu¨r alle x ∈ ∗R.
Somit ist (∗fn)n∈∗N eine Nichtstandardfolge von Funktionen. (vgl. [RB], Chapter 7)
Nun kommen wir zum Satz und Beweis vom gleichma¨ßigen Grenzwert und Ha¨ufungspunkt
von Funktionenfolgen. (vgl. [LR], §12)
Satz 6.1 (Gleichma¨ßiger Grenzwert und Ha¨ufungspunkt von Funktionenfol-
gen). Es sei fn : R → R mit n ∈ N eine Folge von Funktionen und f : R → R eine
Funktion. Dann gilt:
(i) f ist gleichma¨ßiger Grenzwert der Folge (fn) genau dann, wenn
∗fh(x) ≈ ∗f(x) fu¨r alle h ∈ ∗N \ N und ∀x ∈ ∗R;
(ii) f ist gleichma¨ßiger Grenzwert einer Teilfolge der Folge (fn) genau dann, wenn




In [RB], Chapter 7 wird die gleichma¨ßige Konvergenz folgendermaßen formuliert: Die
Folge (fn)n∈N konvergiert gleichma¨ßig gegen die Funktion f : R→ R genau dann, wenn
∀x ∈ ∗R ∀n ∈ ∗N \ N ∗fn(x) ≈ f(x).
Im Vergleich zur Nichtstandard-Version der gleichma¨ßigen Konvergenz (Satz 6.1 (i)) sehen
wir uns die Definition in der klassischen Analysis an:
Eine Funktionenfolge (fn)n∈N mit fn : R→ R konvergiert gleichma¨ßig gegen eine Grenz-
funktion f , falls gilt:
∀ > 0 ∃n0 ∈ N ∀n ∈ N n ≥ n0 : ∀x ∈ R |fn(x)− f(x)| < ,
das heißt n0 ha¨ngt hier nur von  ab. (vgl. [OF], §21)
Beweis von Satz 6.1.
Zuna¨chst zeigen wir (i). Da eine A¨quivalenz behauptet wird, beweisen wir beide Richtun-
gen.
”
⇒“: Es sei  ∈ R+. Da f gleichma¨ßiger Grenzwert der Folge (fn) ist, also fn(x)
gleichma¨ßig gegen f(x) fu¨r x ∈ R konvergiert, gibt es ein n0 ∈ N, sodass gilt:
x ∈ R n ∈ N, n ≥ n0 ⇒ |fn(x)− f(x)| ≤ .
Nach Anwendung des Transferprinzips (vgl. Satz 5.8) folgt
|∗fn(x)− ∗f(x)| ≤  ∀x ∈ ∗R ∀n ∈ ∗N mit n ≥ n0.
Wa¨hlen wir nun h ∈ ∗N \ N, so gilt:
|∗fh(x)− ∗f(x)| ≤  ∀x ∈ ∗R.
Da  ∈ R+ beliebig war, folgt fu¨r x ∈ ∗R und h ∈ ∗N \ N
∗fh(x) ≈ ∗f(x).
Somit haben wir eine Richtung gezeigt.
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Nun zeigen wir die Ru¨ckrichtung.
”
⇐“: Sei wieder  ∈ R+. Nach Voraussetzung gilt fu¨r alle n ∈ ∗N \ N die Aussage
∗ϕ(n) ≡ ∀x ∈ ∗R |∗fn(x)− ∗f(x)| ≤ .
Wir wenden nun das Permanenzprinzip (siehe Satz 5.3(ii)) an. Daher existiert ein n0 ∈ N,
sodass die Aussage ϕ(n) fu¨r alle n ∈ ∗N mit n ≥ n0 gilt.
Sei nun n ∈ N mit n ≥ n0 gegeben. Aus der Gu¨ltigkeit der Aussage ∗ϕ(n) und nach
Anwendung des Transferprinzips (siehe Satz 5.8) folgt fu¨r alle x ∈ R
|fn(x)− f(x)| ≤ .
Also gilt
|fn(x)− f(x)| ≤  ∀x ∈ R und n ≥ n0,
das heißt f ist gleichma¨ßiger Grenzwert der Folge fn und somit ist auch die Ru¨ckrichtung
gezeigt.
Nun kommen wir zum zweiten Teil des Beweises. Auch hier mu¨ssen wir beide Richtungen
zeigen, da die A¨quivalenz der beiden Aussagen behauptet wird.
(ii)
”
⇒“: Nach Voraussetzung ist f gleichma¨ßiger Grenzwert einer Teilfolge der Folge
(fn), das heißt es gibt eine Teilfolge
f˜n = fkn mit n ∈ N,
die gleichma¨ßig gegen f konvergiert.
Sei n ∈ ∗N \ N. In (i) haben wir schon bewiesen, dass fu¨r alle x ∈ ∗R
∗f˜n(x) ≈ ∗f(x)
gilt.
Wir mu¨ssen also noch zeigen, dass
∗f˜n = ∗fh fu¨r ein h ≥ n
gilt. Dieses h erhalten wir, indem wir das Transferprinzip (vgl. Satz 5.8) anwenden:
∀n ∈ N ∃h ∈ N mit h ≥ n und f˜n = fh.
Diese Aussage gilt, da kn ≥ n fu¨r alle n ∈ N ist.
Wir haben also gezeigt, dass ∗f˜n = ∗fh fu¨r ein h ≥ n ist und daher gilt ∗fh(x) ≈ ∗f(x)
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fu¨r ein h ∈ ∗N \ N und alle x ∈ ∗R.
Im letzten Schritt zeigen wir auch hier die Ru¨ckrichtung.
”
⇐“: Diese Aussage beweisen wir, indem wir induktiv eine gegen f eine gleichma¨ßig
konvergente Teilfolge konstruieren.
Fu¨r den Indunktionsanfang setzen wir k0 := 0, n ∈ N. Induktiv werden wir dann kn ∈ N





das heißt die Teilfolge fkn der Folge fn konvergiert gleichma¨ßig gegen f und der Beweis
ist also beendet, sobald obige Folge (kn) konstruiert wurde.
Sei n ∈ N. Da nach Voraussetzung ∗fh(x) ≈ ∗f(x) fu¨r ein h ∈ ∗N \ N und alle x ∈ ∗R
ist, gilt
∃h ∈ ∗N h > kn−1 und ∀x ∈ ∗R |∗fh(x)− ∗f(x)| ≤ 1
n
.
Wir wenden nun wieder das Transferprinzip (vgl. Satz 5.8) an. Durch den Transfer erhalten
wir die Existenz eines h ∈ N mit h > kn−1 und fu¨r alle x ∈ R
|fh(x)− f(x)| ≤ 1
n
.
Nun setzen wir kn = h, womit der Induktionsschritt erledigt ist.
Bemerkung 6.2 (Punktweise Konvergenz).
Die Folge (fn)n∈N reellwertiger Funktionen konvergiert punktweise gegen eine Funktion
f : R→ R genau dann, wenn
∀x ∈ R ∀n ∈ ∗N \ N ∗fn(x) ≈ f(x).
(vgl. [RB], Chapter 7)
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Im Vergleich zur Nichtstandard-Formulierung der puntweisen Konvergenz sehen wir uns
die Formulierung in der klassischen Analysis an. (vgl. [OF], §21)
Die Folge (fn) konvergiert punktweise gegen die Funktion f : R→ R, falls fu¨r jedes x ∈ R
die Folge (fn) gegen f konvergiert, das heißt wenn gilt:
∀ > 0 ∀x ∈ R ∃n0 ∈ N n > n0 : |fn(x)− f(x)| < ,
das heißt n0 ha¨ngt hier von x und von  ab.
Konvergiert eine Funktionenfolge gleichma¨ßig, so konvergiert sie auch punktweise. Die
Umkehrung gilt jedoch nicht. (vgl. [OF], §21)
Die Unterschiede punktweiser und gleichma¨ßiger Konvergenz werden gut durch das Ver-
halten der Funktionenfolge fn(x) = x
n veranschaulicht. (vgl. [RB], Chapter 7)
Beispiel 6.3.
(a) Im Beispiel (b) beno¨tigen wir folgende Aussage aus der klassischen Analysis:
lim
n→∞
cn = 0 fu¨r 0 < c < 1, c ∈ R.
Wenn 0 ≤ c < 1 ist, so ist die Folge (cn)n∈N fallend, nach unten beschra¨nkt und konvergiert
daher gegen eine reelle Zahl L. Wa¨hlen wir ein N ∈ ∗N \ N, dann gilt:
cN ≈ L und cN+1 ≈ L.
Es ist L ≈ cN+1 = c · cN . Fu¨r jedes n ∈ N ist c · cn+1 = c · cn. Daher ist nach dem
Transferprinzip cn+1 = c · cn fu¨r n ∈ ∗N, also gilt:
Fu¨r c ∈ R: c · cN ≈ c · L.
Wenden wir nun die Transitivita¨t der A¨quivalenzrelation ≈ an (vgl. [SC], Kapitel 1), so
ist L ≈ c · L. Da 0 < c < 1 folgt c 6= 1 und daraus folgt wiederum L = 0.
Wir haben also gezeigt, dass cN ≈ 0 ist.
(vgl. [RB], Chapter 6)
(b) Gegeben sei die Funktionenfolge fn(x) = x
n im Intervall [0, 1]. Wir zeigen, dass fn
im abgeschlossenen Intervall [0, 1] punktweise gegen die Funktion f konvergiert, wobei
f(x) =
{
0 x < 1,
1 x = 1.
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Genauer zeigen wir: Die Folge (fn) konvergiert im abgeschlossenen Intervall [0, 1] punkt-
weise, aber nicht gleichma¨ßig gegen die Funktion f .
Intuitiv la¨sst sich die Situation so beschreiben:
Fu¨r 0 ≤ x < 1 konvergiert die Folge fn(x) = xn gegen 0. Fu¨r x = 1 erhalten wir die







Tempo“ der Konvergenz. Das heißt al-
so, wenn wir bei gegebenem  > 0 x sehr nahe bei 1 betrachten, mu¨ssen wir weiter
und weiter entlang der Folge der Potenzen xn wandern, bis wir ein n erreichen, wo die
Bedingung erfu¨llt ist, dass xn kleiner als  ist. Wenn also letztlich x unendlich nahe an 1
herankommt (aber auf jeden Fall kleiner als 1 ist), so dauert es
”
unendlich lange“, bis xn
unendlich nahe bei 0 ist.
Nun zeigen wir unter der Verwendung des Satzes u¨ber den gleichma¨ßigen Grenzwert und
das Permanenzprinzip, dass folgende Behauptung gilt:
(fn) konvergiert nicht gleichma¨ßig gegen f .
indirekt: Angenommen fn konvergiert gleichma¨ßig gegen f , dann gilt nach
Satz 6.1(i):
(G) ∀h ∈ ∗N \ N ∀x ∈ ∗[0, 1] : ∗fh(x) ≈ ∗f(x).
Sei x ≈ 1, aber x < 1, n ∈ N⇒ xn ≈ 1. (1)
Nach dem Permanenzprinzip (Overflow) Satz 5.3(i) ko¨nnen wir folgern:
∃h ∈ ∗N \ N : xn ≈ 1 ∀n ∈ ∗N, n ≤ h.
Insbesondere ist xh ≈ 1, also xh 6≈ 0. (2)




≈ ∗f(x)︸ ︷︷ ︸
=0
.
Also haben wir gezeigt, dass (fn) nicht gleichma¨ßig gegen f konvergiert.
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7. Ru¨ck-und Ausblick
Die Nichtstandard-Analysis hat Anlass zu vielen Diskussionen gegeben. Hauptsa¨chlich
ging es dabei um die Frage, inwieweit diese moderne Theorie dazu geeignet ist, das Vor-
gehen von Leibniz und seiner Anha¨nger zu rechtfertigen.
Abraham Robinson schrieb 1966 in seinem Lehrbuch (vgl. [AR]):
”
..... Seit mehr als einem Jahrhundert beruhen die Darstellungen der Geschichte der Differen-
tial- und Integralrechnung auf der Annahme, dass, obwohl die Idee eines Zahlensystems mit
unendlichkleinen und unendlichgroßen Elementen mo¨glicherweise konsistent ist, diese fu¨r
die Entwicklung der mathematischen Analysis nutzlos sei. Als Folge hiervon gibt es in den
Werken dieser Periode einen bemerkenswerten Kontrast zwischen der Strenge, mit der die
Vorstellungen von Leibniz und seinen Anha¨ngern behandelt werden, und der Nachsicht, mit
der die Fehler der fru¨hen Anha¨nger der Grenzwertauffassung behandelt werden. ...“
(Zitat nach [VK], Kapitel 3)
Wir sehen also, dass es auch schon damals Befu¨rworter und Gegner der Nichtstandard-
Analysis gab. Die gespaltene Meinung daru¨ber gibt es auch heute noch.
Doch welche Vorteile beziehungsweise Nachteile hat die Nichtstandard-Analysis?
In [LR] werden folgende Vorzu¨ge angesprochen:
Mit der Nichtstandard-Mathematik ko¨nnen bekannte Ergebnisse durchsichtiger und natu¨r-
licher bewiesen werden. Weiters ko¨nnen dadurch neue mathematische Einsichten gewon-
nen werden und mo¨glicherweise offene Probleme der Mathematik mit Hilfe dieser Methode
gelo¨st werden.
Die mathematische Ausdrucksweise wird nicht nur reichhaltiger, sie befa¨higt uns auch,
manche Sachverhalte anschaulicher zu formulieren.
In der Ausbildung der LehramtsstudentInnen an der Universita¨t Wien wird die klassische
Analysis gelehrt. Die Nichtstandard-Analysis ist im Lehrangebot nicht enthalten. In die-




[WZ] nennt folgende Vorteile aus ihren Erfahrungen in der Praxis:
 Leichteres Erlernen der grundlegenden Konzepte.
 Beweise sind leichter zu erkla¨ren und liegen na¨her an der Intuition.
 Die Nichtstandard-Analysis beno¨tigt den Grenzwertbegriff nicht explizit.
 Im Unterricht ko¨nnen durch neue Beitra¨ge und Inhalte Verbesserungen der Vermittlung
erreicht werden.
Als Nachteile erwa¨hnt [WZ] folgendes:
 Die Einfu¨hrung des hyperreellen Zahlensystems beinhaltet einen hohen Grad an
Abstraktion.
Ich selber sehe auch einen großen Nachteil darin, dass man vor der Anwendung der
Nichtstandard-Analysis viel Vorarbeit leisten muss. Es sind viele verschiedene Begriffe
wie Filter, Ultrafilter, A¨quivalenzklassen, infinitesimal benachbart zu, usw. zu erkla¨ren
und zu verstehen, bevor man zum
”
Eigentlichen“ u¨bergehen kann, na¨mlich der Anwen-
dung, sei es bei Folgen und Reihen, der Differentiation oder Integration. Weiters mu¨ssen
die StudentInnen schon Vorkenntnisse haben, um die Nichtstandard-Analysis verstehen
zu ko¨nnen.
Doch sie hat auch einige Vorteile, wie sie schon [WZ] anspricht. Wenn die Vorarbeit
geleistet wurde, so sind danach Definitionen, Sa¨tze und deren Beweise aus meiner Sicht in
vielen Fa¨llen versta¨ndlicher und einfacher nachzuvollziehen. Die Beweisfu¨hrung ist meiner
Meinung nach gro¨ßtenteils intuitiv leichter als die mit Verwendung von Grenzwerten.
Nehmen wir das Beispiel Stetigkeit von Funktionen her. Die Definition der Nichtstandard-
Analysis lautet in Worten, dass eine unendlich kleine Aba¨nderung der Variablen ho¨chstens
eine unendlich kleine Aba¨nderung der Funktionswerte bewirkt (vgl. Kapitel 3, Satz 3.1).
Unendlich klein wurde vorher definiert, na¨mlich dass der Betrag der Differenz von zwei
Folgen kleiner gleich als 1/n ist (fu¨r jedes n ∈ N). Auch im Beweis wird mit diesen ge-
nauestens definierten Begriffen hantiert.
In der klassischen Analysis hingegen wird die Stetigkeit von Funktionen u¨ber den Grenz-
wert bzw. u¨ber die -δ-Charakterisierung (vgl. [OF], §11) definiert. Diese Art der Definition
der Stetigkeit ist fu¨r mich intuitiv schwerer zu verstehen, da die  bzw. δ Umgebung nicht
genau fassbar ist. Der Beweis erfolgt ebenfalls durch die Verwendung des Grenzwertpro-
zesses und der positiven reellen Zahlen  und δ.
Meiner Meinung nach ist der Beweis der Nichtstandard-Analysis eleganter. Außerdem
kann ich mir unter
”
unendlich nahe bei“ mehr vorstellen als unter dem Grenzwertbe-
griff. Beim Beweis der gleichma¨ßigen Stetigkeit in der klassischen Analysis beno¨tigt man
sogar den Satz von Bolzano Weierstraß, arbeitet also mit konvergenten Teilfolgen. In
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Vor allem das Transfer-und Permanenzprinzip, also dass man viele Sa¨tze, die in R gelten
auf ∗R u¨bertragen kann, ist eine sehr hilfreiche Methode, um Beweise elegant zu fu¨hren.
Zusammenfassend bin ich folgender Meinung:
In der Analysis-Vorlesung am Beginn des Studiums halte ich es fu¨r nicht sinnvoll, die
Nichtstandard-Analysis zu lehren. Aus eigener Erfahrung und denen meiner Studienkolle-
gInnen weiß ich, dass es eine gewisse Herausforderung bedeutet, von der Schulmathematik
auf die Hochschulmathematik umzustellen und sich mit neuen Begriffen auseinanderzu-
setzen.
Da die Nichtstandard-Analysis sehr umfassend ist, bra¨uchte man beinahe eine eigene Vor-
lesung, nur um die vielen Begriffe und die Konstruktion des Erweiterungsko¨rpers ∗R, die
die Grundlage fu¨r die Nichtstandard-Analysis bilden, einzufu¨hren. Weiters bedarf es ei-
niger mathematischer Vorkenntnisse, wie zum Beispiel der Begriffe A¨quivalenzrelation,
Ko¨rper, etc., um die einfu¨hrenden Begriffe verstehen zu ko¨nnen. Mathematisches Denken
im Sinne von
”
abstrakt denken ko¨nnen“ ist ein weiterer Aspekt, der bei der Einfu¨hrung
der Begriffe eine nicht zu unterscha¨tzende Rolle spielt.
Trotz der oben genannten Herausforderungen, die die Nichtstandard-Analysis mit sich
bringt, wu¨rde ich es begru¨ßen, wenn es das Angebot ga¨be, Nichtstandard-Analysis wa¨hrend
der Ausbildung schnuppern zu ko¨nnen. Ich ko¨nnte mir vorstellen, dass Nichtstandard-
Analysis als Wahlfach, oder im 2.Abschnitt als Vertiefung in die Analysis angeboten wird.
Eine mo¨gliche Alternative wa¨re ein rein axiomatische Zugang zur Nichtstandard-Analysis.
Hier werden grundlegende Begriffe wie Filter, Ultrafilter, das Entstehen des Erweite-
rungsko¨rpers, usw. nicht behandelt, sondern die wesentlichen Eigenschaften von ∗R usw.
einfach als Ausgangspunkt genommen. Diese zweite Zugangsmo¨glichkeit wu¨rde Zeit sparen
und man ko¨nnte direkt, ohne langwieriger Bescha¨ftigung mit den grundlegenden Begriffen,
in die Nichtstandard-Analysis einsteigen.
Wobei ich der Meinung bin, dass die
”
Werkzeuge“, mit denen man hantiert, auch verstan-
den und nicht einfach nur verwendet werden sollten.
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A. Filter und Ultrafilter
Der folgende Abschnitt ist an [LR] angelehnt und wurde gemeinsam mit Cornelia Schubert
(vgl. [SC]) verfasst. Er beinhaltet grundlegende Definitionen und Sa¨tze der Nichtstandard-
Analysis, die fu¨r diese Arbeit von Bedeutung sind.
Definition A.1 (Filter).
Es sei I eine fest vorgegebene nicht-leere Menge. Die Potenzmenge von I, das heißt die
Menge aller Teilmengen von I, ist definiert als P(I) := {A : A ⊆ I}.
Ein System F ⊆ P(I) heißt Filter u¨ber I, falls gilt:
(i) F 6= ∅ und ∅ /∈ F
(ii) A,B ∈ F ⇒ A ∩B ∈ F
(iii) A ∈ F , A ⊆ B ⊆ I ⇒ B ∈ F
Satz und Definition A.2 (Der Filter der koendlichen Mengen).
Sei I eine unendliche Menge. Dann ist
F := {A ⊆ I : I \ A endlich}
ein Filter u¨ber I.
F heißt der Filter der koendlichen Teilmengen von I.
Definition A.3 (Ultrafilter).
Ein Filter F , zu dem es keinen echten Oberfilter gibt, heißt Ultrafilter. In anderen
Worten:
Seien F und G Filter, mit F ⊆ G ⇒ F = G.
Satz A.4 (Ultrafilter).
Sei i0 ∈ I fest und F := {A ⊆ I : i0 ∈ A}. Dann ist F ein Ultrafilter.
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Beweis von Satz A.2 und A.4.
Zuerst zeigen wir den Satz A.2, indem wir die Filtereigenschaften pru¨fen.
(i) F ist nicht die leere Menge, weil sie jedenfalls I entha¨lt. Die leere Menge ist nicht
Element von F , weil jede Teilmenge A ∈ F zumindest i0 entha¨lt.
(ii) ist schnell zu sehen: Seien A,B ∈ F . Da i0 sowohl in A als auch in B liegt, ist auch
der Durchschnitt A ∩ B in F .
Auch Forderung (iii) ist erfu¨llt, da fu¨r A ⊆ B ⊆ I mit A ∈ F gilt: i0 ∈ A folgt i0 ∈ B.
Somit ist auch die dritte Filtereigenschaft gezeigt und der erste Satz bewiesen.
Nun beweisen wir Satz A.4.
Wir zeigen, dass F ein Ultrafilter ist, das heißt fu¨r die Filter F und G mit F ⊆ G folgt
F = G.
Sei nun indirekt F kein Ultrafilter. Fu¨r einen Filter G mit F ⊆ G und G 6= F folgt, dass
es ein A gibt, das in G \ F liegt. Da nun A ∈ G \ F liegt, folgt A /∈ F , daher ist i0 /∈ A.
Das heißt, es ist A ∩{i0} = ∅.
Wegen A ∈ G, {i0} ∈ F ⊆ G und da G ein Filter ist, folgt A∩{i0} ∈ G. Weil A ∩ {i0} = ∅
folgt ∅ ∈ G, was ein Widerspruch zur Filtereigenschaft von G ist.
Definition A.5 (partiell geordnete Menge, total geordnete Menge, partielle bzw. totale
Ordnung u¨ber X).
(1) Eine partiell geordnete Menge ist ein Paar 〈X,≤〉, wobei X eine nicht-leere
Menge und ≤ eine Relation u¨ber X ist, die fu¨r x, y, z ∈ X die folgenden
drei Eigenschaften besitzt:
(a) Reflexivita¨t: x ≤ x
(b) Antisymmetrie: x ≤ y ∧ y ≤ x⇒ x = y
(c) Transitivita¨t: x ≤ y ∧ y ≤ z ⇒ x ≤ z.
(2) K heißt total geordnet, falls ∀ x,y ∈ K gilt:
x ≤ y ∨ y ≤ x.
(3) Ist 〈X,≤〉 eine partiell bzw. total geordnete Menge, so heißt ≤ eine partielle bzw.
totale Ordnung u¨ber X.
Definition A.6 (obere Schranke, maximales Element).
(1) y ∈ Xheißtobere Schranke von K, falls gilt:
x ≤ y, ∀x ∈ K.
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(2) m ∈ X heißt ein maximales Element, falls ∀x ∈ X gilt:
m ≤ x⇒ m = x.
Um die Existenz von Ultrafiltern begru¨nden zu ko¨nnen, wird das Zornsche Lemma beno¨tigt:
Satz A.7 (Zornsches Lemma).
Sei 〈X,≤〉 eine partiell geordnete Menge, so dass jede nicht-leere total geordnete Menge
K ⊆ X eine obere Schranke hat. Dann besitzt X ein maximales Element.
Satz A.8 (Existenz von Ultrafiltern).
Zu jedem Filter u¨ber I existiert ein, diesen Filter umfassender Ultrafilter u¨ber I.
Satz A.9 (Charakterisierung von Ultrafiltern).
Sei F ein Filter u¨ber I. Dann sind die beiden Aussagen a¨quivalent:
(i) F ist ein Ultrafilter.
(ii) Fu¨r alle A ⊆ I ist A ∈ F oder I \ A ∈ F .
Satz A.10 (Eigenschaften von Filtern und Ultrafiltern).
(i) Sei F ein Filter u¨ber I. Dann gilt fu¨r A ⊆ I:
A1, ..., An ∈ F und A1 ∩ ... ∩ An ⊆ A⇒ A ∈ F .
(ii) Sei F ein Ultrafilter u¨ber I. Dann gilt fu¨r A1, ..., An ⊆ I:
A1 ∪ ... ∪ An ∈ F ⇒ Ak ∈ F fu¨r ein k ∈ {1, ..., n}.
Beweis von Satz A.10.
(i): Da F ein Filter mit A1, ..., An ∈ F ist, folgt A1 ∩ ... ∩ An ∈ F laut Definition eines
Filters. Ebenso folgt aus der Definition Filter wegen
A1 ∩ ... ∩ An ⊆ A, dass auch A ∈ F ist.
(ii): Indirekt angenommen Ak /∈ F fu¨r k = 1,...,n. Da F ein Ultrafilter ist und Ak /∈ F ,
folgt I \ Ak ∈ F fu¨r k=1,...,n (nach Satz 1.9).
Nun verwenden wir die Filtereigenschaft von F und erhalten
I \ ∪nk=1 Ak = ∩nk=1 (I \ Ak) ∈ F . Da laut Voraussetzung ∪nk=1Ak ∈ F ist, folgt ∅ =
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