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UniTree an der Humboldt-Universität 
Was ist UniTree? 
UniTree ist ein Softwareprodukt der Firma DISCOS. 
Es ist ein betriebssystemunabhängiges hierarchisches 
File- und Speicherverwaltungssystem, das besonders 
für heterogene Rechnernetze mit einem zentralen 
Fileserver geeignet ist. Es ist so konzipiert, daß es 
bequem handhabbar ist für Systeme, die einen starken 
Zuwachs an Daten haben. UniTree verwaltet ein 
virtuelles Speichersystem, das z.B. aus einem Primär-
speicher (Magnetplatten) und einem Sekundärspei-
cher (Magnetbänder) bestehen kann. Für den Sekun-
därspeicher ist auch eine Stufung von optischen Plat-
ten über Roboter für Magnetbänder bis zu 
VHS-Kassetten vorstellbar. 
Das Filesystem, auf dem UniTree arbeitet, unter-
scheidet sich von einem Standard-Unix-Filesystem, 
um so den Verwaltungsaufgaben besser gerecht zu 
werden.  
 
UniTree hat folgende Eigenschaften: 
• keine logische Begrenzung der Filegröße 
• ausgefeilte Fehlerbehandlung bei I/O-Fehlern 
• automatische Migration (Sichern von Files aus dem 
Primärspeicher in den Sekundärspeicher) und auto-
matisches Caching (der umgekehrte Vorgang - d. h. 
ein File, das sich nicht im Primärspeicher befindet, 
dort aber angesprochen wird, wird automatisch ein-
gelagert), womit eine Unabhängigkeit vom Spei-
cherort des Files erreicht wird 
• Halten von mehreren Versionen eines Files (ab 
Version 1.7) 
• Unterstützung von NFS und FTP als Verbindung 
zwischen dem virtuellen Filesystem von UniTree 
und dem Unix-Filesystem  
• Plattenverwaltung; wenn der Primärspeicher einen 
bestimmten Füllstand besitzt, werden Files gestri-
chen (eventuell vorher noch migriert) 
• automatische Operationen, wenn im Hintergrund 
ein Robotersystem verfügbar ist  
• automatisches Backup aller Daten, die zur Verwal-
tung von UniTree gehören 
• offenes System; UniTree ist nicht abhängig von 
einzelnen Computerproduzenten, es ist vollständig 
portabel. Dies ist eine besonders wichtige Eigen-
schaft, wenn es in heterogenen Umgebungen - wie 
z. B. an der HUB - eingesetzt wird. 
Allgemeine Bemerkungen zur Arbeit mit 
UniTree 
Jeder Nutzer hat unter UniTree ein HO-
ME-Verzeichnis analog zu dem im "normalen" oder 
"native" Unix. Um mit Files, die von UniTree 
verwaltet werden, zu arbeiten, gibt es zwei Möglich-
keiten: zum einen den Zugriff über NFS und zum 
anderen über FTP. Der Zugriff über NFS wird nur zu 
Verwaltungsarbeiten in UniTree genutzt, während 
FTP dem Nutzer zur Verfügung steht. 
Die Files werden im Primärspeicher  - dem Disk-
cache - abgespeichert und von dort zur Verarbeitung 
wieder geholt. Files, die in den Primärspeicher ge-
bracht bzw. auf dem Primärspeicher geändert wurden 
(beim Zugriff über NFS), werden nach einer be-
stimmten Zeit (migrate file age) automatisch vom 
Primärspeicher zum Sekundärspeicher transportiert 
(Migration). UniTree hält die Files solange in beiden 
Hierarchiestufen, bis Speicherplatz im Primär-
speicher für neu einzulagernde Files benötigt wird 
bzw. bis ein bestimmter Füllstand im Primärspeicher 
(high-water mark) erreicht ist. Dann werden so lange 
Files aus dem Primärspeicher gestrichen ("gepur-
ged"), bis ein bestimmter Füllstand (low-water mark) 
erreicht ist. Welche Files gestrichen werden, ermittelt 
sich nach einer Wichtung für die Files gemäß folgen-
der Formel, in die Größe und Alter der Files einge-
hen: 
 
 Wichtung = Größe (in MB) * Alter (in Stunden) ^ EXP 
 
EXP ist ein Konstante, die den Einfluß von Größe 
und Alter beschreibt; der Standard ist 0.8, d. h. die 
Größe des Files geht etwas stärker ein als sein Alter. 
Vom "Purging" sind Files, die noch nicht migriert 
wurden, ausgeschlossen. Nach dem "Purging" sind 
die Files nur noch im Sekundärspeicher enthalten. 
Werden Files angefordert, stellt UniTree sie dem 
Nutzer zur Verfügung, wenn sie im Primärspeicher 
enthalten sind. Andernfalls stößt es ein Einlagern aus 
dem Sekundärspeicher in den Primärspeicher an 
(Caching) und stellt sie dann dem Nutzer zur Verfü-
gung. Dieser Vorgang kann etwas länger dauern, da 
beim Caching das langsamere Speichermedium mit 
im Spiel ist. 
 
Außer den normalen Subkommandos von FTP hat 
der FTP-Dämon von UniTree noch folgende Eigen-
schaften: 
 
- Kein timeout. Im Gegensatz zu normalen 
FTP-Verbindungen, die nach einer bestimmten 
Zeit, in der sie keine Aktion empfangen, die Ver-
bindung unterbrechen, bleibt sie zum UniTree be-
stehen. Dies begründet sich damit, daß das Caching 
von großen Files eventuell etwas länger dauern 
kann und anschließend erst der Transport in den 
Nutzerbereich vorgenommen wird. 
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- In der Ausgabe des dir-Kommandos ist eine weitere 
Spalte aufgenommen worden, die den Standort des 
Files bezüglich der Speicherhierarchie beschreibt. 
Diese Spalte enthält entweder "disk" - das File ist 
im Primär- und Sekundärspeicher - oder "archi-
Dienste 
ve" - das File ist nur im Sekundärspeicher und muß 
für die Benutzung erst eingelagert werden. 
 
- Das quote-Kommando mit der Syntax 
 
  ftp>quote  cmd  [args] 
 
erkennt die Kommandos: chmod, chown und stage. 
 
"quote  chmod  ..." ändert die Zugriffsrechte von 
Files im Diskcache, während "quote  chown  ..." 
den Eigentümer eines Files im Diskcache ändert 
(chmod und chown sind die "normalen" U-
nix-Kommandos, d. h. chown kann nur von root 
angewendet werden). 
 
"quote stage ..." dient dazu, das Einlagern eines Fi-
les vom Sekundärspeicher in den Diskcache nur an-
zustoßen - der Nutzer erhält die Steuerung sofort 
wieder. Dies ist in erster Linie dann von Vorteil, 
wenn man viele Files holen will, die alle im Sekun-
därspeicher sind (Anzeige von "archive" durch das 
dir-Kommando). Mit Hilfe von stage wird das Ein-
lagern der Files angestoßen, UniTree optimiert die 
Zugriffe auf den Sekundärspeicher und lagert die 
Files in den Diskcache ein. Während dieser Zeit hat 
der Nutzer für andere Arbeiten Zeit und kann sich 
die Files endgültig zur Verfügung stellen, wenn alle 
im Diskcache enthalten sind.  
Die Syntax ist: 
 
 quote  stage  waittime  file  
 
waittime ist die Zeit, in der die Steuerung nicht 
zum FTP-Prompt zurückgegeben wird; 
wünscht man die Steuerung sofort zu-
rück, muß waittime null gesetzt werden 
file ist der Name des Files, das "gestaged", d. 
h. vom Sekundärspeicher in den Primär-
speicher gebracht werden soll 
 
Beispiele: 
1.) ftp>quote chmod 700 hugo 
Das File hugo im aktuellen Verzeichnis (im 
Diskcache) erhält für den Eigentümer die Rech-
te "schreiben/lesen/ausführen". Alle anderen 
dürfen nichts. 
2.) ftp>quote chown nutzer1 hugo 
 Der Eigentümer des Files hugo im aktuellen 
Verzeichnis (im Diskcache) wird nut-
zer1 - dieses Kommando kann, genau wie im 
"normalen" Unix, nur von root ausgeführt wer-
den. 
3.) ftp>quote stage 0 file1 
ftp>quote stage 0 file2 
ftp>quote stage 0 file3 
ftp>quote stage 0 file4 







Durch die "quote stage"-Kommandos wird das 
Einlagern der einzelnen Files angestoßen und 
der Zugriff auf den Sekundärspeicher optimiert 
(d. h. alle Files, die sich im selben Sekundär-
speicher befinden, werden zusammen einge-
lagert).  Anschließend werden mit den 
get-Kommandos die Files dem Nutzer zur Ver-
fügung gestellt. Anstelle von "get  file1" bis "get  
file5" könnte auch "mget  file?" benutzt werden.  
 
- Schutz vor versehentlichem Streichen von Files: 
Um sich vor versehentlichem Streichen von Files 
unter UniTree zu schützen, gibt es eine Sicher-
heitsvorrichtung, die "trash can" heißt. Jeder Nutzer 
hat in seinem HOME-Verzeichnis unter UniTree 
ein Verzeichnis ".trash". In dieses Verzeichnis wer-
den alle gestrichenen Files umkopiert und eine be-
stimmte Zeit dort aufgehoben. Der Name eines ge-
strichenen Files wird durch das Anhängen von zwei 
Komponenten in diesem Verzeichnis eindeutig ge-
macht. Die erste Komponente ist das Datum des 
Streichens und die zweite ein globaler Zähler, der 
vom System vergeben wird. Wenn ein Nutzer ein 
File in UniTree unbeabsichtigt gestrichen hat, hat er 
über "trash can" die Möglichkeit, es bis zu einem 
bestimmten Zeitpunkt mittels "get/put" zu retten.  
(Dies ist zwar ein etwas umständlicher Weg, aber in 
Anbetracht dessen, daß andernfalls ein unwieder-
bringlicher Datenverlust entstünde, doch das gerin-
gere Übel.) 
Speicherplatzverteilung auf der  
C3820 ES ("joker") 
Zur Zeit besteht folgende Speicherplatzverteilung auf 
der C3820 ES: 
Gesamtplattenspeicher:   40 GB  
davon (Größe, Zugehörigkeit, Inhalt): 
 0,1 GB Filesystem "/" 
  System 
 1,2 GB Filesystem "/usr" 
  System 
 1,8 GB Swapbereich 
  System 
 1,5 GB Filesystem "/usr1" 
  System 
 0,5 GB Filesystem "/tmp" 
  System (temporäre Files) 
 2,3 GB Filesystem "/check" 
  Files des Checkpoint/Restartsystems von  
  NQS+ (vgl. die Beschreibung zu NQS+  
  unter Gopher: Rechenzentrum/CONVEX  
  C3820/NQS+) 
 0,8 GB Filesystem "/soft" 
  zusätzliche Software (z. Zt.: Gromos, 
  Mathematica, SAS, GNU CC usw.) 
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 4,7 GB Filesystem "/users" 
  Nutzerfilesystem 
10,4 GB Filesystem "/scratch" 
  Arbeitsfiles der Nutzer 
 15 GB Primärspeicher 
  Diskcache und Verwaltungsspeicherplatz 
  für UniTree  
 
Das Nutzerfilesystem enthält die Files der Nutzer. 
Beim Einrichten eines Nutzers auf der C 3820 ES 
wird ihm ein Standard von 5 MB zugewiesen. Benö-
tigt er mehr Speicherplatz, so kann er - wenn er nicht 
mehr Speicherplatz im Nutzerfilesystem bean-
tragt - auf das Filesystem "/scratch" ausweichen. Er 
muß sich unter /scratch mit 
 
 mkdir nutzerkennzeichen 
 
ein Verzeichnis einrichten, unter dem er seine Files 
abspeichern kann. Wenn er sich diese Files über 
einen längeren Zeitraum aufheben will, muß er sie in 
UniTree abspeichern. 
Verzeichnisse, die direkt unter /scratch stehen und 
nicht als Namen ein Nutzerkennzeichen besitzen, 
werden gestrichen - genauso wie Nutzerfiles, die 
direkt unter /scratch stehen. 
Wenn das Filesystem "/scratch" zu 60% gefüllt ist, 
werden alle Files, die älter als 10 Tage sind, ge-
strichen!!! Dadurch wird gewährleistet, daß der Nut-
zer auf /scratch immer genügend Arbeitsspeicherplatz 
vorfindet. 
Mit dem Filesystem /scratch wurde für den Nutzer in 
Verbindung mit UniTree eine semipermanente 
Erweiterung seines Speicherplatzes geschaffen. 
Es ist zu beachten, daß die Files auf /scratch keinem 
Sicherungsregime des Rechenzentrums unterliegen, 
da es sich hierbei um ein Filesystem für Arbeits-
dateien handelt!!! 
 
Als Sekundärspeicher steht ein VHS-Robotersystem 
RSS-48 mit zwei Laufwerken und 48 VHS-Kassetten 
zur Verfügung. Dies entspricht zur Zeit einer Spei-
cherkapazität von knapp 700 GB. Die Kapazität wird 
in einer weiteren Ausbaustufe (dichter beschreibbare 
VHS-Kassetten) auf 1,04 TByte erweitert. Das Robo-
tersystem wird nur von UniTree verwaltet - der Nut-
zer hat also keinen direkten Zugang zu ihm. 
Arbeit mit UniTree auf dem joker 
Wenn ein Nutzer sich mit FTP bei UniTree anmeldet, 
wird er dort auf seinem HOME-Verzeichnis abge-
setzt. Um sich über FTP bei UniTree anmelden zu 
können, muß mit dem ftp-Kommando der Port 1021 
angesprochen werden; d. h. man ruft: 
 
 ftp joker 1021 
 
Beschleunigt wird die Abarbeitung durch folgenden 
Aufruf: 
 ftp localhost 1021 
 




uftp versteht auch alle Optionen des ftp-Kommandos. 
 
Um zu verhindern, daß beim Aufruf von FTP immer 
die lästige Abfrage nach dem Kennzeichen und dem 
Passwort erfolgt, kann man sich im HO-
ME-Verzeichnis (des native Unix) das File .netrc 
einrichten, das folgende Zeile enthält: 
 
machine localhost login nutzerkennzeichen  
 password passwort 
 
nutzerkennzeichen ist das Loginkennzeichen des 
Nutzers auf joker und passwort ist sein Passwort. 
Diese Arbeitsweise erfordert, daß die Rechte des 
Files .netrc auf 0600 gesetzt sind. Ist das nicht der 
Fall, bricht FTP den login-Prozeß ab mit der Mel-
dung: 
 
 Error - .netrc file not correct mode. 
 Remove password or correct mode. 
 
Nach uftp kann der Nutzer über die normalen 
ftp-Kommandos wie get, put, mget, mput oder das 
unter dem Punkt 2.) erwähnte quote-Kommando mit 
UniTree arbeiten. 
 
Um die Arbeit unter UniTree zu beschleunigen, wer-
den folgende Empfehlungen gegeben: 
 
- Files, die zu einem Arbeitsprozeß gehören, sollten 
gemeinsam abgespeichert werden. Dadurch werden 
der Zugriff auf unterschiedliche VHS-Kassetten 
und damit auch die Ladevorgänge minimiert. 
- Günstig ist es, gleich ganze Verzeichnisse oder 
Filegruppen zusammenzufassen - z.B. mit tar - und 
in verdichteter Form abzuspeichern. 
- Um den Speicherplatz nicht sinnlos zu vergeuden, 
sollten nicht wahllos alle Files unter einem Ver-
zeichnis oder innerhalb einer Filegruppe in UniTree 
abgelegt werden, sondern nur die, die während der 
Bearbeitung erstellt oder modifiziert wurden. Man 
könnte also Files zu einem Thema, die nur gelesen 
werden, geschlossen in UniTree abspeichern und 
zur Bearbeitung holen und Files, die während einer 
Bearbeitung geändert werden, auch zusammenfas-
sen, zur Bearbeitung holen und danach zusammen-
gefaßt wieder abspeichern. 
 
Um die Arbeit mit UniTree zu erleichtern, gibt es 
folgende zusätzliche Kommandos, die das oben be-
schriebene File $HOME/.netrc benötigen: 
 
- pun Speichern eines Files im Diskcache 
Syntax: pun  filename  ziel    
 filename - Name des zu speichernden Files  
   (auch in der Form pfad/file) 
 ziel - Verzeichnis unter UniTree, 
   unter dem filename abge- 
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   speichert werden soll.  
   ziel muß existieren 
 
- gun Holen eines Files aus dem Diskcache 
Syntax: gun  filename  ziel    
 filename - Name des aus dem Diskcache  
   zu holenden Files (i. allg. in der  
   Form pfad/file) 
 ziel - Verzeichnis im native Unix,  
   unter dem filename  
   abgespeichert werden soll 
 
- pdirun Speichern eines Verzeichnisses mit 
dem Unix-Kommando tar in verdichteter Form im 
Diskcache 
Syntax: pdirun  verzeichnis  ziel   
 verzeichnis - Name des zu speichernden Ver- 
   zeichnisses (auch in der Form  
   pfad/file oder .) 
 ziel - Verzeichnis unter UniTree,  
   unter dem verzeichnis abge- 
   speichert werden soll.  
   ziel muß existieren 
pdirun liest mit tar verzeichnis, verdichtet es mit 
gzip und speichert es mit dem Namen verzeich-
nis.tar.z unter ziel ab. Zwischenergebnisse werden 
von pdirun im Filesystem /scratch gespeichert. 
Der Anwender sollte sich deswegen bei sehr gro-
ßen Verzeichnissen (mehrere Giga-Byte) davon 
überzeugen, daß unter /scratch genügend Spei-
cherplatz vorhanden ist. 
 
- gdirun Wiederherstellen eines mit pdirun 
 gespeicherten Verzeichnisses im native 
 Unix 
Syntax: pdirun  filename  ziel   
 filename - Name des zu holenden  
   Verzeichnisses (i. allg. in der  
   Form pfad/verzeichnis.tar.z) 
 ziel - Verzeichnis unter native Unix, 
   unter dem das Verzeichnis  
   wieder hergestellt werden soll 
 gdirun holt filename aus dem Diskcache, ent- 
 packt es und stellt es mittels tar unter ziel wieder 
 her. 
 
Werte von Parametern, die im Abschnitt "Allgemeine 
Bemerkungen .." erwähnt wurden: 
- migrate file age: 1 Minute 
- hig-water mark: 95% 
- low-water mark: 70% 
- "trash can"-Zeit: 30 Minuten 
Arbeit mit UniTree von der Alliant aus 
Anwender, die auf der Alliant FX/2800 arbeiten, 
können mit dem UniTree der Convex C3820 ES ge-
nauso arbeiten wie auf der Convex selber. Durch 
Aufruf von uftp auf der FX/2800 erreichen sie U-
niTree auf der Convex, wo ihnen die oben be-
schriebenen Möglichkeiten von FTP zur Verfügung 
stehen. 
Nicht benutzbar sind die Kommandos pun, gun, pdi-
run und gdirun, da auf der Alliant keine Korn-Shell 
existiert. Auch gibt es auf der Alliant kein Filesystem 
/scratch; /tmp hat dort allerdings eine Größe von 
1 GB. 
Auf der Alliant muß das File $HOME/.netrc - falls 
diese Möglichkeit genutzt werden soll - den folgen-
den Eintrag haben: 
 
 machine joker.rz.hu-berlin.de login 
 nutzerkennzeichen password passwort 
 
nutzerkennzeichen und passwort sind das Kenn-
zeichen und das Passwort auf der Convex (vgl. auch 
Pkt. 4). 
 
Grundsätzlich ist UniTree auf der Convex für einen 
Nutzer, der dort ein Account besitzt, von jedem 
Rechner aus erreichbar. Er muß FTP nur in folgender 
Form aufrufen: 
 
 ftp joker.rz.hu-berlin.de 1021 
 
Anschließend stehen ihm die Möglichkeiten von 
UniTree auf der Convex zur Verfügung. 
Die sich daraus ergebenden Möglichkeiten - auch für 
einen dezentralen Fileservice - werden in einer späte-
ren Veröffentlichung beschrieben. 
 
Christoph Weickmann 
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