Analysis of wind generation system

Wind turbine characteristics and modeling
In order to capture the maximal wind energy, it is necessary to install the power electronic devices between the WTG and the grid where the frequency is constant. The input of a wind turbine is the wind and the output is the mechanical power turning the generator rotor (Li et al. 2005; Karrari et al. 2005; Wang & Chang 2004) . For a variable speed wind turbine, the output mechanical power available from a wind turbine could be expressed as 
where ρ and A are air density and the area swept by blades, respectively. V ω is the wind velocity ( / ms ), and p C is called the power coefficient, and is given as a nonlinear function of the tip speed ratio (TSR) λ defined by where r is wind turbine blade tip radius, and r ω is the turbine speed. p C is the function of the λ and the blade pitch angle β , general defined as follows:
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PMSG
The wind generator is a three-phase PMSG, where the mechanical torque ( m T ) and electrical torque ( e T ) can be expressed as
2 ee e er
In general, the mechanical dynamic equation of a PMSG is given by
where e ω and P are electrical angular frequency, and the number of poles. J is the inertia moment of WTG.
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Wind turbine emulation
The emulation of the wind turbine is implemented by a dc motor drive with torque control. In the prototype, a 1.5kW, 1980rpm dc motor was used. A computer program reads the wind input file obtained with various test conditions, and calculates the wind turbine torque by taking into account wind velocity, turbine rotational speed, and the wind turbine power coefficient curve. The control algorithms for turbine emulation are implemented in a control board dSPACE DS1102. This board is a commercial system designed for rapid prototyping of real control algorithms; it is based on the Texas Instruments TMS320C32 floating-point DSP. The DS1102 board is hosted by a personal computer.
Fig. 2. PMSG WT generation system
3. HCS control method 3.1 System configuration Fig. 2 presents the block diagram of the WT generation system in our research, where a PMSG is driven by a WT to feed the extracted power from wind resources to the grid through a single-phase inverter. A variable speed WPGS needs a power electronic converter and inverter, to convert variable-frequency, variable-voltage AC power from a generator to DC and then into constant-frequency constant-voltage power. In the dc-link of the inverter, a blocking diode B D is used to improve the power delivering capability as well as to guarantee that the dc-link voltage transfers to the output voltage. An inverter controller is designed to deal with two aspects, the MPPT control for power maximization and the the current control for output PWM to inverter. From the P C -λ characteristics, the turbine mechanical power m P can be shown as a function of dc V , and an optimal dc V exists for the maximum m P output, provided that a PMSG is employed in the generation system. Fig. 3 shows a group of m P -dc V curves and the corresponding maximum power curve formed with various optimal operating points, where wind speeds 1234 uuuu < <<. In order to extract maximum power from wind, the optimal dc V is searched in real time using the HCS method. With HCS, if the previous increment of * dc V is followed by an increase of m P , then the search of * dc V continues in the same direction; otherwise, the search reverses its direction. An example can be seen in Fig. 3 V will be held and the WRBFN will adjust the load current in real time to drive the system to its equilibrium point as soon as possible. Fig. 3 illustrates the searching process () ABCDE for the maximum power points when the wind speed varies. 
The proposed intelligent MPPT control algorithm
Wilcoxon radial basis function network
The linear Wilcoxon regressor is quite robust against outliers (Hogg et al. 2005) , which motivates the design of wilcoxon neural networks. A three-layer neural network shown in (1) 2 xe = in this study. In the proposed WRBFN, the units in the input, hidden, and output layers are two, nine and one, respectively. The signal propagation and the basic function in each layer can be found (Lin & George Lee 1996) .
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Layer 2 : hidden layer At this layer, every node performs a Gaussian basis function. The Gaussian basis function, a particular example of radial basic functions, is used here as a membership function. Then The single node k in this layer is denoted by Σ, which computes the overall output as the summation of all incoming signals by
where the connection weight jk w is the connective weight between the hidden node, and the output layer k.
The network training and learning process
Once the WRBFN has been initialized, a supervised learning law is used to train this system. The basis of this algorithm is gradient descent. The derivation is the same as that of the backpropagation algorithm. It is employed to adjust the parameters jk w , ij c , ij v of the WRBFN by using the training patterns. By recursive application of the chain rule, the error term for each layer is first calculated. The adaptation of weights to the corresponding layer is then given. The purpose of supervised learning is to minimize the error function E expressed as ( ) At this layer, the error term to be propagated is given by
Then the weight jk w is adjusted by the amount 
where w η is the learning rate for adjusting the parameter jk w .
Layer 2 : update ij c and ij v
The multiplication operation is done in this layer. The adaptive rule for ij c is ( )
and the adaptive rule for ij v is ( ) 
WRBFN learning rates adjustment using MPSO
PSO is a population-based optimization method first proposed by Kennedy and Eberhart. PSO technique finds the optimal solution using a population of particles. Each particle represents a candidate solution to the problem. PSO is basically developed through simulation of bird flocking in two-dimensional space (Esmin et al. 2005 ).
Step 1: Define basic conditions
In the first step of MPSO, one should determine the parameters that need to be optimized and give them minimum and maximum ranges. The number of groups, population size of each group, and initial radius of each gbest are also assumed in this step.
Step 2: Initialize random swarm location and velocity
To begin, initial location ()
vNof all particles are generated randomly in whole search space. Moreover, the population size is set to 15 P = and the dimension of the particle is set to 3 d = in this study. The generation particles are
iii RRR are the RBFN learning rates, respectively. The initial pbest of a particle is set by its current position. Then, gbest of a group is selected among the pbests in the group. The random generation of ( ) Step 3:Update velocity
In the classical PSO algorithm, the velocity of a particle was determined according to the relative location from pbest and gbest. During each iteration, every particle in the swarm is updated using (17) Step 4: Update position
The new velocity is then added to the current position of the particle to obtain its next position
Step 5: Update pbests
If the current position of a particle is located within the analysis space and does not intrude territory of other gbests, the objective function of the particle is evaluated. If the current fitness is better than the old pbest value, pbest is replaced by the current position. The fitness value of each particle is calculated by
Step 6: Update gbests
In the conventional PSO, gbest is replaced by the best pbest among the particles. However, when such a strategy is applied to multimodal function optimization, some gbests of different groups can be overlapped. Step 7: Repeat and check convergence
Steps 3-6 are repeated until all particles are gathered around the gbest of each group, or a maximum iteration number is encountered. The final
Gbest is the optimal learning rate (,,) wmσ η ηη of RBFN.
The inertia weight w in (17) is used to control the convergence behavior of the PSO. Small w results in rapid convergence usually on a suboptimal position, while a large value may cause divergence. In this paper, the inertia weight w is set according to the equation that max min max max ww ww i t e r iter
where max iter is maximum number of iterations, and iter is the current iteration number.
Experimental results
The WRBFN with MPSO performance is compared with two baseline controllers: the fuzzy (Chen et al. 2000) and the proportional-integral (PI) controller. The WRBFN with MPSO, fuzzy and PI methods were tested through experimental. The obtained performance with the different controllers are shown in Fig. 5 to Fig. 7 , and summarized in Table 1 . Various www.intechopen.com cases were conducted, the wind profile is simulation with a 5msec sampling time the wind profile is assumed a volatile sinusoidal wave. The conventional PI type controller is widely used in the industry due to its simple control structure, ease of design and inexpensive cost. The average power of PI is compared with that of WRBFN with MPSO algorithm and Fuzzy-Based algorithm. The WTG system used for the experimental has the following parameters: 
PI algorithm for V dc control
The WRBFN with MPSO algorithm replaced by PI algorithm is shown in Fig. 2 . Fig. 5 illustrates the experimental result for PI control. The average power is 205W for the same period. It can be found that TSR is always round 6.9 and p C is 0.4412. The verification of maximum power tracking control is shown in Fig. 5(a) . The dc-link voltage tracking response is shown in Fig. 5(b) . 
Fuzzy-based algorithm for V dc control
The WRBFN with MPSO algorithm replace by Fuzzy-Based algorithm as shown in Fig. 2 . A fuzzy logic control (FLC) algorithm is characterized by "IF-THEN" rules. The algorithm is suitable for wind turbine control with complex nonlinear models and parameters variation. The input variables of Fuzzy-Based MPPT are dc-link power tracking error and the difference of dc-link power tracking error. Fig. 6 shows that 217W (an increase of 5.36% compared with that of PI control) is obtained by the Fuzzy-Based algorithm during the 50 sec. It can be found that λ and p C are close to the optimal values of 6.9 and 0.4412, respectively. The wind speed profiles of turbine power m P and dc-link power dc P are also shown in Fig. 6(a) . The dc-link voltage tracking response is shown in Fig. 6(b) . Fig. 6 (c) and 6(d) are shows that power coefficient p C and TSR λ .
WRBFN with MPSO algorithm for V dc
Control WRBFN with MPSO algorithm control is considered and the experimental result is shown in Fig. 7 . The verification of maximum power tracking control is shown in Fig. 7(a) , where the wind speed profiles of turbine power m P and dc-link power dc P are also shown. The dc-link voltage tracking response is shown in Fig. 7(b) . Fig. 7 (c) shows power coefficient p C which is close to its maximum value during the whole wind speed profile, same for λ of Fig. 7(d) . The efficiency of the maximum power extraction can be clearly observed as the power coefficient is fixed at the optimum value 0.4412 p C = and 6.9 λ =
. The average power is 224W. Compared with that from the PI control method, it increases by 9.27%. From the performance comparison for various methods above experimental results, we can see that MPPT is important for either high or low wind speeds, as shown in Table 1 . Table 1 shows the average power, maximum error of power coefficient, maximum error of dc-link power and percentage of power increase from each control method. On the other hand, the maximum error of the power coefficient is around 23% in [9] , and the maximum power deviation is about 7% in [14] . The proposed method in comparison with other methods [9, 14] has better performance.
Conclusion
This paper focuses on the development of maximum wind power extraction algorithms for inverter-based variable speed WPGS. The HCS method is proposed in this paper for maximum power searching with various turbine inertia. Without a need for measurements of wind speed and turbine rotor speed, HCS is simple to implement. When exciting the system with a real wind profile, the system is able to track maximum power using generated power as input. The proposed system has been implemented, with a commercial PMSG and a dc drive to emulate the wind turbine behavior. The process is running in a dSPACE board that includes a TMS320C32 floating-point DSP. Experimental results show the appropriate behavior of the system. Three MPPT control algorithms are proposed in this paper, without any wind speed sensor. It is found that the PI method can operate near the optimal Cp. However, the PI-type controller may not provide perfect control performance if the controlled plant is highly nonlinear or the desired trajectory is varied with higher frequency. The proposed output maximization control of WRBFN can maintain the system stability and reach the desired performance even with parameter uncertainties.
