Pose estimation in the wild is a challenging problem, particularly in situations of (i) occlusions of varying degrees and (ii) crowded outdoor scenes. Most of the existing studies of pose estimation did not report the performance in similar situations. Moreover, pose annotations for occluded parts of human figures have not been provided in any of the relevant standard datasets which in turn creates further difficulties to the required studies for pose estimation of the entire figure of occluded humans. Well known pedestrian detection datasets such as CityPersons contains samples of outdoor scenes but it does not include pose annotations. Here, we propose a novel multi-task framework for end-to-end training towards the entire pose estimation of pedestrians including in situations of any kind of occlusion. To tackle this problem for training the network, we make use of a pose estimation dataset, MS-COCO, and employ unsupervised adversarial instance-level domain adaptation for estimating the entire pose of occluded pedestrians. The experimental studies show that the proposed framework outperforms the SOTA results for pose estimation, instance segmentation and pedestrian detection in cases of heavy occlusions (HO) and reasonable + heavy occlusions (R + HO) on the two benchmark datasets.
INTRODUCTION
Pose estimation of pedestrians is an active area of research with several potential applications. Research studies in this area have recently achieved significant progress due to the development of different sophisticated deep learning architectures [1, 2, 3, 4, 5] and several large-scale datasets such as [6, 7, 8] . However, a majority of the existing related studies did not consider estimating the pose of possible occluded portions of the pedestrians. It is not an uncommon situation when some major portions of a pedestrian figure remain occluded in the captured view and thus their estimated information about the pose may remain ineffective unless the pose of such occluded parts are explored. In fact, studies of pedestrian detection in occluded scenarios has attracted attentions [9, 10, 11] during the recent years although the scope of these studies are only limited to the detection of pedestrian figures including their occluded portions while excluding estimation of the corresponding pose. To the best of our knowledge, pose estimation of the occluded portions of pedestrians was considered only in [12] . On the contrary, Ye et al. [13] considered hand pose estimation or Reddy et al. [14] studied keypoint prediction of 3D shapes of vehicles both for occluded scenarios.
In this article, we propose a novel end-to-end framework for estimating the entire pose of occluded pedestrians in an unsupervised manner. This framework tackles the unfavourable situation of the non-availability of two types of training data, such as (i) a pedestrian dataset with pose annotations and (ii) any other dataset with pose annotations for occluded portions of the human figures. ClueNet [12] , a recently introduced two stage framework, attempted to solve this problem but the same fails to produce desirable results in cases of person-to-person occlusions. On the other hand, the proposed network is equally efficient for every type of occlusion.
To alleviate the problem of non-availability of required pose annotations for pedestrians from training datasets such as CityPersons [15] , we make use of relevant samples of MS-COCO dataset [7] for pose supervision during the training phase and employ instance-level domain adaptation strategy for this purpose. The human instances from the pose estima- tion dataset act as the source domain, whereas the ones from the pedestrian detection dataset act as the target domain for domain adaptation. The proposed framework is divided into two parts, domain specific feature extraction and domain invariant pose estimation, which are described in details in the following sections.
In summary, contributions of the present study include (1) A novel end-to-end framework for entire pose estimation of occluded pedestrians in an unsupervised manner. To the best of our knowledge, this is the first such an attempt.
(2) Existing pedestrian pose estimation study [12] did not consider person-to-person occlusion. However, the present solution is capable of handling all types of occlusions.
(3) The proposed strategy has improved SOTA with respect to pose estimation, instance segmentation and pedestrian detection in cases of heavy occlusions (HO) and reason-able+heavy occlusions (R+HO) on MS-COCO and CityPersons dataset.
PROPOSED APPROACH

Domain Specific Feature Extraction
Domain specific feature extraction aims to extract robust features of human instances from both pose estimation and pedestrian detection datasets separately, whereas the domain invariant pose estimation uses these features to predict the pose of the human instances. We use an object detection network, Faster-RCNN [16] , to extract the features of human instances. The input image is first passed through a convolutional encoder to generate a dense feature representation. The Region Proposal Network (RPN) takes these features as input and proposes RoIs where the objects might exist, which are then passed to RoIAlign [17] for extracting a fixed size feature map for each RoI. We use RoIAlign instead of originally proposed RoIPool for this purpose and these resized features are finally fed to regression and classification networks for object detection and recognition respectively.
We use two separate detection networks, with feature encoders E P E (·) and E P D (·) respectively. One is used for the pose estimation dataset while the other is used for pedestrian detection dataset. Two independent detection networks are necessary as the distribution of the two datasets may not be the same (or even similar), which is usually the case in real world scenarios. However, using two separate networks allows training in a discrete manner and hence generate strong domain specific features for both datasets. The intermediate features corresponding to the human instances from the RoIAlign layers of these networks are then passed to the second part for pose estimation. The architecture of the proposed framework is shown in Figure 2 .
Domain Invarinat Pose Estimation
Since the human instances of pedestrian dataset used in this study does not have pose annotations, we use instance-level domain adaption to learn to predict their entire pose with the help of human instances in the pose estimation dataset. The framework, apart from pose supervision from the pose estimation dataset, uses bounding boxes and instance segmentation masks of human figures from both the datasets as an auxiliary information which leads to better pose estimation of the human instances.
Let X P E be the input images and Y P E be the corresponding pose annotations of human instances from the pose estimation dataset and similarly let X P D be the input images from the pedestrian detection dataset. The RoIAlign features of human instances from both the datasets are first passed through a common convolutional encoder, E C (·), and are then used for three different purposes -instance segmentation, domain classification and finally pose estimation. The purpose of this encoder is to generate domain invariant features of the human instances from the extracted domain specific features. More formally,
represents the domain invariant features for the i th human instance from image x P E and F For instance segmentation, we pass these domain invariant features through a decoder network, D Seg (·), to generate the segmentation map of the human instances. We use binary cross-entropy loss to train this part of the network. Domain adaptation is used to minimize the shift between the two distributions of data, however instance-level domain adaptation aims to minimize the shift between particular instances from the data distributions, in contrast to minimizing shift between the data distributions as a whole. We employ an unsupervised adversarial approach towards this purpose. The domain invariant features generated by E C (·) are then passed through a domain classification network, C(·), to determine to which dataset the human instance features belong to. The classifier aims to predict the correct dataset, whereas E C (·) and the network preceding it to confuse the classifier by generating better domain invariant features of the human instances. This allows the detectors to generate domain specific features for the entire image except for the human instances, whose features are conditioned by the domain classification network. We use features of human instances from both the datasets, F X P E DI and F X P D DI , for training the domain classification and instance segmentation networks.
For pose estimation, we pass the domain invariant features of the pose estimation dataset, F X P E DI , through a convolutional decoder, D C (·), to make the spatial dimensions of the features same as that of the segmentation mask. We then multiply (element-wise) these features with the generated segmentation mask and pass them through another encoder-decoder network for pose estimation. To learn to estimate the entire pose of occluded pedestrians, we make use of the Mask and Predict [12] strategy which aims to randomly mask a certain percentage of the visible human features used as input and requires the pose estimation network to estimate the pose for both visible as well as the missing parts. As a result, we mask the segmentation map, generated by D Seg (·), by certain percentage before multiplying it to the features generated by D C (·). Furthermore, since we aim to estimate the entire pose of the human instances, we only use completely visible persons for this purpose. This allows us to have the entire pose of the masked instances as ground truth for back-propagation. We follow the loss function used in [1] for training the pose estimation network. Also, we only use the human instances from the pose estimation dataset for training this part of the network. However, we can use human instances from either of the pose estimation or pedestrian detection dataset during inference.
The overall multi-task loss function, L total , for training the entire framework is given by the weighted combination of losses for the detectors (L det ), instance segmentation (L seg ), domain classification (L dc ) and pose estimation (L pe ) as,
where α, β and γ are the weights for segmentation, domain classification and pose estimation losses respectively. Such a multi-task approach allows the networks to learn from each other in a collaborative manner and hence perform better than if they would have been trained separately.
EXPERIMENTS AND RESULTS
Datasets and Training Details
As mentioned earlier, instance segmentation maps of the input scene images are an indispensable auxiliary information to train the proposed framework for pose estimation. Due to this constraint, we were able to use only two datasets for this purpose, Citypersons [15] for pedestrian detection and MS-COCO [7] for pose estimation. We use bounding boxes and instance segmentation masks for the human instances from both the datasets and additionally pose information from MS-COCO dataset. We used 13 keypoints for pose estimation which include head, left and right elbow, shoulder, wrist, hip, knee and ankle. And since we are only concerned with human instances we exclusively aim at detecting 'person's from both the datasets ignoring all other object categories. The detector networks were pre-trained on pedestrian detection and pose estimation datasets before training with the second part of the framework. We employ Curriculum Learning [18] in the Mask and Predict strategy by gradually increasing the masking percentage with training. Momentum Optimizer is used with an initial learning rate of 0.01 and momentum of 0.9. The learning rate is reduced by a factor of 10 after each subsequent 15k iterations. We set the hyperparameters α, β and γ to 0.5, 1, 1 respectively. Data augmentation techniques, such as random flipping, blurring, brightness, etc., are employed to further improve the performance of the proposed framework. All experiments were performed on two Nvidia P6 GPUs.
Results
Comparative results of the proposed model on CityPersons and MS-COCO datasets compared with other SOTA methods are provided in this section. Pose estimation performance of the proposed model on test data of MS-COCO in comparison to a few recently published models have been provided in Table 1 . Since we do not have the necessary annotated data to evaluate pose estimation results for cases of occlusions, we artificially created such occluded data by masking the features of certain random parts (by different percentages) of fully visible pedestrians. Further, AP scores on similar test data corresponding to different percentages of occlusions provided in Table 2 shows that the proposed method has significantly improved the relevant existing benchmark [12] . Detection results on validation set of CityPersons under different occlusion scenarios have been presented in Table 4 . Here, we analyzed the detection results for Reasonable + Heavy occlusion (R + HO) with visibility ∈ [. 20 , inf] and Heavy occlusion (HO) with visibility ∈ [.20, .65] and achieved SOTA result in terms of miss rate of 29.13% and 46.07% respectively but for Reasonable occlusion (R) with visibility ∈ [.65, inf], our model achieved the third place in terms of miss rate of 13.29% on CityPersons dataset. Qualitative results of Detection and Pose Estimation performance have been shown in Figure 3 . Table 3 shows the comparative results of instance segmentation on validation set of CityPersons in terms of Average Precision (AP). The proposed model improves the SOTA with respect to AP score of both person and rider categories. Pose estimation results (AP scores) of the proposed framework corresponding to different backbone architectures such as VGG-19 [22] , ResNet-50 [23] , ResNet-101 [23] , ResNext-101 [24] have been provided in Table 5 . Among these, ResNeXt101 [24] , is the most efficient encoder network for the present purpose.
CONCLUSION
In this work, we presented a novel end-to-end multi-task framework to precisely estimate the pose of a pedestrian in an unsupervised manner irrespective of its complete visibility or partial occlusions. We make use of instance-level domain adaptation and instance segmentation masks to take care of all types of occlusions including person-to-person obstructions. Experimental results of the proposed strategy on MS-COCO dataset provide strong quantitative evidence of the improvement of pose estimation performance in cases of completely visible and partially occluded human instances over respective state-of-the-art results. In future, we shall study towards the development of a pose estimation strategy for occluded humans without the use of segmentation masks.
