1. Introduction. The time-dependent Schrödinger equation is the nonrelativistic quantum-mechanical description of the motion of a particle in a potential. In appropriate units, the equation reads
where D t = −i(∂/∂t), is the (nonnegative) Laplace-Beltrami operator with respect to a Riemannian metric, and V can be a real multiplication operator or, by incorporating a "magnetic potential term," the sum of a multiplication operator and a first-order, selfadjoint differential operator. The standard interpretation of this equation is that |ψ(t, z)| 2 is the probability density of observing the particle at the point z at time t. For the sake of convenience, we write ψ(t) = ψ(t, ·).
We are interested in the propagation of singularities for the Schrödinger equation. The regularity of solutions is already interesting on R 1 , with V = 0. In that case, the fundamental solution is given by K t (z, w) = (2πit) − where Ᏺ w f = f (w)e −iw·ξ dw denotes the Fourier transform in w. Equation (1.3) has the interesting consequence that if ψ(0) ∈ Ᏹ (R 1 ), then ψ(t) ∈ Ꮿ ∞ (R 1 ) for all t > 0. Conversely, however, if we start with the smooth initial data ψ(0) = e −iλz 2 /2 , then ψ(t) develops a delta-function singularity at t = λ −1 . These examples, while showing that singularities do not propagate in the conventional sense of Hörmander's theorem (see [8] ), do suggest that singularities are produced by asymptotic properties of the Cauchy data at infinity. In this paper, we study (1.1) on a compact manifold with boundary endowed with a "scattering metric" (a generalization of asymptotically Euclidian metrics on R n , radially compactified to the unit ball). Under a non-trapping hypothesis on the geodesics, we show that the microlocal smoothness of ψ(t) is determined by growth properties of ψ(0) as measured by the "quadratic-scattering" wavefront set, a generalization of Hörmander's wavefront set. We prove a propagation theorem for the quadraticscattering wavefront set that describes singularities and growth of ψ(t) in terms of singularities and growth of ψ(0).
We now list a few previous works generalizing the above observations about the Schrödinger equation on R 1 ; the reader is referred to Craig, Kappeler, and Strauss [4] for a more complete discussion of recent work on propagation of singularities for the Schrödinger equation.
The first work on the propagation of singularities for the Schrödinger equation with variable-coefficient second-order terms (i.e., on curved space) seems to be that of Lascar [14] and Boutet de Monvel [1] , who proved that the singularities of a solution to (1.1), considered as a function on spacetime, must be a union of geodesics in space, with time fixed; in other words, singularities travel at infinite speed along geodesics. This statement provides no information, however, about the singularities of the solution at time t in terms of Cauchy data. It also yields no information about the singularities in the spatial variables of the restriction of the solution to a fixed time.
Kapitanski and Safarov [12] prove results more tailored to the Cauchy problem. In the case in which 1 2 + V in (1.1) is a real, variable-coefficient operator on R n that has constant coefficients outside a large ball, they show that the fundamental solution is smooth for t > 0 under the assumption that there are no trapped bicharacteristics. Craig, Kappeler, and Strauss [4] allow operators in which the coefficients of the second-order term are asymptotically constant, and they obtain conditions on the moments of ψ(0), ensuring the microlocal smoothness of ψ(t) at a given point for all t > 0. Conversely, a result on the absence of dispersive smoothing effects when the metric has trapped geodesics can be found in Doi [5] .
The results of Kapitanski-Safarov and Craig-Kappeler-Strauss give smoothness for all t >0 under appropriate hypotheses. On the other hand, in the case of the Euclidian metric, regularity results involving more interesting time-dependence have long been known. In [30] , Zelditch obtains time-dependent information on the singularities of solutions to the harmonic-oscillator Schrödinger equation with a potential perturbation; he shows that the singularities "reconstruct" periodically. He also proves global, time-independent results on the regularity of the perturbed free-particle. Weinstein, in a related paper [28] , proposes the introduction of a generalization of the wavefront set that measures behavior at infinity, and hence propagates well under time-evolution for the Schrödinger equation. He introduces a candidate for this set, the metawavefront set, and shows that if p(x, ξ ) is a real-valued polynomial of degree less than or equal to 2, then for Hamiltonians on R n that are perturbations of p(x, D), the metawavefront set propagates nicely. Unfortunately, the metawavefront set is not closed, in general, and its absence does not imply that a distribution is a Schwartz function.
Results on the harmonic-oscillator generalizing those of Zelditch to a broader class of potential perturbations have been obtained recently by Kapitanski, Rodnianski, and Yajima [11] . Another recent time-dependent result is that of Shananin [23] , who proves a microlocal regularity result for the free, constant-coefficient Schrödinger equation with initial data of the form a(z)e iφ (z) .
Very strong tools are available in the Euclidian case that have not hitherto been developed in the general case: parametrices for
+ V have been constructed by Treves [27] and Fujiwara [7] . Yajima [29] also uses a parametrix to obtain global regularity results in the Euclidian case; in addition, he demonstrates lack of regularity of the fundamental solution in the case of superquadratic potentials.
In this paper, we generalize techniques used in [4] to prove time-dependent microlocal regularity results for a Schrödinger operator with potential terms on a Riemannian manifold. We follow the program of Weinstein [28] , insofar as the results take the form of a propagation theorem for a generalized wavefront set, which includes information about both growth and regularity. This wavefront set, which we call the "quadratic-scattering" (or "qsc") wavefront set, is closely related to the "scattering" wavefront set defined by Melrose in [15] . In the case of R n , the qsc wavefront set can be thought of as a subset of the boundary of the manifold with corners B n z × B n ξ (where B n is the n-dimensional ball). We think of the first factor as the radial compactification of R n z and the second as a compactification of (a rescaled version of) (R n z ) * . The boundary of B n z ×B n ξ is composed of two faces: ∂B n z ×B n ξ and B n z ×∂B n ξ . The qsc wavefront set living in (B n z ) • × ∂B n ξ is the ordinary wavefront set; the qsc wavefront set in ∂B n z × (B n ξ ) • is a measure of "quadratic oscillation at infinity." The wavefront set in the corner, ∂B n × ∂B n , interpolates between the two notions in a sensible way. We let WF qsc u denote the qsc wavefront set of a distribution u.
We now describe the results of this paper in the case of R n endowed with a "scattering" metric (this class of metrics includes asymptotically Euclidian metrics) and a potential term V that does not grow at infinity in a sense made precise in §10 (classical symbols of order zero, for example, are acceptable; harmonic oscillator potentials are not). Let ψ be a solution to (1.1). Given any point p ∈ ∂(B n z × B n ξ ) and time
(The converse also holds if we assume uniformity in T ; see §12 for details.)
On ∂B n z ×(B n ξ ) • , WF qsc propagates at finite speed under the flow of a vector field X given by rescaling geodesic flow. Thus for p ∈ ∂B n z ×(B n ξ ) • and T sufficiently small,
The vector field X blows up near the corner ∂B n z × ∂B n ξ in such a manner that certain integral curves reach ∂B n z × ∂B n ξ in finite time at the "incoming normal points" (ω, −ω) with ω ∈ ∂B n = S n−1 . Let p ∈ B n z × ∂B n ξ lie along a geodesic that, as t → −∞, asymptotically has derivative
• through the corner and propagate across (B n z ) • × ∂B n ξ along geodesics, with infinite speed. Just as the flow in ∂B n z × (B n ξ ) • can reach the incoming normal points in the corner at finite time, the "outgoing normal points" of the form (ω, ω) flow back into ∂B n z × (B n ξ ) • . Suppose exp(sX)[(ω, ω)] = p. Let Scat(ω) denote all the points ω ∈ ∂B n such that there is a geodesic that asymptotically has derivative ω as t → +∞ and −ω as t → −∞.
thus Scat describes the manner in which singularities scatter.
The structure of this paper is as follows. In §2 we discuss the geometric setting in which we work. In §3 we construct the scattering calculus of pseudodifferential operators, following Melrose [15] . In §4, we use the scattering calculus to define the quadratic-scattering calculus, and in §6- §9 we discuss the properties of these two calculi. In §10 we discuss background material on the Schrödinger equation and sketch the positive commutator arguments to be employed later. In §11 we discuss the "bicharacteristic flow" along which the qsc wavefront set propagates. In §12 we state the main theorems of the paper. We prove these theorems by constructing symbols of qsc pseudodifferential operators with specified convexity properties with respect to bicharacteristic flow (in §13) and then employing a positive-commutator argument (in §14).
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Geometric preliminaries.
Let M be a compact manifold with boundary. We say that a function x is a boundary-defining function for M if x is a positive smooth function on M such that x = 0 exactly on ∂M and dx = 0 on ∂M. Following Melrose [15] , we define a scattering metric to be a Riemannian metric g on M such that for some choice of boundary-defining function x, we have
The main motivation for considering the scattering metric is that this class of metrics includes asymptotically Euclidian ones. Let RC denote the "radial compactification" map from R n z to R n+1 with coordinates (t 0 , . . . , t n ) = (t 0 , t ), given by
where z = (1 + |z| 2 ) 1/2 . 1 The image of R n under this map is the interior of S n + , the upper hemisphere of the unit n-sphere in R n+1 . Note that the manifold S n + is diffeomorphic to the n-ball B n . The function
is a boundary-defining function for S n + ; it is a well-defined function near ∂S n + , which we can extend smoothly across z = 0. We identify a neighborhood of ∂S n + with [0, ∞) × S n−1 by mapping
Under this identification,
where dω 2 is the standard "round" metric on S n−1 . Thus if we replace R n by its compactification, the Euclidian metric becomes a scattering metric; the class of scattering metrics on S n + includes many metrics that are asymptotically Euclidian, as well as others that asymptotically look like non-round metrics on S n−1 .
For the duration of this paper, M is an n-dimensional manifold with boundarydefining function x, endowed with a scattering metric g and a product structure near the boundary (i.e., a diffeomorphism of (R x ) + × ∂M with a neighborhood of ∂M). We let y denote either a point in ∂M or the image of such a point in local coordinates on ∂M, depending on the context. Thus, using the product structure, x, y 1 , . . . , y n−1 furnish local coordinates on M near ∂M.
3. The scattering calculus. The calculus of pseudodifferential operators best suited to the Schrödinger equation is most easily defined in terms of the scattering calculus. On R n , the scattering calculus is the same as that used by Craig, Kappeler, and Strauss in [4] . It has a fairly long history, having been studied on R n by Shubin [24] , Parenti [19] , and Cordes [2] ; it is also the Weyl calculus for the metric
(see [10] ). On manifolds it has been discussed by Schrohe [20] , [21] , Melrose [15] , and Melrose and Zworski [18] . We describe the iterated blow-up approach to this calculus espoused in [15] , which has the advantage of manifest coordinate invariance, and it makes the later transition to the quadratic-scattering calculus reasonably natural.
The Schwartz kernels of scattering pseudodifferential operators on R n are of the form
where a satisfies the symbol estimates
, and (RC −1 ) * is well defined on (R n ) and inverts RC * .
Definition 3.1. The calculus of "scattering conormal operators"of multiorder (m, l)
where A has the Schwartz kernel given by (3.1) with symbol satisfying (3.2).
Remark. The "scc" subscript stands for "scattering conormal," as distinct from "classical" or polyhomogeneous. Since the distinction is immaterial for the purposes of this paper, we do not bother with distinguishing the classical subalgebra.
The scattering calculus is designed to be a microlocalization of certain vector fields. 
M).
There is an invariant definition of the scattering calculus in terms of iterated blowups that works on any manifold with boundary M. First, we need to define conormal distributions on manifolds with corners. Definition 3.3. Let X be a compact manifold with corners and Y a p-submanifold (this means that in local coordinates, X and Y have a common decomposition as products of half-lines and lines; see [15] or [17] ) with codim Y = s. Let a be a multiindex, assigning a real number to each boundary hypersurface of X. Let x i be a defining function for the ith boundary face, with x a denoting the appropriate product of powers of defining functions. Let V be a vector bundle over X.
LetᏯ ∞ (X; V ) denote smooth sections of V vanishing to infinite order at all boundary hypersurfaces
, where X is the density bundle of X.
The space of distributions on X with values in V , conormal to the boundary of X with index a, is
The space of distributions on X with values in V , conormal with respect to the boundary with index a and conormal with respect to Y of order m, is denoted Ꮽ a I m (X, Y ; V ) and consists of all distributions u ∈ Ꮿ −∞ (X; V ) such that
(2) in the interior of X, u is conormal to Y of order m in the sense of Hörmander [9] ; and (3) near Y ∩ ∂X, in coordinates (x, y , y ) for X such that Y = {y = 0} and in a local trivialization of V , we can write Figure 1) . We define the "scattering half-density bundle" sc (M) = x −1−n M, where M is the usual density bundle. We define the "kernel density bundle" 
where π L and π R are projections of M 2 on left and right factors, and β : M 2 sc → M 2 is the total blow-down map. We write
It is proven in §22 of [15] that on S n + , this definition agrees with Definition 3.1. The scattering pseudodifferential operators are a microlocalization of the ᐂ sc (M).
The residual space
4. The quadratic-scattering calculus. Craig, Kappeler, and Strauss [4] fruitfully investigate microlocal smoothness of solutions of the Schrödinger equation using the scattering algebra. (See the remarks in §12 for a brief discussion of the results of [4] .) We instead use a related algebra of pseudodifferential operators that is more suited to proving time-dependent results.
Let M q be the manifold obtained by changing the boundary-defining function on M to ρ = x 2 and, hence, changing the Ꮿ ∞ structure on M (q is for "quadratic"). The interiors of M and M q are canonically diffeomorphic, but the canonical diffeomorphism does not extend smoothly to the boundary. Instead, we merely have a smooth map
which is one-to-one and onto, but which fails to have a smooth inverse. Note, though, that * : (M) , and if we wish to maintain our sensible filtration, corresponding to orders of decay and differentiation on R n , we must assign to these vector fields the order (1, 1). Also, the operator of multiplication by ρ should manifestly have order (0, 2). Thus, we want to assign the order (m, l) to ρ (l−m)/2 (ᐂ sc (M q )) m , and this fixes the indexing given above for qsc .
(3) As a result of our choice of indexing, for any l ∈ R,
We also have
In the following section, we offer an invariant definition of qsc , analogous to our general definition of sc .
Invariant definition of the quadratic-scattering calculus.
We recall from [17] or [6] that if X is a manifold with corners and Y a p-submanifold, and if S is a subbundle of N * Y satisfying a cleanness condition, we can define the parabolic blow-
In the simplest possible case, in which X is R n , Y is the origin, and S is a subspace of (R n ) * , we can define an R + action M δ on R n as follows: Let S 0 ⊂ R n be the annihilator of S, and let T be a complement of S 0 in R n . Thus every v ∈ R n can be uniquely written v = s +t. We set M δ (v) = (δ 2 s +δt). Now let ff (for "front face") be the non-round sphere (R n \0)/R + . We define the S-parabolic blow-up of zero in R n to be ff R n \0. In [6] , this definition is shown to be independent of the choice of T and is extended successively to cover the blow-up of the zero section of a vector bundle, of a submanifold of a manifold with boundary, and of a submanifold of a manifold with corners.
We can now define a "qsc double-space" analogous to M 2 sc as follows:
We proceed as in the scattering case, but blow up parabolically instead of spherically:
We define the "qsc density bundle" qsc (M) = x −1−2n M and the "qsc kernel density bundle"
where qsf denotes the front face of the blow-up [M 2 b ; ∂ b , S] and x qsf is the defining function for this boundary face. Let qsc be the lift of the diagonal to M 2 qsc . Let denote the lift of the canonical map :
The following maps are isomorphisms:
and extended this definition to arbitrary vector bundles as above.
Proof. (1) We have
(2) First we write out coordinates near the front faces of the two double-spaces. Let scc (M q ; sc 1/2 ) can be written, in a neighborhood of sc ∩ sf and using the coordinates introduced above, as
where ξ = (ξ 2 , . . . , ξ n ), ω is a smooth section of KD sc 1/2 , and a satisfies the symbol estimates
(Here we are identifying the operator A and its Schwartz kernel.) Thus,
Since (1+s) is nonvanishing at X = 0, by classical results of Hörmander [9] , (5.3) is the representation of an arbitrary conormal distribution with respect to qsc . The new symbol a((x ) 2 , y ,ξ) satisfies (5.2) with ρ replaced by x and with order 2l instead of l.
Remark. It is straightforward to compute, for example, in the coordinates used above for M 2 qsc and analogous ones for M 2 sc , that in fact
This inclusion is not particularly useful, however. For the study of Schrödinger operators, we want a "parameter-dependent" version of qsc (M), but we only require the crudest notion of parameter dependence. 
Definition 5.2. A 1-parameter family of operators A(t) is said to be in the algebra
, we write σ sc,1 (X) = iX, where on the right-hand side, we consider X to be an element of Ꮿ ∞ ( T sc * M), homogeneous of degree 1 in the fibers. We can extend this symbol map to a map
where S m ( T sc * M) denotes functions satisfying the usual Kohn-Nirenberg symbol estimates in the fibers; the range is actually contained in the homogeneous polynomials of order m. The map σ sc,m can be extended further to a principal symbol map on scattering pseudodifferential operators:
Example 6.1. Canonical dual coordinates α, β can be defined on T sc * M by letting
The symbol σ sc,· gives useful information about an operator over the interior of M but does not provide sufficient information about its asymptotics near ∂M. For asymptotic information, we use the "normal homomorphism." Let p ∈ ∂M. Identifying the vector space T sc p M with first-order constant coefficient differential operators on itself, we obtain, for each p ∈ ∂M, a restriction map (obtained by "freezing coefficients")
, where the I indicates translation-invariant differential operators in the fibers. Since
we can extend N sc,p to a map
Invariant differential operators on a vector space are canonically identified with polynomials on its dual by the inverse Fourier transform. Thus we have a somewhat more convenient map
In fact, the image is exactly the polynomials of order m in the fibers. We further extend to a map The maps σ sc,· and N sc must agree at the corner
where m is the conormal index at the boundary face S sc * M and l is the conormal index at T sc * ∂M M. Remark. We employ the opposite sign convention on m from that used in [15, §5] .
Radial compactification of R n takes symbols of order m to conormal distributions on S n + with respect to ∂S n + of order −m. Thus we can consider the combined symbol map, j sc,m,l , defined on the operator
The map j sc,m,l can be extended to all of m,l scc . (Note that for the nonclassical algebra used here, we cannot simply define j sc,m,l (P ) = (σ sc,m (P ), N l sc (P )). In order to retain full information at the corner, we have to regard j sc,· as defined by the Fourier transform of the Schwartz kernel in the normal bundle of sc modulo conormal distributions of higher order at both boundary faces of T sc * M simultaneously.) The following properties of the resulting joint symbol map are discussed in [15] .
Proposition 6.5. (1) There is a short exact sequence
(2) The symbol map is multiplicative. 
We wish to consider symbols of quadratic scattering pseudodifferential operators.
. A natural approach is to pull back this symbol to M and declare the result the qsc symbol of P . Let
Thus the bundle qsc T * M is locally spanned by ρ 2 ∂ ρ = (1/2)x 3 ∂ x and ρ∂ y = x 2 ∂ y .
The map ( −1 ) * induces a pullback map from distributions on T sc * M q to distri-
There is a joint symbol map
there is a short exact sequence 
This proposition follows from Proposition 6.5 by pullback.
Remark. The symbol j qsc,· is well defined, independent of choice of boundarydefining function x. One can see this by proving the above theorem from scratch, in imitation of the construction of the symbol map on scc .
Example 6.8. Let λ, µ be canonical coordinates in qsc T * M such that the canonical 1-form is λ dx/x 3 + µ · dy/x 2 . Then we have
Example 6.9. Again, let λ, µ be canonical coordinates in qsc T * M such that the canonical 1-form is λ dx/x 3 + µ · dy/x 2 . Recall that denotes the Laplace-Beltrami operator with respect to the scattering metric g:
in any coordinate system. If we take coordinates z 0 = x and z j = y j for j = 1, . . . , n− 1, we have
3) whereh = h| ∂M . Thus, as observed in [15] ,
where 0 is the Laplace-Beltrami operator forh, extended to M using the product structure at the boundary. Actually, we can say a bit more. The only
Since the normal symbol is defined modulo two orders of vanishing, this term does contribute to the normal symbol. Since x 5 ᐂ b is annihilated under the normal symbol map, the normal symbol of the term x 5 Diff 2 b (M) contributes only terms homogeneous in the fiber variables of order 2, vanishing to order 1 in x. By the observations in the previous paragraph, the normal symbol of this error term is not just any homogeneous polynomial of order 2, vanishing to order 1 in x, but in fact can be written xr(λ, µ), with
where the indices have been left off of µ for brevity.
We have now shown that
where |µ| 2 is the norm of µ · dy, with respect to the metrich, and r(λ, µ) is of the form (6.5).
By the same token, we may throw out terms in (6.4) of degree lower than 2 and conclude that σ qsc,2 ( ) = 1
Note that the interior and normal symbols of a differential operator generally do not agree as polynomials-the Laplacian is atypical in this respect; see the remarks following the proof of Lemma 3 in [15] . The joint symbol of is thus represented in
r satisfies (6.5). For the remainder of this section, * stands for sc(c) or qsc.
is nonzero. The set of points at which P is elliptic is denoted ell * ,m,l P . If P is elliptic everywhere, it is simply said to be elliptic.
Following convention, we omit the subscripts on ell; the algebra and order are always clear from context. This proposition can be proved in the same way as Theorem 18.1.24 of [10] . The following proposition is a variant of Proposition 6.13 that we use in our positive commutator estimates.
For the proof, see the analogous Lemma 5.5 of [4] .
Quantization.
We can construct a continuous, linear map An analogous construction yields the same result for the scattering calculus (cf. [15] ).
Sobolev spaces.
Let L 2 (M) denote functions on M that are square-integrable with respect to the volume element defined by the scattering metric g. Let * stand for sc(c) or qsc.
The basic boundedness result is the following.
This proposition follows from the proof of Hörmander's boundedness theorem in [9] . 
Note the minus sign in the indexing chosen for the Sobolev spaces. As a result, increasing indices means increasing decay and regularity, so H m,l
The following version of Proposition 8.1 is, of course, true a bit more generally.
is continuous for any m, l. For all (m 1 , l 1 ), (m 2 , l 2 ) , and
with s ∈ [0, 1], there is a continuous embedding
where the left-hand side of (8.3) is endowed with norm ( ·
The sc and qsc Sobolev spaces do provide comparable filtrations of Ꮿ −∞ (M).
The proof relies on Lemma 8.5 and the observation that 9. Wavefront sets. Associated with our calculi of pseudodifferential operators are notions of wavefront set, measuring microlocal regularity of distributions. As before, * stands for sc(c) or qsc. 
(As usual, we could have used operators of any order in the definition of WF * u.) Both the sc and the qsc calculi reduce to the ordinary calculus of pseudodifferential operators when cut off away from ∂M, so the relevant wavefront sets generalize the traditional wavefront set introduced by Hörmander.
Proposition 9.2. We have
Example 9.3. Let φ(y) be a smooth function on ∂M. Then
On the other hand, WF qsc e iφ(y)/x lies in the zero section of T qsc * M, and WF sc e iφ(y)/x 2 lies in the corner of T sc * M. The function e iφ(y)/x is an example of the "Legendre distributions" considered in [18] .
The following proposition suggests that, morally speaking, the qsc wavefront set over ∂M is a "blow-up" of the sc wavefront set in S sc * ∂M M. It is not used in the following. 
∂M (M).
Proof. By localization, it suffices to prove the result for M = S n + = RC(R n ). We thus have coordinates near ∂M given by ω = z/|z| ∈ S n−1 and x = |z| −1 . Without loss of generality, assume u ∈ Ꮿ ∞ (M) vanishes away from a small neighborhood of ∂M, so that these coordinates are valid on the support of u = u(x, ω).
Let M q have the defining function ρ = x 2 . Letting Ᏺ q denote Fourier transform on M q (identified with R n by RC −1 ), we have
To conclude that WF qsc u ⊂ 0, it suffices to show that 
Note that |r(x, ω, η)| |η| 2 /x 2 , so that on supp(1 − φ(η)),
Now we can apply the usual trick of integration by parts. We have
for any k ∈ Z + by (9.1). Our assumption on u is just that u ∈ H −∞,l sc (M) for some l. Thus, since ∈ 2,0 scc (M), we have k u ∈ H −∞,l sc (M) for all k ∈ Z + . This allows us to integrate by parts in (9.2). Since r > |η| 2 /x 2 , we find that (9.2) is rapidly decreasing in η for any multi-index α.
For our operators with parameter, there is a corresponding notion of a wavefront set.
there exists a smooth family A(t) ∈

0,0 * (M) such that A(t) is elliptic at p for all t ∈ S and Au ∈ Ꮿ(S ;Ꮿ ∞ (M)).
There is a corresponding notion of a Sobolev wavefront set.
Remarks.
(1) It is perfectly possible to have u ∈ Ꮿ(R ; Ꮿ −∞ (M)) and p ∈ S * M with p ∈ WF S (u) but p / ∈ WF(u(t)) for any t ∈ S. A particularly germane example is given by the fundamental solution (1.2) to the free-particle Schrödinger equation on R: Take u = (2πit) −1/2 e iz 2 /2t on R t × R z (with u = δ(z) at t = 0). Let S = [−1, 1]. Then WF(u(t)) is nonzero only for t = 0, at which time it is just (0, ±1). On the other hand, there must be points in WF S (u) over every point in R z , since otherwise we would have uniform estimates on u(t) for t ∈ S and z in some interval.
(2) The scattering wavefront set is closely related to the "frequency set" used in semiclassical analysis; see [18, §11] .
The Schrödinger equation. Given a selfadjoint operator
qsc (M) (and with the Laplace-Beltrami operator for the metric g), we are interested in the Cauchy problem for the time-dependent Schrödinger equation [3] uses energy conservation and a global commutator argument to obtain regularity of K t in weighted Sobolev spaces. His arguments carry through, mutatis mutandis, in our setting. A consequence of théorème 14 of [3] is that for m ∈ Z + , 
1). The spectral theorem guarantees that K t exists as a unitary operator
where X is the Hamilton vector field of Ᏼ. (We study X in detail in §11.) Lemma 
shows that if we make (∂ t A + i[Ᏼ, A]) a negative operator (modulo lower-order terms), elliptic in some set, we can control
Aψ(T ), ψ(T ) and
T
| (∂ t A + i[Ᏼ, A]) | dt in terms of Aψ(0), ψ(0) , and we can obtain information about microlocal regularity of ψ(T ) in terms of microlocal regularity of ψ(0). This is the argument used in §14.
11. Bicharacteristic flow. We now study the bicharacteristic flow for Ᏼ on T qsc * M. Let λ dx/x 3 +µ·dy/x 2 denote the canonical 1-form on T qsc * M, so that the symplectic form is
By (6.6),
where r satisfies (6.5). (Since V has order (1, 1), it does not contribute to the principal symbol.) The Hamilton vector field of j qsc,2,0 (Ᏼ) is given by
We split X into two pieces, X =X + P ,
is the Hamilton vector field for the symbol 1 2 x −2 (λ 2 + |µ| 2 ) and where
is the Hamilton vector field for the error term r(λ, µ) . The only one we need below is
We treat P as a perturbation toX near x = 0. Thus, we begin by analyzing the flow of the vector fieldX. Let t be the time parameter for the flow. Away from {µ = 0} we follow [18] by introducing coordinatesμ = µ/|µ| ∈ S n−2 and reparametrizing, setting ds/dt = |µ|. Then the flow alongX is given by
Projecting onto the variables (y,μ) gives geodesic flow in the cosphere bundle of ∂M. Equation (11.5) also forms an autonomous system, which we can solve as follows. Set α = λ/|µ| to obtain the Riccati equation
this has solution α = tan(θ − s). Then (11.8) and
The curves (11.7) and (11.8) are shown in the radially compactified (λ, µ)-plane in Figure 3 . Let p = (x 0 , y 0 , λ 0 , µ 0 ), and let
x(t), y(t), λ(t), µ(t) = exp tX [p]
be the result of flowing alongX starting at p for time t. Then θ = arctan(λ 0 /|µ 0 |) and A = µ 0 + λ 2 0 /µ 0 (we take θ ∈ (−π/2, π/2)). Since t = ds/|µ|, we have s − θ → ±π/2 as t → ±∞. Thus, in terms of geodesic flow forh,
Since (1/u) arctan u is a smooth function of u 2 , arctan(|µ 0 |/λ 0 )μ 0 is smooth in µ 0 , and hence Y +∞ is a smooth function on {λ 0 < 0}. Similarly, Y −∞ is a smooth function on {λ 0 > 0}.
The integral curves ofX obtained above exist for all t. However, we have omitted from discussion some special integral curves. The set {x = µ = 0} is invariant under X (and hence under X, since X| ∂M =X| ∂M ); and on this set, dλ/dt = λ 2 , that is, 0 . This is shown in Figure 3 , in which the integral curve with µ = 0 appears as a vertical line. The rest of the integral curves, with µ = 0, stay in the interior of T qsc *
∂M M.
As the points x = µ = 0 are particularly important, we describe them as follows.
Definition 11.1. Let ᏺ ⊂ T qsc * M be the set given in our coordinates by {x = µ = 0}. Let ᏺ ± ⊂ ᏺ be the subsets on which ±λ 0. Let ᏺ c ± = ᏺ ± ∩ S qsc * M. We refer to ᏺ as the "normal set," with ᏺ + being the "incoming normal set" and ᏺ − the "outgoing normal set."
Remarks. (1) The reason for the above terminology is as follows. Under the flow of the vector field X, a point with λ > 0 travels away from ∂M, that is, into the interior (or finite region, if M was obtained as a compactification). The c in ᏺ c ± stands for "corner."
(2) The manifolds ᏺ c ± are naturally isomorphic to ∂M via the projection map on T qsc * M.
(3) The definition of ᏺ does depend on our choice of boundary-defining function x. This is not a matter for concern, as the choice of a scattering metric g gives a distinguished boundary-defining function up to order 2 at ∂M (see [16, §6.1] ), so that ᏺ is well defined, given g. This is similar to the construction of "scattering coordinates" performed in [4] . AsX is homogeneous of degree 1 in λ, µ, it is natural to introduce new coordinates σ = (λ 2 + |µ| 2 ) −1/2 ,λ = σ λ,μ = σ µ, with (λ,μ) ∈ S n−1 , and to study the vector field σ X, which is homogeneous of degree zero. We have
The vector field σ P is x times a smooth vector field, homogeneous of degree zero in (λ,μ). Furthermore, since ∂μ/∂y and ∂μ/∂λ vanish atμ = 0, the coefficient of ∂μ i in σ P is given near x =μ = 0 by
Our restrictions (11.3) on the ∂ µ term in P can be written
.
The upshot is the following lemma, which is crucial for the conjugation argument we use later.
Lemma 11.2. The linear part of σ P (μ) vanishes at x =μ = 0.
A vector field that is homogeneous of degree zero in σ pushes forward under the quotient to give a vector field on S qsc * M ∼ = qsc T * M/R + . Let X S ,X S , P S denote the vector fields obtained in this way from σ X, σX, σ P . (In our local coordinates, the quotient operation corresponds to dropping ∂ σ terms.) In coordinates (x, y,μ) , the linear part of X S in (x,μ) near
Proof. In coordinates (x, y,μ) nearλ = ±1,
Linearizing gives
Equation (11.2) shows that the coefficient of ∂ x in P S is O(x 2 ) and the coefficient of A point not in ᏺ is said to be non-trapped forward/backward if the integral curve through it is non-trapped. A point with coordinates (x = 0, y = y 0 , σ = σ 0 ,λ = ±1,μ = 0) in ᏺ ± is said to be non-trapped forward/backward if the point (x = 0, y = y 0 , σ = 0,λ = ±1,μ = 0) ∈ ᏺ c ± is not in the closure of any forward/backwardtrapped integral curves.
Let -± denote the set of forward/backward-trapped points in T qsc * M.
where π : T qsc * M → M is the projection.
Theorem 11.6. Let X be the bicharacteristic flow on T qsc * M corresponding to a Hamiltonian of the form (ii) if we let C ± be the submanifold of S qsc * M given by
then for sufficiently small, C ∓ is a fibration over ∂M with projection map Y ±∞ , and every integral curve of σ X that is not trapped forward/backward passes through C ∓ ; (iii) the sets -± \ᏺ c
± are closed subsets of S qsc * M\ᏺ c ± . Remark. The class of Hamiltonians we allow is, of course, designed to include scattering metrics. On R n , it differs slightly from the principal symbols allowed in [4] , which are not required to be polyhomogeneous at ∂M; the conditions on r in (11.11) are stronger than those of [4] in the λ 2 term and weaker (by an epsilon) in the other two terms. 
By a linearization theorem of Sternberg [26] (or really a parametrized version of it, proven by Sell [22] ), given any y 0 ∈ ∂M we may replace (x,μ) by smooth coordinates (x,μ) such that for y in a neighborhood of y 0 and (x,μ) sufficiently small, (11.12) with (x,μ) = (x,μ) to first order at ᏺ c − . In other words, we can locally change coordinates so as to linearize the vector field in thex,μ variables.
In the regionx = 0, set θ =μ/x, and use (x, θ, y) as coordinates. In this region, dx/dt = 0, so we can write the integral curves of X S withx as a parameter:
(11.13)
As t → ∞, x → 0 + , so lim t→∞ y is given by a finite-time solution to the ordinary differential equation (11.13) (with θ considered to be a parameter) and hence is smooth in y 0 , θ 0 , and the initial pointx 0 . At points in S qsc * M\ᏺ c − wherex = 0, we may without loss of generality takẽ µ 1 = 0. Now we set ϑ = (μ 2 , . . . ,μ n−1 )/μ 1 and =x/μ 1 . Rewriting the flow with µ 1 as a parameter gives
(11.14)
As t → ∞,μ → 0 + , so lim t→∞ y is given by a finite-time solution to the ordinary differential equation (11.14) (with ϑ, considered as parameters) and hence is smooth in y 0 , ϑ 0 , 0 , and the initial point (μ 1 ) 0 . This proves the smoothness of Y ±∞ .
(ii) By symmetry it suffices to prove that for sufficiently small , C − is a fibration over ᏺ c − and that every non-forward-trapped integral curve passes through it. We can choose small enough that the set {x 2 + |μ| 2 on each of these neighborhoods. (Thex andμ coordinates may be different on different neighborhoods.) Every non-forward-trapped integral curve of X S in S qsc * M approaches ᏺ c − as t → ∞, so to show that every non-forward-trapped integral curve passes through C − we need only show that every integral curve starting in x 2 +|μ| 2 < passes through C − for some t < 0. Equation (11.12) shows that for any such curve, Thus by (11.15),
so every integral curve passes through C − . To prove that Y +∞ gives a fibration of C − over ∂M, it suffices, by compactness of C − , to prove that Y +∞ is a submersion (see [13, III.5] ). We can check this locally in a coordinate patch, and separately on C − ∩ {x = 0} and C − ∩ {μ i = 0} (without loss of generality, take i = 1). Equation (11.13) (in the former case) and (11.14) (in the latter) now show that ∂Y +∞ /∂y is nonsingular.
(
where is chosen as in the construction of C ± above. Since the flow is smooth for finite time, there is a neighborhood U of p such that
The linearization constructed above shows that -± ∩ {x 2 + |μ| 2 < ,λ ≶ 0} = ∅, so that no point in U is trapped forward/backward; hence the complement of -± is open.
In the case of M = S n + = RC(R n ) with the Euclidian metric, the maps Y ±∞ simply take a point (z, η) ∈ S * R n to the points ±η ∈ S n−1 . If we perturb the Euclidian metric to an asymptotically Euclidian metric on R n , every geodesic in R n has a limiting direction in S n−1 as t → ±∞; these limiting directions are the values of Y ±∞ in this more general case.
The flow of X S in S qsc * M leads us to consider the following "scattering relation" on ᏺ c .
The scattering relation on is
In the example of R n with an asymptotically Euclidian metric, the relation Scat takes a set of directions to all the directions that can "scatter into the set," that is, all points in S n−1 that are asymptotic directions as t → −∞ of geodesics which asymptotically point in directions in as t → +∞. If the metric is Euclidian, the scattering relation is particularly simple: π(Scat()) = −π() (where − denotes the antipodal map).
Note that Scat() contains all the points in ᏺ c + that can be reached from by geodesic flow at time π in ∂M. The time-π geodesic flow on the boundary is considered by Melrose and Zworski [18] , who show that the scattering matrix for a scattering metric is a Fourier integral operator associated to this relation. The relation Scat is more complicated, however, as it is affected by geodesics through the interior as well as those in the boundary. Proof. Let C − be chosen as in Theorem 11.6, so that every non-forward-trapped integral curve passes through it. Then
that is, Scat = ϒ • −1 , where ϒ and are smooth with compact domain. Let F be a closed set in ᏺ c − . Then by continuity of , −1 F is closed and, hence, by compactness of C − , compact. Therefore, by continuity of ϒ, Scat F is closed.
Let
By compactness of C − , (ϒ −1 (O)) c is compact, so that by continuity of , the set (Scat
The main theorems.
We are now in a position to state the main theorems of this paper. Morally speaking, we show that if we interpret the flow of X on S qsc * M as a geodesic flow at infinite speed, then the flow of X on C qsc M does indeed describe the propagation of a qsc wavefront set for a solution ψ of (10.1). 
Theorem 12.1 (Propagation over the boundary). Let
p ∈ ( T qsc * ∂M M) • and as- sume exp(T X)[p] ∈ T qsc * ∂M M • .
Then exp(T X)[p] / ∈ WF qsc ψ(T ) if and only if p / ∈ WF qsc ψ(0).
Theorem 12.2 (Propagation into the interior). (1) Let
ψ for some δ > 0.
Theorem 12.4 (Scattering across the interior). Let
If q is not backwardtrapped and
Theorem 12.5 (Global propagation into the boundary). 
If q is not backward-trapped and
, or a set in ᏺ + determined by the scattering relation (for T > −λ(p) −1 ). In the absence of complications due to trapped rays, Theorems 12.1-12.5 are thus a complete propagation result for qsc wavefront set.
(3) The observations made in the introduction about smoothness of solutions to the free Schrödinger equation on R 1 can be recovered from Theorem 12.2. We use a boundary defining function x on S 1 + given by 1/|z| near ∂S 1 + . Then e −iλz 2 /2 = e −iλ/x 2 . As observed in Example 9.3,
and Theorem 12.2 predicts that this Cauchy data can only result in a singularity at time t = λ −1 . (4) One of the main results of Craig, Kappeler, and Strauss [4] is that if ψ(0) has no scattering wavefront set at an inward-pointing normal point in the corner of C sc M, then for all t > 0, ψ(t) is microlocally smooth along geodesics emanating from that corner point. As we saw in Proposition 9.4, the qsc wavefront set is, loosely speaking, a blow-up of the sc wavefront set in the corner. In fact, the hypotheses used in [4] imply that WF qsc ψ(0) ∩ (ᏺ + \0) = ∅, and hence we can recover the microlocal smoothness result of [4] from Theorem 12.2. Note, however, that significantly weaker hypotheses on V are allowed in [4] than in this paper. The proofs of the above theorems are deferred to §14. First, we must construct the symbols of the test operators used in the proofs.
Symbol construction.
As discussed in §10, we aim to find qsc operators A such that
has a symbol that is negative in regions in which we wish to prove regularity. In order to avoid difficulties with Gårding inequalities, we want (13.1) to be minus a sum of squares plus manageable error terms.
The casual reader may wish to skip ahead to §14, in which the constructions of this section are used to prove the main theorems, referring back to this section as necessary.
We construct the following symbols: First we set some notation for the remainder of this section. Let H be the Heaviside step function. Let φ be a smooth, nonincreasing function on R with
We select a number of small constants i later on; let φ i (x) = φ(x/ i ). Let χ(x) be a smooth, nondecreasing approximation to the Heaviside function,
where χ > 0 is a small constant. We may assume that φ, χ, −φ (x), and χ (x) are squares of smooth functions.
Construction of a ∂ .
This symbol is the simplest to construct, as we can more or less use the flowout of a bump function. Given p ∈ ( T qsc * ∂M M) • , let ψ be a nonnegative function on T qsc * M that is nonzero on a (arbitrarily small) neighborhood of p; we may furthermore assume that ψ has a smooth square root. For m, l ∈ R, set a m,l We now have
(We suppress the φ 1 term because it is supported away from C qsc M.) Given any T , we can choose |α| sufficiently large and supp ψ sufficiently small that |α/(1 + t)| > |λ| on supp a ∂ for all t ∈ [0, T ]. If we then choose the sign of α opposite to that of l − m and 1 sufficiently small, then
(As the reader has probably divined, we take c
to be the symbol of an element of
The salient features of a ∂ are the property (13.2) and the fact that
Construction of a
This construction is trickier than that of a ∂ because X vanishes on ᏺ c , so standard constructions do not apply.
Let p ∈ ᏺ + have coordinates (x = 0, y = y 0 , λ = λ 0 , µ = 0) (and hence σ 0 = λ
where α < 1 < β and 2 > χ ; we choose α and β sufficiently close to 1 so that b + (t = σ 0 , σ = 0) = 1. The function b + is thus supported in a "window" moving toward σ = 0 and initially centered at σ 0 , with its leading edge moving a bit more slowly than unit speed and its trailing edge a bit faster. Hence
is nonnegative forλ close to 1. Thus if we choose 3 and 4 sufficiently small (the size of 4 is dictated by α and β), then φ 3 (x)φ 4 (|μ|)(−∂ t +λ∂ σ )b + is a sum of squares of smooth functions.
We let
is Riemannian distance in ∂M, and let a m,l
(Note that the H (λ) serves only to select one of the two components of the support of the smooth function that it multiplies.) We have Xψ −∞ = 0, since Y −∞ is constant along integral curves.
, which is minus a square, when multiplied by b + . Also
so that, if 3 and 4 are sufficiently small, this function multiplied by φ 3 (x) is minus a square. We further have
By the foregoing observations, if l < 0, we can write
and with c + nonzero where a + is. The point of this symbol construction is that, in addition to (13.4), we have
We further setã m,l
Thus it is not the case that (−∂ t −X)ã + is a sum of squares. There is a negative term involving Xb(σ ), and we can write
where supp g is contained in an arbitrarily small neighborhood of the single point (y = y 0 ,μ = 0, σ = 0) in T qsc * ∂M M, andc + has the same properties as c + above.
Construction of a • andã
• . The construction is again more or less standard, as we stay away from ᏺ, where X is singular. The only issue is the conormal singularity of X at the whole boundary face S qsc * M. Suppose p ∈ S qsc * M is not trapped backward. Then given any x > 0, y > 0, and 
is a defining function for S qsc * M, and, in the corner case, w 2n−1 ∈ xᏯ ∞ ( T qsc * M) is a defining function for
By choosing 5 , we can keep sup σ as small as we like on supp χ(
. . , w 2n )|) (since σ is bounded by a multiple of w 2n ). We require t > sup σ ; thus
is the square of a smooth function.
Of the other terms in (−∂ t −X)a • , the only one that is not a square is that obtained by differentiating χ(w 1 +K). This term, however, has the virtue of being supported in
the same observations apply as in the interior case.
In either case, a • (0) = 0, a • = 0 at p for t > (w 1 + K) t , and
We also set a m,l
As before, we haveã • = 0 at p and We also setã
Construction of a
where b(σ ) is again defined by (13.5). Then
withc − nonzero whereã − is and with supp g contained in an arbitrarily small neighborhood of the point q but away from ᏺ c .
Proof of the main theorems.
Positive-commutator arguments of the type that we use in this section date back to Hörmander [8] , who used similar arguments in the original proof of his theorem on propagation of singularities for operators of real principal type. Positive-commutator methods have recently been applied to the timedependent Schrödinger equation by Sigal and Soffer [25] in the finite-energy setting and by Craig, Kappeler, and Strauss [4] ; further references on positive-commutator methods in scattering theory can be found in these two papers. The arguments employed in this section are modeled on those in [4] .
Recall that we need only prove part (1) 
Then ψ n (t) ∈Ꮿ ∞ (M) for all t, and by Proposition 7.1 and (14.1),
14. We know by the symbol calculus of Proposition 6.7 that 
where · is the L 2 norm on M. Thus,
Now let V m+ (1/2) be the Hilbert space of distributions with norm
Equations (14.6) and (14.2) imply that
As n → ∞, the right-hand side goes to c ψ(0) m 0 ,l 0 , so the sequence {ψ n } is bounded in V m+ (1/2) . We extract a weakly convergent subsequence ψ n i . Since 
Eψ n (t), ψ n (t) dt,
where now E ∈ 2m+1,2l+2 qsc (M) is a different operator from that in (14.5) and WF qsc E ⊂ WF qsc A 2m+1,2l ∂ . We can control the E term in (14.8) by using our estimate (14.7). By Proposition 6.14, there exists Q ∈ 0,0
Thus there exists a constant c (we keep recycling the letter c to denote uninteresting constants) such that
Applying (14.9) to ψ n and using (14.7) shows that there is a constant c such that
This constant is independent of ψ n (0) ∈Ꮿ ∞ (M). In particular, (14.10) holds for all n.
Using (14.10), we rewrite our basic estimate (14.8) as
Now let V m+1 be the Banach space with norm
. Equation (14.11) yields
This estimate allows us to keep increasing m. We can now plug A 2m+2,2l ∂ (again with shrunken operator wavefront set) into Lemma 10.1 and use (14.12) to control the remainder term, and we get
that is,
and so on. In general,
where the norm on the Banach space
The finiteness of ψ V m+((k+1)/2) gives the desired regularity result for ψ. Let
∈ WF qsc ψ(T ), as desired. The converse regularity statement follows by time-reversal.
Proof of Theorem 12.2, part (1).
The proof of this result comes in two parts. First we use the symbol a + to prove regularity in a neighborhood of a point q ∈ ᏺ c + , given regularity at a point in ᏺ + . Then we use the symbol a • to prove regularity at a point p ∈ S qsc Theorem 12.3, part (1) . It suffices to prove that q / ∈ WF qsc ψ(t) for t sufficiently small. Since WF qsc is closed, some neighborhood of q in T qsc * ∂M M is then absent from WF qsc ψ(t) as well, and in particular, exp( X)[q] / ∈ WF qsc ψ( ) for some > 0. Theorem 12.1 suffices to complete the proof.
Proof of
We can take l > 0 for the duration of this proof. We can construct a 
