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Abstract: In this paper, we present a human tracking algorithm that can work robustly in complex environments such
that serious occlusion, various appearances and abrupt motion changes occur in the scenario. Our tracking framework is
well known particle filter based on Condensation algorithm. In the observation model of the particle filter, we establish
RAM(Reliable Appearance Model) which exhibits high discriminative performance in particular for human tracking. The
RAM is to describe a target as features from local descriptors. In order to extract practical features from a larger number of
local descriptors for robust tracking, the features were employed by boosting algorithm. The components of the features
are utilized color and shape based-models. Experimental results demonstrate that our approach tracks the target accurately
and reliably when position and scale are changing as well as occurrence of occlusion.
Keywords: Human tracking, Reliable Appearance Model (RAM), Particle filter, Local descriptor, Feature extraction
1. INTRODUCTION
Visual tracking of a target in real scene is one of the
most important topics in the field of computer vision. It
has been widely applied to such as surveillance, robotics,
and human computer interaction system[1]. However,
object tracking typically contains many uncertainties of
information such as various pose changes, significant
occlusions and measurement noise in the scenario, the
tracking is difficult as well as challenging problem. Espe-
cially, human tracking rather than other objects contains
abrupt changes in the appearance and the poses of the tar-
get. Fig.1 shows examples of the human tracking. In or-
der to cope with those difficulties, approaches of particle
filter framework have been widely adopted as an effective
method of the human tracking. The particle filter is suit-
able for tracking due to the approximation of probabil-
ity distribution and requiring only anterior information.
Relying on probability distribution in video sequences,
considering the information for future frames, the prob-
lem of frequent occlusions of a target can be solved effec-
tively. A key element of particle filter in video sequences
is a selection of image feature which describe closely a
target as an appearance model[2, 5, 8, 14] such as color,
edge and so on. The image features are affected by not
only lighting change but also pose changing of the tar-
get. The color-based image features such as histograms
in RGB or HSV have advantages for tracking non-rigid
and fast moving objects as they are robust partial occlu-
sion, rotation and scaling[7, 9, 10, 13]. The edge-based
image feature histogram of oriented gradients (HOG)[3]
were reported in particularly robust for human detection.
Although HOG descriptor operates on localized cell and
upholds invariance to geometric and photometric trans-
formations. It requires high computational costs.
Several approaches for visual tracking have been ad-
dressed, we only introduce in detail the works that are
design of observation model. Kwon et al.[19] showed the
Fig. 1 Example of human tracking in complex environ-
ment. These scenarios include abrupt changes, a vari-
ety of poses, occlusion and lighting changes[18, 19].
robustness to pose variation, occlusion, significant illumi-
nation change and abrupt motion change in real environ-
ments by decomposition of observation model. However,
this method employed the template image fed into overall
pixels of the target image, high computational costs and
noise from the background of the target image are con-
cerned. Dominik et al.[2] present adaptive visual track-
ing in real time. Although the observation model which
locally boosted weak classifiers on counter-surround fea-
tures with RGB is successfully service for tracking the
target, they only take the color information into consider-
ation, adding shape information of features is rather than
robustly tracking the target. On the other hand, the ob-
servation model can effectively solve these concerning
identified features to the target, extracted from localized
descriptors with the color and shape information.
In this paper, we propose a particle filter framework
with appearance-based human identification. The parti-
cle filter is based on Condensation algorithm[10] devel-
oped in the computer vision community and typically
used. As the proposed method, the extracted features
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Fig. 2 Algorithm of particle filter.
from a target of human is named as a Reliable Appear-
ance Model (RAM). RAM effectively incorporates color
and edge information into discriminative features. As
color-based image feature, Hue of HSV model that is in-
variant to lighting variations is adopted. Although it re-
quires heave computational costs, we have a strategy to
reduce the computation in which only used pre-defined
local image descriptors[12, 15]. A set of most discrimina-
tive features is automatically selected from a large num-
ber of local image descriptors. This set serves as the fea-
tures for the observation model of phase in particle filter.
In this phase, similarity between query images of each
particle and memorized image is calculated based on dis-
criminative features with standard measurements such as
Bhattacharyya distance. This strategy performs high dis-
crimination ability with fulfilling requirements of com-
putational costs.
This paper is organized as follows. In Section 2 we
briefly present a probabilistic tracking algorithm with a
particle filter. In Section 3 our approach which exploits
the features for robust object tracking and integrates it
into the observation model is explained. In section 4 we
describe experiments that the proposed approach is appli-
cable to a wide variety of tracking scenarios In Section 5,
we conclude the paper with discussions.
2. PARTICLE FILTER
The particle filter is a technique of estimating of fea-
ture state that is based on recursively computing Bayesian
formulation. The Bayesian formulation predicts the se-
quence of hidden parameters based on only the observed
data.
2.1 Bayesian formulation
The visual tracking problem is cast an inference task
in a Markov model with hidden state variables[16]. The
(a) (b)
Fig. 3 Definition of a target, a positive image and nega-
tive images. The initial frame(a) provides a target(b.
left top), a positive(b. right top) image, and nega-
tive(b. bottom) images.
state variables Xt describes target configuration at time
t, and observation Yt extracted from images. We aim to
estimate the value of the hidden state variable ofXt based
on given all observation Y1:t = (Y1; : : : ; Yt) up to time
t. The posterior probability p(XtjY1:t) is estimated with
the following Bayesian formulation. Bayesian estimation
updates the posterior probability with the following rule
p(XtjY1:t) /
p(YtjXt)
Z
p(XtjXt 1)p(Xt 1jY1:t 1)dXt 1; (1)
where, p(YtjXt) donates the observation model that mea-
sures how well the observation fits the predictions, and
p(XtjXt 1) represents the motion model that proposes
the next state Xt based on the previous state Xt 1.
As shown in Fig.2, Condensation algorithm[10] which
is based on factored sampling, approximates an arbi-
trary distribution of observation with a generated set of
weighted samples. The distribution is represented by a
set of particle f(X(i)t ; w(i)t ); i = 1; : : : ; Ng, where, X(i)t
and w(i)t denote a state and an associated weight of the i-
th particle at time t, respectively. Using importance sam-
pling, Eq. (1) recursively approximated by　
p(XtjY1:t)  p(YtjXt)
X
i
w
(i)
t 1p(XtjXt 1): (2)
Given a set of particles from the previous time
f(X(i)t 1; w(i)t 1)g configurations at the current time X(i)t ,
are drawn from a proposal distribution
q(Xt) =
X
i
w
(i)
t 1p(XtjX(i)t 1): (3)
The weights are then updated as w(i)t / p(YtjX(i)t ). The
motion model predicts the particle position. The estimate
of state of particles is based on a linear extrapolation of
the previous state plus Gaussian noise. The current state
of the target is estimated as a weighted average over the
states of the particles. The observation model evaluates
the weight by likelihood, and is generally established the
appearance of target from the image that is utilized color,
edges or texture as a feature[1].
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Fig. 4 Description of the local descriptors. A rectangular contains color and shape information.
3. RELIABLE APPEARANCE MODEL
The appearance model is a core in features selection
and observation model in the particle filter. We seek
RAM which exhibits high discriminative performance so
that we extract several descriptors in a large number of
local image descriptors by boosting algorithm.
3.1 Definition of learning images
The positive and negative images are required for
learning in Boosting algorithm. Thus both of images
are defined from the first frame in sequential images as
shown in Fig.3. Firstly, the rectangle containing a target
of human is manually marked from the frame, and it is
considered as target image. A positive image is mirror-
reversed image of the target image. The negative im-
ages are sampled by sliding window in background in
the frame, because there is spares possibility of similar
appearance as the target image in background image.
3.2 Local image descriptors
As shown in Fig.4, given an image sample I , a feature
of the image I , which is a set of local descriptors, is ex-
tracted in the following manner. At first 1800 points are
defined in the image I . At point j, a local image around
the point is extracted, here, the size of the local image
is 10, 15 or 20 in width, and height is the same, half or
twice of the width. For each local image, a normalized
histogram of hue in HSV color space l(c)j and a normal-
ized HOG histogram l(s)j are calculated. The detail about
the features is explained in the following. As a result,
3600 normalized histograms can be obtained. The set of
these histograms fl(c)j ; l(s)j jj = 1; :::; 1800g is used as the
feature of the image I .
3.2.1 Color-based model
In the tracking algorithm in computer vision, color in-
formation is widely used to calculate the similarity be-
tween two images. The histograms which are charac-
terized as color distribution in the region achieve robust
against to non-rigidity and rotation. The hue of the HSV
color model is chosen in this paper, because the hue is not
sensitive lighting condition compared to RGB[6][9]. Fur-
thermore, the circular character of the range can be rep-
resented from the 360 range of possible combinations of
the redness , greenness and yellowness . Thus the hue in-
formation has the benefit of computational costs. In our
approach, the color distributions of the hue are discretized
into a histogram of 8 bins over the region from 8 dimen-
sional vectors l(c)j = (l
(c)
j1 ;    ; l(c)j8 ). In the simulation,
the histogram is normalized.
3.2.2 Shape-based model
The shape information in the image is helpful as well
as color information to represent the geometric informa-
tion such as human. HOG descriptors[3] presents a hu-
man detection algorithm with excellent detection result.
Their method uses a dense grid of histogram of oriented
gradient. Each detection window is divided into cells of
size 88 pixels and each group of 22 cells is integrated
into a block in a sliding fashion, so blocks overlap with
each other. Each cell consists of a 9-bin histogram of ori-
ented gradients and each block contains a concatenated
vector of all its cells. Each block is thus represented by
a 36 feature vector that is normalized to a unit length. In
this paper, as a shape descriptor l(s)j , HOG descriptor is
adopted. A region where, is divided 22 cells with 9-
bin. The local descriptor contains 36 dimensional vectors
l
(s)
j = (l
(s)
j1 ;    ; l(s)j36), and represents a normalized local
descriptor.
3.3 Descriptor selection
How to effectively select reliable local descriptors is
a key problem for robust performance in the tracking.
The valuable features are extracted from a large num-
ber of the local descriptors, i.e. a set of local feature
fl(c)j ; l(s)j jj = 1; :::; 1800g. Given the color and shape of
local descriptors, Bhattacharyya[6] can be used to com-
pute a similarity score between two images. Although the
negative images have low similarity, the positive image
has a high similarity against to the target image. Since
the human has a constancy appearance such shoulder and
head, this approach is suitable. The both similarity scores
are required for learning data by boosting. In this paper,
Real Adaboost[11] is adopted. The algorithm of real ad-
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Fig. 5 A set of selected features in the experiment con-
cerning the scenario B. The weak classifiers are se-
lected by Adaboost. The local descriptors of Hue and
HOG are indicated by red and green, respectively.
aboost widely used is as follows:
h() = sign
"
NX
n=1
hn()  
#
; (4)
where, h() and hn() are the outputs of classifier and
n-th weak classifier, respectively. Although the general
algorithm combines with weak classifiers for the same in-
put, we use the weak classifier independently of each fea-
ture. This strategy has the advantage of the computational
cost and accuracy[12]. The selected local descriptors are
represented as the set of the features and are called RAM.
Moreover, in calculation of a likelihood in observation
model, these features are required usefully.
4. EXPERIMENTS AND RESULTS
4.1 Features performance
The selected features by the proposed method are re-
quired to qualify as the features. To demonstrate the per-
formance of the selected features, the discriminate simu-
lation, in which the target of human is identified from im-
ages with other human or without human, was achieved.
As a learning set for the feature selection, the image
shown in Fig.3 is used. Fig.5 shows 50 selected features.
In Fig.5, red and green rectangles represent selected fea-
tures of color and shape information, respectively. Clas-
sification ability for training data was 100%.
As a testing data, we use CU-dataset[20]. In the data
set, 2053 positive images and 6253 negative images are
included. The purpose of this study is to track the target
of human, and all images in CU-dataset should be identi-
fied that the target human is not included. As the results,
Table 1 Configuration of datasets
Configuration A B C D E F G H I
Camera Fixed  - - - - - -  -Move -       - 
Occlusion Occur  -       -Not occur -  - - - - - - 
Lighting Change - - - - - - - - Not change         -
Pose Change - -  - -    -Not change   -   - - - 
Table 2 Number of selected features for the scenarios.
A B C C E F G H I
HUE 35 41 38 21 41 8 16 44 37
HOG 15 9 12 29 9 42 34 6 13
all images were correctly classified to the images without
the target of human. This result indicates that the selected
features contain characteristic information which is suit-
able for identifying the target of human.
4.2 Evaluation of accuracy of tracking
To evaluate the accuracy of tracking results, we mea-
sure the recall  , the precision  and the F-measure[17,
18]. These measures are calculated by
 =
AEt
T
AGt
AGt
;  =
AEt
T
AGt
AEt
(5)
where, AEt and A
G
t represent the estimated area and
ground-truth at time t, respectively. Both of the recall
and the precision should have high values for good track-
ing quality. Combined these values can be used to define
the tracking quality by the F-measure.
F =
2
 + 
; (6)
where, when the ground-truth and estimated area are per-
fectly overlapped, the F-measure becomes 1:0. If F-
measure is higher than 0:5, the target can be considered
as correctly tracked at that time.
4.3 Tracking results
This section reports tested 9 video sequences rang-
ing from surveillance robot vision and dynamic sports
scene[18-21]. As shown in Table 1, these datasets are cat-
egorized according to environmental considerations such
as condition of the camera, occlusion, lighting and pose
change. Table 2 shows the numbers of selected features
corresponding to the scenarios. The recall, precision and
F-measure shown in Table 3 are calculated between the
ground-truth state and the estimated state.
4.3.1 Scenario A: static camera with occlusion and pose
change
The camera is stationary, and two humans walk front
of a target and then the target human walks to sideways.
This experiment is assumed as a situation of surveillance.
As shown in Fig.6, the target human is perfectly tracked
as well as an F-measure is over 0.9.
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Table 3 Accuracy of human tracking corresponding to the 9 scenarios.
A B C D E F G H I
Recall 0.941 0.977 0.973 0.818 0.981 0.940 0.950 0.864 0.913
Precision 0.916 0.561 0.745 0.859 0.679 0.515 0.596 0.763 0.334
F-measure 0.926 0.707 0.833 0.822 0.794 0.661 0.725 0.805 0.436
Fig. 6 The results of experiments of B, E, H and I in frame. The white, Gary, orange and red in upper of graphs are
indicated appearance such as sideways, back, overlap and occluded target respectively.
4.3.2 Scenario B: non-rigid object in an outdoor scene
In our strategy, the features just required from initial
frame. Thus, it can doubt to handle the variety of appear-
ance of target poses. Since this scenario contains various
poses such as turning around multiple times. As shown
in Fig.5, features are selected from the initial frame. The
number of color and shape features are 9 and 41, respec-
tively. Interestingly, the shape features are distributed
evenly around the target silhouette. On the other hand,
color features are relatively selected in skin color such as
the face. The F-measure over frames in Fig.6 indicates
that our approach successfully tracks the target human in
spite of various appearances such as sideways and back.
4.3.3 Scenario C: partial occlusion with moving camera
The camera moves so that the human gets half articu-
lated and then visible again. A target human is stationary.
The discriminative features are selected from the various
positions in the image, then partial occlusion is also nat-
urally overcome. As shown in Table 3, the recall and the
F-measure are very stable in partial occlusion but the pre-
cision has low value. This is because, the estimated area
included invisible area unlike supported ground-truth.
4.3.4 Scenario D: full occlusion of a Non-rigid object
The target of human walks along a corridor and be-
comes fully occluded by a pillar three times and a hu-
man once. While the object is not visible temporally, dis-
tributed particles by Gaussian noise make rapidly assign
weight to particles when the target human is visible again.
Thus, RAM is a suitable for full occlusions as well.
4.3.5 Scenario E: following human with occlusion
Since the experimental environment is following a hu-
man with moving camera in outdoor, we assumed that the
camera is mounted on a mobile robot such as robot vision.
In this scenario, other humans occlude the target human
13 times, furthermore color of clothes of some human is
similar to that of the target. In the proposed method, not
only the color information but also shape information are
included as the features, then the F-measure is high as
shown in Table 3.
4.3.6 Scenarios F and G: crossing a target in an indoor
scene
Two humans walk forward in narrow corridors. The
target are fully occluded each other two times. The track-
ing results indicate low F-measure value compared to
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other experiments. As shown in Table 2, a small num-
ber of HOG features are selected. As these results, we
figure out that lack of the HOG features certainly affect
significant to track human.
4.3.7 Scenario H: real-world with rapid moves
In a real scenario, the target rapidly moves over one
or more small temporal intervals. Thus, we experiment
with a badminton scenario which consists of abrupt pose
change and occlusion. Since the target moves rapidly, this
experiment required large distribution of particles com-
pared to other experiments by Gaussian noise. Although
the particles rarely move to a teammate temporally while
the target occluded by the teammate, the particles rectify
themselves.
4.3.8 Scenario I: real-world with lighting changes
The sequence contains the serious lighting change, oc-
clusion and pose changes in skating scenario. This se-
quence can verify the effectiveness of the features which
are combined of shape and color information. As shown
in Fig.6, even though the target is successfully tracked
against to lighting changes and occlusion, our tracking al-
gorithm is unfortunately failed when the change lighting
and the pose occurs at once. This result can be considered
that the algorithm is required corresponding to the charge
of poses by an adaptive model.
5. CONCLUSION
In this paper, we presented a particle filter framework
for human tracking using reliable local descriptor which
consists of appearance models with color and shape. The
features, which are selected from the large number of
local descriptors by boosting algorithm, are suitable for
tracking targets using particle filter. Especially, human
tracking in various scenes was successfully achieved by
combining hue and HOG as the features. Tracking fail-
ures caused by variation of target in size suggest as future
work. It required a further refinement in particle filter.
Additional future work could explore that our tracking
algorithm is applied to real time such as mobile platform.
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