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DIRECTION DISTRIBUTION FOR NODAL COMPONENTS OF RANDOM
BAND-LIMITED FUNCTIONS ON SURFACES
SURESH ESWARATHASAN AND IGOR WIGMAN
Abstract. Let (M, g) be a smooth compact Riemannian surface with no boundary. Given
a smooth vector field V with finitely many zeroes on M, we study the distribution of the
number of tangencies to V of the nodal components of random band-limited functions. It is
determined that in the high-energy limit, these obey a universal deterministic law, independent
of the surface M and the vector field V , that is supported precisely on the even integers 2Z>0.
1. Introduction
1.1. Nodal components of random functions. Given a “nice” function f : Rd → R, d ≥ 2,
or f : M → R with M a compact Riemannian d-manifold, the nodal set of f is its zero set
f−1(0); if f is Morse, then its nodal set is a smooth hypersurface in both the “Euclidean”
and “Riemannian” contexts. In either scenario, the nodal components of f are the connected
components of the nodal set, and the nodal domains are the (positive or negative) connected
components of the complement of the nodal set. The most basic question one is interested is
in the nodal count of f , i.e. the total number of the nodal components of f , also yielding the
total number of nodal domains of f via Euler’s identity, at least, in the Riemannian context
f : M → R (where the nodal set is of finite hypersurface volume, thanks to the assumed
compactness of M).
To make sense of the analogous question in the Euclidean context f : Rd → R, one usually
takes a large parameter R > 0 and studies the asymptotics of the nodal count of the restriction
f |B(R) to the centred radius-R ball B(R) ⊆ Rd, as R → ∞. Other than the nodal count, one
might refine the said question by separately counting the nodal components of f belonging to
e.g. a given diffeomorphism type or otherwise, study the mutual positions of the components
(“nestings”) etc.
Understanding the “typical” nature of the nodal structures of Gaussian random fields, rather
than individual functions, is an actively pursued subject within several disciplines, in the last
few years in particular. Let F : R2 → R (more generally, F : Rd → R) be a Gaussian
random field, that will be assumed stationary, and R > 0 be a large parameter. Then the
number N (F,R) of nodal components of F fully contained inside B(R) is a random variable;
alternatively, one could count those components merely intersecting B(R). It was shown by
Nazarov-Sodin [30, 36, 31] that, under very mild smoothness and non-degeneracy assumptions
on the law of F , there exists a constant cNS ≥ 0 so that N (F,R)Vol(B(R)) converges to cNS both a.s.
and in mean, i.e.
E
[∣∣∣∣ N (F,R)Vol(B(R)) − cNS
∣∣∣∣]→ 0 (1.1)
as R→∞. Sarnak-Wigman [35], and Beliaev-Wigman [4] further developed the techniques due
to Nazarov-Sodin by considering the more refined questions of separate nodal counts belonging
to particular diffeomorphism types or given hypersurface measure.
1.2. Random band-limited functions on smooth manifolds. Rather than for its own
intrinsic interest, this Euclidean scenario above serves as a ground state for the Riemannian
one, namely, as its scaling limit. Here we consider a sequence (“ensemble”) {fl}l∈L , of smooth
random Gaussian fields fl : M → R, satisfying a natural scaling property, with the scaling
Date: October 25, 2019.
1
2 SURESH ESWARATHASAN AND IGOR WIGMAN
parameter l lying in some countable set L , and our objective is to study the distribution
of the total number of nodal components of fl as l → ∞, their typical topology, geometry,
relative positions, and other important properties. A particularly important such ensemble,
motivating the work [35], is the ensemble of band-limited functions, depending on a fixed number
α ∈ [0, 1]. This includes the important ensembles of random degree-l spherical harmonics (see
§1.2.1 below), and Arithmetic Random Waves (§1.2.2 below).
It is well-known that, since we assumedM to be a smooth, compact, Riemannian d-manifold,
the space L2(M) of square-summable functions on M has an orthonormal basis {ϕj}∞j=1 con-
sisting of Laplace eigenfunctions, i.e.
∆φj + t
2
jφj = 0, (1.2)
where ∆ is the Laplace-Beltrami operator onM acting on L2, and {tj}j≥0 is its purely discrete
spectrum
0 = t0 ≤ t2 ≤ . . . ,
satisfying tj → ∞. For a “band” α ∈ [0, 1) and spectral parameter T > 0 (with the intention
of taking the limit T →∞), we define [35] the random band-limited functions to be
fT (x) = fα;T (x) =
1
|{j : α · T < tj < T}|1/2
∑
α·T<tj<T
cjϕj(x), (1.3)
where the cj are i.i.d. standard Gaussian. For α = 1 the above definition usually makes no
sense, as the summation on the r.h.s. of (1.3) is typically one summand (or empty), so in this
case we interpret the summation as
f1;T (x) =
1
|{j : T − η(T ) < tj < T}|1/2
∑
T−η(T )<tj<T
cjϕj(x), (1.4)
with the convention η(T ) = oT→∞(T ) but η(T )→∞.
Alternatively, fT (·) is the (uniquely defined) centred Gaussian random field of covariance
KT (x, y) = Kα;T := E[fα;T (x) · fα;T (y)] =
∑
φj(x) · φj(y), (1.5)
x, y ∈M, where the summation is over the same energy window as (1.3) for α < 1 (resp. (1.4)
for α = 1); we identify KT (·, ·) as the spectral projector for the corresponding energy window.
The kernel KT (·, ·) and its derivatives possess scaling limits once appropriately scaled by T , see
§2.1 for more details, and in particular (2.4).
1.2.1. Random spherical harmonics and Berry’s Random Wave Model. It is well-known that
the Laplace eigenfunctions on the 2-sphere S2 ⊆ R3, that is the spherical harmonics, are
restrictions of harmonic polynomials of some degree l ≥ 1. The space of degree-l spherical
harmonics is of dimension 2l + 1, so given a number l we may obtain an L2-orthonormal basis
Φl := {ηl;1, . . . , ηl;2l+1}, and define
Tl(x) :=
√
4pi√
2l + 1
2l+1∑
m=1
amηl;m(x) (1.6)
with {am}2l+1m=1 standard Gaussian i.i.d.; the law of the random spherical harmonics Tl(·) is
invariant w.r.t. the choice of Φl. The random fields Tl(·) are the Fourier components of every
rotation invariant random field on S2, hence its importance in a variety of disciplines within
mathematics, physics and cosmology.
Equivalently, the random spherical harmonic Tl(·) is a centred Gaussian random field defined
via the covariance function
rl(x, y) = Pl(cos d(x, y)),
x, y ∈ S2, d(·, ·) is the spherical geodesic distance, and Pl(·) is the degree-l Legendre polynomial.
Since, by the standard Hilb’s asymptotics [38],
Pl(cos θ) ≈ J0((l + 1)θ),
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the geometry of the nodal line of Tl could be compared to the geometry of the nodal line of
the stationary isotropic random field on R2 defined by the covariance function J0(‖x‖), usually
referred to “Berry’s Random Wave Model” (RWM), for it is postulated [5] to be a stand-in for
deterministic Laplace eigenfunctions on generic chaotic surfaces.
1.2.2. Arithmetic random waves. The Arithmetic Random Waves are random Gaussian toral
Laplace eigenfunctions {fn : T2 → R}n∈S, where T2 = R2/Z2 is the 2-dimensional standard
torus, and S = {a2 + b2 : a, b ∈ Z} is the set of all numbers expressible as sum of two integer
squares. For n ∈ S let
Λn := {(a, b) ∈ Z2 : a2 + b2 = n}
be the set of all lattice points lying on the centred circle of radius
√
n. We may define
fn(x) =
∑
λ∈Λn
aλe(〈λ, x〉), (1.7)
where e(t) = e2piit, and the {aλ}λ∈Λn are complex standard Gaussian i.i.d., save to the condition
a−λ = aλ, so that fn are real valued.
The random fields fn are the “Arithmetic Random Waves” that serve as a motivation to our
research, following the work [32]; fn should be compared to the band-limited functions (1.4),
with n ≈ T 2 (and, thanks to the spectral multiplicity, we may take an infinitesimal energy
window). Equivalently to the explicit definition (1.7), fn could be defined as the stationary
centred Gaussian random field on T2 with the covariance function
rn(x) = E[fn(y) · fn(y + x)] = 1|Λn|
∑
λ∈Λn
e(〈λ, x〉), (1.8)
or via the spectral measure of fn, i.e. the atomic measure
ρn :=
1
|Λn|
∑
λ∈Λn
δλ/√n (1.9)
on S1 ⊆ R2.
1.3. Direction distribution and statement of the principal result.
1.3.1. Direction distribution on Td. In 2d Rudnick and Wigman [32] proposed to study the
“direction distribution” of the nodal line, a different quantity they introduced for functions
defined on the 2d standard torus T2 = R2/Z2, also related to [37]. Let ζ ∈ S1 be a direction,
and f : T2 → R any “nice” function. The number
Nζ(f) :=
∣∣∣∣{x ∈ T2 : f(x) = 0, ∇f(x)‖∇f(x)‖ = ±ζ
}∣∣∣∣ (1.10)
is the number of points on the nodal line of f normal to ζ ; equivalently, Nζ(f) is the number of
nodal points of f in direction ±ξ := ζ⊥. The direction distribution carries a lot of information
on the nodal line of f ; for example, the number of nodal components of f on T2 essentially
majorizes [25] the nodal count of f for every ζ , as every nodal component of f of trivial homology
contains at least two points tangent to ξ, and it is usually easy to control the contribution of
all the other components.
For the Nζ(·) corresponding to toral Laplace eigenfunctions Rudnick and Wigman [32] gave
the optimal upper bounds, as well as evaluated their total expected number for the associated
Gaussian random model, “Arithmetic Random Waves” (1.7), precisely, appealing to the Kac-
Rice method. Their result, however, does not allow for the separation of the ξ-tangencies into
nodal components of f , i.e. how many points on a given component represent ξ, or how many
nodal components of f represent the direction ξ precisely k times.
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1.3.2. Direction distribution on curved surfaces. The purpose of this manuscript is two-fold.
First, we propose, what it seems, a natural generalisation of the direction distribution concept
for smooth manifolds with curvature, and study its properties for the random band-limited
functions (1.3) (and (1.4)). Second, in this random setting (random band-limited functions,
including, in particular Arithmetic Random Waves) we aim at refining the said results due to
Rudnick-Wigman by keeping separate accounts for the number of ξ-tangencies on individual
components rather than merely the total number of ξ-tangencies (though the latter is useful
for our purposes).
Let us now introduce a space of vector fields that play a central role in our article. We let
V (M) be the class of all C∞-smooth vector fields on M, with finitely many zeros; the class
V (M) is non-empty for every smooth M by Lemma 4.2. First, given f : M → R a nice
function, and V ∈ V (M), we introduce
NV (f) = #{x : V (x) 6= 0, f(x) = V f(x) = 0},
the announced generalisation of the “flat” direction distribution, with the variable direction
V (x) in place of ξ = ζ⊥ in (1.10). Other than for the torus, a precise asymptotic expression
for the total number of V -tangencies for the random spherical harmonics (1.6) was recently
obtained [18] by the first author. Related results were obtained by Dang and Rivie`re [14]
following some substantial and general results of Gayet and Welschinger [20].
Now we separate the tangency counts for individual nodal components of f : for a nodal
component γ ⊆ f−1(0) define the number of tangencies w.r.t. V ,
TV (γ) = #{x ∈ γ : V (x) 6= 0, f(x) = V f(x) = 0},
and
NV (f, k) := #{γ ⊆ f−1(0) : TV (γ) = k}
is the total number of nodal components of f with precisely k tangencies w.r.t. V , so that we
have the identity
NV (f) =
∞∑
k=1
k ·NV (f, k). (1.11)
Finally, we let
N (f) =
∞∑
k=0
NV (f, k)
be the total number of the nodal components of f .
1.3.3. Statement of the principal result. Our main result concerns the asymptotic law for the
direction distribution measure corresponding to the band-limited functions fα;T (·) in (1.3)-
(1.4). Following the approach of Sarnak-Wigman [35], we may incorporate, or “encapsulate”,
all the individual counts NV (f, ·) into a single (random) probability measure, the “direction
distribution measure”,
µf(V ) =
1
N (f)
∑
γ⊆f−1(0)
δTV (γ) =
1
N (f)
∞∑
k=0
NV (f, k) · δk, (1.12)
on Z≥0. Given two probability measures µ1, µ2 on Z we will use the total variation distance
function
D(µ1, µ2) = sup
F⊆Z≥0
|µ1(F )− µ2(F )|. (1.13)
Theorem 1.1. Given α ∈ [0, 1], there exists a (deterministic) probability measure µα on Z≥0,
supported on the positive even integers 2Z>0, so that for all V ∈ V (M) and every ε > 0,
lim
T→∞
Pr (D(µfα;T (V ), µα) > ε) = 0, (1.14)
where D(·, ·) is the total variation distance (1.13).
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1.3.4. On the principal result. The band-limited functions (1.3)-(1.4) is a particular case of an
aforementioned ensemble of Gaussian random fields possessing a natural scaling by the wave
number T , see §2 below, and, in particular (2.4). Our proofs are applicable for such ensembles
with scaling, in a more general scenario than merely the band-limited functions, as long as
an analogue of (2.4) holds, with T replaced by the scaling parameter (see e.g. the important
application on Arithmetic Random Waves from §1.2.2, in §1.4 below). In general, in a scenario
like (1.14), when probability measures (on Z≥0) weak-∗ converge to a limit measure µα, it forces
the limit measure to have µα(Z≥0) ≤ 1 by Fatou’s Lemma, and µα(Z≥0) < 1 would mean escape
of probability to infinity. As part of Theorem 1.1, we will be able to rule this kind of losses of
mass, cf. [35, Theorem 1.1].
We stress that, despite the fact that the measures µfα;T are random, the limit measure µα
is deterministic, and, notably, in addition, µα is independent of V . Thanks to the asymptotic
scaling (2.4), we will be able to compare the nodal counts NV (f, k) to the nodal counts of some
Gaussian isotropic random field gα(·) on R2 (to be defined in §2.1), with V ≡ ξ a constant
vector field, up to an admissible error term. The measures µα are V -independent, since, by the
isotropic property of gα(·), the corresponding distribution of ξ-tangencies counts is independent
of ξ. The support of µα is a manifestation of the fact that the number of ξ-tangencies for a
simple smooth planar curve is necessarily even, unless a degeneracy occurs, with probability
0 (though, strictly speaking, it is possible to construct simple curve with an odd number of
ξ-tangencies). However, for k > 0 even it is possible to construct a simple curve with number
of ξ-tangencies being precisely k, that occurs as a nodal component of the scaled random field
with positive density (the most subtle or delicate case being α = 1, cf. [35, Proposition 5.3]
and [12]). We refer the reader to §2.1 for more details on proofs and intuitions as of why these
peculiarities hold.
1.3.5. T ∗M and conormal cycles. We conclude this section by emphasizing that the microlo-
cal geometry of nodal sets, or more specifically the interaction between “cotangent/conormal
spaces” to nodal sets and various other geometric quantities of these submanifolds, is a natural
topic of study. The work of Dang and Rivie`re gives asymptotics pertaining to the equidistri-
bution (in T ∗M) of “conormal cycles” for fT on general compact manifolds [14], with conor-
mal cycles being phase-space quantities related to the conormal bundle of f−1T (0), namely
N∗({fT = 0}) ⊂ T ∗M. In other words, for example in odd dimensions, the authors show that
the expected value of a natural and re-scaled volume measure on the conormal bundle to the
nodal set N∗({fT = 0}) converges to a uniform volume measure on T ∗M as T → ∞. It is
worth noting that Dang-Rivie`re were themselves motivated by the work [20] on expected Betti
numbers for nodal sets associated to elliptic pseudodifferential operators; a local refinement of
their lower bound was very recently obtained by Wigman [39].
1.4. Applications to arithmetic random waves. Recall the Arithmetic Random Waves fn
in (1.7) for n ∈ S, the set of numbers expressible as sum of two squares, the corresponding
covariance function (1.8), and their spectral measure (1.9). It is well-known [22, 17], that for a
“generic” (density-1) sequence {n} ⊆ S, the measures ρn equidistribute on S1, i.e.
ρn ⇒ dθ
2pi
. (1.15)
However, there exist [13, 24] other weak-∗ partial limits of the sequence {ρn}n∈S. It was
established [23, 36, 25], that for the nodal structures of fn to exhibit a limit law, it is essential
to divide S into subsequences whose corresponding ρn obey a limiting distribution, i.e. take
a subsequence {n} ⊆ S so that ρn ⇒ τ for some probability measure τ on S1. In this case
the corresponding covariance functions rn converge uniformly locally to r, the (inverse) Fourier
transform of τ , in the sense of (2.4).
Let N (fn) be the total number of nodal components of fn. A combination of the techniques
by Nazarov-Sodin [36, 31] and [25] implies that for every sequence {n} ⊆ S so that
ρn ⇒ τ
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for some probability measure τ on S1, there exists a constant cNS(τ) ≥ 0 so that
E[N (fn)] = cNS(τ) · n + on→∞(1).
Moreover, cNS(τ) = 0, if and only if τ is either the “Cilleruelo” measure
τ0 =
1
4
(δ±1 + δ±i) ,
i.e. the atomic probability measure supported on the 4 antipodal points ±1 and ±i (viewing
R2 ∼= C), or its tilted by pi/4 variant
τ˜0 =
1
4
(
δ±pi/4 + δ3pi/4
)
.
The probability measures τ0 and τ˜0 on S
1 are the only measures satisfying all the underlying
symmetries (invariance w.r.t. rotation by pi/2 and complex conjugation) that are supported on
4 points only.
Though not applicable as a black box, our Theorem 1.1 (or, rather, the associated techniques)
yields the following extension of the said results concerning the V -direction distribution mea-
sures µfn(V ) of fn for some V ∈ V (T2) (for example, V could be the constant vector field
V ≡ ξ), defined as in (1.12). Let V ∈ V (T2), and {n} ⊆ S be a subsequence so that
ρn ⇒ τ
for some τ 6= τ0, τ˜0. Then there exists a deterministic probability measure µτ ;V on Z≥0, so that
D (µfn(V ), µτ ;V )→ 0,
as n → ∞. In addition, the support of µτ ;V is contained in the set of positive even integers
2Z>0.
We emphasize that for the Arithmetic Random Waves, unlike the band-limited functions in
the statement of Theorem 1.1, the limit direction distribution measure µτ ;V does depend on V ,
and we are not aware whether it is possible to explicate the dependency of µτ ;V on V ; this is a
by-product of the fact that the spectral measure τ is not invariant w.r.t. rotations. Moreover,
the support might fail to attain the whole of 2 ·Z>0, depending on τ (and possibly V ). However,
for the generic case (1.15), the conclusions of Theorem 1.1 hold true in their full strength with
µdθ/2pi = µ1 same as in (1.14), and, in particular, µdθ/2pi = µdθ/2pi;V does not depend on V , and
its support equals to precisely 2Z>0.
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2. Outline of the proofs and discussion
2.1. Outline of the proofs. It is known that [26, 21, 10, 11, 33, 34], under the assumptions
above, the covariance functions KT (·, ·) as in (1.5) scales by T around every point ofM, in the
following sense. For x ∈ M, and u, v ∈ R2 so that both ‖u‖
T
, ‖v‖
T
are less than the injectivity
radius of x define the scaled covariance function using the identification Ix : R
2 → TxM:
KT ;x(u, v) := KT (expx(Ix(u/T )), expx(Ix(v/T )))
on u, v ∈ R2, corresponding to the scaled random fields
fx,T (u) = fα;x,T (u) = fT (expx(Ix(u/T ))) , (2.1)
u ∈ R (‖u‖ smaller than the injectivity radius of x).
Then, for all u, v ∈ R2 fixed,
KT ;x(u, v)→ B(‖u− v‖), (2.2)
locally uniformly, where
B(u) :=
1
|Aα|
∫
Aα
e−2pii〈u,v〉dv (2.3)
is the Fourier transform of the characteristic function of the annulus
Aα = {v ∈ R2 : α < ‖v‖ < 1}
(the unit circle S1 ⊆ R2 for α = 1), and |Aα| is the volume of Aα (resp. the length pi of S1 for
α = 1). Explicitly, (2.2) means that for every R > 0,
sup
‖u‖,‖v‖<R
|KT ;x(u, v)−Bα(‖u− v‖)| → 0, (2.4)
and the same holds for all derivatives of K, where the rate of convergence in (2.4) depends on
the order of the derivative only.
The rotation invariant function Bα(·) defines a stationary isotropic random field gα : R2 → R,
i.e. the covariance function of gα(·) is
E[gα(x) · gα(y)] = Bα(‖x− y‖).
By (2.3), the spectral measure of gα is the volume measure of Aα for α < 1 (resp. arc length
of S1 for α = 1). Intuitively, (2.4) means that there exists a coupling of the relevant fields, so
that the random fields (2.1) converge, in a sense to be made precise below, to gα. Note that
the random field g1 coincides with Berry’s Random Waves Model in §1.2.1.
We follow the general strategy of Nazarov-Sodin [36, 31] by first establishing the analogous
results for the limit random field gα (while separating the individual k) on R
2, then prove
that these extend to M, locally around every point x ∈ M (restricted to geodesic balls of
radius commensurable with 1/T ), and finally glue all the local results on M into a global
one. Counting tangencies poses a number of marked significant challenges as compared to the
original setting of Nazarov-Sodin, and also [35].
To pass from the Euclidean setting into the Riemannian one, a high probability “stable”
event is created (“few” low lying critical points), so that, if it occurs, “most” of the nodal
components cannot disappear or merge while perturbing the sample function, and only few
new ones can appear. It was noticed in [35] that, on the stable event, not only the number
of nodal components is (almost) preserved, but also their topologies. However, the number of
V -tangencies of a component is not a topological property, and so can vary upon an arbitrarily
small perturbation of the sample function. We then have to redefine the stable event to ac-
count for possible “non-transversality” of the tangencies by translating our problem into one
surrounding the quantitative transversal intersection between curves. We also have to use a
somewhat different analysis for proving that the new stable event is of high probability.
The reason why the support of µα does not contain odd integers nor 0 is that, in the Euclidean
setup, if a direction ζ is fixed, for a closed simple curve to have 0 or odd number of ζ-tangencies
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would force some of the tangencies to be non-transversal, occurring with probability 0. Since
the Riemannian setup will inherit the direction distribution measures from the Euclidean one,
it will also induce the analogous results for the band-limited functions (though having a few
nodal components with 0 or odd number of V -tangencies is not dismissed a.s.). The proof for
the support being exactly 2Z+ follows essentially from a C
2 analogue of the barrier method as
utilized in [31, 35, 12] in combination with a necessary C2-closeness estimate for transversal
intersections established in §4.3.
Another new challenge we encountered is that no analysis of the type explained above is
possible around the (finitely many) points x ∈M where V (x) = 0. To deal with this situation
we will excise small radius-ρ balls around these problematic points, and bound the contribution
of their neighbourhoods to our counts, taking ρ→ 0 at the very end. Fortunately, it is possible
to tune all the parameters encountered and use their relations in our favour. Finally, the
local computations with Kac-Rice are useful in order to establish that the limit measure µα is
probability, as their means (1.11) (or, rather, their Euclidean counterparts in (5.7) below) stay
bounded.
2.2. Discussion: further questions.
2.2.1. Deterministic bounds. Yau’s conjecture [40, 41] states that if a function φj : M → R
satisfies (1.2) on a d-manifold M, then its nodal volume, i.e. the hypersurface volume of the
nodal set φ−1j (0) is commensurable with tj , i.e.
tj ≪M Vol(φ−1j (0))≪M tj .
Yau’s conjecture was settled by Bru¨ning [7], Bru¨ning-Gromes [8], and Donnelly-Fefferman [15]
for real analytic manifolds (lower and upper bounds), and, more recently, a breakthrough
progress was made towards the general smooth case [27, 28, 29]. It would be desirable to
establish the analogous deterministic bounds for the direction distribution of the type
t2j ≪M NV (φj)≪M t2j
for a 2-manifold M, and V ∈ V (M), in some “generic” scenario. Other than the aforemen-
tioned bounds for the toral Laplace eigenfunctions (1.7) due to Rudnick-Wigman [32], appealing
to Be´zout’s Theorem, and the case of spherical harmonics where one may exploit the fact that
these are restrictions of polynomials and can therefore also employ Be´zout, this problem is
entirely open, at least to our knowledge.
2.2.2. Uniform convergence w.r.t. V . The convergence (1.14) of the direction distribution mea-
sure to the limit measure is a priori dependent on V . However, one could explicate the proofs
to control the corresponding constants uniformly on compact sets of V (M) with respect to
some reasonable topology that takes into account V and finitely many of its derivatives. One
would be interested in characterising the geometry of such vector fields.
2.2.3. Nonconstant vector fields on R2. Our proofs below that µα is independent of V ∈ V (M)
are based on the fact that if F : R2 → R is a stationary isotropic Gaussian random field, then
the law of Nξ(F |B(R)) (and µF |B(R)(ξ)), corresponding to the restriction of F on a (large) ball
B(R), is independent of the direction ξ. Here ξ should be thought as the direction corresponding
to V (x), x ∈M is a fixed point on a Riemannian manifold, and F should be thought of a scaled
version of a random field defined onM, in the vicinity of x. This naturally raises the question
whether the same is true for W ∈ V (R2) in place of ξ, i.e. the distribution of NW (F |B(R)) is
independent of W , for W that is no longer assumed to be constant, at least, asymptotically as
R→∞.
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2.3. Counting version of Theorem 1.1. Unlike in Theorem 1.1, the following Theorem 2.1
will separate the counts for different k. A short argument will then allow to deduce Theorem
1.1 from Theorem 2.1 (see §7.1).
Theorem 2.1. Let V ∈ V (M) and α ∈ [0, 1]. Let fα,T be the random α-band limited functions
(1.3) (or (1.4)) of degree T , and NV (fT , k) be the number of components whose number of V -
tangencies is precisely k, k ≥ 0. Then the following hold:
(1) There exists Cα,k ≥ 0 such that
E
[∣∣∣∣NV (fα,T , k)N (fα,T ) − Cα,k
∣∣∣∣] −−−→T→∞ 0.
(2) Furthermore, Cα,k > 0 for k ∈ 2Z>0 and Cα,k = 0 otherwise.
3. Direction distribution for Euclidean random fields
3.1. Euclidean random fields: scale invariant model. Throughout this article we will be
interested in centered Gaussian random fields F : R2 → R. By Kolmogorov’s Theorem we know
that the law of a centered Gaussian field is determined by its covariance kernel
K(x, y) = E [F (x) · F (y)] .
In particular, we concern ourselves with those fields which are isotropic, that is,
K(x, y) = K(|x− y|),
implying invariance under all rotations and translations. Furthermore, we assume for conve-
nience that K(0) = 1.
It is known that such covariance kernels K can be expressed as the Fourier transform of a
measure ρ, called the spectral measure of F . In many cases, it is more convenient to describe
the field F in terms of ρ instead of the covariance kernel. This alternative way of writing F
is through the Hilbert space H (ρ) = F
(
L2sym(ρ)
)
, that is the space of functions h which are
L2-orthonormal with respect to the measure ρ and satisfy the symmetry rule h(−Y ) = h(Y ).
In particular, if {φk}k is an orthonormal basis for H (ρ), we can formally write
F =
∑
ζkφk
where ζk are i.i.d Gaussian random variables. This series diverges a.s. in H (ρ) but under
suitable assumptions on ρ, converges a.s. pointwise or in some other sense to a well-defined
function, the nature of the convergence depending on the properties of ρ.
For our purposes, the series of interest converges locally uniformly in Ck for all k ∈ N. As a
concrete example, the spectral measure ρ corresponding to Berry’s RWM mentioned in §1.2.1
as the scaling limit of Tl is the 1-dimensional arc-length measure ds on the circle S
1, and we
can explicitly compute an orthonormal basis for H (ds), so we can express it as∑
n∈Z
cnJ|n|(r)einθ
where the ck are i.i.d. standard complex Gaussians.
3.2. Kac-Rice method. The Kac-Rice formula is a standard tool or a meta-theorem for ex-
pressing all the moments of local quantities, an example being the nodal volume, and the number
of critical points of a random field F : D → R where D might be a compact subdomain of
the Euclidean space or a subdomain of M. First, for our purposes we need the following two
upper bounds on the nodal count, which are direct conclusions from the application of Kac-Rice
formula on appropriately defined critical points (either of a function F or its restriction on the
boundary of a disc or geodesic ball in M) appearing in [4], which were themselves borrowed
from [36]. These results are valid for all random fields of our interest, lying in the 2 dimensional
case only.
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Lemma 3.1 (Cf. [4, Lemma 3], [36, Corollary 2.3]). Let R > 0 and F : R2 → R be a stationary
Gaussian random field, so that F (·) is a.s. C2-smooth and so that for every x ∈ R2 the vector
∇F (x) is non-degenerate Gaussian.
(1) Let N (F,R) be the number of nodal components of F lying entirely in B(R). Then
E[N (F,R)] = O(R2),
with the constant involved in the O-notation depending on the law of F only.
(2) Let N˜ (F,R) be the number of nodal components of F intersecting the circle ∂B(R).
Then
E[N˜ (F,R)] = O(R),
with the constant involved in the O-notation depending on the law of F only.
Next, the following result will be useful for ruling out mass leaking for the direction distri-
bution measures (see the proof of Theorem 3.6 (4) in §5.4 below). It is a direct consequence
of [3, Theorem 6.3].
Lemma 3.2. Let F : R2 → R be a stationary Gaussian random field, so that the random
vector (F (0),∇F (0)) has a non-degenerate 3-variate Gaussian distribution, ζ ∈ S1, and denote
Nζ(F,R) to be the number of ζ-tangencies of F . Then
E[Nζ(F,R)] = C0 · Vol(B(R)),
for some C0 > 0 depending on the law of F only.
Finally, the following lemma yields an upper bound for the number of nodal components
lying in a small geodesic ball for the band limited functions only.
Lemma 3.3 ( [36, Lemma 2]). Let α ∈ [0, 1] and fT = fα;T be the random band-limited function
(1.3) (or (1.4)). For x ∈M and r > 0 sufficiently small, denote N (fx,T , r) to be the number
of nodal components of fT lying inside the geodesic ball B(x, r) ⊆M centred at x with radius
r. Then their expected number satisfies the following estimate:
E[N (fx,T , r)] = O(T 2 · r2),
with constant involved in the O-notation depending on M and α only.
3.3. Direction distribution for Euclidean random fields. Let F : R2 → R be a smooth
Gaussian random field with spectral measure ρ, V˜ ∈ V (R2) be non-vanishing, and k ∈ Z≥0.
We denote by
NV˜ (F, k, R)
(resp. N (F,R)) the number of connected components of F−1(0) (which are all smooth thanks
to Bulinskaya’s Lemma [3, Proposition 6.11]) that are both completely contained in B(R) and
whose number of V˜ -tangencies is precisely k (resp. the total number of connected components
of F−1 contained in B(R)).
As we would like to study the distribution of NV˜ (F, ·, ·), it is essential to show that this
function is in fact a random variable (i.e. that it is measurable on the given sample space
of Gaussian fields F ). A detailed verification of this fact for the related random variable
N(F,R,T ), that is the number of connected components contained in the ball B(R) with
topological type T , was carried out in the Appendix of [35] and is sufficiently robust to prove
measurability in our case. We leave the details to the interested reader. We now state some
axioms on F (rather, its spectral measure ρ) so that to be able to formulate the main result
(Theorem 3.6 immediately below) on Euclidean random field.
Definition 3.4 (Axioms on ρ). For a given Gaussian stationary field F , we will sometimes
impose the following restrictions on the corresponding spectral measure ρ = ρF :
• (ρ1) The measure ρ has no atoms (if and only if the action of the translations is ergodic
by Theorem 5.1).
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• (ρ2) For some p > 4, ∫
R2
|λ|p dρ(λ) <∞
(this ensures that a.s. C2-smoothness of F ).
• (ρ3) The support of ρ does not lie in a linear hyperplane (this ensures that the Gaussian
field, together with its gradient, is not degenerate).
• (ρ4∗) The support of ρ has non-empty interior.
Nazarov and Sodin [36, 31] proved that if F satisfies the axioms (ρ1)− (ρ3), then there exists
a constant c(ρ) = cNS(ρ) ≥ 0 (“Nazarov-Sodin constant ”), so that
E
[∣∣∣∣ N (F,R)Vol(B(R)) − c(ρ)
∣∣∣∣]→ 0. (3.1)
If, further, (ρ4∗) is satisfied, then c(ρ) > 0. In fact, in most of what follows, we will work with
the following weaker version of (ρ4∗).
Definition 3.5 (Axiom (ρ4)). (ρ4) The Nazarov-Sodin constant c(ρ) is positive.
Theorem 3.6. Let F : Rn → R be a stationary random field whose spectral measure ρ satisfies
axioms (ρ1) − (ρ4), k ≥ 0, ζ ∈ R2 be a fixed direction, and recall the Nazarov-Sodin constant
c(ρ) > 0 satisfying the defining property (3.1). Then:
(1) There exists Ck,ζ = Ck,ζ(ρ) ≥ 0
E
[∣∣∣∣ Nζ(F, k, R)c(ρ) · Vol(B(R)) − Ck,ζ
∣∣∣∣]→ 0 (3.2)
as R→∞. If k = 0 or k is odd, then Ck,ζ = 0.
(2) Assuming further that F is isotropic, we have that Ck = Ck,ζ is independent of ζ.
(3) If k ∈ 2Z>0, and either F satisfies the axiom (ρ4∗) (without assuming that F is
isotropic), or ρ = σS1 (i.e. F is Berry’s monochromatic isotropic random waves),
the normalized arc-length measure on S1, then Ck,ζ > 0.
(4) We have
∞∑
k=0
Ck,ζ = 1.
4. Various facts from plane geometry
4.1. Vector fields and exponential maps.
Definition 4.1. Let F ∈ C∞(TxM) and T > 0. For V ∈ V (M) and Y ∈ TxM, we define
the blown-up (at scale T ) vector field V˜x,T ∈ V (TxM) at x ∈ M, where expx(0) = x and
expx(Y ) = y, via the local coordinate formula
(V˜x,TF ) = a1
(
expx
(
Y1
T
,
Y2
T
))
· ∂F
∂Y1
(Y ) + a2
(
expx
(
Y1
T
,
Y2
T
))
· ∂F
∂Y2
(Y ) . (4.1)
We will shortly consider the random fields F (Y1, Y2) = fα,T (expx(
Y
T
)) as in (2.1). Notice
that we are pushing forward the vector field V , extracting the “top order in T−1” differential
operator, and then applying that to F . We are not pushing forward V by M1/T ◦ (expx)−1∗ ,
where M1/T is simply multiplication in the fibers of TxM by 1/T . The reason for this particular
definition is so that the coefficients of V are localizing at the same scale as fx,T . Thus in the
regime |Y | ≤ R with R/T = o(1), for a large but fixed R with T → ∞, we find that the
coefficients a1, a2 become constants up to first order in T
−1. More specifically, we have that,
for instance, a1
(
expx(
Y1
T
, Y2
T
)
)
= a1(x) + O
(
|Y |
T
)
with |Y |
T
= o(1) as seen in upcoming sections
discussing limiting regimes.
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From here onward, we reserve the notation of V˜ for vector fields on R2. Now, in order to show
that our main result Theorem 2.1 is not vacuous, we give the following result on the existence
of vector fields with finitely many zeroes.
Lemma 4.2. Given a smooth and compact surface (M, g), there exists smooth vector fields V
that have finitely many zeroes. That is, our class V (M) 6= ∅ for compact Riemannian surfaces
M.
This result holds in d ≥ 2 dimensions, but we state it for surfaces given our context.
Proof. Consider any Morse function f onM; we know there exists such a function, for example
one being the height function on M after applying an appropriate embedding into RN . The
metric g allows us to associate the differential df to its gradient field ∇gf , each of whose zeroes
is isolated by the non-degenerate critical point condition. Compactness of M yields that the
number of such zeroes must be finite. 
4.2. Global plane geometry. In this section we begin our study of curves in R2 that have a
fixed number of tangencies to a given vector field V˜ and its relation to the study of transversality
between the sets f−1(0) and (V f)−1(0). These elementary results, although simple to state and
are intuitively clear, prove very useful in the pursuit of Theorem 2.1. We begin with a simple
but crucial lemma that will play a key role in showing that the limiting constants Ck, for
k = 0, 1, in Theorem 2.1 are 0:
Lemma 4.3. Suppose ζ is a fixed direction on R2. Then any closed simple curve in the plane
must have at least two tangencies ζ.
Before proving this, we remind ourselves of a simple form of the Gauss-Bonnet Index The-
orem, which goes by the name of the Theorem of Turning Tangents in elementary differential
geometry, due to Hopf:
Theorem 4.4 (Theorem of Turning Tangents). The rotation number of an embedded S1 in R2
(i.e. the oriented number of times the unit tangent vector
−→
T to this embedding transverses S1)
is equal to ±1.
In other words, the map induced by
−→
T from S1 to S1 must be surjective and in terms of
topological language,
−→
T induces a map of degree ±1.
Proof of Lemma 4.3. By Theorem 4.4,
−→
T must be parallel to ζ and -ζ at at least two distinct
points. Since
−→
T parallel to -ζ is counted as a ζ-tangency, this proves our claim. 
It is possible to construct closed curves in R2 with an odd number of tangencies: all we must
do is properly glue together neighbourhoods of the singular parts of a cubic to the neighbour-
hoods of singular parts of the quadratics. However, we will see that this situation is unstable
in an appropriate sense, and therefore will not contribute towards our final result.
Lemma 4.5. Consider two C2 curves γ1, γ2 ( R
2 that arise as components of the zero sets
of respectively two different functions, both of which has 0 as a regular value. Assume that
#(γ1 ∩ γ2) <∞. If γ1 is both simple and closed or γ2 is both simple and closed, and each point
in γ1 ∩ γ2 is transversal, then #γ1 ∩ γ2 is even.
Proof. Without loss of generality, let γ1 be simple and closed. By the Jordan Curve Theorem,
γ1 encloses a bounded region Ω1. By the transversality assumption, every point of intersection
is uniquely connected to another intersection by an arc of γ2 that is completely contained in
Ω1 (for otherwise, this contradicts the regularity assumption or the transversality assumption).
Hence, we can associate two unique points of intersection to each interior arc. Counting the
number of such arcs, we arrive at our conclusion. 
Corollary 4.6. For a fixed direction ζ on R2, any simple closed curve in the plane without
inflection points that are also ζ-tangent must have an even positive number of ζ-tangencies.
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We close this section by emphasizing that by the qualitative version of Bulinskaya’s Lemma
(see [3, Proposition 6.11]), with probability 1 any nodal component of a Gaussian field F on
B(0, R) is simple and regular (that is 0 is regular value for F ) although there may exists those
that are not closed.
4.3. Intersections in the plane: local results. The terminology established in the section
is important from both analytic and geometric points of view. It is here where we establish our
main observation: the study of nodal curves with a fixed number of V -tangencies is equivalent
to the study of the transversal and tangential intersections of the sets f−1T,α(0) and (V fT,α)
−1(0).
Our aim is to interchange the words of “intersection” and “V -tangency” with the latter being
a special case of the former in the upcoming dictionary. Although this may appear counter-
intuitive at first, it is crucial that we identify our geometric property with a suitable analytic
characterization.
4.3.1. Deterministic intersection results: β-transversal tangencies.
Definition 4.7. (1) For a pair of functions G = (g1, g2) : R
2 → R2 such that g1, g2 ∈
C1(B(2R)), 0 is a regular value for both g1 and g2, and β > 0 (possibly small), we say
that u0 is a point of β-transverse intersection if g1(u0) = g2(u0) = 0 and |detDG(u0)| >
β.
(2) Let β > 0 be a small parameter. Given g ∈ C2(R2) such that 0 is a regular value
with V˜ a smooth vector field on R2, we say that u0 is a β-transverse V˜ -tangency (or
simply a “non-degenerate” tangency) if V˜ (u0) 6= 0 ∈ R2, g(u0) = V˜ g(u0) = 0, and∣∣∣det(Du=u0 [∇g,∇V˜ g])∣∣∣ > β.
Now that we have fixed some useful terminology, we proceed to establishing some key yet
general estimates on the intersections of curves in the planes and their behaviors under pertur-
bations. In this section, we analyse a situation of quantitative transversality:
Proposition 4.8 (Deterministic stability of transversal intersections, cf. [4, Lemma 10]). Let
R > 0 and k ≥ 0 be given. Let V˜ ∈ V (R2) be non-vanishing, g, h ∈ C3(B(2R)), and denote
G := (g, V˜ g). Assume that the following restrictions hold:
(1) There exists β1 > 0 such that
min
B(2R)
max{|g(u)|, |∇g(u)|}, min
B(2R)
max{|V˜ g(u)|, |∇(V˜ g)(u)|} > β1.
This immediately implies that
min
B(2R)
max{‖G‖, ‖DG‖L (R2→R2)} > β1√
2
,
and in particular that ‖g‖C2 > c2β1 where c2 > 0 is a constant depending only on the
ambient dimension.
(2) There exists β2 such that
|detDG(u)| > β2
for u ∈ {(g, V˜ g) = 0} in B(2R).
(3) The C3 norms of g, h are bounded above by M0 for some M0 > 0.
(4) We have
‖g − h‖C2(B(R+1)) < b0
for some b0 = b0(M0, β0, β1) > 0 sufficiently small.
Then there exists an injective map γ → γh between the components of g−1(0) and h−1(0) with
the property that:
(1) The connected components γ ⊂ B(R − 1) of g−1(0) whose number of β-transversal V˜ -
tangencies are precisely k is in one-to-one correspondence with a subset of the connected
components γh ⊂ B(R) of h−1(0) whose number of (β − b)-transversal V˜ -tangencies is
precisely k.
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(2) For every γ as above, the components γ and γh are uniformly close in the following
sense: there exists a smooth bijective map ψγ : γ → γh such that for all u ∈ γ, we have
the estimate
‖ψγ(u)− u‖L∞(B(R)) = O(b) (4.2)
where the implicit constant depends on the quantities ‖G‖C2(B(0,2R)) and β1.
The dependence of the implicit constant in the estimate (4.2) for the new zero’s positioning
linear in β1 but of order −1 in β2.
4.3.2. Some technical lemmas. In this section we give a key lemma following from multivariable
calculus, which is essentially a restatement of the above proposition, and is analogous to [36,
Lemma 7].
Lemma 4.9. Consider G(u) = (g1(u), g2(u)) for g1, g2 ∈ C2(B(2R) for some given R > 0
possibly large. Suppose u0 ∈ G−1(0) ∩ B(2R). We make the following assumptions:
• There exists 1 > a > 0 such that for all u ∈ B(2R), we have
min
B(2R)
max{|g1(u)|, |∇g1(u)|}, min
B(2R)
max{|g2(u)|, |g2(u)|} > a. (4.3)
• There exists α > 0 such that α < | detDG(u)| for all u ∈ B(2R) ∩G−1(0).
• Set
b =
1
4
min
{
a,
1
‖G‖C2(B(u0,R0+1))
, α
}
. (4.4)
Let V˜ ∈ V (R2) be non-vanishing. Consider a perturbation Ψ = (ψ, V˜ ψ) where ψ ∈ C2(B(2R)).
Set GΨ(u) = G(u) + Ψ(u) and consider only zeroes u0 ∈ G−1(0) such that B(u0, b) ⊂ B(0, R0).
Then for ‖ψ‖C2(B(2R)) < b we have that
(1) u0 is a isolated zero of G,
(2) GΨ is a global diffeomorphism on B(u0, b),
(3) GΨ also has a unique isolated zero u˜0 ∈ B(u0, b) with
‖u0 − u˜0‖ = O(b)
where the implicit constant depends on the quantities ‖G‖C2 and a−1. Moreover, the
new zero u˜0 has the property that |detDGψ(u˜0)| > α− b.
Proof. Each of these claims follows almost directly from the Inverse Function theorem and its
proof. Part (1) is an immediate implication of the inverse function theorem.
Parts (2) and (3) use elements from the proof of the Inverse Function theorem. Here, we
closely follow [6, Theorem 22.26]. If we can show that the so-called Newton’s function εΨ(u) =
DG−1Ψ (u0)GΨ(u + u0)− u has the property ‖DεΨ(u)‖ < 1 for all u ∈ B(0, b) with b satisfying
the stated inequality, the referenced proof of the Inverse Function theorem shows that εΨ is
invertible on B(0, b) and therefore GΨ is invertible on B(u0, b). Thus, we estimate the operator
norm for the matrix DεΨ:
(DG(u0) +DΨ(u0))
−1 (DG(u+ u0) +DΨ(u+ u0))− I
= (DG(u0) +DΨ(u0))
−1
(
DG(u0) +DΨ(u+ u0) + O‖G‖C2(B(2R))(‖u‖)
)
− I
=
(
I +DG(u0)
−1DΨ(u0)
)−1
(DG(u0))
−1
(
DG(u0) +DΨ(u+ u0) + O‖G‖C2(B(2R))(‖u‖)
)
− I
=
(
I +DG(u0)
−1DΨ(u0)
)−1 (
I +DG(u0)
−1DΨ(u+ u0) + O‖G‖C2(B(2R))(a
−1b)
)
− I
= O
(
a−1 · b)+ O (‖G‖C2(B(u0,b)) · a−1 · b)+ O ((a−1b)2)
= Oa,‖G‖C2 (b),
provided we have the restriction (4.4) and a < 1, where we have used some well-known formulas
for inverses of small perturbations of the identity matrix. This in turn implies that the inverse
function G−1ψ exists on B(u0, b), therefore establishing claim (2). Hence any zero, if it exists,
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lying inside of B(u0, b) must be unique and isolated. We have now reduced ourselves to proving
the existence of a new zero u˜0.
The proof of the existence and exact positioning of the isolated zero is motivated by the
proof of [4, Lemma 10]. As Ni(u0) =
∇gi(u0)
‖∇gi(u0)‖ is well-defined thanks to | detDG(u0)| > α, we
consider the function
ζ(s1, s2) := Gψ (u0 + s1N1(u0) + s2N2(u0)) ;
we would like to show that ζ does obtain a zero s˜0 and give an estimate on ‖s˜0‖. This would
establish claim (3). To begin, consider the auxiliary function
S(t1,t2)(s1, s2) := (t1, t2)− εζ(s1, s2)
where εζ(s1, s2) = Dζ
−1(0, 0)ζ(s1, s2) − (s1, s2) and (t1, t2) are small numbers; we will employ
an effective version of the Contraction Mapping Theorem in order to determine the existence
and size of s˜0.
Let us take a pause to understand the purposes of our various newly-defined auxiliary func-
tions. Supposing that εζ(s1, s2) were well-defined and that we were to able solve the fixed point
equation
S(t1,t2)(H(t1, t2)) = H(t1, t2) (4.5)
for (t1, t2) varying over some small neighborhood around the origin. This would imply that
H(0, 0) = −εζ(H(0, 0)). As Dζ−1(0, 0) is invertible our assumption εζ being well-defined, then
this along with the equation H(0, 0) = −εζ(H(0, 0)) would show that Dζ−1(0, 0)ζ(H(0, 0)) =
(0, 0). Thus ζ(H(0, 0)) = (0, 0) and moreover ζ obtains a zero. If we can show that
‖Ds1,s2S(t1,t2)(s1, s2)‖ < 1
for suitably small values of (t1, t2) and (s1, s2), then the Contraction Mapping Theorem as used
in the proof of the Inverse Function Theorem gives us such an H(t1, t2) as in (4.5) and therefore
s˜0 := H(0, 0) is achieved.
To sum up our reasoning, first we must estimate the operator norm of Ds1,s2S(t1,t2) for
‖(t1, t2)‖, ‖(s1, s2)‖ ≤ Cb to show the existence of H(s1, s2) which in turn gives the existence
of a zero s˜0 = H(0, 0). Second, an estimate on ‖εζ(s1, s2)‖ for ‖(s1, s2)‖ ≤ Cb where C > 0 is
some uniform constant gives us the positioning of s˜0; this follows from the equation H(0, 0) =
−εζ(H(0, 0)). We now proceed to carrying out these steps.
A direct calculation will show that
Ds1,s2ζ|(0,0) = Ds1,s2GΨ (u0 + s1N1(u0) + s2N2(u0))|(0,0)
is invertible. Thanks to G being a local diffeomorphism in B(u0, b) (and therefore {N1, N2}
forming a linearly independent set over B(u0, b)), this combined with | det(DG + Dψ)(u)| ≥
α− 2b > 0, which follows by (4.3) and (4.4), for all u ∈ B(u0, b) finally shows that Dζ(0, 0) is
invertible. Thus, we have an expression
Ds1,s2S(t1,t2)(s1, s2) = −Dεζ(s1, s2)
= [N1(u0), N2(u0)]
−1 ◦DG−1ψ (u0) ◦DGψ(u0 + sN1 + sN2) ◦ [N1(u0), N2(u0)]− I
where we arrive at a similar Taylor expansion analysis as carried out in the first half of our proof.
We leave it to the interested reader to see that for ‖Ds1,s2S(s1,s2)(s1, s2)‖ = O(b) < 1, where
the implicit constant again depends on ‖G‖C2 and a−1. Another application of the Contraction
Mapping Theorem, thanks to the operator norm of Ds1,s2S(t1,t2)(s1, s2) being smaller than 1,
brings us to the conclusion that such a solution H exists.
We know that εζ(s1, s2) = εζ(0, 0) + O‖Dεζ(0,0)‖(b). Furthermore, εζ(0, 0) = Dζ
−1(0, 0)Ψ(u0)
since u0 is a zero of G. Finally as ‖ψ‖C2 < b, we conclude that s˜0 = H(0, 0) = O(b) with the
corresponding implicit constants. 
Note that our application does require C2 regularity due to setting g2 = V˜x,Tg1. Our proof
demonstrates that the amount in which our zeroes move after perturbation is controlled by the
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C1 norm of the perturbation Ψ (thanks to our perturbation being simply additive in nature),
emphasizing that from the point of view of analysing zeroes the C1 approximation of the scaling
limit gα is sufficient.
Proof of Proposition 4.8. Set g = g1 and V˜ g = g2. This demonstrates why C
2 estimates are
imposed. Now, we simply set β1 = a, β2 = α, and take b equal to the strength of the perturba-
tion. The final step involves applying in tandem [4, Lemma 10] (although we can easily repeat
the steps of the proof of Lemma 4.9 to recover this result) and conclusion (3) of Lemma 4.9
to show that non-degenerate components map to a subset of non-degenerate components and
stay O(b) close in L∞. 
A combination the Proposition 4.8 and [36, Lemma 7] immediately gives us that:
Corollary 4.10. Under the hypotheses of Lemma 4.9, let C > 0 be the implicit constant
that appears in the estimate (3). Take Γg a regular component of g
−1(0). Then, if given a
tubular neighborhood AΓg(Cb) that uniquely contains the component Γg ⊂ g−1(0) and has width
2Cb, it follows that the points of {(g, V˜ g) = 0} which meet Γg persist inside of AΓg(Cb) after
perturbation by h− g.
4.3.3. Deterministic intersection results: sub-β tangencies. The main purpose of this section is
to provide the reader with the intuition that components with “near-tangential” intersections
can be unstable in terms of intersection counts being constant when subjected to small pertur-
bations. The following lemma will not be employed in the proofs of our main results, however,
it serves as an intuition what might happen to the tangency points if we do not exclude the
unstable event ∆7, as defined in §6.2 below.
Definition 4.11. (1) For a function G = (g1, g2) such that g1, g2 ∈ C1(B(2R)) and
β > 0 (possibly small), we say that u0 is a point of sub-β intersection if G(u0) =
(g1(u0), g2(u0)) = 0 and |detDG(u0)| ≤ β.
(2) Let β > 0 be a small parameter. Given g ∈ C2(R2) with V˜ ∈ V (R2) non-vanishing, we
say that u0 is a point of sub-β V˜ -tangency (or simply a “near-degenerate” tangency) if
(g(u0), V˜ g(u0)) = 0 and | det
(
Du=u0
[
∇g,∇V˜ g
])
| ≤ β.
Lemma 4.12 (Classification of perturbations of sub-β intersections). Let r > 0 and β > 0 be
given. Let 0 be a regular value of g1, g2 ∈ C∞(R2). Furthermore, we assume that g−11 (0)∩g−12 (0)
is regular, i.e. that | det(∇g1(u),∇g2(u))| 6= 0 for each point u ∈ g−11 (0) ∩ g−12 (0). Suppose
u0 ∈ B(u0, r) ∩ g−11 (0) ∩ g−12 (0) ⊂ B(R) is an isolated point of “near”-tangential intersection,
that is
| det(∇g1(u0),∇g2(u0))| ≤ β.
Then there exists b(r) > 0 with b < r, such that for perturbations ψ1, ψ2 with ‖ψi‖C2(B(R) < b
for i = 1, 2, the only possibilities of zeroes of (g1+ψ1)
−1(0)∩ (g2+ψ2)−1(0) appearing inside of
B(u0, r+b) are: 1) two sub-(β+b) zeroes, that is we have | det(∇(g1+ψ1),∇(g2+ψ2))| < β+b
on B(ui, r+ b) for i = 1, 2 being the new zeroes, or 2) a single sub-(β + b) zero in B(u0, r+ b).
Proof. By an elementary notion from differential topology [19, Chapter 2], if K is a compact
set and f : K → R2 is transverse to a closed submanifold L ( R2, then the transversality is
stable under suitable perturbations (i.e. of class C1) of f . Considering this fact, let f be the
parametrization of the portion of the nodal component of g−11 (0) inside of B(u0, r) and L the
nodal component of g−12 (0) inside of B(u0, r). If our initial choice of b is small enough, then the
transversality will persist. For a possibly smaller choice of b depending on t, given value of r,
this then yields 1) or 2). 
5. Proof of Theorem 3.6
5.1. Some preliminaries.
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Theorem 5.1 (Grenander-Fomin-Maruyama). Let F be a random stationary Gaussian field
with spectral measure ρ. Then, if ρ contains no atoms, the action of the translations group
(τuF )(x) = F (x− u)
is ergodic (F is “ergodic”).
Theorem 5.2 (Wiener’s Ergodic Theorem). Suppose that F is ergodic and the translation map
Rn × C(Rn)→ C(Rn)
(u, F ) 7→ τuF
is measurable with respect to the product σ-algebra B(Rn) × A and A . Then every random
variable Φ(F ) with finite expectation E [|Φ(F )|] <∞ satisfies
lim
R→∞
1
Vol(B(R))
∫
B(R)
Φ(τuF ) du→ E [Φ(F )] ,
both almost surely and in L1.
Definition 5.3. Let Γ ⊂ R2 be a smooth curve (connected or not) and ζ be a fixed direction.
For u ∈ R2, r > 0, and k ≥ 0, we denote by
Nζ(Γ, k, u, r)
the number of connected components of Γ whose number of ζ-tangencies, that are also lying
entirely inside of the ball B(u, r), is precisely k. In the case of u = 0, we simply writeNζ(Γ, k, r).
Similarly, we define
N ∗ζ (Γ, k, u, r)
by relaxing the condition that the components of Γ merely intersect B(u, r).
Lemma 5.4 (Integral-Geometric Sandwich). Let Γ be a smooth, closed curve and ζ be a fixed
direction. Then for 0 < r < R, k ≥ 0, we have that
1
Vol(B(r))
∫
B(R−r)
Nζ(Γ, k, u, r) du ≤ Nζ(Γ, k, R)
≤ 1
Vol(B(r))
∫
B(R+r)
N ∗ζ (Γ, k, u, r) du
Proof. Our proof follows almost exactly the steps of [36, Lemma 1] and [4, Lemma 5]. Here,
we present only the proof for the upper bound of Nζ(Γ, k, R).
Let γ ⊂ Γ be a connected component. Define
G∗(γ) =
⋂
v∈γ
B(v, r) = {u : γ ⊂ B(u, r)}
and
G∗(γ) =
⋃
v∈γ
B(v, r) = {u : γ ∩B(u, r) 6= ∅}.
It follows by the above definition that for all v ∈ γ,
G∗(γ) ⊂ B(v, r) ⊂ G∗(γ),
which in turn immediately yields the inequality
Vol(G∗(γ)) ≤ Vol(B(v, r)) ≤ Vol(G∗(γ))
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Finally, a sum over the components γ ⊂ B(R) whose number of ζ-tangencies is precisely k gives
us ∑
{
γ⊂B(R),
γ has k tangencies
}Vol(G∗(γ)) ≤ Vol(B(r))Nζ(Γ, k, R)
≤
∑
{
γ⊂B(R),
γ has k tangencies
}Vol(G
∗(γ))
Using the definition of G∗(γ), we know that
∑
{
γ⊂B(R),
γ has k tangencies
}Vol(G∗(γ)) =
∑
{
γ⊂B(R),
γ has k tangencies
}
 ∫
{u:γ⊂B(u,r)}
du
 .
Note that if u ∈ B(R − r) then we have the inclusion B(u, r) ⊂ B(R). Hence we have∑
γ⊂B(R),
γ has k tangencies
Vol(G∗(γ)) ≥
∫
B(R−r)
 ∑
γ⊂B(u,r)
γ has k tangencies
 du =
∫
B(R−r)
Nζ(Γ, k, u, r) du.
A division by Vol(B(r)) gives us the desired lower bound. A somewhat similar argument gives
the proposed upper bound but we leave this to the reader. 
5.2. Proof of Theorem 3.6 (1)-(2): existence of an asymptotic law.
Proof. We start with r > 0 fixed and k ≥ 0 given. Denote Nζ(F, k, u, r) to be the number
of nodal components of F contained in B(u, r) with k ζ-tangencies, and N˜ (F, u, r) the (total)
number of nodal components of F intersecting ∂B(u, r) (cf. Definition 5.3). An application of
Lemma 5.4 with Γ = F−1(0) and R sufficiently large so that (1 ± r/R)2 is ε-close to 1, and
bearing in mind the obvious estimate
N ∗ζ (F, k, u, r) ≤ Nζ(F, k, u, r) + N˜ (F, u, r),
yields the inequality
(1− ε) · 1
Vol(B(R− r))
∫
B(R−r)
Nζ(F, k, u, r)
Vol(B(r))
du ≤ Nζ(F, k, R)
Vol(B(R))
≤ (1 + ε) · 1
Vol(B(R + r))
∫
B(R+r)
Nζ(F, k, u, r) + N˜ (F, u, r)
Vol(B(r))
.
(5.1)
Note also that, under the notation of the ergodic Theorem 5.2, we have the identity
Nζ(F, k, u, r) = Nζ(τuF, k, r)
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and N˜ (F, u, r) = N˜ (τuF, r), so that (5.1) reads
(1− ε) ·
∫
B(R−r)
Nζ(τuF, k, r)
Vol(B(r))
du ≤ Nζ(F, k, R)
Vol(B(R))
≤ (1 + ε) · 1
Vol(B(R + r))
∫
B(R+r)
Nζ(τuF, k, r) + N˜ (τuF, r)
Vol(B(r))
.
(5.2)
An application of Theorem 5.2 on the random variable
Φr;ζ,k(F ) :=
Nζ(F, k, r)
Vol(B(R))
,
of finite expectation in light of Lemma 3.1 (1), yields that both
1
Vol(B(R− r))
∫
B(R−r)
Nζ(τuF, k, r)
Vol(B(r))
,
1
Vol(B(R + r))
∫
B(R+r)
Nζ(τuF, k, u, r)
Vol(B(r))
−→
L1
C˜r;ζ,k (5.3)
converge in mean to
C˜r;ζ,k = C˜F,r;ζ,k :=
E[Nζ(τuF, k, u, r)]
Vol(B(r))
≥ 0.
Same argument, now employing Lemma 3.1 (2) yields that
1
Vol(B(R + r))
∫
B(R+r)
N (τuF, r)
Vol(B(r))
−→
L1
aF,r, (5.4)
with
aF,r :=
E[N˜ (τuF, r)]
Vol(B(r))
= Or→∞
(
1
r
)
. (5.5)
Substituting (5.5) into (5.4), and then together with (5.3) into (5.2) implies that
E
[∣∣∣∣Nζ(F, k, R)Vol(B(R)) − C˜r;ζ,k
∣∣∣∣] = O (ε+ 1r
)
. (5.6)
Finally, taking r →∞ in (5.6) implies the existence of the limit
C˜k,ζ := lim
r→∞
C˜r;ζ,k.
Now, recalling the Nazarov-Sodin constant c(ρ) satisfying the defining property (3.1), yields the
convergence (3.2) to the constants Ck,ζ :=
C˜k,ζ
c(ρ)
, at the prescribed rate of O(1/r) of convergence.
Finally, if k = 0 or k is odd, then a.s. Nζ(F, k, R) = 0 by Lemma 4.3, Corollary 4.6 and
the classical Bulinskaya Lemma [3, Proposition 6.11], stronger than merely Ck,ζ = 0. This
concludes the proof of (1) of Theorem 3.6.
In case F is isotropic, that Ck,ζ are independent of ζ follows directly from the invariance of
the law of F w.r.t. the rotations. Alternatively, one can note that, in this case, the constants
Cr;ζ,k as in (5.3), a priori dependent on direction ζ are, in fact, independent of ζ thanks to
the invariance of F w.r.t. the rotations of R2, and so are the constants Ck,ζ, which is (2) of
Theorem 3.6.

5.3. Proof of Theorem 3.6 (3): support of limit direction distribution. The determin-
istic intersection results in §4.3.1 play a crucial role in this section. We remind ourselves that
for k odd, Ck,ζ = 0 follows immediately from the stronger property that Nζ(F, k, R) = 0 almost
surely.
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Proof of Theorem 3.6 (3). We distinguish between two main cases: when (ρ4∗) is satisfied (i.e.
the interior of the support of ρ is non-empty), and when ρ = σS1 .
Case (ρ4∗) is satisfied. The proof follows along similar lines to those of [4, Theorem 6]
and [35, Proposition 5.2], namely the “barrier method” as initiated in [30] and later generalized
in [36]. The three main steps are standard, and we summarize them as follows: 1) find a
deterministic function on B(r0), for some r0 > 0 sufficiently large, so that it contains at least
one component with the desired number of tangencies, 2) show that the probability of selecting
a random function with almost the same nodal component is positive by establishing that
H (ρ) ⊂ Cm(B(R)) is dense and then using the structure of the Gaussian measure on our
probability space Ω, and 3) assuming the previous two points, show that the expected density
of such nodal components is positive via a simple monotonicity argument originating from [30].
Here we give only the details that deviate from referenced article at critical junctures and leave
the remaining details to the interested reader.
Recall that by the virtue of axiom (ρ4∗), the interior of supp ρ is non-empty. This implies, via
the same arguments using the existence of approximations to finite sums of Dirac δ-functions
to generate the set of all monomials as in [4, Section 3.4] that the Hilbert space H (ρ) is dense
in Cm(Q), for a given compact set Q ⊂ B(R) and for all m.
Let ζ be a given direction, and gk be a C
2(R2) function with a regular nodal component Γ
that contains the origin, has precisely k tangencies to with respect to the constant vector field
ζ with each tangency being quantitatively transverse, and is contained in B(r0). Moreover, we
know by the deterministic analysis in §4.3.1, we know there exists a β0 > 0 such that each point
of tangency is β0-transverse for some β0 > 0 and that each other point of Γ is not sub-β0. By
the density of H (ρ) ⊂ Ck(B(R)), there exists gk ∈ H (ρ) such that ‖gk − gk‖C2(B(R)) < β0/4.
Furthermore, we find that the neighborhood defined by ‖g − gk‖C2(B(R)) < β0/4 has only
random functions g with a nodal component encompassing the origin and with exactly k ζ-
tangencies. The positivity of the quantity P
{‖g− gk‖C2(B(R)) < β0/4} and consequently of Ck,ζ
are standard; see [31, 35, 4].
Case ρ = σS1. Once again, our proof follows similar lines as that of [4, Theorem 7] and [35,
Proposition 5.2] in the case of α = 1 except that now we utilize the stronger Ck(B(R)) ver-
sions of both Whitney’s approximation/extension theorem and the Lax-Malgrange extenstion
theorem; see [21, Theorem 2.6.3] and references therein, and respectively [16, Lemma 7.2], for
the exact statements. For our purposes, k = 2 is sufficient.
Let γ be a smooth closed curve in R2 that has precisely k (even) tangencies, each of which
is quantitatively transverse, with respect to ζ : that is, we know there exists a β0 > 0 such
that each of its tangencies is β0-transverse and each other point of γ is not sub-β0. Via an
application of the Implicit Function Theorem, we can find a tubular neighborhood Vγ of γ
and a smooth function Hγ : Vγ → R with γ = H−1(0); furthermore, we can assume that
infu∈Vγ ‖∇Hγ(u)‖ > 0. Now, the C2(B(R)) version of Whitney’s theorem states that for a
given ε > 0, there exists a real analytic function G such that ‖G−Hγ‖C2(Vγ) < ε.
Consider the range β0 > ε > 0. By Proposition 4.8, for ε sufficiently small, we know that
γ˜ := G−1(0) ∩ Vγ has the property that dist(γ˜, γ) < ε (this can also be seen from C2(B(R))
version of Thom’s Isotopy Theorem; see [1]). Moreover we have that γ˜ also has precisely k
tangencies with respect to ζ each of which is β0 − ε-transverse. Now, it remains to find a
solution of ∆ + 1 that captures this analytic curve γ˜ as part of its nodal set.
Repeating the argument as described in the proof of [12, Theorem 1.1], we use that γ˜ separates
R2 into two components, a bounded component Aγ˜ and an unbounded component. Let λ
2 be
the first Dirichlet eigenvalue for the domain Aγ˜ and let hλ be the corresponding eigenfunction:
that is, (∇+ λ2)hλ(u) = 0 for x ∈ Aγ˜ and hλ |γ˜ = 0.
Let λAγ˜ := {x ∈ R2 : u/λ ∈ Aγ˜} It follows that h(u) := hλ(u/λ) solves the Dirichlet problem
for (∆ + 1) on λAγ˜ and can be extended (thanks to analyticity) to an open set Bγ˜ such that
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λAγ˜ ⊂ Bγ˜ as well as solving the following boundary value-type problem:{
(∆ + 1)h(u) = 0, x ∈ Bγ˜
h(u) = 0, x ∈ λγ˜
where λγ˜ := {x ∈ R2 : u/λ ∈ γ˜}. It is important to notice that λγ˜ continues to have precisely
k (β0−ε)
λ3
-transverse tangencies with respect to ζ thanks to the fact that dilation by λ commutes
with the action generated by the constant vector field ζ which is translation in the direction ζ .
Added: Now, let ε′ < β0−ε
10λ3
.
Our next-to-penultimate step is an application of a C2(B(R)) version of Lax-Malgrange [16,
Lemma 7.2] which states if B∁γ˜ has no compact components, then there exists a global solution
on R2 to the equation (∆ + 1)g(u) = 0 with the property that ‖g − h‖C2(Bγ˜ ) < ε′. Another
application of Proposition 4.8 implies that g−1(0) ∩ Vγ˜ has precisely k (transverse) tangencies
with respect to ζ . The final step involving disc packing is exactly the same as that for disc
packing in the case of α < 1.

5.4. Proof of Theorem 3.6 (4): direction distributions not leaking mass.
Proof. Given a direction ζ ∈ S1 and R > 0, denote Nζ(R) to be the number of ζ-tangency
points of F−1(0) lying inside B(R) (where the corresponding nodal component might and might
not be contained in B(R)). The Euclidean analogue of (1.11) is the inequality
∞∑
k=1
k ·Nζ(F, k, R) ≤ Nζ(F,R), (5.7)
as we have to discount for those tangency points that lye inside B(R), but belong to the nodal
components of F merely intersecting ∂B(R). Since all the involved quantities are nonnegative,
we may take the expectation of both sides of (5.7) and choose the order of summation and
expectation as we please (e.g. by Monotone Convergence Theorem), so that, upon invoking
Lemma 3.2, we may write
∞∑
k=1
k · E[Nζ(F, k, R)] ≤ E[Nζ(F,R)] = C0 ·Vol(B(R)),
for some C0 > 0 depending on the law of F only. Equivalently,
∞∑
k=1
k · E[Nζ(F, k, R)]
E[N (F,R)] ≤ C0 · Vol(B(R))/E[N (F,R)] ≤ C1, (5.8)
with some C1 > 0, holding for R sufficiently large, by (3.1).
We interpret the l.h.s. of (5.8) as the average number of ζ-tangent points per nodal component
of F , importantly, bounded by the r.h.s. of (5.8) for every R > 0 sufficiently large. The sequence
aR;k :=
E[Nζ(F, k, R)]
E[N (F,R)] (5.9)
satisfies for every R > 0 the equality
∞∑
k=0
aR;k = 1, (5.10)
and also, for every k ≥ 0,
lim
R→∞
aR;k = Ck,ζ, (5.11)
thanks to Theorem 3.6 (1), and (3.1). We claim that (5.10) together with (5.11) yield∑
k≥0
Ck,ζ = 1, (5.12)
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which is the statement of Theorem 3.6 (4). To this end, it is sufficient to prove the tightness
of {aR;k} w.r.t. k, i.e. that for every ε > 0 there exists K0 = K0(ε) and R0 = R0(ε) > 0
sufficiently large, so that
∞∑
k=K0
aR;k < ε
holds for all R > R0. However the said tightness condition follows directly from (5.8) (on
recalling that aR;k are given by (5.9)). As mentioned above, this is sufficient for (5.12), which,
in turn, is the statement of Theorem 3.6 (4).

6. Riemannian scenario: Local results
6.1. Local setting and statement of the main local result. Let V ∈ V (M), and define
NV (fT,α, k, x, r)
to be the number of components of f−1T,α(0) completely contained in the geodesic ball B(x, r)
whose number of V -tangencies (not counting the zeroes of V that might touch f−1T,α(0)) is
precisely k. That is to say, we are counting the number of components of f−1T,α(0) completely
contained in the geodesic ball B(x, r) with precisely k zeroes of V fT each.
Recalling the scaled random fields (2.1) and Definition 4.1 of V˜x,T , the analogous local quantity
for x ∈M \ {V = 0} is
NV˜x,T (fx,T , k, R),
which, by definition, is equal to the number of components of f−1x,T (0) completely contained
in the Euclidean ball B(0, R) whose number of V˜x,T -tangencies is precisely k. Equivalently,
NV˜x,T (fx,T , k, R) is the number of connected components of f−1x,T (0) completely contained in
B(0, R) with precisely k zeroes of V˜x,Tfx,T each.
Theorem 6.1. Let fT,α be the random band-limited functions (1.3) (or (1.4)), and V ∈ V (M).
Then for all x ∈M \ {V = 0}, k ≥ 0, and ε > 0, we have
lim
R→∞
lim sup
T→∞
P
[∣∣∣∣NV (fT , k, x, R/T )c2,α · Vol(B(R)) − Ck
∣∣∣∣ > ε] = 0 (6.1)
where the constants Ck are same as in Theorem 3.6 (1) applied on the random field F = gα with
ζ arbitrary (Ck are independent of ζ by Theorem 3.6 (2)), and c2,α > 0 is the Nazarov-Sodin
constant of gα, i.e. satisfying the defining property (3.1) with F = gα.
6.2. Exceptional events. In this section, we introduce the following parameters and their
purposes: a small parameter δ > 0 to control probabilities, b > 0 to control the quality of
coupling approximation, β1,i > 0 to control the regularity of our components of gα for i = 1, 2,
β2,i > 0 to control the nature of our tangencies for i = 1, 2, Mi to control the C
k norms of our
random functions for i = 0, 1, large spectral parameter T > 0, and related R > 0 controlling
our convergence to the scaling limit.
Definition 6.2 (Exceptional events). Let R, T, b,M0,M1, β1, β2 > 0 and x ∈ M \ {V = 0}.
We define the events as follows:
∆1 = ∆1(x,R, T ; b) = {‖fx,T − gα‖C2(B(2R)) ≥ b}
∆2 = ∆2(R,M0) = {‖gα‖C2(B(2R)) ≥M0}
∆3 = ∆3(x,R, T,M1) = {‖fx,T‖C2(B(2R)) ≥M1}
∆4 = ∆4(R, β1,1) = { min
u∈B(2R)
max{|gα(u)|, ‖∇gα(u)‖2} ≤ β1,1}
∆5 = ∆5(x,R, T, β1,2) = { min
u∈B(2R)
max{|V˜x,T (gα)(u)|, ‖∇(V˜x,Tgα)(u)‖2} ≤ β1,2}.
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We would like to emphasize that for the event ∆1, its analogue in [36, Lemma 4] only involves
the C1 norm and is stated to have a quantitatively low probability. It is however clear, thanks
to the flexibility of the Hadamard-Landau inequality, that we can immediately replace C1 by
C2 both in the statement of [36, Lemma 4] and its proof. The parameter β1,2 in some sense
measures our distance away from the set {V = 0} on M.
Definition 6.3. For R > 0, and η, β1,3 > 0 small, we define the unstable components event
∆6(η, R, β1,3) as follows:
∆6(η, R, β1,3) :={the number of components of g−1α (0) with a point u0
such that |∇gα(u0)| ≤ β1,3 is at least ηR2}
Definition 6.4. For x ∈M\{V = 0}, R, T > 0, and η, β2 > 0 small, we define the tangentially
unstable components event ∆7(V, x, R, T, β2, η) as follows:
∆7(V, x, R, T, β2, η) :={the number of components of g−1α (0), with point u0 such that
det[∇gα(u0),∇
(
V˜x,T gα
)
(u0)]| ≤ β2, is at least ηR2}
where V˜x,T is the blown-up vector field at x, at scale T , as given in Definition 4.1.
A combination of the Borel-TIS and Sudakov-Fernique inequalities along with the argument
in [4, Section 4.3] using Chebyshev’s Inequality give us a probability of less than δ for the events
∆2 and ∆3.
Lemma 6.5 (Uniform stability for components of smooth Gaussian fields, Cf. [35, Proposition
4.3]). Given δ > 0, η > 0, there exists β1,3(δ, η) > 0 (possibly small) and R0(δ, η) such that for
all R ≥ R0, we have that P[∆6(η, R, β1,3)] < δ.
Proposition 6.6 (Uniform stability of β2-transverse tangencies for smooth Gaussian fields).
Given η, δ > 0 and x ∈M\{V = 0}, there exists β2 = β2(η, δ, V ) > 0, and in turn R0(δ, η, β2, x)
such that for all R ≥ R0, there exists a T0(R, β2, V ) > 0 such that for all T ≥ T0, we have
P[∆7(V, x, R, T, β2, η)] < δ.
We would like to remind the reader of the following standard fact:
Lemma 6.7. For all x ∈M \ {V = 0}, we have that the event
∆8(V, x, T, R) =
{
there exists u0 ∈ B(R) such that gα(u0) =
(
V˜x,T gα
)
(u0)
= det
[
∇gα(u0),∇
(
V˜x,T gα
)
(u0)
]
= 0
}
has probability 0.
Proof of Lemma 6.7. This is an immediate application of Bulinskaya’s lemma [3, Proposition
6.11] on the random field (gα, V˜x,Tgα). 
Thanks to having both g−1α (0) and (V˜x,Tgα)
−1(0) (and the zero sets for the corresponding
perturbations) being regular with probability 1, that the intersection between these two sets is
always transversal by Lemma 6.7, and finally Lemma 4.5, we are able to focus only on events
where the nodal components have an even number of tangencies to V˜x,T (although k = 0 may
occur and is addressed in the proof of Proposition 6.8). Thus, we have reduce our analysis to
that of β-transverse tangencies and sub-β tangencies.
In closing this, we set
E = ∩8i=1∆∁i (6.2)
with the corresponding range of parameters so that P[E] > 1 − δ, where δ > 0 is given. We
will refer to this E numerous times in upcoming sections.
24 SURESH ESWARATHASAN AND IGOR WIGMAN
6.3. High probability stability estimates for local counts. A sub− 3
2
β tangency of g−1α (0)
is mapped, under a small C2 perturbation, to sub − (3
2
β + b
)
tangency of f−1x,T (0), where b is
small (see Definition 6.2). We will later prove that components containing these near-degenerate
tangencies are few in number, with high probability (see Proposition 6.6).
Proposition 6.8 (Stability for the number of tangencies). Let V ∈ V (M) be given, and
let V˜x,T denote the blow-up of V at x. We have that for all x ∈ M \ {V = 0}, δ > 0,
η > 0, and k ≥ 0, there exists a R0(x, δ, η, ‖V (x)‖) such that for all R ≥ R0, there exists a
T0(R, ‖V (x)‖, δ, k) such that for all T ≥ T0, we have the estimate
NV˜x,T (gα, k, R− 1)− ηR2 ≤ NV˜x,T (fx,T , k, R) ≤ NV˜x,T (gα, k, R+ 1) + ηR2, (6.3)
with probability > 1− δ.
Note that in Proposition 6.8 we are counting all k tangencies, whether they are β-transversal
or sub-β. This is the source of the extra terms of ±ηR2 on both l.h.s. and r.h.s. of (6.3),
accounting for the sub-β, or rather near-degenerate, tangencies.
Let V ∈ V . We will apply our deterministic intersection results from §4.3.1 to smooth Gauss-
ian fields G = (gα, V˜x,Tgα), where V˜x,T is the blow-up of V at x ∈ M, and (fx,T , 1T (V fT )x,T ).
It is important to note that there two advantages to considering 1
T
(V fT )x,T . First (
1
T
V )fT
and V (fT ) share the same zero sets and second, the zeroes of
1
T
(V fT )x,T and V˜x,T (fx,T ) are
close with respect to a natural perturbation parameter that appears when summoning certain
coupling results (cf. [35, 36] and Definition 6.2).
Lemma 6.9 (Blowing up “almost” commutes with differentiation). Given x ∈M\{V = 0}, and
R > 0, there exists T0(x,R, b) such that for all T ≥ T0, V˜x,T is non-vanishing in B(R) ⊂ TxM
and we have that
T V˜x,T (fx,T ) = (V fT )x,T + O‖fx,T ‖C1
(
R
T
)
.
Proof. This is an immediate consequence of Taylor’s theorem and the fact that for T large
enough, R/T < min{inj(M), 1} and that D(expx)Z=Y
T
= Id+ O
(
R
T
)
as |Y |/T ≤ R/T . 
We need an intermediate estimate on the plane before proceeding to the proof of Theorem
6.1:
Lemma 6.10 (Close vector fields generate the same count). Let δ > 0 be given. Consider the
parameter β2 that controls degeneracy of our tangencies as described in §6.2. Let 0 < ε ≤ β2
be given. Suppose V˜1, V˜2 ∈ V (R2) are non-vanishing and that ‖V˜1 − V˜2‖C1(B(R)) < ε; that is,
their coefficients with respect to the standard basis are C1 close. Then, for all k ≥ 0, for all
η > 0, on the event E as in (6.2) (of probability > 1− δ), there exists R0(η, ε) such that for all
R ≥ R0, the following inequality holds:
NV˜1(gα, k, R− 1)− ηR2 ≤ NV˜2(gα, k, R) ≤ NV˜1(gα, k, R+ 1) + ηR2.
Proof of Lemma 6.10. The proof follows almost every step of the proof of our main Proposition
6.8 given in §6.4 except that we do not perturb by the vector function (fx,T−gα, V˜x,T (fx,T−gα))
but by the simpler function (0, (V2 − V1)gα). This type of perturbation is under the scope of
the hypotheses of Lemma 4.9 where we set b < ε and Ψ = (0, (V2 − V1)gα). 
Proof of Theorem 6.1 assuming Proposition 6.8, Lemma 6.9 and Lemma 6.10. Considering the
listed proposition and lemmas, we let δ, η > 0 be given and k ≥ 0. Now take the parameters as
prescribed in §6.2: that is, take R0,M0,M1, β1,1, β1,2, β1,3, β2, and T0.
We assume that
R/T < min
{
1, inj(M), 1
10M0
, β1,1, β1,2, β1,3, β2
}
(6.4)
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after possibly taking the initial T0 larger than is posed in §6.2. We know that (V fT )x,T =
T (V˜x,T )(fx,T ) + O‖fx,T ‖C1
(
R
T
)
in the local coordinates w.r.t. expx by Lemma 6.9. Let us define
a new quantity N (fx,T , (V fT )x,T , k, R) and set it equal to the number of components of f−1x,T (0)
contained inside of B(R) whose number of points of intersection with (V fT )
−1
x,T (0) is exactly
k. Recall that in Section 4, we established that understanding the number of tangencies was
equivalent to understanding the number of intersections between two sets of curves. From this,
we see immediately that NV (fT , x, k, RT ) is bounded above and below by
N (fx,T , (V fT )x,T , k, R± 1) .
Now by our choice of T0 as indicated after (6.4), Lemma 6.10 (in particular, its proof
which uses the equivalence between counting tangencies and counting intersections), and Corol-
lary 4.10, we have that N (fx,T , (V fT )x,T , k, R± 1) itself is bounded above and below by
NT V˜x,T (fx,T , k, R± 2)± ηR2. Thus,
NT V˜x,T (fx,T , k, R− 2)− ηR2 ≤ NV
(
fT , x, k,
R
T
)
≤ NT V˜x,T (fx,T , k, R + 2) + ηR2.
Now, we emphasis that NT V˜x,T (fx,T , k, R ± 2) = NV˜x,T (fx,T , k, R ± 2) since joint zeroes of
(fx,T , T V˜x,T (fx,T )) are the same as those of (fx,T , V˜x,T (fx,T )), therefore giving us a one-to-one
correspondence between components of f−1x,T (0) with precisely k zeroes of V˜x,T (fx,T ) and those
with precisely k zeroes of T V˜x,T (fx,T ). This leads us to
NV˜x,T (fx,T , k, R− 2)− ηR2 ≤ NV
(
fT , x, k,
R
T
)
≤ NV˜x,T (fx,T , k, R+ 2) + ηR2.
In the local coordinates around x given by y = expx(Y ), we set V˜ (x) to be the constant
vector field given by the trivial extension of (V˜x,T )|Y=0 to R2. Proposition 6.8 yields us with
probability 1− δ that there exists R1 such that R ≥ R1(x) and T1(R) such that T ≥ T1, along
with an application of the vector field comparison statement Lemma 6.10 in comparing V˜x,T to
the constant field V˜ (x) by taking T as in (6.4), we have
NV˜x,T (gα, k, R− 1)− 2ηR2 ≤ NV˜ (x)(fx,T , k, R) ≤ NV˜x,T (gα, k, R+ 1) + 2ηR2.
Now, apply Lemma 6.10 for the second time in the case of fx,T , V1 = V˜x,T , V2 = V˜ (x), and the
same values of R, T as in (6.4), to obtain
NV˜ (x)(fx,T , k, R− 3)− ηR2 ≤ NV
(
fT , x, k,
R
T
)
≤ NV˜ (x)(fx,T , k, R+ 3) + ηR2.
Let ε1 > 0 be given. By the above estimates, occurring with probability > 1− δ, this implies
P
[∣∣∣∣∣NV
(
fT , x, k,
R
T
)
c2,αpiR2
− Ck
∣∣∣∣∣ > ε1
]
≤ P
[∣∣∣∣NV˜ (x)(gα, k, R− 4)c2,αpiR2 − Ck
∣∣∣∣ > ε1 − 4ηc2,αpi
]
+
P
[∣∣∣∣NV˜ (x)(gα, k, R + 4)c2,αpiR2 − Ck
∣∣∣∣ > ε1 − 4ηc2,αpi
]
+ O(δ);
note we have used that R2 = (R − 2)2 + O(R) in R along with the Kac-Rice formula applied
to critical points for gα as in [35, Corollary 2.3] to show that
N ∂
∂Y1
(gα, k, R− 4)
c2,αpiR2
=
N ∂
∂Y1
(gα, k, R− 4)
c2,αpi(R− 4)2 + o(1)
for R ≥ R3. To guarantee that ε1 − 4ηc2,αpi > ε12 , we choose η possibly smaller.
26 SURESH ESWARATHASAN AND IGOR WIGMAN
Thanks to all of this, we have that for any radius parameter R ≥ R4, we can take T ≥ T4 (for
R4 and T4 chosen possibly larger once again after invoking our Euclidean nodal count result
Theorem 3.6) to obtain the estimate
P
[∣∣∣∣NV˜ (x)(gα, k, R± 4)c2,αpi(R± 4)2 − Ck
∣∣∣∣ > ε12
]
= o(1)
which in turn implies that
P
[∣∣∣∣∣NV
(
fT , x, k,
R
T
)
c2,αpiR2
− Ck
∣∣∣∣∣ > ε1
]
= o(1)
This concludes our proof. 
6.4. Proof of Proposition 6.8: stability estimate. In this section we always take V˜ ∈
V (R2) to be nowhere vanishing.
Definition 6.11. (1) We denote by N β−trans
V˜
(gα, k, R) the number of connected compo-
nents of g−1α (0), strictly contained in B(R), whose number of V˜ -tangencies is precisely
k with each point of tangency being β-transverse (cf. Definition 4.7).
(2) We denote by N sub−β
V˜
(gα, k, R) the number of connected components of g
−1
α (0), strictly
contained in B(R), whose number of V˜ -tangencies is precisely k with at least one point
of tangency being sub-β (cf. Definition 4.11).
Proposition 6.12 (Stability of β-transversality). Let k ≥ 0, η, δ > 0, and x ∈M \ {V = 0}
be given. Then there exists β0(x) and R0(V, x, η) > 0 such that for all β < β0 and R ≥ R0,
there exists T0(V, x, R, β, η) > 0 and b(β, V ) > 0 such that for all T ≥ T0, we have the estimate
N 32β−trans
V˜x,T
(gα, k, R− 1) ≤ N β−transV˜x,T (fx,T , k, R) ≤ N
1
2
β−trans
V˜x,T
(gα, k, R+ 1)
for an event E, where P [E] > 1− δ and ‖fx,T − gα‖C2(B(R)) < b.
Proof of Proposition 6.8 assuming Proposition 6.12 and Proposition 6.6. We prove the first in-
equality as the second inequality will be proved in an identical fashion. Let η > 0 be given as
in the referenced propositions, and assume that E as in (6.2) occurs. Since we have
NV˜x,T (gα, k, R− 1) = N
3
2
β−trans
V˜x,T
(gα, k, R− 1) +N sub−
3
2
β
V˜x,T
(gα, k, R− 1),
Proposition 6.6 implies that for β possibly smaller than β0(η) = β2 as initally given in §6.2,
that
NV˜x,T (gα, k, R− 1) ≤ N
3
2
β−trans
V˜x,T
(gα, k, R− 1) + ηR2
for all R ≥ R0 large enough and T ≥ T0 with T0 being large enough and depending on R
amongst other parameters. We are now in a position to apply Proposition 6.12 and repeat this
argument for NV˜x,T (fx,T , k, R); that is, we write
NV˜x,T (gα, k, R− 1) ≤ N β−transV˜x,T (fx,T , k, R) + ηR
2
=
(
NV˜x,T (fx,T , k, R)−N sub−βV˜x,T (fx,T , k, R)
)
+ ηR2
≤ NV˜x,T (fx,T , k, R) + ηR2
since N sub−β
V˜x,T
(fx,T , k, R) ≥ 0. Note that for the upper bound of NV˜x,T (fx,T , k, R), a similar
argument follows. 
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Proof of Proposition 6.12 assuming the results in §6.2 and §4.3. Let η, δ > 0 be given and G =
(gα, V˜x,Tgα). Now, consider the multi-parameter-dependent event
E(x,R, T, η, δ, β1,1, β1,2, β1,3, β2, b),
as in (6.2). Let β0 := min{β1,1, β1,2, β1,3, β2} and set b < β04 . We now satisfy the hypotheses
of Proposition 4.8. On the corresponding event E, we obtain some mapping properties of
the components of g−1α (0) to the components of fx,T after perturbations of C
1 size b. More
specifically, we know that after adding the perturbation fx,T − gα to gα, we have that each
of the 3
2
β2-transverse tangencies of g
−1
α (0) goes to a
(
3
2
β2 − b
)
-transverse tangency of f−1x,T (0).
Thus, by Corollary 4.10 a component of g−1α (0) whose number of tangencies is precisely k and
each of which is 3
2
β2-transverse is mapped to a component of f
−1
x,T (0) whose number of tangencies
is precisely k and each of which is (3
2
β2− b)- transverse. Thus, we have some form of injectivity
and it follows that
N ( 32β2)−trans
V˜x,T
(gα, k, R− 1) ≤ N (
3
2
β2−b)−trans
V˜x,T
(fx,T , k, R).
The second inequality follows similarly. 
6.5. Proof of Proposition 6.6: high probability of few components with near-degenerate
tangencies. In this section, let T > 0 and G : R2 → R2 be the smooth Gaussian field
G(u) :=
(
gα(u), V˜x,Tgα(u)
)
. (6.5)
It is important to note that all the results in this section also hold for the Gaussian field
F(u) :=
(
fx,T (u), V˜x,Tfx,T (u)
)
thanks to the exclusion of the C2 decoupling event ∆1 as in §6.2.
Definition 6.13. Let η > 0, and β2,2 > 0 be small, R,R1 > 0 be large parameters such that
0 < R1 < R and R/R1 is itself large. Let us cover B(R) with approximately (R/R1)
2 balls Di
of radius R1 such that the multiplicity of the covering is bounded by a constant κ > 0. Denote
by Gi the balls centred at the same points as Di with radii 3R1. Note that the multiplicity of
the covering {Gi}i is bounded by c0(2)κ.
(1) We say that the smooth random field G = (g1, g2) is (β2,2, 3R1)-stable on a ball Gi if
for all u ∈ Gi, we have |g1(u)| > β2,2 or | detDG(u)| > β2,2; otherwise we say that G is
(β2,2)-unstable on Gi.
(2) We say that G is (η, β2,2, 3R1)-stable if G is (β2,2, 3R1)-stable on all Gi except for up to
ηR2 ones.
Proposition 6.14. Let x ∈ M \ {V = 0}, and R1 > 0. Given δ > 0, η > 0, there exists
a positive number β2,2(δ, R1, η) so that for all R > 0 with R/R1 > 100, there exists a spectral
parameter value T0(V,R, β2,2) such that for all T ≥ T0, any random field G|B(R) as in (6.5) is
also (η, β2,2, 3R1)-stable with probability 1− δ.
Note that there is an implicit dependence of all the parameters above on the radius R1 for
the elements in our covering. We will track this throughout our calculations. To prove this
proposition, we quote the following two lemmas from [35]:
Lemma 6.15 (Cf. [35, Lemma 4.9]). There exists a constant c0 = c0(κ) > 0 depending only on
κ with the following property: for G = {Gi}i≤K a collection of radius-3R1 balls lying in B(R)
such that each point x ∈ B(R) lies in at most κ elements of G , we have that G contains at
most c0K balls that are in addition 4-separated.
Lemma 6.16 (Cf. [35, Lemma 4.10]). Let F be a stationary Gaussian random field. For
all δ > 0 and for all K,m ∈ N, there exists C0(ε) > 0 such that for any (possibly random)
collection of centers {ui}i≤K satisfying d(ui, uj) > 4 for i 6= j, there exist ⌊K/2⌋ points {uij}ij∈I
with |I| = ⌊K/2⌋ such that
sup
|ν|≤m,B(uij ,1)
|∂νF (u)| ≤ C0 R√
K
(6.6)
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holds with probability > 1− δ.
For the field F = gα, the constant C0 in (6.6) depends on the quantity
∑
|ν|≤s0 E [|∂νF (0)|],
thanks to our Gaussian process being stationary. For F = V˜x,Tgα, Lemma 6.16 is not directly
applicable, since F is no longer stationary. However, in what follows, we argue that the state-
ment (6.6) of Lemma 6.16 does hold with F , possibly increasing the C0 in (6.6). First, the
derivatives of F could be expressed in terms of the derivatives of gα and the derivatives of V˜x,T .
Also, the vector field V˜x,T is asymptotically constant, as can be seen from Taylor expanding the
coefficients (a1)x,T and (a2)x,T as in (4.1), and using
D(expx)Z=Y
T
= Id+ O
(
R
T
)
for |Y |/T ≤ R/T . Hence it follows that (6.6) holds, with the constant C0 in the r.h.s. of (6.6)
now depending on the derivatives of these coefficients of V , in Riemannian normal coordinates,
evaluated at 0.
In preparation for the proof of Proposition 6.14, we need an estimate on some volume quan-
tities.
Lemma 6.17 (Volumes of neighborhoods of sub-β tangencies). Let x ∈M\{V = 0}, A,B > 0
be small and u ∈ B(R) be fixed. Then there exists C, σ1, σ2 > 0 and T0(V, x) > 0 such that for
all T ≥ T0,
P [gα : |G(u)| < A, | detDG(u)| < B}] ≤
CA2 ·
√
O
(
R
T
)
A1−σ1 + O
(
R2
T 2
)
A2 + O
(
R2
T 2
)
A−2σ1 + A1−σ2 +B,
with G(·) as in (6.5) (implicitly depending on x and T ), and constants involved in the “O”-
notation depending on α and V only.
Proof. Consider the smooth Gaussian field
H := (gα,∇gα, ∂1,2gα, ∂1,1gα) .
The distribution of H(u) is non-degenerate Gaussian for every u ∈ R2 and α ∈ [0, 1] (for α < 1
it follows from the axiom (ρ4∗), whereas for the most subtle α = 1 the non-degeneracy of the
distribution was shown in [9, Appendix 1] via an explicit computation; it is no longer non-
degenerate if ∂2,2gα is added to the vector). The field H proves useful for the following reasons.
By rotating the plane R2 ≃ TxM if necessary (and using the rotation invariance of the law of
gα(·)), we may assume that
V˜x,T = (1 + a1(u))∂1 + a2(u)∂2
where a1 = a2 = O(R/T ) and have the additional property of a1(0) = a2(0) = 0. Thus, thanks
to the stationarity of gα (and hence of G), we have
P [{|G(u)| < A, | detDG(u)| < B}] = P [{|G(0)| < A, | detDG(0)| < B}]
= P [{|(gα(0), ∂1gα(0))| < A, | detDG(0)| < B}]
where
detDG(0) = ∂2gα · ∂1,1gα − ∂1gα · ∂2,1gα + (∂1a1 − ∂2a2) · (∂1gα) · (∂2gα)
+ ∂1a2 · (∂2gα)2 − ∂2a1 · (∂1gα)2|u=0.
It follows that, for some absolute constant c > 0,
P [{|G(u)| < A, | detDG(u)| < B}] ≤ cA2 · P
[
{| detDG(0)| < B
∣∣∣∣ |(gα(0), ∂1gα(0))| < A}]
≤ cA2 · P
[
{|∂2gα · ∂1,1gα − ∂1gα · ∂2,1gα| < B + F (u)
∣∣∣∣ |(gα(0), ∂1gα(0))| < A}] , (6.7)
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where F (u) = O
(
R2
T 2
)
·A ·∂2gα+O
(
R2
T 2
)
· (∂2gα)2+O
(
R2
T 2
)
·A2 is an estimate on the remaining
terms appearing the expression for detDG(u). Note that given σ1, σ2 > 0, there exist constants
C1, C2, c1, c2 > 0, independent of A, such that P
[∣∣∣∣∂2gα(0)| > A−σ1∣∣∣∣|G(0)| < A] ≤ C1e− c1A2σ1 and
P
[
|∂2,1gα(0)| > A−σ2
∣∣∣∣|G(0)| < A] ≤ C2e− c2A2σ2 thanks to the non-degeneracy of our conditional
covariance matrices which follows directly from the non-degeneracy of that of G˜.
Let us combine the right-hand side of (6.7) with our estimate on F (u), the estimates for the
probabilities P
[∣∣∣∣∂2gα(0)| > A−σ1∣∣∣∣|G(0)| < A] and P [|∂2,1gα(0)| > A−σ2∣∣∣∣|G(0)| < A], and the
explicit quantity of P
[
|(gα(0), ∂1gα(0))| < A
]
. Thus we have reduced to calculating
P
[
|∂2gα · ∂1,1gα| ≤ O
(
R2
T 2
)
A1−σ1 + O
(
R2
T 2
)
A2 + O
(
R2
T 2
)
A−2σ1 + A1−σ2 +B∣∣∣∣ |(gα(0), ∂1gα(0))| < A].
The fact that at least one of the terms ∂2gα, ∂1,1gα must be bounded above by the squareroot of
the right-hand side along with the non-degeneracy of the corresponding conditional covariance
matrix gives the desired upperbound of
2
√
O
(
R2
T 2
)
A1−σ1 + O
(
R2
T 2
)
A2 + O
(
R2
T 2
)
A−2σ1 + A1−σ2 +B.
Now, set σ1 = σ2 = 1/2 (although this may not be an optimal choice of parameters). 
Proof of Proposition 6.14. Our proof follows the proof of [35, Proposition 4.7] with some im-
portant modifications of the argument. The main idea is to show that if the count for critical
points of G, that are also low-lying in the sense that the first component of G is small, is too
large, then for sufficiently small parameters β2,2, the smoothness of the field G allows us to
derive contradictions in volume comparisons for neighborhoods of such critical points.
First, we restrict ourselves to the event
(∩6i=1∆∁i) where R ≥ R0(η, δ), β1,3 = β1,3(η, δ);
the parameters governing the events ∆i, i = 1, ..., 5, have been chosen such that ∩5i=1∆∁i has
probability > 1 − δ
8
. Note that P[∆6(η, R, β1,3)
∁] > 1 − δ
8
. We are now in the situation where
the nodal components of gα are stable in the sense of Definition 6.3. For a parameter β2,2, we
let K be the number of β2,2-unstable balls for G. We will eventually be able to find a number
β2,2 that satisfies the conclusion of Proposition 6.6.
Next, we introduce a small parameter γ = γ(R1) that we will specify towards the end of our
proof. We set
K˜ = c1K (6.8)
after invoking the separation statement Lemma 6.15, and consider the new associated covering
{Gij}ij≤K˜ , with centers uij , where we have possibly reordered the indices ij ≤ K˜. Now Taylor
expand detDG to obtain the bound
| detDG(u)| < β2,2 + C2
(
sup
|ν|=1,|τ |=1, x∈B(uij ,γ)
|∂ν V˜x,Tgα(u)| |∂τ V˜x,Tgα(u)|
)
· γ (6.9)
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on each ball B(uij , γ). As a result of an application of Lemma 6.16 on (6.9), we obtain the
numbers
A := β2,2 + c2
R
√˜
K
· γ
B := β2,2 + c
2
3
R2
K˜
γ
with c2, c3 absolute, so that with probability 1 − δ/4 for R ≥ R1, the bounds |G(u)| < A
and | detDG(u)| < B hold on at least half of the B(uj, γ), assuming R ≥ R1 (though we may
neglect the distinction between “all of the balls” and “half of them” by appropriately modifying
the constant in (6.8)).
Our third, and most important, step is to manipulate the random variable
AA,B = Area ({u : |G(u)| < A, | detDG(u)| < B})
in order to obtain a sufficient estimate on K and deduce some necessary restrictions on β2,2.
We now have with probability > 1 − δ/4, following immediately from the assumptions on the
balls B(uj, γ) and that K˜ = c1K, that there exists c3 > 0 uniform such that the following
bound holds:
AA,B ≥ c3γ2 ·K. (6.10)
We have
AA,B =
∫
B(R)
χA,B
(
g1, g2,
∂g1
∂x1
∂g2
∂x2
− ∂g1
∂x2
∂g2
∂x1
)
dx
where χA,B(·, ·, ·) is the indicator function for the set {|(v1, v2)| < A, |v3| < B}. If we can
obtain a sufficient bound on E[AA,B] then, after an application of Chebyshev’s Inequality, we
have a sufficient estimate on AA,B with high probability. This is where Lemma 6.17 is invoked,
since
E
[
χA,B
(
g1, g2,
∂g1
∂x1
∂g2
∂x2
− ∂g1
∂x2
∂g2
∂x1
)]
= P [gα : |G(u)| < A, | detDG(u)| < B}] .
We remind ourselves (as already done in the proof of Theorem 6.1) that in the local coordi-
nates around x given by y = expx(Y ), which allows us to identify R
2 with TxM , we set V˜ (x) to
be the constant vector field given by the trivial extension of (V˜x,T )|Y=0 to R2. We can choose
T ≥ T1(V (x)) such that V˜x,T = V˜ (x) + o(1); we remind ourselves that we have also assumed
V˜ (x) 6= 0. Note our T1 can be taken to be greater than the T0 appearing in the statement of
Lemma 6.17. Let s1, s2 be any positive numbers satisfying 2s1+ s2 = 2, so that γ
−2 = γ−2s1−s2.
The estimate given by Lemma 6.17 together with (6.10), yields that
K ≤ C3γ−2
(
β2,2 + c2
R√
K˜
γ
)2
×
√
O
(
R
T
)
A1/2 + O
(
R2
T 2
)
A2 + O
(
R2
T 2
)
A−1 + A1/2 +
(
β2,2 + c23
R2
K˜
γ
)
×R2
= C3
(
β2,2γ
−s1 + c2
R√
K˜
γ1−s1
)2
·
(
O
(
R
T
)
A1/2γ−2s2 + O
(
R2
T 2
)
A2γ−2s2 + O
(
R2
T 2
)
A−1γ−2s2
+ A1/2γ−2s2 +
(
β2,2γ
−2s2 + c23
R2
K˜
γ1−2s2
)) 1
2
× R2. (6.11)
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In preparation for the final steps of our proof, let us define
ξ := C3
(
β2,2γ
−s1 + c2
R√
K˜
γ1−s1
)2
·
(
O
(
R
T
)
A1/2γ−2s2 + O
(
R2
T 2
)
A2γ−2s2 + O
(
R2
T 2
)
A−1γ−2s2
+ A1/2γ−2s2 +
(
β2,2γ
−2s2 + c23
R2
K˜
γ1−2s2
)) 1
2
(6.12)
so that we have K ≤ ξR2; without loss of generality, if necessary, we increase C3 to be greater
than 1.
Let us now proceed by contradiction. To wit, let us assume that K > ηR2 from which it
follows that R√
K˜
< 1
c1
√
η
, on recalling (6.8). In order to make our choice of parameters γ, β2,2,
and T0 properly so that we can eventually make ξ < η, we proceed as follows.
(1) To start, we let γ < 1 and β2,2 < 1. We would like to make A
1/2γ−2s2 < 1
100
. Therefore
when given η, this leads us the first restriction of
γ1−4s2 <
1
100
c1
√
η
c2
,
therefore requiring that 1− 4s2 > 0.
(2) We aim to have that A2γ−2s1 =
(
β2,2γ
−s1 + c2 R√
K˜
γ1−s1
)2
in the r.h.s of (6.12) is less
than η
100C3
. This requires that
γ1−s1 <
c1 η
100 c2C3
therefore requiring that 1− s1 > 0. As we have the initial restriction of 2s1+ s2 = 2, as
a concrete working set of parameters, we make the choice of s1 = 15/16 and s2 = 1/8.
Hence, we take
γ < min
{(
c1
√
η
100 c2C3
)2
,
(
c1η
100 c2C3
)16}
=
(
c1
100c2C3
)16
η16.
(3) With the goals of eventually having A2γ−2s1 < η
100C3
in the r.h.s of (6.12) and the
second (non-constant) factor that is raised to the power of 1/2 be < 1, we make another
restriction of
β2,2 < min
{
η1/2√
100C3
γs1,
1
10
γ2s2
}
= min
{
η1/2
100C3
γ15/16,
1
100
γ1/4
}
=
η1/2
100C3
γ15/16 <
1
100C3
(
c1
100c2C3
)15
η31/2.
after using the restriction on γ. Note that our restrictions on γ and β make all terms
which do not depend on T sufficiently small.
(4) Now, considering all the terms in (6.12) involving factors of T−1, appropriately bounding
the term O
(
R2
T 2
)
A−1γ−2s2 above by 1
100
will place similar bounds on the aforementioned
remaining terms. Letting C be the supremum amongst all the implicit constants de-
pending on a derivative of V (that is, the C1 norm of V ’s coefficients) and appearing in
the O notations, we make the final restriction of
C
T
<
√
A
10R
γ2s2 =
√
A
10R
γ1/4 <
1
10R
(
c1
c2C3
)4
η15/4.
Hence, we enlarge T0 to satisfy our final constraint (and therefore inheriting a possible depen-
dence on R). With all these choices made, in the order described above, we have arrive at
ξ < η
2500
and therefore contradict the hypothesis of K > ηR2. This concludes the proof of
Proposition 6.14. 
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We now collect some facts on nodal components that fall outside of our local approximation
and are exceptional in terms of the volumes of the nodal domains for which they form the
boundary. But first, we record some necessary definitions:
Definition 6.18. (1) We say that a nodal component of g−1α (0) is ξ-small if it is adjacent
to a domain of volume < ξ.
(2) For R > 0, let Nξ−sm(gα, R) be the number of ξ-small components of g−1α (0) lying
entirely inside of B(R).
(3) We say that a nodal component of g−1α (0) is R1-long if its diameter is > R1.
(4) For R > R1 > 0, let Ndiam>R1(gα;R) be the number of R1-long components of g−1α (0)
lying entirely inside of B(R).
The following results are taken directly from [36]:
Lemma 6.19 (Cf. [36, Lemma 8]). Consider gα on B(R). Let δ > 0 be given. Then given
R1 > 0, there exists R0(R1) such that for all R ≥ R0 ≥ R1 and a uniform constant C > 0, such
that the number of components Γ ⊂ B(R) of g−1α (0) of diameter > R1 is
Ndiam>R1(gα;R) <
C
R1
R2
with probability > 1− δ.
In our 2-dimensional case Lemma 6.19 follows from the isoperimetric inequality; in the more
general setting a slightly heavier machinery involving the restriction of gα to the boundary of
B(R) is employed. We note that it, thanks to discarding the long components, coverings of
B(R) with balls of radius R1 < R as in the previous sequence of statements will give us an
advantage.
Lemma 6.20 (Cf. [36, Lemma 9]). Let ξ > 0 be given. There exist constants c0, C0 > 0 such
that
lim sup
R→∞
E [Nξ−sm(gα, R)]
R2
≤ C0 ξc0.
Given our facts about ξ-small and R1-long components, we can now state the following
important lemma:
Lemma 6.21. Let x ∈M \ {V = 0}. Given the parameters R, δ, η0 > 0, there exists a covering
radius parameter R1,0 < R, an auxiliary density parameter η1(R, η0) < η0, an event E with
P[E] < δ and a stability parameter β2,2 such that outside E, if F is (η1, β2,2, 3R1,0)-stable for all
T ≥ T0(R), then | detDG| > β2,2 on all but η0R2 components of g−1α (0) that are also uniformly
stable as in Definition 6.3.
Proof. Our proof is almost verbatim that of [35, Lemma 4.8] which is similar in spirit to that in
[30, Section 4.2]. We refer the interested reader to this paper but highlight the main details as
well as an explicit formula which gives further insight into the dependences between our variety
of parameters. To ease the notation and intuitively connect the parameters in this lemma with
those in our previous statements, we replace R1,0 by R1 in our proof.
Thanks to lemmas 6.19 and 6.20, we know that with probability 1 − δ
2
there exists uniform
constants C1, C2, c0 > 0 such that we have that
Ndiam>R1(gα, R) ≤ C1
R2
R1
and Nξ0−sm(gα, R) ≤ C2 ξc0 R2 (6.13)
for some R1 < R, where R ≥ R0. This reduces us to now having to count components that are
not R1-long or are not ξ0-small. This particular R1 is what we will take as our covering radius
parameter, for at least the time being.
Proposition 6.5 states that with probability 1− δ
2
and R0 possibly larger, the total number of
components that are not long or small in the above senses and are stable in terms of having low-
lying zeroes of ∇gα is ≤ η1R2. Now, we apply Proposition 6.14 and the uniform lower bound
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we have on the volume encompassed by the individual components to see that the number of
components that are neither long nor small with no sub-β2,2 V˜x,T - tangencies is ≤ C3R
2
1
ξ0
η1
2
R2
for some uniform C3 > 0. Summing up all these counts gives an upper bound for the number
of components that are either unstable in the sense of Definitions 6.3 and 6.4 and those that
are not amenable to our local methods.
By summing all of our declared estimates appearing in (6.13) and the previous paragraph,
and therefore collating all the parameters we can adjust, we aim to establish the following
inequality:
C
(
1
R1
+ ξc10 +
R21
2ξ0
η1 + η1
)
< η0
for some uniform constants C, c1 > 0. Motivated by this goal, we can choose the range for
our medley of parameters in the following order: our radius parameter R1 >
4C
η0
, ξ0 < (
η0
4C
)1/c1 ,
and finally our auxiliary density parameter η1 < min{ η04C , 2ξ0R21
η0
4C
}. Our choice of T0 comes from
Proposition 6.14. This gives our desired result. 
Remark 6.22. Note that in the above proof, our choice of parameters R1 = R1,0, ξ0, η1 is not
dictated by our choice of stability parameter β2,2 and hence not making our reductions circular.
However, these choices of parameters could possibly make β2.2 smaller. Given the restrictions
we derived in the proof of Proposition 6.14, this does not harm our overall argument.
Finally, we can deduce Proposition 6.6 from Lemma 6.21.
Proof of Proposition 6.6. We apply Lemma 6.21 directly. Considering that we are given η, δ > 0
and x, we take any R0 > R1,0 such that
R0
R1,0
is large, take η0 < η, set β2 = β2,2, and take the
same T0 as provided. 
We close this section by emphasizing that our count of ηR2 is for the total number of compo-
nents with at least one near-degenerate tangency. Thus, there is still room to make more precise
this upper bound for those with precisely k tangencies with at least one being near-degenerate.
7. Proof of Theorem 1.1: global results in the Riemannnian scenario
7.1. Proof of Theorem 1.1 assuming Theorem 2.1: consolidating the individual
counts:
Proof. Using the constants Cα,k prescribed by Theorem 2.1, we define the measure
µα :=
∞∑
k=0
Cα,k · δk, (7.1)
and Theorem 2.1 part (1) reads for every k ≥ 0,
E[| (µfα,T (V )) (k)− µα(k)|]→ 0
as T → ∞. We claim that Theorem 1.1 holds true with µα as in (7.1). First, since by the
proof of Theorem 2.1 below, the constants Cα are same as in Theorem 3.6 (1) applied on the
random field F = gα with ζ arbitrary (cf. Proposition 7.2), where the Ck are independent of
ζ by Theorem 3.6 (2), the measure µα, as defined in (7.1), is a probability measure, thanks to
Theorem 3.6 (4).
Therefore {µfα,T (V )}T on Z≥0 is a collection of random probability measures, and µα a
deterministic probability measure, so that, for every k ≥ 0, as T →∞, (µfα,T (V ))(k) converges
in mean (and hence in probability) to µα(k). This is precisely the scenario considered by [2,
Lemma 6.3], proof (and same result) already contained within [35, Proof of Theorem 1.1, §7.1
on p. 57], whose conclusion yields the convergence in probability of {µfα,T (V )}T as T →∞ to
µα w.r.t. the total variation distance (1.13), i.e. it gives (1.14). Finally, the support statement
of Theorem 1.1 for µα is an immediate corollary from the definition (7.1) of µα and Theorem
2.1 part (2). Theorem 1.1 is now proved.
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
7.2. Proof of Theorem 2.1.
Definition 7.1. For y ∈ R, we denote
|y|+ = max{0, y}
and
|y|− = min{0, y},
so that
| · | = | · |+ + | · |−.
Let V ∈ V (M) throughout this section. We remind ourselves that
NV (f, k) := #{γ ⊆ f−1(0) : NV (γ) = k}
is the total number of nodal components of f with precisely k tangencies w.r.t. V . We now
present a key proposition that builds upon on our previous (and crucial) local results and
essentially gives the conclusions of our main theorems:
Proposition 7.2. Let k ≥ 0 be given and c2,α be the Nazarov-Sodin constant of gα, and the
constants Cα,k prescribed by an application of Theorem 2.1 (1) on the field gα (with ζ arbitrary).
Then, as T →∞, we have that
E
[∣∣∣∣ NV (fT , k)c2,α · Vol(M) · T 2 − Cα,k
∣∣∣∣
±
]
→ 0.
Proof of Theorem 2.1 assuming Proposition 7.2. Theorem 2.1 follows immediately from Propo-
sition 7.2.

7.3. Excising small volume and long components.
Definition 7.3. Let ξ,D > 0 be parameters and fT the band-limited functions (1.3) (or (1.4)).
(1) A component of f−1T (0) is ξ-small if it is a boundary of nodal domain whose volume inM is less than ξT−2. Let Nξ−sm(fT ) be the total number of ξ-small components of fT
on M.
(2) For D > 0, a component of f−1T (0) is D-long if its diameter is greater than D/T . LetND−long(fT ) be their total number.
(3) Given the parameters D, ξ > 0, a component of f−1T (0) is (D, ξ)-normal, if it is neither
ξ-small nor D-long.
(4) Let Nnorm(fT ) be the total number of (D, ξ)-normal components of f−1T (0) (analogously,
define NV,norm(fT , k) as the count for the subset of (D, ξ)-normal components whose
number of tangencies is precisely k with respect to V ).
(5) LetNV,norm(fT , x, r) be the total number of (D, ξ)-normal components of f−1T (0) that are
completely contained inside the geodesic ball B(x; r) (respectively, NV,norm(fT , k, x, r)).
(6) Let N ∗norm(fT , x, r) be the total number of (D, ξ)-normal components of f−1T (0) that
intersect the geodesic ball B(x; r) (respectively, N ∗V,norm(fT , k, x, r)).
The following two lemmas are taken directly out of [36]:
Lemma 7.4 (Cf. [36, Lemma 9]). There exists constants c0, C0 > 0 so that the following
estimate on the number of ξ-small components holds:
lim sup
T→∞
E [Nξ−sm(fT )]
T 2
≤ C0 ξc0.
Lemma 7.5 (Cf. [36, Lemma 8]). There exists a constant C0 > 0 such that the following bound
holds on the number of D-long components:
lim sup
T→∞
E [ND−long(fT )]
T 2
≤ C0 1
D
.
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We can now state the main proposition of this section:
Proposition 7.6. Let ξ,D > 0 be given and k ≥ 0. Then as T →∞, we have that
E
[∣∣∣∣ NV,norm (fT , k)c2,α · Vol(M) · T 2 − Ck
∣∣∣∣
±
]
→ 0,
for | · |± as in Definition 7.1, and Ck = Cα,k is in Proposition 7.2.
Proof of Proposition 7.2 assuming Proposition 7.6. This is immediate given lemmas 6.20 and
6.19. 
7.4. Proof of Proposition 7.6. We begin with a global analogue of Lemma 5.4.
Lemma 7.7. Given ε > 0 and k ≥ 0, there exists r0 such that for all r < r0, we have
(1− ε)
∫
M
NV,norm (fT , k, x, r)
Vol(B(r))
dx ≤ NV,norm (fT , k) ≤ (1 + ε)
∫
M
N ∗V,norm (fT , k, x, r)
Vol(B(r))
dx.
Proof. As the proof is almost exactly the same as that of Lemma 5.4, we omit it and leave the
details to the reader. 
Proof of Proposition 7.6. Once again, our proof mirrors that of [4, Proposition 3] so we give the
major steps of the proof, with particular details given at the critical junctures, and leave the
remaining similar details to the interested reader. For convenience, we assume that Vol(M) = 1.
Let ε > 0 and k ≥ 0 be given. Consider a regime of R, T such that R/T < r0 < 1 as in Lemma
7.7 and set D =
√
R so that
Vol(B(R +D))
Vol(B(R))
< 1 + ε.
We focus on the case for | · |+ as the proof for | · |− is similar. We begin by applying Lemma
7.7 with r = R/T . It follows that
E
[∣∣∣∣ NV,norm (fT , k)c2,α · Vol(M) · T 2 − Ck
∣∣∣∣
+
]
≤ E
∫
M
∣∣∣∣(1 + 2ε)N ∗V,norm (fT , k, x, R/T )c2,α · Vol(B(R +D)) dx− Ck
∣∣∣∣
+
dx

≤ E
∫
M
∣∣∣∣NV,norm (fT , k, x, (R +D)/T )c2,α · Vol(B(R +D)) − Ck
∣∣∣∣
+
dx

+ O
ε · ∫
M
E [NV,norm (fT , k, x, (R+D)/T )]
c2,α · Vol(B(R +D)) dx
 .
Note that ∫
M
E [NV,norm (fT , k, x, (R +D)/T )]
c2,α · Vol(B(R +D)) dx = O(1)
by [36, Lemma 2] on using Lemma 3.3 to obtain an upper bound for the total number of
components. Thus, our focus is on proving that
E
∫
M
∣∣∣∣NV,norm (fT , k, x, (R+D)/T )c2,α · Vol(B(R +D)) − Ck
∣∣∣∣
+
dx
→ 0.
Let ρ < ε
5
√
piN
, where N is the cardinality of {V = 0}, be a parameter that will control how
close we are allowed to approach the zero set {V = 0}. Let ξ > 0 be a small number, to be
specified shortly, that controls how small a volume a nodal component can encompass and will
also be related to our given ε later. We now consider the event
∆T,k,x,R :=
{∣∣∣∣NV,norm (fT , k, x, (R +D)/T )c2,α · Vol(B(R +D)) − Ck
∣∣∣∣ > ε5
}
.
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Let {V = 0}
√
ρ/2 be a neighborhood consisting of balls of radius
√
ρ/2 < inj(M) centered at
the finitely many points of {V = 0}. An application of an Egorov-type Theorem w.r.t. the
double limit lim
R→∞
lim
T→∞
(as carried out in [4, Proposition 3]), along with Theorem 6.1 allows
us to conclude that on M \ ({V = 0}
√
ρ/2), there exists a set Mε ⊂ M with Vol(Mε) >
1−√pi ε
5
(with the additional property thatMε ∩{V = 0}
√
ρ/2 = ∅ thanks to taking a tubular
neighborhood of radius
√
ρ/2), such that
lim inf
R→∞
lim sup
T→∞
sup
x∈Mε
P [∆T,k,x,R] = 0, (7.2)
i.e. the limit (6.1) is almost uniform along some sequence Rj → ∞ attaining the lim inf
R→∞
in
(7.2), so that
lim
j→∞
lim sup
T→∞
sup
x∈Mε
P
[
∆T,k,x,Rj
]
= 0. (7.3)
Without loss of generality, we can restrict ourselves to a regime of R, T where there exists a
large enough C = CM > 0 such that for all ratios R/T ≤ inj(M)C , we have that volgB(x,R/T ) =
piR
2
T 2
+ o(R
2
T 2
).
We re-express
E
∫
M
∣∣∣∣NV,norm (fT , k, x, (R +D)/T )c2,α · Vol(B(R +D)) − Ck
∣∣∣∣
+
dx
 (7.4)
=
∫
Ω
∫
M
∣∣∣∣NV,norm (fT , k, x, (R +D)/T )c2,α · Vol(B(R +D)) − Ck
∣∣∣∣
+
dx dP(ω).
An application of Fubini’s Theorem along with the measure bounds for the sets ∆T,k,x,R and
Mε reduces bounding (7.4) to understanding the sum∫
M
∫
∆T,k,x,R
+
∫
M
∫
Ω∩∆∁T,k,x,R
∣∣∣∣NV,norm (fT , k, x, (R +D)/T )c2,α · Vol(B(R +D)) − Ck
∣∣∣∣
+
dP(ω) dx︸ ︷︷ ︸
=:F dµ
.
This the sum of integrals breaks up into a further 5 integrals in total and we estimate each
accordingly: ∫
Mε
∫
∆T,k,x,R
F dµ ≤ ξ−c0 · sup
x∈Mε
P[∆T,k,x,R],
∫
M\Mε
∫
∆T,k,x,R
F dµ ≤ ε
5
· ξ−c0 · sup
x∈Mε
P[∆T,k,x,R],
∫
Mρ
∫
∆∁T,k,x,R
F dµ ≤ ε
5
,
∫
{V=0}
√
ρ/2
∫
∆∁T,k,x,R
F dµ ≤ CM · ε
2
50
, thanks to the finiteness of {V = 0}, and
∫
M\
(
Mρ∪({V=0}
√
ρ/2
)
∫
∆∁T,k,x,R
F dµ ≤ CM · ε
2
25
, as (M \Mρ) ∩ ({V = 0}
√
ρ/2 6= ∅ is possible
where CM > 0 is an absolute constant depending only on the volume of M, which we have
normalized to 1.
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Keeping in mind that ε was given to us, we restrict the auxiliary parameters introduced
in our proof as follows: 1) ξ < ( ε
5
)1/c0 , 2) take R0 such that for all Rj ≥ R0 with {Rj}j
as in (7.3) (which in turn, as in the proof of Theorem 6.1, requires us to carefully select
our parameters β1,1, β1,2, β1,3, β2 each of which themselves depends on η), we know there exists
T0(Rj) (implicitly depending upon our string of stability parameters β) such that for all T ≥ T0
we have sup
x∈Mρ
P[∆T,k,x,Rj ] <
εξc0
5
. We conclude that (7.4) is bounded above by ε. This completes
the proof of our proposition. 
We conclude by noting that our spectral parameter T0 being dependent on the previous
parameters β1,2 and ε is a reflection of how our covering ofM\Mε, by geodesic disks of radius
R/T , is governed by the maximal order of vanishing amongst all zeroes of V .
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