Abstract. Uniqueness of the optimal control is obtained by assuming certain conditions on the crowding e ect of the species. Moreover, an approximation procedure for the unique optimal control is developed.
Introduction
In this work we study an optimal control problem whose steady-state equation is a P.D.E. of Lotka-Volterra type: where the constant > 0 denotes the rate between the sale price of the biological species and the cost of the control.
We denote by ( P a b ) the problem of nding an admissible control, f , such that J (f) =sup g2L 1 + ( )
Such a c o n trol, f , will be called an \optimal control" of problem (P a b ).
The existence of optimal controls under hypothesis H] has been proved in 4], where a necessary and su cient condition to obtain the positivity o f the optimal bene t is given.
We are interested in nding conditions which guarantee the uniqueness of the optimal control and its approximation.
In 5] i t w as obtained the uniqueness and an approach s c heme for the optimal control was developed, in the case where , a, b are xed, and > 0 is small enough. The result can also be applied for , a, xed, where b is a nonconstant arbitrary function does not seem to be approachable by that method. This last case is discussed here. We x , and a, and we prove uniqueness of the optimal control, provided that ess sup b M ess inf b, for some 1 M < 2, and ess inf b is large enough (see Theorem 3.5).
Similar problems are studied in 8, 10, 11, 1 3 ]. In 11] the authors have studied a control problem with a steady-state equation similar to (1:1), but with Neumann boundary conditions. Their space of admissible controls is C = fg 2 L 1 ( ) : 0 g(x) a.e. in g where 0 < < ess inf a(x). In this particular situation they prove t h e existence of an optimal control f 2 C . Under suitable conditions, they describe the optimal control f in terms of the solution of an appropriate elliptic system (the optimality system). In 8] the periodic problem for the parabolic model is considered.
In section 2 we x some notation, and we also recall some results obtained in 4, 5] . In section 3 we obtain the optimality system, which is used to prove the uniqueness of the optimal control. In section 4 we p r o vide an iterative scheme to approximate the unique solution of the optimality s y s t e m .
Preliminary results
For a bounded function e 2 L 1 + ( ), we denote e = ess sup e, and accordingly e = ess inf e. F rom now o n w e consider the equation (1:1), assuming the hypothesis H].
For every q 2 L 1 ( ), we de ne 1 (q) to be the principal eigenvalue of the following eigenvalue problem:
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It is known (see for instance 6]) that 1 (q) satis es the variational characterization
where H 1 0 ( ) is the usual Sobolev space. It is also known that 1 (q) has algebraic multiplicity equal to one. Moreover, one can choose an associated eigenfunction, 1 (q), such that 1 (q) 2 C 1 ( ) (the space of H olderian functions), 8 2 (0 1), 1 (q) strictly positive i n , a n d k 1 (q)k L 1 ( ) = 1 .
As a consequence of (2:1), it follows that 1 (q) has the following properties: i) If q 1 q 2 2 L 1 ( ), with q 1 (x) q 2 (x), a.e. in , then 1 (q 1 ) 1 (q 2 ).
Moreover, if the set fx 2 : q 1 (x) < q 2 (x)g has positive measure, then
We n o w recall some properties of the Schr odinger operator (; + q). iii) Consider f 2 L 2 ( ), f (x) 0 a.e. in , and p 1 p 2 2 L 1 ( ), w i t h p 1 (x) p 2 (x) a.e. in , a n d 1 (p 2 ) > 0. We denote by ! i (i = 1 2), the unique weak solution (it exists from i)) of problem Taking into account that every su ciently large constant is an uppersolution of (1:1) (we refer to Amann 1] for the de nition of lower-and upper-solutions), one infers that every bounded lower-solution, w, o f ( 1 :1) must satisfy
We n o w recall some of the results obtained in 4, 5 ]. Remark 2.5. 1. Observe that we h a ve not imposed any upper bound on the control space, but relation (2:3) implies that the space of \inter-esting" controls is (in fact) bounded. 2. Theorem 2.3 justi es the hypothesis 1 (;a) < 0 i n m a n y of the next results. In particular, observe that 1 (;a) < 0 ) a > 0. 3. Optimality system and uniqueness of the optimal control In this section, under suitable conditions involving function b, w e are going to prove that any optimal control can be expressed in terms of a solution of a certain system, the optimality system (3:8)-(3:9).
We provide conditions to assure the uniqueness of solution for the optimality system and therefore, uniqueness of optimal control.
We will x , a and , and we will look for conditions on function b to obtain the uniqueness of the optimal control. For the sake of simplicity, from now on, we denote by u b f the maximal nonnegative solution of (1:1), instead of u a b f , and by p b f the solution of (2:4), instead of p a b f .
Our rst objective is to nd conditions on function b to guarantee, for any optimal control f 2 L 1 + ( ), the following estimation on the solution of (2:4):
1 a.e. in : In this case, we will be able to express any optimal control in terms of the solution of an appropriate system of P.D.E's (see Theorem 3:3 b e l o w).
To obtain this estimate we will use the statements ii)-iii) of Lemma 2:1. In fact, as a consequence of ii) we deduce that p b f 0 i n . T o g e t a n upper bound for p b f , it will be su cient to nd an upper bound for f and a l o wer bound for the expression ;a + f + 2 bu b f . From ii) and iii) of Lemma 2:1 taking into account that a b f and the inequality ( 3 :6), we conclude the proof of lemma 3.1. Observe that q satis es ; q + ( ;a + h + 2 bv)q = h in q = 0 on @ : Similarly to the proof of lemma 3:1, by using (3:11), (3:12) , the de nition of Q and lemma 2:1, the proof is complete.
The main result of this section is the uniqueness of the optimal control. We will use the optimality system and the previous lemma to prove i t . Esaim: Cocv, January 1 9 9 7 , V ol. Applying this inequality t o q 1 = u ;v and q 2 = r ;s and taking into account previous considerations, from (3:18) 1) ). This particular case induces us to think that hypothesis (3:1) could be improved, considering the possibility o f M 2. However, the proof above strongly requires (3:1). 4 . Approximation of the optimal control In this section, we consider the approximation problem to the optimal control. For it, we use the optimality system (3:8)-(3:9), because in virtue of Theorems 3:3, 3:5, the unique solution of that system describes the optimal control. We will de ne an iterative s c heme which, under more restrictives conditions on b, will converge to the unique solution of (3:8)-(3:9). The main di culty to prove this convergence is the absence of monotonicity o f the terms appearing in system (3:8) . Some of the ideas contained here can be found in 5, sect. 5] and 9, chap. V.].
For the sake of simplicity, w e de ne throughout this section the functions B C D : Our main interest is to prove the uniqueness of solution for the system (4:1) with conditions (4:2). If it occurs, by using that (u u p p ) is also a solution of (4:1)-(4:2), we conclude that u = u , p = p in and therefore (u p ) is a solution of (3:8)-(3:9). From the considered hypotheses and by using similar arguments to Theorem 3:5, we deduce that (u v r s ) = ( U V R S ) and therefore system
