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r e s u m e n
El disen˜o óptimo de estructuras ha estado tradicionalmente orientado a la resolución de problemas de
optimización de formas y dimensiones. Sin embargo, más recientemente ha surgido otra rama de inves-
tigación que propone modelos que proporcionan soluciones estructurales óptimas y que no requieren la
deﬁnición previa de la tipología estructural: la optimización topológica de estructuras. Estas formulacio-
nes proporcionan tanto la tipología estructural como la forma y dimensiones óptimas. Las formulaciones
más habituales de estos planteamientos pretenden obtener una solución que maximice la rigidez de
la estructura dadas unas limitaciones en la cantidad de material a utilizar. Estas formulaciones han sido
ampliamente analizadas y utilizadas en la práctica pero presentan inconvenientesmuy importantes tanto
desde un punto de vista numérico como práctico. En este artículo se propone una formulación diferente
a la de máxima rigidez para el problema de optimización topológica de estructuras que minimiza el peso
e incorpora restricciones en tensión. Las ventajas de este tipo de planteamientos son muy importantes
dado que se minimiza el coste de la solución, que es la situación más habitual en ingeniería, y además
se garantiza la validez estructural de la misma. Además esta formulación permite evitar algunos de los
problemas e inestabilidades numéricas que presentan las formulaciones de máxima rigidez. Finalmente,
se resuelven algunos ejemplos prácticos para comprobar la validez de los resultados y las ventajas que
ofrece la formulación propuesta.
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A minimum weight formulation with stress constraints in topology
optimization of structures
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a b s t r a c t
Optimum design of structures has been traditionally focused on the analysis of shape and dimensions
optimization problems. However, more recently a new discipline has emerged: the topology optimiza-
tion of the structures. This discipline states innovative models that allow to obtain optimal solutions
without a previous deﬁnition of the type of structure being considered. These formulations obtain the
optimal topology and the optimal shape and size of the resulting elements. The most usual formulations
of the topology optimization problem try to obtain the structure ofmaximum stiffness. These approaches
maximize the stiffness for a given amount of material to be used. These formulations have been widely
analyzed and applied in engineering but they present considerable drawbacks froma numerical and from
a practical point of view. In this paper the author propose a different formulation, as an alternative to
maximum stiffness approaches, that minimizes the weight and includes stress constraints. The advan-
tages of this kind of formulations are crucial since the cost of the structure is minimized, which is the
most frequent objective in engineering, and they guarantee the structural feasibility since stresses are
constrained. In addition, this ap
related to maximum stiffness a
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. Introducción
El disen˜o óptimo de estructuras es una disciplina que nace
omo la prolongación natural de los métodos de análisis y cálculo
structural. Así, los planteamientos de disen˜o óptimo surgen de la
ecesidad de proponer técnicas objetivas que aborden la fase de
oncepción y deﬁnición de la solución estructural y que por tanto
o se limiten a la realización de cálculos y comprobaciones de la
apacidad resistente.
Los primerosmodelos dedisen˜o óptimodeestructuras aparecen
partir de los an˜os 40 del siglo xx motivados por el gran des-
rrollo de la industria aeronáutica si bien ya Michell en 1904 [1]
ropuso técnicas analíticas para obtener las soluciones estructura-
es óptimas para algunos problemas especíﬁcos. Sin embargo, esta
isciplina se estudió de forma más rigurosa en los an˜os 60 con los
rabajos de Schmit [2], que sienta las bases de su análisis. A partir de
stos primeros trabajos se han propuesto numerosos modelos para
l disen˜o óptimodeestructurashasta la actualidad. Así, aparecieron
osmodelos de optimización de dimensiones y, posteriormente, los
odelos de optimización de formas, ampliamente desarrollados y
studiados en la actualidad.
Más recientemente, se establece una nueva rama de estudio en
sta disciplina: la optimización topológica de estructuras, a partir
e los trabajos realizados por Bendsøe y Kikuchi en 1988 [3]. En
sta disciplina se pretende obtener la distribución de material más
decuada que hay que disponer sobre un dominio predeﬁnido para
oportar las cargas que se imponen. Así, estos modelos pretenden
btener la solución estructural más adecuada sin necesidad de
eﬁnir e imponer ni la tipología estructural ni la conﬁguración
e los elementos resistentes (geometría, dimensiones, sección,. . .).
e pretenden generalizar, por tanto, los planteamientos teóricos
ropuestos por Michell [1] en 1904 y desarrollar modelos numéri-
os que permitan obtener soluciones óptimas a un mayor número
e problemas en la práctica.
La optimización topológica de estructuras pretende obtener la
istribución de una cierta cantidad de material sobre un dominio
redeﬁnidoqueproporciona la estructura resistentemásadecuada.
e acuerdo con los planteamientos originales del problema de
ptimización topológica propuestos por Bendsøe [3–7], el objetivo
rincipal de estos modelos consiste en obtener distribuciones de
aterial adecuadas indicando las partes del dominio en las que
ebe o no debe existir material. En consecuencia, el planteamiento
riginal del problema da lugar a modelos de disen˜o óptimo con
ariables de disen˜o binarias (material o vacío). En la práctica, los
odelos más habituales que se proponen para abordar este pro-
lemaplantean formulaciones en las que se asumeque las variables
e disen˜o son continuas para evitar el tratamiento de problemas de
ptimización con variables discretas. Asimismo, se asume que el
stado material en cada elemento es uniforme en todos sus puntos.
demás, con estas condiciones se evita que el problema esté mal
uesto desde un punto de vista teórico, tal y como ocurre si se ana-
iza el estado material en cada punto del dominio. Por lo tanto, en
a práctica se establece una variable de disen˜o por cada elemento:
a densidad relativa, que deﬁne el estado material del mismo. La
ensidad relativa de cada elemento puede tomar valores entre 0,
ue indica elemento vacío, y 1, que indica elemento con material
ólido.
Los modelos que utilizan variables de disen˜o continuas presen-
an dos inconvenientes fundamentales que es necesario tener en
uenta. El primero de ellos consiste en la necesidad de establecer
n modelo de análisis que permita obtener el comportamiento
structural para valores intermedios de las densidades relativas
e los elementos. Esta exigencia se ha resuelto en la práctica
ediante la deﬁnición de modelos de microestructura resistente y
a correspondiente homogeneización de las propiedades [4,5,7–13]
ara su empleo en modelos de cálculo de elementos ﬁnitos. Elálc. diseño ing. 2012;28(1):33–48
segundo inconveniente consiste en la necesidad de proporcionar
distribuciones óptimas de material esencialmente binarias a partir
de un modelo con variables de disen˜o continuas. Este punto se ha
tratado habitualmente mediante el uso de funciones de penaliza-
ción de las densidades relativas intermedias, o bien a través del
modelo de microestructura propuesto o bien mediante funciones
objetivo convenientemente deﬁnidas para esta ﬁnalidad.
Las primeras formulaciones del problemade optimización topo-
lógicadeestructurasplantean laobtenciónde ladistribucióndeuna
cierta cantidad de material que maximiza la rigidez de la estruc-
tura resultante para el conjunto de cargas aplicadas. Estas primeras
formulaciones del problema no corresponden con el tipo de plan-
teamientos que tradicionalmente se analizan en disen˜o óptimo de
estructuras ya que, desde un punto de vista ingenieril y económico,
se pretende minimizar el coste o el peso de la estructura garanti-
zando la capacidad estructural para soportar las cargas aplicadas.
Además, las formulaciones demáxima rigidez presentan inestabili-
dadesnuméricasmuy importantes comopor ejemplo ladisposición
de material en damero o checkerboard [5,14]. Por otra parte, estas
formulaciones de máxima rigidez ofrecen ventajas computaciona-
les muy importantes que facilitan su uso en la práctica.
Sin embargo, más recientemente se han propuesto formula-
ciones alternativas a esta de máxima rigidez que abordan los
planteamientos más habituales en ingeniería (mínimo peso con
restricciones en rigidez y mínimo peso con restricciones en ten-
sión y/o en desplazamientos entre otros) [15–30]. En este artículo
se propone y analiza una formulación que pretende obtener la solu-
ción estructural de mínimo peso teniendo en cuenta restricciones
en tensión. Esta formulación presenta numerosas ventajas frente a
las formulaciones de máxima rigidez dado que se evitan los incon-
venientes más relevantes de estas formulaciones. Así, se evitan
disposiciones de material en damero al imponer las restricciones
en tensión y se aborda el problema tradicionalmente analizado
en disen˜o óptimo de estructuras. Además, el uso de restricciones
en tensión/desplazamientos garantiza la validez estructural de la
solución óptima para las cargas y acciones externas que se aplican.
Elmodelo de disen˜o que se propone en este trabajo utiliza como
variables de disen˜o: las densidades relativas de cada elemento de la
malla de elementos ﬁnitos con la que se resuelve el cálculo estruc-
tural. La función objetivo utilizada está basada en el peso de la
estructura e incorpora una penalización sobre los valores inter-
medios de las densidades relativas para favorecer la obtención de
soluciones óptimas con distribuciones de material esencialmente
binarias. Las restricciones que se imponen son condiciones en ten-
sión que comparan y limitan el valor de una cierta tensión de
referencia, en la práctica la tensión de Von Mises, a la máxima
tensión admisible de fallo del material. Para imponer estas restric-
ciones en tensión se plantean tres formulaciones diferentes que
presentan ventajas tanto desde un punto de vista computacional
como desde un punto de vista teórico y numérico.
El artículo está estructurado en 8 apartados. En este primer
apartado de introducción se presenta el problema de optimización
topológica, que se desarrolla de forma más especíﬁca en los
siguientes apartados. Así, en el apartado 2 se presenta el modelo de
disen˜o óptimo haciendo especial hincapié en el planteamiento
de la función objetivo y de las restricciones del problema. El apar-
tado 3 está destinado a abordar y analizar el modelo de cálculo de
estructuras utilizado para obtener el comportamiento estructural
de los disen˜os propuestos. Una vez planteado el problema de
disen˜o óptimo y el modelo de cálculo, en el apartado 4 se presenta
el algoritmo de optimización utilizado para obtener la solución
óptima. Los algoritmos de optimización propuestos requieren el
cálculo de derivadas de primer y segundo orden de la función
objetivo y las restricciones. Los algoritmos desarrollados para
calcular estas derivadas se analizan en el apartado 5. El apartado
6 se dedica a establecer las técnicas de cálculo en paralelo que
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e pueden utilizar para reducir el tiempo de cálculo necesario
ara resolver el problema de optimización propuesto. Finalmente,
n los apartados 7 y 8 se presentan algunos ejemplos de aplica-
ión de los problemas de optimización planteados y se indican las
onclusionesmás importantes sobre este trabajo, respectivamente.
. Formulación del problema de optimización topológica
e estructuras
Tal y como se ha comentado en el apartado de introducción, el
odelo que se propone en este trabajo para el problema de opti-
ización topológica de estructuras se basa en un planteamiento
ue minimiza el peso y está sujeto a restricciones en tensión. Las
ariables de disen˜o de este problema indican la densidad relativa
e cada uno de los elementos de la malla, en los cuales se asume
ue esta propiedad es uniforme.
Así, se puede plantear el problema de optimización topológica
e estructuras de forma general como:
hallar  = {i}, i = 1, . . . , n
queminimice F()
verificando gj
(
ro
j
,
)
≤ 0, j = 1, . . . ,m,
mín ≤ i ≤ máx, i = 1, . . . , n.
(1)
onde  =
{
i
}
es el vector de variables de disen˜o, F() es la fun-
ión objetivo a minimizar, gj son las restricciones en desigualdad
el problema, n es el número de variables de disen˜o del problema
m es el número de restricciones de desigualdad. Los límites late-
ales de las variables de disen˜o se deﬁnen como mín y máx para el
alor inferior y superior, respectivamente. Para el problema que se
lantea las restricciones laterales toman el valor máx =1 (material
ólido) para el límite superior y un valor inferior mín ligeramente
uperior a 0 para evitar que la matriz de rigidez de la estruc-
ura sea singular. El valor habitualmente utilizado en la práctica
s mín =0.001 [3,5].
Los aspectos fundamentales del planteamiento del problema de
ptimización propuesto en (1) residen en la deﬁnición de la fun-
ión objetivo a minimizar y de las restricciones que se imponen.
e estos aspectos depende el tipo de problema de optimización
ue se obtiene así como las técnicas que es necesario utilizar para
esolverlo. Por lo tanto, procedemos a desarrollar y analizar la fun-
ión objetivo propuesta en (1) y, posteriormente, al estudio de las
estricciones en tensión.
.1. Planteamiento de la función objetivo
La función objetivo de la formulación que se propone en este
rabajo se basa en la minimización del peso de la estructura, es
ecir:
=
Ne∑
e=1
∫
e
e mat de (2)
iendo Ne el número de elementos de la malla de elementos ﬁnitos,
e el dominio del elemento e, e la densidad relativa asociada al
lemento e y mat el peso especíﬁco del material utilizado.
Sin embargo, como ya se ha comentado en el apartado de intro-
ucción, es muy habitual incluir factores de penalización en la
ormulación para evitar disposiciones de material con un número
levado de zonas con densidades relativas intermedias. En este tra-
ajo se incorpora una penalización de las densidades intermedias
n la función objetivo dado que se considera que la obtención de
istribuciones esencialmente binarias debe formar parte de la fun-
ión objetivo del problema. Este planteamiento no es el habitual
n otros trabajos sobre optimización topológica en los que la pena-
ización de las densidades intermedias se incorpora en el modeloρ
Figura 1. Exponente de la función objetivo para distintos valores de penalización.
de microestructura que se utiliza. Estos planteamientos se explica-
rán en detalle más adelante en este artículo cuando se presente el
modelo cálculo de estructuras por elementos ﬁnitos. Por lo tanto,
para incorporar esta penalización de las densidades intermedias se
plantea una función objetivo modiﬁcada, a partir de la propuesta
en (2), como:
Fp =
Ne∑
e=1
∫
e
(e)
1/p mat de (3)
dondepes el factordepenalizacióndedensidades intermedias. Este
factor introduce una penalización en la función para las densidades
intermedias cuando p>1. Si, por el contrario, p<1 se favorece la
aparición de material con densidades intermedias. En el caso de
que p=1 se obtendrá la función objetivo inicial propuesta (2) sin
penalización alguna [24,31–34].
El efecto de este parámetro de penalización p sobre la función
objetivo puede observarse fácilmente en la ﬁgura 1.
Además, si la solución óptima presenta una distribución de
material fundamentalmente binaria (0-1) la función de mínimo
coste coincide con la función de mínimo peso dado que la pena-
lización se establece para las zonas con densidades relativas
intermedias. Por lo tanto, la formulación de mínimo coste repre-
senta, si la solución ﬁnal es binaria, el peso de la estructura y
además imponepenalizaciónpara los elementos condensidad rela-
tiva intermedia.
Este planteamiento de la función objetivo es el que se utiliza
habitualmente en la práctica para el problema que se plantea en
este artículo. Sin embargo, en algunas aplicaciones es posible que
no se alcancen soluciones esencialmente binarias debido a las res-
tricciones en tensión que se imponen en el modelo. Este fenómeno
es fácilmente explicable si se analiza la función objetivo conjun-
tamente con las restricciones en tensión. Así, las derivadas de la
función objetivo Fp propuesta en (3) con respecto a cada una de las
variables de disen˜o son siempre positivas, lo que indica que una
reducción de la función objetivo requiere necesariamente que se
reduzca el valor de la variable de disen˜o con respecto a la que se
deriva. Si además se tiene en cuenta que las restricciones en ten-
sión limitan inferiormente los valores de las densidades relativas
para evitar que se incumplan las restricciones, se puede obser-
var fácilmente que las soluciones binarias pueden no alcanzarse
en la práctica. Esta aﬁrmación se puede observar fácilmente en
la ﬁgura 2, donde se analiza el efecto sobre una única variable de
disen˜o.
En consecuencia, en algunas aplicaciones prácticas es posible
que no se obtengan soluciones con la función objetivo propuesta en
(3). En estos casos, se puede forzar una solución binaria usando una
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uando se consideran restricciones en tensión.
unción objetivo distinta destinada a este ﬁn. Para ello se propone
a función objetivo:
b() =
Ne∑
e=1
∫
e
b(e)matd, (4)
onde
b(e) = 
1
(1+ˇ)2
e + ˇexp−ˇe sin(e), (5)
iendo ˇ un parámetro que toma valores en el intervalo [0,260,
, 404]. Valores de ˇ que no pertenezcan al intervalo no condu-
en necesariamente a soluciones binarias dado que ′
b
(e)
∣∣
e=1 >∀e = 1, . . . Ne.
En la ﬁgura 3 se muestran los valores del integrando b(e)
e la función objetivo propuesta en (4) para distintos valores del
arámetro ˇ y de la densidad relativa e.
Esta modiﬁcación introduce cambios muy agresivos en los
lanteamientos de mínimo peso ya que las funciones resultan-
es presentan derivadas con respecto a las variables de disen˜o
egativas para e =1. Por este motivo, las formulaciones resultan-
es no se comportan como formulaciones de mínimo peso sino
ue su objetivo es proporcionar soluciones binarias teniendo en
uenta el peso de la estructura. Es decir, las soluciones obtenidas
o corresponderán a soluciones de mínimo peso (desde un punto
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de vista continuo de las variables de disen˜o) pero presentarán dis-
tribuciones de material binarias, lo que facilita en gran medida la
utilizaciónen laprácticade losdisen˜os logrados. Paraello seránece-
sario incrementar los valores de ˇ de forma progresiva a lo largo
del proceso de optimización hasta el límite superior del intervalo
recomendado.
Por el contrario, estosplanteamientos también introducenmíni-
mos locales y otros efectos no deseados. Por este motivo, la
utilización de esta función objetivo se plantea como una segunda
fase en el proceso de optimización que se utilizará solo en aquellos
casos en los que las soluciones obtenidas con la función objetivo
propuesta en (3) no sean satisfactorias. Así, una vez alcanzada
la solución óptima de mínimo peso utilizando la función obje-
tivo propuesta en (3) se puede plantear una segunda fase del
proceso en la que se busquen las soluciones binarias utilizando
la función objetivo modiﬁcada propuesta en (4). Algunos ejem-
plos de aplicación práctica de este tipo de formulaciones pueden
encontrarse en [35].
Una vez planteadas y analizadas las diferentes formulaciones
de la función objetivo que se han planteado para el problema de
optimización topológica de estructuras propuesto se analizan las
distintas alternativas para incorporar restricciones en tensión.
2.2. Planteamiento de las restricciones en tensión
La aplicación de restricciones en tensión es el planteamiento
más habitual en otras disciplinas del disen˜o óptimo de estructuras
como la optimización de formas y la optimización de dimensiones.
Sin embargo, en optimización topológica de estructuras el obje-
tivo más habitual es, como ya se ha comentado, la maximización
de la rigidez ﬁjado un volumen de material a emplear [3,5,8,10].
También hay que destacar algunas contribuciones que minimizan
el peso y establecen como restricción un valor mínimo de rigidez
para la estructura (por ejemplo, Liang et al. [36]). En otras aplica-
ciones la función objetivo consiste en minimizar las tensiones dada
una cantidad de material a emplear (Allaire et al. [15]).
En este trabajo se pretende abordar esta problemática desde
el mismo punto de vista que en el resto de disciplinas de la opti-
mización de estructuras minimizando el coste y estableciendo
restricciones de tipo tensional. Con esta ﬁnalidad se han desa-
rrollado tres formulaciones diferentes de las restricciones: una for-
mulación local, una formulación global y una formulación agregada
por bloques.
2.3. Restricciones en tensión de tipo local
Generalmente, la forma más habitual de establecer restriccio-
nes en tensión consiste en deﬁnirlas en unos puntos predeﬁnidos
del dominio de la estructura desde un punto de vista local. En el
caso de la optimización topológica de estructuras lo más habitual
es introducir restricciones en tensión en el punto central de cada
elemento ﬁnito [16,18,21,22,24,25,29–34,37]. Para ello, es habitual
utilizar un criterio de rotura para plantear las restricciones en ten-
sión. De este modo se pueden plantear las restricciones de tensión
en cada punto como:
ge,1() = ̂(h(roe,)) − ̂máx ≤ 0,
ge,2() = ̂mín − ̂(h(roe,)) ≤ 0,
(6)
donde ̂(h) es la tensión de comparación empleada, h representa
el tensor de tensiones calculado, roe es el punto de aplicación de la
restricción en tensión y  es el vector de variables de disen˜o.
Si el material que se utiliza presenta un comportamiento aná-
logo a tracción que a compresión, como por ejemplo el acero o
el aluminio, el criterio de rotura más habitual es el de Von Mises.
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n este caso, las dos restricciones en tensión propuestas en (6) se
educen a una única restricción:
e() = ̂VM,e(h(roe,)) − ̂máx ≤ 0, (7)
iendo ̂VM(h(roe,)) la tensión de comparación de Von Mises
btenida a partir del tensor de tensiones calculado (h(roe,)) y
máx el valor máximo de la tensión de comparación.
En este trabajo se ha utilizado este criterio de comparación para
mponer restricciones en tensión dado que algunos de los mate-
iales utilizados habitualmente en ingeniería estructural se rigen
or esta tensión de referencia. Además, estemismométodo ha sido
tilizado enotros trabajos sobre optimización topológica de estruc-
uras por autores como Burger y Stainko [16], Duysinx y Bendsøe
21], Duysinx y Sigmund [22] o Pereira et al. [25]. Otros criterios de
otura similaresyaplicables adiferentes tiposdematerialespueden
ncontrarse por ejemplo en [20].
Las formulaciones de las restricciones en tensión propuestas
n (6) y (7) están sujetas a fenómenos de singularidad debido al
arácter discontinuo de la tensión cuando la densidad relativa del
aterial e tiende a cero. A medida que el proceso de optimiza-
ión reduce el valor de la variable de disen˜o e el valor que toma la
estricción del elemento en el que se está reduciendo la densidad
elativa va cambiando. Sin embargo, cuando la densidad relativa de
ste elemento se aproxima a cero es posible que la tensión a la que
stá sometidoelpunto central delmismose incrementehasta llegar
incumplirse la restricción en tensión. Sin embargo, si se elimina
or completo el material (e =0) la restricción en tensión desapa-
ece. En consecuencia, los algoritmos de optimización son en este
aso incapaces de eliminar los elementos que presentan restriccio-
es en tensión llevando al mínimo el valor de su densidad relativa
unque las soluciones óptimas así lo requieran. Algunos de estos
enómenos de singularidad aparecen reﬂejados en los trabajos de
heng y Jiang [18], Cheng y Guo [19] y Duysinx y Bendsøe [21], así
omo algunas de las posibles soluciones utilizadas para evitar este
roblema.
En este trabajo se propone una relajación de la formulación
e las restricciones basada en los trabajos de Cheng y Guo [19]
de Duysinx y Bendsøe [21] que consiste en la incorporación de
n nuevo término que modiﬁca el valor máximo de la tensión de
otura en función de la densidad relativa del elemento en el que
e aplica la restricción. Así, la imposición de las restricciones en
ensión incorporando este factor de relajación se puede escribir
omo:
e =
(
̂VM,e
(
he ()
)
− ̂máxϕe
)
≤ 0, (8)
onde ϕe es el factor de relajación que se calcula como:
e = 1 − ε + εe , (9)
iendo ε el parámetro de relajación de la formulación (ﬁg. 4) y e la
ensidad relativa del elemento e en el que se impone la restricción.
l parámetro ε toma valores próximos a cero (ε∈ [0,001, 0,1]) para
vitar una excesiva relajación de las restricciones.
Además, este planteamiento de las restricciones en tensión se
uede modiﬁcar para que tenga en cuenta el uso de tensiones rea-
es o efectivas. Para ello se deﬁne una formulación alternativa a la
ropuesta en (8) como:
e =
(
̂VM,e
(
he ()
)
− ̂máxϕe
)
qe ≤ 0, (10)
onde el exponente q es un parámetro que toma los valores q=0
uando se impone la restricción en tensiones reales o q=1 cuando
e aplique la restricción en tensiones efectivas. Las ventajas e incon-
enientes de estos planteamientos se han estudiado con detalle en
24,31,32].
La ventaja más importante de los planteamientos locales de las
estricciones es su robustez. Algunos ejemplos de aplicación se hanFigura 4. Factor de relajación para diferentes valores de ε.
analizado con esta formulación obteniendo resultados satisfacto-
rios. Además, con esta formulación se garantiza en mayor medida
la validez de la solución estructural ya que se comprueba el estado
tensional en el punto central de cada elemento de la estructura.
Sin embargo, la ﬁabilidad de la formulación propuesta y de los
resultados obtenidos tiene como contrapartida el elevado coste
computacional que se requiere para resolver los problemas de opti-
mización resultantes. Los problemas de optimización topológica de
estructuras utilizan en la práctica un número elevado de variables
de disen˜o, normalmente tantas como elementos. Por otra parte,
la formulación local del problema también obliga a imponer un
número elevado de restricciones altamente no lineales en nuestro
modelo. En consecuencia, los algoritmos de optimización desarro-
llados requieren un tiempo de cálculo muy elevado en la práctica.
Por este motivo se plantean dos formulaciones adicionales para las
restricciones en tensión con la ﬁnalidad de reducir las necesidades
computaciones del problema de disen˜o óptimo: una formulación
global y una formulación agregada por bloques de las restricciones.
2.4. Restricciones en tensión de tipo global
Tal y como se ha comentado en el apartado anterior la formula-
ción local de las restricciones en tensión requiere unas necesidades
computacionalesmuyelevadas,motivopor el que sehanpropuesto
nuevas formulaciones de las restricciones. La metodología más
habitual para conseguir este tipo de planteamientos que requieren
un menor coste computacional consiste en establecer una función
que aproxime el comportamiento de todas las restricciones locales
en una única restricción que recibe, en la terminología de optimiza-
ción, el nombre de función global o restricción global. Esta función
global presenta ventajas computacionales muy claras ya que se
reduce considerablemente el número de restricciones del modelo
pero, por el contrario, no garantiza de forma estricta el cumpli-
miento de las tensiones desde un punto de vista local, de modo que
es posible que algunas tensiones locales excedan su valor máximo
permitido. A pesar de esto, la formulación global de las restric-
ciones actúa evitando que la violación de las restricciones locales
sea excesivamente elevada de modo que las tensiones a nivel local
satisfagan de forma aproximada el máximo valor permitido.
Como es obvio, la elección de esta función global es uno de
los puntos claves para el buen comportamiento de la formula-
ción. En este trabajo se propone la utilización de la función global
de Kreisselmeier-Steinhauser como función de agregación de las
restricciones locales. Esta función presenta un comportamiento
logarítmico-exponencial y ha sido aplicada con éxito en otras dis-
ciplinas de la optimización de estructuras [38–40]. De acuerdo con
3 mér. cálc. diseño ing. 2012;28(1):33–48
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ste planteamiento se puede establecer una restricción global de
ensiones como:
KS =
1


ln
⎡⎣ m∑
j=1
exp
gj
⎤⎦− 1


ln(m) ≤ 0, (11)
onde m es el número de restricciones locales de desigualdad con-
ideradas, gj es el valor que toma la restricción local del elemento j

 es el factor o parámetro de agregación.
Para el problema de optimización topológica que se plantea, la
ormulación propuesta en (11) puede particularizarse demodo que
e eviten, por ejemplo, fenómenos de escala con las unidades de
edida de las restricciones así como incorporar factores de rela-
ación para evitar los fenómenos de singularidad de las tensiones.
sí, la formulación global propuesta en (11) se reescribiría ahora
omo:
KS =
1


[
ln
(
Ne∑
e=1
exp
(̂
∗
e−1)
)
− ln(Ne)
]
≤ 0 (12)
onde
∗
e =
̂(he )
̂máx ϕe
, (13)
iendo he la aproximación calculada del tensor de tensiones del
aterial en el punto central del elemento e,máx la tensiónmáxima
dmisible y ϕe el coeﬁciente de relajación de las tensiones pro-
uesto en (9).
El parámetro 
 debe tomar el mayor valor posible dado que
e esta forma la formulación global representará más ﬁelmente
l comportamiento de la formulación con restricciones locales. De
echo en el límite la restricción global propuesta en (11) queda
omo,
lim
→∞
GKS = máx
{
gj
}
j=1,...,m ≤ 0. (14)
Sin embargo, valores muy elevados de este parámetro generan
na función muy no-lineal y difícil de resolver con los métodos
uméricos habituales. En la práctica se recomienda utilizar valores
el parámetro de agregación en el intervalo 
∈ [20, 40]. En [31] se
uede encontrar un estudio detallado de los valoresmás adecuados
ara el parámetro de agregación.
La formulación global propuesta en (12) consigue reducir
normemente las necesidades computacionales del problema
e optimización topológica. Sin embargo, cuando el número de
lementos y de restricciones locales es muy elevado la formulación
lobal aglutina en una única función la información que proporcio-
an un número elevado de contribuciones locales. Por este motivo,
uando el número de elementos aumenta de forma importante,
l cumplimiento aproximado de las restricciones desde un punto
e vista local no se puede garantizar. Además, el agrupamiento de
n número elevado de restricciones provoca que los algoritmos
e optimización requieran de un número de iteraciones mucho
ayor que para la formulación local dado que el efecto de agrupar
estricciones hace que el algoritmo no disponga del mismo nivel
e información que en la formulación local. En algunos casos, la
grupación de un número muy elevado de restricciones locales
rovoca que los óptimos obtenidos no sean adecuados. Por este
otivo, se plantea una tercera formulación de las restricciones del
roblema: la formulación agregada por bloques.
.5. Reducción por bloques de restricciones de tipo localLa formulación global puede presentar algunos inconvenientes
uando el número de restricciones aumenta de forma muy impor-
ante. Para evitar este efecto, se planteauna formulaciónpor gruposBb
Figura 5. Deﬁnición de un bloque de elementos de la malla.
o bloques de elementos. La idea principal de esta formulación con-
siste en agrupar los elementos en un número deﬁnido de bloques
e imponer para cada bloque una restricción global similar a la pro-
puesta en (12). En la ﬁgura 5 se puede observar la composición
de un bloque de elementos sobre el que se impondrá una función
global de restricciones.
Con esta formulación el número de restricciones totales de cada
problema es igual al número de bloques en que dividamos la malla
deelementosﬁnitos. Esobvioqueestemodelo incluye tambiéna las
formulaciones presentadas en los apartados 2.3 y 2.4 si se deﬁne un
número de bloques adecuado. En el caso de la formulación con res-
tricciones locales propuesta en el apartado 2.3 bastará con tomar
tantos bloques como elementos tenga la malla. Si, por el contra-
rio, deﬁnimos un único bloque con todos los elementos de la malla
estaremos utilizando la formulación global de las restricciones pro-
puesta en el apartado2.4. Por lo tanto, unmayornúmerodebloques
proporcionará solucionesmejoresdadoqueel control sobre las ten-
siones esmásestricto.Unavezﬁjadoel númerodebloques autilizar
en el problema, el número de elementos de la malla se distribuye
de forma homogénea de modo que el número de elementos por
bloque sea, aproximadamente, el mismo para todos.
Esta formulaciónde las restricciones en tensiónpor bloquespre-
senta las ventajas que ofrece la formulación local porque establece
un control más efectivo sobre las restricciones en tensión. Por otra
parte, debido al menor número de restricciones, también se consi-
guen reducir considerablemente las necesidades computacionales
del problema de optimización, sobre todo en tiempo de ejecución.
Cada restricción agrupadaporbloques sepuede, por tanto, escri-
bir como:
GKS,b =
1


⎡⎣ln
⎛⎝∑
e∈Bb
exp
(̂
∗
e−1)
⎞⎠− ln(Nbe )
⎤⎦ ≤ 0 (15)
siendo Bb el conjunto de elementos de la malla que pertenecen al
bloque b, Nbe el número de elementos de la malla que pertenecen
al bloque b y
 el parámetro de agregación propuesto en (11) y (12).
Uno de los puntos claves de este planteamiento de las restriccio-
nes radica en el modo de deﬁnir la distribución y conﬁguración de
los bloques de elementos. Parece razonable suponer que la forma
de generación de los bloques de elementos a partir de la malla ori-
ginal es un condicionantemuy importante a tener en cuenta en esta
formulación dado que afecta a las funciones globales y, en conse-
cuencia, a las restricciones en tensiónquedeﬁnen. Esta distribución
de los bloques, o lo que es lo mismo, la conﬁguración de los ele-
mentos de cada bloque, puede realizarse de muy diversas formas:
criterios de proximidad (por ejemplo, en la ﬁgura 5), geométricos
(formadel bloque) o incluso de aleatoriedad (seleccionando los ele-
mentos de cada bloque de forma aleatoria). En este trabajo se ha
utilizado una metodología para deﬁnir los bloques de elementos
basada en la numeración de los elementos de la malla utilizada, de
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odo que los elementos de cada bloque se eligen de forma con-
ecutiva siguiendo el orden numérico establecido para realizar el
álculo estructural. Esta técnica genera bloques con formas alar-
adas para las aplicaciones prácticas en optimización topológica.
pesar de esto, este método proporciona soluciones altamente
atisfactorias ya que se ha comprobado en la práctica que la distri-
ución de los bloques no supone un condicionante importante para
l disen˜o ﬁnal de la estructura. De hecho, en ningún ejemplo de los
ue se han estudiado se ha detectado una incidencia perceptible de
a distribución de los bloques en las soluciones óptimas obtenidas.
. Cálculo de estructuras mediante el método de los
lementos ﬁnitos
Una vez planteado el problema de optimización es necesario
esarrollar los puntos más importantes de la formulación. En pri-
er lugar, será necesario realizar el cálculo de estructuras porque a
artir de él se desarrollarán todas las fases posteriores del proceso
e optimización.
El problema de optimización topológica de estructuras con-
inuas que se propone requiere un método ﬁable de cálculo de
structuras para obtener el comportamiento resistente de las dis-
intas solucionesplanteadasdurante todoel procesodedisen˜o. Esta
écnica de cálculo debe, además, permitir la incorporación de las
ariables de disen˜o, las densidades relativas, en su formulación.
Una formulación del método de los elementos ﬁnitos será el
odelo de cálculo del comportamiento resistente utilizado en este
aso. El problema se estudiará bajo las hipótesis de elasticidad
ineal, pequen˜os desplazamientos y pequen˜os gradientes de des-
lazamientos. Además, esta formulación nos permitirá obtener,
demás de la respuesta estructural, información acerca de otros
spectos vitales para el problema de optimización tales como el
esode la estructura, el valorde las restriccionese inclusoel análisis
e sensibilidad.
El modelo de cálculo que se propone parte de un planteamiento
stándar del método [24,41–43] sobre el que se aplican las modi-
caciones necesarias para incorporar el efecto de las variables de
isen˜o del problema de optimización.
A continuación, se propone un desarrollo general del análi-
is estructural sin considerar el efecto de la densidad relativa
el modelo propuesto para este problema de optimización con
a ﬁnalidad de comparar ambas formulaciones y establecer las
odiﬁcaciones que es necesario incorporar en una formulación
onvencional del problema.
.1. Planteamiento del problema estructural
Seao undominio del espaciomaterial que está ocupadopor un
uerpo que, bajo la acción de cargas exteriores aplicadas, se defor-
ará ocupando un dominio  diferente. Entonces, cualquier punto
o deldominioo pasaráaocuparunpuntoPdeldominiounavez
ue se ha deformado el cuerpo. Si deﬁnimos como ro y r a los vec-
ores de posición de Po y P podemos calcular los desplazamientos
e cada punto según:
(ro) = r(ro) − ro. (16)
Una vez conocidos estos desplazamientos podemos obtener las
eformaciones ε(ro) y las tensiones (ro) en cada punto Po como:
= Lu,  = Dε (17)
onde L es la matriz de deformación-desplazamientos y D es la
atriz constitutiva del material. Los vectores ε y  son los vectores
e deformaciones y de tensiones respectivamente para cada punto
Hughes [41]).
Para unas cargas externas aplicadas por unidad de volumen
(ro) sobre el cuerpo en el dominio o y unas cargas por unidadlc. diseño ing. 2012;28(1):33–48 39
de superﬁcie t(ro) en el contorno o el análisis estructural
consiste en
Hallar u ∈ Hu (18a)
tal que a(w,u) = (w,b)o + (w, t)o ∀w ∈ Hw (18b)
siendo a(w,u) =
∫ ∫ ∫
o
(Lw)TD(Lu)d, (18c)
(w,b)o =
∫ ∫ ∫
o
wTbd, (18d)
(w, t)o =
∫ ∫
o
wT td, (18e)
donde las funciones de prueba u y las funciones de test w satisfacen
las condiciones contorno esenciales (desplazamientos prescritos)
y las correspondientes condiciones de contorno homogéneas, res-
pectivamente (Navarrina et al. [24]).
3.2. Modelo numérico de elementos ﬁnitos
La resolución analítica del problema estructural planteado ante-
riormente no es en general posible, lo que nos obliga a aproximar
la solución exacta a través de una discretización ﬁnita del domi-
nio. Para ello será necesario remplazar los espacios continuos de
las funciones Hu y Hw por los correspondientes espacios discreti-
zados Hhu y H
h
w y por las respectivas funciones de prueba u
h y de
test wh de los mismos. Sean, por tanto,
{
i(ro)
}
y
{
wj(ro)
}
unas
bases convenientemente elegidas de las funciones de prueba y de
test en los correspondientes subespacios Hhu y H
h
w , que veriﬁcan las
condiciones de contorno homogéneas del problema. La solución
aproximada del problema estructural (3.1) se puede plantear como
uh(ro) = up(ro) +
N∑
i=1
˚i(r
o)˛i, (19a)
wh(ro) =
N∑
j=1
W j(r
o)ˇj, (19b)
siendo
˚i(r
o) = i(ro)I3, W j(ro) = wj(ro)I3, (20)
donde ˛i
∣∣
i=1,...,N es el vector de desplazamientos nodales para cada
nodo i y uh(ro) el vector de desplazamientos de un punto de coor-
denadas ro.
La discretización espacial del dominio se realiza de modo que
o =
⋃Ne
e=1
e, e1
⋂
e2 =  ∀ e1 /= e2 (21)
donde e es el dominio ocupado por el elemento e y Ne es el
número de elementos ﬁnitos utilizados. Las bases de funciones de
prueba y de test se plantean habitualmente, en problemas de cál-
culo de estructuras, mediante formulaciones isoparamétricas de
tipo Galerkin, de modo que
wj(r
o) = j(ro). (22)
Consecuentemente el modelo de elementos ﬁnitos con aproxi-
mación de tipo Galerkin consiste en:
Hallar ˛ =
{
˛i
}
, i = 1, . . . , N (23a)
N∑talque
i=1
K ji˛i = f j, j = 1, . . . , N (23b)
siendo K ji = a(˚j,˚i), (23c)
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f j = (˚j,b)o + (˚j, t)o − a(˚j,u
p). (23d)
onde los términos Kji y fj pueden obtenerse ensamblando las con-
ribuciones elementales de cada elemento como
ji =
Ne∑
e=1
Keji, f j =
∫ ∫
o
˚Tj td +
Ne∑
e=1
f ej , (24)
iendo
e
ji =
∫ ∫ ∫
e
(L˚j)
TD(L˚i)d, (25a)
e
j =
∫ ∫ ∫
e
(˚Tj b − (L˚j)TD(Lup))d. (25b)
Una vez obtenida la solución al problema (3.2), se puede calcular
ara cualquier punto ro ∈o la aproximación de los desplazamien-
os, deformaciones y tensiones de acuerdo con (17) y (3.2) como:
h(ro) = up(ro) +
N∑
i=1
˚i(r
o)˛i, (26a)
h(ro) = Luh(ro), (26b)
h(ro) = Dεh(ro). (26c)
.3. Análisis estructural de material con densidad relativa
Para realizar el análisis estructural incorporando la densidad
elativa de cada elemento seguiremos un esquema similar al plan-
eadoenel apartado anterior. Partimosdeundominioo que ahora
stará ocupado por un material poroso y deﬁnimos la variable de
isen˜o (ro) como la densidad relativa del material en un punto Po
e coordenadas ro.
De acuerdocon (16), el análisis estructural pretenderáobtener el
ampo de desplazamientos así como las deformaciones y tensiones
sociadas para una conﬁguración material dada.
Si deﬁnimos como d el volumen ocupado por una región dife-
encial de material entorno al punto Po, el volumen de material
ólido existente en esta región diferencial es (ro)d debido al
fecto de la densidad relativa. De este modo, el análisis realizado
n (3.2) puede reescribirse en la forma:
ado (o) (27a)
allar u ∈ Hu (27b)
al que a(w,u) = (w,b)o + (w, t)o ∀w ∈ Hw (27c)
iendo a(w,u) =
∫ ∫ ∫
o
(Lw)TD(Lu)d, (27d)
(w,b)o =
∫ ∫ ∫
o
wTbd, (27e)
(w, t)o =
∫ ∫
o
wT td, (27f)
Comosepuedeobservar, los cambiosque se introducenen la for-
ulación se reducen a tener en cuenta el efecto de la porosidad en
a integración de los términos elementales correspondientes. Una
ez calculadas estas contribuciones elementales, las deformaciones
tensiones se calculan del mismo modo que en (3.3). Sin embargo,
s importante destacar que el análisis anterior carece de sentido
ísico cuando la densidad relativa es nula. Consecuentemente, los
esplazamientos, deformaciones y tensiones tampoco existen.álc. diseño ing. 2012;28(1):33–48
3.4. Modelo numérico de elementos ﬁnitos con densidad relativa
El análisis estructural por elementosﬁnitos paraunmaterial que
incorpore el efecto de la densidad relativa se puedeplantear a partir
de (3.2). Según (3.3), una vez conocido el vector  que contiene el
valor de las variables de disen˜o, el problema a resolver consiste en
Hallar ˛()
tal que
N∑
i=1
K ji()˛i() = f j(), j = 1, . . . , N.
(28)
Al igual que en la formulación sin densidad relativa los términos
necesarios para resolver (28) se pueden calcular ensamblando las
contribuciones de cada elemento de forma independiente de modo
que:
K ji() =
Ne∑
e=1
Keji(), (29a)
f j() =
∫ ∫
o
˚Tj td +
Ne∑
e=1
f ej (), (29b)
siendo las contribuciones elementales
Keji(e) =
∫ ∫ ∫
e
(L˚j)
TD(L˚i)ed, (30a)
f ej (e) =
∫ ∫ ∫
e
(˚Tj b − (L˚j)TD(Lup))ed. (30b)
Una vez que se ha obtenido la solución˛() del problema (28) se
pueden calcular para cualquier punto Po las aproximaciones de los
desplazamientos, de las deformaciones y de las tensiones a partir
de las expresiones propuestas en (3.2).
4. Algoritmo de optimización
La resolución de los problemas de optimización topológica
de estructuras es, en general, muy complicada debido al ele-
vado número de variables de disen˜o que presentan así como a la
no-linealidad de la función objetivo y/o de las restricciones. Conse-
cuentemente, los algoritmosymodelosque seutilizanpara resolver
este tipo de planteamientos deben proporcionar soluciones ade-
cuadas con un coste computacional asumible. Ambos aspectos son
fundamentales en la práctica.
Estos dos factores se acentúan en mayor medida en el problema
que se presenta dado que, además de utilizar un número elevado de
variables de disen˜o, incorpora una función objetivo no-lineal y un
número elevado de restricciones en tensión altamente no-lineales.
En este trabajo se ha utilizado un algoritmo basado en progra-
mación lineal secuencial (SLP) dado que este tipo de métodos han
demostrado ser eﬁcaces en la resolución de problemas de disen˜o
óptimo de estructuras con restricciones como los que se proponen
en [44–47].
4.1. Algoritmo SLP-QLS (programación lineal secuencial
con búsqueda unidireccional cuadrática)
El algoritmo de programación lineal secuencial basa su funcio-
namientoenel aprovechamientode laspropiedadesqueofrecen los
espacios linealizados de las restricciones y de la función objetivo,
sobre los que se aplican algoritmos como por ejemplo, el Simplex
[48,49], para obtener la solución óptima. De forma general, la solu-
ción se obtiene de forma iterativa estudiando el comportamiento
de la función objetivo y de las restricciones mediante una aproxi-
mación lineal. En cada iteración se pretende obtener una solución
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ejorada en dos fases. En primer lugar se obtiene mediante esta
proximación lineal la dirección de modiﬁcación del disen˜o que
roduce un mayor descenso en la función objetivo sin violar las
estricciones para, a continuación en un segundo paso, determinar
l factor de avance más adecuado para modiﬁcar el disen˜o en la
irección obtenida previamente. Por lo tanto, el vector de variables
e disen˜o se actualiza en cada iteración como:
k+1 = k + ksk, (31)
onde k es el vector de variables de disen˜o y k es el factor
e avance en la dirección de modiﬁcación del disen˜o sk en la
teración k.
Ladireccióndeavance (sk) se calculaa travésdediferentesméto-
os que utilizan la aproximación lineal del problema. En general, la
btención de esta dirección de modiﬁcación es la parte más impor-
ante y compleja del algoritmo y requiere de técnicas especíﬁcas
complejas debido al elevado número de variables de disen˜o y al
levado número de restricciones en tensión que pueden presen-
ar los problemas de optimización topológica que se plantean. Para
btener esta dirección de avance se utiliza el método de progra-
ación lineal (Simplex) porque ha demostrado ser adecuado para
ste tipo de problemas. Sin embargo, este algoritmo debe ser com-
lementado con otros más especíﬁcos. Así, por ejemplo, cuando
l problema no presenta ninguna restricción activa se utilizará el
étodo de máximo descenso y cuando existan restricciones fuer-
emente violadas se utilizará un algoritmo de entrada a la región
actible. Por lo tanto, el algoritmo completo sigue un comporta-
iento diferente en función del disen˜o y del estado tensional de la
structura en cada iteración.
.2. Algoritmo de máximo descenso
Tal y como se ha comentado anteriormente, si el problema no
resenta restricciones activas, el algoritmo Simplex no es aplica-
le y es necesario utilizar temporalmente otro algoritmo hasta que
lguna restricción se active.
Debido a la simplicidad del problema cuando no hay restric-
iones en tensión activas y a que, en general, esta situación de
ptimización incondicionada es temporal, se ha optado por utilizar
a dirección de máximo descenso de la función objetivo:
k
i,o = −
dF
di
∣∣∣
k
i
ki , i = 1, . . . , Ne, (32)
onde sk
i,o
es la componente i de la dirección de modiﬁcación del
isen˜o sin normalizar (sko) en la iteración k y 
k es el vector que
ndica la máxima modiﬁcación que puede experimentar el vector
e variables de disen˜o  en cada iteración teniendo en cuenta las
estricciones laterales. La dirección de modiﬁcación del disen˜o sk
e obtiene como sk = sko/‖sko‖.
Este algoritmo debe además complementarse con las corres-
ondientes restricciones laterales para evitar que el algoritmo se
etenga (debido a factores de avance nulos) antes de alcanzar el
ptimo deseado.
.3. Algoritmo de programación lineal (Simplex)
El algoritmo de programación lineal es el núcleo de todo el pro-
eso de optimización dado que debe proporcionar una dirección
e modiﬁcación del disen˜o que minimice la función objetivo pero
ue tenga en consideración todas y cada una de las restricciones en
ensión y de las restricciones laterales.
El algoritmo basa su funcionamiento en la aplicación del algo-
itmo Simplex sobre el espacio linealizado. Para ello planteamos ellc. diseño ing. 2012;28(1):33–48 41
desarrollo en serie de Taylor de primer orden de la función objetivo
y las restricciones en torno a la solución actual (k) como:
F(k+1) ≈ F(k) + dF
d
∣∣∣
k
ksk
gj(k+1) ≈ gj(k) +
dgj
d
∣∣∣∣
k
ksk j = 1, . . . ,m.
(33)
Además, también es necesario tener en cuenta las restricciones
laterales de las variables de disen˜o, tanto las inferiores como las
superiores. El algoritmo Simplex se aplica, por tanto, sobre este
problema linealizado. El desarrollo completo de este algoritmo se
recoge de forma detallada en [31,48].
4.4. Dirección de entrada a la región factible
A pesar de la robustez del algoritmo de programación lineal es
necesario recurrir en ocasiones a otros algoritmos. Así, por ejemplo
cuando el disen˜o presenta restricciones fuertemente violadas es
necesario disponer de un algoritmoque proporcione direcciones de
avance que tiendan a devolver el disen˜o actual a la región factible
de disen˜o.
Este algoritmo de dirección de entrada basa su funcionamiento
en la utilización de los gradientes de las restricciones más violadas
para obtener la dirección de avance más adecuada, que se obtiene
como:
ski,o = −
∑
gj∈gv
gj
dgj
di
∣∣∣
k
i∥∥∥∥ dgjd ∣∣∣k
∥∥∥∥2
ki , i = 1, . . . , Ne (34)
donde sk
i,o
es la componente i del vector de dirección de modiﬁca-
ción del disen˜o sin normalizar de la iteración k, gv es el conjunto
de restricciones violadas del problema y k es el vector que
indica la máxima modiﬁcación que puede experimentar el vector
de variables de disen˜o  en cada iteración teniendo en cuenta las
restricciones laterales. La dirección de modiﬁcación del disen˜o sk
se obtiene como sk = sko/‖sko‖.
4.5. Búsqueda del factor de avance
Una vez calculada y normalizada la dirección de modiﬁcación
del disen˜o (sk) es necesario calcular el factor de avance más
adecuado (k). Para ello realizaremos una búsqueda unidireccional
cuadrática en la dirección obtenida previamente. De este modo, se
pretenden evitar los fenómenos oscilatorios que se producen habi-
tualmente en torno a la solución cuando se utilizan aproximaciones
lineales [46].
Para llevar a cabo el cálculo del factor de avance necesita-
mos conocer, por tanto, las derivadas de segundo orden tanto
de la función objetivo como de las restricciones. Dado que la
dirección de modiﬁcación del disen˜o es conocida podremos evitar
el cálculo de las derivadas completas de segundo orden reali-
zando un cálculo direccional de estas derivadas en la dirección de
modiﬁcación del disen˜o. A partir de estas derivadas planteamos
el desarrollo en serie de Taylor de segundo orden de la función
objetivo y de las restricciones como:
F(k+1) ≈ F(k) + Ds F
∣∣
k
k + D2ss F
∣∣
k
(k)2
2
gj(k+1) ≈ gj(k) + Ds gj
∣∣
k
k + D2ss gj
∣∣
k
(k)2
2
j = 1, . . . ,m.(35)
Una vez planteado el desarrollo en serie de Taylor de segundo
orden procedemos a calcular el factor de avance. Para ello, es
4 mér. c
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ecesario calcular previamente el valor mínimo y máximo que
uede tomar el factor de avance que hace que no se incumplan
as restricciones laterales de las variables de disen˜o. Una vez deﬁ-
idos estos límites, el algoritmo comprueba el valor de la función
bjetivo y de las restricciones en puntos equiespaciados suﬁcien-
emente próximos dentro del rango admisible de valores del factor
e avance y selecciona el más adecuado.
. Análisis de sensibilidad de las restricciones
Tal y como se ha planteado anteriormente los algoritmos de
ptimización propuestos requieren conocer las derivadas comple-
as de primer orden y las derivadas de primer y segundo orden
ireccionales de las restricciones en tensión.
.1. Análisis de sensibilidad de primer orden de las restricciones
El análisis de sensibilidad de las restricciones se desarrolla de
orma analítica mediante el método de la variable adjunta. En este
rabajo se desarrolla de forma especíﬁca este análisis para la for-
ulación local de las restricciones en tensión. Un desarrollo más
etallado de este análisis tanto para la formulación local como para
as formulaciones global y agregada por bloques puede encontrarse
n [31,50].
La formulación local de las restricciones en tensión establece, de
cuerdo con (10), una restricción en el punto central de cada ele-
ento de la malla de elementos ﬁnitos utilizada. Esta formulación
e puede plantear como:
e() = g˜e(̂VM,e, e)
∣∣
̂vm,e(e)
e(˛)
˛()
. (36)
onde ̂VM,e es la tensión de comparación de Von Mises y e es
n vector que contiene las componentes del tensor de tensiones,
mbos calculados en el punto central del elemento e. El vector de
esplazamientos nodales es ˛(). Por simplicidad, se omite para el
nálisis de sensibilidad el uso del superíndice h introducido en el
partado (3.2) para indicar que las variables representan valores
alculados mediante el método de elementos ﬁnitos.
Lasderivadasdeprimerordende las restricciones en tensión con
especto a las variables de disen˜o se pueden plantear aplicando la
egla de la cadena como:
dge
di
= ∂g˜e
∂̂VM,e
∣∣∣∣ ̂vm,e(e)
e(˛)
˛()
d̂VM,e
de
∣∣∣∣e(˛)
˛()
de
d˛
∣∣∣
˛()
d˛
di
+ ıie
∂g˜e
∂i
∣∣∣∣ ̂vm,e(e)
e(˛)
˛()
, (37)
onde dged =
{
dge
di
}
i = 1, . . . , Ne, siendo Ne el número de variables
e disen˜o. La función ıie es la delta de Kronecker.
Una vez establecidas las derivadas de las restricciones de
cuerdo con (37) es necesario calcular las derivadas de los des-
lazamientos nodales ˛() con respecto a la variable de disen˜o i.
stas derivadas también se pueden obtener de forma analítica deri-
ando el sistema de ecuaciones lineales, deﬁnido en el cálculo de
structuras por el método de elementos ﬁnitos, propuesto en (3.3)
omo:
d˛
di
= df
di
− dK
di
˛. (38)álc. diseño ing. 2012;28(1):33–48
El cálculo de las derivadas de los desplazamientos requiere que
se resuelva un sistema de ecuaciones para cada variable de disen˜o y
caso de carga aplicado cuyas incógnitas son las derivadas buscadas.
La matriz de coeﬁcientes de este sistema de ecuaciones es la matriz
de rigidez obtenida en el cálculo estructural. Las contribuciones que
deﬁnen el vector de términos independientes del sistema de ecua-
ciones se pueden obtener de forma directa a partir del modelo de
elementos ﬁnitos con densidad relativa. Si se tiene en cuenta que
las cargas externas puntuales y las cargas externas por unidad de
área no dependen para este problema de las variables de disen˜o,
sus derivadas serán obviamente nulas. Por el contrario, las fuer-
zas por unidad de volumen, como por ejemplo el peso, presentan
una dependencia lineal con respecto a las variables de disen˜o. Así,
a nivel elemental las derivadas de las fuerzas por unidad de volu-
men dependen de la densidad relativa del elemento considerado
[31,32,50]. Por tanto, las derivadas de las fuerzas nodales (fk, k=1,
. . ., N) con respecto a la densidad relativa del elemento e pueden
obtenerse ensamblando las contribuciones elementales de las fuer-
zas por unidad de volumen considerando que la densidad relativa
del elemento e es e =1 y el resto son nulas (i =0∀ i /= e, i=1, . . .,
Ne).
Del mismo modo las derivadas de la matriz de rigidez K con
respecto a la variable de disen˜o e se puede obtener ensamblando
las matrices elementales Ki con i =1 si i= e y i =0 en cualquier
otro caso [50]. En la práctica este cálculo se puede realizar a nivel
elemental y ensamblar los resultados en el vector de términos inde-
pendientes.
Una vez planteada la obtención de los términos independientes
de acuerdo con los planteamientos anteriores, las derivadas de
los desplazamientos nodales se pueden calcular mediante dos
métodos distintos: diferenciación directa analítica o diferenciación
por el método de la variable adjunta [31,50].
Elmétodo de diferenciación directa consiste en calcular las deri-
vadas de los desplazamientos nodales resolviendo los sistemas de
ecuaciones propuestos en (38) y sustituir estas derivadas en (37),
obteniendo así las derivadas de las restricciones. En la práctica este
método requiere resolver tantos sistemas de ecuaciones adiciona-
les como variables de disen˜o tenga el problema de optimización
para cada caso de carga.
En este trabajo el método de derivación utilizado es el método
de la variable adjunta. Este planteamiento consiste en reemplazar
las derivadas de los desplazamientos nodales obtenidas de acuerdo
con (38) en (37), con lo que se obtiene que:
dge
di
= Te
(
df
di
− dK
di
˛
)
+ ıie
∂g˜e
∂i
∣∣∣∣ ̂vm,e(e)
e(˛)
˛()
, (39)
siendo:
Te =
∂g˜e
∂̂VM,e
∣∣∣∣ ̂vm,e(e)
e(˛)
˛()
d̂VM,e
de
∣∣∣∣e(˛)
˛()
de
d˛
∣∣∣
˛()
K−1 (40)
la variable adjunta, que se obtiene como resultado de resolver el
sistema de ecuaciones:
KTe =
⎛⎜⎜⎜⎜⎝ ∂g˜e∂̂VM,e
∣∣∣∣ ̂vm,e(e)
e(˛)
d̂VM,e
de
∣∣∣∣e(˛)
˛()
de
d˛
∣∣∣
˛()
⎞⎟⎟⎟⎟⎠
T
. (41)˛()
Todos los términos que se proponen en las expresiones ante-
riores se pueden obtener de forma directa mediante aplicación
de reglas de derivación analíticas a partir de la formulación del
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roblema estructural. Un desarrollo más extenso y detallado de
as técnicas de análisis de sensibilidad que se proponen se puede
ncontrar en [31,50].
La variable adjunta se puede obtener resolviendo el sistema de
cuaciones propuesto en (41). De acuerdo con este planteamiento,
on este método será necesario resolver tantos sistemas de ecua-
iones como restricciones en tensión se incorporen en el algoritmo
e optimización. En la práctica, este número es considerablemente
ás reducido que el número de variables de disen˜o ya que en el
lgoritmo de optimización solo se incorporarán las restricciones
ctivas en cada iteración. Además, a pesar de que la matriz de coe-
cientes de (41) aparece traspuesta, el cálculo de estos sistemas de
cuaciones se puede implementar de forma muy eﬁciente debido a
as propiedades de simetría de la matriz de rigidez de la estructura.
e este modo, en la práctica, la matriz de coeﬁcientes de (41) es la
atriz de rigidez del análisis estructural al igual que ocurre en el
étodo de diferenciación directa analítica.
Una vez conocido el valor de la variable adjunta e el cálculo
e las derivadas de las restricciones se puede llevar a cabo a
artir de (39). Por lo tanto, el cálculo de estas derivadas también
e realiza en dos pasos. En un primer paso se calcula el valor
e la variable adjunta para cada restricción e resolviendo el
istema de ecuaciones propuesto en (41) y, a continuación, en
n segundo paso se calculan las derivadas de las restricciones de
cuerdo con (39). Este método permite calcular las derivadas de
as restricciones de forma selectiva, seleccionando por ejemplo
quellas restricciones que se encuentren activas en cada iteración,
de forma independiente para cada restricción. Esto también
upondrá una ventaja muy importante si se pretende implementar
ste cálculo en paralelo en ordenadores de altas prestaciones.
.2. Análisis de sensibilidad direccional de primer y segundo
rden de las restricciones
El análisis de sensibilidad de primer orden de las restricciones
ermite calcular la dirección de modiﬁcación del disen˜o más ade-
uada utilizando el algoritmo de programación lineal secuencial
ropuesto.Unavezcalculadaestadirección senecesitanconocer las
erivadas direccionales de primer y segundo orden de las restric-
iones con la ﬁnalidad de calcular el factor de avancemás adecuado
e acuerdo con (35).
Para calcular las derivadas direccionales se utilizará un algo-
itmo de diferenciación directa analítica. En este caso no se utiliza
l método de la variable adjunta ya que requeriría almacenar y
alcular todas las variables adjuntas de todas las restricciones. El
lgoritmo de diferenciación directa permite calcular las deriva-
as de todas las restricciones, no solo de las restricciones activas.
as derivadas direccionales de primer orden de las restricciones en
a dirección s se pueden calcular a partir de (36) como:
s ge = dge
d
s, (42)
sustituyendo ( dged ) de acuerdo con (37):
s ge = ∂g˜e
∂̂VM,e
∣∣∣∣ ̂vm,e(e)
e(˛)
˛()
d̂VM,e
de
∣∣∣∣e(˛)
˛()
de
d˛
∣∣∣
˛()
Ds ˛
+ ∂g˜e
∂e
∣∣∣∣ ̂vm,e(e)
e(˛)
se (43)˛()
onde Ds ˛ se obtiene como:
(Ds ˛) = (Ds f ) − (Ds K)˛. (44)lc. diseño ing. 2012;28(1):33–48 43
De unmodo similar se pueden obtener las derivadas de segundo
orden direccionales. Los algoritmos se omiten en este trabajo
debido a su extensión. Un desarrollo completo de los métodos de
análisis de sensibilidad propuestos se puede encontrar en [31,50].
Como se puede apreciar en (44) se requiere resolver un sistema
de ecuaciones adicional. De nuevo, la matriz de coeﬁcientes de
este sistema de ecuaciones es la matriz de rigidez del modelo
de cálculo de estructuras. Por lo tanto, resolviendo solamente dos
sistemas de ecuaciones adicionales (uno para las derivadas direc-
cionales de primer orden y otro para las derivadas direccionales de
segundo orden) se pueden calcular las derivadas direccionales
de todas las restricciones del problema para cada caso de carga.
6. Cálculo en paralelo en optimización topológica
de estructuras
Los modelos de disen˜o óptimo que se han propuesto involucran
un número elevado de variables de disen˜o. En la práctica es fácil
alcanzar variosmiles de variables de disen˜o. Por otra parte, si se uti-
liza la formulación local el número de restricciones delmodelo será
igual o superior (si se aplican varios casos de carga) al número de
variables dedisen˜o. Por lo tanto, el problemadeoptimización resul-
tante es muy complejo y en general el tiempo de cálculo necesario
para resolverlo esmuyelevado.Asimismoel análisis de sensibilidad
de las restricciones también requiere un coste computacional ele-
vado. Por este motivo se plantea incorporar las técnicas de cálculo
en paralelo en el proceso de disen˜o óptimo.
Estas técnicas de cálculo en paralelo se aplican en este tra-
bajo en los dos algoritmos que requieren la mayor parte del coste
computacional: el análisis de sensibilidad de primer orden de las
restricciones y el algoritmo de optimización basado en programa-
ción lineal secuencial.
Tal y como se ha comentado anteriormente en este trabajo el
análisis de sensibilidad de primer orden se calcula mediante
el método de la variable adjunta. Este método se desarrolla en dos
fases: el cálculo de la variable adjunta y el cálculo de las derivadas
a partir de ésta. Ambas fases se pueden desarrollar de forma
independiente para cada restricción. Por lo tanto, la aplicación
de técnicas de cálculo en paralelo en este caso es directa y los
rendimientos obtenidos son, en la práctica, muy cercanos a
los teóricos. En la ﬁgura 6 se muestran los resultados de acelera-
ción de los cálculos del análisis de sensibilidad de primer orden
obtenidos en un equipo de cálculo de altas prestaciones.
El algoritmo de programación lineal secuencial que se propone
también se desarrolla en dos fases. En la primera fase se calcula
la dirección más adecuada de modiﬁcación del disen˜o y en una
segunda fase se calcula el factor de avance. El cálculo de la direc-
ción de avance es la parte que requiere la mayor parte del tiempo
CPU en la práctica. El tiempo de cálculo requerido para obtener el
factor de avance es despreciable frente al cálculo de la dirección de
modiﬁcación del disen˜o.
El cálculo de la dirección de modiﬁcación del disen˜o se lleva
a cabo habitualmente mediante el algoritmo Simplex [48,49].
Este algoritmo basa su funcionamiento en la aplicación iterativa
de un algoritmo que modiﬁca la matriz del problema linealizado.
Esta transformación de la matriz del problema linealizado consiste
en la aplicación de combinaciones lineales por ﬁlas de la misma
[31]. Por lo tanto, estas combinaciones lineales por ﬁlas también se
pueden llevar a cabo de forma independiente para cada ﬁla, lo que
permite desarrollar este cálculo en paralelo de forma sencilla. La
aceleración obtenida en este caso como resultado de la utilización
del cálculo en paralelo no es tan eﬁciente como para el cálculo del
análisis de sensibilidad ya que es necesario desarrollar una parte
del cálculo de forma secuencial [31]. En la ﬁgura 6 se muestran
los resultados de aceleración de los cálculos obtenidos para este
algoritmo en un equipo de cálculo de altas prestaciones.
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Figura 6. Aceleración obtenida por iteración en un problema con 7.200 variables
de disen˜o y 7.200 restricciones locales en tensión, de las cuales 1.940 están activas.
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Pquipo de cálculo formado por 4 procesadores Intel Xeon 7.120M 3.0GHz y 16Gb
e memoria.
En conjunto la aceleración obtenida en cada iteración calcu-
ando enparalelo tanto el análisis de sensibilidad comoel algoritmo
implex se puede observar en la ﬁgura 6. Estos cálculos se han
levado a cabo utilizando directivas de paralelización OpenMP [51]
ebido a su facilidad de implementación en un código secuencial
a existente y a su sencilla aplicación en equipos de cálculo de
últiples núcleos, que son los más habituales en la actualidad.
. Ejemplos de aplicación
Como ejemplos de aplicación de la formulación de disen˜o
ptimo así comode lametodología de optimización se analizan tres
structuras bidimensionales bajo la hipótesis de tensión plana. Se
resentan tanto la evolución del proceso de optimización desde la
olución inicial hasta la soluciónﬁnal comoel estado tensional exis-
ente en la solución óptima ﬁnal con el ﬁn de veriﬁcar la validez de
a formulación. También se tratan otros aspectos computacionales
elacionados con el proceso de cálculo comopor ejemplo, el tiempo
e CPU total.
El modelo de elementos ﬁnitos propuesto para estos ejemplos
tiliza elementos cuadráticosde8nodos con laﬁnalidaddemejorar
a aproximación tanto de losmovimientos de la estructura como de
as tensiones. Además, esta característica no supone un incremento
e coste computacional relevante debido a que no se modiﬁca ni
l número de variables de disen˜o ni el número de restricciones del
roblema.
.1. Optimización topológica de una viga biapoyada de gran
anto con carga inferior
El primer ejemplo estudiado corresponde al problema de una
iga biapoyada de gran canto sobre la que se aplica una carga ver-
ical concentrada en la parte inferior de la misma. Un esquema de
a geometría y dimensiones del dominio de estudio puede obser-
arse en la ﬁgura 7. El peso propio de la estructura también se ha
onsiderado en este ejemplo como una carga estructural. Por sime-
ría solamente se analiza la mitad derecha del dominio, aunque se
uestran las soluciones sobre el dominio completo.Figura 7. Esquema y dimensiones de la viga biapoyada de gran canto con carga
inferior. Unidades en metros.
El dominio de la viga se ha discretizado usando una malla de
60×60=3.600 elementos cuadráticos de 8 nodos. El espesor de la
viga analizada es de 1 cm.
La carga vertical se aplica sobre la cara inferior de los cuatro
elementos del borde inferior más próximos al eje de simetría con
la ﬁnalidad de evitar los efectos de concentración de tensiones. La
carga vertical aplicada sobre la mitad derecha asciende a 50 kN,
lo que supone un total de 100 kN si se considera el dominio com-
pleto. Esta carga se aplica de forma ligeramente distribuida ya que
si se aplicasen cargas estrictamente puntuales los fenómenos de
concentración de tensiones desvirtuarían los resultados del análisis
estructural. Los fenómenos de concentración de tensiones condu-
cirían a la no existencia de solución para este problema dado que
no existiría ningún disen˜o que cumpliese las restricciones en ten-
sión en las zonas afectadas. Además, este planteamiento no sería
realista dado que en la práctica tanto las zonas de apoyo como las
zonas de aplicación de cargas no son puntuales sino distribuidas.
El material que se utiliza para este problema es acero con
densidad mat =7.850kg/m3, módulo de Young E=2, 1×105 MPa,
coeﬁciente de Poisson  =0, 3 y límite elástico ̂máx = 230MPa.
En la ﬁgura 8 se puede observar la evolución de la solución
para el problema propuesto desde la solución inicial. Para ello se
muestran 6 soluciones intermedias correspondientes a números de
iteración diferentes del proceso de optimización. Finalmente, en la
ﬁgura9 sepuedeobservar la soluciónóptimaalcanzada. La solución
óptima obtenida corresponde con la solución esperada desde un
punto de vista teórico. Para resolver este problema se ha utilizado
la formulación local de las restricciones.
El nivel de tensiones que presenta la soluciónﬁnal semuestra en
la ﬁgura 10. Se muestran tensiones normalizadas por simplicidad.
Como se puede observar el nivel de tensión de todos los elementos
es correcto y no se superan los valores máximos permitidos para
la tensión. Ello demuestra la validez de la formulación local de las
restricciones para este problema.
En la tabla 1 se pueden observar y analizar los parámetros más
importantes de este problema.
7.2. Optimización topológica de un gancho de grúaEl segundo ejemplo que se propone corresponde al disen˜o y
optimización de un gancho de grúa. Un esquema de la geome-
tría y dimensiones del dominio de estudio puede observarse en la
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Iteración 200Iteración 100
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Figura 8. Evolución de la solución hacia el óptimo para diferente número de itera-
ciones en el problema de la viga biapoyada de gran canto.
Figura 9. Solución óptima obtenida para el problema de la viga biapoyada de gran
canto.
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Figura 11. Esquema y dimensiones del gancho de grúa (unidades en centímetros).
T
Rigura 10. Estado de tensiones normalizado para el problema de la viga biapoyada
e gran canto.
gura 11. El peso propio de la estructura también se ha considerado
n este ejemplo como una carga estructural.
El dominio del gancho se ha discretizado mediante 6.260 ele-
entos cuadráticos de 8 nodos de acuerdo con la ﬁgura 12. El
spesor del gancho es de 2 cm.
La carga vertical se aplica sobre el sector circular inferior abar-
ando un ángulo de 90o. Con el ﬁn de simular el efecto las cargas
eales no se ha utilizado una carga uniformemente distribuida. La
arga aplicada sigue una ley senoidal que aplica un valor máximo
n el eje vertical del arco de circunferencia sobre la que se aplican
as cargas y un valor nulo en los extremos de aplicación de la carga,
s decir a 45o a cada lado del eje vertical del arco de circunferencia.
a carga total aplicada es de 30 kN.
El material utilizado en este problema es acero con densidad
mat =7.850kg/m3,módulo de Young E=2, 1×105 MPa, coeﬁciente
e Poisson  =0, 3 y límite elástico ̂máx = 230MPa.
abla 1
esumen de los parámetros más importantes del ejemplo de la viga biapoyada de gran ca
VIGA BIAPOYADA ε p q N
Formulación local (ﬁg. 9) 0,01 4 0 5Figura 12. Malla de elementos ﬁnitos del gancho de grúa.
En la ﬁgura 13 se muestra la evolución de la solución a lo largo
del proceso de optimización. Semuestran 6 soluciones intermedias
que corresponden a diferente número de iteraciones del algoritmo
de optimización desarrollado.
La soluciónﬁnal obtenida semuestra en la ﬁgura 14. A juzgar por
la distribución de material alcanzada, las soluciones que se utilizan
en la práctica diﬁeren sustancialmente de la solución óptima. Sin
embargo, es necesario tener en cuenta que el modelo propuesto no
incorpora restricciones por pandeo y este hecho puede afectar al
disen˜o ﬁnal propuesto. Por otra parte, también se muestra el nivel
tensional de los elementos de la malla para la solución ﬁnal en la
ﬁgura 15. Como se puede observar el nivel de tensión de los ele-
mentos se satisface yno se superan los valoresmáximospermitidos
para la tensión. En este caso también se ha utilizado la formulación
local de las restricciones con la ﬁnalidad de garantizar la validez
resistente de disen˜o ﬁnal alcanzado.
En la tabla 2 se pueden observar y analizar los parámetros más
importantes de este problema. Es importante en este punto des-
tacar los elevados tiempos de cálculo que se requieren cuando se
utiliza la formulación local de las restricciones. Este ejemplo se ha
calculado en paralelo mediante directivas OpenMP en un servidor
con dos procesadores Intel Xeon X5355 a 2,66GHz y con 16 Gb de
memoria. Para analizar este ejemplo se han utilizado los 8 núcleos
de cálculo disponibles.
nto
úmero de iteraciones Tiempo de CPU (s) Peso ﬁnal (%)
64 202.360 6,18%
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Tabla 2
Resumen de los parámetros más importantes del ejemplo del gancho de grúa
GANCHO DE GRÚA ε p q Número de iteraciones Tiempo de CPU (s) Peso ﬁnal (%)
Formulación local (ﬁg. 14) 0,01 4 0 679 61.600 24,70%
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Figura 14. Disen˜o óptimo obtenido para el problema del gancho de grúa.
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Figura 15. Estado de tensiones normalizado para el problema del gancho de grúa.
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de optimización desarrollado.igura 13. Evolución de la solución hacia el óptimo para diferente número de ite-
aciones en el problema del gancho de grúa.
.3. Optimización topológica de la estructura de un puente
olgante
Este ejemplo corresponde al problema de un puente de gran
uz con unas condiciones de apoyo que simulan las condiciones
ue presentan los puentes colgantes. Un esquema de la geome-
ría y dimensiones del dominio de estudio puede observarse en
a ﬁgura 16. Se han prescrito los movimientos en una zona loca-
izada de la parte inferior del dominio que correspondería a un
unto de apoyo (una pila). Asimismo también se ﬁja la zona del
ablero en el borde vertical derecho y se imponen los desplaza-
ientos prescritos horizontales correspondientes en la zona del
ablero de la izquierda para simular la continuidad del tablero
n el centro de vano. El peso propio es muy importante en este
ipo de estructuras y también se ha considerado en este ejemplo
omo una carga estructural. Solamente se analiza la mitad derecha
el dominio por simetría, aunque se muestran las soluciones sobre
l dominio completo.4,00
Figura 16. Esquema y dimensiones de puente colgante. Unidades en metros.
El dominio de la viga se ha discretizado usando una malla de
6.030 elementos cuadráticos de 8 nodos. El espesor de la estructura
es de 1 m.
La carga vertical se aplica de forma distribuida a lo largo del
tablero del puente, que se establece a la cota 30m y se representa
ﬁjando como  =1 la densidad en una ﬁla de elementos a esa altura.
La carga vertical total aplicada sobre la mitad derecha asciende a
60.000 kN, lo que supone un total de 120.000 kN si se considera el
dominio completo.
El material que se utiliza para este problema presenta una
densidad de mat =2.400kg/m3, módulo de Young E=3×105 MPa,
coeﬁciente de Poisson  =0, 3 y límite elástico ̂máx = 24MPa.
En la ﬁgura 17 se muestra la evolución de la solución a lo largo
del proceso de optimización. Semuestran 6 soluciones intermedias
que corresponden a diferente número de iteraciones del algoritmoLa solución ﬁnal obtenida se muestra en la ﬁgura 18. Como se
puede observar el disen˜o ﬁnal alcanzadono es el que se utiliza habi-
tualmente en el disen˜o de puentes atirantados en Ingeniería. Este
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Tabla 3
Resumen de los parámetros más importantes del problema del puente colgante.
PUENTE COLGANTE ε p 

Formulación por bloques (ﬁg. 18) 0,01 4 40
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B
Solución inicial
Iteración 100
Iteración 1.200
Iteración 500
Iteración 1.800
Iteración 2.500
Figura 17. Evolución de la solución hacia el óptimo para diferente número de ite-
raciones en el problema del puente colgante.
Figura 18. Disen˜o óptimo obtenido para el problema del puente colgante.
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vigura 19. Estado de tensiones normalizado para el problema del puente colgante.
ipode estructuras sedeﬁnenen la práctica conunúnicomástil ver-
ical (o pilona) que se establece como una prolongación de la pila
ue aparece desde el apoyo intermedio hasta el tablero del puente.
in embargo, el disen˜o que se obtiene con la formulación propuesta
eﬁne dos mástiles (o pilonas) colocadas de radialmente en forma
e V desde la intersección del tablero con la pila situada sobre el
poyo intermedio. Este disen˜o es más eﬁciente, de acuerdo con la
ormulación propuesta, que el disen˜o con un único mástil vertical;
i bien el modelo de disen˜o óptimo propuesto no incorpora res-
ricciones por pandeo que podrían inﬂuir en la solución estructural
lcanzada en este ejemplo. Por otra parte, también es importante
estacar que para la longitud de vano que se analiza la solución
e puente atirantado aparece como la solución estructural más
decuada frente a la disposición de una catenaria con péndolas
erticales.Número de iteraciones Tiempo de CPU (s) Peso ﬁnal (%)
3.139 199.300 8,74%
Por otra parte, también se muestra el nivel tensional de los ele-
mentos de la malla para la solución ﬁnal en la ﬁgura 19. Como se
puede observar, el nivel de tensión en los elementos se satisface
si bien en algunos casos se superan ligeramente los valores máxi-
mos permitidos para la tensión dado que en este caso se utiliza
una formulación por bloques. El número de bloques utilizado en
este problema es de 603, lo que supone que cada bloque contiene
10 elementos de la malla.
En la tabla 3 se pueden observar y analizar los parámetros más
importantes de este problema. Es importante en este punto desta-
car la reducción en tiempo de cálculo obtenida con la formulación
por bloques, incluso a pesar de que con esta formulación se necesi-
tan en la práctica un mayor número de iteraciones del algoritmo de
optimización. El valor del parámetro de agregación de las funciones
globales utilizadas en la formulación por bloques también se puede
observar en esta tabla.
8. Conclusiones
En este trabajo se propone una formulación de mínimo peso
con restricciones en tensión para el problema de la optimización
topológica de estructuras continuas. La formulaciónque sepropone
ha demostrado ser robusta y eﬁciente incluso cuando se resuel-
ven modelos complejos con un elevado número de variables de
disen˜o y de restricciones en tensión. La formulación propuesta
ofrece ventajas importantes frente a las formulaciones habituales
de máxima rigidez ya que se garantiza la validez de la solución y se
evitan inestabilidades como disposiciones de material en damero.
La metodología de disen˜o óptimo que se propone ha sido especial-
mente desarrollada e implementada para este problema teniendo
en cuenta aspectos fundamentales como el tiempo de cálculo o la
eﬁciencia de las operaciones. Así se han desarrollado algoritmos
especíﬁcos para el cálculo de estructuras, el análisis de sensibili-
dad y la optimización de la solución. El uso de estas técnicas en
los ejemplos de aplicación práctica ha demostrado la validez de la
formulación y de la metodología de resolución propuesta.
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