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Resumen
La alineacio´n de imagines card´ıacas procedentes de ima´genes de medici-
na nuclear tal como la Tomograf´ıa Computarizada por Emisio´n U´nica de
Positrones (SPECT) constituye un campo de investigacio´n activo dada su
importancia en el diagnostico de cardiopat´ıas. En este reporte presentamos
el estado del arte de la alineacio´n de ima´genes me´dicas con e´nfasis en la
alineacio´n de ima´genes card´ıacas al igual que una aplicacio´n del me´todo de
alineacio´n para ima´genes SPECT card´ıacos usando la informacio´n mutua
como medida de similitud.
Cardiac images registration coming from nuclear medicine like Single Positron
Emition Computer Tomography (SPECT) has become an active research
field since it is an important tool for the diagnostic of cardiac pathologies.
In this report we present the state of the art of medical image registra-
tion with emphasis in cardiac images, likewise it is presented an application




La te´cnica de SPECT (Single Photon Emition Computed Tomographic) es
pra´cticamente imprescindible actualmente para la evaluacio´n de la perfu-
sion en el miocardio, con superioridad demostrada en cuanto a sensibilidad
diagno´stica y localizacio´n topogra´fica de las a´reas patolo´gicas frente a las
ima´genes capturadas mediante Tomograf´ıa computarizada (CT) o Resonan-
cia Magne´tica (MR).
El diagno´stico de cardiopat´ıas a partir de ima´genes de medicina nuclear se
realiza mediante dos posibles comparaciones: comparar la imagen obtenida
con un atlas de la distribucio´n de intensidad ideal (comparacio´n externa) o
comparar la imagen en esfuerzo con la imagen reposo (comparacio´n interna).
En ambos casos las ima´genes requieren ser alineadas a efectos de comparar
las mismas regiones del miocardio. Esta comparacio´n puede dar lugar a tres
tipos de feno´menos:
1. La distribucio´n de la intensidad es normal en ambas ima´genes
2. Hay regiones con un poco de anormalidad en ambas ima´genes, que
puede denotar deso´rdenes en la perfusion sangu´ınea.
3. Hay una o mas regiones con baja densidad en la imagen en esfuerzo
pero con normalidad en la imagen de reposo, que puede denotar una
isquemia en esfuerzo.
Para la adquisicio´n de las imagen SPECT se requiere administrar previamen-
te un marcador con un radioiso´topo emisor de fotones gamma. La adquisi-
cio´n se basa en obtener mu´ltiples ima´genes gammagra´ficas o proyecciones
planares desde todos los a´ngulos posibles alrededor del torso. A partir de
esas ima´genes, el ordenador del tomo´grafo reconstruye, por retroproyeccio´n
filtrada o por me´todos iterativos, el volumen del corazo´n, que se representa
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mediante cortes, sucesivas secciones paralelas definiendo cada una un plano
en el espacio.
Las ima´genes SPECT tienen caracter´ısticas diferentes respecto a las ima´genes
diagnosticas no nucleares en cuanto a su resolucio´n, al nivel de ruido y a los
valores de intensidad. Las ima´genes con las que se realizaron las pruebas
provienen de una gammaca´mara de 2 cabezales con una resolucio´n de 64x64
pixeles, donde cada pixel representa un a´rea de 6,614x6,614 mm, frente a
una resolucio´n de una imagen CT del orden de 256x256 pixeles donde cada
pixel representa un a´rea de 0,23x0,23 mm.
Debido a esta diferencia de informacio´n contenida en los tipos de ima´genes
mencionados, no es evidente que el algoritmo de alineacio´n usado para
ima´genes CT y MR sea directamente aplicable al caso SPECT.
En este reporte, en el capitulo 2, se sintetizan los me´todos de alienacio´n de
ima´genes me´dicas (generalmente aplicados a ima´genes CT o MR) a partir
de lo cual se concluye cuales pueden ser adecuados para el caso de alineacio´n
de ima´genes SPECT. En el capitulo 3 se presenta el marco teo´rico del tipo
de algoritmo seleccionado, el cual se basa en la Informacio´n Mutua como
medida de similitud. En el capitulo 4 se implementa el algoritmo propuesto
por autores como A. Collignon[3], P.Viola en [21] y J. Pluim[16], aplica´ndolo
tanto a ima´genes CT como SPECT. En el capitulo 5 se evalu´an los resultados
obtenidos se concluye con las modificaciones necesarias para su aplicacio´n y




A continuacio´n se hace una revisio´n de los algoritmos propuestos para la
alineacio´n de ima´genes me´dicas.
2.1. Clasificacio´n de los algoritmos de alineacio´n
Los me´todos propuestos hasta ahora tienen multiples enfoques que van des-
de la comparacio´n por seguimiento de puntos marcados correspondientes
a sitios anato´micos geome´tricos, la alineacio´n basada en segmentacio´n de
modelos r´ıgidos (puntos, curvas y superficies) o modelos deformable (snakes,
nets) y la alineacio´n basada en propiedades de voxels, como la alineacio´n de
ejes principales y usando el contenido total de la informacio´n de la image.
1. Extr´ınseco: Se refiere a la intervencio´n del paciente antes de la captura
de las ima´genes.
a) Invasivo: Se inserta un objeto al paciente (cerca del o´rgano de
intere´s), este tipo de me´todos es expuesto por Vandermeulen et
al en [6].
b) No- invasivo: Adherir objetos a la piel para luego alinear el objeto
en cada imagen diagno´stica. Me´todo expuesto por Wang et al en
[22]
2. Intr´ınseco: Se refiere a las caracter´ısticas de la imagen.
a) Basados en puntos de referencia: me´todo basado en la seleccio´n
de puntos por el usuario para luego hacer la alineacio´n de esos
puntos minimizando la distancia entre el punto trasformado y su
punto correspondiente en la imagen de referencia. Este me´todo
es aplicable a cualquier tipo de ima´genes y en especial cuando se
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quieren encontrar transformaciones r´ıgidas. Si existe un nu´mero
considerable de puntos podr´ıa emplearse para hallar trasforma-
ciones mas complejas. El me´todo tiende a caer en o´ptimos locales,
se pueden diferenciar dos formas de seleccionar los puntos de ref-
erencia:
1) Anato´micos: seleccionando puntos importantes de la fisiolog´ıa
visible para luego ubicarlos en las dos imagenes y hacer la co-
rrespondiente alineacio´n, este me´todo lo presentan Maintz et
al y Evans et al en [11] y en [7]respectivamente.
2) Geome´tricos: seleccionar puntos de caracter´ısticas notables
geome´tricamente como puntos de maxima curvatura o es-
quinas, estos puntos pueden ser localizados de forma au-
toma´tica, me´todo propuesto por Christensen en [2]
b) Basado en segmentacio´n: la segmentacio´n en este caso se refiere
a la seleccio´n de estructuras dentro de la imagen con mayor com-
plejidad como curvas, superficies y volu´menes. En este tipo de
me´todos existen dos enfoques: el empleo de modelos r´ıgidos y el
uso de modelos deformables
1) Modelos r´ıgidos: consiste en seleccionar puntos, curvas, su-
perficies de ambas ima´genes para luego alinearlas de forma
independiente, la transformacio´n resultante es aplicada a las
ima´genes originales de forma global, este enfoque fue presen-
tado por Declerkc et al en [5]
2) Modelos deformable: en este enfoque una imagen debe de-
formarse ela´sticamente para ajustarse a la otra imagen, para
esto Davatziko et al [4] usan so´lidos deformables (nets) y
curvas deformables (Snakes), la optimizacio´n en este caso
siempre es local y su precisio´n depende de la precision del
me´todo de segmentacio´n que por lo general se hace de forma
semi-automa´tica.
3) Segmentacio´n basada en Informacio´n mutua: este enfoque
fue presentado por J.Rigau et al [17], en su propuesta se seg-
menta cada imagen en celdas rectangulares de forma iterativa
en un proceso ”bottom-up” hasta obtener una segmentacio´n
intermedia que contenga la mayor informacio´n promedio en
todas las celdas, la segmentacio´n final se encuentra modifi-
cando el histograma de intensidad mediante el agrupamiento
de valores vecinos, de tal forma que la reduccio´n en la infor-
macio´n mutua antes hallada sea minima. las ima´genes seg-
mentadas sirven de datos de entrada al proceso de alineacio´n
usando un indicador normalizado de la informacio´n mutua
entre las dos ima´genes.
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c) Me´todos Basado en propiedades de voxel: estos me´todos operan
sobre los valores de propiedad en la imagen. Hay dos enfoques,
el primero es reducir los valores de propiedad a conjuntos repre-
sentativos de escalares y orientaciones, la segunda es usar todo el
contenido de la imagen en el proceso de alineacio´n.
1) Reduccio´n a escalares o vectores (orientaciones, escalares,
ejes principales): se calcula el centro de gravedad de la ima-
gen y las direcciones a partir de los momentos de orden cero
y uno, este enfoque es usado por Pavia et al y Slomka et al
en [14], [19] respectivamente.
2) Me´todos que Usan todo el contenido de la imagen: los me´to-
dos de alineacio´n enmarcados en esta aproximacio´n ofrecen
un atractivo importante para el problema al que nos enfrenta-
mos, toda vez que usa toda la informacio´n disponible de la
imagen. Anteriormente no era imaginable su aplicacio´n dado
el alto costo computacional, sin embargo, con el aumento de
la capacidad del hardware actual es posible implementar al-
goritmos de este tipo con relativa eficiencia y resultados mas
precisos, adema´s este me´todo es aplicable a cualquier tipo de
ima´genes.
Las medidas de similitud mas usadas para este tipo de algo-
ritmos son:
a ′ Correlacio´n cruzada: medida usada por Studholme et al
en [20].
b ′ Minimizar la varianza en radios de intensidad: me´todo
usado por Zuo en [23].
c′ Minimizar la entrop´ıa del histograma conjunto de inten-
sidad: me´todo usado por Buzu et al en [1].
d ′ Maximizar la Informacio´n Mutua , este indicador de
similitud cobra cada vez mas importancia, fue introduci-
da por Collignon et al [3], para la alineacio´n multimodal
de ima´genes (MR-CT) cerebrales; por otro lado Chen et
al [8] han usado la informacio´n mutua para la alineacio´n
de ima´genes CT-MT y CT-PET del cerebro, Viola [21]
ha usado informacio´n mutua para alineacio´n de ima´genes
2D-3D combinado trasformadas globales y modelos de-
formables locales. Pluim et al [9],[15],[16] han usado in-
formacio´n mutua para alineacio´n de ima´genes cerebrales
multimodales. J.Rigau et al [17] alinean ima´genes CT y
MR usando el indicador normalizado de la informacio´n
mutua y parten de ima´genes segmentadas como se men-
ciono´ en los algoritmos basados en la segmentacio´n. Hasta
la fecha no hay publicada una propuesta del uso de la in-
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formacio´n mutua para la alineacio´n de ima´genes SPECT
card´ıacas.
e ′ Minimizar la diferencia absoluta o cuadrada de intensi-
dades: indicador usado por P.J. Slomka et al [19].
f ′ Alineacio´n de las expansiones de Taylor determinadas por
los valores de gris de las ima´genes, enfoque presentado
por K. Shields et al en [18]
3. Me´todos no basados en la imagen: Se basan en la alineacio´n de las
coordenadas de los instrumentos de captacio´n de la imagen, bajo el
supuesto que el paciente esta ubicado en la misma precisio´n relativa
y no hay un movimiento en la toma (supuestos dif´ıciles de cumplir!).
Este tipo de alineacio´n se ha usado en ima´genes procedentes de ultra-
sonido ya que el equipo esta equipado con un sistema de localizacio´n
espacial que puede ser fa´cilmente calibrado y usado cuando el paciente
es inmovilizado en la mesa gru´a. Esta te´cnica de calibracio´n del sis-
tema de coordenadas es usado tambie´n en la alineacio´n de posiciones
de las herramientas de cirug´ıa montadas en un brazo robo´tico.
2.2. Conclusiones
Retomando el caso que nos ocupa, la alineacio´n monomodal de ima´genes
SPECT, concluimos que:
Se descarta el uso de me´todos de alineacio´n extr´ınseco ya que no es
viable para el caso, requerir´ıa una intervencio´n quiru´rgica.
De los me´todos Intr´ınsecos se descartan los me´todos basados en pun-
tos de referencia y los basados en segmentacio´n debido a que en una
imagen SPECT pueden no aparecer puntos que en otra si aparecen
debido a la ausencia de riego sangu´ıneo en la region del miocardio
representada por dichos puntos o estructuras.
Los me´todos intr´ınsecos basados en propiedades de voxeles son los que
consideramos mas apropiados para la alineacio´n de ima´genes SPECT,
en especial aquellos que hallan una medida de la relacio´n o solapamien-
to de las dos ima´genes con un enfoque global, de las meditadas de
similitud usadas en estas aproximaciones, la informacio´n mutua es ma´s
robusta en comparacio´n a medidas como la correlacio´n o la entrop´ıa
conjunta de las ima´genes, aunque no ha sido probada su aplicabilidad
a la alineacio´n de ima´genes SPECT, la cual se hace hasta ahora con
intervencio´n activa del usuario.
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Los me´todos no basados en la imagen no son aplicables, dado que no
se puede garantizar la equivalencia de los sistemas de coordenadas en
ambas captaciones.
Un me´todo de alienacio´n esta compuesto por dos partes principales,
la medida de similitud y el tipo de optimizacio´n, La medida de simili-
tud seleccionada es la Informacio´n Mutua, el tipo de optimizacio´n se
describe en el capitulo 4.
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Cap´ıtulo 3
Marco Teo´rico de la
Informacio´n Mutua.
A continuacio´n se presentan los conceptos teo´ricos esenciales para la com-
prensio´n de la medida de similitud seleccionada.
3.1. Informacio´n Mutua
La informacio´n mutua como medida de similitud se ha empleado en los
algoritmos propuestos por: Chen [8], Colling[3], Maes [10],Makela [13], Mayer
[12], Pluim [15] y Viola [21] para la alineacio´n multimodal de ima´genes
procedentes de CT, MR y PET.
En ima´genes la informacio´n mutua (I(A,B)) se interpreta como la medida
de la informacio´n que contiene una imagen flotante A. con respecto a una
imagen de referencia B. Matema´ticamente I(A,B) se define como:
I(A,B) = H(A) +H(B)−H(A,B)




Donde: H(A) y H(B) denotan las entrop´ıas de las ima´genes A y B res-
pectivamente, entendiendo como entrop´ıa la medida de la variacio´n en los
valores de intensidad de la imagen. Por analog´ıa H(A,B) es la medida de
la variacio´n de los valores de intensidad de la imagen B con respecto a la
imagen A.
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Esto se puede apreciar en la figura 3.1, si a la suma de las variaciones in-
dependientes se resta la variacio´n de una imagen con respecto a la otra el
resultado sera´ la informacio´n mutua entre las dos ima´genes.
Si la informacio´n contenida en las dos ima´genes son iguales, el valor de la
informacio´n mutua es la entrop´ıa de la imagen. Por tanto el rango de la
informacio´n mutua es: 0 ≤ I(A,B) ≤ H(A), toda vez que en una alineacio´n
ideal se cumple que H(A) = H(B) = H(A,B).
La alineacio´n de las ima´genes sera o´ptima cuando el valor de I(A,B) este´ ma´s
cerca de su valor ma´ximo, lo que significara´ que se alcanza la ma´xima de-
pendencia entre las dos ima´genes.
3.2. Entrop´ıa
En el algoritmo se utiliza la definicio´n de entrop´ıa de Shannon usada en el
campo de teor´ıa de sen˜ales, la cual consiste en medir la cantidad de infor-
















p(a, b) log p(a, b)
Donde p(a) y p(b) son los valores de las distribuciones marginales de proba-
bilidad para el valor a de la imagen A y el valor b de la imagen B respectiva-
mente y p(a, b) es el valor de la distribucio´n de probabilidad conjunta para
los valores de intensidad a y b.
3.2.1. Estimacio´n de los valores de las distribuciones de pro-
babilidad conjunta y marginal
El estimador de la distribuciones de probabilidad conjunta se calcula me-
diante la normalizacio´n de cada entrada del histograma conjunto de los
valores de intensidad de las ima´genes A y B.
El estimador de las distribuciones de probabilidad marginal de los valores
de intensidad de las ima´genes A y B se calculan a partir de la suma por filas
y por columnas del histograma conjunto normalizado.
Las expresiones anal´ıticas para el calculo de los valores de distribuciones de












3.3. Propiedades de la informacio´n mutua
La informacio´n mutua tiene las siguientes propiedades teo´ricas:
1. I(A,B) = I(A,B).
La informacio´n mutua es sime´trica.
2. I(A,A) = H(A)
La cantidad de informacio´n de la imagen A con respecto a si misma
es igual a la entrop´ıa de A.
3. I(A,B) ≤ H(A), I(A,B) ≤ H(B)
4. I(A,B) ≥ 0
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5. Si A y B son independientes, entonces I(A,B) = 0 Esto es, la infor-
macio´n que contiene una con respecto a la otra es nula.
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Cap´ıtulo 4




La implementacio´n de este algoritmo de alineacio´n se realiza con el propo´sito
de evaluar la aplicabilidad de la alineacio´n basada en informacio´n mutua
al caso de ima´genes SPECT, dado que no es evidente su utilidad debido
a las caracter´ısticas de las ima´genes SPECT (poca resolucio´n y presencia
significativa de ruido)
A continuacio´n se describe el algoritmo de alineacio´n global de ima´genes
basado en informacio´n mutua. A modo general este algoritmo se caracteriza
por:
Preproceso de las ima´genes
Prealienacio´n
Uso de trasformaciones r´ıgidas
Proceso de optimizacio´n heur´ıstico basado en la bu´squeda multidirec-
tional de Powell en combinacio´n con el me´todo de Brent.
Calculo de informacio´n mutua en cada trasformacio´n probada en el
proceso de optimizacio´n, usando toda la informacio´n contenida en la
imagen
A continuacio´n se describe le pseudoco´digo del algoritmo de alineacio´n de
ima´genes.
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4.1. Pseudoco´digo del algoritmo propuesto
1. Informacio´n de entrada y preproceso
a) Lectura de ima´genes procedentes de una capa especifica de la
captacio´n SPECT.
b) Estandarizacio´n del rango de valores de intensidad.
c) Aplicacio´n de un filtro Kernell Gaussiano.
2. Prealineacio´n: alineacio´n de baricentros.
3. Optimizacio´n de los para´metros de trasformacio´n
Definicio´n del taman˜o de paso de la bu´squeda heur´ıstica:
Para cada uno de los 3 para´metros de trasformacio´n
Mientras el Taman˜o de paso sea mayor a un limite fijado y
el numero de iteraciones sea menor al nu´mero ma´ximo
Calcular informacio´n mutua inicial.
Calcular informacio´n mutua en los extremos del intervalo de bu´squeda I1 e I2
si I1 ∨ I2 > I0 entonces actualizar valor de los para´metros
si no Reducir taman˜o de paso
Incrementar en 1 el numero de Iteraciones
fin Mientras
4. Transformacio´n final y Visualizacio´n de Resultado: Aplicar para´metros
o´ptimo a la imagen flotante y mostrarlos en pantalla.
4.2. Informacio´n de entrada y preproceso
El algoritmo parte de dos ima´genes a alinear. Una de ellas se etiqueta como
imagen flotante y la otra como imagen de referencia. Al ser la informacio´n
mutua el indicador de similitud, y dado que su medicio´n se basa en el his-
tograma conjunto de intensidad, se debe tener algunas consideraciones para
optimizar el funcionamiento del algoritmo, como son:
1. Estandarizacio´n de los valores de intensidad de las ima´genes, ambas
se llevan a un rango entre 0 y 255.
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2. Se aplica un filtro con kernel gaussiano de radio 5, con el fin de suavizar
el gradiente de intensidad y disminuir los errores de alineacio´n por
los cambios introducidos en la interpolacio´n y el efecto subpixel. Este
filtro es estrictamente necesario en caso de alineacio´n multimodales y
recomendable en todos los casos con el fin de disminuir los errores de
alineacio´n por pequen˜as diferencias entre los valores de intensidad que
representan la misma regio´n, esta apreciacio´n es comu´n a los autores:
Colling [3], Viola [21] y J.Pluim [15].
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4.3. Prealineacio´n
Se alinean ambas ima´genes en una traslacio´n equivalente a la diferencia entre
sus respectivos baricentros como punto de partida para hallar la solucio´n
optima final.
Calculo de baricentros: siendo Vi,j el valor de intensidad en el pixel(i, j) con
origen en (x, y) y SV la suma de los valores de intensidad normalizado de
cada imagen, las coordenadas del baricentro (X,Y ) se calculan como:
X =
∑




i,j Vi,j ∗ yi,j
SV
4.4. Optimizacio´n
Se usa el me´todo multidireccional de Powell para maximizar la informacio´n
mutua, en combinacio´n con el algoritmo de optimizacio´n unidimensional de
Brent para hallar el o´ptimo de cada para´metro.
El me´todo de Powell realiza un optimizacio´n a la vez para cada para´metro
de la transformacio´n (una dimensio´n del espacio de bu´squeda a la vez), la
posicio´n final de un para´metro es el punto de partida para hallar el o´ptimo
del siguiente para´metro.
El me´todo de Brent sigue una para´bola que debe ”escalar”hasta encontrar
el valor ma´ximo, reduciendo el taman˜o de paso especificado y por tanto
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el intervalo de bu´squeda cada vez que en ambos extremos del intervalo se
encuentran valores de la funcio´n objetivo menores al valor de dicha funcio´n
en el valor actual del para´metro. En caso de encontrar un valor mayor en uno
de los extremos se actualizara´ el valor del para´metro al extremo del intervalo
repitiendo la prueba. El proceso de optimizacio´n de cada para´metro termina
cuando se alcanza un nu´mero ma´ximo de iteraciones o hasta que el taman˜o
de paso se reduce a un limite establecido.
El orden en que se realiza la optimizacio´n puede afectar la solidez de la
optimizacio´n. En el caso particular del SPECT, se selecciono´ como orden
(θ, tx, ty) toda vez que se hace una alineacio´n de baricentros inicialmente, de
otra forma ser´ıa necesario la aplicacio´n del algoritmo de optimizacio´n dos
veces: la primera con el orden (tx, ty, θ) y la siguiente con el orden (θ, tx, ty).
La mejora de los resultados aplicando la optimizacio´n una segunda vez no
supera el pixel como se muestra en el capitulo 5, Resultados.
4.4.1. Transformacio´n
En cada iteracio´n de la optimizacio´n son calculados tres valores del indicador
de informacio´n mutua correspondientes a la imagen flotante trasformada con
los para´metros de prueba de la iteracio´n.
En el enfoque comu´nmente usado la transformacio´n utilizada es una trans-
formacio´n geome´trica r´ıgida compuesta de traslacio´n y rotacio´n, al cual se
define como: Tα con α = (Θ,∆x,∆y), donde Θ es el a´ngulo de rotacio´n con
respecto al baricentro de la imagen y ∆x y ∆ las traslaciones con respecto
a los ejes coordenados X e Y.
Esta transformacio´n se aplica recursivamente hasta encontrar aquella que
genere la imagen que mejor se alinea con la imagen de referencia (maxima





Si S denota la malla de la imagen flotante original y S′ las la malla de la
imagen flotante resultante de la transformacio´n; las coordenadas (x′, y′) ∈ S′
correspondientes al punto (x, y) ∈ S son definidas por:
x′ = cos θ · x− sin θ · y +∆x
y′ = sin θ · x+ cos θ · y +∆y
En general la rejilla de la imagen resultante de una trasformacio´n de la
imagen flotante A no coincide con la rejilla de la imagen de referencia B, por
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tanto es necesaria una interpolacio´n para obtener los valores de intensidad
resultantes.
Interpolacio´n para la trasformacio´n de la imagen flotante
La eleccio´n del me´todo de interpolacio´n es de suma importancia ya que
afecta directamente la informacio´n de la imagen, los tipos de interpolacio´n
mas comunes en trasformaciones geome´tricas son la interpolacio´n al veci-
no mas proximo y la interpolacio´n bilineal. La interpolacio´n al vecino ma´s
pro´ximo puede producir perdida de valores al asignar dos valores a un mis-
mo pixel, la interpolacio´n bilineal puede introducir valores que antes no se
encontraban en la imagen flotante original provocando cambios imprevisi-
bles en la distribucio´n de probabilidad marginal de la imagen flotante P (A)
as´ı como cambios en la distribucio´n de probabilidad conjunta y por ende
en la informacio´n mutua. Para disminuir este efecto se emplea la Inter-
polacio´n Parcial Volume´trica (IPV), introducida por Collignon95[3] y
descrita en detalle y ampliada en Chen03[8]. La IPV en lugar de interpolar
nuevos valores de intensidad, calcula la contribucio´n de la intensidad de la
imagen A(s) al histograma conjunto distribuye´ndola sobre las entradas del
histograma conjunto correspondientes a los cuatro vecinos mas pro´ximos en
la imagen original, usando los mismos pesos que usa la interpolacio´n trilin-
eal, de este modo el histograma cambia suavemente cuando los para´metros
(α) var´ıan.
La figura 4.4.1 muestra la IPV.







ω1 = (1−∆x) · (1−∆y)
ω2 = ∆x · (1−∆y)
ω3 = ∆x ·∆y
ω4 = (1−∆x) ·∆y
4.5. Transformacio´n final y Visualizacio´n de Re-
sultado
En este ultimo paso se toman los para´metros o´ptimos hallados por la op-
timizacio´n y se aplican a la imagen flotante, La visualizacio´n dependera´ de




Las pruebas realizadas fueron efectuadas sobre ima´genes 2D procedentes
de archivos tipo DICOM, de captaciones CT y SPECT. La mayor´ıa de las
pruebas se efectuaron construyendo una imagen sinte´tica flotante a partir
de la transformacio´n r´ıgida Tα de la imagen de referencia a fin de controlar
los para´metros objetivos y medir la precisio´n del algoritmo. Se esperar´ıa
que el algoritmo de optimizacio´n retorne como o´ptimo los para´metros de la
transformacio´n inversa a la trasformacio´n inicial.
Las ima´genes CT tienen una resolucio´n de 256 x 256 pixeles y las ima´genes
SPECT una resolucio´n de 64 x 64 pixeles. Las rotaciones se realizaron alrede-
dor del baricentro de la imagen.
Los resultados presentados son la s´ıntesis de las pruebas mas relevantes
hechas sobre el algoritmo.
5.1. Resultados del algoritmo de alineacio´n apli-
cado a Ima´genes CT
El objetivo de esta prueba es validar el funcionamiento de la aplicacio´n con
el tipo de ima´genes con las cuales se ha empleado el algoritmo.
Las ima´genes proceden de tres modelos CT, modelo´ maxilofacial, modelo del
to´rax (Hı´gado) y modelo de la cabeza. Se usaron 3 capas de cada modelo,
las capas nu´mero 9,12,19. La imagen construida a partir de la capa n de
la captacio´n es etiquetada como imagen de referencia y la imagen flotante
se construye a aplicando una trasformacio´n r´ıgida a la imagen de referencia
con el fin de controlar la trasformacio´n esperada y evaluar la precisio´n del
algoritmo, con cada capa se realizaron 4 pruebas variando los para´metros de
generacio´n de la imagen de flotante, esto es, para el a´ngulo de rotacio´n se
usaron valores en el rango 0¡Θ¡180, par las traslaciones en X e Y se usaron
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valores en el rango 0¡X e Y ¡40.
Como criterios de parada de la optimizacio´n descrita en el capitulo 4 se usan
el nu´mero ma´ximo de iteraciones y un limite inferior en el taman˜o de paso.
Dado que el me´todo de optimizacio´n de Powell hace la optimizacio´n de cada
para´metro a la vez, el nu´mero ma´ximo de iteraciones se fija en 100 iteraciones
para el a´ngulo Θ y 80 para cada uno de los para´metros de traslacio´n, para
un total de 260 iteraciones ma´ximas, el taman˜o de paso inicial se fija en 30 o
para el a´ngulo de rotacio´n, y en 40 pixels para los para´metros de traslacio´n,
como criterio de parada se tiene un taman˜o de paso de 1o para el a´ngulo y de
1 pixel para la traslacio´n. El algoritmo se detendra´ si alcanza alguno de los
dos primeros, siendo mas deseable que llegue al limite inferior del taman˜o de
paso, pues esto significar´ıa al convergencia del algoritmo a un o´ptimo global.
En el cuadro 5.1 se muestra los resultados de las pruebas sobre el algoritmo.
La precision relacionada se refiere a la diferencia absoluta promedio entre la
trasformacio´n esperada y la obtenida. La medida se realizo para cada uno de
los tres para´metros de trasformacio´n (Θ,∆X,∆Y ), donde Θ es el a´ngulo de
rotacio´n, ∆X y ∆Y los para´metros de traslacio´n en X e Y respectivamente.
Los resultados de la tabla 5.1nos permiten concluir que tal como lo ex-
ponen los autores que han usado el algoritmo de alineacio´n de ima´genes
basado en informacio´n mutua aplicado a ima´genes CT, Chen [8], Colling[3],
Maes [10],Makela [13], Mayer [12], Pluim [15] y Viola [21]; el algoritmo de
alineacio´n obtiene una precision promedio subpixel cuando es aplicado a
ima´genes CT, y su comportamiento es robusto dado que no mostro´ ningu´n
resultado a t´ıpico como lo indica la desviacio´n esta´ndar de la precisio´n.
La figura 5.1 muestra la capa 12 de cada captacio´n CT usado en las pruebas
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En la figura se presenta en color rojo las ima´genes flotante y de referencia,
y la tercera fila de cada columna corresponde a la visualizacio´n conjunta de
la imagen flotante final en canal verde y la imagen de referencia ne canal
rojo, el color amarillo corresponde a los pixeles alienados.
5.2. Resultados del algoritmo de alineacio´n apli-
cado a Ima´genes SPECT
El objetivo de esta prueba es validar la aplicabilidad del algoritmo a la
alineacio´n de ima´genes SPECT card´ıaco.
Las ima´genes proceden de un modelo Phantom SPECT del ventr´ıculo Izquier-
do. Estas fueron extra´ıdas de las capas con valor Z = 7, 12 y 15, las cuales
corresponden a los cortes mas representativos del corazo´n. En total se re-
alizaron 60 pruebas, 10 con cada capa. El algoritmo implementado descrito
en el capitulo 4 se aplica con las siguientes especificaciones.
1. Generacio´n de la imagen flotante: se genera a partir de una trasforma-
cio´n r´ıgida determinada aplicada a la capa n de la captacio´n SPECT
con el fin de controlar los resultados esperados. Las diferentes trasfor-
maciones aplicadas a las capas fueron valores acorde con las carac-
ter´ısticas de las ima´genes SPECT, esto es, para el a´ngulo de rotacio´n:
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Nu´mero de iteraciones to-
tales promedio
646.48
0¡Θ¡180, par las traslaciones en X e Y: 0¡X e Y ¡10. La inversa de dicha
trasformacio´n en cada caso sera´ la trasformacio´n optima esperada.
2. Criterio de parada del algoritmo de optimizacio´n: se establecen dos
criterios de parada simulta´neos, el primer criterio es el numero ma´ximo
de iteraciones, el cual se fija el 300 iteraciones para el a´ngulo Θ y 200
iteraciones para cada uno de los para´metros de traslacio´n, para un
total de 700 iteraciones ma´ximas. El segundo criterio de parada es
el taman˜o de paso, cuyo valor inicial se fija en 30 o para el a´ngulo de
rotacio´n, y en 10 pixels para los para´metros de traslacio´n, como criterio
de parada se tiene un taman˜o de paso de 1o para el a´ngulo y de 1 pixel
para la traslacio´n, la optimizacio´n de un para´metro finalizara´ cuando
alcance uno de los dos criterios. Es deseable que se cumpla se llegue
al taman˜o de paso mı´nimo en primer lugar y no al nu´mero ma´ximo de
iteraciones; en caso contrario no estar´ıa garantizada la convergencia
de la optimizacio´n a un o´ptimo global.
En el cuadro 5.2 se muestran los resultados promedio de las 6o pruebas re-
alizada, la precisio´n indica la diferencia absoluta promedio entre las trasfor-
maciones resultantes y la trasformacio´n esperada. La desviacio´n esta´ndar da
una idea de la variabilidad de la precisio´n.
El cuadro 5.2 muestra unos resultados poco satisfactorios en cuanto a la
precision cuando el algoritmo es aplicado a las ima´genes SPECT, los peores
resultados fueron obtenidos en las pruebas con la capa Z = 7 correspondiente
al ve´rtice del ventr´ıculo derecho, es decir la capa con menos informacio´n. La
alta desviacio´n esta´ndar de la precision en el para´metro correspondiente al
a´ngulo de rotacio´n evidencia la sensibilidad del algoritmo cuando existe poca
informacio´n y adema´s baja resolucio´n.
Cabe destacar que las pruebas realizadas a partir de una imagen flotante
generada sin rotacio´n, dieron buenos resultados, lo que sugiere la ampli-
ficacio´n de la interferencia de la interpolacio´n en la alineacio´n en el caso
SPECT.
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En todos los casos probados el algoritmo de optimizacio´n realizo menos
iteraciones que el nu´mero ma´ximo, por lo que se descarta la convergencia
del algoritmo a o´ptimos locales.
En te´rminos de desplazamiento real la precision del algoritmo para el caso
SPECT corresponde en promedio a 4pixeles.
La figura 5.2 muestra la capa 12 del modelo phantom SPECT usado en las
pruebas
La tercera columna de la imagen 5.2 corresponde a la visualizacio´n conjunta
de la imagen flotante final en canal verde y la imagen de referencia en canal
rojo, el color amarillo corresponde a los pixeles alienados, los pixeles en color
verde o rojo corresponden al error de alineacio´n.
5.3. Conclusiones sobre los resultados:
Con base en los resultados obtenidos se concluye:
Las te´cnicas basadas en la teor´ıa de la informacio´n son naturalmente sensi-
bles a la cantidad de informacio´n presente en las ima´genes.
Las ima´genes SPECT no contienen mucha informacio´n. Partiendo de una
resolucio´n de 64x64 pixeles, la informacio´n relevante esta contenida en un
area que ronda los 20x20 pixeles, esto, sumado a los efectos de la interpo-
lacio´n en que se cambian los valores de la imagen original podr´ıa ocasionar
inestabilidad del algoritmo, aunque esto se minimiza al introducir la inter-
polacio´n parcial volume´trica, no se elimina totalmente dicha sensibilidad.
En los casos de ima´genes CT cerebral y CT del to´rax, la informacio´n tratada
reside en casi la totalidad de los 256 X 256 pixeles, siendo la medida de la
informacio´n mutua de las ima´genes mas robusta.
No obstante lo anterior la alineacio´n SPECT card´ıaco usando la informacio´n
mutua como similitud ser´ıa una alineacio´n ciertamente mas confiable que la
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simple alineacio´n de los baricentros y un herramienta u´til en comparacio´n
con la alineacio´n manual que hasta ahora se hace. Sin embargo su precision





El algoritmo de alineacio´n retorna la trasformacio´n esperada para el caso
de las ima´genes CT. Sin embargo para el caso SPECT la precisio´n hallada
de ±4 pixeles no es suficiente en casos reales de diagnostico de isquemias,
ma´s aun si tenemos en cuenta que un solo pixel representa 6,6x6,6 mm en
el objeto modelado.
Con el fin de mejorar la precision del algoritmo para el caso SPECT card´ıaco
es conveniente analizar a profundidad el efecto de la interpolacio´n en el cal-
culo de la trasformacio´n optima y encontrar estrategias que contrarresten la
baja resolucio´n de las ima´genes SPECT sin cambiar los valores de intensidad
que las mismas contienen.
Una vez mejorada la precisio´n del algoritmo para el caso de alineacio´n
SPECT analizara´ en profundidad una extension del algoritmo al caso 3D
buscando la alineacio´n de los modelos volume´tricos.
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