This paper presents comparisons between two-dimensional (2D)CFD
Introduction
The simulation of cavitating flows is a challenging task because it requires a coupling between the resolution of the Navier-Stokes equations, a physical model of cavitation, and also a model of turbulence, since cavitation often occurs in high-speed flows. Moreover, such flows are systematically unsteady at some scale; their behavior is usually characterized by permanent more or less pronounced fluctuations. In the case of cavitation around a hydrofoil, these fluctuations affect either the whole cavitating area, with large and sometimes periodical vapor cloud shedding, or only the rear part of the liquid/vapor mixture, as reported for example by Kawanami et al. ͓1͔, Pham et al. ͓2͔, Laberteaux and Ceccio ͓3͔, and Leroux et al. ͓4͔. An effective physical cavitation model is thus supposed to take correctly into account these different types of unsteadiness. This is the reason why the models that do not consider the flow inside the cavitation areas, predicting only the external shape of the attached cavity on a profile, can only be applied in some particular configurations where no more than the mean flow around the cavitation sheet is investigated.
For other cases, several physical models that compute all the flow including the liquid/vapor medium have been proposed for about 15 years by Delannoy and Kueny ͓5͔, Chen and Heister ͓6͔, Singhal et al. ͓7͔, Kunz et al. ͓8͔ , and Song and Qin ͓9͔. They are nearly systematically based on the assumption that the mixture can be considered as only one fluid: only one momentum equation is used ͑which means that the vapor is supposed to be perfectly carried out by the liquid flow͒ and the model of turbulence is also applied to the whole medium composed of both liquid and vapor. The models mainly differ by the treatment of the mass fluxes between vapor and liquid; they are managed either by a barotropic state law derived from the model proposed by Delannoy and Kueny ͓5͔, by a supplementary equation that controls the convection/production of vapor ͓8,10͔, or by the evolution of a cluster of bubbles according to a simplified Eulerian form of the Reyleigh-Plesset equation ͓7,11͔.
The model of turbulence was recently found to be also of first importance to predict accurately the unsteady process ͓12͔. For example, using a Reynolds average Navier-Stokes equations ͑RANS͒ approach with a standard 2-equation model, such as kor k-, usually leads to unrealistic stabilizations of the flow ͓13-15͔. Corrections are usually applied to these models to obtain unsteady sheet cavitation. Wu et al. ͓16͔ propose to apply a filterbased k-model initially developed by Johansen et al. ͓17͔ . In this approach, the filter depends on the grid size, in order to avoid excessive dissipation in small-scale motions, without altering the large-scale flow characteristics. In the case of the barotropic state law, taking into account the effects of compressibility on the turbulence structure in the two-phase medium was shown by Coutier-Delgosha et al. ͓18͔ to be necessary to obtain oscillatory cavitation behaviors. These effects lead to a slight reduction of the turbulent viscosity in the liquid/vapor mixture. Alternatively, the use of large eddy simulation ͑LES͒ or detached eddy simulation ͑DES͒ models may overcome some of the classic limitations of the RANS approach, such as its deficiency in the case of substantial flow separation. It is expected that this category of model may yield improved simulations of large scale turbulent eddies, leading to better predictions of the large-scale flow unsteadiness. Promising results have been obtained in recent works by Kunz et al. ͓19͔ and Arndt et al. ͓20͔ with such type of approach.
In the present study, a modified k-turbulence model is coupled to a physical cavitation model based on a barotropic state law for the two-phase medium. The numerical resolution is derived from the SIMPLE algorithm, with significant modifications to treat highly compressible flows.
This numerical model has been applied to the two-dimensional ͑2D͒ configuration proposed as a test case in the numerical workshop of the 5th International Symposium on cavitation, which was held in Osaka in November 2003. ͑Fig. 1͒. Several cavitation numbers have been investigated, to obtain successively a noncavitating flow field, nearly steady sheet cavitation, unsteady cloud cavitation, and finally, nearly supercavitating flow. The calculations have been carried out in the ENSTA laboratory ͑Palaiseau, France͒ with the model "IZ", which was developed previously in the LEGI laboratory ͑Grenoble, France͒, with the support of the CNES ͑French Space Agency͒.
Measurements of the cavitating flow have been performed in the IRENAV tunnel of cavitation ͑Brest, France͒ for nearly the same flow configuration as the numerical simulations.
This joint experimental and numerical study of the test case completes the results presented during the workshop, focusing on the following information:
i.
The experimental behavior of the 2D foil section, from cavitation inception to unsteady cloud cavitation ii. The capability of the present numerical model to reproduce successively the different flow configurations, from nearly steady sheet cavitation to large vapor cloud shedding iii. The present work applies a single-fluid model: the fluid density varies in the computational domain according to a barotropic state law ͑P͒ that links the density to the local static pressure ͑Fig. 2͒. When the pressure in a cell is higher than the neighbourhood of the vapor pressure P vap ͓P Ͼ P vap + ͑⌬P vap /2͔͒, the fluid is supposed to be purely liquid. The entire cell is occupied by liquid, and its density l is calculated by the Tait equation ͓22͔, ref
where P ref T = P outlet and ref = loutlet are reference pressure and density considered at the outlet of the computational domain, and for water P 0 =3ϫ 10 8 Pa, n =7. If the pressure is lower than the neighborhood of the vapor pressure ͑P Ͻ P vap − ͑⌬P vap /2͒͒, the cell is full of vapor and its density v is given by the perfect gas law,
The thermal effects are neglected in the present study. This is a usual assumption in the case of cavitation in cold water, because the variation of P vap due to the slight cooling of the flow in the vaporized areas ͑ϳ1.4 Pa, according to ͓23͔͒ is negligible in front of the ⌬p vap range represented in Fig. 2 ͑ϳ3000 Pa͒.
Between purely vapor and liquid states, the cell is occupied by a liquid/vapor mixture, which is considered as one single fluid with a variable density . This one is directly related to the void fraction ␣ = ͑ − l ͒ / ͑ v − l ͒ corresponding to the local ratio of vapor contained in this mixture.
To model the mixture state, the barotropic law presents a smooth link in the vapor pressure neighborhood, in the interval ±͑⌬P vap /2͒. In direct relation with the range ⌬P vap , the law is characterized mainly by its maximum slope 1 / C min 2 , where C min 2 = ‫ץ‬P / ‫.ץ‬ C min can thus be interpreted as the minimum speed of sound in the mixture. Its calibration was done in previous studies ͓12,14͔. The optimal value was found to be independent of the hydrodynamic conditions, and is ϳ1.5 m / s for cold water, with P vap = 0.023 bar, and corresponding to ⌬P vap Ϸ 0.06 bar. That value is applied for the computations presented hereafter. In this approach, noncondensable gas present in the flow, such as air, is not taken into account. It is expected that this assumption may have only little effects in the upstream part of the sheet cavity, where the structure of the two-phase flow is mainly controlled by intense liquid vaporization. Conversely, it may induce significant discrepancies in the cavity wake, where the volume of air inclusion is not negligible because the void fraction is much lower.
Mass fluxes resulting from vaporization and condensation processes are treated implicitly by the barotropic state law; these mass fluxes are associated with the local variations of the mixture density, which result directly from the pressure variations. No supplementary assumptions are required. A pressure increase and decrease of the same amount dP make opposite variations of , according to the barotropic state law, so vaporization and condensation fluxes are identical. Concerning the momentum fluxes, the model assumes that locally velocities are the same for liquid and for vapor; in the mixture regions vapor structures are supposed to be perfectly carried by the main flow. This hypothesis is often 
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Transactions of the ASME assessed to simulate sheet-cavity flows, in which the interface is considered to be in dynamic equilibrium ͓10͔. The momentum transfers between the phases are thus strongly linked to the mass transfers.
Numerical Resolution.
The simulations are based on two-dimensional calculations of the flow. The mass and momentum equations are solved in the orthogonal frame of curvilinear coordinates ͑ , ͒, which leads to the following system of four equations:
where ⌽ stands either for 1, u, or v, ⌫ ⌽ is the diffusion coefficient, u and v are the velocity components along coordinates and respectively, ٌ and ٌ are the physical components of the divergence operator along the curvilinear coordinates, S ⌽ is the source term, C p is the nondimensional pressure coefficient, and is the cavitation number. The energy equation is not solved, since thermal effects are presently neglected. A finite volume discretization of these equations is used: the diffusive terms are calculated in a purely central manner, while the convection terms are calculated with the nonoscillatory second-order HLPA ͑hybrid linear/parabolic approximation͒ scheme proposed by Zhu ͓24͔. This is a second-order scheme, which locally switches to first order, to prevent numerical oscillations in critical high-pressure or high-density gradient areas. The time integration is performed with a second-order implicit scheme
The basis of the numerical resolution is the SIMPLE algorithm proposed by Patankar ͓25͔ for incompressible flow. Each physical time step is composed of successive iterations, which march the solution toward convergence. The initial scheme has been modified to treat as well the nearly incompressible parts of the flow as the highly compressible ones in the liquid/vapor mixture ͓5,14͔. The main steps of a single iteration are listed hereafter:
• Resolution of the transport equations for the turbulent variables, and calculation of the turbulent viscosity t • Calculation of the estimated velocities U * ͑u * , v * ͒ from the momentum balance equations • Calculation of the density * and its derivative ‫ץ͑‬ / ‫ץ‬P͒, according to the barotropic state law • Resolution of the pressure correction equation. It is derived from the mass balance equation, which is discretized in each cell according to the following expression:
where S is the cell area, P denotes the current cell, and e, w, n, and s denote the east, west, north, and south neighboring cells, respectively. S n contains the explicit source terms resulting from the time discretization.
To obtain the final pressure correction equation, velocities u and v are replaced by u * + du, v * + dv, respectively, while is replaced by * + d. Thus, the expression of the pressure correction equation yields not only velocity variations dU͑du , dv͒, but also supplementary terms involving variations d. The term dU is derived from a simplified differential form of the momentum balance equation, while d is written as
• When the pressure correction dP is obtained, not only the velocity and the pressure, but also the density values are corrected, according to the following expression:
Densities obtained from Eq. ͑7͒ may be outside from the physical range ͓0, 1͔, because of the high local values of ‫ץ‬ / ‫ץ‬P in the two-phase mixture. Nonphysical values are thus corrected, and a supplementary loop over the pressure correction step is performed until all values of the void ratio are obtained inside their physical range ͓0, 1͔.
Turbulence Model.
Most of the simulations of cloud cavitation in turbulent flow require a special attention to the model of turbulence to be paid ͓12-15͔. Indeed, using a standard twoequation turbulence model leads to a complete stabilization of the flow, whereas in experiments a periodical self-oscillation behavior involving large vapor cloud sheddings is observed. This discrepancy is mainly due to the overestimation of the turbulent dissipation in the cavity downstream end, which stops prematurely the reentrant jet and thus inhibits the flow unsteadiness. In the case of the present physical cavitation model, Coutier-Delgosha et al. ͓18͔ have suggested that taking into account the effects of the mixture compressibility in the turbulence model may be necessary to obtain the correct periodical behavior of the cavity. A simple correction of the k-RNG model, initially proposed by Reboud et al. ͓12͔, was shown to enable a substantial improvement of the simulations. This correction can be applied directly in the expression of the turbulent viscosity by writing it t = f͑͒ C k 2 / instead of t = C k 2 / for a single phase flow. The function f͑͒ is expressed as follows:
with n = 10. The function f is then equal to v or l in the regions containing, respectively, pure vapor or pure liquid, but it decreases rapidly toward v for intermediate void ratios. This modification was applied previously in several configurations ͑Venturi type sections, foil sections, cascade of hydrofoils͒ and the results of the simulations were found in fair agreement with the unsteady flow properties obtained in experiments ͓26͔. A similar improvement was achieved by using the corrections proposed by Wilcox ͓27͔ in his k-model to modelize compressible fluids.
The modified k-RNG turbulence model is applied in the computations presented hereafter. All parameters of the model, excepted the function f͑͒, are set to the value proposed by Orszag ͓28͔.
Grid, Boundary, and Initial Conditions.
The computational domain is consistent with all the indications given in the workshop ͑Fig. 3͑a͒͒. The shape of the 2D foil section is given by y c
͑9͒
with a 0 = 0.11858, a 1 = −0.02972, a 2 = 0.00593, a 3 = −0.07272, and a 4 = −0.02207. A 630ϫ 50 C-type orthogonal mesh is used. Most of the cells are located around the foil, and a contraction of the grid is applied in its upstream part, to obtain an especially fine discretization of the areas where cavitation is expected ͑Fig. 3͑b͒͒. The nondimensional distance to solid walls y + is imposed between 30 and 50, since standard "log-law" wall functions are applied.
Standard boundary conditions for incompressible flow are applied: the velocity is imposed at the inlet ͑V ref =6 m/s in the present case͒ and the pressure is fixed at the domain outlet. To start unsteady calculations, the following numerical procedure is applied: first of all, a stationary step is carried out, with an outlet pressure high enough to avoid any vapor in the whole computational domain. The flow obtained at convergence is the noncavitating result that will be detailed hereafter. Then, the pressure is lowered slowly at each new time step, down to the value corresponding to the desired cavitation number . Vapor appears during the pressure decrease. The cavitation number is then kept constant throughout the computation.
Numerical Parameters.
Calculations are performed with nondimensional variables based on the following reference parameters:
The physical and numerical parameters applied for the simulations are given in Table 1 . The choice of the minimum speed of sound C min = 1.5 m / s, which determines the shape of the barotropic state law, has been validated in previous studies ͓12͔, on the basis of comparisons between calculations and experimental visualizations of a sheet cavity at the throat of a Venturi-type section. The ratio v / l used in the simulations has been also discussed previously in ͓14͔; several values have been tested from 10 −3 to 10 −1 , and the influence of this parameter has been found negligible for values lower than 10 −2 . This value is thus systematically used. The value of the nondimensional time step ⌬t is discussed in Sec. 1.6.
Influence of Numerical Parameters.
The effects of the numerical parameters on the results have been investigated in detail in a previous publication ͓14͔, devoted to the validation of the physical and numerical model. Influence of the grid size, of the time step, of the time order discretization, of the ratio v / l , of the turbulence model, and also of the minimum speed of sound C min has been studied in a configuration of unsteady cavitation in a Venturi-type section. The values of the numerical parameters presented in Sec. 1.5 are consistent with the conclusions of this previous work.
To confirm that the results depend neither on the mesh size nor on the time step value in the present test case, the influence of these two parameters has been tested. Four C-type grids have been used, with respective sizes 200ϫ 30, 410ϫ 40, 630ϫ 50, and 1000ϫ 80. All other parameters are set to the value given in Sec. 1.5. Three time steps were also tested with the 630ϫ 50 grid. A single case has been considered, with = 0.9, ␣ = 7 deg, and V ref = 6 m / s. These conditions lead to unsteady cloud cavitation with periodical large vapor cloud shedding, as will be detailed in Sec. The results are presented in Table 2 . Nearly no influence of the numerical parameters on inception is observed, thus far the mesh is not too coarse: for the three finest meshes and the three time steps, inception = 3.6 is obtained. The tests performed at = 0.9 exhibit a more significant influence of both parameters: the mean vapor volume for example increases continuously with the grid size. However, the difference between the values obtained with the two finest grids is Ͻ10%. This is also the case for the standard deviation, which confirms that the mesh composed of 650ϫ 50 cells is a reasonable choice. The oscillation frequency is nearly constant, with the exception of the very coarse mesh configuration. Concerning the time step ⌬t, decreasing its value does not influence the frequency, but it leads to an increase of both the mean vapor volume and its standard deviation. However, the difference between the values obtained with ⌬t = 0.005 and ⌬t = 0.002 does not exceed 12%, which makes ⌬t = 0.005 a convenient choice.
Experimental Setup
The experiments were carried out in the Ecole Navale Cavitation Tunnel, fitted with a 1 m long and h = 0.192 m wide square cross test section. The geometry of the hydrofoil is the one pro- The axis of rotation is 37.5 mm downstream from the leading edge, and the distance between the inlet of the test section and the center of rotation is 420 mm. A regulation system sets the pressure and the velocity in the test section to prescribed values, in order to obtain the desired cavitation number . In the experiments, a 7 deg incidence angle was applied. The velocity was set to a constant value of 6 m / s, and the pressure P ref was varied to obtain various values of in the range 0.5-3.5. The reference pressure P ref was measured from a wall-pressure transducer located upstream of the hydrofoil at a distance of 215 mm from the axis of rotation.
Most of the experimental uncertainty concerns the flow conditions, i.e., the inlet mean flow velocity, the reference pressure in the test section, and the angle of attack. The conditions are regulated with 2% and 3% precision, respectively, for V ref and P ref , which leads to a relative uncertainty ⌬ / = ± 7%. Moreover, during the experiments, care was taken to record the samples at the prescribed values of , with a variability ⌬ = ± 0.02. The uncertainty on the angle ␣ is mainly due to the uncertainty on the zero angle of incidence ͑taken as a reference͒, which is ⌬␣ = ± 0.1 deg.
The inception ͑desinence͒ condition was determined by progressively increasing the angle of incidence ͑with constant͒ until cavitation appeared ͑totally disappeared͒. The criterion for cavitation detection was to obtain a thin band extending all along the span of the hydrofoil. In some cases, cavity lengths were measured using the laser sheet of the PIV system ͑Fig. 4͒. The uncertainty on the cavity length is due to the sheet cavity fluctuation during image capture. It is found to be ⌬l /1-5% for stable sheet cavities ͑l / l ref Ͻ 0.2͒, and ⌬l / 1 -10% in the case of unsteady cloud cavitation.
Lift and drag were also measured in noncavitating conditions using a resistive gauge hydrodynamic balance calibrated in the laboratory.
PIV ͑particle image velocimetry͒ measurements were performed around the foil section in noncavitating conditions. The region of interest ͑above the foil suction side͒ was illuminated by a vertical laser light sheet ͑YAG laser͒. Two images of tracer particles are recorded successively with a CCD camera, and a cross correlation is performed with the DANTEC software. Each interrogation area is composed of 32ϫ 32 pixels. The mean velocities are derived from 400 pairs of images.
Unsteadiness of the sheet cavity was studied by spectral analysis of wall pressure fluctuations downstream from the foil section. Pressure fluctuations were recorded with a PCB Piezotronics transducer model 106B50 ͑15.69 mm dia͒ mounted flush on one of the tunnel vertical walls in the foil wake, 650 mm downstream from the trailing edge.
Results
For a 7 deg angle of attack, the flow around the foil has been investigated both numerically and experimentally for a large range of inlet pressure. Additional measurements and short calculations have been also performed for various angles of attack, in order to focus on cavitation inception. At 7 deg incidence, four main flow configurations have been observed, as well in the experiments as in the simulations. They are given hereafter with the corresponding ranges of derived from the numerical simulations:
• Noncavitating conditions ͑ Ͼ 3.5͒ • Nearly steady sheet cavitation, with no periodical oscillations ͑2 Յ Յ 3.5͒ • Unsteady behavior with large periodic cloud sheddings ͑0.8Յ Յ 1.7͒ • Severe cavitating conditions close to supercavitation ͑ = 0.5͒
The results obtained in these different situations are presented in the present section, and the ability of the numerical model to simulate the experimental cavitating flow is discussed.
Noncavitating Flow Field.
The noncavitating pressure field ͑Fig. 5͑a͒͒ exhibits a much localised low-pressure area on the foil suction side. A slight flow detachment can be seen at the leading edge ͑Fig. 5͑b͒͒. The velocity magnitude field obtained in the simulation is compared in Fig. 6 to the one obtained with the PIV measurements. Identical color scales are applied in Figs. 6͑a͒ and 6͑b͒. Several disagreements can be observed: the flow detachment at the leading edge is not obtained with the PIV measurements, and small-scale structures seem to be detected close to the foil surface only in the experiments. However, the PIV measurements close to the foil wall must be considered, circumspectly, because of the lack of data and too large interrogation areas. Apart from this discrepancy, a fair general agreement is obtained. This is confirmed by the comparison of the lift coefficients: C L = 0.65 was found experimentally for a 7 deg incidence angle and V ref = 6 m / s, versus C L = 0.66 given by the model. It suggests that the flow around the foil section in non cavitating conditions is satisfactorily predicted by the calculation.
Nearly Steady Sheet Cavitation.
When the cavitation number is decreased in the simulations below 3.7, a small vaporized area is observed on the foil suction side. This cavity remains nearly stable until its length reaches at least 0.2 l ref , for Ϸ 2. In the experiments, cavitation inception is observed when the cavitation number equals 3.5. It consists of separate vapor bubbles, which rapidly turn into a small strip along the foil span at the leading edge when the pressure is still slightly decreased. Figure 7 shows the shape of the sheet cavity for = 3.5 and = 3. A general view of the experimental situation is given first, and then two side views focusing on the foil leading edge are derived from the simulation and from the experiments, respectively. Significant discrepancies are observed concerning the inception point ͑more upstream in the simulation than in the experiments͒ and the cavity wake ͑which can be seen in the experiments, but not in the calculation͒. The first discrepancy may be related to the surface roughness, which is not taken into account in the simulation. It may also be related to the cavitation model, which does not incorporate any relaxation time for the vaporization process ͑the density is directly related to the pressure level͒. The second discrepancy suggests that the present cavitation model, although it reproduces well the physical mechanisms of unsteady cavitating flows ͑see the next section͒, is not so efficient to predict the subtle features of the cavity wake. Indeed, this flow area is characterized by a very low void fraction, and a significant influence of the air inclusions is expected, but the numerical model does not take it into account.
Inception and desinence cavitation numbers have been measured for other incidence angles ranging between 4 deg and 8 deg. The experiments have been conducted successively in the case of positive and negative angles of attack, in order to detect some differences between the two sides of the foil. The same tests have been performed numerically, for cavitation inception and top side cavities, only. All the results are reported in Fig. 8 . No significant difference between bottom side and top side cavities is obtained. A small hysteresis effect is observed for angles of attack higher than 6 deg, but it may be related to the visual detection of cavitation inception and desinence. A fair agreement between the experiments and the simulations is obtained at all incidence angles. It confirms that the pressure level on the foil suction side, which mainly governs the inception of cavitation, is correctly reproduced by the numerical model.
Cloud Cavitation.
Unsteady cavitation including large vapor cloud shedding is obtained when the cavitation number is decreased below 1.7. These flow conditions, which are usually called partial cavity oscillations, are observed until the cavity downstream end becomes close to the foil trailing edge, i.e., until the cavitation number is decreased down to ϳ0.7. The results presented hereafter correspond to = 0.9. The simulation was performed during 75T ref , i.e., 1.25 s. The frequency of the oscillations is ϳ6.5 Hz, which gives a period T = 0.15 s and a Strouhal number ͑based on the maximum length l of the attached cavity͒ St l = 0.076. Although the evolution of the vapor volume is not so regular, the same periodical evolution can be observed.
One complete cycle is detailed in Fig. 10 , to show the successive steps of the unsteady process. The flow arrangement at step 6 is compared in Fig. 11 with an experimental visualization performed in similar flow conditions ͑V ref =6 m/s, =1͒, to display the satisfactory qualitative agreement between the two results. Discrepancies can still be observed in the transition between the attached cavity and the cloud of vapor, which is very sharp in the simulation, whereas it is indistinct in the experiments. It confirms that the numerical model does not reproduce correctly, during the collapsing process of the bubbles, the flow areas characterized by a very low void fraction. However, the mechanisms of the unsteady behavior are well simulated.
The maximum length of the attached cavity can be estimated to l / l ref = 0.7 and the maximum cavity thickness is almost equal to the foil maximum thickness ͑considering that the interface of the cavitation sheet corresponds to a void ratio ␣ v = 10%͒. This maximum thickness is obtained almost at mid chord of the foil section, just before the detachment of the cavity rear part. The mean vapor volume per unit meter span ͑after the initial transient͒ equals 2. The unsteady behavior observed in the present case is due to a re-entrant jet that flows periodically upstream close to the foil and progressively detaches the rear part of the cavity from its upstream part ͑Fig. 13͒. It results in the cavity break-off and the convection of the cloud of vapor that was observed in Fig. 10 . On the other hand, for /2␣ Ͻ 4, they found much lower frequencies, relatively insensitive to the variations of , and leading to Strouhal numbers St c close to 0.2/0.25. In this situation, Arndt et al. suggested that shock wave phenomena were predominant in the mechanisms of the flow instability. In the present study, a similar behavior is obtained, as well in the simulations as in the experiments: for small cavities, corresponding to /2␣ Ͼ 4, the frequency increases nearly linearly with , and Fig. 14͑c͒ shows that St l remains close to 0.2/0.3. Figure 14͑b͒ displays a fair agreement between the present results and Arndt's experiments for this situation. For larger cavities, i.e., /2␣ Ͻ 4, a nearly constant frequency is obtained in the simulations and in the experiments, leading to St c Ϸ 0.1. This value is much lower than in the previous case of small cavities, which indicates a modification of the periodical oscillation cycle. This effect has been investigated recently by Leroux et al. ͓21͔ , and it has been shown that the modification consists of a supplementary step in the cycle: after the main vapor cloud shedding a second growth and decrease of the cavity is observed, without any substantial shedding. This step delays the next shedding and thus makes the instability frequency notably decrease. This is slightly observed in the present simulation for = 0.9 ͑i.e., /2␣ = 3.7͒ in Fig. 9 : a fast pulsation of the cavity occurs after each cloud shedding, for example at t / T ref = 40, 50, 60. It is also obtained on the pressure signal at station x / c = 0.5, and on the drag coefficient evolution ͑see Fig. 12͒ .
The value St c = 0.1 is significantly lower that the one reported by Arndt et al. ͓20͔, which was about 0.2/0.25. It suggests that the geometry of the foil ͑which is slightly different in the present case from the NACA 0015 tested by Arndt͒ and /or the flow confinement have some influence on the instability frequency for /2␣ Ͻ 4. Conversely, St l Ϸ 0.25/ 0.3 is systematically obtained for /2␣ Ͼ 4, whatever the foil geometry is ͓3,30-32͔.
Severe Cavitating Conditions.
For a cavitation number of Ͻ0.7, nearly the whole foil surface is covered by sheet cavita- tion on the suction side. For = 0.55, cavitation is obtained also on the foil pressure side. It is localised on the rear part of the foil and its behavior is almost stable ͑Fig. 15͑a͒͒. On the suction side the cavity entirely covers the foil. Although the cavitation sheet is more stable than in the previous case, significant small-scale fluctuations are predicted by the model in its rear part ͑Fig. 15͑b͒͒. The simulation was performed during 50T ref .
No characteristic frequency can be observed here. Nevertheless, little vapor cloud shedding occurs more or less regularly at the foil trailing edge. Figure 16 presents the successive shapes of the cavitation sheet during such a shedding. The maximum cavity length is l Ϸ l ref , and its maximum thickness ͑still considering that the interface corresponds to ␣ v = 10%͒ is ϳ1.5 the maximum thickness of the foil.
The evolutions of the lift and drag coefficients are reported in Fig. 17 . They only slightly fluctuate around their time-averaged value, respectively C L = 0.2 and C D = 0.065. In comparison with the values obtained in Sec. 3.3, the decrease of the cavitation number has almost no influence on C D , while on the contrary C L is considerably reduced again.
The pressure coefficients on both sides of the foil are almost constant even at the trailing edge, as can be seen on the evolution of C p at x / l ref = 1 reported in Fig. 17 . However, the time evolution of the vapor volume confirms that the flow is not steady: the magnitude of the vapor volume variations remains of the same order of magnitude ͑±10 −4 m 3 ͒ than in the previous configuration of cloud cavitation.
The time-averaged value of the vapor volume is notably higher than previously: 7.1ϫ 10 −4 m 3 versus 2.5ϫ 10 −4 m 3 reported in Sec. 3.3. This is mainly due to the stabilization of a large part of the sheet cavity.
The small-scale unsteadiness of the flow is also detected on the vorticity field ͑Fig. 18͒. Regular vortices appear in the wake of the trailing edge. It suggests that a periodical shedding of vortices may be associated with the apparently nonorganized fluctuations of the cavity downstream part. The evolution of the vorticity downstream from the trailing edge at x / l ref = 1.3 confirms that the phenomenon is periodical, although the magnitude of the vortices is rather irregular ͑Fig. 19͒. The oscillation frequency results in a Strouhal number equal to 1.6, much higher than in the previous configuration of cloud cavitation.
Comparison to the Peer Numerical Results

Overview of Models.
Eight contributions have been proposed in the numerical workshop of the 5th International Symposium on cavitation. All the results, including the present ones, were obtained without the knowledge of the experimental cavitating behavior of the foil. Several cavitation models were applied, in association with several turbulence models. Various results were obtained at downstream = 0.8 and downstream = 0.4, ranging from completely steady sheet cavity to unsteady cyclic cloud cavitation. In the following discussion, "steady sheet cavity" means that no fluctuation is obtained in the cavitating flow, while "stable sheet cavity" means that the flow may fluctuate, but no periodical cavitation cycle is obtained, in opposition with "cyclic cloud cavitation."
A technical summary of the workshop is given in Table 3 . Most of the quantitative results indicated in the eight papers are reported here, with the exception of the parameters that were almost identical in all the simulations. Some parameters, such as the mean vapor volume, are missing, because they were not systematically indicated in the papers. Some Strouhal numbers are not given because the sheet cavity fluctuations are not periodic ͑np͒ or because the sheet cavity is completely steady ͑s͒.
Four main types of cavitation models have been applied:
• The homogeneous approach associated with a barotropic state law was used by Qin et al. ͓33͔, Pouffary et al. ͓15͔ , and also in the present simulations. The state law is either in the two last cases the simple one initially proposed by Delannoy and Kueny ͓5͔, or in ͓33͔ the polynomial one developed by Song and He ͓34͔. In ͓15͔, the pure liquid is considered as fully incompressible, while compressible effects are taken into account in ͓33͔ and also in the present work.
• The homogeneous approach associated with a convection/ production equation for the void fraction ␣ was applied by Saito et al. ͓35͔, Wu et al. ͓16͔, and Kunz et al. ͓19͔ , with various formulations of the production term ͑see Table 3͒ . Note that in ͓16͔ and ͓19͔, the classical expression = ␣v + ͑1−␣͒l is used to derive the mixture density from the void fraction, whereas Saito et al. adopt a more complex state law involving not only ␣ but also the local pressure.
• Kawamura and Saokoda ͓36͔ use a so-called sheet cavity model that is a combination of a level-set approach ͑to obtain the position of interfaces, which delimit areas characterized by a pressure equal to P vap ͒ with a homogeneous approach ͑in the rest of the domain͒. In the areas governed by the homogeneous model, the void fraction is obtained from the resolution of a simplified Rayleigh-Plesset equation.
• Kinnas et al. ͓37͔ use a boundary element method ͑BEM͒: the cavity shape is obtained iteratively by applying kinematic and dynamic boundary conditions at the cavity interface. This method is significantly different from the three previous ones because it focuses on the mean characteristics of the sheet cavity, whereas the other ones are supposed to reproduce the unsteady features of the flow, including cavitating areas detached from the foil.
In addition with these distinctions, various turbulence models have been also used:
• ͓35͔.
• Large eddy simulations ͑LES͒ models are used by Qin et al. ͓33͔ and Kunz et al. ͓19͔ . In this last case, it is associated with a RANS k-approach, yielding to a detached eddy simulation ͑DES͒ model. The DES model is an LES in the ,16,19͔ with the same standard k-model. It shows that the numerical treatment of the equations, i.e., the discretization and the algorithm, play also an essential role in the simulations. In this example, the calculations performed by ͓15͔ and ͓19͔ are based on dual time-stepping and preconditioning methods, whereas a pressure based method is used in ͓16͔. Accordingly, the values obtained in ͓15͔ and ͓19͔ are relatively close, while the value reported in ͓16͔ is notably lower.
4.3
Results for downstream = 0.8. This first flow condition imposed in the numerical workshop corresponds in the present calculations to the case = 0.9 reported in Sec. 3.3, i.e., /2␣ = 3.7.
In the experiments performed in the IRENav cavitation tunnel, this outlet condition is obtained for Ϸ 0.85, i.e., /2␣ Ϸ 3.5.
The results presented in the workshop generally exhibit a periodical unsteady behavior for downstream = 0.8. Two exceptions can be noted: Kinnas et al. ͓37͔ modelize a steady cavity, but this is inherent to the boundary element method that they use; thus, attention should focus on the comparison between their results and the mean characteristics of the sheet cavity. Qin et al. ͓33͔ obtain a stable cavity with only nonorganized fluctuations. It should be noted that these authors have obtained with their numerical model unsteady cyclic behaviors in a configuration of NACA0015 foil section, in close agreement with the experimental measurements ͓38͔. The cavitation model used in ͓33͔ is similar to the one applied in the present study, so the turbulence models may be mostly responsible from the disagreement between the two results. Figure 20 presents the spectral analysis of the pressure fluctuations in the foil wake for two values of /2␣. In the configuration /2␣ = 3.5, Fig. 20͑a͒ shows that the behavior of the sheet cavity in the present experiments is clearly periodic with a Strouhal num- In the St. Anthony Falls Laboratory ͑SAFL͒ cavitation tunnel, strong periodic oscillations were measured in the range 3 Ͻ /2␣ Ͻ 4, with a Strouhal number St c Ϸ 0.2, as reported by Qin ͓38͔. Conversely, no significant periodic unsteadiness was clearly detected for /2␣ Ͼ 4.
The reason for such a disagreement between the two cavitation tunnels is difficult to handle. However, the question of the flow confinement should be addressed, since it may have some significant influence on the flow behavior.
Most of the numerical simulations reported in Table 3 Concerning the lift and drag coefficients C L and C D , mean values close to 0.5 and 0.08, respectively, can be derived from the numerical results. The values reported in ͓37͔ are notably higher, which suggests that the boundary element method may be inappropriate in configurations of pronounced flow oscillations. On the other hand, the value of C L reported in ͓33͔ is also significantly lower, in accordance with the stable sheet cavity obtained by the authors. It can be noticed than significant differences of the mean drag coefficient C D in the numerical results may be associated with slightly different values of , for a given downstream = 0.8. This may partially explain some disagreements between the results, since the present flow condition is close to the transition observed in the experiments for /2␣ =4.
It can be finally remarked that nearly all the simulations predict a detachment point of the cavity located at the foil leading edge, i.e., Various results are obtained for downstream = 0.4: periodical oscillations are still obtained by ͓16,19,35͔, whereas a stable cavity with only small-scale fluctuations is simulated in ͓33,36͔ and also in the present work. This second behavior is in agreement with the experiments performed in the SAFL cavitation tunnel ͓38͔, which exhibit a stable sheet cavity with no characteristic frequency. A completely steady sheet cavity is obtained in ͓15͔ and, of course, in ͓37͔, because of the cavitation model used by Kinnas et al. In nearly all cases, the maximum sheet cavity is longer than the chord. This point is in accordance with the present experiments ͑see Fig. 21͒ , although the maximum length is difficult to estimate precisely.
The lift coefficient is obtained in the range 0.16-0.29, most of the results being close to 0.2/0.22. The drag coefficient is spread over a much larger range 0.008-0.23, but most of the simulations indicate a value close to 0.07/0.08. Concerning these two coefficients and also the mean vapor volume, a remarkable agreement can be noted between the present simulations and the ones performed by Kunz et al. ͓19͔ and Saito et al. ͓35͔ , for both values of downstream .
Conclusion
The foil section proposed in the numerical workshop of the 5th International Symposium on cavitation was investigated numerically and experimentally for several cavitating conditions. Nearly stable sheet cavitation, unsteady cloud cavitation, and severe cavitating conditions close to supercavitation were successively obtained by decreasing the cavitation number. These results were also compared to the peer numerical simulations of the same test case performed by other authors with various cavitation models and turbulence models. Transactions of the ASME
