We establish a general criterion for the finite presentability of subdirect products of groups and use this to characterize finitely presented residually free groups. We prove that, for all n ∈ N, a residually free group is of type FP n if and only if it is of type F n .
Introduction
This article is part of a project to understand the finitely presented residually free groups. The prototypes for these groups are the finitely presented subgroups of finite direct products of free and surface groups, and in general such a group is a full subdirect product of finitely many limit groups, i.e. it can be embedded in a finite direct product of limit groups so that it intersects each factor non-trivially and projects onto each factor (cf. Theorem A). In our earlier studies [10] , [7] , [8] , [9] , we proved that these full subdirect products have finite index in the ambient product if they are of type FP ∞ . We also proved that in general they virtually contain a term of the lower central series of the product. These tight restrictions set the finitely presented subdirect products of limit groups apart from those that are merely finitely generated, since the finitely generated subgroups of the direct product of two free groups are already hopelessly complicated [28] . Nevertheless, a thorough understanding of the finitely presented subdirect products of free and limit groups has remained a distant prospect, with only a few types of examples known.
In this article we pursue such an understanding in a number of ways. We characterize finitely presented residually free groups among the full subdirect products of limit groups in terms of their projections to the direct factors. A revealing family of finitely presented full subdirect products of free groups is constructed; this gives rise to a more constructive characterization of finitely presented residually free groups. We give algorithms for finding finite presentations when they exist, for constructing certain canonical embeddings, for enumerating finitely presented residually free groups and for solving their conjugacy and membership problems.
Residually free groups provide a context for a rich and powerful interplay among group theory, topology and logic. By definition, a group G is residually free if, for every 1 = g ∈ G, there is a homomorphism φ from G to a free group F such that 1 = φ(g) in F . In other words G is isomorphic to a subgroup of an unrestricted direct product of free groups. In general, one requires infinitely many factors in this direct product, even if G is finitely generated. For example, the fundamental group of a closed orientable surface Σ is residually free but it cannot be embedded in a finite direct product if χ(Σ) < 0, since π 1 Σ does not contain Z 2 and is not a subgroup of a free group. However, Baumslag, Myasnikov and Remeslennikov [3, Corollary 19] proved that one can force the enveloping product to be finite at the cost of replacing free groups by ∃-free groups (see also [22, Corollary 2] and [30, Claim 7.5] ). In [23] Kharlampovich and Myasnikov describe an algorithm to find such an embedding, based on the deep work of Makanin [27] and Razborov [29] . We shall describe a new algorithm that does not depend on [27] and [29] ; the embedding that we construct is canonical in a strong sense (see Theorem A).
By definition, ∃-free groups have the same universal theory as a free group; they are now more commonly known as limit groups, a term coined by Sela [30] . They have been much studied in recent years in connection with Tarski's problems on the first order logic of free groups [30] , [22] . They have been shown to enjoy a rich geometric structure. A useful characterisation of limit groups is that they are the finitely generated groups G that are fully residually free: for every finite subset A ⊂ G, there is a homomorphism from G to a free group that restricts to an injection on A.
For the most part, we treat finitely generated residually free groups S as subdirect products of limit groups. There are at least two obvious drawbacks to this approach: the ambient product of limit groups is not canonically associated to S; and given a direct product of limit groups, one needs to determine which finitely generated subgroups are finitely presented.
The first of these drawbacks is overcome by items (1), (3) and (4) of the following theorem. Item (2) is based on Theorem 4.2 of [9] . We remind the reader that a subgroup of a direct product of groups is termed a subdirect product if its projection to each factor is surjective. A subdirect product is said to be full if it intersects each of the direct factors non-trivially.
Theorem A. There is an algorithm that, given a finite presentation of a residually free group S, will construct an embedding ι : S → ∃Env(S), so that
(1) ∃Env(S) = Γ ab × ∃Env 0 (S) where Γ ab = H 1 (S, Z)/(torsion) and ∃Env 0 (S) = Γ 1 × · · · × Γ n is a direct product of non-abelian limit groups Γ i . The intersection of S with the kernel of the projection ρ : ∃Env(S) → ∃Env 0 (S) is the centre Z(S) of S, and ρ(S) is a full subdirect product. (2) L i := Γ i ∩ S contains a term of the lower central series of a subgroup of finite index in Γ i , for i = 1, . . . , n, and therefore Nilp ∃ (S) := ∃Env(S)/(L 1 × · · · × L n ) is virtually nilpotent. (3) [Universal Property] For every homomorphism φ : S → D = Λ 1 × · · · × Λ m , with φ(S) subdirect and the Λ i non-abelian limit groups, there exists a unique homomorphismφ : ∃Env 0 (S) → D withφ • ρ| S = φ; (4) [Uniqueness] moreover, if φ : S → D embeds S as a full subdirect product, thenφ : ∃Env 0 (S) → D is an isomorphism that respects the direct sum decomposition.
The group ∃Env(S) in Theorem A is called the existential envelope of S and the associated factor ∃Env 0 (S) is the reduced existential envelope. The projection ρ embeds S/Z(S) in ∃Env 0 (S), and ρ(S) ⊂ ∃Env 0 (S) is always a full subdirect product. The subgroup S ⊂ ∃Env(S) is always a subdirect product but it is full if and only if S has a non-trivial centre.
The second of the drawbacks we identified in the discussion preceding Theorem A is resolved by item (4) of the following theorem. In order to state this theorem concisely we introduce the following temporary definition: an embedding S → Γ 0 × · · · × Γ n of a residually free group S as a full subdirect product of limit groups is said to be neat if Γ 0 is abelian (possibly trivial), S ∩ Γ 0 is of finite index in Γ 0 , and Γ i is non-abelian for i = 1, . . . , n.
Theorem B. Let S be a finitely generated residually free group. Then the following conditions are equivalent:
(1) S is finitely presentable;
(2) S is of type FP 2 (Q); (3) dim H 2 (S 0 ; Q) < ∞ for all subgroups S 0 ⊂ S of finite index; (4) there exists a neat embedding S → Γ 0 × · · · × Γ n into a product of limit groups such that the image of S under the projection to Γ i × Γ j has finite index for 1 ≤ i < j ≤ n; (5) for every neat embedding S → Γ 0 × · · · × Γ n into a product of limit groups, the image of S under the projection to Γ i × Γ j has finite index for 1 ≤ i < j ≤ n.
Corollary C. For all n ∈ N, a residually free group S is of type F n if and only if it is of type FP n (Q).
Subsequent to our work, D. Kochloukova [21] has obtained results concerning the question of which subdirect products of limit groups are FP k for 2 < k < n.
It follows from Theorem B that any subgroup T ⊂ ∃Env(S) containing S is again finitely presented. More generally we prove:
Theorem D. Let n ≥ 2 be an integer, let S ⊂ D := Γ 1 × · · · × Γ k be a full subdirect product of limit groups, and let T ⊂ D be a subgroup that contains S. If S is of type FP n (Q) then so is T .
The proof of Theorem B relies on our earlier work concerning the finiteness properties of subgroups of direct products of limit groups [9] and the following new criterion for the finite presentability of subdirect products.
Theorem E. Let S ⊂ G 1 × · · · × G n be a subgroup of a direct product of finitely presented groups. If for all i, j ∈ {1, . . . , n}, the projection p ij (S) ⊂ G i × G j has finite index, then S is finitely presented.
An essential ingredient in the proof of this result is the following asymmetric version of the 1-2-3 Theorem of [2] .
Theorem F (Asymmetric 1-2-3 Theorem). Let f 1 : Γ 1 → Q and f 2 : Γ 2 → Q be surjective group homomorphisms. Suppose that Γ 1 and Γ 2 are finitely presented, that Q is of type F 3 , and that at least one of ker(f 1 ) and ker(f 2 ) is finitely generated. Then the fibre-product of f 1 and f 2 ,
In Theorem 3.4 and Theorem 2.2 we shall describe effective versions of Theorems E and F that yield an explicit finite presentation for S. In the final section we shall use these algorithmic versions to prove:
Theorem G. The class of finitely presented, residually free groups is recursively enumerable. More explicitly, there exists a Turing machine that generates a list of finite group presentations so that each of the groups presented is residually free and every finitely presented residually free group is isomorphic to at least one of the groups presented.
In Section 4 we turn our attention to the construction of new families of finitely presented residually free groups. We construct the first examples of finitely presented subgroups of direct products of free groups that are neither FP ∞ (Q) nor of Stallings-Bieri type, thus answering a question in [10] . Subdirect products of free and surface groups demand particular attention because, in addition to their historical interest, the work of Delzant and Gromov [16] shows that such subgroups play an important role in the problem of determining which finitely presented groups arise as the fundamental groups of compact Kähler manifolds. We use the standard notation γ n (G) to denote the n-th term of the lower central series of a group.
Theorem H. If c and n are positive integers with n ≥ c + 2, and D = F 1 × · · · × F n is a direct product of free groups of rank 2, then there exists a finitely presented subgroup S ⊂ D with S ∩ F i = γ c+1 (F i ) for i = 1, . . . , n.
Nilp ∃ (S) was defined in Theorem A (2) .
Corollary I. For all positive integers c and n ≥ c + 2, there exists a finitely presented residually free group S for which Nilp ∃ (S) is a direct product of n copies of the 2-generator free nilpotent group of class c.
The proof that the group S in Theorem H is finitely presented relies on our earlier structural results. Our proof of the equality S ∩ F i = γ c+1 (F i ) exploits the Magnus embedding of the free group of rank 2 into the group of units of Q[[α, β]], the algebra of power series in two non-commuting variables with rational coefficients.
Theorem B describes the finitely presented residually free groups. A description of a quite different nature is given in Theorem 5.5: using a template inspired by the examples in Section 4 we prove that every finitely presented residually free group is commensurable with a particular type of subdirect product of limit groups.
In Section 7 we apply Theorem A to elucidate the algorithmic structure of finitely presented residually free groups. The restriction to finitely presented groups is essential, since decision problems for arbitrary finitely generated residually free groups are hopelessly difficult. For example, there are finitely generated subgroups of a direct product of two free groups for which the conjugacy problem and membership problem are unsolvable; and the isomorphism problem is unsolvable amongst such groups [28] .
The following statement includes the statement that the conjugacy problem is solvable in every finitely presented residually free group.
Theorem J. Let S be a finitely presented residually free group. There exists an algorithm that, given an integer n and two n-tuples of words in the generators of S, say (u 1 , . . . , u n ) and (v 1 , . . . , v n ), will determine whether or not there exists an element s ∈ S such that su i s −1 = v i in S for i = 1, . . . , n.
Theorem K. If S is a finitely presented residually free group and H ⊂ S is a finitely presented subgroup, then there is an algorithm that given an arbitrary word w in the generators of S can determine whether or not w defines an element of H.
Since the completion of our work, alternative approaches to the conjugacy and membership problems have been developed in [12] and [14] . In the final section of this paper we make a few remarks about the isomorphism problem for finitely presented residually free groups, taking account of the canonical embeddings S → ∃Env(S).
This paper is organised as follows. Our first goal is to prove an effective version of the Asymmetric 1-2-3 Theorem; this is achieved in Section 2. In Section 3 we establish Theorem E. In Section 4 we construct the groups described in Theorem H. In Section 5 we establish the two characterisations of finitely presented residually free groups promised earlier: we prove Theorem B and Theorem 5.5. Section 6 is devoted to the proof of Theorem A and other aspects of the canonical embedding S → ∃Env(S). Finally, in Section 7, we turn our attention to decidability and enumeration problems, proving Theorems G, J and K.
We thank G. Baumslag, W. Dison, D. Kochloukova, A. Myasnikov, Z. Sela, H. Wilton and, most particularly, M. Vaughan-Lee for helpful comments and suggestions relating to this work.
The Asymmetric 1-2-3 Theorem
Our proofs of Theorems E and B rely crucially on the following asymmetric version of the 1-2-3 Theorem from [2] . The adaptation from [2] is straightforward and has been written out in complete detail by W. Dison in his doctoral thesis [17] . We recall the main points of the proof here, largely because the reader will need them to hand in order to follow the proof of the effective version of the theorem that is proved in Subsection 2.1. The basic Asymmetric 1-2-3 Theorem states that a certain type of fibre product is finitely presented, whereas the effective version provides an algorithm that, given natural input data, constructs a finite presentation for the fibre product. This enhanced version of the theorem will play a crucial role in our proof that the class of finitely presented residually free groups is recursively enumerable.
We remind the reader that a group G is said to be of type F 3 if it there is a K(G, 1) with finitely many cells in the 3-skeleton.
Theorem 2.1 (= Theorem F). Let f 1 : Γ 1 → Q and f 2 : Γ 2 → Q be surjective group homomorphisms. Suppose that Γ 1 and Γ 2 are finitely presented, that Q is of type F 3 , and that at least one of ker(f 1 ) and ker(f 2 ) is finitely generated. Then the fibre-product of f 1 and f 2 ,
is finitely presented.
Proof. Without loss of generality, we may assume that N := ker(f 1 ) is finitely generated.
As in [2, §1.4], we start with a finite presentation X|R for Q and from this construct a finite presentation
is a word in the letters A ±1 ; (4) S 3 is a finite set of words in the letters A ±1 . We do not assume that ker(f 2 ) is finitely generated. Nevertheless, we can also choose a finite presentation for Γ 2 of the form P 2 ≡ B, X|T 2 (B, X), T 3 (B, X) , in which:
(1) B ⊂ ker(f 2 );
(2) T 2 consists of a word r(X) W r (B * ) for each r ∈ R, where B * denotes the set of formal conjugates b w(X) of the letters B ±1 by words in X ±1 and W r (B * ) is a word in these conjugates; (3) T 3 is a finite set of words in the symbols B * . Now since Q = X|R is of type F 3 , there is a finite set of ZQ-module generators σ for the second homotopy group of this presentation, each of which can be expressed as an identity
Following [2, §1.5] we translate σ into a relation z σ (A) among the generators A of N as follows: first replace each r j by the corresponding relator r j (X).U r j (A) from S 2 above to get a word
then apply a sequence of relations (from S 1 above) of the form
to cancel all the x-letters from ζ σ to leave a word z σ involving only letters from A ±1 . Let Z = Z(A) be the finite set of words z σ (A) in the letters A ±1 arising from our fixed finite set of π 2 -generators σ. The crucial claim is that the fibre product P of f 1 and f 2 is isomorphic to the quotient of the free group F on A ∪ B ∪ X modulo the following finite set of defining relators. (Here we use functional notation for words: given a set of words Σ(Y ) in symbols Y ±1 and a set of symbols y in 1-1 correspondence with Y , we write Σ(y) for the set of words obtained from Σ(Y ) by replacing each y ∈ Y with the corresponding symbol from y.)
We must argue that this really is a presentation of P . We map F to P ⊂ Γ 1 × Γ 2 by a homomorphism θ defined as follows:
(1) θ(a) = (a, 1) for a ∈ A;
Let G be the quotient of F by the given relations. Since θ maps each of these relations to (1, 1) , it induces a homomorphism θ from G to P . It is easy to see that θ is surjective, so it only remains to prove that ker(θ) = {1}.
Suppose W (A, B, X) ∈ F belongs to ker(θ). Killing the generators A in G gives a presentation for Γ 2 , and the associated map G → Γ 2 factors through θ, so W (1, B, X) = 1 in G/ A . It follows that having modified W by applying a finite sequence of the relations of G, we can assume that it is a finite product of conjugates of elements of A ±1 . Now the relators S 1 (A, X ) and (2) combine to show that each element of A commutes in G with each element of B * . Thus if a u(B,X) is a conjugate of a ∈ A by a word in (B ∪ X) ±1 , we may apply the relators to replace it by a u(1,X) , a conjugate of a by a word in X ±1 . But then the relators S 1 may be applied once more to replace a u(1,X) by a word in A ±1 .
At this stage we have succeeded in using the given defining relators of G to replace the initial word W (A, B, X) by a word W 0 (A). Now W 0 (A) = 1 in N , and [2, Theorem 1.2] tells us that the equality W 0 (A) = 1 in N is a consequence of the defining relators S 1 (A, X), S 3 (A), Z(A) and (2). Thus W 0 (A) = 1 in G. Hence ker(θ) = 1 and θ is an isomorphism from the finitely presented group G onto the fibre product of f 1 and f 2 , as required.
An effective version of the Asymmetric 1-2-3 Theorem.
Given a finite presentation Q ≡ X | R for a group Q, one can define the second homotopy group of π 2 Q to be π 2 of the standard 2-complex K of the presentation, regarded as a module over ZQ via the identification Q = π 1 K. But in the present context it is better to regard elements of π 2 Q as equivalence classes of identity sequences [(w 1 , r 1 ), . . . , (w m , r m )], where the w i are elements of the free group F (X), the r i ∈ R ±1 , and where m i=1 w −1 i r i w i is equal to the empty word in F (X); equivalence is defined by Peiffer moves, and the action of Q is induced by the obvious conjugation action of F (X); see [31] .
There exists a Turing machine that, given the following data describing group homomorphisms f i : Γ i → Q (i = 1, 2) will output a finite presentation of the fibre product of these maps provided that both the f i are surjective and at least one of the kernels ker(f i ) is finitely generated. (If either of these conditions fails, the machine will not halt.)
Input Data:
(4) A finite set of identity sequences that generate π 2 Q as a ZQmodule.
Proof. The proof of Theorem 2.1 above describes a simple, explicit process for constructing a finite presentation of P from presentations P 1 , P 2 of a special form and identities σ (in the notation of the proof of Theorem 2.1). We shall now describe an effective process that, given the input data, will do the following in order: (i) verify that the f i are onto, then proceed to (ii) (but fail to halt if they are not onto); (ii) construct P 1 if ker f 1 is finitely generated, output it, then proceed to (iii); (iii) construct P 2 and output it. If the process reaches stage (iii), it must eventually halt.
Once we have this process in hand, we apply it simultaneously to the given input data and to the data with the indices 1, 2 permuted; one of these processes will halt if the f i are onto and one of the kernels is finitely generated. The output data is then translated into a presentation of P by writing the relations (I) to (IV) of the preceding proof. The Turing machine implementing this parallel process and subsequent translation is the one whose existence is asserted in the theorem.
It remains to explain how steps (i) to (iii) are achieved.
To verify that f i is onto, the process enumerates the words w in the free monoid on a (i) in order of increasing length and, proceeding diagonally through this enumeration and that of all products Π in the free group F (X) of conjugates of the relations R of Q, the process searches for an equality x 1 w = Π in F (X), where w is the word obtained from w by replacing each a ∈ a (i) by a. Once such an equality is found, the process is repeated with x 2 in place of x 1 . When an equality is found for x 2 , the process proceeds for x 3 and so on until an equality has been found for each of x 1 , . . . , x l , at which point process (i) halts.
(ii): This stage of the programme implements a countable number of sub-programmes in a diagonal manner. The m'th involves a fixed set A m of cardinality m. The sub-programme itself implements a countable number of sub-programmes, drawing words V x,a, and U r from a lengthincreasing enumeration of the free monoid on X ±1 and working with presentations P of the form given as P 1 in the proof of Theorem 2.1 (condition (1) concerning A m being ignored). Let Γ(P) be the group defined by P. The surjection F (X ∪ A m ) → Q defined by π(x) = x for x ∈ X and π(a) = 1 for a ∈ A m induces a surjection π : Γ(P) → Q.
By enumerating all Tietze transformations, the sub-programme searches for an isomorphism q : Γ 1 → Γ(P) such that π • q = f 1 (see remark 2.3). When P is found, the process halts and outputs P.
(iii): This is identical to stage two except that one considers presentations with the form of P 2 instead of those with the form of P 1 .
Remark 2.3. In the above proof we made use of an instance of the following very general observation: if one is given an arbitrary finite presentation P of a group Γ and one knows that Γ has a "special" presentation drawn from some recursively enumerable class {C 1 , C 2 , . . . }, one can find a special presentation of Γ by proceeding as follows: enumerate the finite presentations P n obtained from P by finite sequences of Tietze moves and proceed searching the finite diagonals through the rectangular array (P n , C m ) looking for a coincidence.
Subdirect products
Throughout this section we consider subdirect products of arbitrary finitely presentable groups. In later sections we restrict attention to the case where the direct factors are limit groups.
Given a direct product D := G 1 × · · · × G n , we shall consistently write p i and p ij for the projection homomorphisms p i : D → G i and
be a subgroup of a direct product of finitely presented groups. If for all i, j ∈ {1, . . . , n}, i = j, the projection p ij (S) ⊂ G i × G j has finite index, then S is finitely presentable.
We will deduce this theorem from the Asymmetric 1-2-3 Theorem by combining some well-known facts about virtually nilpotent groups with the following proposition, which generalises similar results in [10] and [9] .
If, in addition, the groups G i are all finitely generated, then
(2) L i := S ∩ G i is finitely generated as a normal subgroup of S, (3) N i := S ∩ ker(p i ) is finitely generated, and (4) S is itself finitely generated.
Proof. The conditions imply that p i (S) is a finite index subgroup of G i , and by passing to subgroups of finite index we may assume without loss that S is subdirect. Let
For notational convenience we focus on i = 1 and explain why
The key point to observe is that for all x 1 , . . . , x n−1 ∈ G 0 1 the commutator ([x 1 , x 2 , . . . , x n−1 ], 1, . . . , 1) can be expressed as the commutator of elements from the subgroups N j ⊂ S; explicitly it is [ (x 1 , 1, * , . . . , * ), (x 2 , * , 1, * , . . . , * ), . . . , (x n−1 , * , . . . , * , 1) ].
This proves the first assertion. For (2), note that since S is subdirect, S ∩G i is normal in G i and the normal closure in G i of any set T ⊂ S ∩ G i is the same as its normal closure in S. Since G i is finitely generated, G i /(S ∩ G i ) is a finitely generated virtually nilpotent group; hence it is finitely presented and S ∩ G i is the normal closure in G i (hence S) of a finite subset.
Towards proving (3), note that the image of N 1 = S ∩ ker(p 1 ) in G i under the projection p i has finite index for 2 ≤ i ≤ n, since p 1i (S) has finite index in G 1 × G i and N 1 is the kernel of the restriction to S of p 1 = p 1 • p 1i . In particular p i (N 1 ) is finitely generated.
Note also that L i = S ∩ G i is the normal closure of a finite subset of p i (N 1 ) by (2) . Now let L := L 2 × · · · × L n . Then N 1 /L is a subgroup of the finitely generated virtually nilpotent group
and hence is also finitely generated (and virtually nilpotent). Putting all these facts together, we see that we can choose a finite subset X of N 1 such that:
• p i (X) generates p i (N 1 ) for each i = 2, . . . , n; • X ∩ L i generates L i as a normal subgroup of p i (N 1 ), for each i = 2, . . . , n; • {xL : x ∈ X} generates N 1 /L. These three properties ensure that X generates N 1 , and the proof of (3) is complete.
We can express S as an extension of N 1 by G 1 which are both finitely generated (using (3)), and (4) follows immediately. Remark 3.3. We shall use this lemma in tandem with the fact that finitely generated virtually nilpotent groups are F ∞ , i.e. have classifying spaces with finitely many cells in each dimension. Indeed this is true of virtually polycyclic groups P , because such a group has a torsion-free subgroup of finite index that is poly-Z, and hence is the fundamental group of a closed aspherical manifold. If B has type F ∞ (e.g. a finite group) and A has type F ∞ (e.g. the fundamental group of an aspherical manifold), then any extension of A by B is also of type F ∞ (see [18] Theorem 7.1.10).
3.1.
Proof of Theorem E. The hypothesis on p ij (S) implies that the image of S in each factor G i is of finite index. Replacing the G i and S with subgroups of finite index does not alter their finiteness properties. Thus we may assume that S is a subdirect product. Let L i = G i ∩ S and note that L i is normal in both S and G i . Proposition 3.2 tells us that Q i := G i /L i is virtually nilpotent; in particular it is of type F 3 (see remark 3.3).
Assuming that S is a subdirect product, we proceed by induction on n. The base case, n = 2, is trivial.
Let q : G 1 × · · · × G n → G 1 × · · · × G n−1 be the projection with kernel G n and let T = q(S). By the inductive hypothesis, T is finitely presented. We may regard S as a subdirect product of T × G n . Equivalently, writing K = T ∩ S and noting that
we see that S is the fibre-product associated to the short exact se-
Thus, by the Asymmetric 1-2-3 Theorem, our induction is complete because according to Proposition 3.2, K is finitely generated.
3.2. The effective version. We next prove an effective version of Theorem E, which will play a key part in proving that the class of finitely presentable residually free groups is recursively enumerable.
Theorem 3.4. There exists a Turing machine that, given a finite collection G 1 , . . . , G n of finitely presentable groups (each given by an explicit finite presentation) and a finite subset Y ⊂ G 1 × · · · × G n (given as a set of n-tuples of words in the generators of the G i ) such that
Proof. With the effective Asymmetric 1-2-3 Theorem (Theorem 2.2) in hand, we follow the proof of Theorem E. As in Theorem E we first replace each G i by the finite-index subgroup p i (S) to get to a situation where S is subdirect. Here we use the Todd-Coxeter and Reidemeister-Schreier processes to replace the given presentations of the G i by presentations of the appropriate finite-index subgroups. By using Tietze transformations we may take p i (Y ) to be the generators of this presentation. Thus we express the revised G i as quotients of the free group on Y . We argue by induction on n. The initial cases n = 1, 2 are easily handled by the Todd-Coxeter and Reidemeister-Schreier processes, since then S has finite index in the direct product. So we may assume that n ≥ 3.
By Theorem 2.2 it is sufficient to find finite presentations for
together with (4) explicit epimorphisms T → Q and G n → Q, and (5) a finite set of generators for π 2 of the presentation for Q, as a ZQ-module. A finite presentation for G n is part of the input.
We may assume inductively that we have found a finite presentation for T , with generators q(Y ). We write this presentation as
To obtain a finite presentation for Q, we proceed as follows. The words r j (p n (Y )) normally generate G n ∩ S. Adding these words as relations to the existing presentation of G n gives a finite presentation of Q, together with the natural quotient map G n → Q.
The epimorphism T → Q is induced by the identity map on Y .
We would now be done if we could compute a finite set of π 2generators for our chosen finite presentation P of the virtually nilpotent group Q. But it is more convenient to proceed in a slightly different manner, modifying P.
First, we search among finite-index normal subgroups Q of Q for an isomorphism Q → P , for some group P given by a poly-Z presentation P . The latter presentation defines an explicit construction for a finite K(P, 1)-complex X, and in particular a finite set of generators of π 2 (X (2) ) (the attaching maps of the 3-cells).
We next replace our initial presentation P for Q by a new presentation Q that contains P as a sub-presentation. Indeed, we know that such presentations exist, so we can find one, together with an explicit isomorphism that extends the given isomorphism P → Q , by a naïve search procedure (see Remark 2.3).
Let Y denote the 2-dimensional complex model of the presentation Q, Y the regular cover of Y corresponding to the normal subgroup P = Q , and Z the preimage of
Then Z consists of one copy of X (2) at each vertex of Y ; these are indexed by the elements of the finite quotient group H = Q/Q .
We then have an exact homotopy sequence
is generated as a ZQ-module by B together with any finite set C that maps onto a generating set for the finitely generated abelian group H 2 ( Y /Z). Such a set C can be found by a naïve search over finite sets of identity sequences over Q.
Novel Examples
¿From [9] (or [10] in the case of surface groups) we know that a finitely presented full subdirect product S of n limit groups Γ i must virtually contain the term γ n−1 of the lower central series of the product. So the quotient groups Γ i /(S ∩ Γ i ) are virtually nilpotent of class at most n − 2. In particular for n = 3 the quotients Γ i /(S ∩ Γ i ) are virtually abelian.
A question left unresolved in [10] is whether a finitely presented subdirect product S of n free groups Φ i can have Φ i /(S ∩ Φ i ) nilpotent strictly of class 2 or more (necessarily n ≥ 4 for this to happen). Theorem 4.2 below settles this question and shows that the bounds on the nilpotency class given in [9] and [10] are optimal. 4.1. The groups S(E, c). Let F = a, b be the free group of rank 2, and let Φ = F Z denote the unrestricted direct product of a countably infinite collection of copies of F , thought of as the set of functions f : Z → F endowed with pointwise multiplication.
Let Γ = w, x, y, z be a free group of rank 4, and define a homo-
Given a finite subset E ⊂ Z, we may regard the direct product of |E| copies of F as the set F E of functions E → F . We then obtain a projection
Notice that when E = {n} is a singleton p E • φ is surjective. It will be convenient to write Φ n for F {n} , p n for the projection p {n} : Φ → Φ n , and a n , b n for the copy of a, b respectively in Φ n . The surjectivity of p n • φ means that, for any finite subset E ⊂ Z, the image of p E • φ is a finitely generated subdirect product of the free groups Φ n (n ∈ E).
This subdirect product is not in general finitely presented. Now let c be a positive integer. We may choose a finite set R = R(a, b) of normal generators for the c'th term γ c (F ) of the lower central series of F . We then define S(E, c) to be the subgroup of F E that is generated by (p E • φ)(Γ) together with the sets R(a n , b n ) ⊂ Φ n for each n ∈ E.
As a concrete example we note that S({1, 2, 3, 4}, 3) is the subgroup of Φ 1 × Φ 2 × Φ 3 × Φ 4 generated by the following 12 elements: the four images of the generators of Γ (
(2) Clearly S(E, c) is finitely generated. For any 2-element subset
, we see that the quotient of each of the direct factors Φ m ∼ = F ∼ = Φ n by its intersection with S(T, c) is a nilpotent group of class at most c, generated by two elements of finite order, and hence is finite. Thus S(T, c) has finite index in F T . In other words, the projection of the subdirect product S(E, c) < F E to each product of two factors F T has finite index. Hence by Theorem E, S(E, c) is finitely presentable.
(
To show that S(E, c) ∼ = S(E , c), it is clearly enough to consider the case t = 1. The isomorphism θ :
Similarly, θ commutes with the automorphism θ of Γ defined by
It follows immediately from the definitions that θ maps S(E, c) onto S(E , c) (4) This is immediate from the definitions.
We can now state and prove the main result of this section. We thank Mike Vaughan-Lee for several helpful suggestions concerning this proof. 
Proof. By construction, S(E, c) is a subdirect product of the Φ n for n ∈ E, and by Proposition 4.1 (2) it is finitely presentable. By Proposition 4.1 (1) we have
for each n ∈ E, so it only remains to prove the reverse inclusion.
Let A = Q[[α, β]] be the algebra of power series in two non-commuting variables α, β with rational coefficients, and for each n let η n : Φ n → U (A) be the Magnus embedding of Φ n into the group of units U (A) of A, defined by η n (a n ) = 1 + α, η n (b n ) = 1 + β. By Magnus' Theorem [25] (or [26, Chapter 5] 
Here J is the ideal generated by the elements with 0 constant term and J c is its c-th power.
where for example (1 + α) t means the power series
Note that η n • φ n = ψ n • η, where ψ n :
Note also that, for any g ∈ Γ, η(g) has the form
where Ω is the free monoid on {α, β} and p W (t) ∈ Q[t] has degree at most equal to the length of W . Hence, for each n ∈ Z, we have
Suppose now that E ⊂ Z is a finite set of integers of cardinality at least c + 1, and that g ∈ Γ such that p E (φ(g)) ∈ S(E, c) ∩ Φ n for some n ∈ E. Then, for each m ∈ E {n}, we have
It follows that, in the expression η(g) = W ∈Ω p W (t) · W (α, β) for η(g), the c elements of E {n} are roots of all the polynomials p W (t). In particular, for words W of length less than c, the polynomials p W are identically zero. Hence ψ m (η(g)) ∈ 1 + J c for all m ∈ Z, in particular for m = n.
Sample calculations.
We use the explicit form of the map η from the proof of Theorem 4.2 to make some calculations that illuminate the preceding proof.
Example 4.4. For each integer k, we calculate that
Also η(Y ) = 1 + tα mod J 2 . Repeatedly applying Remark 4.3, we see that
is a non-trivial Z-linear combination of homogeneous monomials of degree m + 1.
Notice that the coefficient of V m (α, β) is a polynomial of degree m + 1 in t with roots 0, 1, . . . , m. In particular this gives an example of an element in S({0, . . . , m + 1}, m
Example 4.5. As another application of Remark 4.3, we see inductively that, for any basic commutator C of weight c in the generators of Γ,
, so for sufficiently large E, c the element φ(U ) ∈ γ 3 (S(E, c)) does not belong to φ(γ 3 (Γ)).
Characterizations
In this section we discuss the structure of finitely presentable residually free groups, and prove some results concerning their classification.
Subdirect products and homological finiteness properties.
We remind the reader of the shorthand we introduced in order to state Theorem B concisely: an embedding S → Γ 0 × · · · × Γ n of a residually free group S as a full subdirect product of limit groups is said to be neat if Γ 0 is abelian, S ∩Γ 0 is of finite index in Γ 0 , and Γ i is non-abelian for i = 1, . . . , n.
Theorem 5.1 (=Theorem B). Let S be a finitely generated residually free group. Then the following conditions are equivalent:
(2) S is of type FP 2 (Q);
(4) there exists a neat embedding S → Γ 0 × · · · × Γ n such that the image of S under the projection to Γ i × Γ j has finite index for 1 ≤ i < j ≤ n; (5) for every neat embedding S → Γ 0 × · · · × Γ n , the image of S under the projection to Γ i ×Γ j has finite index for 1 ≤ i < j ≤ n.
Proof. The implications (1) implies (2) implies (3) are clear. Theorem E shows that (4) implies (1) . In order to establish the remaining implications, we first argue that every finitely generated residually free group has a neat embedding.
The embedding theorem from [3] tells us that S embeds into the direct product of a finite collection of limit groups. Since finitely generated subgroups of limit groups are limit groups, we may assume that S is a subdirect product of finitely many limit groups. Moreover, by projecting away from any factor with which S has trivial intersection, we may assume that S is a full subdirect product of limit groups, say S < Γ 0 × · · · × Γ n . Moreover, if two or more of the factors Γ i are abelian, we may regard their direct product as a single direct factor, so we may assume that Γ 0 is abelian (possibly trivial), and that Γ i is non-abelian for i > 0. Finally, the intersection S ∩ Γ 0 has finite index in some direct summand of Γ 0 : by projecting away from a complement of such a direct summand, we may assume that S ∩ Γ 0 has finite index in Γ 0 . Thus we obtain a neat embedding of S. With this existence result in hand, it is clear that (5) implies (4). To complete the proof we shall argue that (3) implies (5) .
Since the given embedding is neat, the image of the projection of S to Γ 0 × Γ i has finite index for any i > 0, and the quotient S of S by Z(S) = S ∩ Γ 0 is a full subdirect product of the non-abelian limit groups Γ 1 , . . . , Γ n . Moreover, since S ∩ Γ 0 is finitely generated, (3) implies that H 2 (S 0 ; Q) is finite dimensional for all subgroups S 0 < S of finite index in S. It then follows from Theorem 4.2 of [9] that the image of the projection of S to Γ i × Γ j has finite index for any i, j with 0 < i < j ≤ n. Thus (3) implies (5) .
It follows easily from Theorem 5.1 that any subdirect product of limit groups that contains a finitely presentable full subdirect product is again finitely presentable. More generally we prove:
Theorem 5.2 (= Theorem D). Let n ≥ 2 be an integer, let S ⊂ D := Γ 1 × · · · × Γ k be a full subdirect product of limit groups, and let T ⊂ D be a subgroup that contains S. If S is of type FP n (Q) then so is T .
Proof. We have S < T < D = Γ 1 × · · · × Γ k where the Γ i are limit groups and S is a full subdirect product of type FP n (Q) with n ≥ 2.
In particular, S is of type FP 2 (Q), so by [9, Theorem 4.2] the quotient group S/L is virtually nilpotent, where L = (S ∩ Γ 1 ) × · · · × (S ∩ Γ k ).
By [9, Corollary 8.2] there is a finite index subgroup S 0 < S, and a subnormal chain S 0 S 1 · · · S = T such that each quotient S i+1 /S i is either finite or infinite cyclic.
Since S is of type FP n (Q), so is S 0 , and by the obvious induction so are S 1 , . . . , S = T .
Note that the condition n ≥ 2 in Theorem 5.2 is essential. For example, if G = x, y|r 1 , r 2 , . . . is a 2-generator group that is not finitely presentable, then the subgroup T of x, y × x, y generated by {(x, x), (y, y), (1, r 1 ), (1, r 2 ), . . . } is a full subdirect product that is not finitely generated, while the finitely generated subgroup S of T generated by {(x, x), (y, y), (1, r 1 )} is also a full subdirect product (provided r 1 = 1 in x, y ). This is another example of the notable divergence in behaviour between finitely presentable residually free groups and more general finitely generated residually free groups.
5.2.
The three factor case. Thereom B tells us which full subdirect products of non-abelian limit groups are finitely presentable. In the case of two factors, the criterion is particularly simple: the subgroup must have finite index in the direct product. Our next result, which extends Theorem E of [10] , shows that the criterion also takes a particularly simple form in the case of a full subdirect product of three non-abelian limit groups. Our results in Section 4 show that the situation is noticeably more subtle for subdirect products of four or more factors.
Theorem 5.3. Let Γ 1 , Γ 2 , Γ 3 be non-abelian limit groups, and let S < Γ 1 × Γ 2 × Γ 3 be a full subdirect product. Then S is finitely presentable if and only if there are subgroups Λ i < Γ i of finite index, an abelian group Q, and epimorphisms φ i :
Proof. The criterion in the statement is clearly sufficient, by Theorem E, since each φ i is an epimorphism. For example, given λ 1 ∈ Λ 1 and λ 2 ∈ Λ 2 , there exists λ 3 ∈ Λ 3 such that φ 3 (λ 3 ) = −φ 1 (λ 1 ) − φ 2 (λ 2 ). Thus (λ 1 , λ 2 , λ 3 ) ∈ ker(φ) so the projection p 12 : Γ 1 ×Γ 2 ×Γ 3 → Γ 1 ×Γ 2 maps ker(φ) onto the finite-index subgroup Λ 1 × Λ 2 of Γ 1 × Γ 2 . Similar arguments apply to the projections p 13 and p 23 , so the finite-index subgroup ker(φ) of S is finitely presentable, by Theorem E, and hence S is also finitely presentable.
Conversely, suppose that S is finitely presentable. By [9, Theorem 4.2] the image of each of the projections p ij : S → Γ i × Γ j (1 ≤ i < j ≤ 3) has finite index. The images of p 12 and p 13 intersect in a finite index subgroup K 1 < Γ 1 . For each a ∈ K 1 there are elements (a, 1, x a ), (a, y a , 1) ∈ S. So given a
let φ : K 1 × K 2 × K 3 → A be the canonical epimorphism, and let φ i be the restriction of φ to K i for i = 1, 2, 3. Since p 23 (S) has finite index in
and each φ i : Λ i → Q is an epimorphism.
Classification up to commensurability.
We construct a collection of examples of finitely presentable residually free groups which is complete up to commensurability.
Definition 5.4. Let G = {Γ 1 , . . . , Γ n } be a finite collection of 2 or more limit groups, let c ≥ 2 be an integer, and let g = {(g k,1 , . . . , g k,n ), 1 ≤ k ≤ m} be a finite subset of Γ := Γ 1 × · · · × Γ n .
Define T = T (G, g, c) to be the subgroup of Γ generated by g together with the c'th term γ c (Γ) of the lower central series of Γ.
Theorem 5.5. Let T (G, g, c) be defined as above.
(1) If, for all 1 ≤ i < j ≤ n, the images in H 1 Γ i × H 1 Γ j of the ordered pairs (g k,i , g k,j ) generate a subgroup of finite index, then the residually free group T (G, g, c) is finitely presentable. (2) Every finitely presentable residually free group is either a limit group or else is commensurable with one of the groups T (G, g, c).
Proof. To see that T = T (G, g, c) is finitely presentable, it is sufficient in the light of Theorem E to note that the projection of T to Γ i × Γ j is virtually surjective for each i < j. This in turn follows from the observation that a subgroup of a finitely generated nilpotent group N has finite index whenever its image in H 1 N has finite index. Conversely, suppose that S is a finitely presentable residually free group. If S is not itself a limit group, then Theorem B tells us that S may be expressed as a full subdirect product of limit groups ∆ 1 , . . . , ∆ n such that the projection of S to ∆ i × ∆ j is virtually surjective for each i < j. By Theorem 4.2 of [9] , each ∆ i contains a finite-index subgroup Γ i such that γ n−1 (Γ i ) ⊂ S. Set G = {Γ 1 , . . . , Γ n }, and c = n − 1. We choose any finite set {(g 1,1 , . . . , g 1,n ), . . . , (g m,1 , . . . , g m,n )} in the direct product D := Γ 1 × · · · × Γ n whose image in D/γ n−1 (D) generates (S ∩ D) · γ n−1 (D)/γ n−1 (D). Finally, take g to be the collection of coordinates g k,i , and note that T = T (G, g, n − 1) = S ∩ D is a finiteindex subgroup of S.
The Canonical Embedding Theorem
The purpose of this section is to prove Theorem A: we shall describe an effective construction for ∃Env(S), hence ∃Env 0 (S), then establish the universal property of the latter. We shall see that the direct factors of ∃Env(S) are the maximal limit group quotients of S: the maximal free abelian quotient H 1 (S, Z)/(torsion) is one of these, and the remaining (non-abelian) quotients form ∃Env 0 (S). At the end of the section we shall discuss how ∃Env(S) is related to the Makanin-Razborov diagram for S.
Our first goal is to prove Theorem A(1). Theorem 6.1. There is an algorithm that, given a finite presentation of a residually free group S will construct an embedding
where Γ ab = H 1 (S, Z)/(torsion) and ∃Env 0 (S) = Γ 1 × · · · × Γ n with each Γ i (i ≥ 1) a non-abelian limit group. The intersection of S with the kernel of the projection ρ : ∃Env(S) → ∃Env 0 (S) is the centre Z(S) of S.
In outline, our proof of this theorem proceeds as follows. First we define a finite set of data -a maximal centralizer system -that encodes a canonical system of subgroups in S. Then, in Lemma 6.7, we prove that every finitely presented residually free group possesses such a system; the proof, which is not effective, relies on Proposition 3.2 and results from [9] . In Lemma 6.9 we establish the existence of a simple algorithm that, given a maximal centralizer system, will construct S → ∃Env(S). Finally, in Subsection 6.3, we describe an algorithm that, given a finite presentation of a residually free group, will construct a maximal centralizer system for that group (termination of the algorithm is guaranteed by Lemma 6.7).
The description of Z(S) given in Theorem 6.1 is covered by the following lemma. Lemma 6.2. Let S be a residually free group and let Z(S) be its centre.
(1) The restriction of S → H 1 (S, Z)/(torsion) to Z(S) is injective.
(2) If Γ is a non-abelian limit group and ψ : S → Γ has non-abelian image, then ψ(Z(S)) = {1}.
Proof. Let γ ∈ Z(S). Since S is residually free, there is an epimorphism ψ from S to a free group such that ψ(γ) = 1. But the only free group with a non-trivial centre is Z, so ψ([S, S]) = 1 and hence γ ∈ [S, S]. This observation, together with the fact that residually free groups are torsion-free, proves (1). Item (2) follows easily from the fact that limit groups are commutativetransitive. 6.1. Centralizer systems. Before pursuing the strategy of proof outlined above, we present an auxiliary result that motivates the definition of a maximal centralizer system. Recall that a set of subgroups of a group H is said to be characteristic if any automorphism of H permutes the subgroups in the set. Proposition 6.3. Let D = Γ 1 × · · · × Γ n be a direct product of nonabelian limit groups, let S ⊂ D be a full subdirect product, let L i = S∩Γ i and let
The sets of subgroups {L 1 , . . . , L n } and {M 1 , . . . , M n } are characteristic in S.
Proof. If Γ is a non-abelian limit group, and if γ 1 and γ 2 are two noncommuting elements of Γ, then the centralizer C Γ (γ 1 , γ 2 ) of the pair is trivial, by commutative-transitivity.
The collection of centralizers of non-commuting pairs of elements of S has a finite set of maximal elements, namely the centralizers of pairs x i and y i which are non-commuting pairs in L i . These maximal elements are exactly the M i , which therefore form a characteristic set. Moreover the L i are the centralizers of the M i and hence the set of these is also characteristic (cf. [11] ). Remark 6.4. Applying the proposition with S = D one sees that if D = Γ 1 × · · · × Γ n is the direct product of non-abelian limit groups, then the set of subgroups Γ i is characteristic. In particular, the decomposition of D as a direct product of limit groups is unique.
The example D = Z × F 2 shows that this uniqueness fails if abelian factors are allowed. Definition 6.5. Let S be a finitely presented, non-abelian residually free group. A finite list (Y i ; Z i ) = (Y 1 , . . . , Y n ; Z 1 , . . . , Z n ) of finite subsets of S will be called a maximal centralizer structure (MCS) for S if it has the following properties. MCS(1) Each Y i contains at least two elements x i and y i which do not commute. MCS(2) Each Z i contains all of the Y j with j = i. MCS(3) For each i, the elements of Z i commute with the elements of Y i . (Hence the elements in Y i commute with those in Y j for all i = j.) MCS(4) Each Z i generates a normal subgroup of S. MCS(5) For each i, the quotient group S/ Z i admits a splitting (as an amalgamated free product or HNN extension) either over the trivial subgroup or over a non-normal, infinite cyclic subgroup. MCS (6) There is a subgroup S 0 of finite index in S such that each Y i ⊂ S 0 and S 0 / Y 1 , . . . , Y n is nilpotent of class at most n − 2.
For the case n = 1 we require that Z 1 = Z(S) and that Y 1 be the given generating set for S. Remark 6.6. One of the basic properties of non-abelian limit groups is that that they split as in MCS (5) . Conversely, we shall see in Lemma 6.9 that, in the presence of the other conditions, MCS(5) implies the following condition: MCS(5 ) For each i, the quotient S/ Z i is a non-abelian limit group. Lemma 6.7. Every finitely presented non-abelian residually free group possesses a maximal centralizer structure.
Proof. Let S be a finitely presented non-abelian residually free group, and define H = S/Z(S). We shall first construct an MCS for H.
As in the proof of Theorem B, H can be embedded as a full subdirect product in some D = Γ 1 × · · · × Γ n where the Γ i are non-abelian limit groups. Let p i : D → Γ i denote the projection.
If n = 1, then H itself is a non-abelian limit group. In this case, we follow the directions in the definition of MCS: Y 1 is the given set of generators for H, Z 1 = {1}, and H 0 = H. Then MCS(1-4) and MCS(6) are trivially satisfied, as is MCS(5)', hence MCS (5) .
¿From now on we assume that n > 1. Then Γ i /(H ∩ Γ i ) is virtually nilpotent by [9] , so (H ∩ Γ i ) is finitely generated as a normal subgroup of Γ i . Choose a finite set Y i of normal generators for H ∩ Γ i containing at least two elements that do not commute.
Let M i denote the centralizer of Y i in H (this is consistent with the notation in Proposition 6.3). Note that M i = H ∩ ker(p i ), which by Proposition 3.2(3) is a finitely generated subgroup of H. Note that Γ i ∼ = H/M i . Choose Z i to be a finite generating set for M i containing Y j for all j = i.
This provides an MCS (Y i ; Z i ) for H: each of the properties MCS(1-4) is explicit in the construction, as are MCS(5)' and MCS (6) .
It remains to construct an MCS for S from the one just constructed for H = S/Z(S). We know from Lemma 6.2 that Z(S) is a finitely generated free abelian group. To obtain an MCS (Ŷ i ;Ẑ 1 ) for S, we lift each Y i ⊂ H to a finite subsetŶ i of S, and take a finite subsetẐ i in the preimage of each Z i containing (i)Ŷ j for all j = i, and (ii) a finite generating set for Z(S).
To see that (Ŷ i ;Ẑ 1 ) satisfies MCS(1), note that Z(S) ∩ [S, S] = 1. Modulo this observation, it is clear that (Ŷ i ;Ẑ 1 ) inherits the properties MCS(1-6) from (Y i ; Z i ).
6.2.
Two useful lemmata. The following are the two principal lemmata used in the proof of Theorem A. We first prove a technical lemma about splittings which allows us to detect when a given quotient of S is a non-abelian limit group rather than a direct product. Lemma 6.8. Let Γ be a torsion-free group, H a group, and G → Γ×H a subdirect product such that G ∩ Γ contains a free group of rank 2. Let N be a normal subgroup of G with N < K = G ∩ H. If G/N admits a cyclic splitting, and N = K, then K/N is cyclic and the splitting is over K/N .
The cyclic splitting gives a G/N action on a tree T which is edgetransitive and has cyclic edge-stabilisers. A free subgroup F = x, y of G ∩ Γ either fixes a vertex v or contains an element w acting hyperbolically (with axis A, say). In the first case v is unique (since F cannot fix an edge), so v is K/N -invariant since K/N commutes with F . But K/N is normal so K/N also fixes g(v) for all g ∈ G. Pick g with g(v) = v, then K/N fixes more than one vertex, and hence fixes an edge.
In the second case, the axis A is K/N -invariant since K/N commutes with w. If the action of K/N on A is non-trivial, then A is the (unique) minimal K/N -invariant subtree of T . But then T is F -invariant since F commutes with K/N . Thus F acts non-trivially on A with cyclic edge-stabilisers, which is impossible. Hence K/N fixes an edge.
In both cases, K/N fixes an edge, hence fixes all edges since K/N is normal and the action is edge-transitive. Thus K/N is a cyclic group acting trivially on T . The induced action of Γ = G/K has finite cyclic edge stabilisers of the form Stab G (e)/K. But Γ is torsion-free so these are all trivial.
As above, we write G ab = H 1 (G, Z)/(torsion). Lemma 6.9. Suppose S is a finitely presented residually free group and that (Y 1 , . . . , Y n ; Z 1 , . . . , Z n ) is an MCS for S. Then:
(0) each of the groups S i / Z i is a non-abelian limit group;
(1) the natural homomorphism S → S/ Z 1 × · · · × S/ Z n has kernel Z(S) and so embeds S/Z(S) as a full subdirect product of n non-abelian limit groups; (2) the natural homomorphism S → Γ ab × S/ Z 1 × · · · × S/ Z n is an embedding, where Γ ab = H 1 (S, Z)/(torsion). Definition 6.10. To obtain the reduced existential envelope of S we fix an MCS (Y 1 , . . . , Y n ; Z 1 , . . . , Z n ) and define ∃Env 0 (S) := S/ Z 1 ×· · ·× S/ Z n . The existential envelopeof S is then defined to be ∃Env(S) = Γ ab × ∃Env 0 (S), where Γ ab = H 1 (S, Z)/(torsion).
Remark 6.11. The above definition makes sense in the light of Lemmas 6.9 and Lemma 6.7. In the proof of Lemma 6.7, we chose the Z i so that M i = Z i , in the notation of Proposition 6.3, and we shall see in a moment that this equality is forced by the definition of an MCS alone. The canonical nature of the M i makes envelopes more canonical than they appear in the definition -Theorem A (4-5) makes this assertion precise.
Proof. Suppose that (Y 1 , . . . , Y n ; Z 1 , . . . , Z n ) is an MCS for the finitely presented residually free group S. Then by MCS(3) we know
S is residually free. Hence the images of x i and y i in S/ Z i form a non-commuting pair. Writing S as a subdirect product of some collection Γ 1 , . . . , Γ n of limit groups, the projections of x i and y i into one of the factors Γ j , say, do not commute. Now we see that S is a subdirect product of Γ × H, where Γ = Γ j is a non-abelian limit group, H is a subdirect product of the Γ i (i = j), and Z i ⊂ H (by commutative transitivity in Γ). Now put N = Z i S (by MCS(4)), and note that N ⊂ K := S ∩ H. It follows from MCS(5) that S/N admits a splitting either over the trivial subgroup or a non-normal, infinite cyclic subgroup. Then by Lemma 6.8, if K = N , then the splitting is over K/N -a contradiction since K/N is normal in S/N . Hence Z i = N = K = S ∩ H, so S/ Z i ∼ = Γ is a non-abelian limit group, which proves (0).
Since limit groups are fully residually free, the centralizer of any non-commuting pair of elements in S/ Z i is trivial. Thus Z i is maximal among the centralizers of non-commuting pairs of elements of S (cf. Proposition 6.3). In particular Z i = C S (Y i ) and Y i ⊆ C S ( Z i ). Clearly each Z i ⊇ Z(S).
Suppose now that 1 = u ∈ Z 1 ∩ · · · ∩ Z n but u / ∈ Z(S). Then there is some other element v with [u, v] = 1. Since S is residually free, u and v freely generate a free subgroup of rank 2. Thus u and v −1 uv freely generate a free subgroup of Z 1 ∩ · · · ∩ Z n which centralizes each Y i . So their images in S/ Y 1 , . . . , Y n freely generate a free subgroup which contradicts MCS (6) . Thus Z 1 ∩ · · · ∩ Z n = Z(S). This proves (1) .
The existence of the embedding in (2) follows immediately from (1), in the light of Lemma 6.2. 6.3. Proofs of Theorem A(1) and (2) . We are given a finite presentation A | R for a residually free group S. In order to prove Theorem 6.1, we must describe an algorithm that will construct an MCS for S from this presentation: we know by Lemma 6.7 that S has an MCS and we know from Lemma 6.9 (and Definition 6.10) how to embed S in its envelopes once an MCS is constructed.
We shall repeatedly use the fact that one can use the given presentation of S to solve the word problem explicitly: one enumerates homomorphisms from S to the free group of rank 2 by choosing putative images for the generators a ∈ A, checking that each of the relations r ∈ R is mapped to a word that freely reduces to the empty word; if a word w in the letters A ±1 is non-trivial is S, one will be able to see this in one of the free quotients enumerated, since S is residually free. (Implementing a naive search that verifies if w does equal the identity is a triviality in any recursively presented group.)
Using this solution to the word problem, we can recursively enumerate all finite collections ∆ = (Y 1 , . . . , Y n ; Z 1 , . . . , Z n ) of finite subsets of S satisfying conditions MCS(1), MCS(2) and MCS(3). Next we enumerate all equations in S and look for those of the form a −1 za = S w(Z i ) where z ∈ Z i and a ±1 is a generator of S (and w any word on Z i ). If a given ∆ satisfies MCS(4), we will eventually discover this by checking the list of equations. (As ever with such processes, one runs through the finite diagonals of an array, checking all equations against all choices of ∆.) Thus we obtain an enumeration of those ∆ satisfying MCS (1) (2) (3) (4) .
Next, we must describe a process that, given
can determine if it satisfies MCS(5), i.e. if each of the groups S/ Z i has a splitting of the required form. Again we only need a process that will terminate if ∆ does indeed satisfy MCS(5) -we are content for it not to terminate if MCS(5) is not satisfied. We have a finite presentation A | R, Z i for S/ Z i . By applying Tietze moves (or searching naively for inverse pairs of isomorphisms) we can enumerate finite presentations of S/ Z i that have one of the following two forms
where A 1 , A 2 and {t} are disjoint sets, R i ∪ {u i } is a set of words in the letters A ±1 i , and v is a word in the letters A ±1
1
. These are the standard forms of presentation for groups that split over (possibly trivial or finite) cyclic groups. When we find such a presentation, we can use the solution to the word problem in S to determine if at least one of the generators from A 1 and (for the first form) one from A 2 are non-trivial in S. We proceed to the next stage of the argument only if non-trivial elements are found. In the next stage, we use the solution to the word problem to check if u 1 = u 2 = 1 in S (or u 1 = v = 1). If these equalities hold, we have found the desired splitting over the trivial group. If not, then we have a splitting over a non-trivial cyclic group, and since S is torsion-free, this cyclic group C = u 1 must be infinite. In a residually free group, each 2-generator subgroup is free of rank 1 or 2 (consider the image of [x, y] in a free group). Thus C is normal if and only if it is central, and this can be determined by applying the solution of the word problem to all commutators [u, a] with a ∈ A 1 ∪A 2 (resp. a ∈ A 1 ). In the case of amalgamated free products, we require that there is a generator in each of A 1 and A 2 that does not commute with C, in order that the splitting be non-degenerate. This concludes the description of the process that will correctly determine if a given ∆ = (Y 1 , . . . , Y n ; Z 1 , . . . , Z n ) satisfies MCS(5), halting if it does (but not necessarily halting if it does not).
Finally, we use coset enumeration to get presentations A | R of subgroups of finite index S 0 ⊂ S with Y i ⊂ S 0 , and we enumerate equations in the quotients A | R , Y 1 , . . . , Y n to see if the generators satisfy the defining relations of the free nilpotent group of class n − 2 on |A | generators (and we need only look for a positive answer). As an MCS for S exists (Lemma 6.7) this process will eventually terminate, yielding an explicit ∆ satisfying MCS (1) (2) (3) (4) (5) (6) .
Part (2) of Theorem A follows immediately from part 1 in the light of Proposition 3.2.
Proof of Theorem A(3)
[the universal property of ∃Env 0 (S)]. We first record the following general result which is also used implicitly in our discussion of how ∃Env(S) is related to the Makanin-Razborov diagram of S. Proposition 6.12. Let G be a subdirect product of a finite collection of groups: G < G 1 × · · · × G n . Then any homomorphism from S onto a non-abelian limit group Γ factors through one of the projection maps p i : G → G i (i = 1, . . . , n).
Proof. An easy induction reduces us to the case where n = 2.
Define L i := G ∩ G i for i = 1, 2. Then L i is normal in G for each i. Suppose that Γ is a non-abelian limit group and φ : G → Γ is an epimorphism. Then φ(L 1 ) and φ(L 2 ) are mutually commuting normal subgroups of φ(G) = Γ. If (say) φ(L 1 ) is non-trivial in Γ, then commutative transitivity in Γ implies that φ(L 2 ) is abelian. But Γ has no non-trivial abelian normal subgroups, so φ(L 2 ) is trivial.
Hence one or both of φ(L i ) (i = 1, 2) is trivial. But if φ(L 1 ) is trivial, then φ factors through p 2 , while if φ(L 2 ) is trivial, then φ factors through p 1 .
To prove Theorem A (3), let S be a finitely presented, non-abelian, residually free group with MCS (Y 1 , . . . , Y n ; Z 1 , . . . , Z n ). We have S → ∃Env 0 (S) = S/ Z 1 × · · · × S/ Z n , and we are given a homomorphism φ : S → D = Λ 1 × · · · × Λ m with the Λ i non-abelian limit groups and φ(S) subdirect. We must prove that φ extends uniquely to a homomorphismφ : ∃Env 0 (S) → D.
For k = 1, . . . , m let φ k denote the composition of φ with the projection D → Λ k . Since Λ k is a non-abelian limit group, Proposition 6.12 says that the surjective map φ k : S → Λ k factors through the projection S → S/ Z i for some i. In particular, φ k (Y j ) = 1 for each j = i, since Y j ⊂ Z i . However, we must have φ k (Y i ) = {1} by MCS(6) (else Λ is virtually nilpotent). Thus i = i(k) is uniquely determined by k.
Applying the above in turn to each φ k yields a unique i(k) such that φ k factors through a map ζ k : S/ Z i(k) → Λ k . Putting all these maps together produces the requiredφ : ∃Env 0 (S) → Λ 1 × · · · × Λ m . 6.5. Proof of Theorem A(4) [the uniqueness of ∃Env 0 (S)]. We are assuming that φ : S → D = Λ 1 ×· · ·×Λ m is a full subdirect product of non-abelian limit groups, and we must prove thatφ : ∃Env 0 (S) → D is an isomorphism.
As in the proof of Lemma 6.7, we can construct an MCS for S from the embedding φ : S → D, say (Y 1 , . . . , Y m ; Z 1 , . . . , Z m ). Here, Y i ⊂ S generates φ(S) ∩ Λ i as a normal subgroup, Z i generates the centralizer of Y i in S, and φ induces an isomorphism φ i : S/ Z i → Λ i for i = 1, . . . , m.
By using (Y i ; Z i ) in place of (Y i ; Z i ) in Definition 6.10 we obtain an alternative model ∃Env 0 (S) = S/ Z 1 × · · · × S/ Z m for ∃Env 0 (S), and we have an isomorphism Φ = (φ 1 , . . . , φ m ) : ∃Env 0 (S) → D that restricts to φ on the canonical image of S in ∃Env 0 (S) .
In proving Theorem A(3) we established the universal property for ∃Env 0 (S) . We apply this to obtain a unique homomorphism α : ∃Env 0 (S) → ∃Env 0 (S) extending the inclusion S → ∃Env 0 (S). Thus we obtain a homomorphism α • Φ −1 : D → ∃Env 0 (S) such that α • Φ −1 • φ is the identity on S. But this means that α • Φ −1 •φ : ∃Env 0 (S) → ∃Env 0 (S) extends id : S → S. The identity map of ∃Env 0 (S) is also such an extension, so by the uniqueness assertion in A(3) we have that α • Φ −1 is a left-inverse toφ. By reversing the roles of ∃Env 0 (S) and ∃Env 0 (S) we see that it is also a right-inverse. 6.6. Makanin-Razborov Diagrams. We explain how existential envelopes are related to Makanin-Razborov diagrams.
The Makanin-Razborov diagram (or MR diagram) of a finitely generated group G is a method of encoding the collection of all epimorphisms from G to free groups. The name arises from the fact that these diagrams originate from the fundamental work of Makanin [27] and later Razborov [29] on the solution sets of systems of equations in free groups.
The MR diagram of G consists of a finite rooted tree, where the root is labelled by G and the other vertices are labelled by limit groups, with the leaves being labelled by free groups. The edges are labelled by proper epimorphisms -the epimorphism labeling e = (u, v) mapping the group labeling u onto the group labeling v.
The basic property of this diagram is that each epimorphism from G onto a free group can be described using a directed path in this graph from the root to some leaf, the epimorphism in question being a composite of all the labeling epimorphisms of edges on this path, interspersed with suitable choices of 'modular' automorphisms of the intermediate limit groups that label the vertices. Details can be found in [30, Section 7] and, in different language, [23, Section 8] .
An immediate observation is that any epimorphism from G onto a free group factors through the canonical quotient G/FR(G), where FR(G) is the free residual of G, namely the intersection of the kernels of all epimorphisms from G to free groups. Thus the MR diagrams of G and of G/FR(G) are identical.
Observe that FR(G/FR(G)) = 1; in other words G/FR(G) is residually free. Thus, when studying MR diagrams for finitely generated groups, it is sufficient to restrict attention to the case of residually free groups.
For finitely generated residually free G, the top layer of the Makanin-Razborov diagram consists of the set of maximal limit-group quotients of G. These are the factors of our existential envelope ∃Env(G), namely the maximal free abelian quotient Γ ab (G) and the non-abelian quotients Γ 1 , . . . , Γ n . The fact that one can construct this effectively is contained in [23, Corollary 3.3] , but our construction of the embedding G → ∃Env(G) is of a quite different nature, and we feel that there is considerable benefit in its explicit description. It is also worth pointing out that neither the construction of our algorithm nor the proof that it terminates relies on the original results of Makanin and Razborov.
Decision problems
Theorem A provides considerable effective control over the finitely presented residually free groups. In this section we use this effectiveness to solve the multiple conjugacy problem for these groups and the membership problem for their finitely presented subgroups. Both of these problems are unsolvable in the finitely generated case, indeed there exist finitely generated subgroups of a direct product of two free groups for which the conjugacy and membership problems are unsolvable [28] . 7.1. The conjugacy problem. Instead of considering the conjugacy problem for individual elements, we consider the multiple conjugacy problem, since the proof that this is solvable is no harder. The multiple conjugacy problem for a finitely generated group G asks if there is an algorithm that, given an integer l and two l-tuples of elements of G (as words in the generators), say x = (x 1 , . . . , x l ) and y = (y 1 , . . . , y l ), can determine if there exists g ∈ G such that gx i g −1 = y i in G, for i = 1, . . . , l. There exist groups in which the conjugacy problem is solvable but the multiple conjugacy problem is not [6] .
The scheme of our solution to the conjugacy problem uses an argument from [10] that is based on Theorem 3.1 of [4] . This is phrased in terms of bicombable groups. Recall that a group G with finite generating set A is said to be bicombable if there is a constant K and choice of words {σ(g) | g ∈ G} in the letters A ±1 such that d(a.σ(a −1 ga ) t , σ(g) t ) ≤ K for all a, a ∈ A and g ∈ G, where w t denotes the image in G of the prefix of length t in w, and d is the word metric associated to A.
We shall only use three facts about bicombable groups. First, the fundamental groups of compact non-positively curved spaces are the prototypical bicombable groups, and limit groups are such fundamental groups [1] . Secondly, there is an algorithm that given any finite set X ⊂ Γ as words in the generators of G will calculate a finite generating set for the centralizer of X. (This is proved in [4] using an argument from [19] .) Finally, we need the fact that the multiple conjugacy problem is solvable in bicombable groups. The proof of this is a mild variation on the standard proof that bicombable groups have a solvable conjugacy problem. The key point to observe is that, given words u and v in the generators, if g ∈ G is such that g −1 ug = v, then as t varies, the distance from 1 to σ(g) −1 t uσ(g) t never exceeds K max{|u|, |v|}. It follows that in order to check if two (u 1 , . . . , u k ) and (v 1 , . . . , v k ) are conjugate in G, one need only check if they are conjugated by an element g with d(1, g) ≤ |2A| K max{|u i |, |v i |} (cf. Algorithm 1.11 on p. 466 of [5] ). Proposition 7.1. Let Γ be a bicombable group, let H ⊂ Γ be a subgroup, and suppose that there exists a subgroup L ⊂ H normal in Γ such that Γ/L is nilpotent. Then H has a solvable multiple conjugacy problem.
Proof. Given a positive integer l and two l-tuples x, y from H (as lists of words in the generators of Γ) we use the positive solution to the multiple conjugacy problem in Γ to determine if there exists γ ∈ Γ such that γx i γ −1 = y i for i = 1, . . . , l. If no such γ exists, we stop and declare that x and y are not conjugate in H. If γ does exist then we find it and consider
where C is the centralizer of x in Γ. Note that x is conjugate to y in H if and only if γC ∩ H is non-empty.
We noted above that there is an algorithm that computes a finite generating set for C. This enables us to employ Lo's algorithm (Lemma 7.3) in the nilpotent group Γ/L to determine if the image of γC intersects the image of H. Since L ⊂ H, this intersection is non-trivial (and hence x is conjugate to y) if and only if γC ∩ H is non-empty.
A group G is said to have unique roots if for all x, y ∈ G and n = 0 one has x = y ⇐⇒ x n = y n . It is easy to see that residually free groups have this property. As in Lemma 5.3 of [10] we have:
Suppose G is a group in which roots are unique and H ⊂ G is a subgroup of finite index. If the multiple conjugacy problem for H is solvable, then the multiple conjugacy problem for G is solvable.
The final lemma that we need can be proved by a straightforward induction on the nilpotency class, but there is a more elegant argument due to Lo (Algorithm 6.1 of [24] ) that provides an algorithm which is practical for computer implementation. Lemma 7.3. If Q is a finitely generated nilpotent group, then there is an algorithm that, given finite sets S, T ⊂ Q and q ∈ Q, will decide if q S intersects T non-trivially.
Theorem 7.4 (=Theorem J). The multiple conjugacy problem is solvable in every finitely presented residually free group.
Proof. Let Γ be a finitely presented residually free group. Theorem A allows us to embed Γ as a subdirect product in D = Λ 1 ×· · ·×Λ n , where Λ i are limit groups, each L i = Λ i ∩ Γ is non-trivial, L = L 1 × · · · × L n is normal in D, and D/L is virtually nilpotent. Let N be a nilpotent subgroup of finite index in D/L, let D 0 be its inverse image in D and let Γ 0 = D 0 ∩ Γ.
We are now in the situation of Proposition 7.1 with Γ = D 0 and H = Γ 0 . Thus Γ 0 has a solvable multiple conjugacy problem. Lemma 7.2 applies to residually free groups, so the multiple conjugacy problem for Γ is also solvable. 7.2. The membership problem. In the course of proving our next theorem we will need the following technical observation. Lemma 7.5. If Λ is a limit group, then there is an algorithm that, given a finite set X ⊂ Λ, will output a finite presentation for the subgroup generated by X.
Proof. Let H be the subgroup generated by X. The lemma is a simple consequence of Wilton's theorem [32] that Λ has a subgroup of finite index that retracts onto H (using the argument of Lemma 5.5 in [10] ). Theorem 7.6 (=Theorem K). If G is a finitely presented residually free group (given by a finite presentation) and H ⊂ G is a finitely presentable subgroup (given by a finite generating set of words in the generators of G), then the membership problem for H is decidable, i.e. there is an algorithm which, given g ∈ G (as a word in the generators) will determine whether or not g ∈ H.
Note that, although we assume that H is finitely presentable, we do not assume knowledge of a finite presentation for H. Moreover, our algorithm is not uniform in H. That is, the algorithm depends on H (but not on g ∈ G). Indeed, the proof below describes more than one algorithm: for any given H one of these algorithms works, but we do not claim to be able to tell which. See the remark following this proof for further discussion of this problem.
Proof. Theorem A provides a direct product D of limit groups that contains G, and a solution to the membership problem for H ⊂ D provides a solution for H ⊂ G. Thus there is no loss of generality in assuming that G is a direct product of limit groups, say G = Λ 1 × · · · × Λ n . To complete the proof, we argue by induction on n. The case n = 1 is covered by the fact that limit groups are subgroup separable [32] .
Let us assume, then, that there is a solution to the membership problem for each finitely presented subgroup of a direct product of n − 1 or fewer limit groups. We have H ⊂ G = Λ 1 × · · · × Λ n . Define
There is no loss of generality in assuming that elements g ∈ G are given as words in the generators of the factors, and thus we write g = (g 1 , . . . , g n ). We assume that the generators of H are given likewise.
We first deal with the case where some L i is trivial, say L 1 . The projection of H to Λ 2 ×· · ·×Λ n is then isomorphic to H, so in particular it is finitely presented and our induction provides an algorithm that determines if (g 2 , . . . , g n ) lies in this projection. If it does not, then g / ∈ H. If it does, then naively enumerating equalities g −1 w = 1 we eventually find a word w in the generators of H so that g −1 w projects to 1 ∈ Λ 2 × · · · × Λ n . Since L 1 = H ∩ Λ 1 = {1}, we deduce that in this case g ∈ H if and only if g −1 w = 1, and the validity of this equality can be checked because the word problem is solvable in G.
It remains to consider the case where H intersects each factor nontrivially. Again we are given g = (g 1 , . . . , g n ). The projection H i of H to Λ i is finitely generated and Wilton's theorem [32] tells us that Λ i is subgroup separable, so we can determine algorithmically if g i ∈ H i . If g i / ∈ H i for some i then g / ∈ H and we stop. Otherwise, we replace G by the direct product D of the H i . Lemma 7.5 allows us to compute a finite presentation for H i and hence D.
We are now reduced to the case where H is a full subdirect product of G(= D). Theorem A(2) now tells us that Q = G/L is virtually nilpotent, where L = L 1 × · · · × L n . Let φ : G → Q be the quotient map.
Virtually nilpotent groups are subgroup separable, so if φ(g) / ∈ φ(H) then there is a finite quotient of Q (and hence G) that separates g from H. But φ(g) / ∈ φ(H) if g / ∈ H because L = ker φ is contained in H. Thus an enumeration of the finite quotients of G provides an effective procedure for proving that g / ∈ H if this is the case. (Note that we need a finite presentation of G in order to make this enumeration procedure effective; hence our appeal to Lemma 7.5.)
We now have a procedure that will terminate in a proof if g / ∈ H. Once again, we run this procedure in parallel with a simple-minded enumeration of g −1 w that will terminate with a proof that g ∈ H if this is true.
Remark 7.7. Since we discovered the above proof, Bridson and Wilton [12] have proved that in the profinite topology of any finitely generated residually free group, all finitely presentable subgroups are closed. This gives a uniform solution to the membership problem for such subgroups. Using the results of [12] and [9] , Chagas and Zalesski [14] proved that all finitely presented residually free groups are conjugacy separable. 7.3. Recursive enumerablility. In view of the insights we have gained into the structure of finitely presentable residually free groups, it seems reasonable to conjecture that the isomorphism problem for this class of groups is solvable. We have not yet succeeded in constructing an algorithm to determine isomorphism, but we are nevertheless able to prove the following partial result in this direction. Theorem 7.8 (= Theorem G). The class of finitely presentable residually free groups is recursively enumerable. More precisely, there is a Turing machine which will output a list of finite group presentations P 1 , P 2 , . . . such that:
(1) the group G i presented by each P i is residually free; and (2) every finitely presented residually free group is isomorphic to at least one of the groups G i .
Proof. First we enumerate the limit groups, using the algorithm in [20] . This leads in a standard way to an enumeration of finite subsets Y of finite direct products thereof: Y ⊂ D := Γ 1 × · · · × Γ n . For each such Y and each pair i, j, the Todd-Coxeter procedure will tell us if p ij (Y ) generates a finite-index subgroup of Γ i × Γ j (but will not terminate if it does not).
Whenever we encounter a finite collection of limit groups Γ 1 , . . . , Γ n and a finite subset Y ⊂ D such that p ij (Y ) generates a finite-index subgroup of Γ i × Γ j for all i, j, we set about constructing a finite presentation for the subgroup generated by Y , using Theorem 3.4.
Thus a list can be constructed of all finitely-presented full subdirect products of limit groups, together with a finite presentation for each one. By Theorem B this list contains (at least one isomorphic copy of) every finitely presentable residually free group.
The facts we have proved or mentioned in this paper provide recursive enumerations of various other classes of groups:
(1) There is a recursive enumeration of the finitely generated residually free groups S = sgp(X): each is given by a finite set X that generates a full subdirect product in a finite direct product of limit groups Γ 1 × · · · × Γ n . (2) One can extract from (1) a recursive enumeration of the finitely generated residually free groups with trivial centre (those for which each Γ i is non-abelian), and a complementary enumeration of those with non-trivial centre. (3) The subsequence of (1) consisting of those S that are finitely presentable is recursively enumerable (cf. Theorem 7.8). (4) The subsequences of (3) consisting of those finitely presented residually free groups with trivial (resp. non-trivial) centre are recursively enumerable, as are the corresponding subsequences of the enumeration in Theorem 7.8.
7.4.
Partial results on the isomorphism problem. Suppose we are given two finite presentations of residually free groups G and H. Can we decide algorithmically whether or not G ∼ = H? There is a partial algorithm that will search for a mutually inverse pair of isomorphisms, expressed in terms of the given finite generating sets for G and H. This will terminate if and only if G ∼ = H, giving us the desired isomorphism in the process.
The difficult part of the problem is therefore to recognise, via invariants or otherwise, when G ∼ = H.
Our earlier results have provided computations of an important invariant, namely the set of maximal limit group quotients of G. Using the solution to the isomorphism problem for limit groups ( [13, 15] ), we can distinguish G from H unless these agree for G and H. The problem is thus effectively reduced to the case where G and H are specifically given to us as full subdirect products of limit groups Γ 1 , . . . , Γ n .
Moreover, Z(G) ∼ = Z(H) = Z, say, and the Γ i are all non-abelian if Z is trivial. In the case where Z is non-trivial, then precisely one of the Γ i is abelian. We make the convention that in this case Γ 1 is abelian. Then Γ 1 ∼ = H 1 (G, Z)/(torsion) ∼ = H 1 (H, Z)/(torsion), and Z(G) = G ∩ Γ 1 , Z(H) = H ∩ Γ 1 . Under these circumstances, as a special case of Theorem A(4) we have: Proposition 7.9. Any isomorphism θ : G → H is the restriction of an ambient automorphism of the direct product Γ 1 × · · · × Γ n . This in turn restricts to a set of isomorphisms Γ i → Γ σ(i) (i = 1, . . . , n) for some permutation σ of {1, . . . , n}.
Since there are only finitely many candidate permutations σ, this proposition effectively reduces the isomorphism problem to the case where σ is the identity, in other words to the following:
Question: Given finitely presented full subdirect products G, H of a collection of limit groups Γ 1 , . . . , Γ n (at most one of which is abelian), can we find automorphisms θ i of Γ i for each i, such that (θ 1 , . . . , θ n )(G) = H?
Recall that the automorphism groups of limit groups can be effectively described [13] . In particular, we can find finite generating sets X i for each Aut(Γ i ). Proposition 7.10. There is a solution to the isomorphism problem in the case when at most 2 of the Γ i are non-abelian.
Proof. Suppose first that no Γ i is abelian (so that n ≤ 2). If n = 1 then G = Γ 1 = H and there is nothing to prove, so we may suppose that n = 2. By Theorem E, since G, H are finitely presented they have finite index in Γ = Γ 1 × Γ 2 . The index can be computed in each case using the Todd-Coxeter algorithm, and we may assume that the two indices are equal (to k, say). Now by [13] we can find a finite set X = X 1 × X 2 of generators for Θ = Aut(Γ 1 ) × Aut(Γ 2 ).
It is straightforward to construct the permutation graph for the action of Θ on the finite set of index k subgroups, and then to check whether or not G, H lie in the same component of this graph. This happens if and only if G is isomorphic to H via an automorphism of Γ 1 × Γ 2 that preserves the direct factors. By Proposition 7.9, this suffices to solve the problem.
If Γ 1 is abelian, then G and H need not have finite index, so we have to amend the argument slightly. We may assume that Γ 1 is the only abelian direct summand. Moreover, Γ 1 is a torsion free abelian quotient of G and of H, while G ∩ Γ 1 = Z(G) and H ∩ Γ 1 = Z(H). By Section 6.4, we can effectively determine Z(G) and Z(H) as subgroups of Γ 1 . By the classification of finitely generated abelian groups, we can decide whether or not there is an automorphism of Γ 1 that maps Z(G) to Z(H). If not, then G ∼ = H and we are finished. Otherwise, we are reduced to the case where G ∩ Γ 1 = H ∩ Γ 1 . Now there is a unique direct summand A of Γ 1 such that Γ 1 ∩ G has finite index in A. Choosing an arbitrary direct complement B for A in Γ 1 gives us embeddings of G and H as finite index subgroups of (Γ 1 /B) × Γ 2 ∼ = A × Γ 2 or of A × Γ 2 × Γ 3 , and we may complete the argument as before.
One possible approach to the more general case is to proceed by induction on the number of direct factors. Projecting a finitely presentable subdirect product to the product of fewer factors again gives a finitely presentable group, so by induction we can assume that the corresponding projections of our two subgroups are isomorphic. But for the moment we do not see how this information might be used to complete a proof that the isomorphism problem is solvable.
