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Introduction
Cette the`se se place dans le domaine de la distribution de valeurs des fonctions me´romor-
phes. On se propose d’e´tudier des proprie´te´s des fonctions me´romorphes dans un corps ul-
trame´trique complet, alge´briquement clos de caracte´ristique 0 qui sera note´ K (ex : K = Cp),
ainsi que des proprie´te´s des fonctions me´romorphes dans un disque ouvert contenu dans K.
Beaucoup d’e´tudes ont e´te´ faites au cours de ces dernie`res anne´es sur la distribution de
valeurs des fonctions me´romorphes complexes, notamment de la part de G. Gundersen, M.
Reinders, E. Mues, G. Franck, C.C. Yang, Ping Li, Liangwen Wao, Ilpo Laine..., etc. Les
proble`mes e´tudie´s concernent d’une part la re´partition des ze´ros de fonctions me´romorphes
complexes et d’autre part des proble`mes d’unicite´ pour des fonctions me´romorphes com-
plexes satisfaisant certaines e´quations fonctionnelles.
Il e´tait donc naturel d’examiner des proble`mes analogues de distributions des ze´ros pour
diffe´rents types de fonctions me´romorphes ultrame´triques dans K ou dans un disque ouvert
contenu dans K : par exemple, leurs valeurs exceptionnelles. De meˆme, des proble`mes d’uni-
cite´ pour des fonctions me´romorphes ultrame´triques dans K ou dans un disque ouvert de
K, qui satisfont certaines conditions : par exemple, qui partagent une fonction me´romorphe
en prenant ou non en compte les multiplicite´s. Ce dernier type de proble`me comporte
naturellement des liens avec les proble`mes portant sur les polynoˆmes d’unicite´ pour des
fonctions me´romorphes dans K [24], [37], et aussi avec les ensembles d’unicite´ (URSCM)
[22] dans K.
Plus ge´ne´ralement, ces travaux sont en relation avec ceux effectue´s ces dernie`res anne´es
en distribution de valeurs pour des fonctions me´romorphes ultrame´triques, expose´s notam-
ment aux congre`s de l’AMS a` Phoenix en 2004 et San Antonio en 2006 et aux derniers
congre`s d’analyse p-adique
(
Clermont-Ferrand (2004), Concepcio´n (2006-Chili) et Lansing
(2008-EEUU)
)
. Les chercheurs les plus en vue dans ce domaine sont W. Cherry et Min Ru
(Texas), Pitman Wong, C.C. Yang (Hong Kong), Peichu Hu (Chine), Julie Wang (Taiwan),
Ta Thi Hoai An (Vietnam), ainsi que A. Boutabaa et A. Escassut.
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La me´thode la plus utilise´e dans ce travail est la The´orie de Nevanlinna ultrame´trique,
due a` A. Boutabaa [10], qui s’applique non seulement a` des fonctions me´romorphes dans
tout le corps K, mais aussi aux fonctions me´romorphes non borne´es dans un disque ouvert
de K. Les the´ore`mes les plus fre´quemment utilise´s sont le Deuxie`me the´ore`me fondamental
de Nevanlinna [15] ainsi que le The´ore`me de Nevanlinna sur trois petites fonctions [39], avec
toutes ses applications, notamment aux fonctions entie`res ou analytiques dans un disque
ouvert.
Le premier et le deuxie`me chapitre sont essentiellement destine´s a` rappeler des pro-
prie´te´s classiques des e´le´ments analytiques (dans un disque, dans une couronne) et leurs
applications aux fonctions analytiques et me´romorphes ultrame´triques. En ge´ne´ral on donne
seulement la re´fe´rence bibliographique de ces re´sultats car en principe ils sont bien connus
des spe´cialistes. Ne´anmoins, si la re´fe´rence n’est pas spe´cifie´e, ils constituent des re´sultats
originaux (ou tout au moins, des re´sultats que l’on n’a pas trouve´s dans les ouvrages de´ja`
publie´s...). Par exemple dans la Section 1.7 du Chapitre 1, on introduit la de´finition des va-
leurs spe´ciales d’une fonction me´romorphe et on s’inte´resse a` ces valeurs pour une fonction
me´romorphe ultrame´trique et sa de´rive´e. Dans la Section 2.2 du Chapitre 2, on montre
une ine´galite´ de Milloux pour les fonctions ultrame´triques, on donne des proprie´te´s des
petites fonctions, notamment le The´ore`me de Nevanlinna sur trois petites fonctions [39],
et on rappelle le classique proble`me de Lazard [44] sur les ze´ros des fonctions analytiques
dans un disque ouvert qu’on peut contourner, dans nos travaux, en conside´rant une exten-
sion de K sphe´riquement comple`te [21]. Dans ces derniers cas on donne tous les de´tails des
de´monstrations.
Dans le Chapitre 3, on s’inte´resse a` la distribution des ze´ros de fonctions me´romorphes,
en particulier a` la Conjecture de Hayman ultrame´trique : la re´partition des ze´ros de la fonc-
tion f ′+T fm ou` f est me´romorphe dans K ou dans un disque ouvert, et T est une fonction
rationnelle. On montre que la conjecture de Hayman est re´solue pour m = 1 et m ≥ 5,
et on donne des solutions particulie`res, en utilisant des fonctions me´romorphes optimales,
quand m = 3 ou m = 4. Le cas m = 2 reste une question ouverte. Puis on e´tudie un
proble`me voisin : la re´partition des ze´ros de fonctions de la forme α1P
′(f)f ′ − α2 ou` P est
un polynoˆme a` coefficients dans K tel que P ′ n’ait que 2 ze´ros distincts, et ou` α1 et α2 sont
des petites fonctions par rapport a` f . On montre que, par exemple, la fonction P ′(f)f ′−α
admet une infinite´ de ze´ros quand f est une fonction analytique transcendante dans K ou
non borne´e dans un disque ouvert et que le degre´ du polynoˆme P ′ est au moins 2, ou bien
quand f est une fonction me´romorphe transcendante dans K ou non borne´e dans un disque
ouvert et que le degre´ du polynoˆme P ′ est au moins 4.
Dans le Chapitre 4, on s’inte´resse a` des proble`mes d’unicite´ pour des fonctions de la
forme f ′fn et g′gn qui partagent une fonction constante, en comptant ou non les multi-
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plicite´s. Si f et g partagent une constante , en comptant les multiplicite´s, on montre que
f = dg ou` dn+1 = 1, quand f et g sont des fonctions me´romorphes dans K ou non borne´es
dans un disque ouvert et n ≥ 11. On montre aussi que f = dg ou` dn+1 = 1, quand f et
g sont des fonctions analytiques dans K ou non borne´es dans un disque ouvert et n ≥ 4.
On obtient e´galement des re´sultats dans le cas ou` les fonctions partagent une constante
sans prendre en compte les multiplicite´s (un proble`me qui, bien suˆr, s’apparente a` celui
des URSIM). D’autre part suivant une se´rie de proble`mes nouveaux dans C, on s’inte´resse
a` des proble`mes d’unicite´ pour des fonctions de la forme P ′(f)f ′ et P ′(g)g′ qui partagent
une petite fonction α en comptant les multiplicite´s : f = g si f et g sont des fonctions
me´romorphes transcendantes dans K et P est un polynoˆme a` coefficients dans K tel que P ′
admette exactement deux ze´ros distincts chacun d’ordre au moins 2. Mais si l’un des ze´ros
de P ′ est d’ordre 1, alors f et g ne sont pas ne´cessairement e´gaux. On montre a` cette occa-
sion que les polynoˆmes P a` coefficients dans K tels que P ′ admette exactement deux ze´ros
distincts dont l’un est d’ordre 2 et l’autre d’ordre au moins 3 sont des polynoˆmes d’unicite´
pour les fonctions me´romorphes non borne´es dans un disque ouvert, ce qui rapproche ce
proble`me de ceux concernant les fonctions me´romorphes dans K.
Finalement, dans le Chapitre 5, on s’interesse a` l’existence ou non de solutions pour des
e´quations fonctionnelles du type Diophantien. Dans un corps ultrame´trique K, le The´ore`me
de Picard-Berkovich [9] montre qu’il n’existe pas de fonctions me´romorphes dansK qui satis-
font l’e´quation F (x, y) = 0 d’une courbe alge´brique de genre ≥ 1. Ici, on e´tudie l’existence
ou non de solutions admissibles pour des e´quations fonctionnelles du type P (x) = Q(y)
ou` P et Q sont des polynoˆmes dont les coefficients sont des fonctions me´romorphes et on
donne des conditions suffisantes pour montrer qu’il n’existe aucune paire de solutions ad-
missibles pour une telle e´quation et, s’il existe une paire de solutions admissibles pour une
telle e´quation, elle a une forme tre`s particulie`re. Le sujet de ce chapitre avait e´te´ aimable-
ment propose´ par Monsieur C. C. Yang pendant un se´jour a` l’Universite´ Blaise Pascal en
Juillet 2006.

Chapitre 1
Proprie´te´s des fonctions
me´romorphes ultrame´triques
Ce chapitre est essentiellement destine´ a` rappeler des proprie´te´s de´ja` connues des fonc-
tions analytiques ultrame´triques (dans un disque, dans une couronne, dans le corps tout
entier) et leurs applications aux fonctions me´romorphes ultrame´triques.
En effet l’abondance des re´sultats, en principe bien connus des spe´cialistes, ne´cessaires
dans la suite de ces travaux, rendait souhaitable une compilation initiale des proprie´te´s
classiques de ces fonctions. En ge´ne´ral, on donne seulement des re´fe´rences bibliographiques,
par exemple [21] ou [23], dans le cas ou` le lecteur souhaite approfondir les de´monstrations.
Ne´anmoins, la Section 1.7 comporte une e´tude des valeurs spe´ciales de fonctions me´romorphes
comportant des re´sultats originaux et on donne alors tous les de´tails des de´monstrations.
1.1 Valuation ultrame´trique
D’abord on a besoin de rappeler quelques de´finitions basiques qui concernent des corps
ultrame´triques et aussi quelques proprie´te´s imme´diates de polynoˆmes sur ce corps.
De´finition. Soit L un corps. Une valeur absolue ultrame´trique sur L est une application
| · | : L→ R+ telle que :
(i) |x| ≥ 0 ∀x ∈ L.
(ii) |x| = 0 si et seulement si x = 0 ∀x ∈ L.
(iii) |x+ y| ≤ max{|x|, |y|} ∀x, y ∈ L.
(iv) |xy| = |x||y| ∀x, y ∈ L.
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La proprie´te´ (iii) est connue comme l’ine´galite´ triangulaire forte. De plus, il est facile a`
montrer que si | · | est valeur absolue ultrame´trique sur L et a, b ∈ L tels que |a| < |b|, alors
|b− a| = |b|.
Exemple. Soit p un nombre premier et soit pi ∈]1,+∞[. Remarquons que chaque n ∈ Z∗
peut eˆtre e´crit d’une fac¸on unique sous la forme psq ou` q ∈ Z∗, et p et q premiers entre eux.
En prenant |n|p = pi−s, on montre facilement que | · |p est une valeur absolue ultrame´trique
sur Z.
Notation. Soit L un corps muni d’une valeur absolue ultrame´trique non-triviale | · |. On
note UL l’ensemble {x ∈ L : |x| ≤ 1} et WL l’ensemble {x ∈ L : |x| < 1}. Alors, UL est
un sous-anneau local de L appele´ anneau de valuation de L et WL est son ide´al maximal.
L = ULWL est appele´ le corps re´siduel de L. Pour tout a ∈ L, on note a la classe re´siduelle
de a. La caracte´ristique de L est appele´ la caracte´ristique re´siduelle de L.
On note log une fonction logarithmique re´elle de base pi > 1 et on pose v(x) = − log |x|
∀x ∈ L. Cette fonction v, de´finie sur L, est appele´ la valuation associe´e a` la valeur absolue
| · |. Soit L∗ = L \ {0}. Alors |L∗| est un sous-groupe du groupe multiplicatif (R∗+, ·) et
l’image de L∗ par la valuation v est alors un sous-groupe du groupe additif (R,+) qui est
appele´ le groupe de valuation de L. La valuation de L est appele´e discre`te si son groupe de
valuation est un sous-groupe discret de R. De plus, si le groupe de valuation est dense dans
R, alors la valuation est appele´e dense.
Lemme 1.1.1.
(
Lemme 1.5 [21]
)
Si L est un corps alge´briquement clos, alors son groupe
de valuation est dense dans R.
The´ore`me 1.1.1.
(
The´ore`me 1.3 [21]
)
Soit L un corps complet pour une valeur absolue
non-triviale et soit F une extension alge´brique de L. Alors il existe un unique prolongement
de la valeur absolue de L a` F .
Remarque. En prenant en compte l’exemple pre´ce´dent et en posant
∣∣∣a
b
∣∣∣
p
=
|a|p
|b|p , on voit
que | · |p est une valeur absolue sur Q qu’on appelle la valeur absolue p-adique. N est dense
dans Z par rapport a` cette valeur absolue. Le corps re´siduel de Q est le corps fini Fp et la
caracte´ristique re´siduelle de Q est p. Soit Qp la comple´tion de Q par rapport a` la valeur
absolue p-adique et soit Q˜p la cloˆture alge´brique de Qp munie de l’unique valeur absolue
qui prolonge celle de Qp. On note Cp la comple´tion de Q˜p. Cp est un corps alge´briquement
clos [21].
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1.2 Polynoˆmes
Notation. A` partir d’ici et tout au long de ce travail, on notera K un corps alge´briquement
clos, complet par rapport a` une valeur absolue ultrame´trique | · |. On note v(x) = − log |x|,
x ∈ K, la valuation associe´e a` cette valeur absolue.
Soient R ∈ R∗+ et r ∈]0, R[. Soit θ ∈ K. On note d(θ, r) l’ensemble {x ∈ K : |x−θ| ≤ r}
et l’on appelle disque ferme´, on note d(θ, r−) l’ensemble {x ∈ K : |x−θ| < r} et l’on appelle
disque ouvert et on note C(θ, r) = d(θ, r) \ d(θ, r−) le cercle de centre θ et rayon r. Soient
r1, r2 ∈]0, R[ tels que r1 < r2, on note Γ(θ, r1, r2) l’ensemble {x ∈ K : r1 < |x− θ| < r2} et
l’on appelle couronne.
En utilisant des proprie´te´s associe´es a` une valuation ultrame´trique, on montre, par
exemple, que si b ∈ d(θ, r) alors d(b, r) = d(θ, r). De meˆme, si b ∈ d(θ, r−) alors
d(b, r−) = d(θ, r−). De plus, si deux disques D1 et D2 sont tels que D1 ∩ D2 6= ∅ alors
ou bien D1 ⊂ D2 ou bien D2 ⊂ D1.
Par ailleurs, les disques d(b, r−) contenus dans d(a, r)
(
resp. dans C(a, r)
)
sont les
disques d(b, r−) tels que b ∈ d(a, r) (resp. b ∈ C(a, r)). On les appelle les classes de d(a, r)(
resp. de C(a, r)
)
.
De´finition. Soit P (x) =
q∑
j=0
ajx
j ∈ K[x]. Alors, on de´finit ‖P‖ := sup
0≤j≤q
|aj|.
Lemme 1.2.1.
(
Lemme 4.1 [21]
) ‖ · ‖ est une norme multiplicative. Elle est appele´e la
norme de Gauss.
The´ore`me 1.2.1.
(
Lemmes 4.2 - 4.3 [21]
)
Soit P (x) =
q∑
j=0
ajx
j ∈ K[x] non nul et soit
r ∈]0,+∞[. Alors |P (x)| admet une limite |P |(r) quand |x| tend vers r mais |x| 6= r et
|P |(r) = max
0≤j≤q
|aj|rj. De meˆme, pour a ∈ d(0, r), |P (x)| admet la meˆme limite |P |(r) quand
|x− a| tend vers r mais |x− a| 6= r.
Soit x ∈ d(0, r). Alors |P (x)| ≤ |P |(r). Si P n’a pas de ze´ros dans la classe de x dans d(0, r),
alors |P (x)| = |P |(r). Si P admet au moins un ze´ro dans cette classe, alors |P (x)| < |P |(r).
La fonction qui va de K[x] sur R+ de´finie par P 7→ |P |(r) est une valeur absolue sur K[x]
qui prolonge celle de K.
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Le corollaire suivant est une application imme´diate des The´ore`mes 1.2.1.
Corollaire 1.2.1.1.
(
Lemmes 4.2 - 4.3 [21]
)
Soit h ∈ K(x) et soit r ∈ R∗+. Pour chaque
a ∈ d(0, r), on a lim
|x−a|→r;|x−a|6=r
|h(x)| = |h|(r).
Soit x ∈ C(0, r). Si h n’a ni ze´ros, ni poˆles dans la classe de x dans C(0, r), alors
|h(x)| = |h|(r).
The´ore`me 1.2.2.
(
The´ore`me 4.5 [21]
)
Soit P (x) =
q∑
j=0
ajx
j un polynoˆme unitaire sur
K[x], tel que chaque aj ∈ d(0, 1). Alors les q ze´ros du polynoˆme P appartiennent au disque
d(0, 1).
Remarque. Ces valeurs absolues ultrame´triques de´finies sur K[x] sont prolonge´es d’une
fac¸on naturelle aux valeurs absolues ultrame´triques de´finies sur K(x) par
∣∣∣P
Q
∣∣∣(r) = |P |(r)|Q|(r) .
Notation. Soit h ∈ K(x) et soit r ∈]0,+∞[. On note v(h,− log r) := − log (|h|(r)).
Lemme 1.2.2.
(
Lemmes 4.7 - 4.8 [21]
)
Soit P (x) =
q∑
j=0
ajx
j ∈ K[x] non nul et soit
r ∈ R∗+. Alors v(P,− log r) = inf
0≤j≤q
v(aj)− j log r.
Pour tout x ∈ K, on a v(P (x)) ≥ v(P,− log r). De plus, v(P (x)) = v(P,− log r) si et
seulement si P n’a pas de ze´ros β tels que v(x) < v(x − β), c’est-a`-dire que
v
(
P (x)
)
= v
(
P,− log r) si et seulement si x n’appartient pas a` la classe des β.
Soit h ∈ K(x) non nulle et soit x ∈ K. Si h n’a pas de ze´ros β tels que v(x− β) > v(x) et
h n’a pas de poˆles γ tels que v(x− γ) > v(x), alors v(h(x)) = v(h,− log r).
Lemme 1.2.3.
(
Lemme 4.9 [21]
)
Soient h1, h2 ∈ K(x) non nulles et soit r ∈ R∗+. Alors
v(h1 + h2,− log r) ≥ min
{
v(h1,− log r), v(h2,− log r)
}
et si v(h1,− log r) < v(h2,− log r),
on a v(h1 + h2,− log r) = v(h1,− log r). De plus
v(h1 · h2,− log r) = v(h1,− log r) + v(h2,− log r).
Notation. Soit P (x) =
q∑
j=0
ajx
j ∈ K[x] non nul et soit r ∈ R∗+. On note ν+(P, r)
(
resp.
ν−(P, r)
)
le plus grand
(
resp. le plus petit
)
indice j ∈ N tel que v(aj)− j log r = v(P,− log r).
Si ν+(P, r) = ν−(P, r), on e´crit simplement ν(r, f).
Chap. 1 : Proprie´te´s des fonctions me´romorphes ultrame´triques 17
The´ore`me 1.2.3.
(
The´ore`me 4.11 [21]
)
Soit P (x) =
q∑
j=0
ajx
j ∈ K[x] non nul. Pour chaque
r ∈ R∗+, ν+(P, r)−ν−(P, r) est e´gal au nombre de ze´ros de P dans le cercle C(0, r). La fonc-
tion ν+(P, ·) (resp. ν−(P, ·)) est de´croissante et continue a` gauche (resp. a` droite). De plus,
pour Q ∈ K[x], on a ν+(P ·Q, r) = ν+(P, r)+ν+(Q, r) et ν−(P ·Q, r) = ν−(P, r)+ν−(Q, r).
D’autre part, la fonction v(P, ·) de´finie par − log r 7→ v(P,− log r) est continue, affine par
morceaux, croissante, concave et de´rivable a` gauche et a` droite en chaque point − log r. Sa
de´rive a` gauche en − log r est e´gale a` ν+(P, r) et sa de´rive´e a` droite en − log r est e´gale a`
ν−(P, r).
Remarque. La repre´sentation de la fonction v(P, ·) est connue en analyse ultrame´trique
comme “polygone de valuation”.
Le corollaire suivant est une ge´ne´ralisation du the´ore`me pre´ce´dent aux fonctions ration-
nelles et pour le montrer on applique le Lemme 1.2.2 et le The´ore`me 1.2.3 au nume´rateur
et au de´nominateur de cette fonction rationnelle.
Corollaire 1.2.3.1.
(
Corollaire 4.12 [21]
)
Soit h ∈ K(x) non nulle et r ∈ R∗+. La fonction
v(h, ·) est continue et affine par morceaux.
Si le disque d(0, r) contient s ze´ros et t poˆles de h, en prenant en compte les multiplicite´s,
mais si h n’a ni ze´ros ni poˆles dans C(0, r), alors v(h, ·) est de´rivable en − log r et sa de´rive´e
est e´gale a` s− t.
Si le cercle C(0, r) contient s ze´ros et t poˆles de h, en prenant en compte les multiplicite´s,
alors ν+(h, r)−ν−(h, r) = s− t. De plus, si la fonction v(h, ·) est non de´rivable en − log r,
alors − log r ∈ v(K).
D’apre`s le Lemme 1.2.2, on obtient aussi le corollaire suivant.
Corollaire 1.2.3.2.
(
The´ore`me 4.13 [21]
)
Soit h ∈ K(x) et soient r1, r2 ∈ R∗+ tels que
r1 < r2. Si h admet s ze´ros et t poˆles dans d(0, r1) et si h n’a ni ze´ros ni poˆles dans
Γ(0, r1, r2), alors v
(
h(x)
)
est de la forme A+ (s− t)v(x) sur la couronne Γ(0, r1, r2).
Exemples :
(a) Soient r, s ∈]0,+∞[ tels que r < s , et soit P (x) = a2x2 + a1x+ a0 ∈ K[x] ou` a0 6= 0.
(i) Supposons |a0| = |a1|r > |a2|r2, on a |P (x)| = |a0|. Donc ν+(P, r) = 1 et
ν−(P, r) = 0. Par conse´quent, le polynoˆme P admet un ze´ro dans le cercle
C(0, r).
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(ii) Supposons maintenant |a1|s = |a2|s2 > |a0|. Alors ν+(P, s) = 2 et ν−(P, s) = 1.
Par conse´quent, le polynoˆme P admet un ze´ro dans le cercle C(0, s). D’autre
part, ν+
(
P, ρ
)
= ν−
(
P, ρ
)
= 1 ∀ρ ∈]r, s[ et ν+(P, ρ) = ν−(P, ρ) = 2 ∀ρ > s.
(b) Soit h(x) =
x(x− 1)2
(x− p)2 ∈ Qp(x).
(i) Supposons − log |x|p > − log |p|p.
Comme |x|p < p−1, on a |x|p < 1 et donc |x − 1|p = 1 et |x − p|p = |p|p = p−1.
Par conse´quent |h(x)|p = p2|x|p et alors, pour − log |x|p > 1, on a
v
(
h,− log |x|p
)
= −2− log |x|p.
(ii) Supposons 0 < − log |x|p < − log |p|p.
Comme 1 > |x|p > p−1, on en de´duit que |x − 1|p < 1 et |x − p|p = |x|p. Par
conse´quent |h(x)|p = 1|x|p et alors, pour 0 < − log |x|p < − log |p|p, on a
v
(
h,− log |x|p
)
= log |x|p.
(iii) Supposons − log |x|p < 0.
Comme |x|p > 1, on en de´duit que |x−1|p = |x|p et |x−p|p = |x|p. Par conse´quent
|h(x)|p = |x|p et alors, pour − log |x|p < 0, on a v
(
h,− log |x|p) = − log |x|p.
1.3 E´le´ments Analytiques
De´finition et Notations. Un ensemble D ⊂ K est appele´ infraconnexe si, pour tout
a ∈ D, l’ensemble I = {|x− a| : x ∈ D}R+ est un intervalle.
D’ici et tout au long de ce chapitre, sauf pre´cision, D est un ensemble ouvert-ferme´
infraconnexe. On note R(D) la K-alge`bre des fonctions rationnelles sans poˆles dans D et
Rb(D) la sous-K-alge`bre des fonctions rationnelles borne´es dans D. En particulier, si D est
borne´e alors R(D) = Rb(D). On note alors H(D) la comple´tion de R(D) pour la norme
de convergence uniforme sur D donne´e par
‖h‖D = sup
x∈D
|h(x)|, h ∈ R(D).
Cette norme est une norme K-alge`bre semi-multiplicative. Les e´le´ments de H(D) sont ap-
pele´s e´le´ments analytiques sur D. On peut montrer aussi que H(D) est un K-espace vectoriel
et un groupe topologique complet par rapport a` la topologie de convergence uniforme sur D.
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Lemme 1.3.1.
(
Lemme 10.3 [21]
)
Si f ∈ H(D), alors inf
x∈D
|f(x)| > 0 si et seulement si
f−1 appartient a` H(D), c’est-a`-dire que f est inversible dans l’ensemble H(D).
The´ore`me 1.3.1.
(
The´ore`me 13.1 [21]
)
Soit r ∈]0,+∞[. Alors H(d(0, r)) est l’ensemble
des se´ries entie`res f(x) =
+∞∑
n=0
anx
n telles que lim
n→+∞
|an|rn = 0, et
‖f‖d(0,r) = sup
n∈N
|an|rn = lim|x|→r, |x|<r |f(x)|.
H
(
K\d(0, r−)) est l’ensemble des se´ries de Laurent f(x) = +∞∑
n=0
an
xn
telles que lim
n→+∞
|an|r−n = 0
et
‖f‖K\d(0,r−) = sup
n∈N
|an|rn = lim|x|→r, |x|>r |f(x)|.
De´finition et Notations. Soit f =
+∞∑
n=0
anx
n une se´rie entie`re a` coefficients dans K.
Comme en analyse archime´dienne, si lim sup
n→+∞
n
√
|an| 6= 0, on pose r = 1
lim sup
n→+∞
n
√
|an|
. Le
nombre r est appele´ le rayon de convergence de f . Donc, pour x ∈ K, on a les situations
suivantes :
(i) |x| < r . Donc lim
n→+∞
|an||x|n = 0 et alors la se´rie est convergente.
(ii) |x| > r. Donc la se´rie est divergente.
(iii) |x| = r. Donc on peut avoir ou bien lim
n→+∞
|an||x|n = 0 et alors la se´rie est conver-
gente sur la totalite´ du cercle C(0, r), ou bien lim sup
n→+∞
|an||x|n 6= 0 et alors la se´rie est
divergente dans le cercle C(0, r).
D’autre part, quand lim sup
n→+∞
n
√
|an| = +∞, on a r = 0 et donc f est convergente
seulement quand x = 0. Quand lim sup
n→+∞
n
√
|an| = 0, on dit que le rayon de convergence de
f est e´gal a` +∞ et dans ce cas f est convergente pour tout x ∈ K.
On note A(K) l’ensemble des se´ries entie`res en x dont le rayon de convergence est infini
et on les appelle fonctions entie`res.
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A partir d’ici et tout au long de ce travail, sauf pre´cision, θ ∈ K et R ∈ R∗+. On
note A(d(θ, R−)) l’ensemble des se´ries entie`res en x − θ dont le rayon de convergence est
supe´rieur ou e´gal a` R et on les appelle fonctions analytiques sur le disque ouvert d(θ, R−).
Proposition 1.3.1.
(
Proposition 13.3 [21]
)
Soit f(x) =
+∞∑
n=0
an(x − θ)n. Alors, les
conditions suivantes sont e´quivalents :
(i) f ∈ A(d(θ, R−)).
(ii) La se´rie f(x) est convergente pour tout x ∈ d(θ, R−).
(iii) f ∈
⋂
r′<r
H
(
d(θ, r′)
)
.
De´monstration. — La preuve de´coule du fait que (ii) et (iii) sont e´quivalents a` la condition
lim
n→+∞
|an|rn = 0 quand r ∈]0, R[ et celle-ci est e´quivalente a` lim sup
n→+∞
n
√
|an| ≤ 1
R
.
Corollaire 1.3.1.1.
(
Corollaire 13.4 [21]
)
Soit f ∈ A(d(0, R−)) non nulle. Pour chaque
α ∈ d(0, R−), on a f(x) =
+∞∑
n=0
bn(x − α)n. De plus, si f(α) = 0, α est un ze´ro isole´ et il
existe q ∈ N unique tel que f puisse eˆtre e´crite dans A(d(0, R−)) sous la forme (x−α)qg(x)
ou` g ∈ A(d(0, R−)) et g(α) 6= 0.
De´finition. Soit f ∈ A(K) (resp. f ∈ A(d(0, R−))) et soit γ ∈ K (resp. γ ∈ d(θ, R−)).
Soit r ∈]0,+∞[ tel que d(γ, r) ⊂ K (resp. Soit r ∈]0, R[ tel que d(γ, r) ⊂ d(θ, R−)) et soit
f(x) =
+∞∑
n=q
bn(x− γ)n chaque fois que x ∈ d(γ, r), ou` bq(γ) 6= 0 et q > 0. On dira que γ
est un ze´ro de f d’ordre de multiplicite´ q ou simplement que γ est un ze´ro de f d’ordre q.
De meˆme, q sera appele´ l’ordre de multiplicite´ de γ.
Si f admet un ze´ro γ d’ordre q, on posera ωγ(f) = q. Si f(γ) 6= 0, on posera
simplement ωγ(f) = 0.
The´ore`me 1.3.2.
(
The´ore`me 13.9 [21]
)
Soit f(x) =
+∞∑
n=0
an(x−θ)n ∈ A(d(θ, R−)). Alors
f est borne´e dans d(θ, R−) si et seulement si la suite
(|an|Rn)n∈N est aussi borne´e, c’est-a`-
dire si lim sup
n→+∞
|an|Rn < +∞. De plus, si f est borne´e, alors ‖f‖d(θ,R−) = sup
n∈N
|an|Rn.
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Notation. On note Ab(d(θ, R−)) l’ensemble de se´ries entie`res borne´es qui convergent dans
d(θ, R−) et on les appelle fonctions analytiques borne´es dans le disque d(θ, R−). De meˆme,
on note Au(d(θ, R−)) l’ensemble A(d(θ, R−)) \ Ab(d(θ, R−)) et on les appelle fonctions
non borne´es dans le disque d(θ, R−).
The´ore`me 1.3.3.
(
The´ore`me 13.10 [21]
) Ab(d(θ, R−)) est une K sous-alge`bre de A(d(θ, R−))
et c’est une K-alge`bre de Banach pour la norme ‖ · ‖d(θ,R−).
Remarque. Ab(d(θ, R−)) contient strictement H
(
d(θ, r−)
)
.
1.4 De´rive´e des fonctions analytiques
Maintenant, quelques rappels a` propos des proprie´te´s des fonctions analytiques.
The´ore`me 1.4.1.
(
The´ore`me 13.5 [21]
)
Soit f(x) =
+∞∑
n=0
an(x − θ)n ∈ H
(
d(θ, r)
)
. La
se´rie g(x) =
+∞∑
n=0
nan(x − θ)n−1 appartient aussi a` H
(
d(θ, r)
)
. Pour chaque γ ∈ d(θ, r),
f est de´rivable en γ, f ′ ve´rifie ‖f ′‖d(θ,r) ≤ 1
r
‖f‖d(θ,r) et f ′(x) = g(x). De plus, si la
caracte´ristique de K est nulle, alors an =
f (n)(0)
n!
pour chaque n ∈ N, et si γ est un
ze´ro de f d’ordre de multiplicite´ e´gal a` q, on a alors f (j)(γ) = 0 pour chaque j < q et
f (q)(γ) 6= 0.
Corollaire 1.4.1.1.
(
Corollaire 13.6 [21]
)
Soit f(x) =
+∞∑
n=0
an
xn
∈ H(K \ d(0, r−)). La
se´rie g(x) = −
+∞∑
n=0
nan
xn+1
appartient aussi a` H
(
K \ d(0, r−)). La fonction g est la de´rive´e
de f et f ′ ve´rifie ‖f ′‖K\d(0,r−) ≤ 1
r
‖f‖K\d(0,r−).
Le the´ore`me suivant est de´duit a` partir du The´ore`me 1.4.1 et du Corollaire 1.4.1.1.
The´ore`me 1.4.2.
(
The´ore`me 13.8 [21]
)
Soit f(x) =
+∞∑
n=0
anx
n ∈ A(d(0, R−)). La se´rie
entie`re
+∞∑
n=1
nanx
n−1 appartient aussi a` A(d(0, R−)) et elle est e´gale a` la de´rive´e de f dans
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d(0, R−). De plus, si la caracte´ristique de K est nulle, le rayon de convergence de f ′ est
e´gal au rayon de convergence de f .
Remarque. Quand la caracte´ristique de K est e´gale a` p 6= 0, la se´rie entie`re e´gale a` la
de´rive´e de f peut avoir un rayon de convergence plus grand que celui de f , comme dans
le cas suivant : le rayon de convergence de f(x) =
+∞∑
n=0
xqnp est 1 tandis que celui de f ′ est
+∞.
The´ore`me 1.4.3.
(
Corollaire 13.14 [21]
)
Si la caracte´ristique de K est nulle, alors une
fonction f ∈ A(d(0, R−)) a une de´rive´e identiquement nulle si et seulement si f est une
constante.
Si K a une caracte´ristique p 6= 0, alors une fonction f ∈ A(d(0, R−)) a une de´rive´e identi-
quement 0 si et seulement s’il existe une fonction g ∈ A(d(0, R−)) telle que f(x) = (g(x))p.
De´monstration. — La premie`re partie du the´ore`me est obtenue d’apre`s le The´ore`me 1.4.1,
car a` partir de celui-la` il est possible de montrer que si la caracte´ristique de K est nulle
alors f ∈ H(d(0, r)) a une de´rive´e identiquement nulle si et seulement si f est une constante.
Dans la deuxie`me partie du the´ore`me, la condition ne´cessaire est imme´diate. Pour la
condition suffisante, on pose f(x) =
+∞∑
j=0
ajx
jp ou` lim
j→+∞
|aj|rjp = 0 et on construit une
suite (cj)j∈N ⊂ K telle que, pour chaque j ∈ N, (cj)p = aj. Alors lim
j→+∞
|cj|rj = 0. En
conside´rant ces e´le´ments, on pose g(x) =
+∞∑
n=0
cnx
n laquelle appartient a` H
(
d(0, r)
)
et
puisque la caracte´ristique de K est p 6= 0 la conclusion est de´duite.
Notation. Soit r ∈]0,+∞[ et soit f ∈ H(D). On pose
v(f,− log r) =
{ − log (|f |(r)) , si |f |(r) 6= 0
+∞ , si |f |(r) = 0
En ge´ne´ralisant la notation introduite pour les polynoˆmes, on note ν+(f, r)
(
resp.
ν−(f, r)
)
le plus grand (resp. le plus petit) entier j ∈ Z tel que
v(aj)− j log r = inf
n∈N
v(an)− n log r,
c’est-a`-dire que |aj|rj = sup
n∈Z
|an|rn. Si ν+(f, r) = ν−(f, r), on e´crit simplement ν(f, r).
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Lemme 1.4.1.
(
Lemme 20.5 [21]
)
Soit f(x) =
+∞∑
−∞
an(x− θ)n ∈ H
(
C(θ, r)
)
. L’ensemble{
j ∈ N : inf
n∈Z
{
v(an)− n log r
}
= v(aj)− j log r
}
est un ensemble fini.
Proposition 1.4.1.
(
Proposition 20.7 [21]
)
Soit f(x) =
+∞∑
−∞
an(x − θ)n ∈ H
(
C(θ, r)
)
.
Alors v(f,− log r) = inf
n∈Z
v(an)−n log r et on a v
(
f(x)
) ≥ v(f,− log r) ∀x ∈ C(θ, r). De
plus, l’e´galite´ est vraie dans toutes les classes de C(θ, r) sauf dans un nombre fini.
D’autre part, si ν+(f, r) = ν−(f, r) alors v
(
f(x)
)
= v(f,− log r) ∀x ∈ C(θ, r).
La proposition suivante ge´ne´ralise la proposition pre´ce´dente, en utilisant les se´ries de
Laurent sur une couronne.
Proposition 1.4.2.
(
Proposition 20.8 [21]
)
Soit r ∈]0,+∞[ et soient r1, r2 ∈]0, r[ tels
que r1 < r2. Soit f(x) ∈ H
(
Γ(θ, r1, r2)
)
et soit
+∞∑
−∞
an(x− θ)n sa se´rie de Laurent. La
fonction − log r 7→ v(f,− log r) est borne´e dans ]r1, r2[ et e´gale a` inf
n∈Z
v(an) − n log r.
De plus, v
(
f(x)
) ≥ (f,− log r) quand x ∈ Γ(θ, r1, r2) et l’e´galite´ est vraie dans toutes
les classes de Γ(θ, r1, r2). La fonction v(f, ·) est de´rivable a` gauche en − log r et sa de´rive´e
est e´gale a` ν+(f, r). De meˆme, v(f, ·) est de´rivable aussi a` droite en − log r et sa de´rive´e
est e´gale a` ν−(f, r). Si la fonction v(f,− log r) n’est pas de´rivable en − log r alors − log r
est un e´le´ment de v(K). De plus, la fonction v(f, ·) est concave dans ]r1, r2[.
Proposition 1.4.3.
(
Proposition 20.9 [21]
)
Soit r ∈]0,+∞[ et soient f, g ∈ H(C(θ, r)).
Alors ν+(fg, r) = ν+(f, r) + ν+(g, r) et ν−(fg, r) = ν−(f, r) + ν−(g, r). De plus, si f est
inversible dans H
(
C(θ, r)
)
, alors ν+(f, r) = ν−(f, r) = −ν+( 1
f
, r
)
= −ν−( 1
f
, r
)
.
De´monstration. — La premie`re partie de la de´monstration de´coule des Propositions 1.4.1
et 1.4.2, en conside´rant d’abord f, g ∈ R(C(θ, r)) et du fait qu’il existe une couronne
Γ(θ, r1, r2) ⊂ C(θ, r) telle que f, g ∈ R
(
Γ(θ, r1, r2)
)
. Ensuite le re´sultat peut eˆtre e´tendu a`
H
(
C(θ, r)
)
.
Supposons
1
f
∈ H(C(θ, r)). D’apre`s la premie`re partie de la proposition, on a
ν+(f, r) = −ν+( 1
f
, r
)
et ν−(f, r) = −ν−( 1
f
, r
)
. De plus, par de´finition, ν+(f, r) ≥ ν−(f, r)
∀f ∈ H(C(θ, r)). Ainsi ν+(f, r) = ν−(f, r).
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The´ore`me 1.4.4.
(
The´ore`me 14.1 [21]
)
Soit γ ∈ D et soit f ∈ H(D) tel que f(γ) = 0.
Alors f peut eˆtre factorise´ dans H(D) sous la forme (x− γ)g ou` g ∈ H(D). S’il n’existe
aucun voisinage V de γ tel que f(x) = 0 quand x ∈ V , alors il existe un unique entier
q ∈ N et h ∈ H(D) tel que f(x) = (x− γ)qh(x) et h(γ) 6= 0.
Corollaire 1.4.4.1.
(
Corollaire 14.2 [21]
)
Soit f ∈ H(D) et soit γ un ze´ro de f dans D.
Alors il existe un disque d(γ, r) tel que f(x) 6= 0 quand x ∈ d(γ, r) \ {γ} ou bien il existe
un disque d(γ, r) tel que f(x) = 0 dans d(γ, r).
De´finition. Soit A ⊂ D et soit f ∈ H(D) ayant un nombre fini de ze´ros γ1, ..., γn dans A
avec ordre de multiplicite´ q1, ..., qn respectivement. Le polynoˆme
n∏
i=1
(x− γi)qi sera appele´
le polynoˆme des ze´ros de f dans A.
Corollaire 1.4.4.2.
(
Corollaire 14.5 [21]
)
Soit A ⊂ D et soit f ∈ H(D) ayant un
nombre fini de ze´ros dans A. Soit P le polynoˆme des ze´ros de f dans A. Alors f peut eˆtre
factorise´ sous la forme f = Pg ou` g ∈ H(D) et g(x) 6= 0 ∀x ∈ A.
1.5 Ze´ros des fonctions analytiques
Dans cette section on e´tudiera le comportement des se´ries entie`res et des se´ries de
Laurent. Particulie`rement, on e´tudiera le lien qui existe entre le polygone de valuation et
leurs ze´ros.
The´ore`me 1.5.1.
(
The´ore`me 23.1 [21]
)
Soit f ∈ H(C(0, r)). Le nombre de ze´ros de f
dans C(0, r), en prenant en compte les multiplicite´s, est e´gal a` ν+(f, r)− ν−(f, r).
Corollaire 1.5.1.1.
(
Corollaire 23.2 [21]
)
Soit f ∈ H(C(0, r)) ayant q ze´ros in C(0, r),
en prenant en compte les multiplicite´s et soit t = ν−(f, r). Alors r = q
√∣∣ at
aq+t
∣∣.
The´ore`me 1.5.2.
(
The´ore`me 23.3 [21]
)
Soit f(x) =
+∞∑
−∞
an(x−θ)n ∈ H
(
C(θ, r)
)
n’ayant
pas de ze´ros dans C(θ, r) et soit q = ν+(f, r). Alors ν+(f, r) = ν−(f, r) et |f(x)| = |f |(r)
quand x ∈ C(θ, r)
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The´ore`me 1.5.3.
(
The´ore`me 23.4 [21]
)
Soit r ∈]0,+∞[ et soient r1, r2 ∈]0, r[ tels que
r1 < r2. Soit f(x) =
+∞∑
−∞
an(x−θ)n ∈ H
(
Γ(θ, r1, r2)
)
n’ayant pas de ze´ros dans Γ(θ, r1, r2).
Alors ν+(f, ρ) = ν−(f, ρ) = q ∈ Z quand ρ ∈]r1, r2[ et |f(x)| = |aq(x − θ)q| quand
x ∈ Γ(θ, r1, r2).
The´ore`me 1.5.4.
(
The´ore`mes 23.5 - 23.6 [21]
)
Soit f ∈ H(d(θ, r)). Le nombre de ze´ros
de f dans d(θ, r), en prenant en compte les multiplicite´s, est e´gal a` ν+(f, r). Supposons
maintenant Λ = d(θ, r) ou Λ = d(θ, r−). Si f ∈ H(Λ) n’a pas de ze´ros dans Λ alors
ν(f, ρ) = 0 ∀ρ ∈]0, r[ et |f(x)| est e´gal a` une constante dans Λ.
De´monstration. — La deuxie`me partie du the´ore`me de´coule du fait que si Λ = d(θ, r) ou
Λ = d(θ, r−), le nombre de ze´ros de f dans Λ est e´gal a` ν+(f, r) et alors ν+(f, ρ) = ν−(f, ρ)
quand ρ ∈]0, r[. Par conse´quent, d’apre`s le The´ore`me 1.4.2, la de´rive´e de v(f,− log r) est
e´gale a` 0 et donc cette fonction est e´gale a` une constante dans ]0, r[. Alors
v
(
f(x)
)
= v
(
f,− log r) et ainsi v(f(x)) est e´gal a` une constante dans Λ.
The´ore`me 1.5.5.
(
The´ore`me 23.7 [21]
)
Soit Λ = d(θ, r) ou Λ = d(θ, r−) ou Λ = C(θ, r).
Soit f ∈ H(Λ) non nulle et soit h ∈ H(Λ) satisfaisant |f − h|(r) < |f |(r) pour r assez
grand. Alors f et h ont le meˆme nombre de ze´ros dans Λ, en prenant en compte les
multiplicite´s.
De´monstration. — Puisque |f − h|(r) < |f |(r) pour r assez grand, on a
v(f − h,− log r) > v(f,− log r) et donc ν+(f, r) = ν+(h, r) et ν−(f, r) = ν−(h, r),
d’apre`s les The´ore`mes 1.5.1 et 1.5.4, on de´duit que f a le meˆme nombre de ze´ros que h
dans Λ = d(0, r) ou Λ = C(0, r). Pour le cas Λ = d(0, r−) le the´ore`me de´coule du The´ore`me
22.9 [21] et du fait qu’il existe un disque d(0, ρ) ⊂ Λ tel que h contienne tous les ze´ros de h
dans Λ : f et h ont le meˆme nombre de ze´ro dans d(0, ρ) et f n’a pas de ze´ros dans C(0, s)
quand s ∈]ρ, r[.
Corollaire 1.5.5.1.
(
Corollaire 23.8 [21]
)
Soit Λ = d(θ, r) ou Λ = d(θ, r−) ou Λ = C(θ, r)
et soit Λ ⊂ D. Un e´le´ment f ∈ H(D) a seulement un nombre fini de ze´ros dans Λ et peut
eˆtre factorise´ sous la forme f = Pg ou` P ∈ K[x] est le polynoˆme unitaire des ze´ros de f
dans Λ et g ∈ H(D) est telle que g(x) 6= 0 quand x ∈ Λ. De plus, si f ∈ H(C(0, r)) alors
|f(x)| ≤ |f |(r) ∀x ∈ C(0, r) et |f(x)| = |f |(r) dans toutes les classes qui ne contiennent
pas de ze´ros de f .
Corollaire 1.5.5.2.
(
Corollaire 23.9 [21]
)
Soit f ∈ A(d(θ, R−)) ayant un nombre infini
de ze´ros dans d(θ, R−). Alors l’ensemble des ze´ros de f dans d(θ, R−) est une suite (γn)n∈N,
telle que lim
n→+∞
|γn − θ| = R.
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The´ore`me 1.5.6.
(
The´ore`me 23.10 [21]
)
Soit f(x) =
+∞∑
n=0
anx
n ∈ A(d(0, R−)). Alors
f a un nombre fini de ze´ros dans d(0, R−) si et seulement si il existe q ∈ N tel que
|aq|Rq ≥ sup
n∈N
|an|Rn.
De plus, si t ∈ N est le plus petit de tous les entiers q tel que |aq|Rq ≥ sup
n∈N
|an|Rn, alors f
a exactament t ze´ros dans le disque d(0, R−).
De´monstration. — Supposons que t ∈ N est le plus petit de tous les entiers q tel que
|aq|Rq ≥ sup
n∈N
|an|Rn. Alors |an|Rn < |at|Rt ∀n < t. Donc, pour chaque n < t, il existe
ρ(n) ∈]0, R[ tel que |at|rt > |an|rn ∀r ∈]ρ(n), R[. Posons ρ = max
n<t
ρ(n). Alors, pour tout
r ∈]ρ,R[, on a |at|rt > |an|rn si n < t. D’autre part, pour r ∈]0, R[, on a |an|rn < |at|rt si
n ≥ t+ 1 parce que |at|Rt ≤ |an|Rn et n > t. Par conse´quent, on en de´duit que
ν+(f, r) = ν−(f, r) = t ∀r ∈]ρ,R[, ce qui entraˆıne que f a exactement t ze´ros dans le
disque d(0, R−), en prenant en compte les multiplicite´s.
D’apre`s le The´ore`mes 1.3.2 et 1.5.5, les corollaires suivants sont imme´diats.
Corollaire 1.5.6.1. Soit f ∈ A(K) non constante. Alors f admet au moins un ze´ro dans
K. De plus, si f n’est pas un polynoˆme, alors f a une infinite´ de ze´ros dans K
Corollaire 1.5.6.2.
(
Corollaire 23.11 [21]
)
Soit f ∈ Au(d(θ, R−)), alors f a une infinite´
de ze´ros dans d(θ, R−)).
Remarque. Une fonction f ∈ Ab(d(θ, R−)) peut aussi avoir une infinite´ de ze´ros dans
d(θ, R−).
The´ore`me 1.5.7.
(
The´ore`me 23.16 [21]
)
Soit f(x) =
+∞∑
n=0
anx
n ∈ A(d(0, R−)). Les
conditions suivantes sont e´quivalentes :
(i) f n’a pas de ze´ros dans le disque d(0, R−).
(ii) |f(x)| est e´gal a` une constante non nulle dans le disque d(0, R−).
(iii) f est inversible sur Ab(d(0, R−)).
De´monstration. — Supposons que f n’a pas de ze´ros dans d(0, R−). Alors, d’apre`s le
the´ore`me pre´ce´dent, on a |a0| > |an|rn ∀n ∈ N, ce qui entraˆıne |f(x)| = |a0| ∀x ∈ d(0, R−)
et on obtient (ii).
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Supposons, maintenant, que |f(x)| est e´gal a` une constante non nulle dans le disque
d(0, R−). Donc, pour chaque r ∈]0, R[, la fonction f appartient a` H(d(0, r)) et donc, d’apre`s
le Lemme 1.3.1, la fonction f est inversible sur H
(
d(0, r)
)
. Par conse´quent f−1 ∈ H(d(0, r))
pour chaque r ∈]0, R[ et alors f−1 ∈ Ab(d(0, R−)), ce qui entraˆıne (iii).
Finalement, si f est inversible sur Ab(d(0, R−)) la condition (i) est e´vidente, c’est-a`-dire
que f n’a pas de ze´ros dans le disque d(0, R−).
The´ore`me 1.5.8.
(
Lemme 23.12 [21]
)
Soit f ∈ A(d(0, R−)) et soient r1, r2 ∈]0, R[ tels
que r1 < r2. Si la fonction f admet q ze´ros dans le disque d(0, r1), en prenant en compte les
multiplicite´s, et si f n’admet pas de ze´ros dans la couronne Γ(0, r1, r2), alors elle satisfait
que
|f |(r2)
|f |(r1) =
(r2
r1
)q
.
De´monstration. — Puisque f n’admet pas de ze´ros dans la couronne Γ(0, r1, r2), on a
ν+(f, r1) = q et donc, d’apre`s le The´ore`me 1.5.2, on voit que
v(f,− log r)− v(f,− log r1) =
(
v(aq)− q log r
)− (v(aq)− q log r1) = q(log r1 − log r)
pour tout r ∈]r1, r2[. Donc, par continuite´, on obtient que
v(f,− log r2)− v(f,− log r1) = q(log r1 − log r2),
ce qui ache`ve la de´monstration.
The´ore`me 1.5.9.
(
The´ore`me 23.13 [21]
)
Soit f ∈ A(d(0, R−)) et soient r1, r2 ∈]0, R[ tels
que r1 < r2. Si f admet q ze´ros dans le disque d(0, r1), en prenant en compte les multipli-
cite´s, et t ze´ros diffe´rents γ1, ..., γt avec ordre de multiplicite´ si (1 ≤ i ≤ t) respectivement
dans Γ(0, r1, r2) et tels que |γi| ≤ |γi+1| (1 ≤ i ≤ t), alors f satisfait
v(f,− log r2)− v(f,− log r1) = −
t∑
i=1
si
(
v(γj) + log r2
)− q( log r2 − log r1).
De´monstration. — Pour chaque 1 ≤ i ≤ t − 1, posons mi le nombre de ze´ros de f dans
le disque d(0, |γi|), en comptant les multiplicite´s. Donc, d’apre`s le The´ore`me pre´ce´dent, on
obtient
v
(
f, v(γi+1)
)− v(f, v(γj)) = mi(v(γi+1)− v(γi)),
v
(
f, v(γ1)
)− v(f,− log r1) = q(v(γ1) + log r1),
v(f,− log r2)− v
(
f, v(γt)
)
= mt
(− log r2 − v(γt)).
Par conse´quent, par re´currence, on obtient l’e´galite´ de´sire´e.
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D’apre`s le Corollaire 1.5.6.2 et le The´ore`me 1.5.9, on obtient le Corollaire suivant :
Corollaire 1.5.9.1.
(
Corollaire 23.14 [21]
)
Soit f ∈ A(d(θ, R−)) telle que l’ensemble des
ze´ros de f dans d(θ, R−) est une suite (γn)n∈N et l’ordre de multiplicite´ de chaque γn est sn
respectivement. Alors lim
n→+∞
|γn − θ| = R. De plus, f ∈ Au(d(θ, R−)) si et seulement si la
suite (γn)n∈N satisfait
+∞∏
n=0
(γn
R
)sn
= 0.
Pour e´noncer le prochain the´ore`me on aura besoin de la de´finition suivante.
De´finition. Une suite (an)n∈N ⊂]0, R[ est appele´e suite a` distance croissante si la suite
|an+1 − an| est strictement croissante et si (an)n∈N a une limite dans R∗+.
The´ore`me 1.5.10.
(
The´ore`me 23.15 [21]
)
Soit f(x) =
+∞∑
n=0
anx
n ∈ A(d(0, R−)). L’en-
semble des ze´ros de f dans le disque d(0, R−) est une suite de ze´ros simples a` distance
croissante si et seulement si la suite
∣∣∣ an
an+1
∣∣∣ l’est aussi. De plus, si la proprie´te´ pre´ce´dente
est satisfaite, alors la suite de ze´ros de f dans le disque d(0, R−) est une suite (γ)n∈N telle
que |γn| =
∣∣∣ an
an+1
∣∣∣ et lim
n→+∞
|γn| = R.
1.5.1 Image d’un disque
L’image d’un disque ferme´ d(0, r) par un e´le´ment analytique est un disque de meˆme na-
ture et l’image d’un disque ouvert d(0, r−) par un e´le´ment analytique ou par une fonction
analytique borne´e est aussi un disque de meˆme nature.
The´ore`me 1.5.11.
(
The´ore`me 26.1 [21]
)
Soit f(x) =
+∞∑
n=0
anx
n ∈ H(d(0, r)) et soit
t = sup
n≥1
|an|rn. Alors f
(
d(0, r)
)
= d(a0, t) et |f − a0|(r) = t.
Corollaire 1.5.11.1.
(
Corollaire 26.2 [21]
)
Soit f(x) =
+∞∑
n=0
anx
n ∈ Ab(d(0, R−)) et soit
t = sup
n≥1
|an|Rn. Si t > 0 alors f
(
d(0, R−)
)
= d(a0, t
−).
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Corollaire 1.5.11.2. Soit f ∈ Au(d(0, R−)). Alors f
(
d(0, R−)
)
= K.
Lemme 1.5.1.
(
Lemme 26.5 [21]
)
Soit f ∈ H(d(0, r)) satisfaisant ν+(f, r) ≥ 1 et soit
b ∈ f(d(0, r)). Si g = f − b alors ν+(g, r) = ν+(f, r).
Lemme 1.5.2.
(
Lemme 26.6 [21]
)
Soit f ∈ H(d(0, r)) ayant s ≥ 1 ze´ros dans le disque
d(0, r), en prenant en compte les multiplicite´s, et soit b ∈ f(d(0, r)). Alors f − b admet
aussi s ze´ros dans le disque d(0, r), en prenant en compte les multiplicite´s.
Lemme 1.5.3.
(
Lemme 26.7 [21]
)
Soit f ∈ H(d(0, r)) et soit s = ν+(f, r) ou` s ≥ 1.
Soient γ1, ..., γq les ze´ros de f
′ dans le disque d(0, r). Pour chaque
b ∈ f(d(0, r)) \ f({γ1, ..., γq}), f − b admet exactement s ze´ros simples dans le disque
d(0, r).
1.6 Le proble`me de Lazard
Notations et De´finition. Une application T de´finie dans K
(
resp. dans d(θ, R−)
)
a` valeurs dans N est appele´e un diviseur sur K
(
resp. sur d(θ, R−)
)
si son support est
de´nombrable et s’il a une intersection finie avec chaque disque d(θ, r) ∀r ∈]0,+∞[ (resp.
∀r ∈]0, R[). Alors, un diviseur sur K (resp. sur d(θ, R−)) est caracte´rise´ par une suite
(γn, qn)n∈N ou` qn ∈ N et γn ∈ K, lim
n→+∞
|γn| = +∞
(
resp. γn ∈ d(θ, R−), lim
n→+∞
|γn| = R
)
et
|γn| ≤ |γn+1| ∀n ∈ N. Re´gulie`rement on identifie un diviseur avec la suite (γn, qn)n∈N qui
le caracte´rise.
L’ensemble des diviseurs sur K
(
resp. sur d(θ, R−)
)
est pourvu d’une loi d’addition
naturelle et aussi d’une relation d’ordre naturelle. Soient T et T ′ deux diviseurs. Alors
T (γ) ≤ T ′(γ) ∀γ ∈ d(θ, R−) =⇒ T ≤ T ′.
De plus, si T et T ′ sont deux diviseurs tels que T (γ) ≥ T ′(γ) ∀γ ∈ d(θ, R−), on peut de´finir
le diviseur T − T ′.
Maintenant nous pouvons de´finir le diviseur d’une fonction analytique. Soit f ∈ A(K)(
resp. f ∈ A(d(θ, R−))). On de´finit le diviseur D(f) sur K (resp. sur d(θ, R−)) comme
D(f)(γ) =
{
s si f(γ) = 0 avec ωγ(f) = s
0 si f(γ) 6= 0
30 J. Ojeda - Fuentealba
De meˆme, on de´finit le diviseur D(f) sur K (resp. sur d(θ, R−)) comme
D(f)(γ) =
{
1 si f(γ) = 0
0 si f(γ) 6= 0
Soit T = (γn, qn)n∈N un diviseur sur K
(
resp. sur d(θ, R−)
)
. Supposons que γn 6= 0 quel
que soit n ∈ N. Pour tout r ∈]0,+∞[ (resp. r ∈]0, R[) on pose |T |(r) = ∏
|γi|≤r
( r
|γi|
)qi
. Un
diviseur T sur d(θ, R−) \ {0} est appele´ un diviseur borne´ si lim
r→R−
|T |(r) < +∞ et alors,
on pose ‖T‖ = lim
r→R−
|T |(r).
Remarque. Soit f ∈ A(d(θ, R−)) et soit D(f) = (γn, qn)n∈N. Alors, pour chaque n ∈ N,
on a ωγn(f) = qn et ωγ(f) = 0 ∀γ ∈ d(θ, R−) \ {γn : n ∈ N}.
1.6.1 Le proble`me de Lazard
En 1962, M. Lazard [44] pose la question suivante :
Soit (γn, qn)n∈N une suite contenue dans K \ {0}×N
(
resp. d(θ, R−) \ {0}×N). Existe-t-il
une fonction f ∈ A(K) (resp. f ∈ A(d(θ, R−))) qui a exactement a` chaque γn comme un
ze´ro d’ordre qn ?
En utilisant la de´finition de diviseur sur un corps donne´e ci-dessus, le proble`me pre´cedent
est e´quivalent a` :
Soit T un diviseur sur K
(
resp. sur d(θ, R−)
)
. Existe-t-il une fonction une fonction
f ∈ A(K) (resp. f ∈ A(d(θ, R−))) telle que D(f) = T ?
Le The´ore`me 1.6.1 et le Corollaire 1.6.1.1 ci-dessous permettent de donner une re´ponse
positive dans le cas f ∈ A(K), c’est-a`-dire que pour tout diviseur T = (γn, qn)n∈K sur K tel
que lim
n→+∞
|γn| = +∞, il existe une fonction f ∈ A(K) telle que D(f) est exactement e´gal
a` T . On donne seulement un re´sume´ de la de´monstration .
The´ore`me 1.6.1.
(
The´ore`me 2.1.6 [25]
)
Soit (γn, qn)n∈N une suite dans K\{0}×N telle
que lim
n→+∞
|γn| = +∞. Alors
+∞∏
n=1
(
1 − x
γn
)qn
converge uniforme´ment sur tout ensemble
borne´ de K et il de´finit une fonction f ∈ A(K) qui admet chaque γn comme un ze´ro d’ordre
de multiplicite´ qn et qui n’admet aucun autre ze´ro.
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De´monstration. — Supposons |γn| ≤ |γn+1| ∀n ∈ N. Posons fm(x) =
m∏
n=1
(
1 − x
γn
)qn
.
Soit ρ ∈]0,+∞[ fixe´ et soit N ∈ N tels que |αN | > ρ. On remarque que |fm|(ρ) = |fN |(ρ)
∀m ≥ N . Posons M = |fN |(ρ). On peut montrer que |fm+1(x) − fm(x)| ≤ M ρ|γm+1|
∀x ∈ d(0, ρ) et donc |fm+1 − fm|(ρ) ≤ M ρ|γm+1| , ce qui entraˆıne que (fm)m∈N converge
uniforme´ment dans d(0, ρ) vers un e´le´ment de H
(
d(0, ρ)
)
et donc vers une se´rie entie`re.
Puisque cela est valable pour tout ρ ∈]0,+∞[, il existe f ∈ A(K) telle que la suite (fm)
converge vers f uniforme´ment dans tout le disque d(0, ρ). Maintenant, pour chaque m ∈ N,
posons rm = |γm|. De plus, les ze´ros de fm dans d(0, rm) sont les γn (1 ≤ n ≤ m) avec
ordre de multiplicite´ qn respectivement. Ensuite
∣∣∣(1− x
γn
)qn∣∣∣ = 1 ∀n > m ∀x ∈ d(0, rm).
Ainsi, les ze´ros de f dans le disque d(0, rm) sont exactement les ze´ros de fm, ce qui ache`ve
la de´monstration.
Corollaire 1.6.1.1.
(
Corollaire 2.1.7 [25]
)
Soit T = (γn, qn) un diviseur sur K ou` γn 6= 0
∀n ∈ N. Alors, il existe une fonction f ∈ A(K) telle que T = D(f). De plus, si f(0) = 1,
alors |f |(r) = |T |(r) ∀r ∈]0,+∞[.
On aborde maintenant le proble`me sur le disque d(θ, R−). D’abord on montrera quelques
re´sultats donne´s par A. Escassut [25] qui construit une fonction f ∈ A(d(θ, R−)) dont le
diviseur est plus grand que le diviseur donne´ mais approche celui-ci.
Lemme 1.6.1.
(
Lemme 2.2.1 [25]
)
Soit T = (γn, qn)n∈N un diviseur sur d(θ, R−) ou`
γn 6= 0 ∀n ∈ N. Soit f ∈ A(d(θ, R−)) satisfaisant f(0) = 1, D(f) ≥ T et |f |(r) = |T |(r)
∀r ∈]0, R[. Alors D(f) = T .
Lemme 1.6.2.
(
Lemme 2.2.2 [25]
)
Soit (λn)n∈N une suite dans R+ telle que
+∞∑
n=0
λn < +∞.
Soit A =
+∞∑
n=0
λn et soit B > A. Il existe une suite croissante (qn)n∈N telle que lim
n→+∞
qn = +∞
et telle que
+∞∑
n=0
qnλn ≤ B.
The´ore`me 1.6.2.
(
The´ore`me 2.2.3 [25]
)
Soit T = (γn, qn)n∈N un diviseur sur d(θ, R−) ou`
γn 6= 0 ∀n ∈ N, et soit ε > 0. Il existe f ∈ A(d(θ, R−)) telle que f(0) = 1, D(f) ≥ T et
|f |(r) ≤ |T |(r)(1 + ε) ∀r ∈]0, R[.
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Pour aborder d’une fac¸on plus pre´cise le proble`me de la recherche d’un fonction
f ∈ A(d(0, R−)) admettant pour diviseur un diviseur donne´ T sur d(θ, R−) , on introduit
la de´finition suivante :
De´finition. Un corps ultrame´trique L est appele´ sphe´riquement complet si toute suite
de´croissante de disques contenue dans L a une intersection non vide.
Le proble`me a e´te´ aborde´ par M. Lazard dans [44] qui montre que la re´ponse de´pend
du corps K suivant qu’il est ou non sphe´riquement complet.
The´ore`me 1.6.3.
(
The´ore`me 2.3.1 [25]
)
Soit K un corps qui n’est pas sphe´riquement
complet. Il existe une suite (γn)n∈N de d(0, R−) telle que lim
n→+∞
|γn| = R et telle qu’il
n’existe aucune une fonction f ∈ A(d(0, R−)) qui admette T = (γn, 1)n∈N pour diviseur.
De´monstration. — Puisque K n’est pas un corps sphe´riquement complet, il existe une suite
de´croissante de disques (Dn)n∈N ⊂ K telle que
+∞⋂
n=0
Dn = ∅. Supposons que
lim
n→+∞
diam(Dn) =
1
R
. Par ailleurs, sans perte de ge´ne´ralite´, on suppose R > 1. Alors
1
R
< 1 < R et ainsi, on peut conside´rer que D0 ⊂ d(0, R−).
Pour chaque n ∈ N, posons rn = diam(Dn). Donc rn > rn+1. Pour chaque n ∈ N, on
conside`re γn ∈ Dn \Dn+1. En posant βn = γn+1 − γn, on obtient que rn+1 < |βn| ≤ rn.
On suppose maintenant qu’il existe une fonction f ∈ A(d(0, R−)) qui admet pour divi-
seur T =
( 1
βn
, 1
)
n∈N
. Alors, sans perte de ge´ne´ralite´, on peut poser f =
∏
n∈N
(1− βnx) et,
par conse´quent, f(x) peut eˆtre e´crite sous la forme 1 +
+∞∑
n=1
anx
n. Ensuite, on montre que
γ1 − a1 ∈ Dn quel que soit n ∈ N, ce qui contredit le fait que
+∞⋂
n=0
Dn = ∅, ce qui ache`ve la
de´monstration.
De´finition. Soit r ∈]0,+∞[. Un polynoˆme P ∈ K[x] est appele´ polynoˆme r-extre´mal si
tous ses ze´ros sont dans le cercle C(0, r).
Soit f ∈ H(C(0, r)) et soit P ∈ K[x] r-extre´mal. On appelle division r-extre´male
l’ope´ration de trouver une fonction g ∈ H(C(0, r)) et un polynoˆme R ∈ K[x] qui satisfont
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f = Pg +Q ou` deg(P ) > deg(Q), |P |(r) ≥ |Q|(r) et |P |(r) ≥ |g|(r).
The´ore`me 1.6.4.
(
The´ore`me 2.3.4 [25]
)
Supposons que K est un corps sphe´riquement
complet. Soit T un diviseur sur d(0, R−) et P ∈ K[x] r-extre´mal. Il existe une fonction
f ∈ A(d(0, R−)) qui satisfait
(i) f(0) = 1,
(ii) |f |(r) ≤ |T |(r) ∀r ∈]0, R[,
(iii) P divise f dans A(d(0, R−)).
De´monstration. — La de´monstration initiale de ce the´ore`me a e´te´ d’abord donne´e par M.
Lazard [44] et ensuite a e´te´ ree´crite par L. Haddad dans un document personnel repris par
A. Escassut dans [25]. Cela consiste a` construire une suite de fonctions (fn)n∈N lesquelles
appartiennent a` A(d(0, R−)) et qui convergent dans A(d(0, R−)) vers une fonction f et qui
satisfont (i), (ii) et (iii).
En suite, le the´ore`me qui permet de donner une re´ponse positive a` notre proble`me.
The´ore`me 1.6.5.
(
The´ore`me 2.3.7 [25]
)
Supposons que K est un corps sphe´riquement
complet. Pour tout diviseur T sur d(0, R−), il existe une fonction f ∈ A(d(0, R−)) telle
que D(f) = T .
De´monstration. — Soit T = (γn, qn) un diviseur sur d(0, R
−) ou` γn 6= 0 ∀n ∈ N et soit
P =
n∏
i=1
(
1 − x
γi
)qi ∈ K[x] r-extre´mal. D’apre`s le The´ore`me 1.6.4, il existe une fonction
f ∈ A(d(0, R−)) telle que f(0) = 1, |f |(r) ≤ |T |(r) ∀r ∈]0, R[ et P divise f dans
A(d(0, R−)). De cette dernie`re proprie´te´, on de´duit que D(f) ≥ T . Ensuite, pour montrer
que D(f) ≤ T , on suppose que T 6= D(f) et on conclut que |f |(r) > |T |(r) ∀r ∈]0, R[, ce
qui contredit l’hypothe`se et, par conse´quent, on obtient la conclusion desire´e.
1.7 Fonctions me´romorphes ultrame´triques
Notation. On noteM(K) (resp.M(d(θ, R−))) le corps des fonctions me´romorphes dansK(
resp. dans d(θ, R−)
)
, c’est-a`-dire le corps de fractions de A(K) (resp. de A(d(θ, R−))). En
conside´rant la K-sous-alge`bre Ab(d(θ, R−)) des fonctions analytiques borne´es dans le disque
d(θ, R−), on noteMb(d(θ, R−)) son corps de fractions. Finalement, on noteMu(d(θ, R−))
l’ensemble des fonctions me´romorphes non-borne´es dans le disque d(θ, R−) qui est par
de´finition M(d(θ, R−)) \Mb(d(θ, R−)).
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La valeur absolue | · |(r) de´finie sur A(K) (resp. sur A(d(θ, R−))) quand r ∈]0,+∞[(
resp. r ∈]0, R[), s’e´tend d’une manie`re naturelle a` M(K) (resp. a` M(d(0, R−))) en po-
sant |f |(r) = |h|(r)|l|(r) quand f =
h
l
et h, l ∈ A(K) (resp. h, l ∈ A(d(0, R−))). La valuation
v(·,− log r) de´finie sur A(K) (resp. sur A(d(θ, R−))) s’e´tend aussi d’une manie`re naturelle
a` M(K) (resp. a` M(d(0, R−))) en posant v(h
l
,− log r
)
= v(h,− log r) − v(l,− log r) ou`
h, l ∈ A(K) (resp. h, l ∈ A(d(0, R−))).
Le the´ore`me et le corollaire suivants nous permettent d’appliquer les proprie´te´s des
e´le´ments analytiques a` des fonctions me´romorphes.
The´ore`me 1.7.1.
(
The´ore`me 2.4.1 [25]
)
Soient r, s ∈]0, R[ tels que r ≤ s. Soit
f ∈ A(d(θ, R−)) non nulle et soient γ1, ..., γq les ze´ros de f dans le disque d(θ, s). Soit
D =
{
x ∈ d(a, s) : |x− γi| ≥ r ∀i = 1, ..., q
}
. Alors
1
f
appartient a` H(D).
Corollaire 1.7.1.1.
(
Corollaire 2.4.2 [25]
)
Soient r, s ∈]0, R[ tels que r ≤ s. Soit
f ∈ M(d(θ, R−)) non nulle et soient β1, ..., βq les poˆles de f dans le disque d(θ, s). Soit
D =
{
x ∈ d(a, s) : |x− βi| ≥ r ∀i = 1, ..., q
}
. Alors f appartient a` H(D).
Le The´ore`me qu’on e´nonce ci-dessous sera tre`s utilise´ dans les prochains chapitres et il
est une ge´ne´ralisation du The´ore`me 1.4.1.
The´ore`me 1.7.2.
(
Lemme 4 [13]
)
Soit f ∈ M(d(θ, R−)). Pour tout r ∈]0, R[, on a
|f ′|(r) ≤ 1
r
|f |(r).
De´monstration. — Posons f =
h
l
ou` h, l ∈ A(d(θ, R−)). Pour r ∈]0, R[, on a
|f ′|(r)
|f |(r) =
|h′l − hl′|(r)
|hl|(r) mais e´videmment |h
′l − hl′|(r) ≤ max{|h′l|(r), |hl′|(r)}, ce qui
entraˆıne que
|f ′|(r)
|f |(r) ≤ max
{
|h′|(r)
|h|(r) ,
|l′|(r)
|l|(r)
}
. Alors, d’apre`s le The´ore`me 1.4.1, on a
|h′|(r)
|h|(r) ≤
1
r
et
|l′|(r)
|l|(r) ≤
1
r
, ce qui ache`ve la de´monstration.
The´ore`me 1.7.3.
(
The´ore`me 2.1.1 [25]
)
Soit f ∈ M(K) (resp. f ∈ M(d(θ, R−))) loca-
lement constante. Alors f est constante dans K
(
resp. dans d(θ, R−)
)
.
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De´monstration. — La de´monstration de´coule du fait que les ze´ros et les poˆles d’une fonction
me´romorphe non nulle sont isole´s et par conse´quent si la fonction est constante dans un
disque, elle est constante sur tout son ensemble de de´finition.
The´ore`me 1.7.4.
(
The´ore`me 2.1.2 [25]
)
Soit f ∈ M(K) (resp. f ∈ M(d(θ, R−))) sans
poˆles dans K
(
resp. dans d(θ, R−)
)
. Alors f ∈ A(K) (resp. f ∈ A(d(θ, R−))).
De´monstration. — Ici il suffit de montrer que, pour tout r ∈]0,+∞[ (resp. r ∈]0, R[), la
fonction f appartient a` H
(
d(θ, r)
)
. Pour montrer cela on e´crit f sous la forme f =
h
l
ou` h, l ∈ A(K) (resp. h, l ∈ A(d(θ, R−))) et donc, pour r ∈]0,+∞[ (resp. r ∈]0, R−[), les
fonctions h, l appartiennent a` H
(
d(θ, r)
)
et ensuite on utilise le fait qu’elles peuvent eˆtre
e´crites sous la forme Pφ et Qψ respectivement ou` φ et ψ sont inversibles dans H
(
d(θ, r)
)
et P et Q sont polynoˆmes dont les ze´ros appartiennent a` d(θ, r).
Corollaire 1.7.4.1.
(
Corollaire 2.1.3 [25]
)
Soit f ∈ M(K) (resp. f ∈ M(d(θ, R−)))
n’ayant ni ze´ros ni poˆles dans K
(
resp. dans d(θ, R−)
)
. Alors f est une constante
(
resp.
est un e´le´ment inversible de Ab(d(θ, R−))
)
.
Corollaire 1.7.4.2.
(
Corollaire 2.1.4 [25]
)
Soient h, l ∈ A(K) (resp. h, l ∈ A(d(θ, R−)))
deux fonctions qui ont les meˆmes ze´ros avec les meˆmes multiplicite´s. Alors
h
l
est une
constante
(
resp. est un e´le´ment inversible de Ab(d(θ, R−))
)
.
1.7.1 Application du proble`me de Lazard a` des fonctions me´romor-
phes sur un disque
Les the´ore`mes suivants permettront de supposer, sans perte de ge´ne´ralite´, dans les
de´mons-trations a` venir que toute fonction f ∈ M(d(θ, R−)) pourra eˆtre e´crite comme
le quotient de deux fonctions h, l ∈ A(d(θ, R−)) sans ze´ros communs ce qui n’est pas tou-
jours possible, comme on a vu pre´ce´demment. Le premier the´ore`me est un re´sultat bien
connu
(
voir [21] sur une de´monstration de Bertin Diarra
)
.
The´ore`me 1.7.5.
(
The´ore`me 7.4 [21]
)
Soit L un corps ultrame´trique alge´briquement clos.
Alors L admet une extension alge´briquement close sphe´riquement comple`te.
Notation. Puisque K satisfait les hypothe`ses du The´ore`me 1.7.5, il admet une extension
alge´briquement close sphe´riquement comple`te. On note K̂ cette extension de K et on note
d̂(θ, R−) le disque ouvert
{
x ∈ K̂ : |x− θ| < R} contenu dans K̂.
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Lemme 1.7.1. Soit f ∈ A(d(θ, R−)) et soit f̂ la fonction de´finie par f dans d̂(θ, R−).
Les ze´ros de f̂ dans d̂(θ, R−) sont exactement les ze´ros de f dans d(θ, R−) en prenant en
compte les multiplicite´s.
De´monstration. — Soit r ∈]0, R[. D’apre`s le Corollaire 1.5.5.1, f peut eˆtre factorise´e dans
le disque d(θ, r) sous la forme f(x) = Pr(x)hr(x) ou` Pr ∈ K[x] est unitaire ayant tous ses
ze´ros dans d(θ, r), et h ∈ A(d(θ, R−)) est telle que hr(x) 6= 0 ∀x ∈ d(θ, r).
Supposons hr(x) = a0 + a1(x − θ) + .... D’apre`s le The´ore`me 1.5.6, on en de´duit que
|a0| > |ak|rk ∀k ≥ 1. D’ou` hr(x) 6= 0 ∀x ∈ d̂(θ, r). Alors la factorisation de f et f̂ est la
meˆme dans tout d(θ, r) avec r ∈]0, R[. Par conse´quent P̂r = Pr, ce qui entraˆıne que f et f̂
ont les meˆmes ze´ros dans d(θ, R−), en comptant les multiplicite´s.
Le The´ore`me suivant est imme´diat d’apre`s le The´ore`mes 1.7.5 et le Lemme 1.7.1.
The´ore`me 1.7.6. Soit f ∈ M(d(θ, R−)) et soit f̂ la fonction me´romorphe de´finie par f
dans d̂(θ, R−) ⊂ K̂. Alors, les ze´ros et les poˆles de f̂ dans d̂(θ, R−) sont exactement les
meˆmes ze´ros et les meˆmes poˆles que ceux de f dans d(θ, R−), en comptant les multiplicite´s.
Remarque. Soit f ∈ M(d(θ, R−)) et soit f̂ la fonction me´romorphe de´finie par f dans
d̂(θ, R−) ⊂ K̂. D’apre`s le The´ore`me 1.7.5, la fonction f̂ peut eˆtre e´crite sous la forme h0
l0
ou` h0, l0 ∈ A(d̂(θ, R−)) sans ze´ros communs. De plus, d’apre`s le The´ore`me 1.7.6, tous les
ze´ros et tous les poˆles de f̂ sont dans K. Donc, d’apre`s le The´ore`me 1.6.2, il existe une
fonction h ∈ A(d(θ, R−)) telle que ĥ ∈ A(d̂(θ, R−)) satisfait
(i) h0 divise ĥ dans A(d̂(θ, R−)).
(ii) La fonction φ =
ĥ
h0
appartient a` Ab(d̂(θ, R−)).
Alors, on pose l = φl0 ∈ A(d̂(θ, R−)). De plus, on peut ve´rifier que l a tous ses
coefficients dans K car f =
h
l
donc l = fh ∈M(d(θ, R−)) n’a pas de poˆles dans d(θ, R−).
1.7.2 Valeurs spe´ciales des fonctions me´romorphes
De´finition. Soit (an)n∈N une suite dans K
(
resp. dans d(0, R−)
)
telle que lim
n→+∞
|an| = +∞(
resp. lim
n→+∞
|an| = R
)
. Pour chaque n ∈ N, on note Dn le disque d(an, |an|−) respectif.
On appelle partie canonique de K
(
resp. de d(0, R−)
)
tout sous-ensemble de K
(
resp. de
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d(0, R−)
)
de la forme K \
+∞⋃
n=1
Dn
(
resp. d(0, R) \
+∞⋃
n=1
Dn
)
. Notons F∞
(
resp. FR
)
le filtre
qui a pour base la famille des parties canoniques de K
(
resp. de d(0, R−)
)
.
(i) Soit f ∈ M(K) non constante (resp. f ∈ Mu(d(0, R−))). Alors b ∈ K est appele´
une valeur exceptionnelle de Picard de f (ou seulement une valeur exceptionnelle) si
f(x) 6= b ∀x ∈ K (resp f(x) 6= b ∀x ∈ d(0, R−)).
(ii) Soit f ∈M(K) \K(x) (resp. f ∈Mu(d(0, R−))). Alors b ∈ K est appele´ une valeur
quasi-exceptionnelle de f si la fonction f − b admet seulement un nombre fini de ze´ros
dans K
(
resp. dans d(0, R−)
)
.
(iii) Soit f ∈M(K) non constante (resp. f ∈Mu(d(0, R−))). Alors b ∈ K est appele´ une
valeur spe´ciale de f si lim
r→+∞
|f − b|(r) = 0
(
resp. lim
r→R−
|f − b|(r) = 0
)
.
D’apre`s l’unicite´ de la limite d’une fonction et d’apre`s le The´ore`me 1.5.3, le the´ore`me
suivant est imme´diat :
The´ore`me 1.7.7. Soit f ∈M(K) non constante (resp. f ∈Mu(d(θ, R−))). Si f admet
une valeur spe´ciale b ∈ K, celle-ci est unique. De plus, f admet une valeur spe´ciale b ∈ K
si et seulement si f − b tend vers 0 suivant F∞
(
resp. suivant FR
)
.
De´monstration. — La premie`re partie du The´ore`me est imme´diate a` partir du fait que si
la limite d’une fonction existe, elle est unique.
Montrons maintenant la deuxie`me partie du The´ore`me. Supposons que lim
F∞
f − b = 0.
Alors, il existe une suite croissante {rn}n∈N ou` lim
n→+∞
rn = +∞
(
resp. lim
n→+∞
rn = R
)
telle que, la fonction f − b n’a ni ze´ros ni poˆles dans la couronne Γ(θ, rn, rn+1) ∀n ∈ N et
donc, d’apre`s le The´ore`me 1.5.3, on a |(f − b)(x)| = |f − b|(r) ∀r ∈]rn, rn+1[ ∀n ∈ N. Par
conse´quent, on de´duit que lim
r→+∞
|f−b|(r) = 0 (resp. lim
r→R−
|f − b|(r) = 0). Re´ciproquement,
supposons que b est une valeur spe´ciale de f . Supposons, sans perte de ge´ne´ralite´, que b = 0.
On a donc lim
r→+∞
|f |(r) = 0 (resp. lim
r→R−
|f |(r) = 0). Soit
D =
{
x ∈ K : |x− a| ≥ |a| pour tout zero |a| et pour tout pole |a| de f}(
resp. D =
{
x ∈ d(θ, R−) : |x− a| ≥ |a| pour tout zero |a| et pour tout pole |a| de f}).
On voit que D appartient a` F∞
(
resp. a` FR
)
. Or, dans chaque classe de chaque cercle
C(θ, r) ou` r ∈]0,+∞[ (resp. r ∈]0, R[), qui est incluse dans D, on voit que |f(x)| = |f |(r),
d’ou` lim
F∞
f(x) = 0
(
resp. lim
FR
f(x) = 0
)
.
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The´ore`me 1.7.8. Soit f ∈ M(K) (resp. f ∈ M(d(θ, R−))) et soit b ∈ K. Si f est non
constante
(
resp. f ∈ Mu(d(θ, R−))
)
et si b est une valeur exceptionnelle de f alors b est
une valeur spe´ciale de f . Si f ∈ M(K) \ K(x) (resp. f ∈ Mu(d(θ, R−))) et si b est une
valeur quasi-exceptionnelle de f alors b est une valeur spe´ciale de f .
De´monstration. — D’abord supposons que f ∈ M(K) est non constante (resp.
f ∈Mu(d(θ, R−))
)
et que b est une valeur exceptionnelle de f . Puisque f − b ∈ M(K)(
resp. f ∈ M(d(θ, R−))) sans ze´ros dans K (resp. dans d(θ, R−)), la fonction 1
f − b
est une fonction sans poles dans K et alors
1
f − b ∈ A(K) est non constante
(
resp.
1
f − b ∈ Au(d(θ, R
−))
)
. Par conse´quent, d’apre`s le Corollaire 1.5.6.1
(
resp. Corollaire
1.5.6.2
)
, on a lim
r→+∞
∣∣∣ 1
f − b
∣∣∣(r) = +∞ (resp. lim
r→R−
∣∣∣ 1
f − b
∣∣∣(r) = +∞ ), ce qui ache`ve la
premie`re partie de la de´monstration.
Supposons maintenant que f ∈ M(K) ∈ K(x) (resp. f ∈ Mu(d(θ, R−))) et que b est
une valeur quasi-exceptionnelle de f . Alors, il existe P ∈ K[x] et l ∈ A(K) transcendante(
resp. l ∈ Au(d(θ, R−))
)
tels que f =
P
l
et donc, on obtient f − b = P − bl
l
. Puisque
P ∈ K[x] et l ∈ A(K) \K[x] (resp. l ∈ Au(d(θ, R−))), il est clair que, pour r assez grand(
resp. assez proche de R
)
, on a |P |(r) < |bl|(r) et par conse´quent, |P − bl|(r) = |bl|(r),
ce qui entraine que |f−b|(r) = |bl|(r)|l|(r) = |b|. Ainsi, quand r tend vers +∞
(
resp. vers R−
)
,
on de´duit que b est une valeur spe´ciale de f .
Corollaire 1.7.8.1. Soit f ∈ A(K) (resp. f ∈ Au(d(θ, R−))). Alors f n’admet aucune
valeur spe´ciale et donc, f n’admet aucune valeur exceptionnelle. Si f ∈ A ∈ K[x] (resp.
f ∈ Au(d(θ, R−))
)
, alors f n’admet aucune valeur quasi-exceptionnelle non plus.
Soit f ∈M(K) (resp. f ∈M(d(θ, R−))). Alors f admet au plus une valeur exceptionnelle.
Si f ∈ M(K) \ K(x) (resp. f ∈ Mu(d(θ, R−))), alors f admet au plus une valeur quasi-
exceptionnelle
Corollaire 1.7.8.2. Soit f ∈ M(K) (resp. f ∈ M(d(θ, R−))). S’il existe a, b ∈ K tels
que f(x) 6= a, b ∀x ∈ K (resp. ∀x ∈ d(0, R−)), alors f est une constante dans K (resp.
f ∈Mb(d(θ, R−))
)
.
The´ore`me 1.7.9. Soit f ∈M(K) \K(x) (resp. f ∈Mu(d(θ, R−))) ayant un nombre fini
de ze´ros dans K
(
resp. dans d(θ, R−)
)
. Alors, pour tout b ∈ K \ {0}, la fonction f − b
admet une infinite´ de ze´ros dans K
(
resp. dans d(θ, R−)
)
.
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De´monstration. — Puisque f n’a qu’un nombre fini de ze´ros dans K
(
resp. dans d(θ, R−)
)
,
0 est une valeur spe´ciale de f . Soit b 6= 0. Alors, d’apre`s le The´ore`me 1.7.7, b n’est
pas une valeur spe´ciale et donc, d’apre`s le The´ore`me 1.7.8, b n’est pas une valeur quasi-
exceptionnelle. Par conse´quent, f a une infinite´ de ze´ros dans K
(
resp. dans d(θ, R−)
)
.
1.7.3 Valeurs spe´ciales de la de´rive´e d’une fonction me´romorphe
Lemme 1.7.2. Soient h, l ∈ A(K) (resp. h, l ∈ A(d(θ, R−))) telles que h′l − hl′ = c ou`
c ∈ K. Alors,
(i) Si h et l appartiennent a` A(K) et si l’une des fonctions h, l n’est pas affine, alors
c = 0 et
h
l
est une constante.
(ii) Si h et l appartiennent a` A(d(θ, R−)) et c 6= 0, alors il existe φ ∈ A(d(θ, R−)) telle
que h′′ = φh et l′′ = φl.
(iii) Si K est de caracte´ristique re´siduelle nulle et h ∈ A(d(θ, R−)) est non affine et admet
au moins deux ze´ros dans d(θ, R−), alors c = 0 et
h
l
est une constante.
De´monstration. — Supposons c 6= 0. Puisque h′l−hl′ = c, on en de´duit que tous les ze´ros
de h et l sont des ze´ros simples et h et l n’ont pas de ze´ros communs. En plus, comme
h′l − hl′ = c, on a h′′l − hl′′ = 0 et donc
h′′
h
=
l′′
l
. (1.1)
Alors, tout ze´ro simple de h est aussi un ze´ro simple de h′′. En effet, soit γ un ze´ro simple
de h qui n’est pas un ze´ro de h′′, donc γ est un poˆle simple de
h′′
h
et, d’apre`s (1.1), est
un poˆle simple de
l′′
l
. Par conse´quent, γ est un ze´ro de l, une contradiction. D’ou` on en
de´duit que φ =
h′′
h
n’a pas de poˆles et donc φ ∈ A(K) (resp. φ ∈ A(d(θ, R−))). D’une
manie`re similaire, on montre que chaque ze´ro simple de l est aussi un ze´ro de l′′ et donc, il
existe ψ ∈ A(K) (resp. ψ ∈ A(d(θ, R−))) telle que ψ = l′′
l
. Puisque
h′′
h
=
l′′
l
, on conclut
que φ = ψ. D’ou` on obtient (ii).
Prenons maintenant h ∈ A(K) non affine. Du fait que h′′ = φh, on a
|h′′|(r) = |φ|(r)|h|(r) ∀r ∈]0,+∞[. Mais, d’apre`s le The´ore`me 1.7.2, |h′′|(r) ≤ 1
r2
|h|(r)
∀r ∈]0,+∞[. Puisque h n’est pas affine, h′′ n’est pas identiquement nulle. Par conse´quent
|φ|(r) ≤ 1
r2
et donc, quand r tend vers +∞, |φ|(r) tend vers 0 une contradiction. Ainsi
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c = 0, ce qui entraˆıne h′l − hl′ = 0 et h
l
constante. D’ou` on obtient (i).
Supposons maintenant que la caracte´ristique re´siduelle de K est nulle et h ∈ A(d(θ, R−))
admet au moins deux ze´ros dans d(θ, R−). Sans perte de ge´ne´ralite´, on suppose θ = 0.
Comme h ∈ A(d(0, R−)), elle peut eˆtre e´crite sous la forme
+∞∑
n=0
anx
n et on peut trouver
un disque d(0, s) ou` s ∈]0, R[, tel que h a au moins q ≥ 2 ze´ros dans d(0, s). Soit
t ∈]s, R[ tel que h a exactement q ze´ros dans d(0, t). Donc, d’apre`s le The´ore`me 1.5.3, on
a |h|(r) = |aq|rq ∀r ∈]s, t[. Par conse´quent, on en de´duit que |h′′|(r) = |q(q − 1)||aq|rq−2
∀r ∈]s, t[. Mais, puisque K est de caracte´ristique re´siduelle nulle, on a |q(q − 1)| = 1 et
donc |h′′|(r) = |aq|rq−2 ∀r ∈]s, t[, c’est-a`-dire |h′′|(r) = 1
r2
|h|(r) ∀r ∈]s, t[, ce qui entraˆıne
|φ|(r) = 1
r
∀r ∈]s, t[. Mais φ ∈ A(d(0, R−)) est non constante, donc elle ne peut pas eˆtre
une fonction de´croissante de r. Ainsi c = 0 et
h
l
. D’ou` on obtient (iii).
Remarque. L’hypothe`se “h ou l non affine” est indispensable dans le the´ore`me pre´ce´dent
car, par exemple, si h(x) = 3x−2 et l(x) = x+5, on a (h′l−hl′)(x) = 3(x+5)−(3x−2) 6= 0
∀x ∈ K une contradiction au the´ore`me pre´ce´dent.
De meˆme, l’hypothe`se “h a au moins deux ze´ros” est aussi indispensable dans le the´ore`me
pre´ce´dent. Voyons l’ exemple suivant :
Soit h(x) = exp(x) + exp(−x) et soit l(x) = exp(x) − exp(−x). Le rayon de conver-
gence de h et l est p−
1
p−1 si la caracte´ristique re´siduelle de K est p et 1 si la caracte´ristique
re´siduelle de K est 0. Si la caracte´ristique re´siduelle de K est 2, h a un ze´ro et si la
caracte´ristique re´siduelle de K est p 6= 2, h n’a pas de ze´ros. Donc h a au plus un ze´ro
et h′(x)l(x) − h(x)l′(x) = 4 ∀x ∈ d(0, p− 1p−1 ). On voit donc que h′l − hl′ peut eˆtre une
constante non nulle.
Remarque. Ici, on retrouve aussi le re´sultat suivant qui est bien connu et qui ne ne´cessite
pas des proprie´te´s ultrame´triques pour sa de´monstration :
”Soit F un corps alge`briquement clos de caracte´ristique nulle et soient P,Q ∈ F [x] ou`
deg(P ) ≥ 2. Si P ′Q− PQ′ = c, alors c = 0”.
De´monstration. — En effet, supposons c 6= 0. Il est clair que P et Q n’ont pas de ze´ros
communs et tous les ze´ros de P et Q sont simples. Donc
P ′′
P
n’a pas de poˆles et P ′′ est un
multiple de P . Ainsi deg(P ′′) ≥ deg(P ) une contradiction. Alors c = 0.
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The´ore`me 1.7.10. Soit f ∈ M(K) qui n’est pas une homographie. Si f n’admet aucun
poˆle multiple, alors la de´rive´e de f n’admet aucune valeur exceptionnelle.
De´monstration. — Soit f ∈ M(K) et soient h, l ∈ A(K) sans ze´ros communs, telles que
f =
h
l
. Alors f ′ =
h′l − hl′
l2
. Par conse´quent, si l a seulement des ze´ros simples, les fonc-
tions h′l − hl′ et l n’ont pas de ze´ros communs. Donc, les ze´ros de f ′ sont exactement les
ze´ros de h′l − hl′.
Supposons que f ′ n’a pas de ze´ros. Donc h′l−hl′ non plus. Alors, il existe une constante
c ∈ K \ {0} telle que h′l− hl′ = c, une contradiction au Lemme 1.7.2. Par conse´quent f ′ a
au moins un ze´ro.
Supposons maintenant qu’il existe b ∈ K \ {0} qui soit une valeur exceptionnelle de f ′.
Mais f−bx et f ont les meˆmes poˆles donc, d’apre`s le paragraphe ci-dessus, (f−bx)′ = f ′−b
a au moins un ze´ro, une contradiction. Ainsi f ′ n’a pas de valeurs exceptionnelles, ce qui
ache`ve la de´monstration.
Remarque. L’hypothe`se “f n’a que des poˆles simples” ne peut pas eˆtre omise puisque,
par exemple, si f(x) =
1
x2
on a donc f ′(x) = − 2
x3
, ce qui entraˆıne que 0 est une valeur
exceptionnelle.
The´ore`me 1.7.11. Soit f ∈ M(K) ∈ K(x) (resp. f ∈ Mu(d(θ, R−))). S’il existe une
valeur b ∈ K tel que f − b n’a qu’un nombre fini de ze´ros, alors pour chaque valeur c ∈ K
non nulle, la fonction f ′ − c a une infinite´ de ze´ros.
De´monstration. — Sans perte de ge´ne´ralite´, on suppose θ = 0.
Supposons que f − b et f ′ − c n’ont qu’un nombre fini de ze´ros, avec c 6= 0. Alors
ces fonctions peuvent eˆtre e´crites sous la forme
P
h
et
Q
l
respectivement ou` P,Q ∈ K[x] et
h, l ∈ A(K) (resp. h, l ∈ A(d(0, R−))). Alors f ′ − c = P ′h− Ph′ − ch2
h2
et on a donc
(P ′h− Ph′ − ch2) l = Q h2. (1.2)
Puisque f ∈M(K)\K(x) (resp. f ∈Mu(d(θ, R−))), on en de´duit que h aussi est trans-
cendante dans K
(
resp. non borne´e dans d(0, R−)
)
et donc, pour r assez grand
(
resp.
assez proche de R
)
, on a max
{|P ′h|(r), |Ph′|(r)} < |h2|(r) ce qui entraˆıne
|P ′h− Ph′ − ch2|(r) = |c||h2|(r). Par conse´quent, d’apre`s (1.2), on en de´duit que
|c||l|(r)|h2|(r) = |Q|(r)|h2|(r), c’est-a`-dire que |c||l|(r) = |Q|(r).
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D’autre part, d’apre`s le The´ore`me 1.7.2, pour r assez grand
(
resp. assez proche de R
)
,
on a |P ′h−Ph′|(r) ≤ |P |(r)|h|(r)
r
. Mais, d’apre`s (1.2), on a P ′h−hP ′ = (Q+cl)h2 et on a
donc |Q+cl|(r)|h|(r) ≤ |P |(r)
r
. Alors, du fait que h ∈ A(K)\K[x] (resp. h ∈ Au(d(θ, R−))),
on en de´duit que |Q + cl|(r) tend vers 0 quand r tend vers +∞ (resp. vers R−). Par
conse´quent Q + cl = 0 et donc f ′ = 0 ce qui entraˆıne que f est une constante, une
contradiction a` l’hypothe`se. Ainsi f ′ − c a une infinite´ de ze´ros.
Remarque. D’apre`s le the´ore`me pre´ce´dent on peut de´duire que si f ∈ M(K) \ K(x) ou
bien si f ∈ Mu(d(θ, R−)), alors l’unique valeur quasi-exceptionnelle que f ′ peut admettre
e´ventuellement est 0.
Le the´ore`me pre´ce´dent est seulement inte´ressant pour des fonctions me´romorphes puisque
si f ∈ A(K) ∈ K[x] (resp. f ∈ Au(d(θ, R−))), d’apre`s le Corollaire 1.7.4.1, la conclusion
est imme´diate, c’est-a`-dire que f et f ′ prennent tous les valeurs finies une infinite´ de fois.
1.7.4 Application du Lemme 1.7.2 a` des e´quations fonctionnelles
de la forme y(n) − ψy = 0
Les the´ore`mes suivants sont une application du Lemme 1.7.2, c’est-a` dire, sont une
application du proble`me du wronskien associe´ a` deux fonctions analytiques.
The´ore`me 1.7.12. Soit ψ ∈ A(K) (resp. ψ ∈ A(d(θ, R−))) et soit E l’e´quation diffe´rentielle
y(n)−ψy = 0. Soit E le sous-espace vectoriel de A(K) (resp. de A(d(θ, R−))) des solutions
de E. Si ψ ∈ A(K) est non constante (resp. ψ ∈ Au(d(θ, R−))), alors E = {0}. De plus,
si ψ ∈ Ab(d(θ, R−)) et ‖ψ‖d(θ,R−) > 1
Rn
, alors E = {0}.
De´monstration. — Soit h ∈ E ⊂ A(K). Supposons d’abord que h est non nulle et que
ψ ∈ A(K) est non constante. Comme h est solution de E , on a |h(n)|(r) = |ψ|(r)|h|(r)
∀r ∈]0,+∞[. Mais, d’apre`s le The´ore`me 1.7.2, on a |ψ|(r) ≤ 1
rn
une contradiction. Donc
E = {0}.
Maintenant, sans perte de ge´ne´ralite´, on assume θ = 0. Soit h ∈ A(d(θ, R−)). Suppo-
sons que h est non nulle et ψ ∈ Au(d(0, R−)). D’apre`s le The´ore`me 1.7.2, on a |ψ|(r) ≤ 1
rn
∀r ∈]0, R[. Donc ‖ψ‖d(0,R−) ≤ 1
Rn
, c’est-a`-dire que ψ ∈ Ab(d(0, R−)), une contradiction.
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Alors E = {0}. De meˆme, si ψ ∈ Ab(d(θ, R−)) et ‖ψ‖d(θ,R−) > 1
Rn
, ce qui contredit le fait
que
|h(n)|(r)
|h|(r) ≤
1
rn
∀r ∈]0, R[.
The´ore`me 1.7.13. Soit ψ ∈ M(K) (resp. ψ ∈ M(d(θ, R−))) et soit E l’e´quation
diffe´rentialle y′′ − ψy = 0. Soit E le sous-espace vectoriel de A(K) (resp. de A(d(θ, R−)))
des solutions de E. Alors la dimension de E est ou bien 0 ou bien 1.
De´monstration. — Soient h, l ∈ E non nulles. Donc h′′l − hl′′ = 0 ce qui entraˆıne
h′l − hl′ = c ou` c ∈ K. De plus, comme h et l sont non nulles, on en de´duit que h′′
et l′′ sont non nulles e´galement et donc, h et l sont non affines.
Supposons d’abord ψ ∈M(K). Si ψ ∈ A(K), d’apre`s le The´ore`me 1.7.12, on a E = {0}
et donc, la dimension de E est 0. Supposons maintenant ψ ∈ M(K) \ A(K). Si c 6= 0,
d’apre`s le Lemme 1.7.2, on a ψ ∈ A(K), une contradiction. Donc c = 0 et h′l − hl′ = 0.
Par conse´quent
h
l
est une constante et donc la dimension de E est au plus 1.
Maintenant supposons ψ ∈ Mu(d(θ, R−)). Si c 6= 0, d’apre`s le Lemme 1.7.2, on en
de´duit que ψ ∈ A(d(θ, R−)) ce qui entraˆıne ψ ∈ Au(d(θ, R−)). Par conse´quent, d’apre`s le
The´ore`me 1.7.12, on a E = {0} et donc, la dimension de E est 0. Si c = 0, on a h′l−hl′ = 0
et donc
h
l
est une constante, ce qui entraˆıne que la dimension de E est au plus 1.

Chapitre 2
The´orie de Nevanlinna sur un corps
ultrame´trique
2.1 Proprie´te´s classiques de la the´orie de Nevanlinna
lie´es aux fonctions me´romorphes
Parmi les me´thodes utilise´es dans les proble`mes de distribution de valeurs (complexe
aussi bien que p-adique) la The´orie de Nevanlinna joue un role majeur.
La the´orie de Nevanlinna p-adique a e´te´ introduite en 1989 par A. Boutabaa [10] dans
M(K) et ensuite, en 2001, lui et A. Escassut ont e´tendu cette the´orie aux fonctions dans
M(d(θ, R−)) en tenant compte du proble`me de Lazard.
Comme on l’a de´ja` explique´ dans le chapitre pre´ce´dent, au contraire des fonctions ra-
tionnelles, les fonctions me´romorphes transcendantes dans K ou les fonctions me´romorphes
non-borne´es dans d(θ, R−) ont, en ge´ne´ral, une infinite´ de ze´ros ou une infinite´ de poˆles.
Ne´anmoins, elles n’ont qu’un nombre fini de ceux-ci dans un disque ferme´ de rayon r
ou` r ∈]0,+∞[ (resp. r ∈]θ, R−[). Afin d’e´tudier la distribution des valeurs d’une fonc-
tion me´romorphe dans ce disque-la`, la the´orie de Nevanlinna associe a` chaque fonction
me´romorphe trois fonctions de r.
Soit f ∈M(K) (resp. f ∈M(d(0, R−))) n’ayant ni ze´ro ni poˆle en 0, et soit r ∈]0,+∞[(
resp. r ∈]0, R[). On note Z(r, f) la fonction de comptage des ze´ros de f dans d(0, r), c’est-
a`-dire si {an}n∈N est la suite finie ou infinie des ze´ros de f dans d(0, R−) avec un ordre de
multiplicite´ respectif sn, on pose
Z(r, f) :=
∑
|an|≤r
sn
(
log r − log |an|
)
.
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De meˆme, on note Z(r, f) la fonction de comptage des ze´ros de f sans prendre en compte
les multiplicite´s. On pose
Z(r, f) :=
∑
|an|≤r
(
log r − log |an|
)
.
D’une fac¸on analogue, on de´finit la fonction de comptage des poˆles de f dans d(0, r) et
pour cela on conside`re la suite finie ou infinie {bn}n∈N des poˆles de f dans d(0, R−) avec un
ordre de multiplicite´ respectif tn. On pose, comme on l’a fait ci-dessus,
N(r, f) :=
∑
|bn|≤r
tn
(
log r − log |bn|
)
et N(r, f) :=
∑
|bn|≤r
(
log r − log |bn|
)
.
Finalement, on de´finit la fonction de Nevanlinna (appele´ aussi la fonction caracte´ristique)
de f , quand f n’a ni ze´ro ni poˆle en 0, par
T (r, f) := max
{
Z(r, f) + log |f(0)|, N(r, f)}.
Remarquons que les fonctions Z(r, f),N(r, f) et T (r, f) ne changent pas, a` une constante
pre`s, si on change l’origine. Par conse´quent, si une fonction f admet un ze´ro ou un poˆle en
0, on peut re´aliser un changement d’origine pour rede´finir les fonctions Z(r, f), N(r, f) et
T (r, f).
Tout au long de cette the`se, on supposera que la fonction ℘ intervenant dans les fonc-
tions Z(r, ℘), N(r, ℘) et T (r, ℘) n’a pas de ze´ro en 0, si ℘ ∈ A(K) (resp. ℘ ∈ A(d(0, R−))),
et n’a ni ze´ro ni poˆles en 0, si ℘ ∈M(K) (resp. ℘ ∈M(d(0, R−))).
Avant de donner quelques proprie´te´s lie´es a` la the´orie de Nevanlinna on introduira les
notations suivantes.
Notations. Soient φ, ϕ et ψ trois fonctions re´elles de´finies dans un intervalle I =]θ,+∞[(
resp. I =]θ, R[
)
et soit r ∈ I. S’il existe une constante c ∈ R telle que φ(r) ≤ ψ(r)+cϕ(r),
on e´crira simplement φ(r) ≤ ψ(r) +O(ϕ(r)). Si |φ(r)− ψ(r)| est borne´e par une fonction
de la forme cϕ(r), on e´crira φ(r) = ψ(r) +O
(
ϕ(r)
)
.
Exemple :
(i) Soit P (x) =
q∑
n=1
anx
n ∈ K[x]. Alors Z(r, P ) = deg(P ) log r+O(1) pour r assez grand
dans ]0,+∞[.
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En effet, soit {γ1, ..., γt} l’ensemble des ze´ros de P ou` t ≤ q, et soient s1, ..., st les
ordres de multiplicite´ respectifs. Supposons A = sup
1≤j≤t
|γj|. Si r ∈]A,+∞[, on a
Z(r, P ) =
t∑
j=1
sj log
r
|γj| =
t∑
j=1
sj log
r
A
+
t∑
j=1
sj log
A
|γj|
=
t∑
j=1
sj log r − logA+
t∑
j=1
sj log
A
|γj| .
Mais
t∑
j=1
sj = q et
t∑
j=1
sj log
A
|γj| − logA = O(1). Par conse´quent
Z(r, P ) = deg(P ) log r +O(1).
(ii) Soit P (x) =
q∑
n=1
anx
n ∈ K[x] et Q(x) =
s∑
n=1
bnx
n ∈ K[x] deux polynoˆmes premiers
entre eux. Soit G = P
Q
∈ K(x). Alors T (r,G) = deg(G) log r + O(1) pour r assez
grand dans ]0,+∞[.
En effet, soit {γi}i∈I et soit {βj}j∈J l’ensemble des ze´ros de P et Q respectivement.
Supposons B = sup
i,j
{|γi|, |βj|}. D’apre`s l’exemple pre´ce´dent, pour r ∈]B,+∞[, on a
Z(r, P ) = deg(P ) log r +O(1) et Z(r,Q) = deg(Q) log r +O(1). Par conse´quent
T (r,G) = max{Z(r, P ) + log |P (0)|, Z(r,Q)} = max{ deg(P ), deg(Q)} log r +O(1)
ou`, par de´finition, max
{
deg(P ), deg(Q)
}
= deg(G).
Le the´ore`me suivant est une conse´quence de l’exemple pre´ce´dent.
The´ore`me 2.1.1.
(
Corollaire 2.7 [38]
)
Soit f ∈M(K) n’ayant ni ze´ro ni poˆle en 0. Alors
f /∈ K(x) si et seulement si lim
r→+∞
T (r, f)
log r
= +∞.
De´monstration. — Supposons d’abord que f ∈ K(x). Donc, d’apre`s l’exemple pre´ce´dent,
T (r, f) = deg(f) log r+O(1) pour r assez grand. Par conse´quent lim
r→+∞
T (r, f)
log r
= deg(f).
Supposons maintenant que f ∈ M(K) \ K(x). Alors, f admet ou bien une infinite´ de
ze´ros ou bien une infinite´ de poˆles et on a donc, T (r, f) > λ log r ∀λ > 0 ∀r ∈]0,+∞[.
Par conse´quent lim
r→+∞
T (r, f)
log r
= +∞.
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Pour le cas f ∈M(d(0, R−), on a le the´ore`me suivant.
The´ore`me 2.1.2.
(
The´ore`me 1.1 [15]
)
Soit f ∈ M(d(0, R−)) n’ayant ni ze´ro ni poˆle en
0. Alors f ∈Mb(d(0, R−)) si et seulement si T (r, f) est borne´e dans ]0, R[.
Le the´ore`me suivant sera tre`s utilise´ au long de tous les prochaines chapitres.
The´ore`me 2.1.3. Soient f, g ∈M(K) ∈ K(x) (resp. f, g ∈Mu(d(0, R−)) n’ayant ni ze´ro
ni poˆle en 0. Si lim sup
r→+∞
Z(r, g)
T (r, f)
> 0
(
resp. lim sup
r→R−
Z(r, g)
T (r, f)
> 0
)
alors g a une infinite´
de ze´ros.
De´monstration. — Supposons que g a seulement un nombre fini de ze´ros. Si
g ∈ M(K) \ K(x) (resp. g ∈Mu(d(0, R−))), il existe un polynoˆme P ∈ K[x] et une
fonction h ∈ A(K) ∈ K[x] (resp. h ∈ Au(d(0, R−))) tels que g(x) = P (x)
h(x)
et que P et h
n’aient pas de ze´ros communs.
Puisque lim sup
r→+∞
Z(r, g)
T (r, f)
> 0
(
resp. lim sup
r→R−
Z(r, g)
T (r, f)
> 0
)
, il existe A > 0 et une suite
d’intervalles
{
]rn, r
′
n[
}
n∈N avec limn→+∞
rn = +∞
(
resp. avec lim
n→+∞
rn = R
)
tels que
Z(r, g) ≥ T (r, f) + A ∀r ∈]rn, r′n[. Mais Z(r, g) = Z(r, P ) = deg(P ) log r +O(1). Donc
T (r, f) ≤ deg(P ) log r − A+O(1) ∀r ∈]rn, r′n[. (2.1)
Supposons d’abord que f ∈ M(K) \ K(x). D’apre`s le Corollaire 2.1.1, on a
lim
r→+∞
T (r, f)
log r
= +∞ ce qui contredit (2.1). Maintenant, si f ∈ Mu(d(0, R−)) d’apre`s
le The´ore`me 2.1.2, T (r, f) est non borne´e dans ]0, R[ ce qui contredit de nouveau (2.1).
Le The´ore`me 2.1.4 est imme´diat d’apre`s le The´ore`me 1.7.6.
The´ore`me 2.1.4. Soit f ∈M(d(0, R−)) n’ayant ni ze´ro ni poˆle en 0, et soit f̂ la fonction
me´romorphe de´finie par f dans d̂(0, R−) ⊂ K̂. Alors, les fonctions f et f̂ ont la meˆme
fonction de Nevanlinna, c’est-a`-dire que T (r, f) = T (r, f̂).
Maintenant, la formule qu’on donne dans le The´ore`me 2.1.5 ci-dessous est la version
ultrame´trique de la Formule de Jensen bien connue et qu’on utilisera assez fre´quemment
au long de tout notre travail.
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The´ore`me 2.1.5.
(
Lemme 2.1 [15]
)
Soit f ∈M(K) (resp. f ∈M(d(0, R−))) n’ayant ni
ze´ro ni poˆle en 0. Alors,
log
(|f |(r)) = Z(r, f)−N(r, f) + log (|f(0)|) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
De´monstration. — D’apre`s le The´ore`me 1.5.9, on de´duit que
v(f,− log r) = v(f(0))− Z(r, f) +N(r, f) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
Mais, comme on a de´ja` vu dans le chapitre pre´ce´dent, v(f,− log r) = − log (|f |(r)) et
v
(
f(0)
)
= − log (|f(0)|), ce qui ache`ve la de´monstration.
Corollaire 2.1.5.1. Soient f, g ∈ A(K) (resp. f, g ∈ A(d(0, R−))) non nulles en 0.
Supposons qu’il existe ρ ∈]0,+∞[ (resp. ρ ∈]0, R[) tel que |f |(r) = |g|(r) ∀r ∈]ρ,+∞[(
resp. ∀r ∈]ρ,R[), alors il existe η ∈ R+ tel que Z(r, f) = Z(r, g) + η ∀r ∈]ρ,+∞[ (resp.
∀r ∈]ρ,R[).
De´monstration. — Le corollaire est imme´diat d’apre`s le The´ore`me 2.1.5 puisque
N(r, f) = N(r, g) = 0 et η = log
∣∣∣ g(0)
f(0)
∣∣∣.
Corollaire 2.1.5.2.
(
Lemme 2.12 [15]
)
Soit f ∈ M(K) (resp. f ∈ M(d(0, R−))) telles
que f et f ′ n’aient ni ze´ro ni poˆle en 0. Alors Z
(
r,
f ′
f
)
≤ N
(
r,
f ′
f
)
− log r + O(1)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
De´monstration. — D’apre`s le The´ore`me 1.7.2, on sait que
|f ′|(r)
|f |(r) ≤
1
r
ce qui entraˆıne, en
conside´rant la croissance de la fonction logarithmique, que log
(∣∣∣f ′
f
∣∣∣(r)) ≤ − log r. Par
conse´quent, en appliquant a`
f ′
f
le the´ore`me pre´ce´dent, on obtient l’ine´galite´ de´sire´e.
Comme on avait de´ja` dit pre´ce`dement, la the´orie de Nevanlinna s’exprime par deux
the´ore`mes fondamentaux. Pour montrer le premier on aura besoin de la de´finition suivante.
De´finition. Soit f ∈M(K) (resp. f ∈M(d(0, R−))) non identiquement nulle. On note
m(r, f) := max
{
log
(|f |(r)), 0}.
La fonction m(r, ·) est appele´e fonction compensation.
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En conside´rant la de´finition ci-dessus, on obtient facilement le the´ore`me suivant :
The´ore`me 2.1.6.
(
The´ore`me I.1 [10]
)
Soient f, g ∈ M(K) (resp. f, g ∈ M(d(0, R−))).
Alors, quand les quantite´s intervenant ci-dessous sont bien de´finies, on a :
(i) m(r, f + g) ≤ max{m(r, f),m(r, g)}+O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
(ii) m(r, f − a) = m(r, f) +O(1) ∀a ∈ K, ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
(iii) m(r, f · g) ≤ m(r, f) +m(r, g) +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
(iv) m(r, a · f) = m(r, f) +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
(v) m
(
r,
f ′
f
)
= 0 ∀r ∈ [1,+∞[ (resp. ∀r ∈ [1, R[).
De´monstration. — Puisque | · |(r) est une valeur absolue ultrame´trique pourM(K) (resp.
pour M(d(0, R−))), elle satisfait l’ine´galite´ triangulaire ultrame´trique, c’est-a`-dire que
|f + g|(r) ≤ max{|f |(r), |g|(r)}, et aussi |f · g|(r) = |f |(r) · |g|(r). Par conse´quent, graˆce
a` la croissance de la fonction logarithmique, on de´duit sans difficulte´ (i), (iii) et (iv).
Si |f |(r) > |a|, pour r assez grand (resp. assez proche de R−), on a |f − a|(r) = |f |(r),
d’ou` m(r, f − a) = m(r, f). Alors que, si |f |(r) ≤ |a|, on a |f − a|(r) ≤ |a|, ce qui en-
traine |m(r, f−a)−m(r, f)| ≤ log |a| et ainsi m(r, f−a) = m(r, f)+O(1) et alors on a (ii).
D’apre`s le The´ore`me 1.7.2, on a
|f ′|(r)
|f |(r) ≤
1
r
. Par conse´quent, pour r ≥ 1, on a
m
(
r,
f ′
f
)
= 0 ce qui entraˆıne (v).
On appelle le Premier The´ore`me Fondamental de Nevanlinna le The´ore`me 2.1.7 et il est
un analogue du The´ore`me 1.2 [34] sur C, mais sa de´monstration est beaucoup plus simple.
The´ore`me 2.1.7.
(
The´ore`me I.1 [10]
) (
Premier The´ore`me Fondamental de Nevanlinna
)
Soit f ∈ M(K) (resp. f ∈ M(d(0, R−))) non identiquement nulle et n’ayant ni ze´ro ni
poˆle en 0. Alors,
T (r, f) = m(r, f) +N(r, f) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
De´monstration. — D’apre`s le The´ore`me 2.1.5, on a
Z(r, f) + log
(|f(0)|) = log (|f |(r))+N(r, f) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
Par conse´quent, max
{
Z(r, f) + log
(|f(0)|), N(r, f)} = max{log (|f |(r)), 0} + N(r, f).
Mais, comme T (r, f) = max
{
Z(r, f)+log
(|f(0)|), N(r, f)} etm(r, f) = max{log (|f |(r)), 0}
la de´monstration est acheve´e.
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Comme une conse´quence imme´diate du the´ore`me pre´ce´dent, on a les corollaires suivants.
Corollaire 2.1.7.1. Soit f ∈ A(K) (resp. f ∈ A(d(0, R−))) non nulle en 0. Alors,
T (r, f) = Z(r, f) + O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[). De plus, il existe ρ ∈]0,+∞[(
resp. ρ ∈]0, R[) tel que, pour b 6= f(0), on a Z(r, f) = Z(r, f − b) ∀r ∈]ρ,+∞[ (resp.
∀r ∈]ρ,R[).
Corollaire 2.1.7.2.
(
The´ore`mes I.2 - I.3 [10]
)
Soit f ∈ M(K) (resp. f ∈ M(d(0, R−)))
non nulle et telle que f n’a ni ze´ro ni poˆle en 0. Alors T
(
r,
1
f
)
= T (r, f) + O(1)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R−[). Soit a ∈ K non nulle et diffe´rente de f(0). Alors
T (r, af) = T (r, f) + O(1) and T (r, f − a) = T (r, f) + O(1) ∀r ∈]0,+∞[ (resp.
∀r ∈]0, R−[).
De´monstration. — En sachant que les poˆles de f , af et f − a sont les meˆmes, la premie`re
et la deuxie`me e´galite´ sont e´videntes d’apre`s le The´ore`me 2.1.6 (ii)-(iv) et le The´ore`me
2.1.7.
Soit r ∈]0,+∞[ (resp. r ∈]0, R[). D’apre`s la de´finition de m(r, ·), on de´duit que
m(r, f)−m
(
r,
1
f
)
= max
{
log
(|f |(r)), 0}+ min{ log (|f |(r)), 0},
c’est-a`-dire que m(r, f) − m
(
r,
1
f
)
= log
(|f |(r)). Donc, d’apre`s les The´ore`mes 2.1.5 et
2.1.7, on de´duit que T (r, f) = T
(
r,
1
f
)
+ log
(|f(0)|).
Les proprie´te´s ope´ratoires sont assez semblables a` celles connues dans C. Toutefois la
proprie´te´ (iv) ci-dessous est spe´cifique a` l’analyse ultrame´trique.
The´ore`me 2.1.8.
(
The´ore`me I.1 [10]
)
Soient f, g ∈M(K) (resp f, g ∈M(d(0, R−))) non
identiquement nulle et n’ayant ni ze´ro ni poˆles en 0. Alors,
(i) T (r, f + g) ≤ T (r, f) + T (r, g) +O(1)
(ii) T (r, f · g) ≤ T (r, f) + T (r, g) +O(1).
Si h est une fonction homographique, alors
(iii) T (r, h ◦ f) = T (r, f) +O(1).
De plus, si f, g ∈ A(K) (resp. f, g ∈ A(d(0, R−))), alors
(iv) T (r, f + g) ≤ max{T (r, f), T (r, g)}+O(1).
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De´monstration. — (i) D’apre`s le The´ore`me 2.1.6(i), on de´duit que
m(r, f + g) +N(r, f + g) ≤ max{m(r, f),m(r, g)}+N(r, f) +N(r, g)
≤ m(r, f) +N(r, f) +m(r, g) +N(r, g),
d’ou` T (r, f + g) ≤ T (r, f) + T (r, g) +O(1).
(ii) De meˆme, d’apre`s le The´ore`me 2.1.6(iii), on de´duit que
m(r, f · g) +N(r, f · g) ≤ (m(r, f) +m(r, g))+N(r, f) +N(r, g),
d’ou` T (r, f · g) ≤ T (r, f) + T (r, g) +O(1).
(iii) Si h est affine, (iii) est e´vident. Supposons maintenant que h n’est pas une fonction
affine, alors on peut e´crire h ◦ f sous la forme a + b
f
. Donc, d’apre`s le corollaire 2.1.7.2,
T (r, h ◦ f) = T
(
r,
b
f
)
= T (r, f) +O(1).
(iv) Puisque N(r, f) = N(r, g) = 0, l’ine´galite´ est imme´diatement de´duite du
The´ore`me 2.1.6 (i).
Lemme 2.1.1.
(
Lemme 2.4 [15]
)
Soit f ∈ M(d(0, R−)) et soit ε > 0. Il existe alors
h, l ∈ A(d(0, R−)) telles que f = h
l
ve´rifiant Z(r, h) ≤ Z(r, f)+ε et Z(r, l) ≤ N(r, f)+ε
∀r ∈]0, R[.
Corollaire 2.1.8.1. Soit f ∈ M(K) (resp. f ∈ M(d(0, R−))) n’ayant ni ze´ro ni poˆle en
0. Il existe h, l ∈ A(K) (resp. h, l ∈ A(d(0, R−))) telles que f = h
l
ve´rifiant
max
{
T (r, h), T (r, l)
} ≤ T (r, f) +O(1).
De´monstration. — Si f ∈M(K), il existe h, l ∈ A(K) telles que f = h
l
et
Z(r, h) = Z(r, f) +O(1) et Z(r, l) = N(r, f) + O(1) ∀r ∈]0,+∞[. Par conse´quent
max
{
Z(r, h), Z(r, l)
} ≤ max{Z(r, f) +N(r, f)}+O(1) ∀r ∈]0,+∞[.
Maintenant, si f ∈ M(d(0, R−)), d’apre`s le Lemme 2.1.1, pour ε > 0 fixe´, il existe
h, l ∈ A(d(0, R−)) telles que f = h
l
et Z(r, h) ≤ Z(r, f) + ε et Z(r, l) ≤ N(r, f) + ε
∀r ∈]0, R[. Donc, max{Z(r, h), Z(r, l)} ≤ max{Z(r, f), N(r, f)}+ ε ∀r ∈]0, R[.
En sachant que max
{
Z(r, f), N(r, f)
} ≤ T (r, f)+O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[)
et en sachant que, d’apre`s le Corollaire 2.1.7.1, Z(r, h) = T (r, h) + O(1) et
Z(r, l) = T (r, l) +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[), on ache`ve la de´monstration.
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2.2 Proprie´te´s classiques de la The´orie de Nevanlinna
lie´es aux fonctions me´romorphes et leurs de´rive´es
Ici, on montrera quelques applications de la the´orie de Nevanlinna, lesquelles e´tablissent
des liens entre des fonctions me´romorphes et leurs de´rive´es. Nous allons d’abord montrer
une version ultrame´trique d’une ine´galite´ classique bien connue dans la the´orie de distribu-
tion des valeurs, l’ine´galite´ de Milloux.
The´ore`me 2.2.1.
(
Lemme 2.6 [15]
)
Soit f ∈ M(K) (resp. f ∈ M(d(0, R−))) telle que
f (k) (k ∈ N) n’a ni ze´ro ni poˆle en 0. Alors
N
(
r, f (k)
)
= N(r, f) + kN(r, f)− log r +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R−[)
et
Z
(
r, f (k)
) ≤ Z(r, f) + kN(r, f)− log r +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R−[).
De´monstration. — Pour obtenir la premie`re ine´galite´ il suffit voir que chaque poˆle γ de f
d’ordre s est un poˆle de f (k) d’ordre s+ k.
Montrons maintenant la deuxie`me ine´galite´. Soit r ∈]0,+∞[ (resp. r ∈]0, R[). D’apre`s
le The´ore`me 2.1.5, on sait que Z(r, f ′) − N(r, f ′) + log (|f ′(0)|) = log (|f ′|(r)) et
Z(r, f) − N(r, f) + log (|f(0)|) = log (|f |(r)). Mais, d’apre`s le The´ore`me 1.7.2, on a
|f ′|(r) ≤ |f |(r)
r
et donc, en conside´rant la croissance de la fonction logarithmique,
log
(|f ′|(r)) ≤ log (|f |(r))− log r. Par conse´quent,
Z(r, f ′) ≤ Z(r, f) +N(r, f ′)−N(r, f)− log r +O(1).
Mais, d’apre`s la premie`re ine´galite´, N(r, f ′)−N(r, f) = N(r, f). Donc,
Z(r, f ′) ≤ Z(r, f) +N(r, f)− log r +O(1).
La ge´ne´ralisation de cette ine´galite´ est obtenue par re´currence. Supposons que l’ine´galite´
pre´ce´dente est vraie pour tout k ≤ t. Alors Z(r, f (t+1)) ≤ Z(r, f (t))+N(r, f (t))−log r+O(1)
et donc,
Z
(
r, f (t+1)
) ≤ Z(r, f) +N(r, f) + ...+N(r, f)︸ ︷︷ ︸
(t−1)−fois
+N
(
r, f (t)
)− log r +O(1),
ce qui ache`ve la de´monstration puisque N
(
r, f (t)
)
= N(r, f).
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Remarque. L’ine´galite´ du the´ore`me pre´ce´dent n’est pas valable si on conside`re des fonc-
tions me´romorphes dans C. Voici un contre-exemple :
Soit f(x) = esin(x). Il est facile de voir que f ∈ A(C) n’a pas de ze´ros dans C. Donc
Z(r, f) = 0 ∀r ∈]0,+∞[. Puisque f ′(x) = cos(x)esin(x), on a
lim
r→+∞
Z(r, f ′) = Z
(
r, cos(x)
)
= +∞.
Par conse´quent lim
r→+∞
Z(r, f ′) − Z(r, f) = +∞, ce qui contredit l’ine´galite´ du
The´ore`me 2.2.1.
Corollaire 2.2.1.1.
(
Lemme 2.7 [15]
)
Soit f ∈M(K) (resp. f ∈M(d(0, R−))) telle que
f (k) (k ∈ N) n’a ni ze´ro ni poˆle en 0. Alors T(r, f (k)) ≤ (k+1)T (r, f)+O(1) ∀r ∈]0,+∞[(
resp. ∀r ∈]0, R−[).
En particulier, si f ∈ A(K) (resp. f ∈ A(d(0, R−))) est telle que f (k) (k ∈ N) n’a pas de
ze´ro en 0. Alors T
(
r, f (k)
) ≤ kT (r, f) +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R−[).
De´monstration. — Le corollaire est imme´diat puisque dans le the´ore`me pre´ce´dent on a
N(r, f) ≤ N(r, f) et max{Z(r, f), N(r, f)} ≤ T (r, f) + O(1) ∀r ∈]0,+∞[ (resp.
∀r ∈]0, R[).
Corollaire 2.2.1.2. Soit f ∈ M(K) (resp. f ∈ M(d(0, R−))) et soit f˘ une primitive de
f telles que f et f˘ n’ont pas de ze´ro ni poˆle en 0. Alors
T (r, f˘) ≤ T (r, f) + Z(r, f˘)− Z(r, f) +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
De´monstration. — D’apre`s le The´ore`me 2.2.1, f et f˘ satisfont N(r, f) = N(r, f˘) +N(r, f˘)
et Z(r, f) ≤ Z(r, f˘) +N(r, f˘)− log r +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[). Par suite
N(r, f˘) ≤ N(r, f˘) +N(r, f˘) + Z(r, f˘)− Z(r, f)− log r +O(1)
= N(r, f) + Z(r, f˘)− Z(r, f)− log r +O(1).
Mais N(r, f) ≤ T (r, f) +O(1) et donc
N(r, f˘) ≤ T (r, f) + Z(r, f˘)− Z(r, f)− log r +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
D’autre part, puisque Z(r, f) ≤ T (r, f) +O(1), on a
Z(r, f˘) ≤ T (r, f) + Z(r, f˘)− Z(r, f) +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
Par conse´quent, en conside´rant que T (r, f˘) = max{Z(r, f˘)+log |f˘(0)|, N(r, f˘)}, on obtient
l’ine´galite´ de´sire´e.
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Le lemme suivant est facile a` ve´rifier et on l’utilise assez fre´quemment dans le Chapitre 4.
Lemme 2.2.1. Soit f ∈M(K) (resp. f ∈M(d(0, R−))) telle que f et f ′ n’ont ni ze´ro ni
poˆle en 0. Soient n, k ∈ N et soit a ∈ K non nulle et diffe´rente de f(0). Alors
Z(r, fn(f − a)kf ′) = nZ(r, f) + kZ(r, f − a) + Z(r, f ′) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
De´monstration. — Puisque les poˆles de fn(f − a)kf ′ sont exactement les poˆles de f , sans
compter les multiplicite´s, on en de´duit qu’ils ne sont pas ze´ros de f ni de f − a ni de f ′.
Par conse´quent, si γ est un ze´ro de f ou bien de f − a ou bien de f ′, alors γ sera aussi un
ze´ro de fn(f − a)kf ′ et donc, ωγ
(
fn(f − a)kf ′) = nωγ(f) + kωγ(f − a) + ωγ(f ′) > 0 d’ou`
on de´duit que
Z(r, fn(f − a)kf ′) = nZ(r, f) + kZ(r, f − a) + Z(r, f ′)
quel que soit r ∈]0,+∞[ (resp. r ∈]0, R[ ), ce qui ache`ve la de´monstration.
Notation. Pour mieux exprimer les prochains e´nonce´s, on introduit les notations suivantes.
Soit f ∈ M(K) ou f ∈ M(d(0, R−)), et soit P une proprie´te´ ve´rifie´e dans une partie de
K. On note Z(r, f : x satisfaisant P) (resp. Z(r, f : x satisfaisant P)) la fonction de comp-
tage des ze´ros de f quand la proprie´te´ P est satisfaite, en prenant en compte (resp. sans
prendre en compte
)
les multiplicite´s. De plus, on note Z1(r, f)
(
resp. N1(r, f)
)
la fonction
de comptage des ze´ros
(
resp. des poˆles
)
simples de f dans le disque d(0, r).
Le lemme ci-dessous est un lemme classique et facile a` ve´rifier.
Lemme 2.2.2.
(
Lemme 2.10 [15]
)
Soient a1, ..., aq ∈ K tels que ai 6= aj pour tout i 6= j,
et soit f ∈ M(K) (resp. f ∈M(d(0, R−))) telle que f, f ′, f − ai (i = 1, ..., q) n’ont pas de
ze´ro en 0. Alors,
q∑
i=1
(
Z(r, f − ai) − Z(r, f − ai)
)
= Z(r, f ′) − Z(r, f ′ : f(x) 6= 0, ai) ∀r ∈]0,+∞[ (resp.
r ∈]0, R[).
De´monstration. — Pour montrer le lemme on utilise les proprie´te´s suivantes. D’abord
Z(r, f) − Z(r, f) compte tous les ze´ros de f en diminuant de une unite´ son ordre de mul-
tiplicite´. Ensuite, si γ est un ze´ro d’ordre s de f , alors γ est un ze´ro d’ordre s − 1 de
f ′.
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2.2.1 L’ine´galite´ de Milloux ultrame´trique
L’ine´galite´ de Milloux est bien connue dans C
(
voir The´ore`me 3.2 [35]
)
pour e´tablir
des liens entre les ze´ros d’une fonction me´romorphe et les ze´ros de ses de´rive´es. Nous al-
lons montrer ici une ine´galite´ analogue pour des fonctions entie`res
(
resp. analytiques dans
d(θ, R−)
)
ultrame´triques qui sera utile pour l’e´tude d’unicite´ des fonctions qui partagent
une valeur en ignorant les multiplicite´s.
The´ore`me 2.2.2.
(
Ine´galite´ de Milloux ultrame´trique
)
Soit f ∈ A(K) (resp. f ∈ Au(d(0, R−))) telle que f(0)f ′(0)f ′′(0) 6= 0, et soit a ∈ K \ {0}.
Alors, pour r ∈]0,+∞[ (resp. r ∈]0, R−[), on a
T (r, f) ≤ 2Z(r, f)+Z(r, f ′−a)−Z(r, f ′′ : f ′(x) 6= a, (f(x), f ′(x)) 6= (0, 0))−Z1(r, f)−log r+O(1).
De´monstration. — Soit r ∈]0,+∞[ (resp. pour r ∈]0, R[). D’apre`s le Lemme 2.2.2, on
de´duit que
Z(r, f)− Z(r, f) = Z(r, f ′)− Z(r, f ′ : f(x) 6= 0). (2.2)
Donc, on a aussi Z(r, f ′ − a) = Z(r, f ′ − a) + Z(r, f ′′ − a)− Z(r, f ′′ − a : f ′(x) 6= a). Mais
f ′ est analytique donc, d’apre`s le Corollaire 2.1.7.1, on de´duit que
Z(r, f ′) = Z(r, f ′ − a) + Z(r, f ′′)− Z(r, f ′′ : f ′(x) 6= a)+O(1). (2.3)
Ainsi, d’apre`s (2.2) et (2.3), on obtient
Z(r, f) = Z(r, f) + Z(r, f ′ − a) + Z(r, f ′′)− Z(r, f ′′ : f ′(x) 6= a)− Z(r, f ′ : f(x) 6= 0)+O(1).
(2.4)
Par ailleurs, remarquons que la diffe´rence entre Z(r, f) et Z1(r, f) correspond a` la fonc-
tion de comptage des ze´ros multiples de f sans prendre en compte les multiplicite´s, c’est-
a`-dire que
Z(r, f)− Z1(r, f) = Z
(
r, f ′ : f(x) = 0
)− Z(r, f ′′ : f ′(x) = f(x) = 0). (2.5)
Remarquons aussi que Z(r, f ′) = Z
(
r, f ′ : f(x) = 0
)
+ Z
(
r, f ′ : f(x) 6= 0) et, d’apre`s le
The´ore`me 2.2.1, on a Z(r, f ′′) ≤ Z(r, f ′)− log r +O(1). Donc, on obtient
Z(r, f ′′) ≤ Z(r, f ′ : f(x) = 0)+ Z(r, f ′ : f(x) 6= 0)− log r +O(1).
Alors, d’apre`s (2.5), on a
Z(r, f ′′) ≤ Z(r, f)− Z1(r, f) + Z
(
r, f ′′ : f ′(x) = f(x) = 0
)
+ Z
(
r, f ′ : f(x) 6= 0) −
− log r +O(1). (2.6)
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Par conse´quent, en conside´rant (2.6) dans (2.4), on obtient
Z(r, f) ≤ 2Z(r, f) + Z(r, f ′ − a)− Z1(r, f) + Z
(
r, f ′′ : f ′(x) = f(x) = 0
)−
− Z(r, f ′′ : f ′(x) 6= a)− log r +O(1). (2.7)
Mais,
Z
(
r, f ′′ : f ′(x) 6= a)− Z(r, f ′′ : f ′(x) = f(x) = 0)
= Z
(
r, f ′′ : f ′(x) 6= a, f ′(x) 6= 0)+ Z(r, f ′′ : f ′(x) 6= a, f(x) 6= 0)
≥ Z(r, f ′′ : f ′(x) 6= a, (f(x), f ′(x)) 6= (0, 0)).
d’ou`
Z
(
r, f ′′ : f ′(x) = f(x) = 0
)− Z(r, f ′′ : f ′(x) 6= a) ≤ −Z(r, f ′′ : f ′(x) 6= a, (f(x), f ′(x)) 6= (0, 0)).
Donc, d’apre`s (2.7), on obtient
Z(r, f) ≤ 2Z(r, f)+Z(r, f ′−a)−Z1(r, f)−Z
(
r, f ′′ : f ′(x) 6= a, (f(x), f ′(x)) 6= (0, 0))−log r+O(1).
Mais f ∈ A(K) (resp. f ∈ A(d(0, R−))) et donc, d’apre`s le Corollaire 2.1.7.1, on a
Z(r, f) = T (r, f) +O(1). Ainsi, on obtient l’ine´galite´ de´sire´e
T (r, f) ≤ 2Z(r, f)+Z(r, f ′−a)−Z1(r, f)−Z
(
r, f ′′ : f ′(x) 6= a, (f(x), f ′(x)) 6= (0, 0))−log r+O(1).
2.2.2 Deuxie`me The´ore`me Fondamental de Nevanlinna
Comme l’on avait de´ja` signale´, le Deuxie`me The´ore`me Fondamental de Nevanlinna est
l’un des the´ore`mes les plus utilise´ dans la the´orie de distribution de valeurs. La version
ultrame´trique a e´te´ d’abord introduite par A. Boutabaa [11], en conside´rant le corps tout
entier K, et ensuite lui meˆme et A. Escassut [15] ont e´tendu ce the´ore`me a` d(0, R−). Les
deux the´ore`mes suivants montrent ce the´ore`me sous deux formes diffe´rentes. Pour avoir
une ide´e de son proce´de´, on reproduira l’une des de´monstrations qui de´coule des lemmes
2.1.1, 2.2.2 et du lemme suivant :
Lemme 2.2.3.
(
Lemme 2.9 [15]
)
Soient a1, ..., aq ∈ K tels que ai 6= aj quand i 6= j.
Soient h, l ∈ A(K) (resp. h, l ∈ A(d(0, R−))). Il existe A ∈ R et, pour chaque r ∈]0,+∞[(
resp. r ∈]0, R[), il existe λ(r) ∈ {1, ..., q} tels que Z(r, h−ail) ≥ max{Z(r, h), Z(r, l)}+A
∀i 6= λ(r) (i = 1, ..., q), ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
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The´ore`me 2.2.3.
(
The´ore`me 1.4 [15]
) (
Deuxie`me The´ore`me Fondamental de Nevanlinna (1)
)
Soient a1, ..., aq ∈ K (q ≥ 2). Soit f ∈M(K)
(
resp. f ∈M(d(0, R−))) n’ayant ni ze´ro ni
poˆle en 0 et telle que f ′ et f − ai ne sont pas nulles en 0. Alors
(q− 1) T (r, f) ≤
q∑
i=1
Z(r, f − ai) +Z(r, f ′)−Z(r, f ′ : f(x) 6= ai ∀i = 1, ..., q)− log r+O(1)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[). De plus, si f ∈ A(K) (resp. f ∈ A(d(0, R−))), alors
q T (r, f) ≤
q∑
i=1
Z(r, f − ai) + Z(r, f ′) − Z(r, f ′ : f(x) 6= ai ∀i = 1, ..., q) − log r + O(1)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
The´ore`me 2.2.4.
(
The´ore`me 1.4’ [15]
) (
Deuxie`me The´ore`me Fondamental de Nevanlinna (2)
)
Soient a1, ..., aq ∈ K ou` q ≥ 2. Soit f ∈ M(K)
(
resp. f ∈ M(d(0, R−))) n’ayant ni ze´ro
ni poˆle en 0 et telle que f ′ et f − ai ne sont pas nulles en 0. Alors
(q− 1) T (r, f) ≤
q∑
i=1
Z(r, f − ai) +N(r, f)−Z(r, f ′ : f(x) 6= ai ∀i = 1, ..., q)− log r+O(1)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
De´monstration. — Soit f ∈ M(K) (resp. f ∈ M(d(0, R−))). Il existe h, l ∈ A(K) (resp.
h, l ∈ A(d(0, R−))) telles que f = h
l
. D’apre`s le Lemme 2.2.3, il existe A ∈ R et, pour
chaque r ∈]0,+∞[ (resp. r ∈]0, R[), il existe λ(r) ∈ {1, ..., q} tel que
Z(r, h− ai) ≥ max
{
Z(r, h), Z(r, l)
}
+ A ∀i 6= λ(r).
Si f ∈ M(K), on sait que Z(r, h) = Z(r, f) + O(1) et Z(r, l) = N(r, f) + O(1)
∀r ∈]0,+∞[. Maintenant, si f ∈ M(d(0, R−)) d’apre`s le Lemme 2.1.1, on a
Z(r, h) ≤ Z(r, f) + 1 et Z(r, l) ≤ N(r, f) + 1 ∀r ∈]0, R−[. Par conse´quent, il existe
B ∈ R∗+ tel que
Z(r, h− ail) ≥ T (r, f) +B ∀i 6= λ(r), ∀r ∈]0,+∞[
(
resp. ∀r ∈]0, R[). (2.8)
D’autre part, rappelons qu’un diviseur de´fini dans K ou dans d(θ, R−) est une fonction a`
support fini, a` valeurs dans N. On peut donc de´finir la diffe´rence de deux diviseurs, qui est
alors une fonction a` support fini, a` valeurs dans Z. On a alorsD(h)−D(l) := D
(h
l
)
−D
( l
h
)
.
Par conse´quence
D(h− ail) = D(f − ai) +D(l)−D
( 1
f − ai
)
= D(f − ai) +D(l)−D
( 1
f
)
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et donc, en conside´rant la fonction de comptage des ze´ros, on de´duit que
Z(r, h − ail) = Z(r, f − ai) + Z(r, l) − Z
(
r,
1
f
)
. Mais Z
(
r,
1
f
)
= N(r, f) et
Z(r, l) ≤ N(r, f) + 1. Donc
Z(r, h− ail) ≤ Z(r, f − ai) + 1 ∀i ∈ {1, ..., q}, ∀r ∈]0,+∞[
(
resp. ∀r ∈]0, R[). (2.9)
Par conse´quent, d’apre`s (2.9) et (2.8), on obtient
(q − 1)
[
T (r, f) +B
]
≤
q∑
i=1, i6=λ(r)
Z(r, h− ail) ≤
q∑
i=1, i6=λ(r)
Z(r, f − ai) + (q − 1)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[) et donc, en prenant C = (q − 1)(1−B), on obtient
(q − 1) T (r, f) ≤
q∑
i=1
Z(r, f − ai) + C − Z
(
r, f − aλ(r)
) ∀r ∈]0,+∞[ (resp.r ∈]0, R[).
Ainsi, d’apre`s le Lemme 2.2.2, on a
(q − 1) T (r, f) ≤
q∑
i=1
Z(r, f − ai) + Z(r, f ′)− Z
(
r, f − aλ(r)
)− Z(r, f ′ : f(x) 6= ai ∀i = 1, ..., q)+ C
(2.10)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
Par ailleurs, puisque f et f − ai ont les meˆmes de´rive´es, pour chaque i ∈ {1, ..., q}, il
existe une constante ci ∈ R telle que
Z(r, f ′) = Z
(
r, (f − ai)′
)
= Z(r, f − ai) + N(r, f − ai) + ci − log r ∀r ∈]0,+∞[
(
resp.
∀r ∈]0, R[). En particulier, pour i = λ(r), en posant M = max
1≤i≤q
{ci}, on obtient
Z(r, f ′) ≤ Z(r, f − aλ(r))+N(r, f − aλ(r))+M − log r.
Mais N
(
r, f − aλ(r)
)
= N(r, f) et donc,
Z(r, f ′) ≤ Z(r, f − aλ(r))+N(r, f) +M − log r ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[). (2.11)
Par conse´quent, si f ∈M(K), d’apre`s (2.10) et (2.11), on obtient
(q−1) T (r, f) ≤
q∑
i=1
Z(r, f−ai)+N(r, f)−Z(r, f ′ : f(x) 6= ai ∀i = 1, ..., q)−log r+(C+M)
∀r > 0.
Si f ∈M(d(0, R−)), il existe N ∈ R tel que pour r assez proche de R, on a − log r ≤ N et
donc (q − 1) T (r, f) ≤
q∑
i=1
Z(r, f − ai) + N(r, f)− Z(r, f ′ : f(x) 6= ai ∀i = 1, ..., q) + O(1)
∀r ∈]0, R[, ce qui ache`ve la de´monstration.
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Remarque. Le terme − log r est tre`s utile quand f ∈ M(K). Par contre, il devient sans
effet quand f ∈M(d(θ, R−)). On utilisera cette proprie´te´ assez fre´quemment surtout dans
le Chapitre 4, ce qui permet d’ame´liorer les re´sultats obtenus dans C par rapport a` l’unicite´
des fonctions.
2.3 Petites Fonctions
De´finition et Notation. Soient f, α ∈M(K) (resp. f, α ∈M(d(0, R−))) n’ayant ni ze´ro
ni poˆle en 0. La fonction α est appele´e petite fonction par rapport a` f si elle satisfait :
lim
r→+∞
T (r, α)
T (r, f)
= 0
(
resp. lim
r→R−
T (r, α)
T (r, f)
= 0
)
.
On note Mf (K)
(
resp. Mf (d(0, R−))
)
l’ensemble des fonctions me´romorphes qui sont
petites par rapport a` f dans K
(
resp. dans d(0, R−)
)
et de meˆme, on note
Af (K) =Mf (K)
⋂A(K) (resp. Af (d(0, R−)) =Mf (d(0, R−))⋂A(d(0, R−))).
Si f ou α admettent 0 comme un ze´ro ou un poˆle, par un changement de variable on
peut se ramener a` ce que l’origine ne soit ni un ze´ro, ni un poˆle de f et de α et par suite,
la proprie´te´ ne de´pend pas de l’origine.
Si une fonction re´elle ψ de´finie dans ]0,+∞[ (resp. dans ]0, R[) satisfait que
lim
r→+∞
ψ(r)
T (r, f)
= 0
(
resp. lim
r→R−
ψ(r)
T (r, f)
= 0
)
, on e´crit simplement Sf (r) a` la place de ψ(r)
ou bien on dit que “ ψ est de la forme Sf (r) ”.
D’apre`s le The´ore`me 2.1.8, on peut de´duire facilement le lemme suivant :
Lemme 2.3.1. Af (K)
(
resp A(d(θ, R−))) est une K−sous-alge`bre de A(K) (resp. de
A(d(θ, R−))) et Mf (K) (resp. M(d(θ, R−))) est son corps de fractions.
Le the´ore`me suivant est de´ja` bien connu en analyse complexe et en analyse ultrame´trique(
voir The´ore`me 5.2 [38]
)
. Il ge´ne´ralise d’une certain fac¸on le The´ore`me 2.1.8. Ici, on donnera
une nouvelle de´monstration.
The´ore`me 2.3.1. Soit f ∈M(K) (resp. f ∈M(d(0, R−))) et soit P ∈Mf (K)[X] (resp.
P ∈ Mf (d(0, R−))[X]
)
de degre´ n, tels que f et P (f) n’ont ni ze´ro ni poˆle en 0. Alors,
pour tout r ∈]0,+∞[ (resp. r ∈]0, R[), on a T(r, P (f)) = nT (r, f) + Sf (r). De plus, si
P ∈ K[X], alors T (r, P (f)) = nT (r, f) +O(1).
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De´monstration. — Supposons d’abord f ∈ M(K). Il existe h, l ∈ A(K) sans ze´ros
communs et telles que f =
h
l
. Soit P (X) =
n∑
i=1
αiX
i. Donc P (f) =
n∑
i=0
Aih
iln−i
Bln
ou`
Ai ∈Mf (K) (i=1,...,n). Alors, pour r ∈]0,+∞[, on a Z
(
r, P (f)
) ≤ Z(r, n∑
i=0
Aih
iln−j
)
et, d’apre`s le The´ore`me 2.1.8, on voit que
Z
(
r,
n∑
i=0
Aih
iln−j
)
≤ max
0≤i≤n
Z(r, Aih
iln−i) ≤ nT (r, f) + Sf (r).
Donc Z
(
r, P (f)
) ≤ nT (r, f) + Sf (r).
D’autre part, pour r ∈]0,+∞[, on a N(r, P (f)) ≤ N(r, Bln) et, d’apre`s le
The´ore`me 2.1.8, N(r, Bln) ≤ nT (r, f) + Sf (r). Ainsi N
(
r, P (f)
) ≤ nT (r, f) + Sf (r).
Par conse´quent,
T
(
r, P (f)
)
= max
{
Z
(
r, P (f)
)
+ log
∣∣(P ◦ f)(0)∣∣, N(r, P (f))} ≤ nT (r, f) + Sf (r).
Maintenant, il nous reste a` montrer que nT (r, f) + Sf (r) ≤ T
(
r, P (f)
)
. Supposons
le contraire. Donc, il existe ρ > 0 suffisamment petit, et il existe une suite d’intervalles{
]r′m, r
′′
m[
}
m∈N ou` limm→+∞
r′m = +∞, tels que T
(
r, P (f)
) ≤ ρnT (r, f) ∀r ∈ +∞⋃
m=1
]r′m, r
′′
m[.
Alors, en particulier, N
(
r, P (f)
) ≤ ρnT (r, f) ∀r ∈ +∞⋃
m=1
]r′m, r
′′
m[. Mais
N
(
r, P (f)
) ≥ N(r, Bln)−N(r, n∑
i=0
Ai
)
= N
(
r, Bln
)
+ Sf (r)
et donc, il existe q ∈ N et λ > ρ assez petit, tels que λnT (r, f) > N(r, Bln) ∀r ∈
+∞⋃
m=q
]r′m, r
′′
m[,
d’ou` on de´duit que T (r, f) = T (r, h) +O(1) ∀r ∈
+∞⋃
m=q
]r′m, r
′′
m[ et donc
T
(
r, P (f)
)
= T
(
r,
n∑
i=0
Aih
iln−i
)
∀r ∈
+∞⋃
m=q
]r′m, r
′′
m[. (2.12)
Par ailleurs, on peut remarquer aussi qu’il existe s ∈ N tel que
λT (r, Anh
n) > T (r, Aih
iln−i) ∀j = 1, ..., n − 1 ∀r ∈
+∞⋃
m=s
]r′m, r
′′
m[, ce qui implique que
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i=0
Aih
iln−j
∣∣∣(r) = |Anhn|(r) ∀r ∈ +∞⋃
m=s
]r′m, r
′′
m[ et ainsi, comme ce sont des fonctions
entie`res, on a T
(
r,
n∑
i=0
Aih
iln−j
)
= T (r, Anh
n) + O(1) ∀r ∈
+∞⋃
m=s
]r′m, r
′′
m[. Par conse´quent,
il existe µ > λ assez petit, et t ∈ N (t ≥ s) tels que
T
(
r,
n∑
i=0
Aih
iln−j
)
> µnT (r, f) ∀r ∈
+∞⋃
m=t
]r′m, r
′′
m[,
ce qui entraˆıne d’apre`s (2.12) que T
(
r, P (f)
)
> µnT (r, f) ∀r ∈
+∞⋃
m=t
]r′m, r
′′
m[, une contra-
diction a` ce qu’on avait suppose´ et cela ache`ve la de´monstration pour f ∈M(K).
Dans le cas f ∈M(d(0, R−)), on conside`re la fonction me´romorphe f̂ de´finie par f dans
d̂(0, R−) ⊂ K̂ et, d’apre`s le The´ore`me 1.7.5 sans perte de ge´ne´ralite´, on peut supposer K̂
sphe´riquement complet. Alors f =
h
l
ou` h, l ∈ A(d(0, R−)) n’ont pas de ze´ros communs,
et d’apre`s le The´ore`me 2.1.4, les fonctions T (r, f̂) et T (r, f) sont exactement les meˆmes.
Le reste de la de´monstration est analogue au cas f ∈M(K).
Graˆce au the´ore`me pre´ce´dent, on peut montrer assez facilement les the´ore`mes qui
suivent :
The´ore`me 2.3.2. Soit f ∈ M(K) (resp. f ∈ M(d(θ, R−))). Alors Mf (K)(
resp. Mf (d(θ, R−))
)
est un corps alge´briquement ferme´ dans M(K)(
resp. dans M(d(θ, R−))).
De´monstration. — Soit g ∈ M(K) (resp. g ∈ M(d(θ, R−))). Supposons que g est
alge´brique surMf (K)
(
resp. surMf (d(θ, R−))
)
. Soient α1, ..., αq dansMf (K)
(
resp. dans
Mf (d(θ, R−))
)
et soit P (g) =
q∑
n=0
αn(x)g
n le polynoˆme minimal de g surMf (K)
(
resp. sur
Mf (d(θ, R−))
)
. Donc αq(x) = 1.
Sans perte de ge´ne´ralite´, on peut suppose que θ = 0 et qu’aucune αn (n = 0, ..., q − 1)
n’admet ni ze´ro ni poˆle en 0. Posons Q(g) = −
q−1∑
n=0
αn(x)g
n. D’apre`s le The´ore`me 2.3.1,
pour r ∈]0,+∞[ (resp. r ∈]0, R[), on a T (r, gq) = q T (r, g) +O(1) et de plus,
T
(
r,Q(g)
) ≤ (q−1)T (r, g)+Sf (r). Par conse´quent T (r, g) est de la forme Sf (r), c’est-a`-dire
que g ∈Mf (K)
(
resp. g ∈Mf (d(0, R−))
)
ce qui ache`ve la de´monstration.
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D’une fac¸on analogue on peut montrer le the´ore`me suivant :
The´ore`me 2.3.3. Le corps K(x)
(
resp. Mb(d(θ, R−))
)
est alge´briquement ferme´ dans
M(K) (resp. dans M(d(θ, R−))).
A` partir des the´ore`mes pre´ce´dents, le corollaire qui suit est imme´diat.
Corollaire 2.3.3.1. Soit f ∈ M(K) \ K(x) (resp. f ∈ Mu(d(θ, R−))). Alors f est
transcendante sur Mf (K)
(
resp. sur Mf (d(θ, R−))
)
. En particulier, f est transcendante
sur K(x)
(
resp. sur Mb(d(θ, R−))
)
.
Le Corollaire 2.3.3.1 justifie la de´finition suivante :
De´finition. Soit f ∈M(K). On dira que f est transcendante si f /∈ K(x).
Le Lemme 2.3.2 est une application du The´ore`me 2.3.1 qu’on utilise plus fre´quemment
dans le Chapitre 4.
Lemme 2.3.2. Soit f ∈ M(K) (resp. f ∈ M(d(0, R−))) et soit α ∈ Mf (K) (resp.
α ∈ Mf (d(0, R−))
)
telles que f et α n’ont ni ze´ro ni poˆle en 0. Soient a ∈ K \ {0} et
n, k ∈ N. Supposons F = f
n(f − a)kf ′
α
. Alors
T (r, F ) ≥ (n+ k)T (r, f)− Sf (r) ∀r ∈]0,+∞[
(
resp. ∀r ∈]0, R[).
De plus, si α ∈ K(x), on a
T (r, F ) ≥ (n+ k)T (r, f)− deg(α) log r ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
De´monstration. — Il est clair que Z(r, F ) ≥ Z(r, fn(f −a)kf ′)−Z(r, α). Mais, d’apre`s le
Lemma 2.2.1, Z(r, fn(f−a)kf ′) ≥ Z(r, fn(f−a)k). Donc Z(r, F ) ≥ Z(r, fn(f−a)k)−Sf (r).
D’autre part, on voit que N(r, F ) ≥ N(r, fn(f − a)k)−N(r, α). Comme N(r, α) est de la
forme Sf (r), on en de´duit que N(r, F ) ≥ N(r, fn(f − a)k)− Sf (r). Ainsi,
T (r, F ) = max{Z(r, F ) + log |F (0)|, N(r, F )}
≥ max{Z(r, fn(f − a)k)− Sf (r) +O(1), N(r, fn(f − a)k)− Sf (r) +O(1)}
= T (r, fn(f − a)k)− Sf (r).
Mais, d’apre`s le The´ore`me 2.3.1, on a T (r, fn(f − a)k) = (n + k)T (r, f) + O(1). Par
conse´quent, l’ine´galite´ ci-dessus est re´duite a` T (r, F ) ≥ (n + k)T (r, f) − Sf (r) + O(1), ce
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qui ache`ve la premie`re partie de la de´monstration.
Supposons maintenant α =
P
Q
∈ K(x) ou` P,Q ∈ K[x]. Alors
Z(r, α) = deg(P ) log r +O(1), N(r, α) = deg(Q) log r +O(1) et
T (r, α) = deg(α) log r+O(1) ≥ max{Z(r, α), N(r, α)}, ce qui ache`ve la de´monstration.
Corollaire 2.3.3.2. Soient f, α ∈ M(K) (resp. f, α ∈ M(d(0, R−))) et soient n, k ∈ N
et a ∈ K \ {0}. Supposons F = fn(f − a)kf ′. Si α ∈ Mf (K)
(
resp. α ∈ Mf (d(0, R−))
)
alors α ∈MF (K)
(
resp. α ∈MF (d(0, R−))
)
.
Un the´ore`me utile et classique, bien connu sur C, est le The´ore`me Fondamental de Ne-
vanlinna sur trois petites fonctions qui permet de remplacer trois valeurs a1, a2, a3 ∈ C par
trois petites fonctions α1, α2, α3 ∈M(C) dans l’application de ce The´ore`me. Ce the´ore`me
a e´te´ ge´ne´ralise´ sur C a` n petites fonctions par Katsutoshi Yamanoi [58].
Le The´ore`me de Nevanlinna sur trois petites fonctions a e´te´ aussi e´tabli pour des fonc-
tions me´romorphes ultrame´triques dans K par P. C. Hu et C. C. Yang [39] en suivant la
de´monstration connue dans C. Cette de´monstration permet d’e´tablir e´galement le the´ore`me
pour des fonctions me´romorphes ultrame´triques dans le disque d(0, R−). Jusqu’a` pre´sent
dans le contexte ultrame´trique, il n’existe aucun the´ore`me analogue a` celui de K. Yamanoi
qui ge´ne´raliserait le The´ore`me de Nevanlinna sur trois petites fonctions a` n petites fonctions.
Ici, on insistera sur une version particulie`re pour des fonctions analytiques et quelques
corollaires qu’on utilisera par la suite.
The´ore`me 2.3.4.
(
The´ore`me 2.21 [39]
) (
The´ore`me de Nevanlinna sur trois petites fonctions
)
Soit f ∈ M(K) (resp. f ∈ M(d(0, R−))) non-constante et n’ayant ni ze´ro ni poˆle en 0.
Soient α1, α2, α3 ∈ Mf (K)
(
resp. α1, α2, α3 ∈ Mf (d(0, R−))
)
distinctes et telles que, si αi
n’est pas identiquement nulle, elle ve´rifie αi(0) 6= 0,∞ (i = 1, 2, 3). Alors, pour r ∈]0,+∞[(
resp. r ∈]0, R[), on a
T (r, f) ≤
3∑
i=1
Z(r, f − αi) + S(r),
ou` S(r) = 4T (r, α1) + 4T (r, α2) + 5T (r, α3) +O(1).
Corollaire 2.3.4.1. Soit f ∈M(K) (resp. f ∈M(d(0, R−))) non-constante et n’ayant ni
ze´ro ni poˆle en 0. Soit α ∈Mf (K)
(
resp. α ∈Mf (d(0, R−))
)
n’ayant ni ze´ro ni poˆle en 0.
Alors, pour r ∈]0,+∞[ (resp. r ∈]0, R[), on a
T (r, f) ≤ Z(r, f) + Z(r, f − α) +N(r, f) + S(r),
ou` S(r) = 4T (r, α) +O(1).
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De´monstration. — En prenant α1 = −1, α2 = 1
α− 1 et α3 = 0 dans le The´ore`me 2.3.4
et en appliquant cela a` ψ =
1
f − 1, on obtient le corollaire.
Remarque. Dans le the´ore`me et dans le corollaire pre´ce´dent, comme S(r) de´pend seule-
ment de T (r, αi) et αi ∈ Mf (K)
(
resp. αi ∈ Mf (d(0, R−))
)
, toutes les T (r, αi) sont de la
forme Sf (r) et donc, sans perte de ge´ne´ralite´, on peut remplacer S(r) par Sf (r).
D’apre`s le Corollaire 2.3.4.1, le corollaire suivant est imme´diat.
Corollaire 2.3.4.2. Soient f, g ∈ M(K) (resp. f, g ∈ M(d(0, R−))) n’admettant ni ze´ro
ni poˆle en 0. Soit α ∈ Mf (K)
(
resp. α ∈ Mf (d(0, R−))
)
n’ayant ni ze´ro ni poˆle en 0. Si
f + g = α alors, pour r ∈]0,+∞[ (resp. r ∈]0, R[), on a
T (r, f) ≤ Z(r, f) + Z(r, g) +N(r, f) + Sf (r).
Corollaire 2.3.4.3. Soit f ∈ M(K) (resp. f ∈ M(d(0, R−))) non constante et n’ayant
ni ze´ro ni poˆle en 0. Soit α ∈ Mf (K)
(
resp. α ∈ Mf (d(0, R−))
)
telle que α(0) 6= 0,∞ et
soit n ≥ 2 un entier. Alors, pour r ∈]0,+∞[ (resp. r ∈]0, R[), on a
(n− 2)T (r, f) ≤ Z(r, fn − α) + Sf (r).
De´monstration. — Comme fn ∈ M(K) et α ∈ Mfn(K)
(
resp. fn ∈ M(d(0, R−))), et
α ∈ Mfn(d(0, R−)
)
, en appliquant le Corollaire 2.3.4.1 a` fn, pour r ∈]0,+∞[ (resp.
r ∈]0, R[), on a
T (r, fn) ≤ Z(r, fn) + Z(r, fn − α) +N(r, fn) + Sf (r).
Mais Z(r, fn) ≤ Z(r, f), N(r, fn) ≤ N(r, f) et max{Z(r, f), N(r, f)} ≤ T (r, f) +O(1).
De plus, d’apre`s le The´ore`me 2.3.1, T (r, fn) = nT (r, f) + O(1). Par conse´quent, pour
n ≥ 2, on a
(n− 2)T (r, f) ≤ Z(r, fn − α) + Sf (r)
ce qui ache`ve la de´monstration.
Le the´ore`me suivant est l’analogue du The´ore`me 2.3.4 mais cette fois en prenant des
fonctions analytiques dans K
(
resp. dans d(0, R−)
)
.
The´ore`me 2.3.5. Soit f ∈ A(K) (resp. f ∈ A(d(0, R−))) non constante et non nulle
en 0. Soient α1, α2 ∈ Af (K)
(
resp. α1, α2 ∈ Af (d(0, R−))
)
distinctes et telles que, si αi
n’est pas identiquement nulle, elle ve´rifie αi(0) 6= 0, f(0) (i = 1, 2). Alors, pour r ∈]0,+∞[(
resp. r ∈]0, R[), on a
T (r, f) ≤ Z(r, f − α1) + Z(r, f − α2) + S(r),
ou` S(r) = 2T (r, α1) + 3T (r, α2) +O(1).
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De´monstration. — Posons ψ =
f − α1
f − α2 et supposons, sans perte de ge´ne´ralite´, que 0 n’est
ni ze´ro ni poˆle de ψ. En conside´rant les proprie´te´s basiques de la fonction de Nevanlinna
qu’on a de´ja` montre´es dans les the´ore`mes pre´ce´dents, on obtient
T (r, f) ≤ T (r, f − α2) + T (r, α2) +O(1)
≤ T
(
r,
α2 − α1
f − α2
)
+ T
(
r,
1
α2 − α1
)
+ T (r, α2) +O(1)
≤ T
(
r, 1 +
α2 − α1
f − α2
)
+ 2T (r, α2) + T (r, α1) +O(1)
= T (r, ψ) + 2T (r, α2) + T (r, α1) +O(1),
pour tout r ∈]0,+∞[ (resp. r ∈]0, R[). Mais, d’apre`s le The´ore`me 2.2.4, on a
T (r, ψ) ≤ Z(r, ψ) + Z(r, ψ − 1) +N(r, ψ) +O(1)
≤ Z(r, f − α1) + Z(r, α1 − α2) + Z(r, f − α2) +O(1)
≤ Z(r, f − α1) + T (r, α1 − α2) + Z(r, f − α2) +O(1)
≤ Z(r, f − α1) + Z(r, f − α2) + T (r, α1) + T (r, α2) +O(1),
ce qui entraˆıne l’ine´galite´ de´sire´e.
Le Corollaire 2.3.5.1 est facile a` ve´rifier, en prenant en compte que S(r) de´pend seule-
ment de T (r, αi) qui, d’apre`s le The´ore`me 2.1.2, est borne´e dans ]0, R[.
Corollaire 2.3.5.1. Soit f ∈ Au(d(0, R−)) non nulle en 0. Soient α1, α2 ∈ Ab(d(0, R−))
distinctes et telles que, si αi n’est pas identiquement nulle, elle ve´rifie αi(0) 6= 0, f(0)
(i = 1, 2). Alors, pour r ∈]0, R[, on a
T (r, f) ≤ Z(r, f − α1) + Z(r, f − α2) +O(1).
Chapitre 3
Distribution des ze´ros des fonctions
me´romorphes sur un corps
ultrame´trique ou sur un disque
3.1 Conjecture de Hayman sur un corps ultrame´trique
3.1.1 Introduction
Le but de ce chapitre est d’e´tudier la distribution des ze´ros des fonctions me´romorphes
dans le corps K et dans le disque d(θ, R−) ⊂ K. On va d’abord e´tudier la fameuse conjec-
ture de Hayman dans le contexte ultrame´trique. Ensuite, dans le prolongement de cette
e´tude, on e´tudie la distribution des ze´ros des fonctions me´romorphes de la forme P ′(f)f ′
ou` P est un polynoˆme.
Conjecture :
Soient f ∈ M(K) transcendante (resp. f ∈ Mu(d(θ, R−))), T ∈ K(x) et m ∈ N∗. Alors
la fonction f ′ + T fm a une infinite´ de ze´ros dans K (resp. dans d(θ, R−)) qui ne sont pas
ze´ros de f .
Remarque. Tout ze´ro multiple de f est e´videmment un ze´ro de f ′ + T fm sauf peut-eˆtre
un nombre fini d’eux qui sont poˆles de T . C’est pourquoi on ne s’inte´resse qu’aux ze´ros de
f ′ + T fm qui ne sont pas ze´ros de f .
D’autre part, posons g =
1
f
. Alors
f ′ + T fm = − 1
gm
(
gm−2g′ − T ). (3.1)
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Donc, il est facile de voir que les ze´ros de f ′ + T fm qui ne sont pas ze´ros de f sont les
ze´ros de gm−2g′ − T quand m ≥ 3. Par conse´quent, en prenant n = m − 2, la conjecture
pre´ce´dente implique que :
Si g ∈ M(K) est transcendante (resp. g ∈ Mu(d(0, R−))), T ∈ K(x) et n ∈ N∗, alors la
fonction g′gn − T a une infinite´ de ze´ros dans K (resp. dans d(θ, R−)).
Cette question a e´te´ e´tudie´e dans C durant plus de 35 ans en prenant pour T une
constante complexe non nulle a. En 1967
(
[36], Proble`me 1.19
)
, W. K. Hayman conjecture
que si
g ∈ M(C) est non constante et n ∈ N, alors g′gn prend chaque valeur finie non nulle.
Ante´rieurement il avait montre´ cela pour n ≥ 3. Plus pre´cise´ment, en 1959, il avait montre´
que si g est une fonction me´romorphe transcendante, g′gn prend chaque valeur finie non
nulle une infinite´ de fois quand n ≥ 3 ([34], The´ore`me 9). Il obtenait la meˆme conclusion
quand g est entie`re et n ≥ 2 ([34], The´ore`me 10). En 1967, J. Clunie a obtenu cette
conclusion dans [20] quand g est entie`re et n = 1. Douze ans plus tard, en 1979, E. Mues(
[50], Satz 3
)
a re´solu le cas g me´romorphe et n = 2. Finalement, en 1995, W. Bergweiler
et A. Eremenko dans [8] et se´pare´ment H. H. Chen et M. L. Fang dans [17] ont re´solu le
cas g me´romorphe et n = 1. Ainsi, la conjecture de Hayman est re´solue dans C, c’est-a`-dire
que “la fonction f ′ + afm a une infinite´ de ze´ros dans C qui ne sont pas ze´ros de f quand
f ∈ M(C) est transcendante et m ≥ 3”. De plus, dans C, on trouve des contre-exemples
montrant que f ′ + fm peut ne pas avoir de ze´ros quand m = 1 ou m = 2.
Contre-exemples bien connus de la conjecture dans C :
m = 1 La fonction f ′ + f n’a pas de ze´ros si f(x) = ex.
m = 2 La fonction f ′ + f 2 n’a pas de ze´ros si f(x) = tan(−x).
3.1.2 De´veloppement de la Conjecture de Hayman
Voici maintenant les re´sultats obtenus apre`s avoir e´tudie´ la conjecture de Hayman sur
le corps ultrame´trique K et aussi sur le disque ouvert d(θ, R−). Les de´monstrations sont
assez diffe´rentes de celles donne´es dans le corps complexe C.
La conjecture de Hayman pour des fonctions analytiques
D’abord, la solution de la conjecture pour des fonctions analytiques ultrame´triques est
presque imme´diate et un peu plus ge´ne´rale que dans le cas classique. Pour l’obtenir on
utilisera des proprie´te´s e´le´mentaires de l’analyse ultrame´trique et on supposera pour des
raisons techniques que R > 1.
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The´ore`me 3.1.1. Soit f ∈ A(K) transcendante (resp. f ∈ Au(d(θ, R−))) et soit
α ∈ Af (K) non identiquement nulle
(
resp. soit α ∈ Af (d(θ, R−)) telle que
lim
r→R−
|α|(r)R > 1). La fonction f ′ + αfm a une infinite´ de ze´ros qui ne sont pas ze´ros
de f pour tout m ∈ N∗.
De´monstration. — Supposons que f ∈ A(K) (resp. f ∈ Au(d(θ, R−))). Il existe
ρ ∈]0,+∞[ tel que |α|(r) > 0 ∀r ∈]ρ,+∞[
(
resp. puisque lim
r→R−
|α|(r)R > 1, par continuite´
il existe ρ ∈]1, R[ tel que |α|(r) > 1
r
∀r ∈]ρ,R[
)
. De plus, d’apre`s le The´ore`me 1.7.2, on sait
que |f ′|(r) ≤ 1
r
|f |(r) ∀r ∈]0,+∞[ (resp. ∀r ∈]1, R[), ce qu’implique que |f ′|(r) < |αf |(r)
∀r ∈]ρ,+∞[ (resp. ∀r ∈]ρ,R[). Par conse´quent |f ′|(r) < |αfm|(r) ∀r ∈]ρ,+∞[ (resp.
∀r ∈]ρ,R[), ce qui entraˆıne |f ′ + αfm|(r) = |αfm|(r) ∀r ∈]ρ,+∞[ (resp. ∀r ∈]ρ,R[).
Soit {rn}n∈N une suite croissante ou` lim
n→+∞
rn = +∞
(
resp. lim
n→+∞
rn = R
)
, telle que f
admette au moins un ze´ro dans C(θ, rn) et |f ′ + αfm|(r) = |αfm|(r) ∀r ∈ [r1,+∞[
(
resp.
∀r ∈ [r1, R[
)
. Puisque |f ′ + αfm|(r) = |αfm|(r) dans un voisinage de rn, on en de´duit que
ν+(f ′ + αfm, rn)− ν−(f ′ + αfm, rn) = ν+(αfm, rn)− ν−(αfm, rn)
pour chaque n ∈ N et rn ∈]ρ,+∞[
(
resp. rn ∈]ρ,R[
)
, car ν+(f ′+αfm, rn)−ν−(f ′+αfm, rn)
et ν+(αfm, rn)− ν−(αfm, rn) correspondent au nombre de ze´ros de f ′ + αfm et αfm dans
C(θ, rn) respectivement. Alors, le nombre de ze´ros de f
′ + αfm dans C(θ, rn) est e´gal au
nombre de ze´ros de αfm dans C(θ, rn), en prenant en compte les multiplicite´s.
D’autre part, si ωγ(f) > 0, on a ωγ(f
′+αfm) = ωγ(f)−1. Donc, chaque ze´ro de f dans
C(θ, rn) est ou bien un ze´ro de f
′+αfm d’ordre strictement infe´rieur a` l’ordre comme ze´ro
de f , ou bien il n’est pas un ze´ro de f ′+αfm. Mais, puisque le nombre de ze´ros de f ′+αfm
dans C(θ, rn) est e´gal au nombre de ze´ros de αf
m dans C(θ, rn), en prenant en compte les
multiplicite´s, la fonction f ′ + αfm doit avoir au moins un ze´ro dans C(θ, rn) qui n’est pas
un ze´ro de f . Comme ceci est vrai pour tout n ∈ N, on peut conclure que f ′ + αfm a une
infinite´ de ze´ros dans K
(
resp. dans d(θ, R−)
)
qui ne sont pas ze´ros de f .
Remarque. Jusqu’a` pre´sent, dans C, le re´sultat pre´ce´dent est valable seulement si on
prend pour α une constante complexe non nulle et m ≥ 3. Pour m = 1 et m = 2, il existe
des contre-exemples.
Remarque. Comme conse´quence des Corollaires 1.5.6.1 et 1.5.6.1, on de´duit que la fonc-
tion gng′ n’a pas de valeurs quasi-exceptionnelles dans K
(
resp. dans d(θ, R−)
)
quand
g ∈ A(K) transcendante (resp. g ∈ Au(d(θ, R−))) et n ∈ N∗.
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En prenant en compte la premie`re partie de la de´monstration du the´ore`me pre´ce´dent
et puisque, au contraire du cas classique, toute fonction f ∈ A(K) transcendante (resp.
f ∈ Au(d(θ, R−))
)
n’admet pas de valeurs quasi-exceptionnelles, alors le The´ore`me 3.1.2,
analogue au The´ore`me 8 [34], est imme´diat.
The´ore`me 3.1.2. Soit f ∈ A(K) transcendante (resp. f ∈ Au(d(θ, R−))) et soit
α ∈ Af (K) non identiquement nulle
(
resp. soit α ∈ Af (d(θ, R−)) telle que lim
r→R−
|α|(r)R > 1).
La fonction f ′ + αfm prend chaque valeur finie une infinite´ de fois quel que soit m ∈ N∗.
La conjecture de Hayman dans un corps ultrame´trique de caracte´ristique re´sidue-
lle quelconque
Maintenant, on e´tudiera la conjecture de Hayman pour des fonctions me´romorphes ul-
trame´triques dans K et dans le disque d(θ, R−). D’abord on l’e´tudie sur un corps de
caracte´ristique re´siduelle quelconque et ensuite sur un corps de caracte´ristique re´siduelle
nulle. Dans les The´ore`mes 3.1.3 et 3.1.4 et les corollaires qui suivent le The´ore`me 3.1.4, on
supposera pour des raisons techniques que R > 1
The´ore`me 3.1.3. Soient f ∈ M(K) transcendante (resp. f ∈ Mu(d(θ, R−))) et
T ∈ K(x). Si lim
r→+∞
|T |(r) > 0
(
resp. lim
r→R−
|T |(r)R > 1
)
, alors f ′ + T f a une infinite´
de ze´ros qui ne sont pas ze´ros de f .
De´monstration. — D’abord on montrera qu’il existe ρ ∈]0,+∞[ (resp. ρ ∈]1, R[) tel
que |f ′|(r) < |T f |(r) ∀r ∈]ρ,+∞[ (resp. ∀r ∈]ρ,R[). D’apre`s le The´ore`me 1.7.2, on sait
que |f ′|(r) ≤ 1
r
|f |(r) ∀r ∈]0,+∞[ (resp. ∀r ∈]1, R[). Si f ∈ M(K), l’existence de ρ
est imme´diate puisque lim
r→+∞
|T |(r) > 0. Supposons maintenant que f ∈ Mu(d(θ, R−)).
Comme
lim
r→R−
|T |(r)R > 1, par continuite´ il existe ρ ∈]1, R[ tel que |T |(r) > 1
r
∀r ∈]ρ,R[ et
donc |f ′|(r) < |T f |(r) ∀r ∈]ρ,R[. Par conse´quent, on de´duit que |f ′ + T f |(r) = |T f |(r)
∀r ∈]ρ,+∞[ (resp. ∀r ∈]ρ,R[).
Si on suppose que f a un nombre fini de poˆles, alors il est clair que f a une infinite´
de ze´ros car f ∈ M(K) est transcendante (resp. f ∈Mu(d(θ, R−))). De plus, comme f a
seulement un nombre fini de poˆles et T ∈ K(x), il existe une suite croissante {rn}n∈N ou`
lim
n→+∞
rn = +∞
(
resp. lim
n→+∞
rn = R
)
, telle que f admette des ze´ros mais aucun poˆle dans
C(θ, rn), T n’admette ni ze´ro ni de poˆle dans C(θ, rn) et |f ′ + T f |(r) = |T f |(r) ∀r ≥ r1(
resp. ∀r ∈ [r1, R[
)
. Puisque |f ′ + T f |(r) = |T f |(r) dans un voisinage de rn, on a donc
ν+(f ′ + T f, rn)− ν−(f ′ + T f, rn) = ν+(f, rn)− ν−(f, rn), (3.2)
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ou` ν+(f ′ + T f, rn)− ν−(f ′ + T f, rn) et ν+(f, rn)− ν−(f, rn) correspondent au nombre de
ze´ros en prenant en compte les multiplicite´s, de f ′+ T f et f dans C(θ, rn) respectivement.
Donc, f ′+ T f a des ze´ros dans C(θ, rn) et le nombre de ze´ros de f ′+ T f dans C(θ, rn) est
e´gal au nombre de ze´ros de f dans C(θ, rn) en prenant en compte les multiplicite´s.
D’autre part, chaque ze´ro de f dans C(θ, rn) est ou bien un ze´ro de f
′ + T f d’ordre
strictement infe´rieur a` l’ordre comme ze´ro de f , ou bien il n’est pas un ze´ro de f ′ + T f .
Donc, d’apre`s (3.2), il existe au moins un ze´ro de f ′ + T f qui n’est pas un ze´ro de f dans
C(θ, rn). Comme c’est vrai pour tout n ∈ N, on conclut que f ′+ T f a une infinite´ de ze´ros
qui ne sont pas ze´ros de f .
Maintenant, si on suppose que f a une infinite´ de poˆles, alors il existe une suite {rn}n∈N
ou` lim
n→+∞
rn = +∞
(
resp. lim
n→+∞
rn = R
)
, telle que f admette des poˆles dans C(θ, rn),
T n’admette ni ze´ro ni de poˆle dans C(θ, rn) et |f ′ + T f |(r) = |T f |(r) ∀r ≥ r1
(
resp.
∀r ∈ [r1, R[
)
.
Notons sn et tn le nombre de ze´ros et de poˆles de f dans C(θ, rn) respectivement, et γn
et τn le nombre de ze´ros et de poˆles de f
′ + T f dans C(θ, rn) respectivement. Alors,
ν+(f, rn) − ν−(f, rn) = sn − tn et ν+(f ′ + T f, rn) − ν−(f ′ + T f, rn) = γn − τn. Comme
|f ′ + T f |(r) = |T f |(r) dans un voisinage de rn, on a
ν+(f, rn)− ν−(f, rn) = ν+(f ′ + T f, rn)− ν−(f ′ + T f, rn),
c’est-a`-dire, sn − tn = γn − τn dans C(θ, rn). Mais τn est aussi le nombre de poˆles de f ′
dans C(θ, rn) en prenant en compte les multiplicite´s, et comme T n’admet pas de ze´ros ni
de poˆles dans C(θ, rn), on de´duit que τn > tn ce qui entraˆıne γn > sn. Alors, f
′ + T f a
au moins un ze´ro dans C(θ, rn) qui n’est pas un ze´ro de f . Puisque c’est vrai pour tout
n ∈ N, on conclut que f ′ + T f a une infinite´ de ze´ros qui ne sont pas ze´ros de f .
Remarque. Le the´ore`me pre´ce´dent n’est pas valable dans C puisque, si on conside`re
f(x) = ex, la fonction f ′ + f n’a pas de ze´ros dans C.
The´ore`me 3.1.4. Soit f ∈M(K) transcendante (resp. f ∈Mu(d(θ, R−)), soit
T = A
B
∈ K(x) ou` deg(A) ≥ deg(B) et soit m ∈ N. Si lim sup
r→+∞
|f |(r) > 0 (resp.
lim sup
r→R−
|f |(r) = +∞) et m ≥ 3, alors f ′+T fm a une infinite´ de ze´ros qui ne sont pas ze´ros
de f .
De´monstration. — D’abord on montrera qu’il existe une suite croissante d’intervalles{
]r′n, r
′′
n[
}
n∈N ou` ρ < r
′
n < r
′′
n < r
′
n+1 et lim
n→+∞
r′′n = +∞
(
resp. lim
n→+∞
r′′n = R
)
, telle que
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|f ′ + T fm|(r) = |T fm|(r) ∀r ∈]r′n, r′′n[.
Supposons d’abord que f ∈ M(K). Puisque lim sup
r→+∞
|f |(r) > 0, il existe une suite
de couronnes {Γ(0, r′n, r′′n)}n∈N ou` ρ < r′n < r′′n et lim
n→+∞
r′′n = +∞, et une constante
c > 0 telle que |f |(r) > c ∀r ∈]r′n, r′′n[. Comme T ∈ K[x], on peut supposer qu’il
n’y a pas de ze´ros ni de poˆles dans Γ(0, r′n, r
′′
n). De plus, puisque deg(A) ≥ deg(B),
on peut aussi supposer qu’il existe une autre constante λ > 0 telle que |T |(r) ≥ λ
∀r ∈]r′n, r′′n[. Ainsi, |T fm|(r) > cmλ ∀r ∈]r′n, r′′n[. Mais, d’apre`s le The´ore`me 1.7.2, on
a |f ′|(r) ≤ 1
r
|f |(r) et donc,
∣∣∣ f ′T fm ∣∣∣(r) ≤ 1r|T fm−1|(r) < 1λr(1c)m−1 ∀r ∈]r′n, r′′n[, ce
qui entraˆıne
1
λr
(1
c
)m−1
< 1 pour r assez grand. Ainsi |f ′|(r) < |T fm|(r) pour r as-
sez grand et donc, |f ′ + T fm|(r) = |T fm|(r). Par conse´quent, cela est valable dans
chaque couronne Γ(0, r′n, r
′′
n) pour r
′
n assez grand et donc, sans perte de ge´ne´ralite´, on a
|f ′ + T fm|(r) = |T fm|(r) ∀r ∈]r′n, r′′n[.
Supposons maintenant f ∈ Mu(d(θ, R−)). Sans perte de ge´ne´ralite´, on suppose θ = 0.
Puisque lim sup
r→R+
|f |(r) = +∞, il existe une suite de couronnes {Γ(0, r′n, r′′n)}n∈N ou`
ρ < r′n < r
′′
n et lim
n→+∞
r′′n = R, telles que |f |(r) ≥ n ∀r ∈]r′n, r′′n[. Puisque T ∈ K(x), il existe
une constante λ > 0 tel que inf
r∈[1,R[
|T |(r) = λ et donc, |T fm|(r) ≥ λ|f |(r)nm−1 ∀r ∈]r′n, r′′n[.
Comme |f ′|(r) ≤ 1
r
|f |(r) et r′n > 1, on de´duit que |f ′|(r) < |f |(r) ∀r ∈]r′n, r′′n[. Ainsi,
pour n assez grand, on obtient |f ′|(r) < |f |(r) < λnm−1|f |(r) ≤ |T fm|(r) ∀r ∈]r′n, r′′n[, ce
qui entraˆıne que |f ′ + T fm|(r) = |T fm|(r) ∀r ∈]r′n, r′′n[.
Ensuite on montrera que f ∈ M(K) (resp. f ∈ M(d(0, R−))) a une infinite´ de ze´ros
dans K
(
resp. dans d(0, R−)
)
.
Supposons f ∈ M(K). Puisque lim sup
r→+∞
|f |(r) > 0, il existe une suite de couronnes{
Γ(0, r′n, r
′′
n)
}
n∈N ou` limn→+∞
r′′n = +∞ ainsi qu’une constante c > 0 telles que
Z(r, f) ≥ N(r, f)+c ∀r ∈
⋃
n∈N
]r′n, r
′′
n[. Si f a un nombre fini de ze´ros, il existe q ∈ N tel que
Z(r, f) = q log r+O(1) et donc, N(r, f) + c ≤ q log r+O(1). Par conse´quent f a aussi un
nombre fini de poˆles, une contradiction car f est transcendante. Supposons maintenant que
f ∈ Mu(d(0, R−). Si f a un nombre fini de ze´ros dans d(0, R−), on a lim
r→R−
Z(r, f) < +∞
et donc, lim sup
r→R−
|f |(r) < +∞, une contradiction a` l’hypothe`se.
Finalement, on montrera que f ′ + T fm admet au moins un ze´ro dans K (resp. dans
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d(0, R−)
)
qui n’est pas ze´ro de f .
Puisque f admet une infinite´ de ze´ros dans K
(
resp. dans d(0, R−)
)
, il existe une suite
croissante {rn}n∈N ou` lim
n→+∞
rn = +∞
(
resp. lim
n→+∞
rn = R
)
, telle que f admette au moins
un ze´ro dans chaque C(0, rn), T n’admette ni ze´ros ni poˆles dans C(0, rn) quel que soit
n ∈ N, et |f ′ + T f |(r) = |T f |(r) ∀r ≥ r1.
Soit n ∈ N fixe´. Puisque |f ′ + T fm|(r) = |Tfm|(r) dans un voisinage de rn, on de´duit
que
ν+(rn, f
′ + T fm)− ν−(rn, f ′ + T fm) = ν+(rn, T fm)− ν−(rn, T fm). (3.3)
Mais f ′+ T fm et T fm ont les meˆmes poˆles avec la meˆme multiplicite´ dans C(0, rn) quand
m ≥ 3 et, T n’a ni ze´ros ni poˆles dans C(0, rn). Donc, le nombre des ze´ros de f ′ + T fm
est le meˆme que celui de fm dans C(0, rn), en comptant les multiplicite´s. Alors chaque ze´ro
de f dans C(0, rn) est ou bien un ze´ro de f
′ + T fm avec ordre de multiplicite´ strictement
infe´rieur a` l’ordre de multiplicite´ de celui comme ze´ro de f , ou bien il n’est pas un ze´ro de
f ′+T fm. Par conse´quent, d’apre`s (3.3), il existe au moins un ze´ro de f ′+T fm qui n’est pas
un ze´ro de f dans C(0, rn). Comme cela est vrai pour tout n ∈ N, on de´duit que f ′ + T fm
a une infinite´ de ze´ros qui ne sont pas ze´ros de f , ce qui ache`ve la de´monstration.
Le corollaire suivant est de´duit d’apre`s le The´ore`me 3.1.4 en appliquant la formule de
Jensen ultrame´trique
(
voir The´ore`me 2.1.5
)
.
Corollaire 3.1.4.1. Soit f ∈ M(K) transcendante (resp. f ∈ Mu(d(θ, R−))). Soit
T = A
B
∈ K(x) ou` deg(A) ≥ deg(B) et soit m ∈ N. Si f a un nombre fini de poˆles et
m ≥ 3, alors f ′ + T fm a une infinite´ de ze´ros qui ne sont pas ze´ros de f .
De´monstration. — Il est clair que f a une infinite´ de ze´ros car f ∈M(K) est transcendante(
resp. f ∈ Mu(d(θ, R−))
)
. Alors lim
r→+∞
|f |(r) = +∞
(
resp. lim
r→R−
|f |(r) = +∞
)
et donc,
on de´duit le corollaire du The´ore`me 3.1.4.
Corollaire 3.1.4.2. Soit g ∈ M(K) transcendante (resp. g ∈ Mu(d(θ, R−))). Soit
T = A
B
∈ K(x). Si g a un nombre fini de ze´ros, alors gng′ − T a une infinite´ de ze´ros
quelque soit n ∈ N∗.
De´monstration. — Puisque g a un nombre fini de ze´ros, f =
1
g
a un nombre fini de poˆles.
Donc, en appliquant le Corollaire 3.1.4.1 a` f , la fonction f ′ + T fm a une infinite´ de ze´ros
qui ne sont pas ze´ros de f quand m ≥ 3. Ainsi la conclusion est obtenue d’apre`s (3.1).
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Dans le contexte ultrame´trique, le the´ore`me suivant est un peu plus ge´ne´ral que celui
montre´ par W. Hayman
(
The´ore`me 9 [34]
)
. Le The´ore`me 3.1.4 joue un roˆle fondamental
dans sa de´monstration.
The´ore`me 3.1.5. Soient f ∈M(K) transcendante (resp. f ∈Mu(d(θ, R−))). Soit
T = A
B
∈ K(x) tel que deg(A) ≥ deg(B), et soit m ∈ N. Si m ≥ 5, alors f ′ + T fm a une
infinite´ de ze´ros qui ne sont pas ze´ros de f . De plus, si f ∈ M(K), f ′ + f 4 doit avoir au
moins un ze´ro dans K qui n’est pas un ze´ro de f .
De´monstration. — Sans perte de ge´ne´ralite´, on assume que K est un corps sphe´riquement
complet et θ = 0. Posons f =
h
l
ou` h, l ∈ A(K) (resp. h, l ∈ A(d(0, R−))) n’ont pas de
ze´ros communs. E´crivons h sous la forme h h˜ ou` les ze´ros de h sont les ze´ros diffe´rents de
h sans prendre en compte les multiplicite´s. De plus, h′ sera de la forme uh˜ ou` u ∈ A(K)(
resp. u ∈ A(d(0, R−))). Paralle`lement, soit T = A
B
ou` A,B ∈ K[x] n’ont pas de ze´ros
communs.
Supposons que f ′+ T fm a un nombre fini de ze´ros dans K (resp. dans d(0, R−)) qui ne
sont pas ze´ros de f . Il existe un polynoˆme P ∈ K[x] sans ze´ros communs avec Bl, tel que
f ′ + T fm = P h˜
Blm
, ce qui entraˆıne
f ′
fm
=
Ph˜− Ahm
Bhm
=
h˜
hm
(P − Ahhm−1
B
)
. (3.4)
D’autre part,
f ′
fm
=
lm−2(h′l − hl′)
hm
=
h˜
hm
(
lm−2(ul − hl′)). (3.5)
Donc,d’apre`s (3.4) et (3.5), on a Blm−2(ul − hl′) = P − Ahhm−1.
Puisque f ′ + T fm a un nombre fini de ze´ros dans K (resp. dans d(0, R−)) qui ne sont
pas ze´ros de f , d’apre`s le The´ore`me 3.1.4, on a lim
r→+∞
|f |(r) = 0. Donc, comme f ∈M(K)
est transcendante, on en de´duit que l ∈ A(K) est transcendante. De meˆme, d’apre`s le
The´ore`me 3.1.4, on a lim sup
r→R−
|f |(r) < +∞. Donc, comme f ∈Mu(d(0, R−)), on en de´duit
que l ∈ Au(d(0, R−)) sinon l ∈ Ab(d(0, R−)) et h ∈ Au(d(0, R−)), ce qui entraˆıne
lim sup
r→R−
|f |(r) = +∞, une contradiction. Par conse´quence, en posant F = Blm−2(µl− hl′),
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on conclut que F ∈ A(K) est transcendante (resp. F ∈ Au(d(0, R−))).
Soit r ∈]0,+∞[ (resp. r ∈]0, R[). D’apre`s le The´ore`me 2.3.5, on obtient
T (r, F ) ≤ Z(r, F ) + Z(r, F − P ) + 3T (r, P )− log r +O(1)
≤ Z(r, B) + Z(r, lm−2)+ Z(r, ul − hl′)) + Z(r, A) + Z(r, hhm−1)+ 3T (r, P ) −
− log r +O(1).
Mais A,P ∈ K[x]. Donc Z(r, A) ≤ T (r, A) +O(1) = deg(A) log r +O(1) et
T (r, P ) = deg(P ) log r + O(1). De plus, il est clair que Z(r, h) = Z
(
r, hhm−1
)
= Z(r, h).
Ainsi,
T (r, F ) ≤ Z(r,B) + Z(r, l) + Z(r, ul − hl′) + Z(r, h) + ( deg(A) + 3 deg(P )− 1) log r +O(1).
(3.6)
D’autre part, comme F ∈ A(K) (resp. F ∈ A(d(0, R−))), T (r, F ) = Z(r, F ) + O(1) et
donc
T (r, F ) = Z(r, B) + (m− 2)Z(r, l) + Z(r, µl − hl′) +O(1). (3.7)
Ainsi, d’apre`s (3.6) et (3.7), on obtient
(m− 3)Z(r, l) ≤ Z(r, h) + d log r +O(1), (3.8)
ou` d = deg(A) + 3 deg(P )− 1.
Comme l’ensemble des ze´ros de f ′ + T fm qui ne sont pas ze´ros de f est un ensemble
fini, on en de´duit que lim sup
r→+∞
|f |(r) = 0
(
resp. lim sup
r→R−
|f |(r) < +∞
)
et donc,
lim sup
r→+∞
[Z(r, l)− Z(r, h)] = +∞
(
resp. lim sup
r→R−
[Z(r, h)− Z(r, l)] < +∞
)
. Ainsi, il existe
une suite {rn}n∈N ou` lim
n→+∞
rn = +∞
(
resp. lim
n→+∞
rn = R
)
, et une constante c > 0 telles
que Z(rn, h) < Z(rn, l) + c ∀n ∈ N. Alors, d’apre`s (3.8), on a
(m− 4)Z(rn, l) < d log rn +O(1). (3.9)
Mais l ∈ A(K) est transcendante. Donc, d’apre`s le The´ore`me 2.1.1 et le Corollaire 2.1.7.1,
on a lim
n→+∞
Z(rn, l)
log rn
= +∞, une contradiction a` (3.9) quand m ≥ 5. De meˆme, comme
l ∈ Au(d(0, R−)), d’apre`s le The´ore`me 2.1.2, lim
n→+∞
Z(rn, l) = +∞, une contradiction a` (3.9)
encore. Par conse´quent, f ′+ T fm a une infinite´ de ze´ros dans K (resp. dans d(0, R−)) qui
ne sont pas ze´ros de f quand m ≥ 5.
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Maintenant, supposons que f ∈M(K), que T ≡ 1 et que f ′+ f 4 n’a pas d’autres ze´ros
dansK que ceux de f . Donc d = −1. Par conse´quent, d’apre`s (3.9), on a 0 < − log rn+O(1)
∀n ∈ N, une contradiction quand n tend vers +∞. Ainsi, f ′+ f 4 a au moins un ze´ro dans
K qui n’est pas un ze´ro de f .
Le Corollaire 3.1.5.1 est imme´diat d’apre`s le The´ore`me pre´ce´dent et (3.1).
Corollaire 3.1.5.1. Soit g ∈ M(K) transcendante (resp. g ∈ Mu(d(θ, R−))). Soit
T = A
B
∈ K(x) tel que deg(A) ≥ deg(B) et soit n ∈ N. Si n ≥ 3 alors gng′ − T a
une infinite´ de ze´ros. De plus, si g ∈M(K), g2g′ − 1 admet au moins un ze´ro dans K.
Le the´ore`me suivant permet de ge´ne´raliser le corollaire pre´ce´dent et d’une certaine
fac¸on, d’apre`s (3.1), le The´ore`me 3.1.5, puisqu’il prend une fonction α ∈ Mf (K)
(
resp.
α ∈Mf (d(θ, R−))
)
a` la place de T ∈ K(x).
The´ore`me 3.1.6. Soient g ∈M(K) transcendante (resp. g ∈Mu(d(θ, R−))) et α ∈Mg(K)(
resp. α ∈ Mg(d(θ, R−))
)
et n ∈ N. La fonction gng′ − α a une infinite´ de ze´ros quel que
soit n ≥ 3.
De´monstration. — Supposons sans perte de ge´ne´ralite´ que θ = 0. Posons G = gng′ et
G1 =
1
n+ 1
gn+1. Alors (G1)
′ = G. Par conse´quent, d’apre`s le Corollaire 2.2.1.2, pour
r ∈]0,+∞[ (resp. r ∈]0, R[), on a
T (r,G1) ≤ T (r,G) + Z(r,G1)− Z(r,G) +O(1).
Puisque α ∈Mg(K)
(
resp. α ∈Mg(d(0, R−))
)
, d’apre`s le Corollaire 2.3.3.2, on a α ∈MG(K)(
resp. α ∈MG(d(0, R−))
)
et donc, en appliquant le The´ore`me 2.3.4 a` G, on obtient
T (r,G) ≤ Z(r,G) + Z(r,G− α) +N(r,G) + 4T (r, α)− log r +O(1).
Par conse´quent, en conside´rant les deux ine´galite´s pre´ce´dentes, on obtient
T (r,G1) ≤
(
Z(r,G)− Z(r,G)
)
+ Z(r,G1) +N(r,G) + Z(r,G− α) + 4T (r, α)− log r +O(1).
(3.10)
Mais Z(r,G)−Z(r,G) ≤ Z(r, g)+Z(r, g′)−nZ(r, g)−Z(r, g′) ≤ (1−n)Z(r, g) et, d’apre`s le
The´ore`me 2.3.1, on a T (r,G1) = (n + 1)T (r, g) + O(1). De plus
Z(r,G1) = (n+ 1)Z(r, g) +O(1) et N(r,G) = N(r, g). Par conse´quent, (3.10) se re´duit a`
(n+ 1)T (r, g) ≤ (1− n)Z(r, g) + (n+ 1)Z(r, g) +N(r, g) + Z(r,G− α) + 4T (r, α)− log r +O(1)
≤ 3T (r, g) + Z(r,G− α) + 4T (r, α)− log r +O(1),
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c’est-a`-dire que (n− 2)T (r, g) ≤ Z(r,G− α) + 4T (r, α)− log r +O(1).
Alors, puisque n ≥ 3, on voit que
Z(r,G− α)
T (r, g)
≥ 1− 4T (r, α)− log r +O(1)
T (r, g)
,
et on en de´duit que
lim sup
r→+∞
Z(r,G− α)
T (r, g)
≥ 1
(
resp. lim sup
r→R−
Z(r,G− α)
T (r, g)
≥ 1
)
.
Par conse´quent, d’apre`s le The´ore`me 2.1.3, la fonction G− α a une infinite´ de ze´ros, c’est-
a`-dire que la fonction gng′ − α a une infinite´ de ze´ros.
Remarque. Puisque f ′ + αfm = − 1
gm
(
gm−2g′ − α), si γ n’est pas un ze´ro de f , on peut
de´duire que γ sera un ze´ro de f ′ + αfm s’il satisfait l’une des conditions suivantes :
(i) γ est un ze´ro de gm−2g′ − α et γ n’est pas un ze´ro de g.
(ii) γ est un ze´ro de gm−2g′ − α et de g a` la fois et ωγ
(
gm−2g′ − α) > mωγ(g).
Apre`s cette remarque, conside´rant (3.1), le the´ore`me suivant ge´ne´ralise d’une certain
fac¸on le The´ore`me 3.1.5.
The´ore`me 3.1.7. Soient f ∈ M(K) transcendante (resp. f ∈ Mu(d(0, R−))) et
α ∈ Mf (K)
(
resp. α ∈ Mf (d(0, R−))
)
. Si m ≥ 5 est un entier, alors f ′ + αfm a une
infinite´ de ze´ros qui ne sont pas ze´ros de f sauf peut-eˆtre si f admet une infinite´ de poˆles
qui sont des ze´ros de α.
La conjecture de Hayman pour les cas m = 3 et m = 4
Dans les de´monstrations des The´ore`mes 3.1.3 et 3.1.5, on peut remarquer que les
proce´de´s utilise´s ne sont pas suffisants pour pouvoir conclure que f ′ + fm a une infinite´ de
ze´ros dans les cas m = 3 et m = 4. Tout de suite, on examine la conjecture de Hayman
dans sa forme la plus simple, f ′+fm ou` f ∈M(K), et on de´crit son polygone de valuation.
Comme f ∈M(K), il existe h, l ∈ A(K) sans ze´ros communs, telles que f = h
l
. Alors,
f ′ + fm =
lm−2(h′l − hl′) + hm
lm
. (3.11)
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Remarquons que les ze´ros de f ′+fm sont exactement les ze´ros de lm−2(h′l−hl′)+hm qui
ne sont pas ze´ros de l mais l’ensemble des ze´ros de lm−2(h′l−hl′)+hm et l’ensemble des ze´ros
de l sont disjoints. Donc, les ze´ros de f ′+fm sont exactement les ze´ros de lm−2(h′l−hl′)+hm.
Supposons h ∈ K[x]. Alors l ∈ A(K) est transcendante puisque f ∈ M(K) est trans-
cendante. Par conse´quent, pour m 6= 2, on en de´duit que lm−2(h′l − hl′) est transcendante
et donc lm−2(h′l−hl′) +hm l’est aussi. Comme h n’a qu’un nombre fini de ze´ros, on de´duit
que lm−2(h′l − hl′) + hm a une infinite´ de ze´ros qui ne sont pas ze´ros de h et donc de f .
Ainsi le proble`me est re´solu quand h ∈ K[x] et m ∈ N \ {2} quelconque.
Supposons maintenant que h ∈ A(K) est transcendante. Puisque, d’apre`s les The´ore`mes
3.1.3 et 3.1.5, la fonction f ′ + fm a une infinite´ de ze´ros quand m ≥ 5 ou quand m = 1,
il nous reste a` analyser seulement les cas m = 3 et m = 4. Supposons, par exemple, que
m = 4.
Supposons que la fonction f ′ + f 4 n’a qu’un nombre fini de ze´ros dans K. Alors
f ′ + f 4 =
l2(h′l − hl′) + h4
l4
est de la forme
P
l4
ou` P ∈ K[x]. Donc l2(h′l − hl′) + h4 = P .
Puisque f est transcendante, on sait que l ∈ A(K) \ K[x] car si l ∈ K[x], d’apre`s le
The´ore`me 3.1.4, f ′+ f 4 a une infinite´ de ze´ros qui ne sont pas ze´ros de f . Par conse´quent
l2(h′l−hl′) ∈ A(K) est transcendante, ce qui entraˆıne que P ∈ Al2(h′l−hl′)(K). En appliquant
a` l2(h′l − hl′) le The´ore`me 2.3.5, on obtient
T
(
r, l2(h′l − hl′)) ≤ Z(r, l2(h′l − hl′))+ Z(r, l2(h′l − hl′)− P ) + 3T (r, P ) +O(1)
≤ Z(r, l) + Z(r, h′l − hl′) + Z(r, h4) + 3 deg(P ) log r +O(1).
Mais T
(
r, l2(h′l − hl′)) = Z(r, l2(h′l − hl′))+O(1) et
Z
(
r, l2(h′l − hl′)) = 2Z(r, l) + Z(r, h′l − hl′). Donc, d’apre`s l’ine´galite´ pre´ce´dente, on ob-
tient
Z(r, l) ≤ Z(r, h) + 3 deg(P ) log r +O(1). (3.12)
Posons g =
1
f
. Comme on a suppose´ que la fonction f ′+f 4 n’a qu’un nombre fini de ze´ros,
d’apre`s le The´ore`me 3.1.4, on a lim
r→+∞
|f |(r) = 0 et , par conse´quent, lim
r→+∞
|g|(r) = +∞.
Alors, il existe une suite {rk}k∈N ou` lim
k→+∞
rk = +∞, telle que g admette au moins un ze´ro
ou un poˆle dans chaque cercle C(0, rk) et n’admette ni ze´ros ni poˆles dans chaque couronne
Γ(0, rk, rk+1).
Soit k ∈ N fixe´. Comme g ∈ M(K), g3 admet un developpement de Laurent dans
la couronne Γ(0, rk, rk+1). Donc, pour rk < |x| < rk+1, on a −1
3
g3(x) =
+∞∑
−∞
an,kx
n et sa
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derive´e
f ′
f 4
=
d
dx
(− 1
3
g3(x)
)
=
+∞∑
−∞
nan,kx
n−1.
Soient β1, β2, ..., βq les ze´ros de P et soit B = max
1≤j≤q
|βj|. Alors, il existe λ > 0 tel que
|P |(r) = λrq ∀r > B. Comme h ∈ A(K) est transcendante, lim
r→+∞
|h|(r)
rt
= +∞ pour tout
entier t fixe´. De plus
d
dx
(
− 1
3
g3
)
+ 1 =
P
h4
et, en particulier, on voit que |a1,k| = 1.
Notons φ(r) =
|P |(r)
|h4|(r) . Donc,
lim
r→+∞
φ(r)rt = 0 (3.13)
quel que soit t fixe´. Puisque le de´veloppement de Laurent de
d
dx
(
− 1
3
g3
)
+ 1 est de la
forme
+∞∑
−∞, n6=1
nan,kx
n−1 + c1 , d’apre`s (3.13), on en de´duit que
φ(r) = max
{|c1|, sup
n 6=1
|nan,k|rn−1
}
. (3.14)
Pour tout r ∈]rk, rk+1[, soit d(k) = ν(g3, r). Comme ν(g3, r) = 3ν(g, r), il est clair que
d(k) est un multiple de 3 et donc d(k) 6= 1.
Puisque lim
r→+∞
|g|(r) = +∞, on voit que, pour r assez grand dans ]rk, rk+1[, on a
|g|(r) ≥ 1 et donc
|ad(k)|rd(k) > 1. (3.15)
Fixons ε > 0. D’apre`s (3.13) et (3.14), pour r assez grand dans ]rk, rk+1[, on a rφ(r) ≤ ε
et donc r |d(k) ad(k)|rd(k)−1 < ε, c’est-a`-dire que |d(k)||ad(k)|rd(k) < ε. Par conse´quent,
d’apre`s (3.15), |d(k)| < ε. Ceci montre que lim
k→+∞
|d(k)| = 0. Alors, dans la couronne
Γ(0, rk, rk+1), d(k) est de la forme p
s(k)qk ou` p est la caracte´ristique re´siduelle de K,
(p, qk) = 1 et lim
k→+∞
s(k) = +∞ quand s(k) 6= 0.
Quand on conside`re le polygoˆne de valuation de g3, c¸a donne, pour k assez grand, une
“ligne” affine par morceaux dont les pentes sont multiples de ps(m), positives, ne´gatives ou
nulles. Maintenant dans le cas f ′ + f 4, d’apre`s (3.12), il en resulte que la valuation de g
est coince´e entre l’axe des abscisses et la droite y = deg(P ) log r + O(1). Ce phe´nome`ne
entraˆıne des cassures de pentes tre`s nombreuses et de plus en plus fortes pour que la ligne
affine ne cre`ve aucune de ces deux droites. La ligne, affine par morceaux, zigzague donc
entre ces deux droites avec des pentes de plus en plus grandes ou nulles. Par conse´quent,
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on n’a pas le moyen d’apporter une conclusion dans les cas m = 3 ou m = 4. Ne´amoins
le lemme suivant nous permettra de donner des conditions suffisantes pour obtenir une
re´ponse quand m = 3 ou m = 4.
Lemme 3.1.1. Soit f(x) =
+∞∑
−∞
anx
n une se´rie de Laurent convergente dans Γ(0, r′, r′′)
n’ayant ni ze´ros ni poˆles dans Γ(0, r′, r′′) et soit q = ν(f, r) quand r ∈]r′, r′′[. Si la ca-
racte´ristique re´siduelle de K ne divise pas q, alors |f ′(x)| =
∣∣∣f(x)
x
∣∣∣ ∀x ∈ Γ(0, r′, r′′).
De´monstration. — Comme f n’a ni ze´ros ni poˆles dans Γ(0, r′, r′′), d’apre`s le The´ore`me
1.5.3, on a ν+(f, r) = ν−(f, r) ∀r ∈]r′, r′′[. Puisque q = ν(f, r), on a |aq||x|q > |an||x|n
∀q 6= n et donc, |f(x)| = |aq||x|q ∀x ∈ Γ(0, r′, r′′). Par conse´quent, |f ′(x)| = |q||aq||x|q−1
∀x ∈ Γ(0, r′, r′′). Mais, comme la caracte´ristique re´siduelle de K ne divise pas q, on a
|q| = 1 et donc,
|f ′(x)| = 1|x| |aq||x|
q ∀x ∈ Γ(0, r′, r′′), c’est-a`-dire que |f ′(x)| =
∣∣∣f(x)
x
∣∣∣ ∀x ∈ Γ(0, r′, r′′).
Corollaire 3.1.7.1. Soit f ∈M(d(0, r′′)) ayant s ze´ros et t poˆles dans d(0, r′) et n’ayant
ni ze´ros ni poˆles dans Γ(0, r′, r′′). Si la caracte´ristique re´siduelle de K ne divise pas s− t,
alors |f ′(x)| =
∣∣∣f(x)
x
∣∣∣ ∀x ∈ Γ(0, r′, r′′).
De´monstration. — Puisque f ∈ M(d(0, r′′)) a s ze´ros et t poˆles dans le disque d(0, r′)
et n’a ni ze´ros ni poˆles dans la couronne Γ(0, r′, r′′), d’apre`s le The´ore`me 1.5.3, on a
ν+(f, r) = ν−(f, r) ∀r ∈]r′, r′′[. Donc, en posant f = h
l
avec h, l ∈ A(d(0, r′′)), on
obtient
ν(f, r) = ν(h, r)− ν(l, r) = s− t ∀r ∈]r′, r′′]. La conclusion est obtenue d’apre`s le lemme
pre´ce´dent.
Le Lemme 3.1.1 nous incite a` introduire les de´finitions suivantes.
De´finition. Soit f ∈M(K) (resp. f ∈M(d(θ, R−))).
(i) On dira qu’un nombre r ∈]0,+∞[ (resp. r ∈]0, R[) est f -convenable si la diffe´rence
entre le nombre de ze´ros et de poˆles de f dans d(θ, r) en prenant en compte les
multiplicite´s, n’est pas un multiple de la caracte´ristique re´siduelle de K.
(ii) On dira qu’une suite {rn}n∈N ⊂]0,+∞[
(
resp. {rn}n∈N ⊂]0, R[
)
est f -convenable si
chaque rn est f -convenable et lim
n→+∞
rn = +∞
(
resp. lim
n→+∞
rn = R
)
.
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(iii) On dira que f est optimale s’il existe une suite {rn}n∈N ⊂]0,+∞[
(
resp. {rn}n∈N ⊂]0, R[
)
qui soit f -convenable.
The´ore`me 3.1.8. Soit g ∈ M(K) transcendante et optimale (resp. g ∈ Mu(d(θ, R−))
optimale
)
. La fonction
g′
g
a une infinite´ de ze´ros.
De´monstration. — D’abord supposons, sans perte de ge´ne´ralite´, que θ = 0. Puisque
f ∈M(K) (resp. f ∈Mu(d(0, R−))) est une fonction optimale, il existe une suite {rn}n∈N
g-convenable dans ]0,+∞[ (resp. dans ]0, R[). Donc, pour chaque n ∈ N, il existe
r′n ∈]rn, rn+1[ tel que g n’ait ni ze´ros ni poˆles dans la couronne Γ(0, rn, r′n). Ainsi, d’apre`s
le Lemma 3.1.1, on a
∣∣∣g′(x)
g(x)
∣∣∣ = 1|x| ∀x ∈ Γ(0, rn, r′n), ce qui entraˆıne que ν(g′g , r) = −1
∀r ∈]rn, r′n[ et donc, la diffe´rence entre le nombre de poˆles et de ze´ros de la fonction
g′
g
dans
le cercle C(0, r) est 1.
D’autre part, observons que tous les poˆles de
g′
g
sont des poˆles simples et ils corres-
pondent aux ze´ros et aux poˆles de g. Donc,
g′
g
a une infinite´ de poˆles dans K
(
resp. dans
d(0, R−)
)
car f ∈M(K) est transcendante (resp. f ∈Mu(d(0, R−))). Ainsi, quand n tend
vers +∞ (resp. vers R−), on de´duit que la fonction g′
g
a une infinite´ de ze´ros ce qui ache`ve
la de´mostration.
Corollaire 3.1.8.1. Soit g ∈ M(K) transcendante et optimale (resp. g ∈ Mu(d(θ, R−))
et optimale
)
. Alors, les fonctions g′gn et
g′
gn
ont une infinite´ de ze´ros quel que soit n ∈ N
De´monstration. — Il est clair que g′gn =
(g′
g
)
gn+1 et
g′
gn
=
(g′
g
)( 1
gn−1
)
pour tout n ∈ N.
De plus, chaque ze´ro de
g′
g
n’est pas un ze´ro ni un poˆle de g car chaque ze´ro et chaque poˆle
de g est un poˆle simple de
g′
g
.
D’apre`s le The´ore`me 3.1.8, la fonction
g′
g
a une infinite´ de ze´ros, ce qui entraˆıne que g′gn
et
g′
gn
ont une infinite´ de ze´ros aussi dans K
(
resp. dans d(0, R−)
)
quel que soit n ∈ N.
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Remarque. Le The´ore`me 3.1.8 et le Corollaire 3.1.8.1 ne sont pas valables dans le corps
C. Pour avoir un contre-exemple il suffit de prendre f(x) = ex.
En prenant des fonctions optimales, les the´ore`mes suivants ame´liorent les pre´ce´dents et
ils nous permettent de donner des re´ponses a` la conjecture dans tous les cas sauf m = 2.
The´ore`me 3.1.9. Soit f ∈ M(K) transcendante et optimale. Soit T = A
B
∈ K[x] ou`
deg(A) = deg(B). Si m ∈ N∗ \ {2}, alors la fonction f ′ + T fm a une infinite´ de ze´ros qui
ne sont pas ze´ros de f .
De´monstration. — Comme dans la de´monstration du The´ore`me 3.1.5, posons f =
h
l
ou`
h, l ∈ A(K) n’ont pas de ze´ros communs, et e´crivons h sous la forme h h˜ ou` les ze´ros de h
sont les ze´ros diffe´rents de h en ne prenant pas en compte les multiplicite´s. Alors, h′ sera
de la forme uh˜ ou` u ∈ A(K). Paralle`lement, T = A
B
ou` A,B ∈ K[x] n’ont pas de ze´ros
commun.
Observons que
f ′ + T fm =
(
Blm−2(ul − hl′) + A(h)m(h˜)m−1)h˜
Blm
.
Il est clair que tout ze´ro γ de Blm−2(ul− hl′) +A(h)m(h˜)m−1 qui n’est pas un ze´ro de
f ′+T fm doit eˆtre un ze´ro de B ou l. Mais, si γ est un ze´ro de l, γ est un ze´ro de A. Donc,
tous les ze´ros de f ′+T fm sont ze´ros de Blm−2(ul−hl′)+A(h)m(h˜)m−1 sauf un nombre fini
qui peuvent eˆtre des ze´ros de A ou B. De plus, un ze´ro γ de Blm−2(ul−hl′)+A(h)m(h˜)m−1
est un ze´ro de f uniquement si γ est un ze´ro de B puisque γ n’est pas un ze´ro de u. En
conclusion, tous les ze´ros de f ′ + T fm qui ne sont pas des ze´ros de f sont les ze´ros de
Blm−2(ul − hl′) + A(h)m(h˜)m−1 sauf un nombre fini qui peuvent eˆtre des ze´ros de A.
Supposons que f ′ + T fm a seulement un nombre fini de ze´ros qui ne sont pas des ze´ros
de f . Donc, il existe un polynoˆme P ∈ K[x] tel que f ′+T fm = Ph˜
Blm
ou` Ph˜ et Blm n’ont
pas de ze´ros communs.
Remarquons que h ∈ A(K) est transcendante. En effet, supposons h ∈ K[x]. Alors
l ∈ A(K) \ K[x] car f /∈ K(x), et donc Blm−2(ul − hl′) + A(h)m(h˜)m−1 /∈ K[x] et alors,
d’apre`s le Corollaire 1.5.6.1, Blm−2(ul − hl′) + A(h)m(h˜)m−1 a une infinite´ de ze´ros. Par
conse´quent, f ′ + T fm a une infinite´ de ze´ros qui ne sont pas ze´ros de f , une contradiction.
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Alors, comme h ∈ A(K) est transcendante, on a lim
|x|→+∞
∣∣∣ P (x)(
Bhm−1h
)
(x)
∣∣∣ = 0 et, comme
deg(A) = deg(B), A et B ont le meˆme nombre de ze´ros en prenant en compte les multipli-
cite´s. Donc, lim
|x|→+∞
∣∣∣A(x)
B(x)
∣∣∣ = c ou` c ∈ R+. Alors,
lim
|x|→+∞
∣∣∣ f ′(x)
fm(x)
∣∣∣ = lim
|x|→+∞
∣∣∣ (Ph˜)(x)(
Bhm
)
(x)
− A(x)
B(x)
∣∣∣ = lim
|x|→+∞
∣∣∣ P (x)(
Bhm−1h
)
(x)
− A(x)
B(x)
∣∣∣ = c.
En conse´quence, il existe ρ > 0 tel que
ν
( f ′
fm
, r
)
= 0 ∀r ≥ ρ. (3.16)
D’autre part, comme f est une fonction optimale, il existe une suite {rn}n∈N ⊂]ρ,+∞[
qui est f -convenable et telle que lim
n→+∞
rn = +∞. Soit {sn}n∈N une autre suite telle que
rn < sn < rn+1 et telle que ν(f, r) soit constante dans ]rn, sn[. D’apre`s la Proposition 1.4.3,
on a ν
( f ′
fm
, r
)
= ν(f ′, r)−mν(f, r) et d’apre`s le Corollaire 3.1.7.1, ν(f ′, r) = ν(f, r)− 1
∀r ∈]rn, sn[. Ainsi,
ν
( f ′
fm
, r
)
= (1−m)ν(f, r)− 1 ∀r ∈]rn, sn[. (3.17)
Alors, d’apre`s (3.16) et (3.17), on a (1 −m)ν(f, r) − 1 = 0 ∀r ∈]rn, sn[, contradiction
quand m 6= 2. Par conse´quent, si m 6= 2, la fonction f ′ + T fm a une infinite´ de ze´ros dans
K qui ne sont pas ze´ros de f .
Le the´ore`me pre´ce´dent est aussi valable si on conside`re f ∈Mu(d(θ, R−)).
The´ore`me 3.1.10. Soit f ∈ Mu(d(θ, R−)) une fonction optimale et soit
U = φ
ψ
∈Mb(d(θ, R−)) ayant le meˆme nombre fini de ze´ros et de poˆles dans d(θ, R−).
Si m ∈ N∗ \ {2}, alors la fonction f ′+Ufm a une infinite´ de ze´ros qui ne sont pas ze´ros de
f .
De´monstration. — Sans perte de ge´ne´ralite´, on suppose que K est un corps sphe´riquement
complet et θ = 0. Comme dans la de´monstration du The´ore`me 3.1.5, posons f =
h
l
ou`
h, l ∈ A(d(0, R−)) n’ont pas de ze´ros communs, et on e´crit h sous la forme h h˜ ou` les ze´ros
de h sont les ze´ros diffe´rents de h en ne prenant pas en compte les multiplicite´s. De plus,
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h′ = uh˜ ou` u ∈ A(d(0, R−)). Paralle`lement, U = φ
ψ
ou` φ, ψ ∈ Mb(d(0, R−)) n’ont pas de
ze´ros communs.
Comme f ∈M(d(0, R−)) est une fonction optimale, il existe une suite {rn}n∈N ⊂]0, R[
qui est f -convenable et telle que lim
n→+∞
rn = R. Soit {sn}n∈N une autre suite telle que
rn < sn < rn+1, et telle que ν(f, r) soit constante dans ]rn, sn[. D’apre`s le
Corollaire 3.1.7.1, on a ν(f ′, r) = ν(f, r)− 1 ∀r ∈]rn, sn[, et d’apre`s la Proposition 1.4.3,
on a ν
( f ′
fm
, r
)
= ν(f ′, r)−mν(f, r), ce qui entraˆıne
ν
( f ′
fm
, r
)
= (1−m)ν(f, r)− 1 ∀r ∈]rn, sn[. (3.18)
D’autre part, on observe que
f ′ + Ufm =
(
ψlm−2(ul − hl′) + φ(h)m(h˜)m−1)h˜
ψlm
.
Supposons que f ′ + Ufm a seulement un nombre fini de ze´ros qui ne sont pas ze´ros
de f . Il est clair que h ∈ Au(d(0, R−)). En effet, supposons h ∈ Ab(d(0, R−)). Alors
l ∈ Au(d(0, R−)) car f ∈Mu(d(0, R−)) et donc, ψlm−2(ul−hl′)+φ(h)m(h˜)m−1 ∈ Au(d(0, R−)),
c’est-a`-dire que d’apre`s le Corollaire 1.5.6.2, la fonction ψlm−2(ul − hl′) + φ(h)m(h˜)m−1 a
une infinite´ de ze´ros. Mais, comme dans le The´ore`me 3.1.9, les ze´ros de f ′ + Ufm qui ne
sont pas ze´ros de f sont les ze´ros de ψlm−2(ul−hl′) +φ(h)m(h˜)m−1 sauf un nombre fini qui
peuvent eˆtre des ze´ros de φ
(
voir les arguments de la de´monstration du The´ore`me 3.1.9
)
.
Par conse´quent, on conclut que f ′ + Ufm a une infinite´ de ze´ros qui ne sont pas ze´ros de
f , ce qui contredit ce qu’on avait suppose´.
D’autre part, comme on a suppose´ que f ′+Ufm a seulement un nombre fini de ze´ros qui
ne sont pas des ze´ros de f , il existe un poˆlynome P ∈ K[x] tel que f ′+Ufm est de la forme
Ph˜
ψlm
ou` Ph˜ et ψlm n’ont pas de ze´ros communs. Par conse´quent
f ′
f
=
P
ψhm−1h
− φ
ψ
.
Comme h ∈ Au(d(0, R−)), on a lim
r→R−
∣∣∣ P
ψhm−1h
∣∣∣(r) = 0 et comme φ et ψ ont les meˆmes
ze´ros en prenant en compte les multiplicite´s, on a lim
r→R−
∣∣∣φ
ψ
∣∣∣(r) = c ou` c ∈ R+ et donc,
lim
r→R−
∣∣∣ f ′
fm
∣∣∣(r) = c. Ainsi, il existe ρ ∈]0, R[ tel que ν( f ′
fm
, r
)
= 0 ∀r ∈]ρ,R[.
La fin de la de´monstration est similaire a` la fin de la de´monstration du The´ore`me 3.1.9,
c’est-a`-dire que d’apre`s (3.18), on a (1−m)ν(f, r)− 1 = 0 ∀r ∈]rn, sn[, ce qui est absurde
quand m 6= 2. Ainsi, si m 6= 2, on de´duit que la fonction f ′ + Ufm a une infinite´ de ze´ros
dans d(0, R−) qui ne sont pas ze´ros de f .
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En conside´rant (3.1), le corollaire suivant est imme´diat.
Corollaire 3.1.10.1. Soit g ∈ M(K) transcendante et optimale et, soit T = A
B
∈ K(x)
ou` deg(A) = deg(B). Alors g′gn − T a une infinite´ de ze´ros dans K quel que soit n ∈ N∗.
De meˆme, soit g ∈Mu(d(θ, R−)) optimale et soit U ∈ Mb(d(θ, R−)) ayant le meˆme nombre
fini de ze´ros et de poˆles dans d(θ, R−). Alors g′gn−U a une infinite´ de ze´ros dans d(θ, R−)
quel que soit n ∈ N∗.
La conjecture de Hayman dans un corps ultrame´trique de caracte´ristique re´siduelle
nulle
Dans un corps de caracte´ristique re´siduelle nulle presque toutes les fonctions me´romorphes
sont optimales. Si une fonction n’est pas optimale, dans chaque cercle C(θ, r) son nombre
de ze´ros est e´gal a` son nombre de poˆles et donc, |f |(r) est une constante. Par conse´quent,
une fonction f ∈ M(K) non optimale satisfait l’hypothe`se du The´ore`me 3.1.4. D’apre`s les
The´ore`mes 3.1.4, 3.1.9 et 3.1.10, les corollaires suivants sont imme´diats.
Corollaire 3.1.10.2. Soit f ∈M(K) transcendante et soit T = A
B
∈ K(x) ou`
deg(A) = deg(B). Si K a une caracte´ristique re´siduelle nulle et m ∈ N∗ \{2} est un entier,
alors la fonction f ′ + T fm a une infinite´ de ze´ros qui ne sont pas ze´ros de f .
Corollaire 3.1.10.3. Soit f ∈ Mu(d(θ, R−)) telle que |f |(r) n’est pas constante quand r
tend vers R−. Soit U ∈ Mb(d(θ, R−)) ayant le meˆme nombre fini de ze´ros et de poˆles dans
d(θ, R−). Si K a une caracte´ristique re´siduelle nulle et m ∈ N \ {2} est un entier, alors la
fonction f ′ + Ufm a une infinite´ de ze´ros qui ne sont pas ze´ros de f .
Enfin, d’apre`s (3.1), les corollaires suivants sont imme´diats.
Corollaire 3.1.10.4. Soit g ∈M(K) transcendante et soit T = A
B
∈ K(x) ou`
deg(A) = deg(B). Si K a une caracte´ristique re´siduelle nulle, alors g′gn−T a une infinite´
de ze´ros quel que soit n ∈ N∗.
Corollaire 3.1.10.5. Soit g ∈ Mu(d(θ, R−)) telle que |f |(r) n’est pas constante quand r
tend vers R−. Soit U ∈ Mb(d(θ, R−)) ayant le meˆme nombre fini de ze´ros et de poˆles dans
d(θ, R−)
)
. Si K a une caracte´ristique re´siduelle nulle, alors g′gn−U a une infinite´ de ze´ros
quel que soit n ∈ N∗.
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Remarque. Si la caracte´ristique re´siduelle de K est p 6= 0, le proble`me n’est pas re´solu
quand m = 2 ou m = 3 ou m = 4. En particulier, dans un corps ultrame´trique, on ne
sait pas construire un contre-exemple tel comme f(x) = tan(−x) qui montre dans le corps
C que la conjecture de Hayman n’est pas valable pour m = 2. On ne peut pas utiliser
la meˆme fonction puisque la fonction f(x) = tan(−x) appartient a` Mb
(
d
(
0, p
1
1−p
))
si la
caracte´ristique re´siduelle de K est p 6= 0 et appartient a` Mb
(
d(0, 1)
)
si la caracte´ristique
re´siduelle de K est nulle.
La conjecture de Hayman dans le cas particulier m = 2
Pour des raisons de caracte`re technique, les the´ore`mes pre´ce´dents ne permettent pas de
re´soudre la conjecture dans le cas particulier m = 2. Le the´ore`me suivant ne re´sout pas
ce proble`me mais il permet au moins de donner une condition suffisante sur f qui assure
l’existence d’au moins un ze´ro de f ′ + f 2. Pour montrer cela on introduit le lemme sui-
vant qui est valable sur K
(
resp. sur d(θ, R−)
)
mais aussi sur le corps de nombre complexe C.
Lemme 3.1.2. Soit f ∈ M(K) (resp. f ∈ M(d(θ, R−))) non constante et soit γ ∈ K(
resp. γ ∈ d(θ, R−)) un ze´ro de f ′
f 2
+ 1 qui n’est pas un ze´ro de f ′+ f 2. Alors γ est un poˆle
simple de f et le re´sidu de f en γ est 1.
De´monstration. — Supposons d’abord f ∈M(K). Alors, il existe h, l ∈ A(K) sans ze´ros
communs, tels que f =
h
l
. Donc f ′ + f 2 =
h′l − hl′ + h2
l2
et
f ′
f 2
+ 1 =
h′l − hl′ + h2
h2
.
Comme γ n’est pas un ze´ro de f ′ + f 2, alors c’est un ze´ro de l et donc un poˆle de f . Par
conse´quent, h(γ)l′(γ)−h2(γ) = 0. Mais h et l n’ont pas de ze´ros communs donc l′(γ) = h(γ)
et h(γ) 6= 0. Ainsi, γ est un poˆle simple de f et le re´sidu de f en γ est h(γ)
l′(γ)
= 1.
Supposons maintenant f ∈ M(d(θ, R−)). Sans perte de ge´ne´ralite´ on suppose θ = 0.
Soit r ∈]|γ|, R[. Donc f ∈ M(d(0, r−)) et donc f = h
l
ou` h, l ∈ A(d(0, r−)) sans ze´ros
communs. La de´monstration continue comme dans le cas f ∈M(K) ci-dessus.
The´ore`me 3.1.11. Soit f ∈ M(K) non constante et supposons que 1
f
n’est pas une
fonction affine. Si f ′ + f 2 n’a pas de ze´ros, alors f admet au moins un poˆle simple γ dont
le re´sidu est 1.
De´monstration. — Supposons que f ′ + f 2 n’a pas de ze´ros dans K. Donc, tous les ze´ros
de f sont simples et sont poˆles de
f ′
f 2
+ 1 d’ordre 2. Par conse´quent, si γ est un ze´ro de
Chap. 3 : Distribution des ze´ros des fonctions me´romorphes ultrame´triques 87
f ′
f 2
+ 1, d’apre`s le lemme pre´ce´dent, γ est un poˆle simple de f et le re´sidu de f en γ est 1.
Supposons maintenant que
f ′
f 2
+ 1 n’a pas des ze´ros. Puisque chaque poˆle de
f ′
f 2
+ 1 est
un ze´ro de f , chaque poˆle de
f ′
f 2
+ 1 est d’ordre 2 et donc, la fonction − 1
f
+ x a seulement
des poˆles simples. Si − 1
f
+ x n’est pas une homographie, d’apre`s le The´ore`me 1.7.10, sa
de´rive´e
f ′
f 2
+ 1 admet au moins un ze´ro, une contradiction. Maintenant, si − 1
f
+ x est une
homographie, c’est-a`-dire que − 1
f
+ x est de la forme
ux+ e
sx+ t
ou` e, t ∈ K, u, s ∈ K∗ et
e
u
6= t
s
, on a
1
f
= x− ux+ e
sx+ t
=
sx2 + tx− ux− e
sx+ t
.
Posons D = sx2 − tx− ux− e, on obtient
f ′ + f 2 =
−sD + (sx+ t)(−sx+ u)
D2
.
Remarquons −sD+ (sx+ t)(−sx+u) et D2 n’ont pas de ze´ros communs. En effet, soit
γ un ze´ro commun a` −sD + (sx+ t)(−sx+ u) et D. Donc D(γ) = 0 = (sγ + t)(−sγ + u).
Si −sγ + u = 0, on a sγ + t = 0 = uα + e et donc, ut = es une contradiction car e
u
6= t
s
.
Maintenant, si −sγ+u = 0, on a tγ+e = 0 et alors, ut = es une contradiction de nouveau.
Par conse´quent, les ze´ros de f ′+ f 2 sont exactement les ze´ros de −sD+ (sx+ t)(−sx+ u).
Ainsi, puisque −sD + (sx + t)(−sx + u) n’est pas constante, f + f 2 admet au moins un
ze´ro, une contradiction.
Remarque. Si
1
f
est une fonction affine, e´videmment f ′+ f 2 n’a pas des ze´ros sauf si elle
est ide´ntiquement nulle. Si elle n’est pas ide´ntiquement nulle, le re´sidu dans chaque poˆle
simple est diffe´rent de 1, dans le cas ge´ne´ral.
D’apre`s le the´ore`me pre´ce´dent, si f ∈M(K) n’a pas de poˆles simples dont le re´sidu est
e´gal a` 1 et si
1
f
n’est pas une fonction affine, alors f ′ + fm admet au moins un ze´ro pour
tout entier m ∈ N sauf peut-eˆtre m = 3.
Dans le corps C, le fameux exemple f(x) = tan(−x) montre qu’une fonction me´romorphe
f peut eˆtre telle que la fonction f ′ + f 2 n’a pas de ze´ros. Pre´cise´ment ici, chaque poˆle est
simple et le re´sidu de f dans chaque poˆle est 1. Par conse´quent, dans le corps K, au moins,
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on peut se demander s’il existe des fonctions me´romorphes ultrame´triques qui ont seule-
ment des poˆles simples, avec un re´sidu e´gal a` 1 en chaque poˆle, telles que f ′+ f 2 n’admette
aucun ze´ro.
3.2 Distribution des ze´ros des fonctions me´romorphes
de la forme P ′(f )f ′
Apre`s avoir e´tudie´ la Conjecture de Hayman dans un contexte p-adique, il est naturel de
se demander s’il est possible de trouver des re´sultats analogues en conside´rant des fonctions
du type P ′(f)f ′ ou` f ∈ M(K) (resp. f ∈ M(d(θ, R−))) et P ∈ K[x]. Le proble`me
qu’on etudiera est le suivant :
Proble`me.
Soit f ∈ M(K) transcendante (resp. f ∈ Mu(d(θ, R−))) et soit α ∈ Mf (K) (resp.
α ∈ Mf (d(θ, R−))
)
. Soient n, k ∈ N∗ et a ∈ K \ {0}. Peut-on conclure que la fonction
fn(f − a)kf ′ − α admet une infinite´ de ze´ros dans K (resp. dans d(θ, R−)) ?
Comme on voit dans le The´ore`me 3.2.1, dans le cas f ∈ A(K) (resp. f ∈ A(d(θ, R−))),
la re´ponse est presque imme´diate.
The´ore`me 3.2.1. Soit f ∈ A(K) transcendante (resp. f ∈ Au(d(θ, R−))) et soit
α ∈ Af (K)
(
resp. α ∈ Af (d(θ, R−))
)
. Soit a ∈ K\{0}. Alors la fonction fn(f −a)kf ′−α
a une infinite´ de ze´ros quels que soient n, k ∈ N∗.
De´monstration. — Supposons, sans perte de ge´ne´ralite´, que θ = 0. Si la fonction
fn(f − a)kf ′ − α a un nombre fini de ze´ros, il existe h ∈ K[x] (resp. h ∈ Ab((d(0, R−)))
telle que fn(f − a)kf ′ − α = h.
Puisque α, h ∈ Af (K)
(
resp. α, h ∈ Af (d(0, R−))
)
, on a α + h ∈ Af (K)
(
resp.
α+h ∈ Af (d(0, R−))
)
et donc, fn(f −a)kf ′ ∈ Af (K)
(
resp. fn(f −a)kf ′ ∈ Af (d(0, R−))
)
.
Par conse´quent, dans ]0,+∞[ (resp. dans ]0, R[), T(r, fn(f −a)kf ′) est de la forme Sf (r).
Mais, comme fn(f − a)kf ′ ∈ A(K) (resp. fn(f − a)kf ′ ∈ A(d(0, R−))), on a
T
(
r, fn(f − a)kf ′) = Z(r, fn(f − a)kf ′)+O(1)
et Z
(
r, fn(f − a)kf ′) ≥ nZ(r, f) ≥ T (r, f) + O(1). Ainsi T (r, f) est de la forme Sf (r) ce
qui est absurde.
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Pour re´pondre a` la question, dans le cas f ∈ M(d(K)) (resp. f ∈ M(d(θ, R−))), on
utilisera des techniques diffe´rentes de celles utilise´es dans la Conjecture de Hayman. On
utilisera surtout des proprie´te´s lie´es aux petites fonctions.
The´ore`me 3.2.2. Soit f ∈ M(K) transcendante (resp. f ∈ Mu(d(θ, R−))) et soit
a ∈ K \ {0}. Alors la fonction fn(f − a)kf ′ a une infinite´ de ze´ros quels que soient
n, k ∈ N∗.
De´monstration. — Sans perte de ge´ne´ralite´, on suppose que K est sphe´riquement complet
et θ = 0. Alors, il existe h, l ∈ A(K) (resp. h, l ∈ A(d(0, R−))) sans ze´ros communs, telles
que f =
h
l
.
Comme f ∈ M(K) est transcendante (resp. f ∈ Mu(d(0, R−))), d’apre`s le Corollaire
1.7.8.2, f admet au plus une valeur quasi-exceptionnelle. Par suite fn(f−a)k = h
n(h− al)k
ln+k
a une infinite´ de ze´ros. Mais h et l n’ont pas de ze´ros communs donc, les ensemble de ze´ros
de hn(h− al)k et ln+k sont disjoints. Ainsi fn(f − a)k a une infinite´ de ze´ros qui ne sont
pas des ze´ros de l et donc, des poˆles de f . Par ailleurs, puisque chaque poˆle de f est aussi
un poˆle de f ′, on en de´duit que chaque ze´ro de fn(f − a)k qui n’est pas un poˆle de f est
aussi un ze´ro de fn(f − a)kf ′. Par conse´quent fn(f − a)kf ′ a une infinite´ de ze´ros, ce qui
ache`ve la de´monstration.
The´ore`me 3.2.3. Soit f ∈M(K) transcendante (resp. f ∈Mu(d(θ, R−))). Soient
α1, α2 ∈Mf (K)
(
resp. α1, α2 ∈Mf (d(θ, R−))
)
non nulles et telle que α1 ait seulement un
nombre fini de poˆles. Alors la fonction α2f
n(f −α1)k a une infinite´ de ze´ros dans K
(
resp.
dans d(θ, R−)
)
qui ne sont pas poˆles de f quels que soient n, k ∈ N∗.
De´monstration. — Supposons, sans perte de ge´ne´ralite´, que K est sphe´riquement complet
et que θ = 0.
Soit f =
h
l
ou` h, l ∈ A(K) (resp. h, l ∈ A(d(0, R−))) n’ont pas de ze´ros communs
dans K
(
resp. dans d(0, R−)
)
. Soient α1 =
λ1
σ1
et α2 =
λ2
σ2
ou` λ1, λ2, σ1, σ2 ∈ Af (K)(
resp. λ1, λ2, σ1, σ2 ∈ Af (d(0, R−)
)
. On a donc α2f
n(f − α1)k = h
nλ2(hσ1 − lλ1)
ln+kσ1kσ2
.
Si la fonction
hn
ln+kσk1σ2
a une infinite´ de ze´ros le proble`me est re´solu. Alors, supposons
le contraire, c’est-a`-dire que la fonction
hn
ln+kσk1σ2
n’a qu’un nombre fini de ze´ros. Par
conse´quent, pour r assez grand
(
resp. assez proche de R−
)
la fonction Z
(
r,
hn
ln+kσk1σ2
)
est
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de la forme Sf (r).
Comme h et l n’ont pas de ze´ros communs, on voit que
Z(r, h) ≤ Z
(
r,
hn
ln+kσk1σ2
)
+ Z(r, σk1σ2). (3.19)
Mais, d’apre`s l’hypothe`se, pour r assez grand
(
resp. assez proche de R−
)
, la fonction
Z(r, σk1σ2) est aussi de la forme Sf (r). Par conse´quent, d’apre`s (3.19), on de´duit que
h ∈ Af (K)
(
resp. h ∈ Af (d(0, R−))
)
, ce qui entraˆıne, pour r assez grand
(
resp. assez
proche de R−
)
,
Z(r, l) = T (r, f) +O(1). Alors, pour r assez grand
(
resp. assez proche de R−
)
, on a
|lλ1|(r) > |hσ1|(r) et donc, on obtient que |hσ1 − lλ1|(r) = |lλ1|(r). Par conse´quent,
d’apre`s le The´ore`me 2.1.5, il existe η > 0 tel que
Z(r, hσ1 − lλ1) = Z(r, lλ1) + η = Z(r, l) + Sf (r) = T (r, f) + Sf (r),
ce qui entraˆıne que lim
r→+∞
Z(r, hσ1 − lλ1)
T (r, f)
= 1
(
resp lim
r→R−
Z(r, hσ1 − lλ1)
T (r, f)
= 1
)
. Alors,
d’apre`s le The´ore`me 2.1.3, la fonction hσ1 − lλ1 a une infinite´ de ze´ros.
Nous allons maintenant, plus pre´cise´ment, montrer que cette fonction a une infinite´ de
ze´ros qui ne sont pas poˆles de f . Pour cela nous e´valuons la fonction
Z
(
r, α2f
n(f − α1)k : l(x) 6= 0
)
.
D’abord voyons que
Z(r, α2fn(f − α1)k : l(x) 6= 0) ≥ kZ(r, hσ1 − lλ1)− Z(r, σ1)− Z(r, σ2)− (3.20)
− (n+ k)Z(r, l : (hσ1 − lλ1)(x) 6= 0)
≥ kZ(r, hσ1 − lλ1)− (n+ k)Z
(
r, l : (hσ1 − lλ1)(x) 6= 0
)− Sf (r).
E´valuons maintenant Z
(
r, l : (hσ1 − lλ1)(x) = 0
)
. Soit γ un ze´ro de l tel que
(hσ1 − lλ1)(γ) = 0. Alors h(γ)σ1(γ) = 0 ce qui entraˆıne σ1(γ) = 0. Par conse´quent, les
ze´ros γ de l quand (hσ1 − lλ1)(γ) = 0 sont en nombre fini et par suite,
Z
(
r, l : (hσ1 − lλ1)(x) 6= 0
)
= O(log r). Finalement, d’apre`s (3.20), on obtient
Z
(
r, α2f
n(f − α1)k : l(x) 6= 0
) ≥ kZ(r, l)−O(log r).
Par conse´quent, on voit que lim sup
r→+∞
(Z(r, α2fn(f − α1)k : l(x) 6= 0)
T (r, l)
)
≥ k(
resp. lim sup
r→R−
(Z(r, α2fn(f − α1)k : l(x) 6= 0)
T (r, l)
)
≥ k
)
. Alors, comme l est transcendante,
d’apre`s le The´ore`me 2.1.3, on en de´duit que l’ensemble des ze´ros de α2f
n(f − α1)k qui ne
sont pas ze´ros de l est infini, ce qui ache`ve la de´monstration.
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Corollaire 3.2.3.1. Soit f ∈M(K) transcendante (resp. f ∈Mu(d(θ, R−))). Soient
α1, α2 ∈Mf (K)
(
resp. α1, α2 ∈Mf (d(θ, R−))
)
non nulles et telle que α1 ait seulement un
nombre fini de poˆles. Alors la fonction α2 f
n(f −α1)kf ′ a une infinite´ de ze´ros quels que
soient n, k ∈ N∗.
De´monstration. — Puisque chaque poˆle de f est aussi un poˆle de f ′, on de´duit que chaque
ze´ro de α2f
n(f − α1)k qui n’est pas un poˆle de f est aussi un ze´ro de α2fn(f − α1)kf ′.
Donc, d’apre`s le the´ore`me pre´ce´dent, la fonction α2 f
n(f − α1)kf ′ a une infinite´ de ze´ros
dans K
(
resp. dans d(θ, R−)
)
.
The´ore`me 3.2.4. Soit f ∈ M(K) transcendante (resp. f ∈ Mu(d(θ, R−))) et soit
α ∈ Mf (K)
(
resp. α ∈ Mf (d(θ, R−))
)
. Soit a ∈ K \ {0} et soient n, k ∈ N∗ tels que
n+ k ≥ 4. Alors la fonction fn(f − a)kf ′ − α a une infinite´ de ze´ros.
De´monstration. — Supposons, sans perte de ge´ne´ralite´, que K est sphe´riquement complet
et θ = 0. Puisque f, α ∈ M(K) (resp. f, α ∈ M(d(0, R−))), il existe h, l, σ1, σ2 ∈ A(K)(
resp. h, l, σ1, σ2 ∈ A(d(0, R−))
)
telles que f =
h
l
et α =
σ1
σ2
ou` h et l, respectivement σ1
et σ2, n’ont pas de ze´ros communs.
Posons F = fn(f − a)kf ′ et Q = σ2hn(h − al)k(h′l − hl′) − σ1ln+k+2. On voit que
F − α = Q
σ2ln+k+2
.
D’abord on montrera que
Z(r,Q) < Z(F − α) + 2Z(r, σ2) + Z(r, l) ∀r ∈]0,+∞[
(
resp. ∀r ∈]0, R[).
Soit γ un ze´ro de Q, conside´rons les 4 cas suivants :
Cas 1. (σ2l)(γ) 6= 0.
Si σ2(γ) 6= 0 et l(γ) 6= 0, on a ωγ(Q) = ωγ(F − α).
Cas 2. σ2(γ) 6= 0, l(γ) = 0.
Si σ2(γ) 6= 0 et l(γ) = 0, on a ωγ(h) = ωγ(h− al) = 0 et donc, on a
ωγ
(
σ2h
n(h− al)k(h′l − hl′)) = ωγ(h′l − hl′) = ωγ(l)− 1 et
ωγ
(
σ1l
n+k+2
)
= ωγ(σ1) + (n+ k + 2)ωγ(l), ce qui entraˆıne
ωγ
(
σ1l
n+k+2
)
> ωγ
(
σ2h
n(h− al)k(h′l − hl′)). Par conse´quent ωγ(Q) = ωγ(l)− 1.
Cas 3. σ2(γ) = 0, l(γ) 6= 0.
Si σ2(γ) = 0 et l(γ) 6= 0, on a σ1(γ) 6= 0 et donc, σ1ln+k+2(γ) 6= 0 ce qui entraˆıne
Q(γ) 6= 0, une contradiction.
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Cas 4. σ2(γ) = 0, l(γ) = 0.
Si σ2(γ) = 0 et l(γ) = 0, on a ωγ(σ1) = ωγ(h) = ωγ(h− al) = 0 et donc, on a
ωγ
(
σ2h
n(h− al)k(h′l − hl′)) = ωγ(σ2) + ωγ(h′l − hl′) = ωγ(σ2) + ωγ(l)− 1
et ωγ
(
σ1l
n+k+2
)
= (n+ k + 2)ωγ(l).
Si ωγ
(
σ2h
n(h− al)k(h′l − hl′)) > ωγ(σ1ln+k+2), on a
ωγ(Q) = ωγ
(
σ1l
n+k+2
)
< ωγ(σ2) + ωγ(l)− 1.
Si ωγ
(
σ2h
n(h− al)k(h′l − hl′)) < ωγ(σ1ln+k+2), on a
ωγ(Q) = ωγ
(
σ2h
n(h− al)k(h′l − hl′)) = ωγ(σ2) + ωγ(l)− 1.
Si ωγ
(
σ2h
n(h− al)k(h′l − hl′)) = ωγ(σ1ln+k+2), on de´duit que
ωγ(σ2) + ωγ(l) − 1 = ωγ(ln+k+2) et aussi que ωγ(Q) ≥ ωγ
(
σ2h
n(h − al)k(h′l − hl′)).
Mais
ωγ(Q) ≤ ωγ(F − α) + ωγ(σ2ln+k+2) = ωγ(F − α) + ωγ(σ2) + ωγ(ln+k+2),
ce qui entraˆıne
ωγ(Q) ≤ ωγ(F − α) + 2ωγ(σ2) + ωγ(l)− 1.
Donc, si σ2(γ) = 0 et l(γ) = 0, on en de´duit que
ωγ(Q) < ωγ(F − α) + 2ωγ(σ2) + ωγ(l).
Par conse´quent, en conside´rant les 4 cas pre´ce´dents, on obtient que
ωγ(Q) < ωγ(F − α) + 2ωγ(σ2) + ωγ(l)
pour tout ze´ro γ de Q. Donc, on peut conclure que
Z(r,Q) < Z(r, F − α) + 2Z(r, σ2) + Z(r, l)
quel que soit r ∈]0,+∞[ (resp. r ∈]0, R[).
Supposons maintenant que Z(r, F − α) est de la forme Sf (r) pour tout r ∈]0,+∞[(
resp. r ∈]0, R[). Donc, comme σ2 ∈ Af (K) (resp. σ2 ∈ Af (d(0, R−))), on de´duit aussi
que Z(r, F −α)+2Z(r, σ2) est de la forme Sf (r) quand r ∈]0,+∞[
(
resp. quand r ∈]0, R[).
Par conse´quent
Z(r,Q) < Z(r, l) + Sf (r) ≤ T (r, f) + Sf (r) ∀r ∈]0,+∞[
(
resp. ∀r ∈]0, R[).
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Donc, d’apre`s le The´ore`me 2.1.5, on a
log
(|Q|(r)) < T (r, f) + Sf (r) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[). (3.21)
D’autre part, on voit que Z
(
r, σ2
[
hn(h − al)k(h′l − hl′)]) > nZ(r, h) = nZ(r, f)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[) et aussi que
Z(r, σ1l
n+k+2) ≥ (n+ k + 2)Z(r, l) = (n+ k + 2)N(r, f) > nN(r, f)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[). Donc, on obtient
max
{
Z
(
r, σ2
[
hn(h− al)k(h′l − hl′)]), Z(r, σ1ln+k+2)} > nmax{Z(r, f), N(r, f)} =
= nT (r, f) +O(1)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[). Par conse´quent, d’apre`s le The´ore`me 2.1.5,
max
{
log
∣∣σ2[hn(h− al)k(h′l − hl′)]∣∣(r), log ∣∣σ1ln+k+2∣∣(r)} > nT (r, f) +O(1) (3.22)
∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[). Ainsi, d’apre`s (3.21) et (3.22), on en de´duit qu’il existe
ρ ∈]0,+∞[ (resp. ρ ∈]0, R[) tel que, si r ∈]ρ,+∞[ (resp. si r ∈]ρ,R[), on obtient
|Q|(r) < max{∣∣σ2[hn(h− al)k(h′l − hl′)]∣∣(r) , ∣∣σ1ln+k+2∣∣(r)}
et donc,
∣∣∣σ2[hn(h− al)k(h′l− hl′)]∣∣∣(r) = ∣∣σ1ln+k+2∣∣(r). Alors, d’apre`s le Corollaire 2.1.5.1,
on a
Z
(
r, σ2
[
hn(h− al)k(h′l − hl′)]) = Z(r, σ1ln+k+2) + η, (3.23)
ou` η = log
∣∣∣(σ2[hn(h− al)k(h′l − hl′)]
σ1ln+k+2
)
(0)
∣∣∣. Mais
Z(r, σ1l
n+k+2) = (n+ k + 2)Z(r, l) + Sf (r)
et
Z
(
r, σ2
[
hn(h− al)k(h′l − hl′)]) ≤ nZ(r, h) + (k + 2) max{Z(r, h), Z(r, l)}+ Sf (r).
Donc, d’apre`s (3.23), on a Z(r, h) ≥ Z(r, l) + Sf (r). Par conse´quent,
Z(r, f) = T (r, f) + Sf (r). (3.24)
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Posons, maintenant,
F1 =
1
n+ k + 1
fn+k+1 −
(
k
1
)
a
n+ k
fn+k + . . .+
(
k
k − 1
)
(−a)k−1
n+ 2
fn+2 +
(−a)k
n+ 1
fn+1−
−
[ an+k+1
n+ k + 1
−
(
k
1
)
an+k+1
n+ k
+ . . .+
(
k
k − 1
)
(−a)n+k+1
n+ 2
+
(−a)n+k+1
n+ 1
]
.
Clairement, il existe P ∈ K[x] avec deg(P ) = n, tel que F1 peut e´crit sous la forme
(f − a)k+1P (f). De plus, on voit que (F1)′ = F et donc, d’apre`s le Corollaire 2.2.1.2, on a
T (r, F1) ≤ T (r, F ) + Z(r, F1)− Z(r, F ) +O(1).
Mais, d’apre`s le The´ore`me 2.3.1, on a T (r, F1) = (n+ k + 1)T (r, f) +O(1), ce qui entraˆıne
(n+ k + 1)T (r, f) ≤ T (r, F ) + Z(r, F1)− Z(r, F ) +O(1). (3.25)
Par ailleurs, puisque α ∈Mf (K)
(
resp. α ∈Mf (d(0, R−))
)
, d’apre`s le Corollaire 2.3.3.2,
on a aussi α ∈MF (K)
(
resp. α ∈MF (d(0, R−))
)
. Donc, en appliquant le The´ore`me 2.3.4
a` F , on obtient
T (r, F ) ≤ Z(r, F ) + Z(r, F − α) +N(r, F ) + SF (r)
et ainsi, d’apre`s (3.25), on a
(n+ k + 1)T (r, f) ≤
(
Z(r, F )− Z(r, F )
)
+ Z(r, F − α) +N(r, F ) + Z(r, F1) + SF (r). (3.26)
Mais, d’apre`s le Lemme 2.2.1, on a Z(r, F ) = nZ(r, f) + kZ(r, f − a) + Z(r, f ′) et
Z(r, F ) = Z(r, f) + Z(r, f − a) + Z(r, f ′) ≤ Z(r, f) + Z(r, f − a) + Z(r, f ′). Donc,
Z(r, F )− Z(r, F ) ≥ (n− 1)Z(r, f) + (k − 1)Z(r, f − a). (3.27)
De plus,
N(r, F ) = N(r, f) ≤ N(r, f) et Z(r, F1) ≤ (k + 1)Z(r, f − a) + Z
(
r, P (f)
)
(3.28)
Maintenant, en conside´rant (3.27) et (3.28) dans (3.26), on obtient
(n+ k + 1)T (r, f) ≤ (1− n)Z(r, f) + (1− k)Z(r, f − a) +N(r, f) + (k + 1)Z(r, f − a) +
+ Z(r, P (f)) + Z(r, F − α) + SF (r),
c’est-a`-dire que
(n+ k + 1)T (r, f) ≤
(
− nZ(r, f) + T (r, P (f))
)
+ 4T (r, f) + Z(r, F − α) + SF (r).
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Alors, d’apre`s le The´ore`me 2.3.1, on a T (r, P (f)) = nT (r, f) + O(1) et comme, d’apre`s
(3.24), on a Z(r, f) = T (r, f) + Sf (r), l’ine´galite´ pre´ce´dente est re´duite a`
(n+ k − 3)T (r, f) ≤ Z(r, F − α) + SF (r),
une contradiction car n+ k ≥ 4 et on avait suppose´ que Z(r, F − α) est de la forme Sf (r).
Par conse´quent, on a lim sup
r→+∞
Z(r, F − α)
T (r, f)
> 0
(
resp. lim sup
r→R−
Z(r, F − α)
T (r, f)
> 0
)
ce qui
entraˆıne, d’apre`s le The´ore`me 2.1.3, que la fonction F − α a une infinite´ de ze´ros dans K(
resp. dans d(0, R−)
)
, ce qui ache`ve la de´monstration.
D’apre´s le The´ore`me 3.2.4, le corollaire suivant est imme´diat.
Corollaire 3.2.4.1. Soit f ∈ M(K) est transcendante (resp. f ∈ Mu(d(θ, R−))). Soit
a ∈ K non nulle et soient n, k ∈ N∗ tels que n + k ≥ 4. Alors, la fonction fn(f − a)kf ′
n’admet pas de valeurs quasi-exceptionnelles dans K
(
resp. dans d(θ, R−)
)
.

Chapitre 4
Unicite´ des fonctions me´romorphes
qui partagent une certaine fonction
4.1 Introduction
Dans ce chapitre on e´tudie l’unicite´ de fonctions me´romorphes ultrame´triques satisfai-
sant certaines e´quations fonctionnelles. Ce type de proble`mes provient d’un grand nombre
d’autres proble`mes e´tudie´s durant ces dernie`res anne´es, particulie`rement des proble`mes as-
socie´s aux ensembles d’unicite´ avec (ou sans) multiplicite´ et des proble`mes associe´s aux
poynoˆmes d’unicite´ pour des fonctions analytiques ou des fonctions me´romorphes dans le
corps C ou dans le corps ultrame´trique K
(
voir, par exemple, [7], [12], [15], [18], [19], [22],
[23], [30], [32], [33], [37], [40], [42], [45], [49], [51], [59]
)
.
Les polynoˆmes d’unicite´ ont e´te´ introduits et e´tudie´s dans C par X. Hua et C. C.
Yang
(
voir [41], [42]
)
, et par H. Fujimoto
(
voir [31]
)
. En analyse ultrame´trique ils ont e´te´
e´tudie´s d’abord par T. T. H. An et H. K. Ha et plus tard par T. T. H. An, J. T-Y Wang et
P. Wong
(
voir [3], [4], [5], [6]
)
.
De´finition.
(i) Un polynoˆme P est appele´ polynoˆme d’unicite´ pour une famille des fonctions F , si
pour f, g ∈ F telles que P (f) = P (g), on a f = g.
(ii) Une fonction me´romorphe h de´finie dans un corps E
(
E = K ou E = C
)
est ap-
pele´ fonction d’unicite´ pour une famille de fonctions F de´finie sur un sous-ensemble
convenable de E, si pour f, g ∈ F satisfaisant h ◦ f = h ◦ g, f et g sont e´gales.
97
98 J. Ojeda - Fuentealba
Dans C, H. Fujimoto [31] a introduit la condition suivante pour obtenir des polynoˆmes
d’unicite´ :
Soit P ∈ C[x], soient γ1, γ2, ..., γq les ze´ros diffe´rents de P ′ et soit (4.1) la condition
P (γi) 6= P (γj) 1 ≤ i < j ≤ q. (4.1)
Dans K, A. Escassut ge´ne´ralise certains re´sultats obtenus par H. Fujimoto dans C [31]
et par T. T. H. An et H. K. Ha [2] qui concernent des polynoˆmes d’unicite´, pour caracte´riser
d’une certaine fac¸on les fonctions d’unicite´. Il montre, par exemple dans le The´ore`me 3
[22], que :
Si P ∈ K[x] est de la forme xn− bxn−1 + t (t ∈ K), alors il n’est pas une fonction d’unicite´
pour M(K) .
Une ge´ne´ralisation imme´diate montre que la conclusion pre´ce´dente est vraie aussi quand
P ′ a exactement deux ze´ros diffe´rents et que l’un d’entre eux est d’ordre 1.
En supposant que l’ensemble de ze´ros S d’un polynoˆme P ∈ K[x] est affinement rigide,
c’est-a`-dire que l’unique transformation affine qui pre´serve l’ensemble S est l’identite´, et
en supposant que P satisfait l’hypothe`se (4.1), le The´ore`me 1 [5] montre que : si P ′ a
exactement deux ze´ros diffe´rents γ1 et γ2 d’ordre c1 et c2 respectivement, alors P est une
fonction d’unicite´ si et seulement si min{c1, c2} ≥ 2. Le The´ore`me 4.1.1 suivant montre que
l’hypothe`se affinement rigide et l’hypothe`se (4.1) ne sont pas ne´cessaires pour caracte´riser
une fonction d’unicite´ qui concerne des polynoˆmes P tels que P ′ ait exactement deux ze´ros
diffe´rents. Ce re´sultat a e´te´ obtenu par A. Escassut [24] et N. T. Hoa [37] se´pare´ment.
The´ore`me 4.1.1.
(
The´ore`me 2.3 [37]
)
Soit P ∈ K[x] tel que P ′ admet exactement deux
ze´ros distincts γ1 et γ2 d’ordre c1 et c2 respectivement. Alors P est une fonction d’unicite´
pour A(K). De plus, si min{c1, c2} ≥ 2, alors P est un polynoˆme d’unicite´ pour M(K).
Remarque. Remarquons qu’on ne sait pas si le The´ore`me 4.1.1 est vrai si on conside`re
des fonctions f ∈ Au(d(θ, R−)) ou f ∈ Mu(d(θ, R−)) parce que la de´monstration requiert
une the´orie de courbes alge´briques sur d(θ, R−). V. Berkovich dans [9] introduit justement
une the´orie de courbes alge´briques qui est valide, pour le moment, seulement sur le corps K.
Ne´anmoins, en suivant d’une manie`re particulie`re le travail de A. Boutabaa et A. Escassut
dans [15] et [16] et ensuite, le travail de G. Frank et M. Reinders dans [30] nous obtenons
les re´sultats suivants qui concernent des polynoˆmes d’unicite´ pour l’ensemble des fonctions
Au(d(θ, R−)) et pour l’ensemble des fonctions Mu(d(θ, R−)).
The´ore`me 4.1.2. Soit P ∈ K[x] tel que P ′ admet seulement deux ze´ros distincts, l’un de
deux d’ordre 1. Alors P est un polynoˆme d’unicite´ pour Au(d(0, R−)).
Chap. 4 : Unicite´ des fonctions me´romorphes qui partagent une fonction 99
De´monstration. — Soient x1, x2 ∈ K les ze´ros de P ′ avec x1 6= x2. D’apre`s l’hypothe`se,
on suppose x1 d’ordre n− 2 (n ≥ 3), et x2 d’ordre 1. Alors
P (x) = (x− x1)n−1
(
(x− x1) + n
n− 1(x1 − x2)
)
+ c,
ou` c ∈ K et n ≥ 3.
Soient f, g ∈ Au(d(θ, R−)) telles que P (f) = P (g). Posons f1 = f − x1 et g1 = g − x1.
Alors
fn−11
(
f1 + (x1 − x2)
)
= gn−11
(
g1 + (x1 − x2)
)
.
Posons maintenant h =
f1
g1
et supposons h 6= 1. D’apre`s l’e´galite´ pre´ce´dente, on a
g1 = (x2 − x1)
(hn−1 − 1
hn − 1
)
.
Soient γ1, γ2, ..., γn−1 les racines de l’e´quation xn− 1 = 0 diffe´rentes de 1. Alors, chaque
γi (i = 1, ..., n − 1) n’est pas une racine de l’e´quation xn−1 − 1 = 0. Donc, si h(x) = γi
pour un 1 ≤ i ≤ n − 1, x est un poˆle de g1. Mais g1 ∈ A(d(θ, R−) et donc, chaque γi
(i = 1, ..., n − 1), est une valeur exceptionnelle de h. Puisque n ≥ 3, h admet au moins
deux valeurs exceptionnelles et par suite, d’apre`s le Corollaire 1.7.8.2, h ∈ Mb(d(0, R−)).
Par conse´quent g1 ∈ Ab(d(0, R−)), une contradiction a` l’hypothe`se. Ainsi h = 1 et f1 = g1
et donc f = g, ce qui ache`ve la de´monstration.
Remarque. Le polynoˆme P (x) = (x − x1)n−1(x − x2) (n ≥ 3), n’est pas un polynoˆme
d’unicite´ pour M(K) ou pour Mu(d(θ, R−))
(
voir [22] et [41]
)
.
Rappelons cet exemple donne´ par A. Escassut, L. Haddad et R. Vidal dans [22]. Par
changement affine de variable, on peut e´videmment se ramener a` P (y) = yn − yn−1 + c ou`
c ∈ K. Conside´rons alors h ∈M(K) (resp. h ∈M(d(θ, R−))) et posons g = hn−1 − 1
hn − 1 et
f = hg. Alors on ve´rifie que P (f) = P (g).
Pour montrer le The´ore`me 4.1.3, on aura besoin du lemme suivant. En ge´ne´ral, il
est valable pour un corps alge´briquement clos de caracte´ristique ze´ro comme l’est K. La
de´monstration ci-dessous est nouvelle et purement alge´brique, cela ne requiert pas l’usage
de l’analyse complexe.
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Lemme 4.1.1. Soit n ≥ 3 un entier, et soit
Q(x) = (n− 1)2(xn − 1)(xn−2 − 1)− n(n− 2)(xn−1 − 1)2 ∈ K[x]
ou` deg(Q) = 2n − 2. Alors 1 est un ze´ro du polynoˆme Q d’ordre de multiplicite´ 4 et tous
les autres ze´ros de Q sont simples.
De´monstration. — Remarquons qu’on peut aussi e´crire Q sous la forme
x2n−2 − (n− 1)2xn + 2n(n− 2)xn−1 − (n− 1)2xn−2 + 1,
d’ou` Q′(x) = 2(n− 1)x2n−3 − n(n− 1)2xn−1 + 2n(n− 1)(n− 2)xn−2 − (n− 1)2(n− 2)xn−3
et, de la meˆme fac¸on, on peut obtenir les de´rive´es restantes. Donc, il est facile de voir que
Q(k)(1) = 0 quand k = 0, 1, 2, 3 et, Q(4)(1) = 2n(n − 1)2(n − 2) 6= 0 pour tout n ≥ 3.
Ainsi, 1 est un ze´ro de Q d’ordre 4.
Maintenant, il nous reste seulement a` montrer que tous les autres ze´ros de Q sont
simples. Supposons qu’il existe x ∈ K tel que Q(x) = Q′(x) = 0. Si Q′(x) = 0, on a
(n− 1)xn−3
(
2xn − n(n− 1)x2 + 2n(n− 2)x− (n− 1)(n− 2)
)
= 0.
Mais, comme e´videmment x 6= 0, on a
2xn − n(n− 1)x2 + 2n(n− 2)x− (n− 1)(n− 2) = 0. (4.2)
Donc, en faisant Q(x) = 0 et en conside´rant (4.2), on obtient
(n− 1)(n− 2)xn − 2n(n− 2)xn−1 + n(n− 1)xn−2 − 2 = 0
c’est-a`-dire que
2xn
(
(n− 1)(n− 2)x2 − 2n(n− 2)x+ n(n− 1)
)
= 4x2.
Alors, en conside´rant (4.2) dans l’e´galite´ pre´ce´dente, on a(
n(n− 1)x2 − 2n(n− 2)x+ (n− 1)(n− 2)
)(
(n− 1)(n− 2)x2 − 2n(n− 2)x+ n(n− 1)
)
= 4x2.
Par conse´quent, en re´solvant l’e´quation ci-dessus, on obtient
x4 − 4x3 + 6x2 − 4x+ 1 = (x− 1)4 = 0,
et donc, on en de´duit que 1 est l’unique ze´ro commun de Q et Q′, c’est-a`-dire que 1 est
l’unique ze´ro multiple de Q. Ainsi
Q(x) = (x− 1)4(x− γ1)(x− γ2)...(x− γ2n−6)
d’ou` chaque γi ∈ K \ {0, 1} et γi 6= γj pour tout i 6= j et i = 1, ..., 2n− 6.
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Le polynoˆme
P (x) = (n− 2)(n− 1)xn − 2n(n− 2)xn−1 + n(n− 1)xn−2 − c
ou` c ∈ C \ {0, 1}, a e´te´ introduit dans C par G. Frank et M. Reinders dans [30]. Il a
permis la de´couverte d’URSCM de seulement 11 points pour les fonctions me´romorphes
complexes. Ci-dessous, on utilise un polynoˆme similaire mais a` coefficients dans K. On
montre que celui-la` est un polynoˆme d’unicite´ pour Mu(d(θ, R−)).
The´ore`me 4.1.3. Soit P ∈ K[x] tel que P ′ admet seulement deux ze´ros distincts d’ordre
c1 et c2 respectivement. Si deg(P ) ≥ 6 et min{c1, c2} = 2, alors P est un polynoˆme d’unicite´
pour Mu(d(0, R−)).
De´monstration. — Soient x1, x2 ∈ K les ze´ros de P ′ avec x1 6= x2. D’apre`s l’hypothe`se,
on suppose x1 d’ordre c1 = n− 3 (n ≥ 6) et x2 d’ordre c2 = 2. Alors
P (x) =
1
n
(x− x1)n − 2x1 − x2
n− 1 (x− x1)
n−1 +
(x1 − x2)2
n− 2 (x− x1)
n−2 + c,
ou` c ∈ K et n ≥ 6.
Soient f, g ∈Mu(d(0, R−)) telles que P (f) = P (g). Posons f1 = f − x1 et g1 = g− x1.
Si h ∈M(d(0, R−)) est telle que f1 = hg1, on obtient
(n− 1)(n− 2)(hn − 1)g21 − 2an(n− 2)(hn−1 − 1)g1 + a2n(n− 1)(hn−2 − 1) = 0. (4.3)
Supposons h 6= 1. On remarque que hn − 1 6= 0 car si hn = 1, alors hn−1 − 1 est
une constante non nulle, ce qui entraˆıne que g1 est une constante, une contradiction car
g ∈Mu(d(0, R−)).
Supposons d’abord h ∈Mb(d(0, R−)). D’apre`s (4.3), pour r ∈]0, R[, on obtient
T
(
r, (n− 1)(n− 2)(hn − 1)g21
) ≥ 2T (r, g1) +O(1)
et
T
(
r, 2an(n− 2)(hn−1 − 1)g1 − a2n(n− 1)(hn−2 − 1)
) ≤ T (r, g1) + Sg(r),
une contradiction.
Supposons maintenant h ∈ Mu(d(0, R−)). Avec un simple calcul, on peut e´crire (4.3)
sous la forme(
(n− 1)(n− 2)(hn − 1)g1 − an(n− 2)(hn−1 − 1)
)2
= −a2n(n− 2)Q(h) (4.4)
102 J. Ojeda - Fuentealba
ou` Q(x) = (n − 1)2(xn − 1)(xn−2 − 1) − n(n − 2)(xn−1 − 1)2 est un polynoˆme de degre´
2n − 2. Puisque n ≥ 6, d’apre`s le Lemme 4.1.1, on en de´duit que Q(x) est de la forme
(x− 1)4(x− γ1)(x− γ2)...(x− γ2n−6), ou` chaque γi ∈ K\{0, 1}
(
i = 1, ..., 2n−6), est un
ze´ro simple de Q. Par conse´quent, d’apre`s (4.4), chaque ze´ro de h− γi
(
i = 1, ..., 2n− 6)
a un ordre de multiplicite´ au moins 2 et donc
2n−6∑
i=1
Z(r, h− γi) ≤ 1
2
2n−6∑
i=1
Z(r, h− γi) ≤ (n− 3)T (r, h) +O(1).
Ainsi, en appliquant a` h le The´ore`me 2.2.4 aux points γi
(
i = 1, ..., 2n−6) et en conside´rant
que N(r, h) ≤ T (r, h), on obtient
(2n− 7)T (r, h) ≤
2n−6∑
i=1
Z(r, h− αi) +N(r, h) +O(1)
≤ (n− 2)T (r, h) +O(1).
Puisque, d’apre`s le The´ore`me 2.1.2, T (r, h) est non borne´e dans ]0, R[, on a une contradic-
tion quand n ≥ 6.
Par conse´quent h = 1, ce qui entraˆıne f1 = g1 et ache`ve la de´monstration.
Remarque. Le The´ore`me 4.1.1 montre que si un polynoˆme P est tel que P ′ admette
seulement 2 ze´ros distincts, tous les deux d’ordre ≥ 2, alors P est un polynoˆme d’uni-
cite´ pour M(K). Aucun re´sultat analogue n’existe pour Mu(d(θ, R−)) ni meˆme pour
Au(d(θ, R−)) puisque pour obtenir la re´ponse positive pourM(K) on utilise des proprie´te´s
d’imparame´trabilite´ des courbes de genre≥ 1 qui ne sont pas disponibles dansM(d(θ, R−)).
Ici, on a pu montrer que si l’ordre de multiplicite´ de l’un des deux ze´ros de P ′ est
exactement 2 (l’autre ≥ 3), alors P est un polynoˆme d’unicite´ pour Mu(d(θ, R−)). Cette
constatation pose la question de savoir si les polynoˆmes P tels que P ′ n’ait que 2 ze´ros
distincts d’ordre ≥ 2, sont tous des polynoˆmes d’unicite´ pour Mu(d(θ, R−)) ou, au moins,
pour A(d(θ, R−)).
En fait, dans la de´monstration du The´ore`me 4.1.3, on utilise cette proprie´te´ e´le´mentaire :
“ax2 + bx + c peut toujours s’e´crire sous la forme (αx + β)2 + γ” , mais il n’en va pas de
meˆme pour un polynoˆme ax3 + bx2 + cx+ d ...
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Exemple des polynoˆme d’unicite´ pour Au(d(θ, R−)) et Mu(d(θ, R−)) :
Soit a ∈ K \ {0} et soit n ∈ N∗. D’apre`s les The´ore`mes 4.1.2 et 4.1.3 respectivement, on
en de´duit que le polynoˆme P (x) =
1
n+ 2
xn+2 − a
n+ 1
xn+1 ou` n ≥ 1, est un polynoˆme
d’unicite´ pour Au(d(θ, R−)), et le polynoˆme P (x) = 1
n+ 3
xn+3 − 2a
n+ 2
xn+2 +
a2
n+ 1
xn+1
ou` n ≥ 3, est un polynoˆme d’unicite´ pour Mu(d(θ, R−)).
4.2 Unicite´ des fonctions me´romorphes qui partagent
une constante
D’abord rappelons la de´finition suivante :
De´finition. Soient f, g ∈M(K) (resp. f, g ∈M(d(θ, R−))) non-constantes et soit a ∈ K.
On dira que les fonctions f et g partagent la valeur a C. M.
(
resp. I. M.
)
, si les fonctions
f − a et g − a ont les meˆmes ze´ros avec les meˆmes multiplicite´s (resp. en ignorant les mul-
tiplicite´s
)
dans K
(
resp. dans d(θ, R−)
)
.
Le proble`me qu’on e´tudiera ici est tre`s lie´ a` la de´finition ci-dessus. Ce proble`me est le
suivant :
Proble`me.
Soient f, g ∈M(K) ou bien soient f, g ∈M(d(θ, R−)) telles que fnf ′ et gng′ partagent une
valeur finie a ∈ K \ {0} C. M. ou bien I. M.. Peut-on conclure que f = dg ou` dn+1 = 1 ?
Pendant les dix dernie`res anne´es, ce type de proble`me a e´te´ e´tudie´ en analyse complexe
dans plusieurs articles
(
voir, par exemple, [28], [41], [57], [59]
)
qui concernent des fonctions
analytiques ou des fonctions me´romorphes dans C en obtenant quelques conclusions. Dans
plusieurs cas ils donnent une re´ponse positive a` notre question, dans d’autres cas la re´ponse
est fg = 1.
Ici, on obtient toujours la meˆme conclusion. De plus, on peut aussi conclure quand on
conside`re f, g ∈ Au(d(θ, R−)) ou bien f, g ∈Mu(d(θ, R−)).
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4.2.1 Fonctions me´romorphes qui partagent une valeur CM.
The´ore`me 4.2.1. Soient f, g ∈M(K) non-constantes (resp. f, g ∈Mu(d(θ, R−))) et soit
n un entier ≥ 2 (resp. ≥ 3). Si fnf ′ = gng′, alors f = dg ou` dn+1 = 1.
De´monstration. — Si fnf ′ = gng′, il existe une constante c ∈ K telle que fn+1 = gn+1 + c.
Supposons c 6= 0. D’apre`s le The´ore`me 3 [14], les fonctions f et g sont constantes (resp.
f, g ∈ Mb(d(θ, R−))
)
, ce qui contredit l’hypothe`se. Donc fn+1 = gn+1 d’ou` f = dg et
dn+1 = 1.
The´ore`me 4.2.2. Soient f, g ∈ M(K) non-constantes et soient a, b ∈ K \ {0} et n un
entier ≥ 3. Si ωγ(fn − a) = ωγ(gn − b) pour tout γ ∈ K, alors il existe d ∈ K tel que
dn =
a
b
et f = dg.
De´monstration. — Puisque ωγ(f
n − a) = ωγ(gn − b) pour tout γ ∈ K et n ≥ 3, on de´duit
que fn − a et gn − b partagent les meˆmes ze´ros et les meˆmes poˆles dans K en prenant en
compte les multiplicite´s, ce qui entraˆıne que la fonction
fn − a
gn − b ∈ M(K) n’a ni ze´ros ni
poˆles dans K. Alors, il existe une constante c ∈ K non nulle, telle que
fn − a = c(gn − b). (4.5)
Clairement fn−1f ′ = cgn−1g′. Donc, en posant ln = c et g1 = lg, on obtient
fn−1f ′ = gn−11 g
′
1. Comme n − 1 ≥ 2, d’apre`s le The´ore`me 4.2.1, il existe k ∈ K \ {0} tel
que f = kg1 et k
n = 1, c’est-a`-dire que f = (kl)g et (kl)n = c. Donc, d’apre`s (4.5),
on a cgn − a = cgn − cb, ce qui entraˆıne c = a
b
. Ainsi, il existe d = kl ∈ K \ {0} tel que
f = dg et dn =
a
b
.
Pour montrer le the´ore`me suivant on utilisera des e´le´ments classiques de la the´orie
de Nevanlinna ultrame´trique, principalement le The´ore`me de Nevanlinna sur trois petites
fonctions.
The´ore`me 4.2.3. Soient f, g ∈Mu(d(θ, R−)) et soient a, b ∈ K \ {0} et n un entier ≥ 4.
Si ωγ(f
n − a) = ωγ(gn − b) pour tout γ ∈ d(θ, R−), alors il existe d ∈ K tel que dn = a
b
et
f = dg.
De´monstration. — Puisque ωγ(f
n − a) = ωγ(gn − b) pour tout γ ∈ K, alors fn − a et
gn − b partagent les meˆmes ze´ros et les meˆmes poˆles dans d(θ, R−) en prenant en compte
les multiplicite´s. Donc, la fonction φ =
fn − a
gn − b n’a ni ze´ros ni poˆles dans d(θ, R
−), ce qui
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entraˆıne que φ ∈ Ab(d(θ, R−)).
Sans perte de ge´ne´ralite´, on assume θ = 0. Supposons φ 6= a
b
. Posons φ1 = a − φb.
Clairement φ, φ1 ∈ Af (d(0, R−)) ∩ Ag(d(0, R−)) car f, g ∈ Mu(d(0, R−)). Donc, en
appliquant le Corollaire 2.3.4.1 a` fn, pour r ∈]0, R[, on a
T (r, fn) ≤ Z(r, fn) + Z(r, fn − φ1) +N(r, fn) + Sf (r). (4.6)
Remarquons que Z(r, fn − φ1) = Z(r, φgn) ≤ Z(r, φ) + Z(r, g) ≤ T (r, φ) + T (r, g) et
donc, Z(r, fn − φ1) ≤ T (r, g) + Sg(r). De plus Z(r, fn) = Z(r, f) ≤ T (r, f),
N(r, fn) = N(r, f) ≤ T (r, f) et, d’apre`s le The´ore`me 2.3.1, on a T (r, fn) = nT (r, f)+O(1).
Par ailleurs, comme φ, φ1 ∈ Mg(d(0, R−)) et fn = φgn + φ1, d’apre`s le
The´ore`me 2.3.1, on de´duit que T (r, f) = T (r, g) + Sg(r). Donc, d’apre`s l’e´quation (4.6),
on a
nT (r, f) ≤ 3T (r, f) + Sf (r),
une contradiction quand r tend vers R− car T (r, f) est non borne´e dans ]0, R[ et n ≥ 4.
Ainsi, φ =
a
b
et fn =
a
b
gn. Par conse´quent, il existe une constante d ∈ K ou` dn = a
b
, et
donc, f peut eˆtre e´crite sous la forme dg.
En utilisant un proce´de´ analogue a` celui utilise´ pour la de´monstration du The´ore`me
4.2.2
(
resp. The´ore`me 4.2.3
)
et en conside´rant que N(r, g) = 0
(
resp. N(r, f) = 0
)
, on
obtient le re´sultat suivant :
The´ore`me 4.2.4. Soient f, g ∈ A(K) non-constantes (resp. f, g ∈ Au(d(θ, R−))). Soient
a, b ∈ K \ {0} et n un entier ≥ 2 (resp. ≥ 3). Si ωγ(fn − a) = ωγ(gn − b) pour tout γ ∈ K(
resp. γ ∈ d(θ, R−)), alors f = dg ou` dn = a
b
.
Pour la de´monstration du corollaire suivant, il suffit de supposer que a = b dans le
The´ore`me 4.2.4.
Corollaire 4.2.4.1. Soient f, g ∈ A(K) non-constantes (resp. f, g ∈ Au(d(θ, R−))).
Soient a ∈ K \ {0} et n un entier ≥ 2 (resp. ≥ 3). Si fn et gn partagent la valeur a
C. M., alors et f = dg ou` dn = 1.
The´ore`me 4.2.5. Soient f, g ∈ A(K) non-constantes. Soient a ∈ K \ {0} et n un entier
≥ 2. Si fnf ′ et gng′ partagent la valeur a C. M., alors f = dg ou` dn+1 = 1.
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De´monstration. — Puisque fnf ′ et gng′ partagent la valeur a C. M., on en de´duit que
la fonction
fnf ′ − a
gng′ − a ∈ M(K) n’a ni ze´ros ni poˆles dans K et donc elle est e´gale a` une
constante c ∈ K non nulle.
Supposons c 6= 1. Donc fnf ′ = c gng′ + a(1− c) et alors il existe c0 ∈ K tel que
fn+1 − cgn+1 = (n+ 1)a(1− c)x+ c0.
Mais fn+1 − cgn+1 peut eˆtre e´crit sous la forme
n+1∏
i=1
(f − big) ou` chaque bi
(
i = 1, ..., n+ 1
)
est une (n+ 1)-ie`me racine de c. Donc,
(n+ 1)a(1− c)x+ c0 = (f − b1g)(f − b2g)...(f − bn+1g).
Par conse´quent, il existe au plus une de ces fonctions f − big qui a un ze´ro. Comme n ≥ 2,
on voit qu’au moins deux de ces fonctions f − big sont constantes. Donc, on en de´duit que
f et g sont constantes, ce qui contredit l’hypothe`se. Ainsi c = 1 et
fn+1 = gn+1 + c0. (4.7)
Supposons maintenant c0 6= 0. En appliquant le The´ore`me 2.2.4 a` fn+1, pour
r ∈]0,+∞[, on obtient
T (r, fn+1) ≤ Z(r, fn+1) + Z(r, fn+1 − co)− log r +O(1)
≤ Z(r, f) + Z(r, g)− log r +O(1)
≤ T (r, f) + T (r, g)− log r +O(1).
Mais, d’apre`s (4.7) et le The´ore`me 2.3.1, on en de´duit que T (r, f) = T (r, g) +O(1). Alors
(n+ 1)T (r, f) ≤ 2T (r, f)− log r +O(1).
Comme f ∈ M(K) est transcendante, on a n < 1 quand r tend vers +∞, ce qui contredit
l’hypothe`se. Par conse´quent c0 = 0 et f
n+1 = gn+1. En conclusion, il existe d ∈ K tel que
f = dg et dn+1 = 1.
En conside´rant le the´ore`me sur trois petites fonctions, on peut montrer aussi un the´ore`me
analogue au pre´ce´dent pour des fonctions dans Au(d(θ, R−)).
The´ore`me 4.2.6. Soient f, g ∈ Au(d(θ, R−)) et a ∈ K \ {0} et soit n un entier ≥ 4. Si
fnf ′ et gng′ partagent la valeur a C. M., alors f = dg ou` dn+1 = 1.
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De´monstration. — Posons φ =
fnf ′ − a
gng′ − a . Puisque f
nf ′ et gng′ partagent la valeur a C. M.,
on en de´duit que la fonction φ n’a ni ze´ros ni poˆles dans d(θ, R−). Donc φ ∈ Ab(d(θ, R−)).
Sans perte de ge´ne´ralite´, on assume θ = 0. Supposons φ 6= 1. Posons F = fnf ′ et
φ1 = a(1−φ). Clairement F ∈ Au(d(0, R−)) et φ1 ∈ Ab(d(0, R−)). Donc φ1 ∈ AF (d(0, R−)).
Soit r ∈]0, R[. En appliquant le The´ore`me 2.3.5 a` F , on obtient
T (r, F ) ≤ Z(r, F ) + Z(r, F − φ1) + Sf (r). (4.8)
Remarquons que Z(r, F −φ1) = Z(r, φgng′) ≤ T (r, φ)+T (r, g)+T (r, g′). Mais, T (r, φ)
est de la forme Sf (r), et d’apre`s le Lemme 4.3.4, on a T (r, g
′) ≤ T (r, g) + O(1). Donc,
Z(r, F−φ1) ≤ 2T (r, g)+Sf (r). De plus, il est facile de voir que Z(r, F ) ≤ T (r, f)+T (r, f ′)
et T (r, F ) = nT (r, f) + T (r, f ′). Ainsi, d’apre`s l’ine´galite´ (4.8), on a
(n− 1)T (r, f) ≤ 2T (r, g) + Sf (r).
En appliquant une proce´de´ semblable a` la fonction G = gng′, on obtient
(n− 1)T (r, g) ≤ 2T (r, f) + Sg(r).
Par conse´quent, en additionnant les deux ine´galite´s ci-dessus, on obtient
(n− 1)[T (r, f) + T (r, g)] ≤ 2[T (r, f) + T (r, g)]+ Sf (r) + Sg(r),
une contradiction quand r tend vers R− car n ≥ 4 et T (r, f) et T (r, g) sont des fonctions
non borne´es dans ]0, R[. Donc φ = 1.
La fin de la de´monstration est analogue a` la fin de la de´monstration du The´ore`me 4.2.5,
en conside´rant que, d’apre`s le The´ore`me 2.3.1, on a T (r, f) = T (r, g) + Sg(r).
Le The´ore`me 4.2.7 est destine´ a` e´tablir un re´sultat comparable au The´ore`me 4.2.6 en
s’appliquant a` des fonctions me´romorphes, sa de´monstration ne´cessitera d’abord d’e´tablir
les Lemmes 4.2.1, 4.2.2 et 4.2.3 qui suivent.
Lemme 4.2.1. Soit f, g ∈ A(d(θ, R−)). Si γ est un ze´ro simple commun de f −1 et g−1,
alors γ est aussi un ze´ro de la fonction
f ′′
f ′
− 2 f
′
f − 1 −
g′′
g′
+ 2
g′
g − 1 .
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De´monstration. — Supposons f(x) =
+∞∑
n=0
an(x− θ)n. Sans perte de ge´ne´ralite´, on suppose
θ = 0 et γ = 0. Graˆce au de´veloppement en se´rie de Taylor de f en 0, on a
1
f(x)− 1 =
1
a1x
+ f1(x) ou` f1 ∈ A(d(0, R−)) et a1 6= 0, d’ou` on de´duit que
f ′(x)(
f(x)− 1)2 = − 1a1x2 + f ′1(x). (4.9)
De meˆme, on obtient que
1
g(x)− 1 =
1
b1x
+ g1(x) ou` g1 ∈ A(d(0, R−)) et b1 6= 0,
d’ou`
g′(x)(
g(x)− 1)2 = − 1b1x2 + g′1(x). (4.10)
Donc, d’apre`s (4.9) et (4.10), on a
f ′(x)(
f(x)− 1)2 ·
(
g(x)− 1)2
g′(x)
=
1
a1
− x2f ′1(x)
1
b1
− x2g′1(x)
= u+ vx2 + wx3 + ...
ou` u, v 6= 0. Alors,
1
u
· f
′(x)(
f(x)− 1)2 ·
(
g(x)− 1)2
g′(x)
= 1 +
(v
u
)
x2 +
(w
u
)
x3 + ...
et donc, pour x voisin de 0, on peut appliquer la fonction logarithme ultrame´trique log(1+t)
de´finie pour t ∈ d(0, 1−) et alors on obtient
log
(1
u
· f
′(x)(
f(x)− 1)2 ·
(
g(x)− 1)2
g′(x)
)
=
(v
u
)
x2 +
(w
u
)
x3 + ...−
( v2
2u2
)
x4 −
( w2
2u2
)
x6 − ...
Par conse´quent, en appliquant la derive´e logarithmique, on a
f ′′(x)
f ′(x)
− 2 f
′(x)
f(x)− 1 −
g′′(x)
g′(x)
+ 2
g′(x)
g(x)− 1 =
(2v
u
)
x+
(3w
u
)
x2 + ...−
(2v2
u2
)
x3 −
(3w2
u2
)
x5 − ...
D’ou`, on voit clairement que x = 0 est un ze´ro de la fonction
f ′′
f ′
− 2 f
′
f − 1 −
g′′
g′
+ 2
g′
g − 1,
ce qui ache`ve la de´monstration.
Notation. Soit f ∈M(K) (resp. f ∈M(d(0, R−))). Dore´navant, pour r ∈]0,+∞[ (resp.
r ∈]0, R[), on pose Z2)(r, f) := Z(r, f) − Z1(r, f) et Z2)(r, f) := Z(r, f) − Z1(r, f). De
meˆme, on pose N2)(r, f) := N(r, f)−N1(r, f) et N2)(r, f) := N(r, f)−N1(r, f).
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Lemme 4.2.2. Soient f, g ∈ M(K) (resp. f, g ∈ Mu(d(θ, R−))) non-constantes. On
suppose que 0 n’est ni ze´ro ni poˆle de f , f ′, g et g′. Si f et g partagent la valeur 1 C. M.,
alors l’une des trois conditions suivantes est satisfaite
(i) T (r, f) ≤ N(r, f) + N2)(r, f) + N(r, g) + N2)(r, g) + Z(r, f) + Z2)(r, f) + Z(r, g) +
+ Z2)(r, g)− 2 log r+O(1) pour r ∈]0,+∞[
(
resp. pour r ∈]0, R[). De plus, la meˆme
ine´galite´ est vraie si on e´change f et g.
(ii) f ≡ g.
(iii) fg ≡ 1.
De´monstration. — Notre de´monstration prend comme re´fe´rence la de´monstration du
Lemma 5 [41], mais on doit ve´rifier chaque ine´galite´ pour aboutir a` une conclusion ou` in-
tervient − log r.
Posons Ψ =
f ′′
f ′
− 2 f
′
f − 1 −
g′′
g′
+ 2
g′
g − 1. Clairement Ψ peut eˆtre e´crite sous la forme
ψ′
ψ
ou` ψ =
( f ′
(f − 1)2
)((g − 1)2
g′
)
.
Pour la de´monstration, sans perte de ge´ne´ralite´, on suppose θ = 0. On va conside´rer
d’abord le cas Ψ 6= 0 et ensuite le cas Ψ = 0.
Cas 1. Ψ(z) 6= 0 ∀z ∈ K (resp. ∀z ∈ d(0, R−)).
Soit r ∈]0,+∞[ (resp. Soit r ∈]0, R[). En appliquant le The´ore`me 2.2.4 a` f on obtient
T (r, f) ≤ Z(r, f) + Z(r, f − 1) +N(r, f)− Z(r, f ′ : f(x) 6= 0, 1)− log r +O(1) (4.11)
Puisque Ψ est de la forme
ψ′
ψ
, d’apre`s le Corollaire 2.1.5.2, on a Z(r,Ψ) ≤ N(r,Ψ)+O(1).
Mais, comme f et g partagent la valeur 1 C. M., si ωγ(f − 1) = 1, d’apre`s le Lemme 4.2.1,
on a ωγ(Ψ) > 0, c’est-a`-dire que Z1(r, f − 1) ≤ Z(r,Ψ). Ainsi, on obtient
Z1(r, f − 1) ≤ N(r,Ψ) +O(1). (4.12)
D’autre part, puisque f et g partagent la valeur 1 C. M., on voit que
f ′
f − 1 et
g′
g − 1
ont un poˆle simple avec le meˆme re´sidu en chaque point β tel que f(β) = 1. Par suite Ψ
n’a pas de poˆle aux points β ou` f(β) = 1. De plus, quand f a un poˆle simple γ, le re´sidu
de
f ′
f − 1 en γ est −1 tandis que le re´sidu de
f ′′
f ′
en γ est −2, donc Ψ n’a pas de poˆle en
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γ. Par conse´quent, si Ψ a un poˆle, ou bien f ou g a un poˆle multiple ou bien f ′ ou g′ a un
ze´ro. Alors, d’apre`s (4.12), on a
Z1(r, f − 1) ≤ N2)(r, f) +N2)(r, g) + Z
(
r, f ′ : f(x) 6= 0, 1)+ Z(r, g′ : g(x) 6= 0, 1) +
+ Z2)(r, f) + Z2)(r, g) +O(1). (4.13)
Maintenant, en conside´rant la de´finition de Z
(
r, g′ : g(x) 6= 0, 1), on en de´duit que
Z
(
r, g′ : g(x) 6= 0, 1)+ Z2)(r, g − 1) + Z2)(r, g)− Z2)(r, g) ≤ Z(r, g′).
Mais, d’apre`s le Lemme 4.3.1, on a Z(r, g′) ≤ Z(r, g) +N(r, g)− log r +O(1). Alors,
Z
(
r, g′ : g(x) 6= 0, 1)+ Z2)(r, g − 1) ≤ Z(r, g) +N(r, g)− log r +O(1). (4.14)
De plus, comme f et g partagent la valeur 1 C. M., on a Z(r, f−1) = Z(r, g−1). Ainsi,
il est clair que
Z(r, f − 1) = Z1(r, f − 1) + Z2)(r, g − 1) ≤ Z1(r, f − 1) + Z2)(r, g − 1). (4.15)
En conclusion, d’apre`s (4.11), (4.12), (4.13), (4.14) et (4.15), on obtient (i)
T (r, f) ≤ N(r, f) +N2)(r, f) +N(r, g) +N2)(r, g) + Z(r, f) + Z2)(r, f) + Z(r, g) + Z2)(r, g)−
− 2 log r +O(1).
Cas 2. Ψ(z) = 0 ∀z ∈ K (resp. ∀z ∈ d(0, R−)).
Rappelons que Ψ est de la forme
u′
u
ou` u =
( f ′
(f − 1)2
)((g − 1)2
g′
)
. Comme Ψ = 0, il
existe une constante c ∈ K telle que f
′
(f − 1)2 = c
g′
(g − 1)2 et donc, il existe une autre
constante d ∈ K telle que 1
f − 1 =
c
g − 1 − d. Par conse´quent, f peut eˆtre e´crite sous la
forme
Ag +B
Cg +D
ou` A,B,C,D ∈ K.
Supposons AC 6= 0. Donc f − A
C
=
B − AD
C
Cg +D
. En appliquant le The´ore`me 2.2.4 a` f ,
on a
T (r, f) ≤ Z(r, f) + Z
(
r, f − A
C
)
+N(r, f)− log r +O(1)
= Z(r, f) +N(r, g) +N(r, f)− log r +O(1)
et on en de´duit (i).
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Supposons maintenat A 6= 0 et C = 0. Donc f − B
D
=
A
D
g. Si B 6= 0, on a
T (r, f) ≤ Z(r, f) + Z
(
r, f − B
D
)
+N(r, f)− log r +O(1)
= Z(r, f) + Z(r, g) +N(r, f)− log r +O(1)
et donc, on en de´duit (i).
Si B = 0, on a f =
A
D
g. Supposons
A
D
6= 1. Comme f et g partagent la valeur 1 C.M.,
il est clair que si f(x) 6= 1 ∀x ∈ K (resp. ∀x ∈ d(0, R−)), on aura g(x) 6= 1 ∀x ∈ K (resp.
∀x ∈ d(0, R−)) et donc, f(x) 6= A
D
∀x ∈ K (resp. ∀x ∈ d(0, R−)). D’apre`s le Corollaire
1.7.8.2, la fonction f est une constante
(
resp. f ∈Mb(d(0, R−))
)
, une contradiction a` l’hy-
pothe`se. Par conse´quent
A
D
= 1 et donc f = g.
Ensuite, supposons A = 0 et C 6= 0. Donc g + D
C
=
B
Cf
. Si D 6= 0, on a
T (r, g) ≤ Z(r, g) + Z
(
r, g +
D
C
)
+N(r, g)− log r +O(1)
= Z(r, g) +N(r, f) +N(r, g)− log r +O(1)
et donc on a (i).
Si D = 0, on a g =
B
Cf
. Supposons
B
C
6= 1. Comme f et g partagent la valeur 1
C. M., il est clair que g(x) 6= 1 ∀x ∈ K (resp. ∀x ∈ d(0, R−)) et g(x) 6= B
C
∀x ∈ K(
resp. ∀x ∈ d(0, R−)). Donc, d’apre`s le Corollaire 1.7.8.2, la fonction g est une constante(
resp. g ∈ Mb(d(0, R−))
)
, une contradiction a` l’hypothe`se. Par conse´quent
B
C
= 1 et donc
fg = 1.
Lemme 4.2.3. Il n’existe pas de fonctions f, g ∈M(K) transcendantes (resp.
f, g ∈Mu(d(θ, R−))
)
telles que f ′fng′gn ≡ 1 quand n ≥ 2.
De´monstration. — Supposons que f a un ze´ro γ d’ordre s dans K
(
resp. dans d(θ, R−)
)
.
Puisque f ′fng′gn = 1, on en de´duit que γ est un poˆle de g d’ordre par exemple t. Alors
ns+ s− 1 = nt+ t+ 1,
c’est-a`-dire que (s− t)(n+1) = 2, ce qui est impossible parce que n ≥ 2 et s, t sont entiers.
En remplac¸ant f par g, on obtient la meˆme conclusion. Par conse´quent, on en de´duit que
112 J. Ojeda - Fuentealba
f et g n’ont pas de ze´ros dans K
(
resp. dans d(θ, R−)
)
.
Comme f, g ∈ M(K) sont transcendantes (resp. f, g ∈ Mu(d(θ, R−))) et n’ont pas
de ze´ros dans K
(
resp. dans d(θ, R−)
)
, il existe φ, ψ ∈ A(K) transcendantes (resp.
φ, ψ ∈ Au(d(θ, R−))
)
telles que f =
1
φ
et g =
1
ψ
. Par conse´quent
1 = fnf ′gng′ =
1
φn
φ′
φ2
1
ψn
ψ′
ψ2
=
φ′ψ′
(φψ)n+2
et donc, φ′ψ′ = (φψ)n+2.
Comme φ, ψ ∈ A(K) (resp. φ, ψ ∈ Au(d(θ, R−))), d’apre`s le The´ore`me 1.4.1, on a
|φ′|(r) ≤ 1
r
|φ|(r) ∀r > 0 (resp. ∀r ∈]0, R[) et |ψ′|(r) ≤ 1
r
|ψ|(r) ∀r > 0 (resp. ∀r ∈]0, R[).
Ainsi (|φψ|(r))n+2 = |φ′ψ′|(r) ≤ |φψ|(r)
r2
, une contradiction parce que |φ|(r) et |ψ|(r) sont
des fonctions non-borne´es quand r tend vers +∞ (resp. vers R−).
Dans le cas classique
(
voir The´ore`me 1 [41]
)
les auteurs montrent que :
Si deux fonctions me´romorphes f et g dans C sont telles que fnf ′ et gng′ partagent la valeur
a ∈ C ou` a n’est ni 0 ni ∞, et si n est un entier ≥ 11, alors ou bien f = dg ou` dn+1 = 1 ou
bien f et g sont des fonctions exponentielles, c1e
−cz et c2ecz respectivement ou` c, c1 et c2
sont des constantes et (c1c2)
n+1c2 = −a2.
Ici, sous une hypothe`se similaire, on peut montrer la premie`re conclusion, tandis que la
deuxie`me est exclue.
The´ore`me 4.2.7. Soient f, g ∈ M(K) transcendantes (resp. f, g ∈ Mu(d(θ, R−)) et
soient a ∈ K \ {0} et n un entier ≥ 11. Si fnf ′ et gng′ partagent la valeur a C. M., alors
f = dg ou` dn+1 = 1.
De´monstration. — Posons F =
fn+1
a(n+ 1)
et G =
gn+1
a(n+ 1)
. Puisque fnf ′ et gng′ par-
tagent la valeur a C. M., on voit que F ′ et G′ partagent la valeur 1 C. M.
Soit r ∈]0,+∞[ (resp. r ∈]0, R[). Sans perte de gn´e´ralite´, on suppose θ = 0. Puisque
N(r, F ′) = N(r, F ) +N(r, F ) = (n+ 1)N(r, f) +N(r, f),
on a nN(r, f) = N(r, F ′)−N(r, f)−N(r, f). Mais
N(r, F ′)−N(r, f)−N(r, f) ≤ N(r, F ′)−N(r, f) + Z(r, f)− Z(r, f ′) +O(1)
≤ T (r, F ′) + T (r, f)−N(r, f)− Z(r, f ′) +O(1).
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Donc,
nN(r, f) ≤ T (r, F ′) + T (r, f)−N(r, f)− Z(r, f ′) +O(1). (4.16)
D’autre part, comme aF ′ = fnf ′, on en de´duit que Z(r, F ′) = nZ(r, f) + Z(r, f ′),
c’est-a`-dire que nZ(r, f) = Z(r, F ′)− Z(r, f ′). Mais,
Z(r, F ′)− Z(r, f ′) = Z(r, F ′) +N(r, f)−N(r, f)− Z(r, f ′)
≤ T (r, F ′) + T (r, f)−N(r, f)− Z(r, f ′) +O(1).
Donc,
nZ(r, f) ≤ T (r, F ′) + T (r, f)−N(r, f)− Z(r, f ′) +O(1). (4.17)
Par conse´quent, d’apre`s (4.16) et (4.17), on voit que
nT (r, f) = max
{
nZ(r, f) +O(1), nN(r, f)
} ≤ T (r, F ′) + T (r, f)−N(r, f)− Z(r, f ′) +O(1),
ce qui entraˆıne
2T (r, f) + Z(r, f ′) =
2
n− 1
(
(n− 1)T (r, f) + Z(r, f ′)
)
+
n− 3
n− 1Z(r, f
′)
≤ 2
n− 1
(
T (r, F ′)−N(r, f)
)
+
n− 3
n− 1
(
Z(r, f) +N(r, f)
)
+O(1)
≤ 2
n− 1
(
T (r, F ′)−N(r, f)
)
+
n− 3
n− 1
(
T (r, f) +N(r, f)
)
+O(1)
≤ 2
n− 1
(
T (r, F ′)−N(r, f)
)
+
n− 3
n− 1
( 1
n− 1 T (r, F
′) +N(r, f)
)
+O(1)
≤ 3n− 5
(n− 1)2 T (r, F
′) +
n− 5
n− 1 N(r, f) +O(1). (4.18)
Mais,
N(r, f) = N(r, F ′) = N2)(r, F ′) ≤ 1
(n+ 2)
N(r, F ′) ≤ 1
(n+ 2)
T (r, F ′) +O(1). (4.19)
Donc, d’apre`s (4.18) et (4.19), on en de´duit que
2T (r, f) + Z(r, f ′) ≤ 4n
2 − 5n− 5
(n+ 2)(n− 1)2T (r, F
′) +O(1). (4.20)
Par ailleurs, remarquons que
Z(r, F ′) + Z2)(r, F ′) = 2Z(r, fn) + 2Z(r, f ′)− Z1(r, f ′) ≤ 2T (r, f) + Z(r, f ′) +O(1).
Donc, d’apre`s (4.20), on a
Z(r, F ′) + Z2)(r, F ′) ≤ 4n
2 − 5n− 5
(n+ 2)(n− 1)2T (r, F
′) +O(1). (4.21)
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De meˆme pour G′, d’apre`s (4.19) et (4.21), on obtient
N(r, g) = N(r,G′) = N2)(r,G′) ≤ 1
(n+ 2)
N(r,G′) ≤ 1
(n+ 2)
T (r,G′) +O(1) (4.22)
et
Z(r,G′) + Z2)(r,G′) ≤ 4n
2 − 5n− 5
(n+ 2)(n− 1)2T (r,G
′) +O(1). (4.23)
En appliquant le Lemme 4.2.2 a` F ′ et G′, on doit conside´rer les 3 cas suivants :
Cas 1.
Supposons (i) du Lemme 4.2.2, c’est-a`-dire que
T (r, F ′) ≤ N(r, F ′) +N2)(r, F ′) +N(r,G′) +N2)(r,G′) + Z(r, F ′) + Z2)(r, F ′))+
+ Z(r,G′) + Z2)(r,G′)− 2 log r +O(1).
Supposons qu’il existe un ensemble I non-borne´ tel que T (r,G′) ≤ T (r, F ′) pour tout
r ∈ I. Prenons r ∈ I et conside´rons (4.19), (4.21), (4.22) et (4.23) dans l’ine´galite´ ci-dessus.
On a T (r, F ′) ≤ 12n
2 − 18n− 6
(n+ 2)(n− 1)2T (r, F
′)− 2 log r +O(1), c’est-a`-dire que
n3 − 12n2 + 15n+ 8
(n+ 2)(n− 1)2 T (r, F
′) ≤ −2 log r +O(1). (4.24)
Posons P (n) = n3−12n2 +15n+8. On voit que P (11) = 52 et P ′(n) = 3n2 − 24n+ 15
est strictement positif quand n ≥ 8. Donc le polynoˆme P (n) est strictement positif quand
n ≥ 11, une contradiction d’apre`s (4.24).
Cas 2.
Supposons (ii) du Lemme 4.2.2, c’est-a`-dire que F ′ = G′. Alors, il existe c ∈ K tel que
fn+1 = gn+1 + c. Supposons c 6= 0. En appliquant le The´ore`me 2.2.4 a` fn+1, on obtient
T (r, fn+1) ≤ Z(r, fn+1) + Z(r, fn+1 − c) +N(r, fn+1)− log r +O(1)
≤ Z(r, fn+1) + Z(r, gn+1) +N(r, fn+1)− log r +O(1)
≤ Z(r, f) + Z(r, g) +N(r, f)− log r +O(1)
≤ 2T (r, f) + T (r, g)− log r +O(1),
c’est-a`-dire que
T (r, fn+1) ≤ 2T (r, f) + T (r, g)− log r +O(1).
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Mais d’apre`s le The´ore`me 2.3.1, on a T (r, fn+1) = (n + 1)T (r, f) + O(1) et puisque
fn+1 = gn+1 + c, on de´duit que T (r, f) = T (r, g) + 0(1). Donc, l’ine´galite´ ci-dessus se
re´duit a`
(n+ 1)T (r, f) ≤ 3T (r, f)− log r +O(1),
une contradiction quand n ≥ 11 et r tends vers +∞ (resp. vers R−). Par conse´quent c = 0
et donc, fn+1 = gn+1. Ainsi, on voit qu’il existe d ∈ K tel que dn+1 = 1 et f = dg.
Cas 3.
Supposons (iii) du Lemme 4.2.2, c’est-a`-dire que F ′G′ = 1. Alors a−2fnf ′gng′ = 1.
Soit b une (n + 1)-ie`me racine de a−1. Posons fˇ = bf et gˇ = bg. Donc fˇnfˇ ′gˇngˇ′ = 1,
une contradiction d’apre`s le Lemme 4.2.3 car n ≥ 11.
4.2.2 Fonctions analytiques qui partagent une valeur IM.
Nous allons maintenant e´tudier des proble`mes d’unicite´ de fonctions analytiques de la
forme fnf ′ et gng′ qui partagent une valeur finie, mais, ici, en ignorant les multiplicite´s.
Pour cela, on conside`re la de´finition donne´e dans la sous-section pre´ce´dente ainsi que les
travaux de Y. Xu et H. Qu
(
voir [57]
)
.
Dans le cas classique, Y. Xu et H. Qu ont montre´ que :
Si f et g sont des fonctions entie`res non constantes telles que fnf ′ et gng′ partagent
une valeur finie non nulle a ∈ C quand n ≥ 12, alors ou bien f = dg ou` dn+1 = 1,
ou bien f(z) = c1e
−cz et g(z) = c2e−cz ou` c, c1 et c2 sont des constants qui satisfont
(c1c2)
n+1c2 = −a2.
Ici, on montrera un re´sultat analogue qui est plus pre´cis que le pre´ce´dent et qui exclut
e´videmment la deuxie`me conclusion.
Notations. D’abord on doit rappeler la notation suivante, bien connu en analyse complexe
[35] et analyse ultrame´trique [39].
Soit f ∈M(K) (resp. f ∈M(d(0, R−))) et soit a ∈ K, telles que f et f − a n’ont pas
ni ze´ro ni poˆle en 0. On de´finit
Θ(a, f) := 1− lim sup
r→+∞
Z(r, f − a)
T (r, f)
(
resp. Θ(a, f) := 1− lim sup
r→R−
Z(r, f − a)
T (r, f)
)
.
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Soient f, g ∈ M(K) (resp. f, g ∈ M(d(0, R−))) non constantes telles que f et g par-
tagent la valeur 1 I. M. Supposons que f − 1 et g − 1 n’ont ni ze´ros ni poˆles en 0. On
note Zc(r, f − 1, g − 1) la fonction de comptage des ze´ros γ communs de f − 1 et g − 1
quand ωγ(f − 1) > ωγ(g − 1), e´tant compte´ sans multiplicite´. D’autre part, on note
Z11(r, f − 1, g − 1) la fonction de comptage des ze´ros simples communs de f − 1 et g − 1.
Lemme 4.2.4. Soient f, g ∈ A(K) non affines (resp. f, g ∈ Au(d(0, R−))) n’ayant ze´ro
en 0, et telles que lim inf
r→+∞
[
T (r, f)− 9Z(r, f)] > −∞ et lim inf
r→+∞
[
T (r, g)− 9Z(r, g)] > −∞(
resp. telles que f ′, g′ ∈ Au(d(0, R−)), Θ(0, f) > 8
9
et Θ(0, g) >
8
9
)
. Si f ′ et g′ partagent
la valeur 1 I. M., alors f = g.
De´monstration. — Posons Ψ˜ =
f ′′′
f ′′
− 2 f
′′
f ′ − 1 −
g′′′
g′′
+ 2
g′′
g′ − 1. Clairement Ψ˜ peut eˆtre
e´crite sous la forme
ψ˜′
ψ˜
ou` ψ˜ =
( f ′′
(f ′ − 1)2
)((g′ − 1)2
g′′
)
.
Supposons Ψ˜ 6= 0. Puisque Ψ˜ est de la forme ψ˜
′
ψ˜
d’apre`s le Corollaire 2.1.5.2, pour
r ∈]0,+∞[ (resp. r ∈]0, R[), on a Z(r, Ψ˜) ≤ N(r, Ψ˜) + 0(1). Mais, si γ est un ze´ro simple
commun a` f ′ − 1 et g′ − 1, alors d’apre`s le Lemme 4.2.1, γ est un ze´ro de Ψ˜. Donc
Z11(r, f
′ − 1, g′ − 1) ≤ Z(r, Ψ˜). Ainsi, on en de´duit que
Z11(r, f
′ − 1, g′ − 1) ≤ N(r, Ψ˜) +O(1).
Mais remarquons que, d’apre`s la de´finition de Ψ˜, les poˆles de Ψ˜ sont trouve´s uniquement
parmi les ze´ros de f ′′ et g′′ et parmi les ze´ros de f ′ − 1 et g′ − 1 qui n’ont pas la meˆme
multiplicite´. Donc,
N(r, Ψ˜) ≤ Z(r, f) + Z(r, g) + Zc(r, f ′ − 1, g′ − 1) + Zc(r, g′ − 1, f ′ − 1) +
+ Z
(
r, f ′′ : f ′(x) 6= 1, (f(x), f ′(x)) 6= (0, 0)) + Z(r, g′′ : g′(x) 6= 1, (g(x), g′(x)) 6= (0, 0)).
Par conse´quent, en conside´rant les deux ine´galite´s pre´ce´dentes, on obtient
Z11(r, f
′ − 1, g′ − 1) ≤ Z(r, f) + Z(r, g) + Zc(r, f ′ − 1, g′ − 1) + Zc(r, g′ − 1, f ′ − 1) +
+ Z
(
r, f ′′ : f ′(x) 6= 1, (f(x), f ′(x)) 6= (0, 0)) +
+ Z
(
r, g′′ : g′(x) 6= 1, (g(x), g′(x)) 6= (0, 0))+O(1). (4.25)
D’autre part, d’apre`s le The´ore`me 2.2.2, on a
T (r, f) + T (r, g) ≤ 2Z(r, f) + 2Z(r, g)− Z(r, f ′′ : f ′(x) 6= 1, (f(x), f ′(x)) 6= (0, 0)) + (4.26)
+ Z(r, f ′ − 1) + Z(r, g′ − 1)− Z(r, g′′ : g′(x) 6= 1, (g(x), g′(x)) 6= (0, 0))− 2 log r +O(1).
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Remarquons aussi que
Z(r, f ′ − 1) + Z(r, g′ − 1) ≤ Z11(r, f ′ − 1, g′ − 1) + Z(r, f ′ − 1) + Z(r, g′ − 1).
Mais g′ − 1 ∈ A(K) (resp. g′ − 1 ∈ A(d(0, R−)) donc, d’apre`s les Corollaires 2.1.7.1 et
2.2.1.1, on en de´duit que Z(r, g′ − 1) = T (r, g′ − 1) + O(1) ≤ T (r, g) + O(1). Ainsi, on
obtient
Z(r, f ′ − 1) + Z(r, g′ − 1) ≤ Z11(r, f ′ − 1, g′ − 1) + Zc(r, f ′ − 1, g′ − 1) + T (r, g) +O(1)
et, d’apre`s (4.26), on a
T (r, f) +T (r, g) ≤ 2Z(r, f) +Zc(r, f ′−1, g′−1)−Z
(
r, f ′′ : f ′(x) 6= 1, (f(x), f ′(x)) 6= (0, 0))+
+ 2Z(r, g) + Z11(r, f ′ − 1, g′ − 1)− Z
(
r, g′′ : g′(x) 6= 1, (g(x), g′(x)) 6= (0, 0))+ T (r, g)− 2 log r +
+ O(1),
c’est-a`-dire que
T (r, f) ≤ 2Z(r, f) + 2Z(r, g) +Z11(r, f ′− 1, g′− 1)−Z
(
r, f ′′ : f ′(x) 6= 1, (f(x), f ′(x)) 6= (0, 0))
+ Zc(r, f ′ − 1, g′ − 1)− Z
(
r, g′′ : g′(x) 6= 1, (g(x), g′(x)) 6= (0, 0))− 2 log r +O(1).
Ainsi, en conside´rant (4.25) dans l’ine´galite´ de ci-dessus, on obtient
T (r, f) ≤ 3Z(r, f) + 3Z(r, g) + 2ZL(r, f ′ − 1) + ZL(r, g′ − 1)− 2 log r + 0(1). (4.27)
Par ailleurs, d’apre`s les Lemmes 4.2.2 et 4.3.1, on sait que
Zc(r, f
′ − 1, g′ − 1) ≤ Z(r, f ′ − 1) ≤ Z(r, f)− log r +O(1).
Donc, d’apre`s (4.27), on obtient
T (r, f) ≤ 5Z(r, f) + 4Z(r, g)− 3 log r +O(1). (4.28)
Avec une proce´de´ analogue pour g, on en de´duit aussi que
T (r, g) ≤ 5Z(r, g) + 4Z(r, f)− 3 log r +O(1). (4.29)
Supposons d’abord que f, g ∈ A(K). Alors, d’apre`s (4.28) et (4.29), on en de´duit que
lim inf
r→+∞
[
T (r, f)− 9Z(r, f)
]
= −∞ et lim inf
r→+∞
[
T (r, g)− 9Z(r, g)] = −∞,
une contradiction a` l’hypothe`se.
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Supposons maintenant f, g ∈ Au(d(0, R−)). Puisque, d’apre`s (4.28) et (4.29), on a[
T (r, f)− 9Z(r, f) + T (r, g)− 9Z(r, g)] ≤ −6 log r +O(1),
on en de´duit que
lim sup
r→R−
[
T (r, f)
(
1− 9Z(r, f)
T (r, f)
)
+ T (r, g)
(
1− 9Z(r, g)
T (r, g)
)]
< +∞. (4.30)
Mais, d’apre`s l’hypothe`se, on a Θ(0, f) >
8
9
et Θ(0, g) >
8
9
donc, il existe δ > 0 et
ρ ∈]0, R[ tels que 1− 9Z(r, f)
T (r, f)
≥ δ ∀r ∈ [ρ,R[ et 1− 9Z(r, g)
T (r, g)
≥ δ ∀r ∈ [ρ,R[. Ainsi
lim
r→R−
T (r, f)
(
1− 9Z(r, f)
T (r, f)
)
= +∞ et lim
r→R−
T (r, g)
(
1− 9Z(r, g)
T (r, g)
)
= +∞, une contradic-
tion a` (4.30). Par conse´quent Ψ˜ = 0 quand f, g ∈ A(K) (resp. quand f, g ∈ A(d(0, R−))).
Remarquons que, comme Ψ˜ est de la forme
ψ˜′
ψ˜
ou` ψ˜ =
( f ′′
(f ′ − 1)2
)((g′ − 1)2
g′′
)
, quand
Ψ˜ = 0, il existe c, d ∈ K tels que
1
f ′ − 1 =
dg′ + c− d
g′ − 1 , (4.31)
ou` dg′(x) 6= d− c ∀x ∈ K (resp. ∀x ∈ d(0, R−)).
Conside´rons les 3 cas suivants :
Cas 1. d 6= 0, c 6= d.
Supposons d 6= 0 et c 6= d. D’apre`s (4.31), il est clair que g′ + c− d
d
6= 0.
En appliquant le The´ore`me 2.2.2 a` g, on a
T (r, g) ≤ 2Z(r, g) + Z
(
r, g′ +
c− d
d
)
− log r +O(1)
= 2Z(r, g)− log r +O(1).
Si g ∈ A(K), d’apre`s l’ine´galite´ pre´ce´dente, on obtient une contradiction quand r tend vers
+∞ parce que comme g est non-affine, on a lim inf
r→+∞
(
T (r, g) − 2Z(r, g)
)
≤ −∞, ce qui
contredit l’hypothe`se. De meˆme, si g ∈ A(d(0, R−)), on obtient aussi une contradiction
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parce que d’apre`s l’ine´galite´ pre´ce´dente, on a
1
2
+ O(1) ≤ Z(r, g)
T (r, g)
, ce qui contredit l’hy-
pothe`se quand r tend vers R−.
Cas 2. d 6= 0, c = d.
Supposons d 6= 0 et c = d. Il est clair, d’apre`s (4.31), que f ′ = 1 + 1
d
− 1
dg′
ou`
g′(x) 6= 0 ∀x ∈ K (resp. ∀x ∈ d(0, R−)).
Supposons d = −1. Donc f ′g′ = 1 et alors f ′ et g′ sont des constantes. Par conse´quent
f(x) = ax + b et g(x) = cx + d, une contradiction car f et g sont non affines
(
resp.
f, g ∈Mu(d(0, R−))
)
. Supposons maintenant d 6= −1. Donc f ′ − (1 + 1
d
) = − 1
dg′
6= 0.
En appliquant le The´ore`me 2.2.2 a` f , on a
T (r, f) ≤ 2Z(r, f) + Z
(
r, f ′ −
(
1 +
1
d
))
− log r +O(1)
= 2Z(r, f)− log r +O(1).
Par conse´quent, comme dans le Cas 1, on obtient une contradiction de nouveau.
Cas 3. d = 0, c 6= d.
Supposons d = 0 et c 6= d. D’apre`s (4.31), il existe c0 ∈ K tel que f = g
c
+ L(x), ou`
L(x) =
(
1− 1
c
)
x+ c0.
Supposons L(x) = 0. Donc f =
g
c
, ce qui entraˆıne f ′ =
g′
c
. Puisque f, g ∈ A(K) sont
non affines
(
resp. d’apre`s l’hypothe`s f ′, g′ ∈ Au(d(0, R−)), on voit que f ′, g′ ∈ A(K) sont
non constantes et donc, elles n’ont pas de valeurs exceptionnelles. Par conse´quent, il existe
au moins une valeur γ ∈ K telle que f ′(γ) = 1. Mais, comme f ′ et g′ partagent la valeur 1
I. M., on sait aussi que g′(γ) = 1. Donc, on voit que c = 1. Ainsi f = g.
Supposons maintenant L(x) 6= 0. Clairement L(x) ∈ Af (K). Donc, en appliquant le
The´ore`me 2.3.5 a` f , pour r ∈]0,+∞[ (resp. r ∈]0, R[), on a
T (r, f) ≤ Z(r, f) + Z(r, f − L(x))+ 3 log r +O(1),
c’est-a`-dire que
T (r, f) ≤ Z(r, f) + Z(r, g) + 3 log r +O(1) (4.32)
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Supposons d’abord f, g ∈ Au(d(0, R−)). D’apre`s l’ine´galie´ pre´ce´dente, on a
T (r, f) ≤ T (r, f)
[
1−
(
1− Z(r, f)
T (r, f)
)]
+ T (r, g)
[
1−
(
1− Z(r, g)
T (r, g)
)]
+ 3 log r +O(1).
Mais, comme f, g ∈ Mu(d(0, R−)) et que f est de la forme g
c
+ L(x), on de´duit que
T (r, g) ≤ T (r, f) +O(1). Donc,(
1− Z(r, f)
T (r, f)
)
+
(
1− Z(r, g)
T (r, g)
)
− 1 ≤ 3 log r +O(1)
T (r, f)
.
Par conse´quent, puisque f ∈ Au(d(0, R−)), on voit que Θ(0, f) + Θ(0, g) ≤ 1, une contra-
diction puisque Θ(0, f) >
8
9
et Θ(0, g) >
8
9
.
Supposons maintenant f, g ∈ A(K). D’apre`s l’hypothe`se, on voit qu’il existe η ∈ R tel
que T (r, f) ≥ 9Z(r, f)− η et T (r, g) ≥ 9Z(r, g)− η. De plus, puisque
T (r, g) ≤ T (r, f) +O(1), il vient
T (r, f) >
1
3
(
T (r, f) + T (r, g)
)
> 3
(
Z(r, f) + Z(r, g)
)
− 2η
3
. (4.33)
Donc, d’apre`s (4.32) et (4.33), on obtient
3
(
Z(r, f) + Z(r, g)
)− 2η
3
< Z(r, f) + Z(r, g) + 4 log r +O(1),
ce qui entraˆıne
Z(r, f) + Z(r, g) < 2 log r +O(1),
une contradiction car f, g ∈ A(K) sont non affines.
The´ore`me 4.2.8. Soient f, g ∈ A(K) (resp. f, g ∈ Au(d(θ, R−))) et soient a ∈ K \ {0}
et n un entier ≥ 8 (resp. ≥ 9). Si fnf ′ et gng′ partagent la valeur a I. M., alors f = dg
ou` dn+1 = 1.
De´monstration. — Posons F =
fn+1
a(n+ 1)
et G =
gn+1
a(n+ 1)
. Il est clair que F,G ∈ A(K)
sont des fonctions non affines
(
resp. comme F et G de´pendent seulement de f et g, les
fonctions F,G, F ′, G′ ∈ Au(d(θ, R−))
)
. De plus, puisque fnf ′ et gng′ partagent la valeur a
I. M., on en de´duit que F ′ et G′ partagent la valeur 1 I. M.
Sans perte de ge´ne´ralite´, on suppose θ = 0. Remarquons que chaque ze´ro de F et G a
un ordre de multiplicite´ ≥ n+ 1. Donc
(n+ 1)Z(r, F ) ≤ T (r, F ) et (n+ 1)Z(r,G) ≤ T (r,G). (4.34)
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Supposons d’abord f, g ∈ A(K). Puisque n ≥ 8, d’apre`s (4.34), on obtient
lim inf
r→+∞
(
T (r, F )− 9Z(r, F )) ≥ 0 et lim inf
r→+∞
(
T (r,G)− 9Z(r,G)) ≥ 0
respectivement. Alors F et G satisfont l’hypothe`se du Lemma 4.2.4, ce qui entraˆıne F = G.
Supposons maintenant f, g ∈ Au(d(0, R−)). D’apre`s (4.34), on a Z(r, F )
T (r, F )
≤ 1
n+ 1
, ce
qui entraˆıne Θ(0, F ) = 1 − lim sup
r→R−
Z(r, F )
T (r, F )
≥ n
n+ 1
. De meˆme pour G, c’est-a`-dire que
Θ(0, G) ≥ n
n+ 1
. Puisque n ≥ 9, on obtient n
n+ 1
≥ 9
10
>
8
9
et donc Θ(0, F ) >
8
9
et
Θ(0, G) >
8
9
. Par conse´quent, d’apre`s le Lemme 4.2.4, on a F = G de nouveau.
Puisque F = G quand f, g ∈ A(K) (resp. quand f, g ∈ Au(d(0, R−))), on a fn+1 = gn+1.
Donc, il existe d ∈ K tel que f = dg et dn+1 = 1, ce qui acheˆve la de´monstration.
4.3 Unicite´ des fonctions me´romorphes ultrame´triques
de la forme P ′(f )f ′
4.3.1 Unicite´ des fonctions me´romorphes ultrame´triques de la
forme P ′(f)f ′ qui partagent une fonction
Comme dans la section pre´ce´dente, on peut maintenant e´tudier l’unicite´ des fonctions
du type P ′(f)f ′ ou` P ∈ K[x], et obtenir des conclusions concernant des fonctions qui par-
tagent non plus une valeur constante mais une certaine fonction me´romorphe. La de´finition
suivante ge´ne´ralise la de´finition de´ja` vu dans la Section 4.2.
De´finition. Soient f, g, α ∈M(K) (resp. f, g, α ∈M(d(θ, R−))). On dira que f et g par-
tagent la fonction α en comptant les multiplicite´s (C. M.), si les fonctions f−α et g−α ont
les meˆmes ze´ros avec les meˆmes multiplicite´s dans K
(
resp. dans d(θ, R−)
)
. E´videmment,
si α ∈M(K) (resp. α ∈M(d(θ, R−))) est une constante, on retrouve la de´finition donne´e
dans la Section 4.2.
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Le proble`me qu’on e´tudiera ici est le suivant :
Proble`me.
Soient f, g ∈ M(K) transcendantes (resp. f, g ∈ Mu(d(θ, R−))). Soient n, k ∈ N et
a ∈ K \ {0}. Soit α ∈ Mf (K) ∩ Mg(K)
(
resp. α ∈ Mf (d(θ, R−)) ∩ Mg(d(θ, R−))
)
telle que fn(f − a)kf ′ et gn(g − a)kg′ partagent la fonction α en prenant en compte les
multiplicite´s. Peut-on conclure que f = g ?
La question ci-dessus a e´te´ de´ja` e´tudie´e dans C dans plusieurs articles, par exemple
[29], [41], [43], [48], en conside´rant des fonctions analytiques ou des fonctions me´romorphes
dans C et en obtenant diverses conclusions. Dans K, ce proble`me est tre`s lie´ a` la recherche
de polynoˆmes d’unicite´ pour M(K) ou M(d(θ, R−)). Ici, on obtient des conclusions qui
sont, d’une certaine fac¸on, un peu plus fines graˆce aux proprie´te´s spe´cifiques des fonctions
ultrame´triques. Pour obtenir ces conclusions, on utilisera de nouveau la the´orie de Nevan-
linna et d’autres techniques plus ou moins diffe´rentes de celles utilise´es pre´ce´demment.
Pour de´montrer notre premier the´ore`me on aura besoin du lemme suivant.
Lemme 4.3.1. Soient f, g ∈ M(K) transcendantes (resp. f, g ∈ Mu(d(θ, R−))). Soient
a ∈ K \ {0} et n, k ∈ N tels que n ≥ k + 2 (resp. n ≥ k + 3). Soit
P (x) =
1
n+ k + 1
xn+k+1 −
(
k
1
)
a
n+ k
xn+k + . . .+
(
k
k − 1
)
(−a)k−1
n+ 2
xn+2 +
(−a)k
n+ 1
xn+1
(4.35)
un polynoˆme a` coefficients dans K. Si P ′(f)f ′ = P ′(g)g′, alors P (f) = P (g).
De´monstration. — On voit que P (x) peut eˆtre e´crit sous la forme xn+1Q(x) ou` Q ∈ K[x]
et deg(Q) = k. De plus, puisque P ′(f)f ′ = P ′(g)g′, on a P (f)− P (g) = c ou` c ∈ K.
Sans perte de ge´ne´ralite´, on suppose θ = 0. Supposons c 6= 0 . Soit r ∈]0,+∞[ (resp.
r ∈]0, R[). En appliquant le The´ore`me 2.2.4 a` P (f), on obtient
T
(
r, P (f)
) ≤ Z(r, P (f))+ Z(r, P (f)− c)+N(r, P (f))− log r +O(1). (4.36)
Remarquons que Z
(
r, P (f)
) ≤ Z(r, f) + Z(r,Q(f)) ≤ T (r, f) + T(r,Q(f)) mais,
d’apre`s le The´ore`me 2.3.1, T
(
r,Q(f)
)
= kT (r, f) +O(1) et donc,
Z
(
r, P (f)
) ≤ (k + 1)T (r, f) +O(1).
De meˆme, comme Z
(
r, P (f) − c) ≤ Z(r, g) + Z(r,Q(g)) ≤ T (r, g) + T (r,Q(g)). On en
de´duit que
Z
(
r, P (f)− c) ≤ (k + 1)T (r, g) +O(1).
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De plus, puisque N
(
r, P (f)
)
= N(r, f), on a
N
(
r, P (f)
) ≤ T (r, f) +O(1).
Par conse´quent, en conside´rant les ine´galite´s pre´ce´dentes dans (4.36), on obtient
T
(
r, P (f)
) ≤ (k + 2)T (r, f) + (k + 1)T (r, g)− log r +O(1).
Mais, d’apre`s le The´ore`me 2.3.1, on a T
(
r, P (f)
)
= (n+ k+ 1)T (r, f) +O(1). Donc, on a
nT (r, f) ≤ T (r, f) + (k + 1)T (r, g)− log r +O(1). (4.37)
Puisque P (g) satisfait les meˆmes hypothe`ses que P (f), avec un proce´de´ analogue, on a
nT (r, g) ≤ T (r, g) + (k + 1)T (r, f)− log r +O(1). (4.38)
Par conse´quent, d’apre`s (4.37) et (4.38), on obtient
n
[
T (r, f) + T (r, g)
] ≤ (k + 2)[T (r, f) + T (r, g)]− 2 log r +O(1),
une contradiction quand n ≥ k+2 et r tend vers +∞ car f, g ∈M(K) sont transcendantes(
resp. quand n > k + 2 et r tend vers R− car T (r, f) et T (r, g) sont non-borne´es dans
]0, R−[
)
. Ainsi c = 0, ce qui ache`ve la de´monstration.
Lemme 4.3.2. Soit P ∈ K[x] tel que deg(P ) = q ≥ 2. Soit f ∈ A(K) non constante (resp.
f ∈ Au(d(θ, R−))
)
et soient α1, α2 ∈ Af (K)
(
resp. α1, α2 ∈ Af (d(θ, R−))
)
.
Si P (f + α1)− P (f) = α2, alors α1 = α2 = 0.
De´monstration. — Sans perte de ge´ne´ralite´, on assume θ = 0. Supposons α1 6= 0. Posons
P (x+α1)−P (x) = Q(x) ou` Q ∈ Af (K)[x]
(
resp. Q ∈ Af (d(θ, R−))[x]
)
et deg(Q) = q−1.
D’apre`s le The´ore`me 2.3.1, pour tout r ∈]0,+∞[ (resp. r ∈]0, R[), on a
T
(
r, P (f + α1)− P (f)
)
= (q − 1)T (r, f) + Sf (r).
Mais, d’apre`s l’hypothe`se, on de´duit que T
(
r, P (f + α1)− P (f)
)
est de la forme Sf (r), ce
qui entraˆıne que T (r, f) est aussi de la forme Sf (r) ce qui est impossible. Par conse´quent
α1 = 0 et α2 = 0.
Lemme 4.3.3. Soient f, g ∈ A(K) transcendantes (resp. f, g ∈ Au(d(θ, R−))) et soit
P ∈ K[x] tel que deg(P ) = q ≥ 2. Si P ′(f)f ′ = P ′(g)g′, alors P (f) = P (g).
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De´monstration. — Supposons que P ′(f)f ′ = P ′(g)g′. Alors P (f)−P (g) est e´gal a` une
constante c. Posons P (x) =
q∑
n=0
anx
n. Donc
q∑
n=0
an(f
n − gn) = c.
Supposons c 6= 0. Pour tout n = 1, ..., q − 1, posons Hn(x, y) =
n−1∑
j=0
xjyn−j. Alors
xn − yn = (x− y)Hn(x, y) d’ou` P (f)− P (g) = (f − g)
q−1∑
n=0
Hn(f, g) = c.
Remarquons que f − g est une constante (resp. f − g ∈ Ab(d(θ, R−))) car si
f − g n’est pas constante (resp. f − g /∈ Ab(d(θ, R−))), d’apre`s le Corollaire 1.5.6.1(
resp. Corollaire 1.5.6.2
)
, la fonction (f − g)
q−1∑
n=0
Hn(f, g) est non constante
(
resp.
(f − g)
q−1∑
n=0
Hn(f, g) /∈ Ab(d(θ, R−))
))
, une contradiction.
Posons b = f −g. Alors P (f)−P (f − b) = c. Par conse´quent, d’apre`s le Lemme 4.3.2,
b = c = 0 et donc P (f) = P (g) ce qui ache`ve la de´monstration.
The´ore`me 4.3.1. Soient f, g ∈ A(K) transcendantes et soit α ∈ Af (K) ∩ Ag(K)
(
resp.
α ∈ K \ {0}). Soit a ∈ K \ {0} et soient n, k ∈ N satisfaisant n+ k ≥ 6 (resp. n+ k ≥ 5).
Si fn(f − a)kf ′ et gn(g − a)kg′ partagent la fonction α C. M., alors f = g.
De´monstration. — Comme fn(f − a)kf ′ et gn(g − a)kg′ sont des fonctions entie`res qui
partagent la fonction α C. M., on de´duit que la fonction
fn(f − a)kf ′ − α
gn(g − a)kg′ − α est une fonction
me´romorphe sans ze´ros ni poˆles dans K. Donc, d’apre`s le Corollaire 1.7.4.1, f est e´gale a`
une constante c ∈ K non nulle.
Supposons c 6= 1. En posant F = fn(f − a)kf ′, on obtient
F = c
(
gn(g − a)kg′)+ α(1− c). (4.39)
Clairement α(1 − c) ∈ Af (K) et d’apre`s le Corollaire 2.3.3.2, on en de´duit aussi que
α(1− c) ∈ AF (K). Donc, en appliquant le The´ore`me 2.3.5 a` F , on a
T (r, F ) ≤ Z(r, F ) + Z(r, F − α(1− c))+ SF (r), r ∈]0,+∞[. (4.40)
De plus, d’apre`s le Lemme 2.2.1, on a
Z(r, F ) = Z(r, fn) + Z
(
r, (f − a)k)+ Z(r, f ′) ≤ 2T (r, f) + T (r, f ′) +O(1)
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et
Z
(
r, F − α(1− c)) = Z(r, gn) + Z(r, g − a) + Z(r, g′) ≤ T (r, g) + T (r, g′) +O(1).
De meˆme comme f ∈ A(K), on a
T (r, F ) = nT (r, f) + kT (r, f − a) + T (r, f ′) +O(1) = (n+ k)T (r, f) + T (r, f ′).
Alors, en conside´rant les ine´galite´s pre´ce´dentes dans (4.40), on obtient
(n+ k)T (r, f) ≤ 2[T (r, f) + T (r, g)]+ T (r, g′) + Sf (r). (4.41)
Comme g satisfait les meˆmes hypothe`ses que f , avec un proce´de´ analogue, on obtient
(n+ k)T (r, g) ≤ 2[T (r, f) + T (r, g)]+ T (r, f ′) + Sg(r). (4.42)
Par conse´quent, d’apre`s (4.41) et (4.42), on obtient
(n+ k)
[
T (r, f) + T (r, g)
] ≤ 4[T (r, f) + T (r, g)]+ [T (r, f ′) + T (r, g′)]+ Sf (r) + Sg(r).
Puisque, d’apre`s le Corollaire 2.2.1.1, T (r, f ′) + T (r, g′) ≤ T (r, f) + T (r, g) +O(1), on
obtient
(n+ k)
[
T (r, f) + T (r, g)
] ≤ 5[T (r, f) + T (r, g)]+ Sf (r) + Sg(r),
d’ou` n+k ≤ 5 quand r tend vers +∞, ce qui contredit l’hypothe`se. Par conse´quent c = 1
et donc, d’apre`s (4.39), on a fn(f − a)kf ′ = gn(g − a)kg′.
Posons maintenant
P (x) =
1
n+ k + 1
xn+k+1 −
(
k
1
)
a
n+ k
xn+k + . . .+
(−a)k
n+ 1
xn+1.
Puisque P ′(f)f ′ = P ′(g)g′ et deg(P ) = n + k + 1 > 2, d’apre`s le Lemme 4.3.3, on a
P (f) = P (g). Mais, d’apre`s le The´ore`me 4.1.1, P est un polynoˆme d’unicite´ pour A(K)
quels que soit n et k dans N, donc f = g.
Maintenant supposons α ∈ K \ {0}. L’application du The´ore`me 2.2.4 a` F , permet de
remplacer Sf (r) et Sg(r) par − log r + O(1) dans (4.41) et (4.42). Par conse´quent, on
obtient
(n+ k)
[
T (r, f) + T (r, g)
] ≤ 5[T (r, f) + T (r, g)]− 2 log r +O(1),
d’ou` n + k ≤ 4 quand r tend vers +∞, ce qui contredit de nouveau l’hypothe`se. Par
conse´quent P ′(f)f ′ = P ′(g)g′. La conclusion est obtenue d’apre`s le Lemme 4.3.3 et le
The´ore`me 4.1.1.
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The´ore`me 4.3.2. Soient f, g ∈ Au(d(θ, R−)) et soit α ∈ Af (d(θ, R−)) ∩ Ag(d(θ, R−)).
Soit a ∈ K \ {0} et soit n un entier ≥ 4. Si fn(f − a)2f ′ et gn(g − a)2g′ partagent la
fonction α C. M., alors f = g. De meˆme, si fn(f − a)f ′ et gn(g − a)g′ partagent la
fonction α quand n ≥ 5, alors f = g.
De´monstration. — Sans perte de ge´ne´ralite´, supposons θ = 0. Soit k ∈ N. Supposons que
fn(f − a)kf ′ et gn(g − a)kg′ partagent la fonction α C. M..
La fonction
fn(f − a)kf ′ − α
gn(g − a)kg′ − α = u(x) est une fonction me´romorphe sans ze´ros ni poˆles
dans d(0, R−) et donc, u(x) ∈Mb(d(0, R−)). Supposons u 6= 1. Alors,
fn(f − a)kf ′ = u(gn(g − a)kg′)+ α(1− u).
Puisque f, g ∈ Au(d(0, R−)), il est clair que u(x) ∈ Af (d(0, R−)) ∩ Ag(d(0, R−)) et
donc, d’apre`s le Corollaire 2.3.3.2, α(1 − u) est aussi une petite fonction par rapport
a` fn(f − a)kf ′. Par conse´quent, en appliquant le The´ore`me 2.3.5 a` fn(f − a)kf ′, pour
r ∈]0, R[, on obtient
T (r, fn(f − a)kf ′) ≤ Z(r, fn(f − a)kf ′) + Z(r, fn(f − a)kf ′ − α(1− u))+ SF (r). (4.43)
Comme on a pu le constater dans la de´monstration du the´ore`me pre´ce´dent, puisque
f ∈ A(d(0, R−)), on a T(r, fn(f − a)kf ′) = (n+ k)T (r, f) + T (r, f ′) +O(1). De plus,
Z(r, fn(f − a)kf ′) ≤ 2T (r, f) + T (r, f ′) +O(1) et
Z
(
r, fn(f − a)kf ′ − α(1− u)) ≤ 2T (r, g) + T (r, g′) +O(1)
Par conse´quent, le meˆme raisonnement utilise´ dans le The´ore`me 4.3.1 permet conclure
que
(n+ k)T (r, f) + T (r, f ′) ≤ 2T (r, f) + T (r, f ′) + 2T (r, g) + T (r, g) + Sf (r)
et de meˆme
(n+ k)T (r, g) + T (r, g′) ≤ 2T (r, g) + T (r, g′) + 2T (r, f) + T (r, f) + Sg(r)
d’ou`
(n+ k)
[
T (r, f) + T (r, g)
]
≤ 4
[
T (r, f) + T (r, g)
]
+
[
T (r, f ′) + T (r, g′)
]
+ Sf (r) + Sf (g),
ce qui entraˆıne
(n+ k − 5)
[
T (r, f) + T (r, g)
]
≤ Sf (r) + Sf (g).
Par conse´quent, quand r tend vers R−, n + k ≤ 5, ce qui contredit l’hypothe`se si on
prend k = 1 ou k = 2. Alors la fonction u(x) ∈ Mb(d(0, R−)) est une constante e´gale a` 1
dans ces deux cas et donc, on en de´duit que fn(f − a)kf ′ = gn(g − a)kg′.
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Supposons d’abord k = 1 et posons P (x) =
1
n+ 2
xn+2 +
a
n+ 1
xn+1. Comme
fn(f − a)f ′ = gn(g − a)g′, c’est-a`-dire que P ′(f)f ′ = P ′(g)g′, d’apre`s le Lemme 4.3.3, on
a P (f) = P (g). Mais, comme on l’a montre´ dans le The´ore`me 4.1.2, le polynoˆme P est un
polynoˆme d’unicite´ pour Au(d(0, R−)). Par conse´quent f = g.
Supposons maintenant k = 2 et posons Q(x) =
1
n+ 3
xn+3 +
2a
n+ 2
xn+2 +
a2
n+ 1
xn+1.
Puisque fn(f−a)2f ′ = gn(g−a)2g′, d’apre`s le Lemme 4.3.3, on a Q(f) = Q(g) et comme,
d’apre`s le The´ore`me 4.1.3, le polynoˆme Q est un polynoˆme d’unicite´ pour Au(d(0, R−)), on
conclut que f = g de nouveau, ce qui ache`ve la de´monstration.
Les Lemmes suivants 4.3.4, 4.3.5 et 4.3.6, nous permettront d’e´tablir des the´ore`mes ana-
logues aux The´ore`mes 4.3.1 et 4.3.2 mais cette fois en conside´rant des fonctions me´romorphes.
Lemme 4.3.4. Soit f ∈M(K) (resp. f ∈M(d(0, R−))) telle que f(0) 6= 0,∞. Alors,
2Z(r, f)− Z1(r, f) ≤ Z(r, f) ∀r > 0
(
resp. ∀r ∈]0, R[).
De´monstration. — Soit r ∈]0,+∞[ (resp. r ∈]0, R[). Soient β1, β2, ..., βl les ze´ros simples
de f dans d(0, r), soient γ1, γ2, ..., γm les ze´ros d’ordre 2 de f dans d(0, r) et soient ζ1, ζ2, ..., ζn
les ze´ros d’ordre ≥ 3 de f dans d(0, r).
Notons Z2(r, f) et Z(≥3(r, f) les fonctions de comptage des ze´ros d’ordre 2 et ≥ 3 de
f dans d(0, r) en ignorant les multiplicite´s. Donc Z(r, f) = Z1(r, f) +Z2(r, f) +Z(≥3(r, f)
et
Z1(r, f) + Z2(r, f) + Z≥3(r, f) =
l∑
i=1
log
r
|βi| +
m∑
j=1
log
r
|γj| +
n∑
k=1
log
r
|ζk| = Z(r, f).
Mais,
2Z(r, f)− Z1(r, f) ≤ 2Z(r, f) + Z(≥3(r, f)− Z1(r, f) = Z1 + 2Z2(r, f) + 3Z(≥3(r, f)
et e´videmment
Z1(r, f) + 2Z2(r, f) + 3Z(≥3(r, f) ≤ Z(r, f).
D’ou` la conclusion de la de´monstration.
Lemme 4.3.5. Soient f, g ∈ M(K) non constante (resp. f, g ∈ Mu(d(0, R−))), n’ayant
ni ze´ro ni poˆle en 0 et partageant la valeur 1 C. M. Soit
Φ =
f ′′
f ′
− 2 f
′
f − 1 −
g′′
g′
+ 2
g′
g − 1 . (4.44)
Si Φ = 0 et si T (r, f) −
[
Z(r, f) + N(r, f) + max
{
Z(r, g), N(r, g)
}]
tend vers +∞
quand r tend vers +∞ (resp. vers R−), alors f = g ou bien fg = 1.
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De´monstration. — Supposons Φ = 0. Puisque Φ =
φ′
φ
ou` φ =
( f ′
(f − 1)2
)((g − 1)2
g′
)
, il
existe a, b ∈ K ou` a 6= 0, tels que 1
f − 1 =
a
g − 1 + b, c’est-a`-dire que f est de la forme
Ag +B
Cg +D
(4.45)
ou` A,B,C,D ∈ K.
Conside´rons les 3 cas suivants :
Cas 1. A 6= 0, C = 0.
Si A 6= 0 et C = 0, d’apre`s (4.45), on a f − B
D
=
A
D
g. Supposons B 6= 0. Donc
Z
(
r, F − B
D
)
= Z(r,G). En appliquant a` f le The´ore`me 2.2.4, pour r ∈]0,+∞[ (resp.
r ∈]0, R[), on obtient
T (r, f) ≤ Z(r, f) + Z
(
r, f − B
D
)
+N(r, f)− log r +O(1)
= Z(r, f) + Z(r, g) +N(r, f)− log r +O(1)
< Z(r, f) +N(r, f) + max
{
Z(r, g), N(r, g)
}
+O(1),
ce qui contredit l’hypothe`se. Par conse´quent B = 0 et donc f =
A
D
g.
Supposons
A
D
6= 1. Comme f et g partagent la valeur 1 C. M. et f = A
D
g, on a(
f(x), g(x)
) 6= (1, 1) ∀x ∈ K (resp. ∀x ∈ d(0, R−)), parce que si f(x) = 1, on a g(x) = 1
et donc,
A
D
= 1, une contradiction. Mais g(x) = 1 si et seulement si f(x) =
A
D
. Donc
f(x) 6= A
D
∀x ∈ K (resp. ∀x ∈ d(0, R−)). Par conse´quent, f a deux valeurs excep-
tionnelles. Donc, d’apre`s le Corollaire 1.7.8.2, on en de´duit que f est une constante
(
resp.
f ∈Mb(d(0, R−))
)
, ce qui contredit l’hypothe`se de nouveau. Ainsi
A
D
= 1 et donc f = g.
Cas 2. A = 0, C 6= 0.
Si A = 0 et C 6= 0, d’apre`s (4.45), on a g = B
Cf
− D
C
. Supposons D 6= 0. Alors, pour
r ∈]0,+∞[ (resp. r ∈]0, R[), on en de´duit que Z(r, 1
f
− D
B
)
= Z(r, g). Par conse´quent,
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en appliquant le The´ore`me 2.2.4 a`
1
f
, on obtient
T
(
r,
1
f
) ≤ Z(r, 1
f
)
+ Z
(
r,
1
f
− D
B
)
+N
(
r,
1
f
)
− log r +O(1)
= Z(r, f) + Z(r, g) +N(r, f)− log r +O(1)
< Z(r, f) +N(r, f) + max
{
Z(r, g), N(r, g)
}
+O(1).
Puisque T
(
r,
1
f
)
= T (r, f) +O(1), l’ine´galite´ pre´ce´dente est e´quivalente a`
T (r, f) < Z(r, f) +N(r, f) + max
{
Z(r, g), N(r, g)
}
+O(1),
ce qui contredit l’hypothe`se. Donc D = 0 et f =
B
C
g.
Supposons maintenant
B
C
6= 1. Avec un proce´de´ analogue au cas prece´de´nt, on conclut
que f(x) 6= 1 et g(x) 6= 1 ∀x ∈ K (resp. ∀x ∈ d(0, R−)). De plus, g(x) = 1 si et
seulement si f(x) =
B
C
. Alors, il est clair que f(x) 6= B
C
∀x ∈ K (resp. ∀x ∈ d(0, R−)).
Donc, comme dans le cas prece´de´nt, f a deux valeurs exceptionnelles et donc, d’apre`s le
Corollaire 1.7.8.2, on en de´duit que f est une constante
(
resp. f ∈ Mb(d(0, R−))
)
, ce qui
contredit l’hypothe`se. Par conse´quent
B
C
= 1 et fg = 1.
Cas 3. AC 6= 0.
D’apre`s (4.45), on a f − A
C
=
B − AD
C
Cg +D
et donc, pour r ∈]0,+∞[ (resp. r ∈]0, R[),
Z
(
r, f − A
C
)
= N(r, g). En appliquant a` f le The´ore`me 2.2.4, on obtient
T (r, f) ≤ Z(r, f) + Z
(
r, f − A
C
)
+N(r, f)− log r +O(1)
= Z(r, f) +N(r, g) +N(r, f)− log r +O(1)
< Z(r, f) +N(r, f) + max
{
Z(r, g); N(r, g)
}
+O(1),
ce qui contredit l’hypothe`se de nouveau et ache`ve la de´monstration.
Lemme 4.3.6. Soit T ∈ K(x) non nulle. Soit a ∈ K \ {0} et soient n, k ∈ N satisfaisant
n > 3k + 1. Il n’existe pas de fonctions transcendantes f, g ∈ M(K) (resp. de fonctions
f, g ∈Mu(d(θ, R−))
)
telles que
fn(f − a)kf ′gn(g − a)kg′ = T . (4.46)
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De´monstration. — Supposons le contraire, c’est-a`-dire qu’il existe deux fonctions
f, g ∈ M(K) transcendantes (resp. f, g ∈ Mu(d(θ, R−))) satisfaisant (4.46). Puisque
T est une fonction rationnelle, il existe ρ ∈]0,+∞[ (resp. ρ ∈]θ, R[) telle que tous les ze´ros
et tous les poˆles de T soient a` l’inte´rieur du disque d(0, ρ) (resp. d(θ, R−)). Soit γ un ze´ro
de g d’ordre s dans K\d(0, ρ) (resp. dans d(θ, R−)\d(θ, ρ)). D’apre`s (4.46), γ est un poˆle
de f d’ordre, par exemple, t dans K \ d(0, ρ) (resp. dans d(θ, R−) \ d(θ, ρ)). Et, comme γ
n’est ni ze´ro ni poˆle de T , on en de´duit que
ωγ(g
n) + ωγ
(
(g − a)k)+ ωγ(g′) = ωγ(fn) + ωγ((f − a)k)+ ωγ(f ′).
Comme ωγ(g − a) = 0, on obtient la relation suivante
ns+ s− 1 = nt+ kt+ t+ 1, (4.47)
c’est-a`-dire que (s− t)(n+ 1) = kt+ 2. Mais kt+ 2 > 0 et n+ 1 > 0, alors s− t ≥ 1.
Donc kt + 2 ≥ n + 1, c’est-a`-dire que t ≥ n− 1
k
. En conside´rant cette ine´galite´ dans
(4.47), on obtient s(n + 1) = t(n + k + 1) + 2 ≥ n
2 − 1 + k(n+ 1)
k
=
(n+ 1)(n+ k − 1)
k
,
c’est-a`-dire que
s ≥ n+ k − 1
k
. (4.48)
Supposons maintenant que γ est un ze´ro de g − a d’ordre s dans K \ d(0, ρ) (resp.
dans d(0, R−) \ d(0, ρ)). Clairement γ n’est ni ze´ro ni poˆle de T , ni ze´ro de g non plus.
Mais, il est un poˆle de f d’ordre, par exemple, t. Donc, d’apre`s (4.46), on en de´duit que
ks+ s− 1 = nt+ kt+ t+ 1, c’est-a`-dire que s(k + 1) = (n+ k + 1)t+ 2 ≥ n+ k + 3 car
t ≥ 1. Par conse´quent, on a
s ≥ n+ k + 3
k + 1
. (4.49)
Puisque chaque poˆle de f a` l’exte´rieur de d(0, ρ) est ou bien un ze´ro de g(g − a) ou
bien un ze´ro de g′, on voit que pour r ∈]ρ,+∞[ (resp. r ∈]ρ,R[), on a
N(r, f) ≤ Z(r, g) + Z(r, g − a) + Z0(r, g′) +O(log r).
Mais, d’apre`s (4.48), chaque ze´ro de g a au moins un ordre de multiplicite´
n+ k − 1
k
et,
d’apre`s (4.49), chaque ze´ro de g− a a au moins un ordre de multiplicite´ n+ k + 3
k + 1
. Ainsi,
en conside´rant les ine´galite´s pre´ce´dentes, on obtient
N(r, f) ≤ k
n+ k − 1Z(r, g) +
k + 1
n+ k + 3
Z(r, g − a) + Z0(r, g′) +O(log r). (4.50)
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Puisque les fonctions f et g satisfont les meˆmes proprie´te´s, avec un proce´de´ analogue au
pre´ce´dent, on de´duit que les ze´ros de f et f−a satisfont aussi (4.48) et (4.49) respectivement.
Donc, en appliquant a` f le The´ore`me 2.2.4 et en conside´rant (4.48), (4.49) et (4.50), on
obtient
T (r, f) ≤ Z(r, f) + Z(r, f − a) +N(r, f)− Z0(r, f ′)− log r +O(1)
≤ k
n+ k − 1Z(r, f) +
k + 1
n+ k + 3
Z(r, f − a) + k
n+ k − 1Z(r, g) +
k + 1
n+ k + 3
Z(r, g − a)+
+ Z0(r, g′)− Z0(r, f ′) +O(log r).
Comme
max
{
Z(r, f), Z(r, f − a)} ≤ T (r, f) +O(1) et max{Z(r, g), Z(r, g − a)} ≤ T (r, g) +O(1),
on en de´duit que
T (r, f) ≤
( k
n+ k − 1 +
k + 1
n+ k + 3
)
T (r, f) +
( k
n+ k − 1 +
k + 1
n+ k + 3
)
T (r, g) + Z0(r, g′) −
− Z0(r, f ′) +O(log r).
Par conse´quent, on a( n− 1
n+ k − 1−
k + 1
n+ k + 3
)
T (r, f) ≤
( k
n+ k − 1 +
k + 1
n+ k + 3
)
T (r, g)+Z0(r, g′)−Z0(r, f ′)+O(log r).
De meˆme pour g, on a( n− 1
n+ k − 1−
k + 1
n+ k + 3
)
T (r, g) ≤
( k
n+ k − 1 +
k + 1
n+ k + 3
)
T (r, f)+Z0(r, f ′)−Z0(r, g′)+O(log r).
En additionnant les ine´galite´s pre´ce´dentes, on obient
(n− k)2 − 4(k + 1
2
)2
(n+ k − 1)(n+ k + 3)
[
T (r, f) + T (r, g)
] ≤ O(log r),
une contradiction quand r tend vers +∞ (resp. vers R−) car f, g ∈M(K) sont transcen-
dantes
(
resp. car T (r, f) et T (r, g) sont non-borne´es dans ]0, R[
)
et n > 3k + 1.
The´ore`me 4.3.3. Soient f, g ∈M(K) transcendantes et soit α ∈ K(x). Soit a ∈ K \ {0}
et soient n, k ∈ N satisfaisant k ≥ 3 et n > max{3k + 1, 15 − k}. Si fn(f − a)kf ′ et
gn(g − a)kg′ partagent la fonction α C. M., alors f = g.
De´monstration. — Puisque α ∈ K(x), il est clair que α ∈ Mf (K) ∩Mg(K). E´crivons α
sous la forme
Q
R
ou` Q,R ∈ K[x] sans ze´ros communs.
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Posons
V (x) =
1
n+ k + 1
xk −
(
k
1
)
a
n+ k
xk−1 + ...+
(
k
k − 1
)
(−a)k−1
n+ 2
x+
(−a)k
n+ 1
et notons P (x) = xn+1V (x).
Posons maintenant F =
fn(f − a)kf ′
α
et G =
gn(g − a)kg′
α
. D’apre`s l’hypothe`se, on
en de´duit que F et G partagent la valeur 1 C. M et, de plus, on voit que
(
P (f)
)′
= αF
et
(
P (g)
)′
= αG respectivement. Ainsi, d’apre`s le Corollaire 2.2.1.2, on a
T
(
r, P (f)
) ≤ T (r, F ) + Z(r, P (f))− Z(r, F ) + T (r, α) +O(1), r ∈]0,+∞[. (4.51)
Remarquons que
nZ(r, f)+kZ(r, f−a)+Z(r, f ′)−deg(Q) log r ≤ Z(r, F ) ≤ nZ(r, f)+kZ(r, f−a)+Z(r, f ′)+deg(R) log r
et Z
(
r, P (f)
)
= (n+ 1)Z(r, f) + Z
(
r, V (f)
)
. Donc,
Z
(
r, P (f)
)− Z(r, F ) ≤ Z(r, f) + Z(r, V (f))− kZ(r, f − a)− Z(r, f ′) + deg(Q) log r.
Par conse´quent, puisque
T (r, α) = deg(α) log r +O(1) = max
{
deg(Q), deg(R)
}
log r +O(1),
on obtient d’apre`s (4.51) que
T
(
r, P (f)
) ≤ T (r, F ) + Z(r, f) + Z(r, V (f))− kZ(r, f − a)− Z(r, f ′) + 2 deg(α) log r +O(1).
(4.52)
Par ailleurs, posons
Φ =
F ′′
F ′
− 2 F
′
F − 1 −
G′′
G′
+ 2
G′
G− 1 . (4.53)
Avec un simple calcul, on voit que Φ est de la forme
φ′
φ
ou` φ =
( F ′
(F − 1)2
)((G− 1)2
G′
)
.
Supposons Φ 6= 0. Puisque F et G partagent la valeur 1 C. M., on a
Z(r, F − 1) = Z(r,G− 1) = Z2)(r,G− 1) + Z1(r, F − 1). (4.54)
De plus, si γ est un ze´ro simple commun de F−1 et G−1, alors d’apre`s le Lemme 4.2.1, γ est
aussi un ze´ro de Φ. Donc Z1(r, F −1) = Z1(r,G−1) ≤ Z(r,Φ). Comme Φ est une de´rive´e
logarithmique, d’apre`s le Corollaire 2.1.5.2, on a aussi que Z(r,Φ) ≤ N(r,Φ)− log r+O(1).
Alors, il est clair que
Z1(r, F − 1) ≤ N(r,Φ)− log r +O(1).
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Mais, comme F − 1 et G− 1 partagent les meˆmes ze´ros, en prenant en compte les multipli-
cite´s, on voit que si γ est un ze´ro de F−1, il ne peut pas eˆtre un poˆle de Φ. Par conse´quent,
d’apre`s (4.53), les poˆles de Φ sont uniquement les poˆles multiples de F et G et, les ze´ros de
F ′ et G′, ce qui entraˆıne
N(r,Φ) ≤ N2)(r, F ) +N2)(r,G) + Z0
(
r, F ′ : F (x) 6= 0, 1)+ Z2)(r, F ) +
+ Z0
(
r,G′ : G(x) 6= 0, 1)+ Z2)(r,G).
Ainsi, en conside´rant les deux dernie`res ine´galite´s, on obtient
Z1(r, F − 1) ≤ N2)(r, F ) +N2)(r,G) + Z0
(
r, F ′ : F (x) 6= 0, 1)+ Z2)(r, F ) +
+ Z0
(
r,G′ : G(x) 6= 0, 1)+ Z2)(r,G)− log r +O(1). (4.55)
Mais, d’apre`s la de´finition, Z0
(
r,G′ : G(x) 6= 0, G(x) 6= 1) correspond a` la fonction de
comptage des ze´ros multiples de G′ qui ne sont pas ze´ros de G ni ze´ros de G− 1. Donc, on
en de´duit que
Z0
(
r,G′ : G(x) 6= 0, 1)+ Z2)(r,G− 1) + Z2)(r,G)− Z2)(r,G) ≤ Z(r,G′).
Comme
Z2)(r,G)− Z2)(r,G) = Z(r,G)− Z(r,G) et Z(r,G′) ≤ Z(r,G) +N(r,G)− log r +O(1),
on obtient
Z0
(
r,G′ : G(x) 6= 0, 1)+ Z2)(r,G− 1) ≤ Z(r,G) +N(r,G)− log r +O(1). (4.56)
Par conse´quent, en appliquant le The´ore´me 2.2.4 a` F et, en conside´rant (4.54), (4.55) et
(4.56), on obtient
T (r, F ) ≤ Z(r, F ) + Z(r, F − 1) +N(r, F )− Z0
(
r, F ′(x) : F (x) 6= 0, F (x) 6= 1)− log r +O(1)
= Z(r, F ) + Z2)(r,G− 1) + Z1(r, F − 1) +N(r, F )− Z0
(
r, F ′(x) : F (x) 6= 0, F (x) 6= 1) −
− log r +O(1)
≤ Z(r, F ) + Z2)(r,G− 1) +N2)(r, F ) +N2)(r,G) + Z0
(
r,G′(x) : G(x) 6= 0, G(x) 6= 1) +
+ Z2)(r, F ) + Z2)(r,G) +N(r, F )− 2 log r +O(1)
≤ Z(r, F ) + Z(r,G) +N(r,G) +N(r, F ) +N2)(r, F ) +N2)(r,G) + Z2)(r, F ) +
+ Z2)(r,G)− 3 log r +O(1). (4.57)
Mais, d’apre`s la de´finition de Z2)(r, F ) et d’apre`s le Lemme 2.2.1, on voit que
Z(r, F ) + Z2)(r, F ) ≤ 2Z(r, f) + 2Z(r, f − a) + 2Z(r, f ′)− Z1(r, f ′) + 2 deg(Q) log r
≤ 2Z(r, f) + 2Z(r, f − a) + Z(r, f ′) + 2 deg(Q) log r.
134 J. Ojeda - Fuentealba
De meˆme, d’apre`s la de´finition de N2)(r, F ), on a
N(r, F ) +N2)(r, F ) ≤ 2N(r, f) + 2 deg(R) log r ≤ 2N(r, f) + 2 deg(R) log r.
Puisque F et G satisfont les meˆmes hypothe`ses, on a aussi
Z(r,G) + Z2)(r,G) ≤ 2Z(r, g) + 2Z(r, g − a) + 2Z(r, g′)− Z1(r, g′) + 2 deg(Q) log r
≤ 2Z(r, g) + 2Z(r, g − a) + Z(r, g′) + 2 deg(Q) log r
et
N(r,G) +N2)(r,G) ≤ 2N(r, g) + 2 deg(R) log r ≤ 2N(r, g) + 2 deg(R) log r.
Par conse´quent, on a
Z(r,G) + Z2)(r,G) +N(r,G) +N2)(r,G) ≤ 2Z(r, g) + 2Z(r, g − a) + Z(r, g′) +
+ 2N(r, g) + 4 deg(α) log r.
En conside´rant l’ine´galite´ pre´ce´dente dans (4.57), on voit que
T (r, F ) ≤ 2Z(r, f) + 2Z(r, f − a) + Z(r, f ′) + 2N(r, f) + 2Z(r, g) + 2Z(r, g − a) +
+ Z(r, g′) + 2N(r, g) +
[
8 deg(α)− 3
]
log r +O(1). (4.58)
D’autre part, d’apre`s le The´ore`me 2.3.1, on a T
(
r, P (f)
)
= (n + k + 1)T (r, f) + O(1).
Donc, en conside´rant cela et (4.58) dans (4.52), on obtient
(n+ k + 1)T (r, f) ≤ 3Z(r, f) + (2− k)Z(r, f − a) + 2N(r, f) + 2Z(r, g) + 2Z(r, g − a) +
+ Z(r, g′) + 2N(r, g) + Z
(
r, V (f)
)
+
[
10 deg(α)− 3
]
log r +O(1). (4.59)
Mais, d’apre`s le The´ore`me 2.2.1, on a Z
(
r, (g−a)′) ≤ Z(r, g−a)+N(r, g−a)− log r+O(1)
et comme g et g − a ont les meˆmes de´rive´es et ont les meˆmes poˆles, on en de´duit que
Z(r, g′) ≤ Z(r, g − a) +N(r, g)− log r +O(1).
De plus, il est bien connu que max
{
Z(r, f), N(r, f)
} ≤ T (r, f) + O(1) et, d’apre`s le
The´ore`me 2.3.1, on a Z
(
r, V (f)
) ≤ T(r, V (f)) = kT (r, f) + O(1). Alors, en conside´rant
ces dernie`res ine´galite´s dans (4.59), on obtient
(n+ k + 1)T (r, f) ≤ (5 + k)T (r, f) + 5T (r, g) + (2− k)Z(r, f − a) + 3Z(r, g − a)+
+
[
10 deg(α)− 3
]
log r +O(1).
Avec un proce´de´ analogue, cette fois pour G, on obtient
(n+ k + 1)T (r, g) ≤ (5 + k)T (r, g) + 5T (r, f) + (2− k)Z(r, g − a) + 3Z(r, f − a) +
+
[
10 deg(α)− 3
]
log r +O(1).
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En addionnant, les deux dernie`res ine´galite´s, on a
(n+ k + 1)
[
T (r, f) + T (r, g)
] ≤ (10 + k)[T (r, f) + T (r, g)]+ (5− k)[Z(r, f − a) + Z(r, g − a)]+
+
[
20 deg(α)− 6
]
log r +O(1).
Comme Z(r, f − a) ≤ T (r, f − a) = T (r, f) +O(1) et
Z(r, g − a) ≤ T (r, g − a) = T (r, g) +O(1), l’ine´galite´ pre´ce´dente est re´duite a`
(n+ k + 1)
[
T (r, f) + T (r, g)
] ≤ 15[T (r, f) + T (r, g)]+ [20 deg(α)− 6] log r +O(1).
Par conse´quent, quand r tend vers +∞, on a n + k + 1 ≤ 15, une contradiction a` l’hy-
pothe`se. Ainsi Φ = 0.
Puisque Φ =
φ′
φ
ou` φ =
( F ′
(F − 1)2
)((G− 1)2
G′
)
, quand Φ = 0, il existe A,B ∈ K
ou` A 6= 0, tels que
1
G− 1 =
A
F − 1 +B. (4.60)
Analysons les deux cas suivants : B = 0 et B 6= 0.
Cas 1. B = 0.
Supposons A 6= 1. D’apre`s (4.60), on a F = 1
A
G +
(
1 − 1
A
)
. En appliquant le
The´ore`me 2.2.4 a` F , on a
T (r, F ) ≤ Z(r, F ) + Z
(
r, F −
(
1− 1
A
))
+N(r, F )− log r +O(1) (4.61)
≤ Z(r, f) + Z(r, f − a) + Z(r, f ′) + Z(r, g) + Z(r, g − a) + Z(r, g′) +N(r, f)+
+ (2s+ q − 1) log r +O(1).
Mais, on sait que max
{
Z(r, f), N(r, f)
} ≤ T (r, f) + O(1) et, on sait aussi que
Z(r, f − a) ≤ T (r, f − a) ≤ T (r, f) +O(1) et Z(r, f ′) ≤ T (r, f ′) ≤ 2T (r, f) + O(1). De
meˆme pour g et g′. De plus, d’apre`s le Lemme 2.3.2, on a
T (r, F ) ≥ (n+ k)T (r, f)− deg(α) log r.
Par conse´quent, en conside´rant cela dans (4.61), on en de´duit que
(n+ k)T (r, f) ≤ 5T (r, f) + 4T (r, g) +
[
3 deg(α)− 1
]
log r +O(1),
c’est-a`-dire que
nT (r, f) ≤ (5− k)T (r, f) + 4T (r, g) +
[
3 deg(α)− 1
]
log r +O(1).
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Puisque F et G satisfont les meˆmes hypothe`ses, on obtient de meˆme
nT (r, g) ≤ 4T (r, f) + (5− k)T (r, g) +
[
3 deg(α)− 1
]
log r +O(1).
Donc, en addionnant ces deux de´rnie`res ine´galite´s, on obtient
n
[
T (r, f) + T (r, g)
] ≤ (9− k)[T (r, f) + T (r, g)]+ [6 deg(α)− 2] log r +O(1),
d’ou` n ≤ 9 − k, une contradiction a` l’hypothe`se. Ainsi A = 1 et, d’apre`s (4.60),
on a F = G. Par conse´quent, on en de´duit que
(
P (f)
)′
=
(
P (g)
)′
, c’est-a`-dire que
P ′(f)f ′ = P ′(g)g′. Comme n ≥ 3k+1 (> k+2), d’apre`s le Lemme 4.3.1, on a P (f) = P (g).
Mais, d’apre`s le The´ore`me 4.1.1, le polynoˆme P est un polynoˆme d’unicite´ pourM(K) car
k ≥ 3, et donc f = g.
Cas 2. B 6= 0.
D’abord on montrera que F et G ont une infinite´ de ze´ros et une infinite´ de poˆles dans
K. Supposons que F a seulement un nombre fini de ze´ros dans K. Alors il existe q1 ∈ N
tel que Z(r, F ) est de la forme q1 log r+O(1) pour r assez grand dans ]0,+∞[. De meˆme,
puisque α ∈ K(x), il existe aussi q2 ∈ N tel que Z(r, α) est de la forme q2 log r+O(1) pour
r assez grand dans ]0,+∞[. Par conse´quent, comme Z(r, fn(f−a)kf ′) ≤ Z(r, F )+Z(r, α),
on a donc Z
(
r, fn(f − a)kf ′) ≤ (q1 + q2) log r +O(1) pour r assez grand dans ]0,+∞[ et
par suite, on de´duit que fn(f − a)kf ′ a seulement un nombre fini de ze´ros dans K, une
contradiction d’apre`s le The´ore`me 3.2.2. Meˆme proce´de´ pour G. Donc F et G ont une
infinite´ de ze´ros dans K.
Maintenant il nous reste montrer que F et G ont une infinite´ de poˆles dans K. Suppo-
sons le contraire. Comme F et F − 1 ont les meˆmes poˆles, il n’y a qu’un nombre fini de
x ∈ K tels que 1
F − 1(x) = 0. De meˆme pour G− 1, c’est-a`-dire qu’il n’y a qu’un nombre
fini de x ∈ K tels que 1
G− 1(x) = 0. Ainsi, la valeur 0 est une valeur quasi-exceptionnelle
de
1
F − 1 et
1
G− 1.
Si
1
G− 1(x) = B, d’apre`s (4.60), on a
1
F − 1(x) = 0. Mais, comme on a suppose´
qu’il existe seulement un nombre fini de x ∈ K tels que 1
F − 1(x) = 0, on en de´duit
que
1
G− 1(x) = B a seulement un nombre fini de solutions. Par conse´quent, B est une
valeur quasi-exceptionnelle de
1
G− 1, une contradiction d’apre`s le Corollaire 1.7.8.2 car
1
G− 1 ∈ M(K) est transcendante. D’une fac¸on analogue, si
1
F − 1(x) = −
B
A
, d’apre`s
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(4.60), on a
1
G− 1(x) = 0. Mais, on a suppose´ qu’il n’y a qu’un nombre fini de x ∈ K
tels que
1
G− 1(x) = 0, et donc
1
F − 1(x) = −
B
A
a seulement un nombre fini de solu-
tions. Par conse´quent 0 et −B
A
sont deux valeurs quasi-exceptionnelles de
1
F − 1, une
contradiction d’apre`s le Corollaire 1.7.8.2 car elle est transcendante aussi. Ainsi, d’apre`s
les arguments pre´ce´dents, F et G ont une infinite´ de poˆles dans K.
D’autre part, on sait que
Z(r, F ) ≤ Z(r, f)+Z(r, f−a)+Z(r, f ′)+deg(R) log r+O(1) ≤ 4T (r, f)+deg(R) log r+O(1)
et
N(r, F ) ≤ N(r, f) + deg(Q) log r +O(1) ≤ T (r, f) + deg(Q) log r +O(1).
De meˆme pour G, c’est-a`-dire Z(r,G) ≤ 4T (r, g) + deg(R) log r + O(1) et
N(r,G) ≤ T (r, g) + deg(Q) log r +O(1). Par conse´quent, on a
Z(r, F ) + Z(r,G) +N(r, F ) +N(r,G) ≤ 5[T (r, f) + T (r, g)]+ 4 deg(α) log r +O(1). (4.62)
Mais, d’apre`s (4.60), on de´duit que T (r, F ) = T (r,G) +O(1) et, d’apre`s le Lemme 2.3.2,
on a
T (r, f) ≤ 1
n+ k
T (r, F )+deg(α) log r+O(1) et T (r, g) ≤ 1
n+ k
T (r,G)+deg(α) log r+O(1),
d’ou` T (r, f)+T (r, g) ≤ 2
n+ k
T (r, F )+2 deg(α) log r+O(1). Par conse´quent, d’apre`s (4.62),
on a
Z(r, F ) + Z(r,G) +N(r, F ) +N(r,G) ≤ 10
n+ k
T (r, F ) +
14
n+ k
deg(α) log r +O(1).
Mais n+ k ≥ 16. Donc, l’ine´galite´ pre´ce´dente est re´duite a`
Z(r, F ) + Z(r,G) +N(r, F ) +N(r,G) ≤ 10
16
T (r, F ) +
14
16
deg(α)
}
log r +O(1). (4.63)
Puisque
Z(r, F )+Z(r,G)+N(r, F )+N(r,G)−min{Z(r,G), N(r,G)} = Z(r, F )+N(r, F )+max{Z(r,G), N(r,G)},
on de´duit d’apre`s (4.63), que
Z(r, F ) +N(r, F ) + max
{
Z(r,G), N(r,G)
}
≤ 5
8
T (r, F ) +
7
8
log r −min{Z(r,G), N(r,G)}+O(1).
Comme G a une infinite´ de ze´ros et une infinite´ de poˆles dans K, on a
min
{
Z(r,G), N(r,G)
}
>
7
8
log r +O(1) ∀r ∈]0,+∞[.
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Par conse´quent,
Z(r, F ) +N(r, F ) + max
{
Z(r,G), N(r,G)
}
<
2
3
T (r, F ).
Alors, d’apre`s le Lemme 4.3.5, on peut conclure que F = G ou bien FG = 1.
Supposons FG = 1. Alors
1
α2
[
fn(f − a)kf ′gn(g − a)kg′
]
= 1, une contradiction
d’apre`s le Lemme 4.3.6 car n > 3k + 1 et α2 ∈ K[x]. Ainsi F = G et donc, comme
dans le Cas 1, on conclut graˆce aux Lemme 4.3.1 et The´ore`me 4.1.1.
Remarque. Le the´ore`me pre´ce´dent n’est pas valable si on conside`re des fonctions me´romor-
phes dans C parce que la propie´te´ Z(r, f ′) ≤ Z(r, f) + N(r, f) + O(1) (The´ore`me 2.2.1)
qu’on utilise dans la de´monstration n’est pas vraie. Un contre-exemple pour montrer cela
est le suivant :
Soit f(x) = esinx. Clairement f ∈ A(C) n’admet pas de ze´ros dans C, alors Z(r, f) = 0
∀r ∈]0,+∞[. Remarquons aussi que f ′(x) = (cos x)esinx et on voit que les ze´ros de f ′ sont
exactement les ze´ros de cosx. Donc Z(r, f ′) = Z(r, cosx) et ainsi lim
r→+∞
Z(r, f ′) = +∞.
Par conse´quent, on a Z(r, f ′)− Z(r, f) = +∞, une contradiction a` la proprie´te´.
Pour terminer ce chapitre, on va e´tudier les relations entre les fonctions f et g me´romor-
phes, dans K ou dans d(θ, R−), quand P ′(f)f ′ = P ′(g)g′ partagent une petite fonction α
et k = 1 ou k = 2.
Dans la de´monstration du The´ore`me 4.3.4, le The´ore`me 4.1.3 est essentiel. Il affirme
qu’un polynoˆme P , de degre´ ≥ 6 dont la de´rive´ a seulement deux ze´ros distincts, l’un e´tant
d’ordre 2 et l’autre e´tant d’ordre ≥ 3, est un polynoˆme d’unicite´ pour Mu(d(θ, R−)). On
ne connait pas de ge´ne´ralisation a` ce the´ore`me et c’est l’obstacle a` une ge´ne´ralisation du
The´ore`me 4.3.4 pour pouvoir prendre k ∈ N au lieu de k = 1 ou k = 2.
The´ore`me 4.3.4. Soient f, g ∈M(K) transcendantes (resp. f, g ∈Mu(d(θ, R−))) et soit
α ∈ K(x). Soit a ∈ K \ {0} et soit n ≥ 13 un entier. Si fn(f − a)2f ′ et gn(g − a)2g′
partagent la fonction α C. M., alors f = g. De plus, si fn(f − a)f ′ et gn(g − a)g′
partagent la fonction α C. M., quand n ≥ 11, alors il existe une fonction h ∈M(K) (resp.
h ∈ M(d(θ, R−))) telle que f = a(n+ 2)
n+ 1
(hn+1 − 1
hn+2 − 1
)
h et g =
a(n+ 2)
n+ 1
(hn+1 − 1
hn+2 − 1
)
ou
bien f = g.
De´monstration. — Sans perte de ge´ne´ralite´, supposons θ = 0. Puisque α ∈ K, il existe
Q,R ∈ K[x] sans ze´ros communs, tels que α = Q
S
∈ K(x).
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Posons F =
fn(f − a)kf ′
α
et G =
gn(g − a)kg′
α
. Il est clair que F et G partagent la
valeur 1 C. M. car d’apre`s l’hypothe`se, fn(f−a)kf ′ et gn(g−a)kg′ partagent la fonction
α C. M. quand k = 1 ou quand k = 2.
Posons Φ comme dans (4.53). Avec un proce´de´ analogue a` celui utilise´ dans la de´monstra-
tion du the´ore`me pre´ce´dent, on en de´duit que Φ = 0. Donc, il existe A,B ∈ K ou` A 6= 0,
tels que
A
F − 1 =
1
G− 1 −B. (4.64)
Conside´rons les 2 cas suivants : B = 0 et B 6= 0.
Cas 1. B = 0.
Supposons A 6= 1. D’apre`s (4.64), on a F = 1
A
G+
(
1− 1
A
)
. En appliquant le The´ore`me
2.2.4 a` F , on obtient, pour r ∈]0,+∞[ (resp. r ∈]0, R[), que
T (r, F ) ≤ Z(r, F ) + Z
(
r, F − (1− 1
A
))
+N(r, F )− log r +O(1). (4.65)
Mais Z
(
r, F − (1− 1
A
)) ≤ Z(r, g) + Z(r, g − a) + Z(r, g′) + deg(R) log r +O(1) et donc,
d’apre`s le The´ore`me 2.2.1, on a Z
(
r, F − (1− 1
A
)) ≤ 4T (r, g) + deg(R) log r +O(1). De
meˆme, on a
Z(r, F ) ≤ Z(r, f)+Z(r, f−a)+Z(r, f ′)+deg(R) log r+O(1) ≤ 4T (r, f)+deg(R) log r+O(1)
et N(r, F ) ≤ N(r, f)+deg(Q) log r+O(1) ≤ T (r, f)+deg(Q) log r+O(1). De plus, d’apre`s
le Lemme 2.3.2, on a T (r, F ) ≥ (n + k)T (r, f) − deg(α) log r + O(1). Alors, l’ine´galite´
(4.65) est re´duite a`
nT (r, f) ≤ (5− k)T (r, f) + 4T (r, g) + 4 deg(α) log r +O(1).
Puisque G satisfait les meˆmes hypothe`ses que F , on a aussi
nT (r, g) ≤ (5− k)T (r, g) + 4T (r, f) + 4 deg(α) log r +O(1).
Donc, en additionnant les deux ine´galite´s pre´ce´dentes, on obtient
n
[
T (r, f) + T (r, g)
] ≤ (9− k)[T (r, f) + T (r, g)]+ 8 deg(α) log r +O(1)
d’ou` n ≤ 9− k, une contradiction a` l’hypothe`se quand r tend vers +∞ (resp. vers R−)
et k = 1 ou k = 2. Par conse´quent A = 1 et donc F = G.
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Pour k = 1, posons P (x) = xn+1
( x
n+ 2
− a
n+ 1
)
et, pour k = 2, posons
P (x) = xn+1
( 1
n+ 3
x2 − 2a
n+ 2
x +
a2
n+ 1
)
. Alors
(
P (f)
)′
= αF et
(
P (g)
)′
= αG et,
comme F = G, on en de´duit que P ′(f)f ′ = P ′(g)g′. Par conse´quent, d’apre`s le Lemme
4.3.1, on a P (f) = P (g).
Pour k = 1. Comme P (f) = P (g), on a
fn+1
( f
n+ 2
− a
n+ 1
)
= gn+1
( g
n+ 2
− a
n+ 1
)
.
Posons f = h g. Clairement h ∈ M(K) (resp. h ∈ M(d(0, R−))). Supposons h 6= 1.
Donc, d’apre`s l’e´galite´ pre´ce´dente,
1
n+ 2
gn+2(hn+2−1) = a
n+ 1
gn+1(hn+1−1), c’est-a`-dire
que g =
a(n+ 2)
n+ 1
(hn+1 − 1
hn+2 − 1
)
. Comme f = h g, on de´duit que f =
a(n+ 2)
n+ 1
(hn+1 − 1
hn+2 − 1
)
h.
Si h = 1, e´videment, f = g.
Pour k = 2. D’apre`s le The´ore`me 4.1.1
(
resp. The´ore`me 4.1.3
)
, P est un polynoˆme
d’unicite´ pour M(K) (resp. pour Mu(d(0, R−))) et donc f = g ce qui ache`ve la
de´monstration.
Cas 2. B 6= 0.
Avec un proce´de´ analogue au Cas 2 de la de´monstration du The´ore`me 4.3.3, on de´duit
que
Z(r, F ) +N(r, F ) + max
{
Z(r,G), N(r,G)
} ≤ 10
n+ k
T (r, F )−min{Z(r,G), N(r,G)} +
+
14
n+ k
deg(α) log r +O(1).
Mais, comme dans la de´monstration du The´ore`me 4.3.3, F et G ont une infinite´ de ze´ros
et une infinite´ de poˆles dans K
(
resp. dans d(0, R−)
)
. Donc
min
{
Z(r,G), N(r,G) >
14
n+ k
deg(α) log r +O(1) ∀r ∈]0,+∞[ (resp. ∀r ∈]0, R[).
Alors, on a
Z(r, F ) +N(r, F ) + max
{
Z(r,G), N(r,G)
} ≤ 10
n+ k
T (r, F ) +O(1).
Par conse´quent, pour k = 1, on obtient
Z(r, F ) +N(r, F ) + max
{
Z(r,G), N(r,G)
}
<
6
7
T (r, F )
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et pour k = 2, on obtient
Z(r, F ) +N(r, F ) + max
{
Z(r,G), N(r,G)
}
<
3
4
T (r, F ).
Ainsi,
T (r, F ) > lim sup
r→+∞
{
Z(r, F ) +N(r, F ) + max
{
Z(r,G), N(r,G)
}}
(
resp. T (r, F ) > lim sup
r→R−
{
Z(r, F ) +N(r, F ) + max
{
Z(r,G), N(r,G)
}})
. Comme F et
G sont transcendantes
(
resp. T (r, F ) et T (r,G) sont non-borne´es dans ]0, R[
)
, d’apre`s le
Lemme 4.3.5, on a F = G ou bien FG = 1.
Si FG = 1, on a fn(f − a)kf ′gn(g − a)kg′ = α2, une contradiction d’apre`s le Lemme
4.3.6 quand n ≥ 11 et k = 1, ou bien quand n ≥ 13 et k = 2. Ainsi F = G, c’est-a`-dire
P ′(f)f ′ = P ′(g)g′, et donc, d’apre`s le Lemme 4.3.1, on a P (f) = P (g). Mais, d’apre`s le
The´ore`me 4.1.2
(
resp. The´ore`me 4.1.3
)
, le polynoˆme P est un polynoˆme d’unicite´ pour
M(K) (resp. pour M(d(0, R−))) et donc f = g, ce qui ache`ve la de´monstration.
Remarque. Dans le The´ore`me 4.3.4, quand k = 1, on obtient deux conclusions possibles :
ou bien f = g ou bien g =
a(n+ 2)
n+ 1
(hn+1 − 1
hn+2 − 1
)
et f = h g. Cette seconde conclusion
n’est pas surprenante et s’impose de fac¸on triviale. En effet, soit h ∈ M(K) (resp.
h ∈ M(d(θ, R−))) et soient f et g de´finies comme ci-dessus. D’apre`s le remarque qui
suit le The´ore`me 4.1.2, on voit que le polynoˆme P (x) = xn+1
( x
n+ 2
− a
n+ 1
)
satisfait
P (f) = P (g), donc P ′(f)f ′ = P ′(g)g′. Par conse´quent, les fonction P ′(f)f ′ et P ′(g)g′
partagent trivialement n’importe quelle fonction.

Chapitre 5
Solutions admissibles pour des
e´quations fonctionnelles du type
Diophantienne
5.1 Introduction
Dans C, on sait que les courbes alge´briques de genre ≥ 2 n’admettent pas de pa-
rame´trisation par des fonctions me´romorphes non constantes
(
voir The´ore`me de Picard
[56]
)
. Alors que, dans un corps ultrame´trique, le The´ore`me de Picard-Berkovich montre
que toute courbe alge´brique de genre non nul n’admet aucune parame´trisation par des fonc-
tions me´romorphes ultrame´triques non constantes.
The´ore`me 5.1.1.
(
The´ore`me 4.5.1 [9]
) (
The´ore`me de Picard-Berkovich
)
Soit C une courbe alge´brique irre´ductible sur K de genre ≥ 1. Soit (an)n∈N ⊂ K une suite
borne´e et soient f, g ∈ M(K) satisfaisant (f(an), g(an)) ∈ C ∀n ∈ N. Alors f et g sont
constantes.
Notation. Dore´navant, pour m,n ∈ N, on note (m,n) le plus grand commun diviseur de
m et n.
En utisant la the´orie de Nevanlinna p-adique, A. Boutabaa et A. Escassut montrent le
re´sultat suivant, qui entraˆıne facilement le The´ore`me de Picard-Berkovich pour des courbes
de genre 1 et 2.
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The´ore`me 5.1.2.
(
The´ore`me 2 [14]
)
Soient P (x) = a
s∏
i=1
(x−ai)pi et Q(x) = b
t∏
j=1
(x−bj)qj
deux polynoˆmes a` coefficients dans K ou` ai et bi sont tous distincts. Soit m ∈ N et soient
f, g ∈M(d(0, R−)) satisfaisant (g(x))m Q(f(x)) = P(f(x)) ∀x ∈ d(0, r) ou` r ∈]0, R[.
(i) Si s+ t > 1 +
1
m
((
m,
∣∣ deg(P )− deg(Q)∣∣∞)+ s∑
i=1
(m, pi) +
t∑
j=1
(m, qj)
)
,
alors f, g ∈Mb(d(0, R−)).
De plus, si f ∈ A(d(0, R−)) et si s + t > 1 + 1
m
( s∑
i=1
(m, pi) +
t∑
j=1
(m, qj)
)
, alors
f ∈ Ab(d(0, R−)) et g ∈Mb(d(0, R−)).
(ii) Si f, g ∈M(K) et si s+t ≥ 1+ 1
m
((
m,
∣∣ deg(P )−deg(Q)∣∣∞)+ s∑
i=1
(m, pi)+
t∑
j=1
(m, qj)
)
,
alors f et g sont constantes.
Chaque courbe alge´brique de genre 1 (resp. 2) est birationnellement e´quivalente a` une
courbe elliptique (hyperelliptique) plane [56]. Donc, en prenant m = 2, deg(Q) = 0 et
deg(P ) = s = 3 dans le The´ore`me 5.1.2 (ii), on obtient :
Corollaire 5.1.2.1. Soit C une courbe alge´brique sur K de genre 1 ou 2. Si f, g ∈M(K)
sont telles que
(
f(x), g(x)
) ∈ C ∀x ∈ K, alors f et g sont constantes.
De meˆme, en prenant deg(P ) ≥ 4 et s ≥ 4 dans le The´ore`me 5.1.2 (ii) (resp.
The´ore`me 5.1.2 (i)
)
, on obtient :
Corollaire 5.1.2.2. Soit C une courbe alge´brique sur K de genre 2. Si f, g ∈M(K) (resp.
f, g ∈ M(d(0, R−))) telles que (f(x), g(x)) ∈ C ∀x ∈ K (resp. ∀x ∈ d(0, r) ou` r ∈]0, R[),
alors f et g sont constantes
(
resp. f, g ∈Mb(d(0, R−))
)
.
Au cours des dernie`res anne´es, plusieurs chercheurs se sont inte´resse´s a` l’existence ou
non de fonctions me´romorphes qui sont solutions des e´quations fonctionnelles de la forme
P (f) = Q(g) ou` P et Q sont des polynoˆmes non constants sur un corps. Par exemple, dans
C, H. Ha et C. C. Yang [33] obtiennent des re´sultats concernant les singularite´s et le genre
des courbes alge´briques, re´sultats qui sont ame´liore´s par P. Li et C. C. Yang [46] en utilisant
la the´orie de distribution de valeurs.
Remarque. Dans [46], P. Li et C. C. Yang proposent des exemples qui nous font penser
que la conjecture suivante est vraie dans C.
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Soit F ∈ Z[X, Y ] un polynoˆme de degre´ ≥ 3. Si l’e´quation diophantienne F (x, y) = 0 est
irre´ductible et n’admet pas ou bien admet au plus un nombre fini de solutions rationnelles,
alors l’e´quation fonctionnelle correspondant F (f, g) = 0 n’admet pas ou bien admet au plus
un nombre fini de solutions me´romorphes non constantes dans C.
L’exemple suivant montre la conjecture pour le cas ultrame´trique :
Exemple. L’e´quation diophantienne x3+x2+y3 = 1 admet une solutions rationnelle
(3
4
,
1
4
)
.
Mais elle repre´sente une courbe elliptique de genre 1 et donc, d’apre`s le The´ore`me 5.1.1,
elle n’admet aucune parame´trisation par des fonctions me´romorphes non constantes dans K.
A. Escassut et C. C. Yang [23], inspire´s par les travaux pre´ce´dents, ont e´tudie´ l’existence
de fonctions me´romorphes qui sont solutions de ces e´quations fonctionnelles P (f) = P (g),
mais cette fois sur le corps ultrame´trique K. Ils ont obtenu des conditions suffisantes, no-
tamment en utilisant les ze´ros de P ′ et Q′, qui permettent de caracte´riser les fonctions f et
g, solutions de cette e´quation.
Ici, on conside`re un proble`me similaire a` celui de P. Li et C. C. Yang [47] dans C ou` ils
ont e´tabli une sorte de ge´ne´ralisation des re´sultats pre´ce´dents en conside´rant des e´quations
fonctionnelles de la meˆme forme, mais cette fois les polynoˆmes P et Q ont des coefficients
me´romorphes dans K
(
resp. dans d(a,R−)
)
. On obtient des re´sultats analogues sur l’exis-
tence ou non de “solutions admissibles” pour cette e´quation, sauf peut-eˆtre les re´sultats qui
concernent la fonction exponentielle dans C. Pour cela on utilise la the´orie de Nevanlinna
p-adique et quelques proprie´te´s spe´cifiques de fonctions analytiques ultrame´triques.
Rappelons d’abord la de´finition de “solution admissible” donne´e par P. Li et C. C. Yang
dans [47].
De´finition. Soit Pj ∈M(K)[X, Y ]
(
resp. Pj ∈M(d(0, R−))[X, Y ]
)
(1 ≤ j ≤ q) et soit
Ej (1 ≤ j ≤ q) un syste`me d’e´quations de la forme Pj(f, g) = 0 (1 ≤ j ≤ q). Soient
f, g ∈M(K) (resp. f, g ∈M(d(0, R−))). La paire (f, g) est appele´e une paire de solutions
admissibles de Ej, si pour chaque j = 1, 2, ..., q, tous les coefficients de Pj sont des petites
fonctions par rapport a` f et g a` la fois.
De meˆme que le The´ore`me de Picard sur C et le The´ore`me de Picard-Berkovich sur K,
ont pour but de montrer l’inexistence d’une paire (f, g) de solutions admissibles pour une
e´quation alge´brique de genre ≥ 2 ou ≥ 1, dans ce chapitre on va chercher des conditions
montrant l’inexistence d’une paire de solutions admissibles pour des e´quations fonctionnelles
dont les coefficients seraient des fonctions me´romorphes : de telles e´quations ont peut-eˆtre
des paires de solutions (f, g) mais alors les coefficients ne sont pas tous des petites fonctions
par rapport a` f et g.
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5.2 Solutions admissibles pour quelques e´quations fonc-
tionnelles
The´ore`me 5.2.1. Soit a1, a2, a3 ∈ M(K)
(
resp. a1, a2, a3 ∈ M(d(0, R−))
)
telles que a1
ou a3 est non nulle. Soient n,m, k ∈ N∗ satisfaisant n > m, k > 1 et n > k(m+ 2)
k − 1 .
Alors, l’e´quation E : xn+a1xn−m+a2yk−a3 = 0 n’admet aucune paire (f, g) de solutions
admissibles.
De´monstration. — D’apre`s le Corollaire 2.3.3.1, f ∈ M(K) (resp. f ∈ M(d(0, R−))) est
transcendante sur Mf (K)
(
resp. sur Mf (d(0, R−))
)
. Donc, e´videment a2 6= 0.
Supposons que la paire (f, g) est une paire de solutions admissibles de l’e´quation E . Donc
fn + a1f
n−m = a3 − a2gk et, d’apre`s la de´finition pre´ce´dente, on a
a1, a2, a3 ∈Mf (K) ∩Mg(K)
(
resp. a1, a2, a3 ∈Mf (d(0, R−) ∩Mg(d(0, R−))
)
.
Posons F = fn + a1f
n−m. Puisque a3 ∈ Mf (K)
(
resp. a3 ∈ Mf (d(0, R−))
)
et puisque
0 < n − m < n, il est clair que a3 ∈ MF (K)
(
resp. a3 ∈ MF (d(0, R−))
)
. Donc, on peut
appliquer a` F le Corollaire 2.3.4.1 et alors, pour r ∈]0,+∞[ (resp. r ∈]0, R[), on a
T (r, F ) ≤ Z(r, F ) + Z(r, F − a3) +N(r, F ) + SF (r). (5.1)
Remarquons que Z(r, F ) ≤ Z(r, f) + mZ(r, f) + Sf (r) ≤ (m + 1)T (r, f) + Sf (r),
Z(r, F − a3) ≤ Z(r, g) + Sf (r) ≤ T (r, g) + Sf (r) et
N(r, F ) = N(r, f) + Sf (r) ≤ T (r, f) + Sf (r). De plus, d’apre`s le The´ore`me 2.3.1, on a
T (r, F ) = nT (r, f) + Sf (r). Ainsi, d’apre`s (5.1), on obtient
(n−m− 2)T (r, f) ≤ T (r, g) + Sf (r). (5.2)
Puisque kT (r, g) + Sg(r) = nT (r, f) + Sf (r), on de´duit que lim
r→+∞
kT (r, g)
nT (r, f)
= 1
(
resp.
lim
r→R−
kT (r, g)
nT (r, f)
= 1
)
. Par conse´quent T (r, g) =
n
k
T (r, f)+Sf (r). Ainsi, d’apre`s (5.2), on a
kn−k(m+ 2) ≤ n quand r tend vers +∞ (resp. vers R−), c’est-a`-dire que n ≤ k(m+ 2)
k − 1 ,
une contradiction d’apre`s l’hypothe`se et donc, la paire (f, g) n’est pas une paire de solutions
admissibles de l’e´quation E .
Corollaire 5.2.1.1. Soient ai, bi, ci ∈ M(K)
(
resp. ai, bi, ci ∈ M(d(0, R−))
)
(i = 1, 2),
telles que b2 6= 0 et, b1
b2
6= 0 ou c1b2 − c2b1 6= 0. Soit F (x, y) un polynoˆme dont
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les coefficients sont des fonctions me´romorphes dans K
(
resp. dans d(0, R−)
)
. Soient
m,n, k ∈ N∗ satisfaisant n > m, k > 1 et n > k(m+ 2)
k − 1 . Alors, le syste`me
E2 :
{
xn + a1y
k + b1F (x, y) = c1
xn−m + a2yk + b2F (x, y) = c2
n’admet aucune paire (f, g) de solutions admissibles.
De´monstration. — D’apre`s le syste`me E2, on de´duit facilement que
xn +
−b1
b2
xn−m +
(a1b2 − a2b1
b2
)
yk =
(c1b2 − c2b1
b2
)
.
Donc, d’apre`s le The´ore`me 5.2.1, l’e´quation fonctionnelle ci-dessus n’admet aucune paire
(f, g) de solutions admissibles, ce qui entraˆıne que (f, g) n’est pas non plus une paire de
solutions admissibles du syste`me E2.
The´ore`me 5.2.2. Soient a1, a2, a3 ∈M(K)
(
resp. a1, a2, a3 ∈M(d(0, R−))
)
telles que a1
ou a3 soit non nulle. Soient m, k ∈ N tels que m = 2 et k > 3 ou m = 3 et k > 6.
Alors l’e´quation E : x5 + a1x5−m + a2yk− a3 = 0 n’admet aucune paire (f, g) de solutions
admissibles.
De´monstration. — Soient m = 2 et k > 3. Supposons que la paire (f, g) est une paire
de solutions admissibles de l’e´quation E . Donc, a1, a2, a3 ∈Mf (K) ∩Mg(K)
(
resp.
a1, a2, a3 ∈Mf (d(0, R−)) ∩Mg(d(0, R−)
)
et f 5 + a1f
m−5 = a3 − a2gk.
Posons F = f 5 + a1f
5−m. Comme dans la de´monstration du The´ore`me 5.2.1, on a
a3 ∈MF (K)
(
resp. a3 ∈MF (d(0, R−))
)
. Donc, en appliquant le Corollaire 2.3.4.1 a` F , on
obtient
T (r, F ) ≤ Z(r, F ) + Z(r, F − a3) +N(r, F ) + Sf (r). (5.3)
Clairement N(r, F ) = N(r, f) +Sf (r). Comme chaque poˆle de f a un ordre de multiplicite´
au moins e´gal a` k, on de´duit que N(r, F ) ≤ 1
k
N(r, f)+Sf (r) ≤ 1
k
T (r, f)+Sf (r). De plus,
comme dans la de´monstration du The´ore`me 5.2.1, on a Z(r, F ) ≤ (m + 1)T (r, f) + Sf (r),
Z(r, F − a3) ≤ T (r, g) + Sf (r) et T (r, g) = 5
k
T (r, f) + Sf (r). Ainsi, d’apre`s (5.3), on
obtient
5T (r, f) ≤
(
m+ 1 +
5 + 1
k
)
T (r, f) + Sf (r),
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ce qui entraˆıne 5 ≤ m+ 1 + 6
k
quand r tend vers +∞ (resp. vers R−). Mais, pour m = 2,
on obtient k ≤ 3 ce qui contredit l’hypothe`se. Par conse´quent, l’e´quation E n’admet aucune
paire (f, g) de solutions admissibles.
Pour les cas m = 3 et k > 6, on peut suivre une me´thode analogue pour conclure.
Les The´ore`mes 5.2.1 et 5.2.2 sugge`rent la question suivante a` laquelle on ne peut pas
re´pondre pour le moment.
Question Ouverte. Soient a1, a2, a3 ∈ M(K)
(
resp. a1, a2, a3 ∈ M(d(0, R−))
)
telles que
a1 ou a3 sont non nulles et soit k ∈ N. Existe-t-il des fonctions f, g ∈ M(K)
(
resp.
f, g ∈M(d(0, R−))) telles que la paire (f, g) soit une paire de solutions admissibles pour
les e´quations fonctionnelles E : f 5 + a1f 3 + a2gk = a3 quand 1 < k < 4 et
E ′ : f 5 + a1f 2 + a2gk = a3 quand 1 < k < 7 ?
The´ore`me 5.2.3. Soient n, k ∈ N∗ et soit P (x) = c0 + c1(x−x1)m1(x−x2)m2 ...(x−xk)mk
un polynoˆme de degre´ n a` coefficients dans K, tels que c0c1 6= 0 et xi 6= xj ∀i 6= j. Soit
a ∈ M(K) (resp. a ∈ M(d(0, R−))). Si n > 2k + 1, alors l’e´quation E : P (x) = aP (y)
n’admet aucune paire (f, g) de solutions admissibles.
De´monstration. — En posant Q(x) = P (x)− c0, l’e´quation E est e´quivalente a` l’e´quation
E ′ : Q(x)− aQ(y) = c0(a− 1).
Supposons que la paire (f, g) est une paire de solutions admissibles de E ′. Puisque
c0(a−1) ∈Mf (K)
(
resp. c0(a−1) ∈Mf (d(0, R−))
)
et puisque T (r, f) ≤ T (r,Q(f)) pour
r ∈]0,+∞[ (resp. r ∈]0, R[), on de´duit que c0(a − 1) ∈ MQ(f)(K) (resp.
c0(a− 1) ∈MQ(f)(d(0, R−))
)
. Donc, en appliquant le Corollaire 2.3.4.1 a` Q(f), on obtient
T
(
r,Q(f)
) ≤ Z(r,Q(f))+ Z(r, aQ(g))+N(r,Q(f))+ SQ(f)(r). (5.4)
Mais, on sait que Z
(
r,Q(f)
)
=
k∑
i=1
Z(r, f − xi) ≤ k T (r, f) +O(1). De meˆme
Z
(
r, aQ(g)
) ≤ k T (r, g) + Sg(r) et N(r,Q(f)) ≤ T (r, f) + O(1). De plus, d’apre`s le
The´ore`me 2.3.1, on a T
(
(r,Q(f)
)
= nT (r, f) + Sf (r). Ainsi, l’ine´galite´ (5.4) nous donne
nT (r, f) ≤ (k + 1)T (r, f) + kT (r, g) + Sf (r) + Sg(r).
D’autre part, puisque Q(f) = aQ(g) + c0(a − 1), d’apre`s le The´ore`me 2.3.1, on a
T (r, f) = T (r, g) + Sg(r). Mais ici, il est clair que Sf (r) = Sg(r). Donc, d’apre`s l’ine´galite´
pre´ce´dente, on obtient
nT (r, f) ≤ (2k + 1)T (r, f) + Sf (r).
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Par conse´quent, quand r tend vers +∞ (resp. vers R−), on obtient n ≤ 2k + 1, contra-
diction. Donc, l’e´quation E ′ n’admet aucune paire (f, g) de solutions admissibles et alors E
non plus.
Dans les deux the´ore`mes suivants on montre que si l’e´quation fonctionnelle
P (x) = aP (y) ou` P ∈ K[x], admet une paire de solutions admissibles, alors elles ont
une forme tre`s particulaire. Ceci ge´ne´ralise les re´sultats connus sur les courbes alge´briques,
ainsi que le The´ore`me 4.3.4 du Chapitre pre´ce´dent.
The´ore`me 5.2.4. Soit n ∈ N∗ et soit P (x) = (x − x1)n−1(x − x2) un polynoˆme de degre´
n a` coefficients dans K, tels que x1 6= x2. Soit a ∈ M(K)
(
resp. a ∈ M(d(0, R−))). Si la
paire (f, g) est une paire de solutions admissibles de l’e´quation E : P (x) = aP (y), alors
f = x1 +
(x2 − x1)(hn−1 − a) h
hn − a et g = x1 +
(x2 − x1)(hn−1 − a)
hn − a .
De plus h ∈M(K) (resp. h ∈M(d(0, R−))) et a ∈Mh(K) (resp. a ∈Mh(d(0, R−))).
De´monstration. — Supposons que la paire (f, g) est une solution admissible de l’e´quation
E . Donc, (f − x1
g − x1
)n−1(f − x2
g − x2
)
= a. (5.5)
Posons f1 = f − x1, g1 = g − x1 et h = f1
g1
. Dans (5.5), on obtient
hn−1
(
g1h+ (x1 − x2)
)
= a
(
g1 + (x1 − x2)
)
.
Par conse´quent, on en de´duit que
g1 =
(x2 − x1)(hn−1 − a)
hn − a
et, comme f1 = hg1, on obtient
f1 =
(x2 − x1)h(hn−1 − a)
hn − a .
Remarquons que, puisque (f, g) est une paire de solutions admissibles, on a a ∈Mg(K)(
resp. a ∈ Mg(d(0, R−))
)
et donc a ∈ Mg1(K)
(
resp. a ∈ Mg1(d(0, R−))
)
. Si a ∈ Mh(K)(
resp. a ∈Mh(d(0, R−))
)
, on a donc la conclusion annonce´e.
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Supposons que a /∈ Mh(K)
(
resp. a /∈ Mh(d(0, R−))
)
. Puisque a ∈ Mg1(K)
(
resp.
a ∈ Mg1(d(0, R−))
)
, on peut de´duire assez facilement que, pour r ∈]0,+∞[ (resp.
r ∈]0, R[), on a
T (r, g1) ≤ (2n− 1)T (r, h) + Sg1(r). (5.6)
D’autre part, puisque a /∈ Mh(K)
(
resp. a /∈ Mh(d(0, R−))
)
, il existe une constante
M > 0 et une suite {rn}n∈N ⊂]0,+∞[ ou` lim
n→+∞
rn = +∞
(
resp. une suite {rn}n∈N ⊂ ]0, R[
ou` lim
n→+∞
rn = R
)
telles que T (rn, h) ≤M T (rn, a) ∀n ∈ N. Par conse´quent, d’apre`s (5.6),
on a T (rn, g1) ≤ (2n − 1) M T (rn, a) + Sg1(rn) ∀n ∈ N, ce qui contredit l’hypothe`se
a ∈Mg1(K)
(
resp. a ∈Mg1(d(0, R−))
)
quand r tend vers +∞ (resp. vers R−).
Notation. Soient f, g ∈ M(K) (resp. f, g ∈ M(d(0, R−))) et soit r ∈]0,+∞[ (resp.
r ∈]0, R[). Soit m ∈ N. Dans le the´ore`me suivant on note Zm)(r, f) (resp. Zm)(r, f))
la fonction de comptage des ze´ros de f avec ordre de multiplicite´ ≥ m, en prenant en
compte les multiplicite´s
(
resp. en ignorant les multiplicite´s
)
dans d(0, r). De meˆme, on
note Z(r, f ; g) la fonction de comptage des ze´ros communs de f et g, en ignorant les
multiplicite´s, dans d(0, r).
The´ore`me 5.2.5. Soient a1, a2, b1, b2, c ∈ M(K)
(
resp. a1, a2, b1, b2, c ∈ M(d(0, R−))
)
non identiquement nulles. Soient n,m ∈ N∗ tels que (n,m) = 1, m ≥ 2 et n ≥ 2m+ 3.
Alors, l’e´quation
E : xn + a1xn−m + b1 = c
(
yn + a2y
n−m + b2
)
admet une paire (f, g) de solutions admissibles si et seulement si c =
b1
b2
et f = hg ou`
h ∈M(K) (resp. h ∈M(d(0, R−))) satisfait hn = c et hm = a1
a2
.
De´monstration. — Supposons d’abord que c =
b1
b2
, hn = c et hm =
a1
a2
. Soit g ∈M(K)(
resp. g ∈ M(d(0, R−))) telle que a1, a2, b1, b2 ∈ Mg(K) (resp.
a1, a2, b1, b2 ∈ Mg(d(0, R−))
)
et soit f = hg. Alors, il est clair que (f, g) est une paire
de solutions admissibles de l’e´quation E .
Supposons maintenant que (f, g) soit une paire de solutions admissibles de l’e´quation
E . Posant f1 = fn + a1fn−m et g1 = −cgn− ca2gn−m, on a f1 + g1 = cb2− b1 et puisque
b1 et b2 sont des petites fonctions par rapport a` f , la fonction cb2 − b1 l’est aussi.
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Supposons que cb2 − b1 6= 0. Soit r ∈]0,+∞[
(
resp. r ∈]0, R[). En appliquant le
Corollaire 2.3.4.2 a` f1, on obtient
T (r, f1) ≤ Z(r, f1) + Z(r, g1) +N(r, f1) + Sf1(r).
Mais
Z(r, f1) ≤ Z(r, fn−m)+Z(r, fm+a1) ≤ Z(r, f)+mZ(r, f)+Sf (r) ≤ (m+1)T (r, f)+Sf (r),
Z(r, g1) ≤ Z(r, gn−m) +Z(r, gm + a2) ≤ Z(r, g) +mZ(r, g) +Sg(r) ≤ (m+ 1)T (r, g) +Sg(r)
et N(r, f1) ≤ N(r, f) + Sf (r) ≤ T (r, f) + Sf (r). De plus, d’apre`s le The´ore`me 2.3.1, on a
T (r, f1) = mT (r, f) + Sf (r). Donc, on de´duit que
nT (r, f) ≤ (m+ 2)T (r, f) + (m+ 1)T (r, g) + Sg(r) + Sf (r). (5.7)
D’autre part, d’apre`s le The´ore`me 2.3.1, on a T (r, fn + a1f
n−m) = nT (r, f) +Sf (r) et
T
(
r, c
(
gn + a2g
n−m)+ cb2 − b1) = nT (r, g) + Sg(r) et, puisque
fn + a1f
n−m = c
(
gn + a2g
n−m)+ cb2 − b1,
on de´duit que T (r, g) = T (r, f) + Sf (r)− Sg(r). Par conse´quent, d’apre`s (5.7), on a
nT (r, f) ≤ (2m+ 3)T (r, f) + Sf (r) + Sg(r).
Mais, quand r tend vers +∞ (resp. vers R−), on a Sf (r) = Sg(r) et donc, on voit que
n ≤ 2m+ 3 ce qui contredit l’hypothe`se. Donc cb2 − b1 = 0 implique c = b1
b2
.
Maintenant, puisque cb2 − b1 = 0, on en de´duit que gm−n(fn + a1fn−m) = c(gm + a2).
Donc, en posant h =
f
g
, on obtient
gm(hn − c) = −a1hn−m + ca2. (5.8)
Supposons que hn − c 6= 0. D’apre`s (5.8), on a
gm =
−a1hn−m + ca2
hn − c .
Remarquons que, puisque (f, g) est une paire de solutions admissibles de l’e´quation E , on
en de´duit que a1, a2, c ∈ Mg(K)
(
resp. a1, a2, c ∈ Mg(d(0, R−))
)
et donc, pour r ∈]0,+∞[(
resp. r ∈]0, R[), on a mT (r, g) ≤ (2n−m)T (r, h) + Sg(r). Mais, comme m ≥ 2, on a
T (r, g) ≤ (2n−m) T (r, h) + Sg(r). (5.9)
Par ailleurs, on va ve´rifier que a1, a2, c ∈ Mh(K)
(
resp. a1, a2, c ∈ Mh(d(0, R−))
)
. En
effet, supposons que ce ne soit pas le cas. Alors, il existe une constante M > 0 et une suite
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{rn}n∈N ⊂]0,+∞[ ou` lim
n→+∞
rn = +∞
(
resp. une suite {rn}n∈N ⊂]0, R[ ou` lim
n→+∞
rn = R
)
telles que
T (rn, h) ≤M max
{
T (rn, a1), T (rn, a2), T (rn, c)
}
.
Donc, d’apre`s (5.9), on a
T (rn, g) ≤ (2n−m)M max
{
T (rn, a1), T (rn, a2), T (rn, c)
}
,
une contradiction quand n tend vers +∞ (resp. vers R−) puisque a1, a2, c ∈Mg(K) (resp.
a1, a2, c ∈Mg(d(0, R−))
)
. Par conse´quent
ca2
a1
, c ∈Mh(K)
(
resp.
ca2
a1
, c ∈Mh(d(0, R−))
)
.
Supposons maintenant que
(ca2
a1
)n
6= cn−m. Si la fonction Z
(
r, hn−m − ca2
a1
; hn − c
)
n’est pas de la forme Sh(r), il existe une constante M > 0 et une suite {rn}n∈N ⊂]0,+∞[
ou` lim
n→+∞
rn = +∞
(
resp. une suite {rs}s∈N ⊂]0, R[ ou` lim
s→+∞
rs = R
)
telles que
Z
(
rs, h
n−m − ca2
a1
; hn − c
)
> M T (rs, h) ∀s ∈ N. (5.10)
Soit x0 un ze´ro commun de h
n−m − ca2
a1
et hn − c. Puisque hn−m(x0) =
(ca2
a1
)
(x0) et
hn(x0) = c(x0), on obtient
h(n−m)n(x0) =
(
hn−m(x0)
)n
=
(ca2
a1
)n
(x0) et h
(n−m)n(x0) =
(
hn(x0)
)n−m
= cn−m(x0).
Donc
(ca2
a1
)n
(x0)− cn−m(x0) = 0, c’est-a`-dire que x0 est un ze´ro de
(ca2
a1
)n
− cn−m. Par
conse´quent, d’apre`s (5.10), on a
Z
(
rs,
(ca2
a1
)n
− cn−m
)
> M T (rs, h) ∀s ∈ N,
une contradiction puisque
(ca2
a1
)n
−cn−m ∈Mh(K)
(
resp.
(ca2
a1
)n
−cn−m ∈Mh(d(0, R−))
)
.
Ainsi, la fonction Z
(
r, hn−m − ca2
a1
; hn − c
)
est de la forme Sh(r). Mais h =
f
g
et on
sait que T (r, f) = T (r, g) + Sg(r) donc T (r, h) ≤ 2T (r, g) + Sg(r). Par conse´quent
Z
(
r, hn−m − ca2
a1
; hn − c
)
est de la forme Sg(r).
Remarquons que, comme gm =
−a1hn−m + ca2
hn − c , chaque ze´ro de h
n − c d’ordre de
multiplicite´ strictement infe´rieur a` m n’est pas un ze´ro de gm et donc il doit eˆtre un ze´ro de
hn−m − ca2
a1
. Par conse´quent, Z(r, hn − c)− Zm)(r, hn − c) est de la forme Sg(r). De plus,
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Zm)(r, h
n − c) ≤ 1
m
Zm)(r, h
n − c) et Zm)(r, hn − c) ≤ T (r, hn − c) ≤ nT (r, h) + Sh(r).
Alors, en appliquant le Corollaire 2.3.4.3 a` h, on obtient
(n− 2)T (r, h) ≤ Z(r, hn − c) + Sh(r),
ce qui entraˆıne (n− 2)T (r, h) ≤ n
m
T (r, h) + Sg(r) + Sh(r). Donc, quand r tend vers +∞(
resp. vers R−
)
, on a n − 2 ≤ n
m
, c’est-a`-dire que n(m − 1) ≤ 2m, ce qui contredit
l’hypothe`se. On a donc montre´ que
(ca2
a1
)n
= cn−m.
D’autre part, comme (n,m) = 1, il existe s et t dans N tels que sn + t(n − m) =
1. En posant u = cs
(ca2
a1
)t
, on obtient c = csnct(n−m) = csn
(ca2
a1
)tn
= un et
ca2
a1
=
(ca2
a1
)sn(ca2
a1
)t(n−m)
= cs(n−m)
(ca2
a1
)t(n−m)
= un−m. De plus, on voit clairement
que u ∈Mh(K)
(
resp. u ∈Mh(d(0, R−))
)
.
Posons h1 =
h
u
. En conside´rant que
ca2
a1
= un−m et c = un, d’apre`s (5.8), on a
(ug)m = −a1 h
n−m
1 + 1
hn1 − 1
.
Mais a1 ∈Mg(K)
(
resp. a1 ∈Mg(d(0, R−))
)
. Donc a1 ∈Mug(K)
(
resp. a1 ∈Mug(d(0, R−))
)
et alors, a1 ∈Mh1(K)
(
resp. a1 ∈Mh1(d(0, R−))
)
.
D’autre part, comme (m,n) = 1, les e´quations xn−m−1 = 0 et xn−1 = 0 ont seulement
une racine commune, x = 1, et (n−m− 1) + (n− 1) racines diffe´rentes.
Soient βi
(
i = 1, ..., n − m − 1) les ze´ros de xn−m − 1 diffe´rents de 1 et soient γj(
j = 1, ..., n− 1) les ze´ros de xn − 1 diffe´rents de 1.
Fixons i. On a
Z(r, h1 − βi) = Z
(
r, h1 − βi : a1(x) = 0
)
+ Z
(
r, h1 − βi : a1(x) 6= 0
)
.
Quand a(x) 6= 0, on voit que tout ze´ro de h1−βi est d’ordre au moins m et donc, on obtient
Z
(
r, h1 − βi : a1(x) 6= 0
) ≤ 1
m
Z(r, h1 − βi), ce qui entraˆıne
Z(r, h1 − βi) ≤ 1
m
Z(r, h1 − βi) + Z(r, a1).
Mais a1 ∈Mh1(K)
(
resp. a1 ∈Mh1(d(0, R−))
)
. Donc
Z(r, h1 − βi) ≤ 1
m
Z(r, h1 − βi) + Sh1(r).
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De meˆme pour les ze´ros de hn1 − 1. Tout ze´ro de h1 − γj est un poˆle d’ordre au moins m de
(ug)m sauf peut-eˆtre si c’est un poˆle de a1, d’ou` Z(r, h1 − γj) ≤ 1
m
Z(r, h1 − γj) + Sh1(r).
Par conse´quent, en appliquant le The´ore`me 2.2.4 a` h1, on obtient
(
(2n−m− 2)− 1)T (r, h1) ≤ n−m−1∑
i=1
Z(r, h1 − βi) +
n−1∑
j=1
Z(r, h1 − γi) +N(r, h1) + Sh1(r),
d’ou` (2n−m− 3) T (r, h1) ≤
(2n−m− 2
m
+ 1
)
T (r, h1) +Sh1(r). Donc, quand r tend vers
+∞ (resp. vers R−), on a (2n −m − 3)m ≤ 2n − 2, ce qui entraˆıne n ≤ m2 + 3m− 2
2(m− 1) .
Mais l’hypothe`se n ≥ 2m+ 3 et m ≥ 2 implique n > m
2 + 3m− 2
2(m− 1) , une contradiction.
Par conse´quent, on en de´duit que hn− c = 0. Ainsi, d’apre`s (5.8), on a hn−m = ca2
a1
, ce qui
entraˆıne hm =
a1
a2
.
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DISTRIBUTION DE VALEURS DES FONCTIONS MEROMORPHES ULTRAMETRIQUES,
APPLICATION DE LA THEORIE DE NEVANLINNA
On e´tudie des proprie´te´s des fonctions me´romorphes dans un corps ultrame´trique complet, alge´briquement
clos de caracte´ristique nulle qu’on note K (ex: K = Cp) ainsi que des proprie´te´s de fonctions me´romorphes
dans un disque ouvert de K, prenant en compte pour cela le proble`me de Lazard, qu’on contourne en
conside´rant une extension de K sphe´riquement comple`te.
Les proble`mes e´tudie´s concernent d’une part la distribution des ze´ros, les valeurs exceptionnelles, pour
diffe´rents types de fonctions me´romorphes ultrame´triques dans K ou dans un disque ouvert de K, avec notam-
ment la Conjecture de Hayman. Et d’autre part, des proble`mes d’unicite´ pour des fonctions me´romorphes
ultrame´triques dans K ou dans un disque ouvert de K, qui satisfont certaines hypothe`ses: des fonctions du
type (P ◦ f)′ et (P ◦ g)′ ou` P est un polynoˆme qui satisfait certains conditions, ces fonctions partagent une
autre fonction me´romorphe qui est petite par rapport a` f et g, en comptant les multiplicite´s. Ce dernier
type de proble`mes comporte naturellement des liens avec les proble`mes portant sur les polynoˆmes d’unicite´
pour des fonctions me´romorphes dans K, et sur les ensembles d’unicite´ (URS), en particulier on e´tudie des
fonctions de la forme fnf ′ et gng′ qui partagent une constante, en comptant ou non les multiplicite´s. Fi-
nalement, on s’inte´resse a` l’existence ou non de solutions des e´quations fonctionnelles du type Diophantien:
des e´quations fonctionnelles du type P (x) = Q(y) ou` P et Q sont des polynoˆmes dont les coefficients sont
des fonctions me´romorphes. On donne des conditions suffisantes pour montrer qu’il n’existe aucune paire de
solutions admissibles pour ces type d’e´quations et, si elles existent, elles ont alors une forme tre`s particulie`re.
La me´thode la plus utilise´e est la Theo´rie de Nevanlinna p-adique qui s’applique non seulement a` des
fonctions me´romorphes ultrame´triques dans le corps K mais aussi aux fonctions me´romorphes ultrame´triques
non borne´es dans un disque ouvert de K. Les the´ore`mes les plus fre´quemment utilise´s sont: le Deuxie`me
the´ore`me fondamental de Nevanlinna ultrame´trique, le The´ore`me de Nevanlinna sur trois petites fonctions
et L’ine´galite´ de Milloux ultrame´trique.
Most-Cle´s: Distribution de valeurs des fonctions meromorphes ultrame´triques, Fonction me´romorphe ul-
trame´trique, The´orie de Nevanlinna p-adique, Distribution des ze´ros, Unicite´ des fonctions, Solution admis-
sible.
VALUE DISTRIBUTION OF ULTRAMETRIC MEROMORPHIC FUNCTION, APPLICA-
TION OF NEVANLINNA’S THEORY
We study properties of meromorphic functions in a complete ultrametric algebraically closed field of
characteristic zero that we denote K
(
ex: K = Cp
)
and similar properties in an open disk of K, taking into
account Lazard’s problem, that we avoid considering a spherically complete extension of K.
On one hand, the problems studied concern the distribution of zeroes, exceptional values, for various type
of ultrametric meromorphic functions in K or inside an open disk of K and particularly Hayman’s Conjecture
in an ultrametric field. On the other hand, problems of uniqueness are examined for meromorphic functions
in the whole field K or in an open disk of K satisfying certain hypotheses: functions of the form (P ◦ f)′ and
(P ◦g)′ where P is a polynomial satisfying certain condition and sharing a small function with respect to f and
g, counting multiplicities. This last type of problems show some connections with questions on polynomial
of uniqueness for meromorphic functions and with questions on Unique Range Sets (URS), particularly
we study functions of the form fnf ′, gng′ sharing a constant, counting or not multiplicities. Finally, we
look for the existence of solutions of functional equations of Diophantine type: functional equation such
as P (x) = Q(y) where P and Q are polynomials whose coefficients are meromorphic functions. Sufficient
conditions are given in order to show that there exist no pair of admissible solutions for such equations or
in certain cases, solutions exist with a very particular form.
The most used method is the p-adic Nevanlinna Theory which no only applies to ultrametric meromorphic
functions in the whole field K, but also applies to unbounded meromorphic functions inside an open disk. The
most used theorems are: the Ultrametric Nevanlinna’s second main theorem, the Ultrametric Nevanlinna’s
theorem on 3 small functions and the Ultrametric Milloux’s inequality.
Key Words: Value distributions of ultrametric meromorphic functions, P-adic Nevanlinna’s theory, Zeros
distribution, Functions uniqueness, Admissible solution.
