The electron-induced L 3 M two-step double ionization cross sections of metallic Pd were determined experimentally for incident electron beam energies ranging from the double ionization threshold up to 18 keV. The double L 3 M ionization cross sections were derived from the intensity ratios (I LαM :I Lα ) of the resolved M satellites to the parent diagram lines. The sample was bombarded with monoenergetic electrons from an energy-tunable 20-kV electron gun. The diagram and M-satellite x-ray lines were measured by means of high-resolution x-ray spectroscopy, using a reflection-type von Hamos bent crystal spectrometer. The two-step partial cross sections were determined by subtracting from the measured total double ionization cross sections the contributions due to the shake process and L 1 -L 3 M 4,5 Coster-Kronig transitions. Despite the thick target employed in the present study, the dependence of the two-step cross sections on the incoming electron energy could be derived using a target slice decomposition method. It is shown that the obtained energy dependence can be well reproduced by the semiempirical parametrization model of Pattard and Rost.
I. INTRODUCTION
The electron-induced double ionization (DI) of neutral atoms may result from direct mechanisms for the ejection of two electrons without any internal atomic rearrangement or indirect mechanisms in which the ejection of a single inner-shell electron is followed by an Auger decay. Direct mechanisms can be subdivided into shake [1] and so-called two-step-one (TS1) and two-step-two (TS2) processes [2] . Shake results from the sudden change in the atomic potential as a consequence of an inner-shell ionization or nuclear decay, whereas the TS1 process describes the knock-out of a second bound electron by the first ionized electron and the TS2 process corresponds to the knock-out of two electrons from the same atom by a single incoming electron. Two-step processes are important because they result from electron-electron interactions and therefore permit to investigate electron correlation effects. A straightforward method to study the TS processes is provided by (e,3e) experiments [3] [4] [5] . An alternative experimental approach consists to observe by means of high-resolution spectroscopy the radiative decay of atoms doubly ionized by electron impact. The latter method was used, for instance, by Mauron and Dousse [6] . In this study the double KL ionization induced in several light atoms by low-energy electrons was determined as a function of the incident electron energy. The energy-dependent double ionization cross sections (DICSs) were derived from the measured intensity ratios I KαL (1) :I KαL (0) of the resolved L-satellite-to-parent-diagram x-ray lines, using available experimental values for the electron-induced single K-shell ionization cross sections.
The determination of two-step L 3 M DICSs of mid-Z elements by means of the second experimental approach is, however, quite challenging for the following reasons. First, experimental data for the L-subshell electron-induced * wei.cao@unifr.ch single-ionization cross sections (EIICSs) are scarce and suffer large uncertainties [7] . Many theoretical predictions for the EIICSs are also questionable. For instance, those from Refs. [8] and [9] are in good overall agreement with the recent experimental values of Ref. [10] , but they poorly reproduce the experimentally observed energy dependencies of the cross sections, especially for energies close to the ionization thresholds [10] . Second, the use of the satellite-to-diagram line ratio method requires that the M-satellite lines are well resolved from their parent diagram lines, which is not an easy task. According to multiconfiguration Dirac-Fock (MCDF) calculations [11, 12] , for mid heavy elements the average energy shift of the LαM satellites with respect to the parent Lα diagram line is indeed only ∼10 eV. Low-resolution detectors are unable to resolve such close lying satellite lines and the use of crystal spectrometers is thus mandatory. However, the latter suffer from a poor efficiency as compared to low-resolution detectors, which makes the measurements more difficult and time-consuming. Last but not least, L 1,2 -L 3 M Coster-Kronig (CK) transitions, if energetically allowed, contribute significantly to the observed L 3 M double ionization and the measured LαM to Lα 1,2 intensity ratios have to be corrected to account for this indirect DI contribution. Therefore, for the determination of the TS cross sections via the satellite-to-diagram line intensity ratio method, reliable CK probabilities are needed.
Analytical expressions for the EIICSs based on the distorted-wave Born approximation (DWBA) [13] were published recently [14] . The theoretical values obtained from these analytical expressions were found to be in good agreement with the experimental cross sections reported for the L subshells in Ref. [15] and to provide reliable results even for energies close to the ionization thresholds. On the other hand, a precise value was obtained lately for the L 1 -L 3 M 4,5 CK yield of Pd by means of synchrotron-radiation-based high-resolution x-ray spectroscopy [16] . Hence Pd was chosen in the present work to investigate the contribution of TS processes to the electron-induced L 3 M double ionization of mid-Z elements.
II. EXPERIMENT
The experiment was performed at the Physics Department of the University of Fribourg, employing a high-resolution reflecting-type von Hamos curved crystal spectrometer [17] for the measurements of the target x-ray emission. The sample fluorescence was produced by bombarding the Pd target with the beam from an energy-tunable thermoionic electron gun. The latter was equipped with a Ta disk cathode and electrostatic focusing and deflection electrodes. With this cathode, the electron gun can be operated safely at a pressure of 10 −6 mbar which corresponds to the vacuum in the spectrometer chamber for standard operation. The accelerating voltage can be varied from 50 V to 20 kV, with a precision of 1 V. The beam current is independently adjustable from 1 μA to 1 mA. Thanks to a feedback stabilized emission current control, the relative stability of the electron beam intensity is better than 0.1%.
A top view of the experimental setup is depicted in Fig. 1 . As shown, the electron beam was perpendicular to the crystal and detector translation axes which are both parallel to the dispersion direction of the spectrometer. The Pd target consisted of a thick metallic foil. It was positioned so that the angle δ between the normal to the foil and the beam direction was 29.6
• . The exit angle of the x rays relatively to the normal to the sample surface was thus κ = π/2 − δ − θ, where θ stands for the Bragg angle. To avoid that the foil melts as a result of the heatload due to the electron bombardment, a rather large thickness of 114 μm was chosen. The von Hamos spectrometer was operated in the so-called slit geometry. In this geometry, the target is viewed by the crystal through a narrow slit which is located on the translation axis of the detector and serves as the effective source of x-ray radiation. For this experiment, a slit width of 0.2 mm was adopted as the best compromise between a high-enough energy resolution and an acceptable spectrometer luminosity. Furthermore, to reduce the background a cylindrical collimator was installed between the electron gun and the target and the spectrometer slit was covered with a ∼20-μm-thick Be window. The fluorescence x rays from the target were diffracted in first order by a 10-cmhigh × 5-cm-long × 0.15-mm-thick quartz (110) crystal plate bent cylindrically to a radius of 25.4 cm. The diffracted x rays were recorded by a thermoelectrically cooled (−40
• C) back illuminated charge-coupled device (CCD) camera consisting of 1340 × 400 pixels with pixel sizes of 20 × 20 μm 2 . The Lα x-ray emission spectrum of Pd was recorded for 15 different electron beam energies ranging from 4 to 18 keV (nominal energies). Depending on the incident electron energy and beam current, the collecting times varied between 1 and 5 h. To probe the effect of L 3 M vacancy states with more than one hole in the M shell (see the Appendix), measurements of the Lβ 1 (L 2 -M 4 transition) and Lβ 3,4 (L 1 -M 3,2 transitions) x-ray lines were also performed. The Lβ 1 line was measured at two electron beam energies (E e = 10 keV and 15 keV), while the Lβ 3,4 lines were measured at a single beam energy (E e = 16 keV). For the energy calibration of the Lα 1,2 x-ray spectra, the Kα 1 lines of Cr and Mn were measured with the same crystal but in second order of diffraction, using the reference energies of 5414.805(7) eV and 5898.801(8) eV reported in Ref. [18] . The same method was employed to calibrate in energy the Lβ 1 and Lβ 3,4 spectra, but in this case, the Kα 1 x-ray lines of Mn and Fe (E = 6404.006(10) eV [18] ) were used as reference energies.
III. DATA ANALYSIS AND METHODOLOGY
This section is subdivided into three parts. In the first, the procedure employed to fit the measured Lα x-ray spectra and in particular the M-satellite structures is described. Since the fitted intensities of the M satellites are due not only to the TS mechanism of interest but also to the shake and CK processes, the methods used to determine and subtract the shake and CK contributions from the observed satellite-to-diagram line intensity ratios are first presented. Subsequently, it is shown how the TS cross sections can be derived from the intensity ratios corresponding to the sole TS process and how the variation of these cross sections as a function of the incoming electron energy can be determined using two different theoretical models for the energy dependence. In the third part, a different method which is based on the decomposition of the sample into slices of different thicknesses and permits to determine the energy dependence of the TS cross sections without resorting to any theoretical model is presented.
A. Spectra fitting
For the Bragg angle region corresponding to the Lα x-ray spectrum, the energy resolution of the von Hamos spectrometer was about 1.1 eV. This resolving power of ∼4 × 10 −4 allowed us to resolve the Lα 1,2 doublet and to separate the latter from its M-shell satellite structure. On the contrary, the N -shell satellites could not be resolved because, as shown by MCDF calculations [19] , they are fully overlapping with the Lα 1,2 diagram lines, which leads to a nonlifetime broadening of the latter. The Lα 1,2 diagram lines and the unresolved LαN satellite lines were fitted with two Lorentzians, while a single Lorentzian was employed to fit the bump corresponding to the M-satellite structure. For illustration, the fitted Lα 1,2 spectrum measured at an incident electron beam energy of 8 keV is depicted in Fig. 2 . The M-satellite region is shown enlarged in the inset for three other beam energies (4, 5, and 18 keV). The energies and relative intensities of the individual MCDF For the spectra induced by the lower-energy electrons, the LαM satellites are weak and the fluctuations of the experimental points rather large so the fit of the satellite structure with a single Lorentzian looks quite reasonable. At higher electron energies, however, the intensity of the M-shell satellites increases and some fine structures can be oberved (see inset of Fig. 2 ). In this case the shape of the M-satellite region is more difficult to reproduce with a single Lorentzian. To probe the goodness of the satellite intensities returned by the single Lorentzian fits, the Lα spectrum measured at 12 keV was refitted, using two Lorentzians for the diagram lines as before but four Lorentzians for the M satellites. All parameters were let free in the fit. The spectrum measured at 12 keV was chosen as probe spectrum because at this energy the LαM to Lα intensity ratio was found to be the biggest. The result of the new analysis is presented in Fig. 3 . As shown, the fit is of good quality. In particular, the shape of the LαM satellite region is well reproduced by the four Lorentzians. However, it can be noted that some components on the left side of the MCDF stick spectrum coincide in position with the Lα 1 Lorentzian and, to a smaller extent, with the Lα 2 one, but clearly not with the four Lorentzians used to fit the satellite region. The fitted intensity of the diagram lines is therefore too big and the one of the satellites too small. To account for this impreciseness of the analysis, the satellite-to-diagram intensity ratio was corrected as follows:
where I in MCDF represents the sum of the relative intensities of the MCDF components covered by the profile corresponding to the sum of the four satellite Lorentzians and I out MCDF the sum of the relative intensities of the MCDF components lying outside this profile. Using the above formula, a value i cor = 0.204 (5) was found for the corrected LαM-to-Lα intensity ratio, whereas the uncorrected ratio provided by the new fit was i fit = 0.156(4). It is somewhat surprising to note that the corrected ratio is in very good agreement with the ratio of 0.201(8) obtained with the single Lorentzian fit. This is probably due to the fact that the low-energy tail of the broad single Lorentzian is partly overlapping with the diagram lines and covers thus the MCDF components that are lying outside the sum profile in the four-Lorentzians fit. Finally, as the ratios obtained by the two methods were consistent, we decided to use the simplest method, i.e., to fit the satellite region of the 15 measured spectra with a single Lorentzian.
B. Parametrizations
For the beam energy E e the corrected experimental intensity ratio I LαM to I Lα 1,2 can be written as:
where ω Lα and ω LαM denote the Lα 1,2 and LαM partial x-ray fluorescence yields. The ω LαM -to-ω Lα ratio can be deduced from a statistical scaling procedure [16, 20] . The instrumental efficiency is given by the term c for the diagram lines and * c * for the M satellites, where , respectively * , is the solid angle of the spectrometer and c, respectively c * , an instrumental constant which takes into consideration the crystal reflectivity and CCD detector efficiency. As the energy difference between the diagram and satellite lines is only about 10 eV, the ratio * c * c is nearly equal to 1. The coefficients f ij (1 i < j 3) represent the L i -L j subshell CK yields; f LLM 13 and f LLN 13 the partial CK yields of the
and L 1 -L 3 N transitions, respectively; and f 13 the L 1 to L 3 hole-transfer rate resulting from the L 1 -L 3 radiative transition. However, the value of f 13 is very small as compared to the CK yields [21] and can thus be neglected.
The symbols N s represent the number of atoms that undergo per second a given process s. Taking the target self-absorption into consideration, N s (E e ) can be written as: Here N A is the Avogadro constant, N e the number of electrons impinging per second on the target, ρ the density of the sample, and A its atomic mass number. In the integral, σ L i ,shake,TS (E) stands for the single ionization cross section of the L i subshell, the shakeoff cross section, or the cross section of the TS process; μ is the total absorption coefficient at the energy of the emitted Lα or LαM x ray; and κ is the above-mentioned x-ray exit angle.
Due to the lack of experimental EIICSs for the Pd L subshells, the formula proposed by Campos et al. in Ref. [14] was used:
where the dimensionless parameter
denotes the overvoltage of the incoming electron, E is the electron energy, and E thr L i the ionization threshold energy for the L i subshell. The parameters A L i and B L i depend on the atomic number Z of the target. They can be derived from the equations given in Ref. [14] .
The shakeoff cross section σ shake was obtained by multiplying the single ionization cross section σ L 3 by the shake probability given by the Thomas model [22] :
In the above equation, E s is the shake energy, r the distance covered by the ionized electron during the time the atomic potential changes and P ∞ the shake probability at the saturation. The energies E, E s , and E thr shake are in eV and the radius r inÅ. For E s , the average binding energy of the M-shell electrons in Ag (Z = 47) was employed [(Z + 1)-potential approximation]. The theoretical L 3 M shakeoff threshold was assumed to be the same as the one of the L 3 M TS threshold:
As suggested in Ref. [23] , the distance r was approximated to the average value of the radii for which the squared 3d wave functions peak in ionic Pd + . 3d orbitals were chosen because of their bigger shake probability and larger electron population as compared to 3s and 3p orbitals. The value of P ∞ was calculated in the framework of the sudden approximation model [24] using self-consistent Dirac-Fock wave functions from the code of Ref. [25] . It should be mentioned here that the Thomas model was originally developed for shake processes following photoionization. We have thus implicitely assumed that the shake probability is independent from the first ionization mechanism. This assumption is, however, not critical because the shake contribution to the total L 3 M DI was found to be small with respect to other processes (see Sec. IV).
The upper integration limits h L i ,shake,TS in Eq. (3) correspond to the depths in the sample at which the electron energy
is the threshold energy of the single L i subshell ionization, shake or TS process. Providing that the multiple scattering of the incoming electrons can be neglected, these depths can be derived from the stopping power s(E):
where δ is the angle between the incoming electron beam and the normal to the sample surface. As the coordinate x is equal to zero at the front surface of the sample, the above depths can be interpreted as effective sample thicknesses for the three processes. The values of s(E) were determined by interpolating the data quoted in the NIST tables [26] with the program ESTAR [27], using a grid of 10-eV steps. A trapezoidal integration algorithm was then employed to calculate numerically the effective sample thicknesses for the different beam energies.
As the constant C = N A N e ρ A in Eq. (3) can be set as a common factor in both the numerator and denominator of Eq. (2) and thus cancels out, the following new parameters will be used in further discussions:
The quantities L i ,shake,TS (E e ), named hereafter cross-section integrals, have the dimension of a cross section multiplied by a length. Replacing N L i ,shake,TS (E e ) by the corresponding cross-section integrals, one can write Eq. (2) in the following form:
where the partial ratios corresponding to the shake, CosterKronig and two-step processes are given by:
In the three above equations, the function D(E e ) is defined by:
The experimental TS cross-section integrals can then be deduced from Eqs. (12) and (9):
To determine the TS cross section or TS cross-section integral at any electron energy E, an analytical expression is, however, needed. Two different approaches were employed. In the first one, an energy dependence similar to the one proposed by Campos [14] was used:
In the above equation the unknown parameters are A TS and B TS , the threshold energy being given by Eq. (6). The notation U is employed to distinguish the TS overvoltage from the single ionization overvoltage U occuring in Eq. (4) . As the Campos model is usually employed for the determination of single ionization cross sections, an alternative approach based on the model of Pattard and Rost [28, 29] was also probed. In this model the electron-induced multiionization cross section has the following form:
where E M and σ M are the energy and amplitude of the maximum cross section. For the threshold exponent α, a value of 2.2704 was adopted as suggested in Ref. [29] for mid heavy and heavy elements.
To determine the values of the parameters A TS and B TS of Eq. (15) and σ M and E M of Eq. (16) that reproduce at best the experimental data, the least-squares fit from the MATLAB optimization package was employed. The algorithm is based on the trust-region reflective Newton method [30] . Briefly speaking, the program minimizes the sum S defined by: [i.e., the minimum value of the function S defined in Eq. (17)] divided by the degree of freedom ν = N − n − 1, where N is the number of data points and n the number of fitting parameters.
C. Experimental determination of the TS cross sections as a function of the electron energy
As shown by Eq. (3) the calculation of the cross sections σ TS (E) requires the knowledge of the function E(x). In principle, the variation E(x) of the electron energy as a function of the penetration depth could be parametrized using a power law for the energy dependence and determining the constants entering the power law equation with the known stopping powers s(E). In this work, another approach was employed. First, the different beam energies were numbered from 2 for the lowest beam energy to 16 for the highest one, the number 1 being assigned to the threshold energy of the TS process [i.e., E The decomposition of the thick target into slices is depicted in Fig. 4 . The y coordinates of the black points correspond to the nominal beam energies. As shown, the curve passing through these points has a negative curvature, which indicates that the specific energy losses of the electrons grow with decreasing energies. The slice number is given by the index m associated to the right boundary of the slice. The virtual front surface for electron beam impact with a nominal energy of E 
According to Eqs. (3) and (8), the experimental crosssection integrals TS [E (m)
e ] can then be expressed as:
Using a trapezoidal algorithm to evaluate the integrals in Eq. (18), the cross-section integrals can be written as follows:
The terms exp[−μ 
Finally, using the approximation
where
, the TS cross section σ TS (E av ) is given by: 
IV. RESULTS AND DISCUSSION
As shown in the preceding section, a precise determination of the TS process contribution to the observed LαM to Lα intensity ratios requires a reliable knowledge of the electroninduced single ionization cross sections σ L i . Therefore, the DWBA-based predictions from Eq. (4) were carefully probed by comparing them to experimental L x-ray production cross sections measured for neighboring elements [31] . The coefficients A L i and B L i of Eq. (4) were computed using the Z-dependence formula given in Ref. [14] , whereas for the calculation of the overvoltages U , the experimental L isubshell ionization thresholds reported in Ref. [16] were used. The latter and the employed A L i and B L i values are listed in Table I . From the comparison it was found that the theoretical values from Eq. (4) are reliable over a wide range of incident electron energies. It should be mentioned, however, that the goodness of the theoretical predictions was more difficult to probe for impact energies just above the ionization thresholds because experimental data are scarce in these energy regions and affected by larger uncertainties due to the tiny values of the x-ray production cross sections, particularly those corresponding to the L 1 subshell. Nevertheless, relative uncertainties of 10% comparable to the experimental errors quoted in Ref. [31] for the total L-line x-ray production cross sections of neighbor elements were adopted for the present cross sections σ L i . The bremsstrahlung and scattering cross sections of medium-energy electrons are small as compared to the L i EIICSs [10, 32] so they were neglected. The influence of the multiple M-shell ionization was also probed by performing complementary meaurements of the Lβ 1 and Lβ 3,4 x-ray emission lines. As shown in the Appendix, the Table I ). Note that for Pd
because L 2 -L 3 M CK transitions are energetically forbidden.
The experimental LαM to Lα intensity ratios obtained in the present work are shown in Fig. 5 as a function of the nominal electron beam energy. The CK, shakeoff (SO), and two-step (TS) contributions to the intensity ratios are also depicted. They were computed using the method and the equations presented in Sec. III B. For the TS ratios, negative values were found for the lowest beam energies. This is probably due to the fact that the L 1 EIICSs calculated with Eq. (4) are somewhat overestimated in the energy region close to the L 1 ionization threshold. On the other hand, as shown in Fig. 5 , for all beam energies the SO ratios were found to be small as compared to the ones of the two other processes. This is, however, not surprising since it is well known that the probability to observe a shakeoff process in the M shell as a result of a primary L-shell ionization is very small.
The experimental cross-section integrals expt TS determined from Eq. (14) are listed in the third column of Table II and also presented in Fig. 6 as a function of the nominal beam energies. The estimated errors stem mainly from the uncertainties of the Coster-Kronig yields (2-20%, see table I) and the relative uncertainties of 10% for the L-subshell cross sections σ L i . For the determination of the experimental threshold energy of the TS process, a method similar to the one used in Ref. [33] to deduce the Cu double K-shell ionization threshold was employed. The threshold energy was indeed determined by calculating the x coordinate of the intersection point of the linear regression lines defined by the data points corresponding to the three lowest beam energies, respectively the five data points lying in the region of fast increase [see Fig. 6(b) ]. A value of 4.88 ± 0.11 keV was found. The uncertainty obtained for E thr TS is due to the statistical errors affecting the low-energy data and to the propagation of the errors related to the subtraction of the cross sections corresponding to the other processes. Note that a more precise determination of E thr TS would represent a challenging task because for electron energies close to the threshold the LαM satellite lines due to the TS process are characterized by very low count rates, which leads to high statistical errors. In addition, available experimental CK yields [16, 34, 35] all suffer from rather large uncertainties. On the other hand, the obtained threshold energy is bigger than the value of 3.65 keV provided by the (Z+1) potential approximation [Eq. (6) ]. This trend, however, is consistent with former observations, e.g., the one concerning the threshold energy of the electron-induced double K-shell ionization of Al [36] .
The parameters of the Campos [Eq. (15) e ] with Eq. (18) . For the Campos model, only A TS and B TS could be used as free fitting parameters, whereas the threshold energy had to be kept fixed at the value obtained with the above described method [see Fig. 6(b) ]. This is due to the fact that some experimental expt TS close to the threshold are negative so that the fit may converge for negative values of ln(U ). If one uses in the fit the constraint that the experimental expt TS should be zero below the threshold, the fit simply pushes up the fitted value of the threshold. The Campos parameters A TS and B TS obtained from the fit are presented in the second row of Table III. For the Pattard-Rost model, all parameters could be fitted, the threshold energy included. Results are presented in the fifth row of Table III. A fit with the Pattard-Rost model was also performed with Table III) were found, however, to be consistent within the fitting errors with the results obtained from the three parameters fit. For the three fits, the reduced chi-squares χ 2 ν are quoted in the fifth column of the table. Note that for a good fit the reduced chi-square should be close to 1 and for a poor fit significantly bigger than 1. In our case, all χ 2 ν are smaller than 1 because of the large uncertainties characterizing the experimental cross section integrals. Thus, for the present results all three fits can be considered as good and a more stringent test of the fits would need more precise experimental data. The curves corresponding to the cross-section integrals fitted with the Campos and Pattard-Rost (threshold energy free) models are depicted in Fig. 6 where they are compared to the experimental values.
From Fig. 6 and Table III , it seems that the Pattard-Rost model fits better the experimental cross-section integrals than the Campos model. This is, however, not really surprising because the Campos model was developed for the calculation of single-ionization cross sections. It can be also noted that the threshold energy obtained from the three parameters Pattard-Rost fit is consistent within the combined error with the value obtained from the intersection of the regression lines corresponding to the experimental data points located in, respectively below, the fast-increase region. The experimental cross sections σ TS (E av ) determined from Eq. (22) and the associated "average" energies E av are presented in Table II . They are compared to the values derived from the Campos and Pattard-Rost models in Fig. 7 . As shown, the experimental results are affected by rather large uncertainties. The latter are mainly due to the fact that the TS cross sections were determined from the differences of two cross-section integrals whose uncertainties are almost as big as their differences. Nevertheless, the curves derived from the Pattard-Rost model and, to a smaller extent, from the Campos one, reproduce satisfactorily the experimental data. It should be noted, however, that only smaller uncertainties and more experimental data points in the near-threshold region, where electron-electron interactions are expected to be most important, could permit a meaningful comparison of the two models and to probe electron-electron correlation effects. A simpler and more straightforward method to determine the dependence of the TS cross sections on the incoming electron energy would have consisted to use very thin targets, i.e., targets with thicknesses in the order of μg/cm 2 . In this case, the average energy of the incoming electrons is indeed almost equal to the nominal electron beam energy. However, due to the thinness of the target and the tiny values of the TS cross sections, the partial intensities of the LαM satellites corresponding to the TS process are then so small that they can no more be resolved from the background when the measurements are performed by means of high-resolution x-ray spectroscopy. In addition, due to the electron bombardment large amounts of heat are produced in the target. Test measurements performed with a ∼1-μm-thick Pd foil showed that the latter started to melt after a few minutes of bombardement. The target slice decomposition method employed in this work has thus permitted us to circumvent these intensity and heat load problems.
V. SUMMARY AND CONCLUDING REMARKS
The palladium Lα x-ray spectrum induced by impact with medium-energy electrons was measured by means of high-resolution x-ray spectroscopy using a Bragg-type von Hamos bent crystal spectrometer. The measurements were performed for 15 different electron-beam energies ranging from 4 to 18 keV. From the observed intensity ratios of the resolved LαM satellites to the parent Lα 1,2 diagram lines the partial ratios corresponding to the TS process were determined as a function of the nominal electron energy, the contributions to the double L 3 M ionization of the L 1 -L 3 M 4,5 CK transitions and shakeoff process having been subtracted beforehand. From the obtained partial intensity ratios the cross-section integrals associated to the TS process could be determined. It was found that the variation of the TS cross-section integrals as a function of the nominal electron energy can be well reproduced by using in their calculation the cross-section energy dependencies proposed by for the parametrization of (e,3e) collisions in midand high-Z elements. The parameters related to the two models were then determined by fitting the Campos, and Pattard and Rost functions to the experimental TS cross-section integrals. By inserting the fitted parameters in the corresponding crosssection formulas of Campos and Pattard Rost, we were able to compute the variation of the TS cross section as a function of the electron energy. On the other hand, the experimental TS cross sections could be also determined directly from the measured cross-section integrals, using a model-independent method based on the decomposition of the thick target into slices. A very satisfactory agreement was observed between the model-dependent and pure experimental TS cross sections. Furthermore, in our opinion, the slice decomposition technique used in the present work could be very helpful in many charged particle-induced x-ray fluorescence measurements for which the fluorescence signal has to be determined as a function of the energy of the incoming particles and the use of a thick target is simultaneously mandatory to get a strong-enough signal. Furthermore, since in all measured Lα spectra no structure could be observed in the energy region between 2862 and 2865 eV where, according to MCDF calculations, the most intense components of the second-order LαM (2) satellite are expected, the contribution of the radiative decay of the L −1 3 M −2 triple vacancy states to the observed LαM satellite yields was estimated theoretically.
The direct L 3 MM triple ionization was assumed to be decomposable into a L 3 M TS double ionization followed by an additional single M-shell ionization. The number of triply ionized Pd atoms N tri produced per second is thus given by the number of atoms doubly ionized as a result of a TS process multiplied by the probability P M for a single M-shell ionization, i.e.,
where n stands for the number of atoms per unit volume and h eff the effective target thickness. Similarly, the TS process can be considered as a single L 3 -subshell ionization followed by a single M-shell ionization so
and the N tri to N TS ratio can be approximated to:
In the above relation the differences between the threshold energies corresponding to the single, double, and triple ionization were neglected. The relative excess of intensity of the LαM satellite due to the direct L 3 MM triple ionization is then given by the following relation: Table II. As mentioned above, L on the high-energy side of the Lβ 4 line, proving thus that the L 1 M DI process is negligibly small.
A further contribution to the observed LαM satellite intensities may arise from L 2 M DI followed by L 2 -L 3 N CK transitions. This sequence of processes leads indeed to L −1 3 M −1 N −1 triple vacancy states whose radiative decay gives rise to x-ray transitions that are also overlapping with the LαM satellite. To probe the strength of the L 2 M DI, the Lβ 1 x-ray line (L 2 -M 4 transition) was measured at two different beam energies (10 and 15 keV). The spectrum measured at 15 keV is depicted in Fig. 9 . As shown, M-and N -shell satellites are observed. The M satellites are mainly due to the electron-induced L 2 M DI, whereas the N satellites arise from L 1 -L 2 N CK transitions. In the fit, the energy difference between the Lorentzians corresponding to the Lβ 1 N satellite structure and Lβ 1 diagram line was kept fixed at the value provided by the MCDF calculations [19] , whereas the widths and intensities of the two lines were let free. The Lβ 1 M satellite structure was fitted with two Lorentzians, whose widths, intensities, and centroid positions were used as free fitting parameters. From the fit a value of 2.8(6)% was found for the intensity ratio of the Lβ 1 M satellite to Lβ 1 diagram line. Similarly to Eq. (2), this ratio can be written: expt TS ratios of 1.3(7)% at E e = 15 keV and 0.6(8)% at E e = 10 keV were obtained.
In conclusion, the total contribution to the TS double ionization cross sections from processes leading to a triple ionization of the Pd atoms is 3.1(7)% for the highest beam energies (15 and 18 keV) and significantly smaller for energies below 10 keV. As the contribution varies with the beam energy, a systematic correction of the TS cross sections listed in Table II would have required to measure the Lβ 3,4 and Lβ 1 spectra at the 15 beam energies employed for the measurements of the Lα spectra. However, since the corrections are rather small, we have renounced to perform these additional measurements and the systematic errors originating from the triple ionization were taken into consideration in the cross section uncertainties quoted in Table II. 
