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The disadvantages that women face in the financial market hamper their social
and economic well-being.

These disadvantages may arise from their own risk

preferences or from financial market. The aim of this dissertation is to examine different
aspects of the disadvantages that women face in the U.S Financial Market. In that light, I
present three essays that analyze gender differences in risk preferences and credit market
constraints. I use the Survey of Consumer Finances (SCF) data for all my empirical
analysis.
In the first essay, I examine whether women exhibit greater financial risk aversion
than men using attitudinal and behavioral specifications of risk aversion. I find that while
women display greater attitudinal risk aversion, gender difference in behavioral risk
aversion depends upon individuals’ marital status and their role in household finances.
Single women exhibit greater behavioral risk aversion compared to single men. However,
gender difference does not exist when we compare behavioral risk aversions of married
women and men in charge of household finances.
In the second essay, I perform a non-linear decomposition to identify and quantify
socio-economic factors that contribute to gender differences in self-reported financial risk
tolerance, a proxy for attitudinal risk aversion. I find that gender disparities in wealth,

income, education and employment status explain a significant portion of the observed
gender differences in financial risk tolerance. However, social norms on risk and gender
are most important factor, as they explain approximately 60% of the observed gender
differences.
In the third essay, I examine if gender discrimination exists in the U.S. credit
market. Specifically, I examine if women face greater credit constraints and pay higher
costs of credit compared to men.

I find evidence that women face greater credit

constraint and pay higher costs of credit. Even after controlling for a wide array of
demographic, household and credit risk characteristics, empirical results confirm that
credit applications of women are more likely to be rejected, and first mortgage rates are
comparatively higher for women.
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CHAPTER 1
INTRODUCTION

Over the years, labor market outcomes for women have improved significantly.
Blau (1998) reports that between 1970 and 1995 overall female labor force participation
in the U.S increased by 23 percentage points, and between 1969 and 1994, women’s real
wages increased by 31 percent. He states further that gender differences in wages,
occupations, types of education, and rates of self-employment have dropped
substantially. However, significant gender differences in labor market outcomes still
exists.

The Bureau of Labor Statistics Report (2014) presents the following snapshot

view of women in the U.S labor market. It reports that in 2012, 57.7 percent of women
were in the labor force compared to 70.2 percent of men and 26 percent of employed
women worked part time compared to 13 percent of employed men. Similarly, in 2012,
women’s earnings were 81 percent of men’s as the median weekly earnings of women
was $691 compared to $854 of men. Furthermore, in 2011, the working poor rate was 8
percent for women compared to 6.2 percent for men. 1
There are numerous theoretical and empirical studies that provide insight on why
women are behind in terms of labor market outcomes. For example, Lazear and Rosen
(1990) hypothesize that gender wage gap exists because women are less represented in
higher-paying jobs, and are less likely to receive promotion. They assume that men and
women have same labor market abilities but women have superior non-market abilities.
This higher expected home-time value increases overall “compensation” of women,
which firms take into account when making hiring and promotion decisions to productive
1

Working poor rate is the ratio of working individuals who live below official poverty to all the
individuals who have been in the labor force for 27 weeks.

1

jobs.

Similarly, Becker (1985) argues that childcare and housework limit married

women’s job choices and therefore account for much of the gender gap in wages and job
segregation.

Moreover, studies also attribute lower earnings of women to work

interruptions due to motherhood. For example, Budig and England (2001) find that
women face a wage penalty of 5 percent per child. While these studies provide different
reasons to why women earn less and participate less in the labor market, the essence of
these studies is that the playing field for women in the labor market is not leveled.
With the acknowledgement that women are disadvantaged in the labor market, the
aim of this dissertation is to examine if women face disadvantages in the finance market
too. I categorize the disadvantages that women may face in the U.S finance market into
two types; demand-side disadvantages and supply-side disadvantages. I identify demandside disadvantages as the disadvantages that women face due to their own risk
preferences and their consequent investment behavior. In this dissertation, I examine if
women exhibit risk preferences that are different from men’s. Similarly, I identify and
quantify the underlying causes of the observed gender differences in risk preferences. I
identify supply-side disadvantages as the disadvantages that women face due to credit
market imperfection. More specifically, I examine if gender discrimination exists in the
U.S credit market.
Gender differences in risk preferences have significant implications in terms of
women’s socio-economic welfare. Riskier investments have higher expected returns.
Therefore, if women exhibit greater risk aversion and subsequently invest conservatively,
they will end up with less life time wealth accumulation. For example, if men and
women invest $2,000 in two portfolios with annual yields of 5.44 percent and 4.85

2

percent respectively, and hold it for 20 years, the returns are $8,595 for men and $5,725
for women. Further, on average women live longer and their lower wealth have to
support a longer retirement period. Therefore, it is very important to know whether
women are more risk averse. Likewise, identification of factors that induces gender
differences in the risk preferences is also important because more effective policies can
be prescribed with a better knowledge of gender differences in risk preferences.
The presence of gender discrimination in the credit market also has significant
implications in terms of women’s socio-economic welfare. Gender discrimination in the
credit market not only limits women’s access to consumption goods such as housing, but
also affects their labor market outcomes negatively. For example, lack of credit may
hinder women’s education and business opportunities. Therefore, it is imperative for the
policymakers to know whether women are being discriminated in the credit market.
The aim of this dissertation is to study the disadvantages that women face in the
U.S finance market. Accordingly, I examine if women exhibit greater risk aversion in
their investment and portfolio allocation decisions.

In my first essay, “Gender

Differences in Risk Preferences: An Empirical Study Using Attitudinal and Behavioral
Specifications of Risk Aversion”, I perform gender comparisons of attitudinal and
behavioral risk aversions. Furthermore, I also account for men and women’s marital
status and their role in household finances in my gender comparison of risk preferences.
More specifically, I compare attitudinal and behavioral risk aversions of single women
with that of single men, and attitudinal and behavioral risk aversions of married women
in charge of household finances with that of married men in charge of their household
finances.

3

Previous studies that examine gender differences in risk preferences do not
identify their measures of risk aversion as attitudinal or behavioral, thereby implying that
individuals’ attitudes towards risk and their actual risk taking behavior are the same
(Jianakoplos and Bernasek, 1998; Hanna and Lindamood, 2005; Neelakantan, 2010). I
deviate from this assumption and argue that individuals’ expressed attitude towards risk
may not necessarily be consistent with their actual risk taking behavior, and consequently
gender differences in risk preferences may depend upon whether I compare men and
women’s expressed attitudes towards risk or their actual risk taking behavior. I use the
2010 Survey of Consumer Finances (SCF) to approximate attitudinal and behavioral
specifications of risk aversion.

To approximate an attitudinal specification of risk

aversion, I use individuals’ self-reported financial risk tolerance.

I use individuals’

relative risk aversion; i.e., the effect of wealth on the proportion of assets categorized as
risky as our behavioral specification of risk aversion.
Numerous studies find that marital status has a significant effect on individuals’
risk preferences (Christiansen et al, 2000; Roussanov and Pavel, 2011; Spivey, 2010).
Therefore, I take men and women’s marital status into account in my gender comparisons
or risk aversion. Previous studies that examine gender differences in risk preferences fail
to stress on the men and women’s role in the management of household finances (Sunden
and Surette, 1998; Hanna and Lindamood, 2005; Yao and Hanna, 2005). However, I
argue that since gender roles within the family are clearly defined, specifying the roles
that men and women have assumed in terms of household finances is important.
Therefore, I identify married men and women as those individuals who are in charge of
their household finances.

4

I find that women exhibit greater attitudinal risk aversion compared to men.
Irrespective of marital status and role in household finances, women are less likely to
exhibit willingness to take above average risk. However, gender difference in behavioral
risk aversion depends upon men and women’s marital status and their role in household
finances. In response to comparable changes in wealth, single women do not increase
their proportion of risky assets whereas single men do. Therefore, I conclude that single
women exhibit greater behavioral risk aversion compared to single men. In the case of
married men and women in charge of their household finances, both genders increase
their proportion of risky assets in response to increase in wealth. The effects, however,
are not statistically different from each other. Therefore, I conclude that married women
in charge of their household finances do not exhibit greater behavioral risk aversion
compared to married men in charge of household finances.
Having established that women exhibit greater attitudinal risk aversion compared
to men, in my second essay, “Decomposition of Gender Differences in Financial Risk
Tolerance: How much do Social Norms Matter?” I examine the underlying causes of this
observed gender difference. Using non-linear decomposition technique proposed by
Fairlie (1999, 2006), I identify and quantify underlying socio-economic factors that
induce gender differences in self-reported financial risk tolerance.
In the literature, wealth is identified as an important factor that affect individuals
risk preferences (Kimball, 1993; Jianakoplos and Bernasek ,1996). Similarly, studies
also suggest that income, education, and employment status determine individual’s risk
preference (Sung and Hanna, 1996; Grable, 2000). Therefore, I hypothesize that gender
disparities in these factors explain the observed gender difference in self-reported
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financial risk tolerance. I identify social norms on risk and gender as another important
factor that explain observed gender differences self-reported financial risk tolerance. I
argue that observed gender differences in self-reported financial risk tolerance result from
individuals’ tendencies to self-report prevailing social-standards.

Following Akerlof

(1997) and Finucane et al (2003), I proxy social norms using average financial risk
tolerances of 8 reference groups divided along gender and racial lines.
I use the 2001, 2004, 2007 and 2010 SCF for my empirical analysis. I find that
gender disparities in observable characteristics explain approximately 93 percent of the
gender difference in financial risk tolerance.

Among these factors wealth, income,

education and employment status are important. However, the most important factor is
social norms as it explains approximately 61 percent of the observed gender difference in
self-reported financial risk tolerance. Decomposition of gender differences in financial
risk tolerance according to marital status also yields similar results.
The title of my third essay is “Gender Discrimination in the U.S Credit Market:
Evidence from the Survey of Consumer Finances”.

In this essay, I examine if gender

discrimination exists in the U.S credit market using 2001, 2004, 2007 and 2010 SCF.
Specifically, I answer the following two questions: Do women face greater credit
constraints compared to men? Are the costs of credit higher for women than men? To
answer the first question, I examine if there is a systematic gender difference in the
likelihood of credit applications being declined.

To answer the second question, I

examine if there is a systematic gender difference in the costs of variety of loan types,
including first mortgage rates, second mortgage rates, credit card interest rates, interest

6

rates on educational loans, interest rates on first line of credit and interest rates on
consumer credit.
In my empirical analysis, I control for demographic, household and credit risk
characteristics. I use individuals’ information on previous bankruptcy, and late mortgage
and loan payments. Even after controlling for demographic, household and credit risk
characteristics, women’s credit application are more likely to be declined, and women
pay higher first mortgage rates.
The overall findings of this dissertation suggest that women face disadvantages in
the U.S finance market. Single women exhibit both greater attitudinal and behavioral
risk aversion. This implies retirement security problem for single women. Married
women in charge of household finances do not exhibit greater behavioral risk aversion.
However, they exhibit greater attitudinal risk aversion.

The greater attitudinal risk

aversion that women display may serve as a basis for statistical discrimination in the
corporate world where risk taking behavior is rewarded. Similarly, investment advisors
may take this as a signal that women are conservative investors, and therefore offer them
low risk and low return investment advices. The findings also suggest that observed
gender difference in risk preferences is a social construct as socio-economic factors
explain a significant portion of it. Similarly, women also face supply-side disadvantage,
as they face more credit constraint and pay more for credit.
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CHAPTER 2
GENDER DIFFERENCES IN RISK PREFERENCES: AN EMPIRICAL
STUDY USING ATTITUDINAL AND BEHAVIORAL
SPECIFICATIONS OF RISK AVERSION

2.1 Introduction
A number of studies conclude that women exhibit greater financial risk aversion
compared to men (Jianakoplos and Bernasek, 1998; Hanna and Lindamood, 2005;
Neelakantan, 2010).

However, these studies examine gender differences in risk

preferences without identifying their measures of risk aversion as attitudinal or
behavioral, thereby implying that individuals’ expressed attitude towards risk and actual
risk taking behavior are the same.

The social psychology literature explicitly

differentiates expressed attitudes from actual behavior. Among one of the earliest studies
is LaPiere (1934), who shows that hotel and restaurant owners’ self-reported
unwillingness to serve racial minorities did not reflect their actual behavior. Similarly,
many other studies and meta-analyses challenge the notion that verbally expressed
attitudes and actual observed behaviors are closely related (Wicker, 1969; Kraus, 1995;
Ajzen and Fishbein, 2005). This implies that individuals’ actual risk taking behavior may
not correspond to their expressed attitude towards risk. Consequently, gender differences
in financial risk aversion may depend upon whether we compare men and women’s
expressed attitude towards risk or their actual risk taking behavior. In this paper, I
examine if this is the case.
It is very crucial to have a better understanding of gender differences in risk
preferences. If women are more risk averse than men, implications in terms of welfare of
women are significant. If women are more risk-averse and invest conservatively, this
8

results in less lifetime wealth accumulation. At annual portfolio yields of 5.34 percent
and 4.85 percent for men and women respectively, an investment of $2,000 for 20 years
generates $8,595 for men and $5725 for women.2 The difference is 138.5 percent of the
initial investment. Further, women’s less lifetime wealth has to support a longer
retirement period because women have longer average lifespan. This retirement security
problem for women mandates certain policy prescriptions. For example, based on the
premise that women are more risk-averse, Bernasek and Shwiff (2001) advise against
Social Security privatization.

On the other hand, a wrong presumption of gender

difference in risk aversion may serve as a basis for statistical discrimination against
women. Schubert et al (1999) argue that the view that women are more risk-averse can
diminish their chances in the corporate world where risk-taking behavior is rewarded.
They argue further that this stereotype can also put female investors in a position of
disadvantage as investment brokers offer them investments with lower risks and lower
returns.

The aim of this study is to provide a more conclusive answer on gender

differences in financial risk aversion by examining gender differences in both attitudinal
and behavioral risk aversion.
I use the 2010 Survey of Consumer Finances (SCF) to examine gender differences
in attitudinal and behavioral risk aversion. To approximate individuals’ attitude towards
risk, I use individuals’ self-reported financial risk tolerance derived from the responses to
the following survey question: Which of the following statements comes closest to
describing the amount of financial risk that you and your (spouse/partner) are willing to

2

The different portfolio yields for men and women are based on risky assets held by men and
women in our sample data and average returns on S&P 500, 3-month Treasury bill and Treasury bond
stocks for the period of 2004-2013. Jianakoplos and Bernasek (1998) also make similar calculation.
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take when you save and make investments?3 Responses are enumerated as (1) take
substantial financial risks expecting to earn substantial returns, (2) take above average
financial risks expecting to earn above average returns, (3) take average financial risks
expecting to earn average returns and (4) not willing to take any financial risks.
Systematic gender difference in these responses should imply gender difference in
attitudinal risk aversion. To approximate behavioral specification of risk aversion, I
follow Jianakoplos and Bernasek’s (1998) approach and analyze individual’s relative risk
aversion; i.e., the effect of wealth on the proportion of assets categorized as risky. I
examine whether men and women change the proportion of risky assets differently in
response to comparable changes in wealth. If men and women change the proportion of
risky assets differently, then I conclude that gender difference in behavioral risk aversion
exists.
Christiansen et al (2000) and Roussanov and Pavel (2011) argue that marriage
impacts individuals’ financial risk preferences significantly, whereas Spivey (2010)
argues that individuals’ risk preferences affect their decision to get married. Either way,
marital status should be integral in the discussion of gender difference in risk preferences.
Therefore, I use marital status as a basis of our gender comparisons of risk aversions.
Specifically, I compare attitudinal and behavioral risk aversion of single women with that
of single men, and attitudinal and behavioral risk aversion of married women with that of
married men. Previous studies that have used the SCF to compare risk preferences of
married men and married women do not clearly identify each individuals’ role in
household finances (examples include Sundén and Surette, 1998; Hanna and Lindamood,
3

Although this question implies a joint risk tolerance of a married couple, studies such as Yao and
Hanna (2005) and Hanna and Lindamood (2005) have shown that the responses reflect respondents’
individual risk tolerance.
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2005; Yao and Hanna, 2005). However, for married individuals, I focus on men and
women as individuals who are in charge of their respective household finances. This is
important because gender roles within a family are clearly defined. Traditional gender
roles within family prescribe that men assume responsibilities of financial matters
whereas women assume domestic responsibilities (Luepnitz, 1988). Identifying married
individuals’ role in household finances allows us to examine the role of gender roles on
individuals’ risk preferences.
This paper contributes to the literature by examining gender differences in risk
preferences using measures of risk aversion that are clearly identified as attitudinal or
behavioral, while accounting for individuals’ marital status and role in household
finances. While previous studies have used measures of risk aversion that I use in this
study, the discussion on the nature of these measures and their implications is absent.
Similarly, no previous study has used both of these measures of risk aversion and
compared different genders according to their marital status and role in household
finances in one analysis. With the use of clearly defined alternate measures of risk
aversion and comparison of genders according to marital status and role in the household
finances, my findings on gender differences in risk preferences should be relatively more
general than previous findings. I find that that while women exhibit greater attitudinal
risk aversion than men regardless of marital status and role in household finances, gender
difference in behavioral risk aversion is less clear.

Single women exhibit greater

behavioral risk aversion compared to single men. However, gender difference does not
exist when I compare behavioral risk aversion of married women and men in charge of
household finances. This is a novel finding because it establishes that individuals’
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expressed attitude towards risk do not necessarily reflect their actual risk taking behavior.
An additional contribution is that I use the most recent data. Since gender roles within
society and family are constantly evolving, more recent data is needed to examine gender
differences in risk preferences.
The remainder of the paper is structured in the following way. I review relevant
literature in section 2.2, lay out empirical approach in section 2.3, discuss data in section
2.4, analyze the results in section 2.5 and conclude in section 2.6.
2.2 Literature Review
The existing literature on gender differences in risk preferences can be
categorized into studies based on economic experiments and empirical studies based on
household surveys.

The former examine gender differences in risk preferences by

analyzing decisions that individuals make in the laboratory or field settings. These
studies yield mixed evidence.

Schubert et al (1999) conduct an experiment where

respondents’ measures of risk propensity are tested in abstract and contextual settings. In
the abstract setting, participants respond to pure gain and loss choices. In the contextual
setting, gains and losses are identical but they are framed as investment and insurance
decisions.4 They find that while in the abstract setting women display more risk aversion
than men, there is no gender difference in the contextual setting. In their review article,
Croson and Gneezy (2009) provide a comprehensive literature review on gender
differences in risk preferences in economic experiments. Based on the studies that find
statistically significant differences between men and women in lottery experiments and
4

In the abstract setting, the respondents are asked to choose between 4 lotteries each having two
possible outcomes and respective payoffs. The respondents are not given any contest but asked to make
decisions as a gambling choice. In the contextual setting, the same lotteries are presented but as investment
and insurance choices.

12

hypothetical investment strategies, they conclude that women are more risk-averse than
men. Nelson (2012) also reviews the literature on gender differences on risk preferences
but comes to an opposite conclusion. She argues that it is incorrect to conclude that
women are more risk-averse than men based on the statistical difference by gender in the
sample data. She further argues that the statistical difference may be correct within the
confines of the particular study but this does not imply a stable characteristic of people by
gender.
Empirical studies based on household surveys can be categorized further
according to their measures of risk aversion.

The first category examines gender

differences in self-reported financial risk tolerance.

One of the most widely used

measures of self-reported financial risk tolerance is the same measure that I identify in
this study as attitudinal risk aversion. This measure is derived from the following SCF
survey question: Which of the following statements comes closest to describing the
amount of financial risk that you and your (spouse/wife) are willing to take when you
save and make investments? Sung and Hanna (1996) use the 1992 SCF and find that
single women are less risk tolerant than single men and married couples. Grable and
Lytton (1998) also use the 1992 SCF and conclude that men tend to be more risk tolerant
than women. Yao and Hanna (2005) combine the 1983, 1989, 1992, 1995, 1998 and
2001 SCF and find that risk tolerance is highest for single men and lowest for married
females. Similarly, Hanna and Lindamood (2005) combine the 1992, 1995, 1998 and
2001 SCF to compare risk tolerance between married men and married women. They
find that married women are less willing to take risks. These studies suggest that
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individuals’ self-reported financial risk tolerance translates to their actual investment and
portfolio allocation decisions.
The second category of empirical studies based on household surveys examines
gender differences in actual investment and portfolio allocation decisions. Jianakoplos
and Bernasek (1998) use the 1989 SCF data to examine gender differences in relative risk
aversion. Specifically, they examine the effect of wealth on the proportion of assets
categorized as risky for single men, single women and married couples. They identify
married couples as a single unit and do not present separate analysis for married men and
women separately. They find that the marginal effect of wealth on the proportion of risky
assets is highest for single men and lowest for single women. Based on this finding, they
conclude that women are more risk-averse than men. Bajtelsmit et al (1999) use the same
data, similar approach, and come to a similar conclusion. The difference in their study is
that instead of the proportion of risky assets, they use the ratio of holdings of dollar
balances in Defined Contribution Plans (DCPs) to total wealth as their dependent
variable. They find that women exhibit greater relative risk aversion in the allocation of
wealth into DCPs. Sundén and Surette (1998) use the 1992 and 1995 SCF data and find
that workers differ systematically by gender and marital status in their allocation of assets
in DCPs. They classify allocation of assets in DCPs to mostly stocks, mostly bonds, and
diversified. They find that single women and married men are less likely than single
women to choose mostly bonds. Similarly, they find that single women and married men
are less likely than single women to choose mostly bonds. Further, Neelakantan (2010)
uses the 2006 Health and Retirement Survey (HRS) to examine gender difference in risk
tolerance. She analyzes the Individual Retirement Accounts (IRAs) of men and women
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and comes to the conclusion that women are more risk-averse than men. Eckel and
Grossman (2008) provide a comprehensive literature review on household survey studies
on gender differences in risk preferences. All the household survey studies mentioned in
their review find that women are more risk-averse than men. One study that does not
find gender difference in holdings of different assets is Embrey and Fox (1997). They
examine the 1995 SCF data and conclude that gender is not a critical determinant of
investment choices. I summarize studies that use the SCF to examine gender differences
in risk preferences in Table 2.1.
Empirical studies on intra-household bargaining indirectly infer that women are
more risk- averse than men. Yilmazer and Lyons (2010) combine the 1995, 1998 and
2001 SCF data to examine the role of intra-household bargaining in portfolio allocation
of married couples. They find that married women who have more control over financial
resources are less likely to invest their DCPs in risky assets. Friedberg and Webb (2006)
use the 1992 Health and Retirement Survey (HRS) to examine determinants and
consequences of bargaining power. They use response to the following survey question
as a measure of bargaining power: Who has the final say on major household decisions?
They find that households where husbands have final say invest significantly more in
equities. They argue that this is indirect evidence that men are less risk-averse than
women. Neelakantan et al (2013) use the 2000 HRS data to test the role of household
bargaining on households’ portfolio allocation. They find that household’s investment in
risky assets increases with the increase in relative education of the husband.
Discussion on gender differences on attitudinal risk aversion versus behavioral
risk aversion is absent in the economics literature. However, the social psychology litera-
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Table 2.1: Empirical studies on gender differences in risk preferences that use Survey of
Consumer Finances (SCF) data.

ture. However, the social psychology literature clearly distinguishes expressed attitudes
from actual behavior. In one of the earliest published evidence, LaPiere (1934) shows
that hotel and restaurant owners’ self-reported unwillingness to serve racial minorities
was inconsistent with their actual behavior. His study dates back to a time when there
was anti-Chinese sentiment in the United States. He accounts his experience where he
took extensive trips to many hotels and restaurants with a Chinese couple. They were
denied service only once and the treatment was above average 40 percentof the time.
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Later, LaPiere wrote to 250 hotels and restaurants, including the ones that he had visited
along with the Chinese couple, asking if they would serve Chinese guests. Over 90
percent of the proprietors who responded answered that they would not. Wicker (1969)
argues that individuals’ expressed attitude is a very weak predictor of their actual
behavior. His argument is based on his review of different studies that find that students’
attitudes towards cheating does not reflect their own likelihood of cheating, individuals’
attitude towards church and their own church attendance are only weakly related, and
self-described racial attitudes do not predict actual behavior. Kraus (1995) and Ajzen and
Fishbein (2005) also provide comprehensive literature review on attitude behavior
inconsistency.
2.3 Data
I use the 2010 SCF for our empirical analysis. The SCF is a triennial survey
sponsored by the Federal Reserve Board in cooperation with the Statistics of Income
Division of the Internal Revenue Service. The survey provides detailed information on
finances of U.S families. A family in the survey is referred to as Primary Economic Unit
(PEU). The survey defines a PEU as financially interdependent household members with
an economically dominant single core individual or core couple. My analysis requires
identification of single and married individuals. I identify never married individuals as
single men and single women. Similarly, married men and married women are currently
married individuals who are in charge of their respective households.

The SCF

systematically chooses respondents in such a way that he or she is the most
knowledgeable person regarding household finances. This allows me to assume that
married individuals in our sample are in charge of their respective households.

17

There are some methodological issues in the SCF. The SCF is not an equal
probability survey as it oversamples the wealthy population. Kennickell (2003) argues
that this is done for two main reasons. First, it allows precise estimation of wealth, as
some types of wealth are more concentrated towards the wealthy population. Second, it
is done to correct for non-responses that is comparatively higher among wealthier survey
respondents. Regarding the proper use of sample weights, Kennickell (2003) argues that
proper weighting is appropriate in the descriptive analysis, whereas Deaton (1997) argues
that since weights are endogenous, using sample weights in regression analysis might not
provide correct hypothesis testing. Following this reasoning, I use weights only for
descriptive statistics. Another issue with the SCF data is the use of 5 implicates for each
observation. I use a technique known as Repeated Imputation Inference (RII) to deal
with multiple implicates.5
There are 6485 total observations in the 2010 SCF. After dropping individuals
who are separated, divorced, individuals living as partners, and same sex couples, we are
left with 497 single women, 448 single men, 1330 married women and 2257 married
men. Descriptive statistics for our 4 estimating samples are provided in Table 2.2. One
of the main variables of interest is risk attitude.

Individuals’ risk attitudes are

approximated from the following survey question: which of the following statements
comes closest to describing the amount of financial risk that you and your
(spouse/partner) are willing to take when you save and make investments? Responses are
enumerated as (1) take substantial financial risks expecting to earn substantial returns, (2)
take above average financial risks expecting to earn above average returns, (3) take

5

See Lindamood et al (2007) for a detailed explanation of RII and other methodological issues of

SCF data.
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average financial risks expecting to earn average returns and (4) not willing to take any
financial risks. I re-enumerate options 1 and 2 as 1 and 3 and 4 as 0, in order to construct
a dichotomous variable that categorizes individuals risk tolerance into above average and
below average.
Another main variable of interest is the proportion of risky assets. It is defined as
the ratio of risky assets to total wealth. Wealth is the sum of risky assets and non-risky
assets. Risky assets include the total value of directly and indirectly held stocks, mutual
funds, pooled investment funds, loans to someone else, oil, gas and mineral investments,
the total value of residential property other than primary residence, trusts, precious metals
and art collections. Similarly, non-risky assets include balances in checking, savings and
money market accounts, the total value of certificate of deposits, U.S government bonds,
state and local government bonds, savings bonds, life insurance, vehicles and money
market mutual funds.6 Furthermore, Table 2.2 provides variable means of total value of
wealth, annual income, age, race, education, labor force status, number of children in the
household, and homeownership status by gender and marital status.
Descriptive statistics show that on average, men are willing to take more risk. In
our sample, 12.6% of single women are willing to take above average risks compared to
26.2% of single men. Similarly, 14.6% of married women are willing to take above
average risks compared to 22.8% of married men. Gender differences also exist in terms
of proportion of risk assets held. Single women hold 17.2 percent of their total wealth in
risky assets compared to 24.2 percent for single men. Similarly, married women hold
33.3 percent in risky assets compared to 41.3 percent for married men. Two sample t-

6

Classification of assets into risky and non-risky categories is a somewhat arbitrary process. I
closely follow Jiankoplos and Bernasek (2008) in this approach.
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tests show that these gender differences are significant at 1 percent level. Furthermore,
gender differences also exist in terms of wealth, income, risky assets and education. Men
in our sample are comparatively more educated. Similarly, more men are homeowners.
More single men are employed compared to single women, whereas more married
women are employed compared to married men in our sample. Women have more
children compared to men. In our sample, gender difference also exists in terms of racial
distribution.
Even though I use probability weights, the wealth and income are significantly
high for all groups. Average wealth for single women and single men are $69,240 and
$163,423 respectively, whereas average wealth for married women and married men are
$252,558 and $866,408 respectively. Similarly, the income for single women, single
men, married women and married men are $31,700, $43,429, $85,298 and $127,273
respectively. One possible reason that the wealth and income are significantly high is the
presence of outliers in the upper end.

Probability weights take care of uneven

distribution that is skewed towards wealthy population but does not completely balance
outliers. Previous studies also present report high wealth. For example, Hanna and
Lindamood (2005) report wealth of $303,536 and $543,729 for married women and
married men respectively. I report median wealth and income as more robust measures.
The median wealth for single women, single men, married women, and married men are
$9,100, $16,500, $51,550 and $86,380 respectively. Similarly, the median income for
single women, single men, married women, and married men are $23,379, $29,478,
$60,990 and $76,238 respectively.
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2.4 Empirical Approach
2.4.1 Attitudinal Specification of Risk Aversion
I use the following empirical specification to examine gender difference in
attitudinal risk aversion.
(2.1)

yi = β0 + β1 d𝑖 + 𝑷𝑿𝑖 +𝜀i

Here, y is dichotomous risk attitude variable where 1 represents willingness to
take above average risk and 0 represents unwillingness to take above average risk. d is a
gender dummy that is equal to 1 for female and 0 for male. X is the vector of control
variables that include log of wealth, log of annual income, age, age square, race,
education, labor force status, number of children in the household and homeownership
dummy. Education is the number of years spent in school. Race includes dummies for
White, Black, Hispanic and Other.7 Labor force status includes worker, not in the labor
force, and unemployed dummies. Since the dependent variable is dichotomous, I use
logit regression. I compare gender difference in attitudinal risk aversion according to
marital status.

Therefore, I run separate logit regression for single and married

individuals.
I analyze β1 to examine gender difference in attitudinal risk aversion.
Specifically, in the regression of single individuals, if β1 is negative and statistically
significant, than I conclude that single women exhibit more attitudinal risk aversion than
single men. Similarly, in the regression of married individuals, if β1 is negative and
statistically significant, I conclude that married women in charge of household finances
exhibit display more risk aversion than married men in charge of household finances.
7

The SCF categorizes non-white Hispanic or Latino as a race. The Other category includes Asian,
American Indian, Alaska Native, and Native Hawaiian/Other Pacific Islander .
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2.4.2 Behavioral Specification of Risk Aversion
I use a framework provided by Friend and Blume (1975) to approximate
behavioral specification of risk aversion. They argue that an individual i’s demand for
risky assets is a function of expected returns on risky and risk-free assets, variance of
return on risky assets and his or her relative risk aversion. This relationship can be
represented as
(2.2)

𝛼𝑖 =

[𝐸(𝑟𝑚 −𝑟𝑓 ) 1
2
𝜎𝑚

𝐶𝑖

𝑈 ” (𝑊 )

Where 𝐶𝑖 = [− 𝑈 ′ (𝑊𝑖 )] 𝑊𝑖
𝑖

Here, 𝛼𝑖 is the proportion of risky assets, 𝑟𝑚 and 𝑟𝑓 are the returns on market
2
portfolio of risky and risk-free assets, respectively, and 𝜎𝑚
is the variance of market

portfolio of risky assets. Similarly, 𝐶𝑖 is the Pratt’s measure of relative risk aversion, 𝑊𝑖
is total wealth, and U’ and U’’ are the first and second derivatives of utility function
respectively. We can assume that the first term in the equation 2.2 is same for all
individuals and therefore constant. Since the coefficient of relative risk aversion is a
function of wealth, we can make inferences regarding 𝐶𝑖 by regressing the proportion of
risky assets 𝛼𝑖 , on wealth 𝑊𝑖 , and other control variables. Jianakoplos and Bernasek
(1998) propose this empirical approach.
To examine gender differences in behavioral risk aversion, I compare relative risk
aversions of men and women. I use empirical specification presented in equation 2.3 to
run separate regression for single men, single women, married men, and married women
and perform gender comparisons of relative risk aversion across regressions. Running
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separate regressions for different genders and different marital status makes comparison
between these groups easier.8
(2.3)

yi = b0 + b1 W𝑖 + 𝑴𝑿𝑖 +𝑒i

Here, 𝑦 is the proportion of risky assets, which is defined as the ratio of risky
assets to total wealth. 𝑊 is log of total wealth and X is the vector of control variables
that include log of annual income, age, age square, race, education, labor force status,
number of children in the household and homeownership dummy.
I examine gender difference in behavioral risk aversion by analyzing b1 𝑠 across
regressions.

Specifically, if b1 𝑠 of single women and single men are statistically

different from each other; I infer that single men and single women differ in their actual
risk-taking behavior. Similarly, if b1 𝑠 of married women and married men are
statistically different from each other; I infer that married men and married women differ
in their actual risk-taking behavior.

To test statistical differences of b1 𝑠 across

regressions of different sample groups, I use Chow test.
Since the dependent variable is a ratio taking a value between 0 and 1, Ordinary
Least Squares (OLS) may not be a good approach as the predicted values of OLS may lie
outside this range. Papke and Wooldridge (1996) suggest the Generalized Linear Model
(GLM) to solve this problem. A linear model can be specified as
(2.4)

𝑌𝑖 = 𝑿𝒊 𝑩 + 𝜀𝑖 where 𝑢𝑖 = 𝑿𝒊 𝑩 , 𝜀𝑖 ~(0, 𝜎 2 ) and𝑌𝑖 ~𝑁(𝑢𝑖 , 𝜎 2 )

The GLM generalizes linear regression by allowing the linear combination of
regressors to be related to the dependent variable via link function.9 In a linear model,
8

Regressing all sample groups together requires use of double and triple interaction terms.
Jianakoplos and Bernasek (1998) and Bajtelsmit et al (1999) also compare gender difference in relative risk
aversion using separate regressions and comparing parameter coefficients of wealth across regressions.
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the expected value of the dependent variable is a linear function of the regressors,
whereas in the GLM, the relationship can be nonlinear. Similarly, the dependent variable
can follow distributions other than normal. The link function in the GLM model defines
the relationship between the dependent variable and the regressors. The link function and
the distribution of dependent variable can be written as g(𝒖𝒊 ) = 𝑿𝒊 𝑩 and 𝑌𝑖 ~𝐸𝐹(𝑢𝑖 , 𝜑 ).
Some commonly used link functions are logit link, log link and inverse link functions. I
follow Papke and Wooldridge (1996) who suggest logit link and binomial distribution
𝒖

when the dependent variable is a ratio. The logit link is represented as 𝑿𝒊 𝛽=log(1−𝒖𝒊 ).
𝒊

The empirical specification in equation 2.3 is rewritten as
(2.5)

𝑦𝑖 = 𝑔−1 (b0 + b1 W𝑖 + 𝑴𝑿𝑖 ) + 𝑒𝑖

Where 𝑔−1 is the inverse of the link function g.
Regressing the proportion of risky assets on wealth may be problematic. Since
the proportion of risky assets and wealth are constructed using the same data, there may
be measurement error problem, resulting in biased and inconsistent parameter estimates.
Similarly, reverse causality between the proportion of risky assets and wealth is possible
because expected returns on risky assets are higher. In other words, individuals who
invest in risky assets may accumulate more wealth. Previous two studies that examine
gender differences in relative risk aversion fail to address these concerns (Jianakoplos
and Bernasek 1998; Bajtelsmit et al 1999). However, I address these concerns by using
two instruments for wealth. These two instruments are constructed from responses to the
following survey questions: (1) when making saving and investment decisions, some
people search for the very best terms while others don’t. What number would you be on

9

Nelder and Wedderburn (1972) provide the theoretical framework for the GLM
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the scale? (2) In planning or budgeting your saving and spending, which of the time
periods listed on this page is most important to you?

To the first question, the

respondents can respond using a scale of 1-5, where 1 corresponds to almost no search
and 5 corresponds to the most intensive search. Similarly, to the second question,
respondents can choose between 5 options: next few months, next year, next few years,
next 5-10 years and longer than 10 years.
There are two requirements for our instruments to be valid. First, the instruments
have to be correlated with wealth. I argue that these instruments reflect the innate
qualities of individuals that directly impact wealth earning capacity. Indeed, Ameriks et
al (2003) argue that households that spend more time in developing financial plans are
wealthier. It is also plausible that individuals who give importance to a longer time
horizon discount future returns comparatively less. This implies that these individuals
value accumulation of wealth over present consumption comparatively more.

Suen

(2012) illustrates that time preference heterogeneity can be a source of wealth inequality.
I use F-test to examine if the instruments are correlated with wealth.
The second requirement is that the instruments should affect the proportion of
risky assets only through wealth and not through other unobservable variables. It can be
assumed that the time an individual spends searching for savings and investment options
is independent of his or her inherent disposition towards risk-taking. An individual who
intensely searches for savings and investment options may or may not be an inherent risktaker. There aren’t any studies that link individuals’ savings and investment search
intensities with their inclination to take more or less risks. Similarly, it can also be
assumed that individual’s savings and spending decision timeframe is independent of his
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or her inclination towards risk taking. An individual who considers a longer timeframe in
his or her savings and investment decisions may or may not be an inherent risk-taker. To
validate the assumptions, I use Over-identification test.
Using the instruments, estimation is conducted in two stages. In the first stage,
the log of wealth is regressed on the two instruments, along with other control variables,
via OLS. Then, in the second stage, I regress the proportion of risky assets on the
predicted wealth obtained from the first stage along with the control variables. The first
and second stage regressions are specified as
(2.6)

𝑊𝑖 = 𝛼0 + 𝛼1 𝜃1 + 𝛼2 𝜃2 + 𝒁𝑿𝑖 + 𝜀𝑖

Where W is log of wealth, 𝜃1 and 𝜃2 are two instruments and X is the vector of
control variables.
(2.7)

̂𝑖 + 𝑴𝑿𝑖 ) + 𝜀𝑖
𝑌𝑖 = 𝑔−1 (𝑏0+𝑏1 𝑊

̂ is the predicted value of wealth constructed from the first stage
Here, 𝑊
regression. Since I use predicted value in the second stage, standard errors in the second
stage have to be corrected. Following Guan (2003), I use bootstrapped standard errors
for all the hypothesis testing.

The resampling is done with replacements and 200

resamples are used to calculate the bootstrapped standard errors.
2.5 Empirical results
Empirical results and analysis of gender differences in attitudinal and behavioral
risk aversion are presented in the following sections.
2.5.1 Attitudinal Specification of Risk Aversion
I present the logit results for equation 2.1 in Table 2.3. The results for single and
married individuals are presented in column I and II respectively. These results are
marginal values evaluated at mean values of other variables. Based on the parameter
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estimates of gender dummy, I reject the null hypothesis that men and women exhibit
similar attitudinal risk aversion. Single women are 9.9% less likely than single men to
respond that they are willing to take above average risk in their savings and investment
decisions. Similarly, married women in charge of household finances are 7.6% less
likely than married men in charge of household finances to display willingness to take
above average risks. Hanna and Lindamood (2005) produce similar results. They find
that the difference in predicted probabilities between male and female respondents’ to
take some risk is 12%.
The results show that variables other than gender also have significant effect on
individuals’ attitude towards risk. Some of these variables affect single and married
individuals differently. For example, wealth has positive and statistically significant
effect on married individuals’ willingness to take above average risk, whereas the effect
is statistically insignificant for single men and women. Similarly, age has positive and
diminishing effect on single individuals’ willingness to take above average risk, whereas
the effect is statistically insignificant for married individuals. Married individuals who
are employed and unemployed are willing to take more risk compared to those who are
not in the labor force, whereas labor force status does not affect single men and women’s
willingness to take risk. Race does not play any role in married individuals’ attitude
towards risk. However, single individuals who are White, Black or Hispanic are less
willing to take above average risk compared to the other category. Some of the variables
have similar effect on single and married individuals’ risk attitude. Education affects risk
attitudes of both single and married individuals positively.10 One extra year of education

10

In this study, I use education as a continuous variable. When I run regression with education as
discrete variable, the results are similar.
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increases the probability of willingness to take above average risk by 4.1% and 5.1% for
single and married individuals respectively.

Income, number of children in the

household, and homeownership status seem to have no effect on the risk attitude of both
single and married individuals.
2.5.2 Behavioral Specification of Risk Aversion
I examine gender differences in behavioral risk aversions in two stages. In the
first stage, I use equation 2.6 and calculate predicted value of wealth using two
instruments and control variables. I do not present the results but our results show that
effects of two instruments on wealth are positive and statistically significant for all
sample groups. I also test the joint significance of our instruments. The F-statistics are 9,
5.87, 28.46 and 80.32 respectively for single women, single men, married women and
married men. This implies that the instruments are not weak. Similarly, I run overidentification test to further check the validity of the instruments. The J-stats are .32, .90,
.86 and .10 for single women, single men, married women and married men respectively.
Therefore, I fail to reject the null hypothesis that the instruments are exogenous. In other
words, the instruments are uncorrelated with the error terms of second stage regressions.
In the second stage, I use equation 2.7 and compute the marginal effects of wealth
on the proportion of risky assets for single women, single men, married women and
married men. In Table 2.4, I present the results for single women and single men. The
results are marginal values evaluated at mean values of other variables. The coefficients
of log of wealth are positive for both single women and single men, but statistically
significant only for single men. This implies that single men increase their proportion of
risky assets with the increase in wealth, whereas single women do not. Specifically,
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single men increase their proportion of risky assets by .9 percent for a 10 percent increase
in wealth. Our results are comparable to that of Jianakoplos and Bernasek (1998) who
also find that single women exhibit greater relative risk aversion compared to single men.
Further, Chow test results show that wealth coefficients for single men and single women
are statistically different at 1% significance level. Based on this finding, I conclude that
single women exhibit greater behavioral risk aversion than single men.
Similarly, I compare relative risk aversions of married women and married men in
charge of household finances. The results are presented in column I and II of Table 2.5.
The results show that wealth coefficients are positive and statistically significant at 1%
for both women and men. This implies that both married women and married men in
charge of household finances increase their proportion of risky assets with increase in
wealth. Specifically, married women and married men in charge of household finances
increase their proportion of risky assets by .8% and .82% respectively for a 10% increase
in wealth. Even though marginal effect is slightly higher for men, Chow test results show
that the difference is not statistically significant. Therefore, I conclude that married
women in charge of household finances do not exhibit greater behavioral risk aversion
than married men in charge of household finances. This conclusion seems to be in
contrast with the studies that argue that women are more risk-averse than men. However,
no previous study has compared the relative risk aversion of married men and married
women in charge of household finances.
Education has a positive effect on the proportion of risky assets of all sample
groups. Age has a positive and diminishing effect on the proportion of risky assets of all
sample groups except for single women for whom the effect is statistically insignificant.

29

Income does not have any effect on the proportion of risky assets of all sample groups.
Married men and married women in charge of household finances increase their
proportion or risky assets if they are employed. However, labor force status does not
affect single men and women’s proportion of risky assets. Married men increase their
proportion of risky assets if they are White, whereas race does not affect the proportion of
risky assets for all the other sample groups. Single men and married women decrease
their proportion of risky assets if they are homeowners, whereas effect of homeownership
is statistically insignificant for single women and married men. The effect of number of
children in the household is statistically insignificant for all sample groups.
In our sample data, 49 percent of the spouses of married men and 77 women of
the spouses of married women are working for pay. This implies that more married
women enjoy extra source of income in the household. It is probable that an extra source
of income in the household provides married women a cushion that allows them to take
extra risk and it may be the reason that we do not observe gender differences in actual
behavioral risk aversion among married men and married women in charge of household
finances. Therefore, I also control for spousal income. The results are presented in
presented in column III and IV of Table 2.5.

Spousal incomes are positive but

statistically insignificant for both married men and women. Further, the marginal effect
of wealth on the proportion of risky assets is positive and statistically significant for both
sample groups. Interestingly, the marginal effect is larger for women. Married women
and men increase their proportion of risky assets by .72% and .67% respectively for a
10% increase in wealth. However, the difference is statistically insignificant.
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2.5.3 Some Discussion
I find that women exhibit greater attitudinal risk aversion compared to men
irrespective of their marital status and role in household finances. I provide two possible
reasons for this observed gender difference. The first reason is that gender roles in terms
of risk are explicitly defined. For example Booth and Nolen (2012) argue that men are
expected to take risks while women are expected to remain cautious. Therefore, the
observed gender difference may well be a reflection of individuals’ tendency to express
attitudes that are more socially desirable.
The second reason may have to do with how the survey question is set up. While
the survey question asks whether the respondent is willing to take above average risks, it
does not specify the average amount of risk. Without a baseline, respondents may have
used their own perception of average risk taking behavior. Further, this perception may
have depended upon respondents’ perception of other peoples’ risk preferences. Eckel
and Grossman (2002) show that both men and women overestimate risk aversion of
women.

This implies that gender difference in attitudinal risk aversion may be a

reflection of men and women’s perception of each other’s’ risk taking preferences.
While we observe gender difference in attitudinal risk aversion, the results show
that gender difference in behavioral risk aversion depend upon individuals’ marital status
and role in household finances. Spivey (2010) argues that risk-averse individuals get
married sooner than risk-loving individuals. Further, she shows that the effect of risk
aversion on the time to get married is stronger for men than women. This implies that I
may have compared inherently more risk-averse married men to inherently less riskaverse married women. Therefore, it may provide an explanation to why I have not
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found gender difference in behavioral risk aversion among married men and married
women. In her experimental study in Philippines, Ashraf (2009) finds that married men
and women’s saving and consumption decision depend upon individuals’ role in
household finance management. She argues that spouses who are expected to turn over
income to their partner have tendencies to hide income shocks, especially when the
shocks are less visible. Similarly, role on household finances rather than gender may
have more significant effect on individuals’ actual risk taking behavior.
2.5.4 Some Caveats
The sample of women used in this study is not nationally representative. The
single and married women are in charge of their household finances. So women in our
sample data exhibit socio-economic characteristics that are above national average. For
example, the employment rates of single and married women are 71.7 and 74.1 percent
respectively. It is possible that my results on gender differences in risk preferences will
change if nationally representative sample of women is included in the analysis.

The

nationally representative sample of women should also include women are not in charge
of their household finances. The SCF does not provide detailed information of those
women. However, even if detailed information of those women were provided, their
behavioral risk aversion would be hard to approximate since they do not make financial
decisions. Therefore, the SCF is suitable to examine gender differences in behavioral
risk aversion even though women in the sample are not nationally representative.
Household bargaining literature argues that the investment and portfolio
allocation decisions within married households result from intra-household bargaining
(Yilmazer and Lyons, 2010; Friedberg and Webb, 2006). Therefore, the behavioral risk
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aversion of married men and married women in our sample data may also reflect the
preferences of their spouses. However, I assume that the financial and portfolio allocation
decisions of a household reflect the preference of the spouse in charge of financial
decisions. Neelakantan et al (2008) argue that the risk aversion of the spouse with more
bargaining power determines household portfolio allocation.
An additional caveat results from the assumption of Decreasing Relative Risk
Aversion (DRRA). I show that individuals display DRRA (except for the case of single
women); i.e., individuals increase their proportion of risky assets as a result of wealth
increase. Chiappori and Paiella (2011) argue that while it is likely that cross-sectional
correlation between the wealth and the proportion of risky assets is positive, adding time
variation may change this correlation. Using a panel data, he finds that individuals
display Constant Relative Risk Aversion (CRRA); i.e., individuals do not change their
proportion of risky assets even with the change in wealth. However due to data
limitations, I assume that individuals display DRRA. Jianakoplos and Bernasek (1998)
and Bajtelsmit et al (1999) also assume DRRA.
2.6 Conclusion
While numerous studies have already examined gender differences in risk
preferences, these studies implicitly assume that individuals’ attitude towards risk and
their actual risk taking behavior are same. I deviate from this assumption. Subsequently,
I argue that gender differences in risk preferences may depend upon whether we compare
men and women’s attitude towards risk or their actual risk taking behavior. Similarly, I
also take individuals’ marital status and their role in household finances. I find that while
women exhibit greater attitudinal risk aversion, gender difference on behavioral risk
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aversion depends upon individuals’ marital status and role in household finances. While
single women exhibit greater behavioral risk aversion compared to single men, gender
difference in behavioral risk aversion does not exist between married men and women in
charge of their household finances. This suggests that individuals’ expressed attitudes
towards risk and actual risk taking behavior are not consistent with each other, and
therefore future studies should explicitly identify their measures of risk aversion as
attitudinal or behavioral.
Similarly, my findings have some policy implications. Based on the assumption
that women are more risk-averse than men, previous studies have offered policy
recommendations against privatization of retirement plans. For example, Bernasek and
Shwiff (2001) argue that privatizing social security will make retirement income heavily
dependent on risk-taking, which will further disadvantage women. My finding that
married women in charge of their household finances do not exhibit greater behavioral
risk aversion implies that the presumption that women are more risk averse needs
reconsideration. Similarly, my finding women exhibit greater attitudinal risk aversion
irrespective of marital status and role in household finances suggests that women may
face certain disadvantages. First, their expressed attitude towards risk may serve as a
basis for statistical discrimination in the corporate world where risk taking behavior is
rewarded. Second, investment advisors may take this as a signal that women are
conservative investors and therefore offer them low risk and low return investments.
Policy makers should consider these disadvantages that women face.
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CHAPTER 3
DECOMPOSITION OF GENDER DIFFERENCE IN FINANCIAL RISK
TOLERANCE: HOW MUCH DO SOCIAL NORMS MATTER

3.1 Introduction
In recent years, an increasing number of studies have found that women exhibit
lower financial risk tolerance compared to men. Specifically, all the studies (including
the second chapter of this dissertation) that compare self-reported financial risk tolerance
from the Survey of Consumer Finances confirm this gender difference (Sung and Hanna,
1996; Grable and Lytton, 1998; Yao and Hanna, 2005). A subsequent question that
arises is why do women exhibit greater financial risk aversion, especially when the
measure of risk aversion is self-reported? Surprisingly, this question is relatively underexamined in the empirical literature.

Specifically, the existing literature lacks a

systematic investigation identifying the underlying causes of the observed gender
difference in self-reported financial risk tolerance. I aim to address this deficiency by
identifying and quantifying contributions made by socio-economic factors to the
observed differences in self-reported financial risk tolerance. I find that a significant
portion of the observed differences can be explained by gender differences in socioeconomic factors.
Wealth has been identified as an important factor that influences individuals’
financial risk preferences. Kimball (1993) argues that individuals display decreasing
absolute risk aversion; i.e., individuals increase the absolute amount of risky assets as
wealth rises. Jianakoplos and Bernasek (1996) show empirically that individuals also
display decreasing relative risk aversion; i.e., individuals increase the proportion of risky
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assets with the increase of wealth. This implies that gender disparity in wealth can be
identified as one of the underlying causes of the observed gender differences in financial
risk tolerance. The existing literature also suggests that economic factors including
income, education, and occupational status determine individuals’ risk preferences.
Individuals who are professionally employed with higher income and more education
display more financial risk tolerance (Sung and Hanna, 1996; Grable, 2000). Notably,
gender disparities in income, employment and education are well-evidenced, and
therefore may contribute to the gender difference in financial risk tolerance.
Furthermore, Grable (2000) also finds that demographic factors such as age and marital
status influence individuals’ financial risk tolerance.
Arnett (1992) defines social norms as a set of acceptable behaviors imposed upon
individuals through their parents, community, institutions such as school and legal
system, media, and ethnic, tribal and national traditions. Among many things, this social
construction also explicitly defines gender roles in terms of risk. Men are expected to
take risks whereas women are expected to remain cautious (Booth and Nolen, 2012). It is
possible that gender differences in the observed risk preferences are reflections of this
social expectation. I use self-reported measure of financial risk tolerance. I believe that
social norms influence this measure of risk aversion even more because individuals want
to be perceived as confirming social standards.11

Consequently, observed gender

difference in financial risk tolerance may result from individuals’ tendencies to selfreport prevailing social norms. Therefore, I identify social norm as another possible
contributor to the gender difference in financial risk tolerance.

11

See the second chapter for further discussion on attitudinal versus behavioral measures of risk

aversion.
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However, quantifying social norms is a little tricky. I follow Akerlof (1997)’s
model of social decisions to quantify social norms. He argues that social norms are stable
equilibria generated from interactions of individuals who are socially close. He further
argues that these norms represent average behaviors of a socially close group and an
individual who belongs to it gains disutility by deviating from average group behavior.
This implies that to quantify social norms, we need to identify groups that are socially
close and then estimate their average behavior.

Following Finucane et al (2003)’s

argument that risk preferences are divided along gender and racial lines, I use gender and
race to construct socially close reference groups and use their average financial risk
tolerance as proxies for social norms. I discuss the process further in data section.
The existence of gender differences in financial risk tolerance has significant
welfare implications for women.

If women are more risk averse and invest

conservatively, the result may be less lifetime wealth. In light of recent trends that show
more employers shifting towards defined contribution pension plans, gender differences
in financial risk tolerance may result in greater gender disparity. Furthermore, women’s
greater longevity implies that their lower retirement wealth have to support a longer
retirement period. To improve the economic outcomes of women, policy-makers could
benefit from an improved understanding of gender differences in risk preferences. Policy
interventions can be more effective if the underpinnings of the observed gender
differences are properly identified. If gender differences in risk preferences are based on
biological differences, policy interventions should account for this disadvantage faced by
women. If socio-economic factors explain observed gender differences, then policy
interventions should be targeted appropriately.
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I use the 2001, 2004, 2007 and 2010 Survey of Consumer Finances (SCF) for our
empirical analysis. I use individuals’ self-reported willingness to take financial risk as a
measure of financial risk tolerance. Notably, there is a significant gender difference in
self-reported financial risk tolerance. Women are significantly less likely to exhibit
financial risk tolerance compared to men. I use a non-linear decomposition method
proposed by Fairlie (1999, 2006) to identify and quantify the major contributors to this
difference in financial risk tolerance. I find that gender differences in socio-economic
factors explain significant portion of this observed difference. Among these factors,
wealth, income, education and employment are important factors. However, the most
important factor is social norm, as it explains approximately 61% of the observed
differences.
I make two contributions to the literature. First, I decompose observed gender
difference in financial risk tolerance.

To best of our knowledge, any kind of

decomposition of gender differences in risk preferences has not been performed before. I
believe that such decompositions provide extra analyses that add to our understanding of
gender differences in risk preferences. Our second contribution is the explicit discussion
of the effect of social norms on gender differences in risk preferences. There are studies
that examine the effect of social environment on gender differences in different behaviors
(a good example is Gneezy et al, 2009).

However, there aren’t any studies that

empirically examine the effect of social norms on gender difference in financial risk
tolerance. I use average group behavior as proxies for social norm. Costa-Font et al
(2008) use average group behavior as proxies for social norms in their comparison of
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obesity rates between Spain and Italy. However, such approach has not been used in risk
preference literature.
The remainder of the paper is structured in the following way. I review some of
the studies that examine gender differences in risk preferences in section 3.2, explain data
in section 3.3, lay out empirical approach in section 3.4, analyze the results in section 3.5
and conclude in section 3.6.
3.2 Gender Differences in Risk Preferences
Gender differences in risk preferences have been studied extensively in the
economics literature. Some of the studies compare men and women’s actual investment
behavior. For instance, Jianakoplos and Bernasek (1996) use the 1989 SCF to compare
the relative risk aversion of single women, single men and married couples. They find
that single women do not increase their proportion of risky assets with rise in wealth, as
much as single men and married couples. Sundén and Surette (1998) argue that gender
and marital status significantly affect individuals’ investment behavior. They use the
1992 and 1995 SCF to examine if workers differ systematically by gender in their
allocation of assets in defined contribution pension plans. They find that single women
and married men are less likely than single men to choose “mostly stocks”. Similarly,
Bajtelsmit et al (1999) argue that gender differences in the allocation of household wealth
to defined contribution pensions exist. Using the 1989 SCF, they find that women exhibit
greater relative risk aversion in their allocation of wealth into defined contribution
pension assets. While these studies suggest that women are more risk averse compared to
men, the second chapter of this dissertation shows that gender differences in the actual
investment behavior depends upon individuals’ marital status and their role in the
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management of household finances. Using the 2010 SCF, the chapter compares relative
risk aversion of single men with that of single women, and relative risk aversion of
married men in charge of their household finances with that of married women in charge
of their household finances. While single women exhibit greater relative risk aversion
than single men, married women in charge of their household finances do not exhibit
greater relative risk aversion compared to married men in charge of their household
finances.
While the studies that examine actual investment behavior provide conflicting
evidence on gender difference in risk preferences, studies that examine self-reported
financial risk tolerance are in consensus. Specifically, all the studies that use selfreported financial risk tolerance from the SCF confirm that women exhibit lower
financial risk tolerance compared to men. For instance, Sung and Hanna (1996) use the
1992 SCF to compare the self-reported financial risk tolerance between different types of
households and find that female-headed households are less likely to be risk tolerant than
male-headed households and married couples. Grable and Lytton (1998) also use the
1992 SCF to show that women exhibit lower financial risk tolerance than men. They also
find that age, marital status, occupation, income, race and education influences
individuals’ risk tolerance significantly. Yao and Hanna (2005) use 1983, 1989,1992,
1995, 1998 and 2001 SCF and show that self-reported financial risk tolerance is highest
for single men and lowest for married women. The second chapter of this dissertation
compares men and women’s self-reported financial risk tolerance according to their
marital status and finds that women exhibit lower financial risk tolerance compared to
men irrespective of marital status.
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Some studies examine gender differences in risky choices made in experimental
settings. Powell and Ansic (1997) examine gender differences in risk propensities and
strategies through two computer-based simulated trading experiments.

In the first

experiment, subjects (undergraduates and post-graduates of a business school) are asked
to decide whether to enter or leave a current market. In the second experiment, subjects
make choices on whether or not to insure their financial decisions. They find that women
enter currency markets less often and buy insurance more often, suggesting more risk
aversion.

Similarly, Eckel and Grossman (2002) conduct an experiment where

individuals are asked to make choices between five alternative gambles with substantial
financial stakes. Their results show that women consistently make choices that are more
risk averse than men.

Further, when asked to guess the gamble choices of other

participants, both men and women, overestimate risk aversion of women participants.
Schubert et al (1999), on the other hand, present an experimental study that finds no
evidence of systematic gender differences in risk aversion. Eckel and Grossman (2008)
and Croson and Gneezy (2009) review studies based on economic experiments and
conclude that women are more risk averse than men.
There are few studies that contemplate the role of social environment on the
gender differences in risk preferences. One example is Booth and Nolen (2012) who
suggest that observed gender differences in risk preferences might be more of a reflection
of social learning than inherent gender traits. They analyze choices made by students
(average age of students is under 15) from eight publicly funded schools. The students
are asked to choose between a real-stake gamble with a higher expected monetary value
and an alternative outcome with a certain payoff. They find that girls attending a single-
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sex school were more likely to choose a real-stake gamble than their coed counterparts
implying that in the presence of boys, girls affirm their femininity by confirming to
perceived male expectations of girls behavior.12 Gneezy et al (2009) examine the effect
of culture on gender differences in competitive behavior and risk aversion. They compare
men and women of two distinct societies; Maasai, a patriarchal society on Tanzania and
Khasi, a matrilineal and matrilocal society in India. They find that Maasai men display
more competitive behavior than Maasai women, whereas Khasi women display more
competitive behavior than Khasi men. In terms of risk aversion, they do not find gender
differences in either society. Bajtelsmit and Bernasek (1997) also emphasize the role of
social environment.

They argue that women make human capital and employment

choices based on their social environment, which in turn leads to lower wealth and
income. Further, they argue that gender differences in wealth, income, and employment
cause women to be more risk averse. However, they do not present any empirical analysis
to substantiate their argument.
Biological explanations for gender differences in risk preferences have also been
offered. For instance, Harris et al (2008) argue that gender differences in risk preferences
result from the evolutionary process. They further argue that since the cost of child
bearing is higher for females than males, females might have been adapted to perceive
more risks as it increases their effectiveness in keeping their offspring safe. Some studies
also have attributed gender differences in risk preferences to gender traits. For instance,
in their review article, Croson and Gneezy (2009) argue that gender differences in
emotions, overconfidence and perception causes gender differences in risk preferences.

12

Another study that compares behaviors in single-sex and coeducational environment to study
gender traits is Brutsaert (1999)
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They argue that women exhibit more risk aversion because women experience emotions
more strongly than men, are less overconfident in uncertain situations than men, and
perceive risk more as a threat than challenge.
The existing literature provides an extensive discussion on gender differences in
risk preferences and some analyses on why such differences exist. However, there aren’t
any studies that decompose observed gender differences in risk preferences. I aim to
address this deficiency.

Similarly, the existing studies examine the role of social

environment on gender differences in risk preferences by comparing gender behaviors in
two distinct environments. In this study, I provide an alternate approach where I use
average group behavior as proxies for social norms.
3.3 Data
I use the 2001, 2004, 2007, and 2010 Survey of Consumer Finances (SCF) for our
empirical analysis. The SCF is a triennial survey sponsored by the Federal Reserve
Board in cooperation with the Statistics of Income Division of the Internal Revenue
Service. The survey provides comprehensive information on U.S households’ assets,
liabilities, demographic characteristics, as well as attitudes on different financial matters
such as risk, credits, savings, investments etc. There are 19,860 total observations in our
dataset. After I drop individuals who are separated or divorced, unmarried individuals
living as partners, and same sex couples, I am left with 14,165 observations. Out of these
observations, 5,678 respondents are women whereas 8,487 respondents are men.
I use responses to the following survey question to assess individuals’ financial
risk tolerance: which of the following statements comes closest to describing the amount
of financial risk that you and your (spouse/partner) are willing to take when you save and
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make investments?13 Responses are enumerated as (1) take substantial financial risks
expecting to earn substantial returns, (2) take above average financial risks expecting to
earn above average returns, (3) take average financial risks expecting to earn average
returns and (4) not willing to take any financial risks. I re-enumerate options 1 and 2 as 1
and options 3 and 4 as 0 in order to construct a dichotomous variable that categorizes
individuals’ self-reported financial risk tolerance into above average and below average.
In this study, our goal is to identify and quantify underlying causes of gender
differences in self-reported financial risk tolerance. I identify wealth, income, education,
and labor force status as economic factors that contribute to gender differences in selfreported financial risk tolerance. Wealth is households’ net worth. 14 Income is the total
yearly income and education measures the number of years of schooling. Labor force
status indicates whether an individual is employed, unemployed or not in the labor force.
I also include demographic factors and household characteristics such as age, marital
status, and number of children in the household and home-ownership status in our
analysis.
I identify social norms on risk as the social factor that induce gender differences
in self-reported financial risk tolerance. As a measure of social norm, I use averages of
financial risk tolerance of the socially close group constructed along racial and gender
categories. The SCF has 4 racial categories: White, Black, Hispanic and Other. 15 So,
each individual in our sample data belongs to one of these reference groups: White and
13

This question implies a joint risk tolerance of a married couple. However studies such as Yao
and Hanna (2005) and Lindamood (2005) show that the responses reflect respondents’ individual risk
tolerance.
14
In the second chapter, I calculate wealth by adding up different assets. In this chapter I use
wealth calculated by University of California at Berkley’s Survey Documentation and Analysis.
15
The SCF categorizes non-white Hispanic or Latino as race. The Other category includes Asian,
American Indian, Alaska Native, and Native Hawaiian/Other Pacific Islander.
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male, White and female, Black and male, Black and female, Hispanic and male, Hispanic
and female, Other and male, and Other and female. The idea is that social norms
explicitly define gender roles in terms of risk and these standards differ along racial lines.
The average financial risk tolerance for the respective reference groups are .36, .21, .20,
.14, .18, .12, .30, and .24.16

This means that 36% of individuals belonging to the

reference group White and male, 21% belonging to White and female, 20 % belonging
Black and male, 14% belonging to Black and female, 18% belonging to Hispanic and
male, 12% belonging to Hispanic and female, 30% belonging to Other and male, and
24% belonging to Other and female are willing to take above average risks.
It is a plausible argument that construction of social norms should address
geographic heterogeneity. For instance, social norms regarding gender and risk in Texas
may be quite different compared to New York. Indeed, studies such as Gneezy et al
(2009) have used cultural differences resulting from geographic heterogeneity to explain
gender differences in competitive behavior. However, I am unable to use geographic
information in our construction of social norms. For confidentiality purpose, the SCF
does not provide any information on respondents’ geographic location.
Descriptive statistics presented in Table 3.1 includes variable means of risk
tolerance, socio-economic and demographic factors by gender. Descriptive statistics
show that means of risk tolerance is higher for men than women. 33.6% of men exhibit
above average risk tolerance compared to 19.3% of women. I run a two sample t-test and
find that the difference is significant at the 1% level. Similarly, men and women have
different mean values of wealth, income and education. On average, men have higher
16

There may be a problem in standard errors because of less variation in this variable. However,
Fairlie (1999, 2006) only provides technique to produce regular standard errors for the non-linear
decomposition, which I use.
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wealth ($897,665 versus $356,261)17, income ($120,704 versus $77,640) and are more
educated (13.94 years versus 13.50).18 As discussed in the data section of chapter 2, the
average wealth and income are significantly high for both men and women. I present
medians of wealth and income as better measures. The median of wealth and income are
$95,848 and $53,870 respectively for women and $184,784 and $66,767 respectively for
men. In terms of labor force status, on average more men are employed (76%) compared
to women (65%). The average number of children for women (1.06) is higher than for
men (.82). In our data sample, more men are married then women (80% versus 74%).
Two sample tests indicate that all these differences are significant at the level of 5% or
less. Similarly, in our sample, there are gender differences in terms of racial distribution.
3.4 Empirical Approach
In this paper, I aim to identify and quantify socio-economic factors that contribute
to the observed gender differences in financial risk tolerance. The process of identifying
and quantifying socio-economic factors that contribute to gender differences in financial
risk tolerance follows the following steps. First, I determine how the socio-economic
factors affect each gender’s financial risk tolerance. This will provide us with better
understanding of decomposition results. For instance, wealth may have a strong impact
on men and women’s financial risk tolerance and therefore presence of a huge gender
disparity in wealth may explain a large portion of the observed gender difference in
financial risk tolerance. The second step is to decompose the observed gender difference
in financial risk tolerance and determine impact of each socio-economic factor in the
observed gender difference in financial risk tolerance. In the third stage, I put together
17

Wealth seems to be significantly higher. One reason could be because the SCF oversamples
wealthy population. Studies such as Hanna and Lindamood (2005) report a significantly higher wealth.
18
Wealth and income are calculated in 2010 dollars.
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descriptive statistics, results from first stage and the second stage and present our
analysis.
The first step of our empirical analysis requires us to determine how the socioeconomic factors affect different gender’s financial risk tolerance differently. For this
purpose, I use the following empirical specification and run separate regressions for men
and women.
(3.1)

Y=𝛽𝑆 +BX +𝜀

Here, Y is self-reported financial risk tolerance that is equal to 1 if an individual is
willing to take above average risk and 0 otherwise. S represents average group behaviors
which serve as proxies for social norms. X is a vector of socio-economic factors that
includes log of wealth, log of income, years of education, and labor force status.
Similarly, the vector also includes household and demographic factors such as age, age
square, marital status, number of children in the household and home-ownership status.
Since, the dependent variable is dichotomous, I run logit regressions. I run separate logit
regressions for men and women and run a Likelihood Ratio Chow test to examine if the
logit specifications for men and women are different. If the two specifications are
different, then we can conclude that the determination process for financial risk tolerance
is different for men and women.
The next step is to decompose the observed gender difference in self-reported
financial risk tolerance. I use a non-linear decomposition technique proposed by Fairlie
(1999, 2006). The empirical specification can be written as
(3.2)
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This generalized version of the Blinder-Oaxaca decomposition can be used for
any functional form Y=F(X𝛽̂ ).

Blinder-Oaxaca decomposition is used when the

dependent variable is continuous whereas this technique can be used even when the
dependent variable is dichotomous. 𝑌̅ 𝑀 and 𝑌̅ 𝐹 are the average financial risk tolerance for
men and women respectively. The left hand side represents the difference in average
financial risk tolerance between men and women. The first term of the right hand side
represents part of gender difference due to differences in regressors 𝑋 𝑀 (for men) and 𝑋 𝐹
(for women), whereas the second and third term captures the gender difference that
cannot be attributed to the observable characteristics. 𝑁 𝑀 and 𝑁 𝐹 are number of
observations for men and women respectively. Similarly, 𝛽̂ 𝑀 and 𝛽̂ 𝐹 are the coefficient
estimates for men and women respectively, whereas 𝛽̂ ∗ is estimated from the pooled
sample of men and women. 𝛽̂ ∗ is used because I am unable to decide whether to choose
men or women as reference group.
Equation 3.2 provides estimation of total contribution of the regressors on the
gender differences to the self-reported gender differences in financial risk tolerance.
However, I want to quantify the contribution of each socio-economic factor to the
observed gender difference in financial risk tolerance.

For this purpose, I use the

empirical specification provided by Fairlie (2006).
(3.3)
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Here, the contribution made by each regressor 𝑥𝑘 to the gender difference in
financial risk tolerance is estimated by holding distributions of other regressors constant.
This computation requires one-to-one matching of cases between men and women.
However in our sample, I have more men observations than women; i.e. 𝑁 𝑀 > 𝑁 𝐹 . To
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solve this problem, Fairlie (2006) suggests that 100 subsamples of the bigger group is
drawn and matched with the smaller group. Therefore, I draw 100 subsamples of 5,578
of men (observations equal to women) and match it with the sample of women. Then the
estimates are calculated as the mean values of these 100 decompositions. Fairle (2006)
argues that because of the nonlinearity of the decomposition equation, results may be
sensitive to the ordering of variables. To solve this problem, I randomize the order of the
variables in each 100 decompositions and report average results.
3.5 Empirical Results
To start, I provide an assessment of whether the process determining financial risk
tolerance is different for men and women. For this purpose, I use equation 3.1 to run
separate logit regressions of financial risk tolerance for men and women.19 I present the
regression results for men and women in column 1 and column 2 of Table 3.1
respectively. The estimated results are marginal effects calculated at mean of other
variables. Overall, the coefficients values and their statistical significances suggest that
the contribution of different factors in the determination of financial risk tolerance differs
by gender. Further, I run a Likelihood Ratio Chow test to test the null hypothesis that
two specifications are the same. The Chi-square value is 43.10, resulting in the rejection
of the null hypothesis that the specifications are same by gender.
Our results show that coefficients of wealth, income and education are positive
and statistically significant for both genders. This is consistent with the existing literature
that suggests that wealth, income, and education are positively associated with financial
risk tolerance. The existing literature, however, does not provide any insight as to on

19

I use robust standard errors in the logit regression because of the limited variation in the social
norms but the Stata only derives regular standard errors for marginal effects.
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how these factors contribute to different genders’ financial risk tolerances. Our results
show that the marginal effects of wealth and education on financial risk tolerance are
stronger for men compared to women, whereas the effect for income is weaker for men.
Furthermore, I also find that social norms affect individuals’ financial risk tolerance
significantly. The coefficients of social norms (proxied by the average behavior of the
individuals’ reference group) are .442 and .313 respectively for men and women. This
implies that willingness to take above average risk increases by as much as 44.2% for
men and 31.3 % for women when they belong to reference groups that take higher risks.
This further suggests that men deviate less than women from social norms. This finding
resonates with Martin (1990)’s study that finds that cross-sex behavior is viewed more
negatively for boys than girls.
Additionally, I find that being employed and being a homeowner contribute to
men’s financial risk tolerance positively, but the effects of these factors on women’s
financial risk tolerance are statistically insignificant. I also find that age has a small and
negative impact on men’s risk tolerance but the affect is statistically insignificant for
women. The diminishing effects of age are very small and statistically insignificant for
men. Marital status has a negative impact on men’s financial risk tolerance but the effect
is insignificant for women. There are two possible explanations for this. The first
explanation is provided by Christiansen et al (2010) who argue that marriage induces
men to take more and women to take less financial risks. Spivey (2010) on the other hand
stresses on the endogeneity of marriage in individuals’ risk preferences. She argues that
risk-averse individuals get married sooner than risk loving individuals and provides
evidence that the effect of risk aversion on time to get married is stronger for men than
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women. Number of children does not have statistically significant effect on both men
and women’s financial risk tolerance.
The next step is to decompose the gender difference in financial risk tolerance.
The average financial risk tolerance for men and women are .336 and .193 respectively
and the difference is .143. This means that in our sample data, 33.6% of men and 19.3%
of women are willing to take above average risks and the difference between men and
women willing to take above average risk is 14.3percent. I use equation 3.2 and 3.3 to
decompose this difference and present the result in Table 3.3. The results show that
observable characteristics explain 96.4 percent of the gender difference. Among these
observable characteristics, economic factors such as wealth, income, education and labor
force status explain a significant portion of the difference. Individually, gender
differences in wealth, income, education and employment status explain 24.7 percent, 7.4
percent, 19.1 percent, and 4.3 percent respectively.

Similarly, social norms play

important role as they explain 61.3 percent of the observed gender difference in financial
risk tolerance. The negative estimates reported in Table 3.3 indicate that some of the
variables (age, age squared, unemployed, marital status and number of children) reduce
the gender difference in financial risk tolerance.
We need to analyze decomposition estimates along with variable means presented
in Table 3.1 and logit estimates in Table 3.2 for a better understanding of the
decomposition process. For instance in Table 3.1, we observe that the mean of wealth is
much higher for men than women ($897,665 for men compared to $356,261 for women).
In Table 3.2, we observe that wealth contributes significantly to financial risk tolerance
of both genders. So when we put the pieces together, we see that there is a huge gender
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disparity in a factor that significantly impacts both men and women’s financial risk
tolerance. Therefore, it is plausible that gender difference in wealth explains 24.7% of
the observed gender difference in financial risk tolerance. Similarly, gender disparities in
income and employment rates are huge, and their contribution to both men and women’s
financial risk tolerance is significant. Therefore, their contribution to gender difference
in financial risk tolerance is plausible.
We observe that gender difference in education levels is only .44 years for
schooling and yet it contributes 19.1% to the difference. There is an explanation for this.
Education contributes to individuals’ risk tolerance much more than wealth, income, and
employment status, and therefore even a small disparity in number of years of schooling
can cause a huge gender difference in financial risk tolerance.

The decomposition

estimates also show that differences in age reduce the gender difference in financial risk
tolerance. The result is plausible because in our sample data men are comparatively older
and logit results in Table 3.3 show that age contributes negatively to men’s financial risk
tolerance.
Social norms explain 61.3% of the observed gender difference in financial risk
tolerance. To understand why this variable explain that much, we need to remember the
substantial disparities in average risk tolerance across reference groups. For example, the
average risk tolerance for white men is .36 compared to .12 of Hispanic women.
Similarly, our logit results show that social norm is the most important contributor to
both gender’s financial risk tolerances. This result resonates with the findings of Gneezy
et al (2009) and Booth and Nolan (2012).
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3.5.1. Decomposition by Marital Status and Sample Year
In the second chapter, I argue that gender differences in risk preferences depend
upon marital status. Therefore, I also decompose gender difference in financial risk
tolerance by marital status. First, I examine if single men exhibit greater financial risk
tolerance than single women, and if married men exhibit greater financial risk tolerance
than married women. I find that average financial risk tolerance of single women is .301
compared to .152 of single women, implying that 30.1% of single men are willing to take
above average risks compared to 15.2% single women. Similarly, the average risk
tolerance of married men is .341 compared to .205 of married women implying that in
our sample 30.1% of single men compared to 15.2% of single women, and 34.1% of
married men compared to 20.5% of married women are willing to take above average
risks. The gender differences are 14.9% and 16.6% respectively for single and married
individuals.
Second, I use equation 3.1 to run separate logit regressions for single men, single
women, married men and married women. I present the results in Table 3.4. I also run
the Likelihood Ratio Chow test to examine if logit specification of single men is different
from that of single women, and logit specification for married men is different from that
of married women. The chi-squared values are 28.92 and 34 for single and married
comparisons respectively. Therefore, we can reject the null hypothesis that the different
logit specifications are same. Further, our results show that wealth has positive and
statistically significant effect for all genders and marital status, except for single men.
Similarly, income affects the financial risk tolerance of all groups but this income effect
is statistically significant for married men. Education has positive effect on all groups.
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Social norm is positive and statistically significant for married men and married women.
This implies that a married individual’s risk tolerance is positively associated with the
average risk tolerance of the reference group to which the individual belongs. In other
words, married individuals do not deviate much from the social norm. However, the
effect is statistically insignificant for single individuals, including both men and women.
It can be argued that controlling for age, unmarried individuals confirm less to social
norms.
I present decomposition results by marital status in Table 3.5. The results are
similar to previous estimates. Observable characteristics explain 78.9% and 96.4% of
gender difference in financial risk tolerance for single and married individuals
respectively. Gender disparities in wealth, income and education contribute significantly
to observed gender difference among both singe and married individuals. However, the
contribution of wealth and education is comparatively lower among single individuals.
The contribution of social norms is smaller among single individuals compared to
married individuals. However, the contribution is still significant for both. Social norm
explains 53.5% and 63% of the observed gender differences in financial risk tolerance for
single and married individuals respectively.
So far, our analysis has been based on the pooled sample of the 2001, 2004, 2007
and 2010 SCF data sets. However, there may be a problem with this approach. The
socio-economic factors that contribute to gender differences in financial risk tolerance
may have changed over 10 years span. Specifically, there may have been huge structural
changes in individuals’ risk preferences after the Great Recession of 2007.
Consequently, the dynamics of gender difference in financial risk tolerance may also
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have changed. Therefore, I also decompose gender difference by sample year. First, I
run logit regressions for by gender and year to assess the process determining financial
risk tolerance. I do not present the results in tables but they are similar to previous logit
estimates. Second, I perform the non-linear decomposition of the gender difference by
year. I present these results in Table 3.6. Men exhibit greater risk tolerance compared to
women in all the time periods.

Similar to previous decomposition results, gender

disparities in economic factors including wealth, income, education and employment
status explain significant amount of the gender difference in financial risk tolerance.
Similarly, social norms significantly contribute to the difference.
3.6 Conclusion and Policy Implications
In this chapter, I have examined the underlying causes of the observed gender
difference in financial risk tolerance.

Using a non-linear decomposition technique

proposed by Fairlie (1999, 2006), I have identified and quantified the contributions of
socio-economic factors on the observed gender difference in financial risk tolerance. To
the best of our knowledge, such decomposition has not been performed previously. Our
findings suggest that the observed gender the observed gender difference in financial risk
tolerance, for the most part, result from gender disparities in socio-economic factors.
Specifically, gender disparities in wealth, income, education and employment status
explain a significant portion of the gender difference in risk tolerance. However, social
norm is the most important factor as it explains approximately 61% of the observed
difference. Overall, our finding suggests that gender difference in financial risk tolerance
is more of a social construct.
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As discussed previously, women’s lower financial risk tolerance can result in
lower retirement income. This study provides a better understanding of why women
exhibit lower financial risk tolerance. Policy interventions targeted towards improving
women’s lower retirement income can make use of our finding. However, caution should
be applied.

I provide an explanation on why women exhibit lower financial risk

tolerance. I use self-reported responses to measure financial risk tolerance. It is quite
possible that self-reported measure may not reflect individuals’ actual risk taking
behavior and therefore gender differences in actual risk-taking behavior may not have
similar explanation.

In fact, in the second chapter I have shown that attitude towards

risk and actual risk-taking behavior are not always consistent with each other. Therefore,
findings of this study should be understood within its limitation.
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CHAPTER 4
GENDER DISCRIMINATION IN THE U.S CREDIT MARKET:
EVIDENCE FROM THE SURVEY OF
CONSUMER FINANCES

4.1 Introduction
Becker (1971) argues that employers with a “taste for discrimination” have to
bear extra costs in order to indulge their desire to employ some persons instead of others.
For example, an employer with a “distaste” for female workers may decide to employ
equally qualified but higher paid male workers. Becker argues further that in a noncompetitive market, taste-based discrimination can exist indefinitely. However, in a
perfectly competitive market, discriminating firms are driven out of business by nondiscriminating firms. In terms of the U.S. credit market, the implication is that tastebased discrimination should not exist. Given the highly competitive nature of the U.S.
credit market, any financial institution that decides to forgo profit by not providing
service to some specific group of people ought to be driven out of business by nondiscriminating financial institutions that quickly capture that forgone profit.
While taste-based discrimination deviates from the profit-maximizing assumption,
statistical discrimination can explain persistent discriminatory practices of profitmaximizing firms.

Independently proposed by Arrow (1972) and Phelps (1972),

statistical discrimination explains the behavior of profit-maximizing firms that face an
asymmetric information problem. An employer with no prejudice may still prefer to hire
one group of people over others.

When information on marginal productivities is

incomplete, a profit-maximizing employer may rely on her a priori beliefs on average
group productivities as a cost-effective way to reduce the incidence of bad hires.
57

Similarly, a lender with limited information on borrowers may seek to minimize losses
from defaults by using an individual’s group identity as a proxy for her individual
creditworthiness.

The asymmetric information problem may also be present in the

demand side of the credit market, where borrowers may not have full information on the
loans and loan issuing financial institutions.20 However, the U.S. credit market should
not face limited information problem. Recent innovations on information technology
have brought down data storage costs significantly and consequently brought an influx of
information to the credit market.21 Similarly, improved underwriting technology and
credit scoring models have largely automated lending decisions. Consequently, in the
U.S. credit market, statistical discrimination should be at a minimum, if not completely
absent.
Furthermore, U.S. financial market regulations strongly dis-incentivize
discrimination in the credit market. The Equal Credit Opportunity Act of 1974 prohibits
discrimination in any aspect of credit transactions based on gender, marital status, race,
ethnicity, national origin or religion.

The Home Mortgage Disclosure Act of 1975

requires financial institutions to maintain and annually disclose data about home
purchases, home purchase pre-approvals, home improvement, and refinance applications.
Similarly, The Community Reinvestment Act of 1977 encourages commercial banks and
savings institutions to help meet the needs of borrowers of the communities in which they
operate, including low and moderate income neighborhood. These regulations not only

20

For instance, Courchane et al (2004) argue that subprime borrowers are less knowledgeable about
mortgage process, are less likely to search for the best rate, and are less likely to be offered different alternatives
regarding mortgage terms.
21
Hunt (2005) states that every credit using individual in the U.S. has at least one credit bureau file, to which
over 2 billion information are added each month, and 3 million credit reports are issued every day.

58

make discrimination in the U.S. credit market unlawful, but also make financial
institutions’ lending practices transparent.
Despite the presence of competitive market, technological advances and
preventative legislation, the existing literature provides evidence of discrimination in the
U.S. credit market (Hawley and Fugii, 1991; Duca and Rosental, 1993; Munnell et al,
1996).

However, this research has focused on race-based discrimination with little

attention paid to gender as a source of discrimination. Women are already disadvantaged
in the labor market. If they face discrimination in the credit market too, it will further
hamper their economic and social welfare. Discrimination that women face in the credit
market may also affect their labor market outcomes. For example, the lack of credit may
hinder women’s education and business opportunities. Furthermore, study of gender
discrimination in the credit market is also important because it highlights the
disadvantage that married women have faced within their family. Seith (2011) argues
that historically, married couples maintained a single credit history, in the husband’s
name. If the wife’s name was mentioned, it would be only for identification purpose. 22
There are some studies that examine some aspects of gender discrimination in noncommercial lending (Peterson, 1981; Sanders et al, 1998) and commercial lending
(Becker-Blease and Sohl, 2007; Escalante et al, 2009).23 However, a study that examines
gender discrimination in credit constraints and credit costs in a comprehensive manner is
absent in the existing literature. I aim to address this deficiency.
To examine the existence of gender discrimination in the U.S. credit market, I
answer the following two questions using the 2001, 2004, 2007, and 2010 Survey of
22

Only an extended abstract of this study is available.
Studies such as Blanchflower et al (2003) and Blanchard et al (2008) also discuss gender discrimination in
commercial lending but gender discrimination is the central focus of their study.
23
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Consumer Finances (SCF): Do women face greater credit constraints compared to
similarly credit-worthy men? Are the costs of credit higher for women than men? To
answer the first question, I examine if there is a systematic gender difference in the
likelihood of credit applications being declined.

To answer the second question, I

examine if there is a systematic gender difference in the costs for a variety of loan types,
including first mortgage rates, second mortgage rates, credit card interest rates, interest
rates on educational loans, interest rates on first line of credit and interest rates on
consumer credit. In our empirical analysis, as explained in greater detail below, I control
for demographic, household and credit risk characteristics. I find evidence that women
face more credit constraint and pay higher costs of credit compared to similarly creditworthy men. In our sample data, women, on average, have less wealth, income and
exhibit greater credit risk characteristics and these disadvantages account for some of the
observed gender differences in credit constraint and credit costs. However, even after
controlling for these traits, empirical results confirm that credit applications of women
are more likely to be declined, and ceteris paribus, they pay higher first mortgage rates.
I contribute to the literature by examining gender discrimination in the U.S credit
market in a much comprehensive manner. To the best of our knowledge, this is the first
study that examines gender difference in the credit constrains and different costs of credit
in one analysis.

Furthermore, I use the most recent data.

Discussion on gender

discrimination in the U.S. credit market has failed to gain its deserved momentum among
academics and policymakers. I believe that this empirical study will initiate further
discussion on this matter.
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The remainder of the paper is structured in the following way. In section 4.2, I
discuss previous empirical evidence of discrimination in the credit market. I describe
data in section 4.3, explain our empirical approach in section 4.4, analyze the results in
section 4.5 and conclude in 4.6.
4.2 Empirical Evidence of Discrimination in the U.S. Credit Market
Munnel et al (1996) is one of the most cited studies that provide evidence of racial
discrimination in the U.S. credit market. The authors use 1991, 1992, and 1993 Home
Mortgage Disclosure Act (HDMA) data along with additional variables important to
mortgage lending decisions collected by the Federal Reserve Bank of Boston to examine
if race plays a role in mortgage credit application approval rates. They find that in the
Boston Metropolitan Statistical Area (MSA), minority applicants compared to white
applicants, on average, have lower wealth, weaker credit histories and higher loan-tovalue ratios.

However, even after accounting for these characteristics, minority

applicants experience a rejection rate of 28 percent compared to 20 percent rejection rate
of Whites. There are also empirical evidences of redlining, or the refusal of mortgages
resulting from the bias related to the geographic location of the property. For instance,
Phillips-Patrick and Rossi (1996) find that racial redlining was prevalent in 1990 in
Washington DC, MSA. They use 1990 Census and 1992 HDMA data and examine if the
supply of mortgage credit to a neighborhood is dependent on its racial makeup. They
find that, controlling for factors relevant to determine credit worthiness, mortgage
applicants of Black neighborhoods get significantly less mortgages. Similarly, Turner et
al (2002) present an audit study of racial bias in the Chicago and Los Angeles mortgage
market. In their matched-paired test, when two individuals, one white and one minority-
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posed as otherwise “like” homebuyers, Black and Hispanic applicants receive
significantly receive less coaching, less information about product and loan amount, and
less follow up.
Hawley and Fujii (1991) also find evidence of racial discrimination in the U.S.
credit market. They use the 1983 Survey of Consumer Finances (SCF) to examine if race
plays a role in the rejection of a consumer’s credit application, the probability that the
consumer will then continue to search after initial denial, and the probability that this
extended search is unsuccessful. They find that the compared to nonwhites, whites are
significantly less likely to be denied credit, more likely to reapply after first denial and
less likely that to have unsuccessful extended credit search. However, they use weak
proxies for credit worthiness of the applicants. Similarly, Duca and Rosenthal (1993) use
1983 SCF data and find that minorities face tighter debt limits and are more likely to be
credit constrained than whites.
Blanchflower (1998) use 1993 and 1998 Surveys of Small Business Finances
(SSBF) to examine if racial discrimination exists in the small-business credit market.
They find that even after controlling for differences in creditworthiness and other factors,
Black-owned small businesses are twice as likely to be denied credit. They do not find
consistent evidence that other racial groups face the same disadvantage. Blanchard et al
(2008) also use 1993 and 1998 SSBF to examine credit market discrimination and its
possible causes. They find that Black and Hispanic-owned businesses face statistically
significant discrimination in loan approval. Similarly, they also find that Black-owned
businesses pay higher interest rates when they borrow from financial institutions whose
primary mission is not lending. The authors argue that this is a form of statistical
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discrimination where lenders stereotype Black and Hispanic-owned businesses.
Similarly, Hu and Liu (2010) use the 1993, 1998 and 2003 SSBF and find that, on
average, Black and Hispanic-owned firms pay higher interest rates. These three studies
find that women-owned businesses do not face discrimination. However, their analysis is
only based upon comparison of white men and white women-owned businesses.
Empirical examination of gender discrimination in the U.S. credit market,
specifically in terms of credit constraints and costs is not as extensive as racial
discrimination. Dymski (2006) argues that gender-based research has been inhibited due
to lack of systematic collection of credit-market data for gender effects. They argue
further that while data collected under HMDA allowed indirect examinations of race
effects, it was only after 1990 that gender of both applicants and co-applicants were
included in the data. Among few studies that examine gender discrimination in the U.S.
consumer lending, Peterson (1981) tests whether men or women pay higher rates for
similar bank loans. He uses Federal Reserve survey data of 30 banks that provided
information on the loan characteristics and socio-economic characteristics of borrowers.
He does not find any systematic prejudicial gender discrimination. He argues further that
banks behaved as profit-maximizers and made loan decisions based on risk and not
gender. However, since the information was provided by the banks, the reliability of the
data can be questioned. Similarly, Sanders et al (1998) do not find any evidence of
gender discrimination in mortgage lending. They use 1992 mortgage application data
collected under the Home Mortgage Disclosure Act (HDMA) for the St. Louis Standard
Metropolitan Statistical Area and find that men are in fact more likely to be denied
mortgage loans. Furthermore, they find that married women are more likely than single
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women to be denied loans. They speculate that these counter-intuitive findings may have
resulted from HDMA data limitations, specifically missing data and a limited number of
explanatory variables.
Few studies have examined if gender discrimination in commercial lending exists.
Becker-Blease and Sohl (2007) examine women’s access to capital from private equity
investors. Using survey data, they find that women are less likely to seek capital from
private equity investors but once applied, have an equal probability of receiving finances.
Furthermore, they also find that women more likely to seek but less likely to receive
financing from women private equity investors. Escalante et al (2009) examine the
presence of gender discrimination in Farm Service Agency’s (FSA) loan approval and
amount decisions. Based on their statistically insignificant results, they conclude that the
borrower’s gender does not play any role in FSA’s loan approval decisions.
The literature review reveals two important things.

First, the research on

discrimination in the U.S credit market has focused on racial discrimination while
discussion on gender-based discrimination remains secondary. Second, a comprehensive
study on gender discrimination in the U.S. consumer credit market is absent.
Specifically, there aren’t any studies that perform gender comparison of credit constraints
and credit costs. In this study, I aim to address these issues. Similarly, I use more recent
data for our empirical analysis.
4.3 Data
I use the 2001, 2004, 2007 and 2010 Survey of Consumer Finances for our
empirical analysis. The SCF is a triennial survey sponsored by Federal Reserve System
in cooperation with the Statistics of Income Division of the Internal Revenue Service.
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The survey provides detailed information on the finances of U.S. families. In the pooled
data, there are 19,860 total individuals of which 9,322 are women and 10,538 are men.
The aim of this study is to examine if there are systematic gender differences in
credit constraints and credit costs. First, to examine if there is a systematic gender
differences in credit constraints, I use responses to the questions presented in the
following table:
Table 4.1: Credit Constraint Questions
Question 1: Was there any time in the past five years that you thought of
applying for credit at a particular place, but changed your mind because you thought
you might be turned down?
Question 2: Have you applied for any type of loans in the past 5 years?
Question 3: In the past five years, has a particular lender or creditor turned
down any request you made for credit, or not given as much credit as you applied for?
Question 4: Were you later able to obtain the full amount you requested by
reapplying to the same institution or by applying elsewhere?

If the answer is “yes” to question 1, I identify the individual as a discouragedborrower. Similarly, if the answer is “yes” to question 3 and “no” to question 4, I identify
the respondent as a declined-borrower. I will discuss the implications of discouragedborrower and declined-borrower and along with question 2 in terms of credit-constraint in
following section. To determine if there are systematic gender differences in costs of
credit, I examine if there is a gender differences in first mortgage rates, second mortgage
rates, credit card interest rates, interest rates on educational loans, interest rates on first
line of credit and interest rates on consumer credit.
In our multivariate analysis, I control for demographic, household and credit risk
characteristics.

Demographic and household characteristics include wealth, income,

education, labor force status, age, race, number of children in the household, marital
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status and home-ownership status. Wealth is the total household’s net worth.24 Income is
the yearly income of the respondent. Education is the number of years of schooling and
labor force status indicated whether the respondent is employed, not employed or not in
the labor force. As for the credit risk characteristics, we observe if the respondent has
ever filed for bankruptcy and if the respondent has been late for 60 days in his or her loan
and mortgage payments.
In Table 4.2, I present variable means of credit constraints and costs,
demographic, household, and credit risk characteristics by gender. As explained in
chapter 2 and, the variable means of wealth and income are significantly higher for both
men and women. On average, women have $305,239 of wealth and $93,876 of income.
Similarly, the average wealth and income of men are $775,922 and $107,797
respectively. I report medians of wealth and income as better measures. The median
wealth and income are $76,616 and $40,941 respectively for women, and $147,742 and
$59,257 for men. In our sample data, 63.9% of women have applied for credit compared
to 66.3% of men and 13.2% of women’s credit applications have been declined compared
to 8.9% of men. Similarly, 18.6% of women are discouraged-borrowers compared to
9.9% of men.
categories.25

When I compare different costs of credit, women pay more in all
Similarly, in our sample data, men and women differ in terms of

demographic, household and credit risk characteristics. Men, on average, are older with
comparatively greater wealth, income, and education. More men are married, employed
and more men own homes than women.

On average, women have more children than

24

In this chapter too, I use wealth calculated by University of California at Berkley’s Survey
Documentation and Analysis.
25

Since, a significant portion of the student loans are federally guaranteed loans (for example Stafford loan),
it is unusual that average interests on education loans are different for men and women and the difference is statistically
significant. However the difference is very small. Similarly, I do not have information on how much of the student
loans in our sample data are privately funded loans.
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men. Men and women also differ in terms of racial distribution. For instance, in our
sample data more men are white compared to women. When we compare credit risk
characteristics between men and women, 12% of women have filed for bankruptcy
compared to 8% of men, and 7% of women have been late in their credit payments
compared to 4% of men. Two sample t-tests confirm that variables means for men and
women are statistically different from each other.
4.4 Empirical Framework
The aim of this study is to determine if gender discrimination exists in the U.S
credit market. For this purpose, I examine gender differences in credit constraint and
credit costs.
4.4.1 Gender Difference in Credit Constraint
The first question that I ask in this paper is: Do women face greater credit
constraints than men? To answer this question, we empirically analyze whether women’s
credit applications are more likely to be declined. I use two approaches for our empirical
analysis; logit and sequential logit.
4.4.1.1 Logit Model of Credit Constraint
To examine if women’s credit applications are more likely to be rejected, I begin
with the following empirical specification
(4.1) 𝑦1𝑖 = 𝛿𝑔𝑖 + 𝑿𝒊 𝑩 + 𝜀𝑖
Here 𝑦1𝑖 is equal to 1 if the individual i is a declined-borrower and 0 otherwise. I
identify declined-borrower as those individuals who answer ‘yes’ to question 3 and ‘no’
to question 4 that are presented in Table 4.1. g is gender dummy that is equal to1 for
women and 0 for men. 𝑿 is a vector of demographic, household and credit risk
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characteristics. Demographic and household characteristics include log of wealth, log of
income, education, labor force status, age, race, number of children in the household,
marital status and homeownership status. Credit risk characteristics include information
on whether an individual has ever filed for bankruptcy and if the individual has been late
for 60 days or more in his or her mortgage and loan payments. If 𝛿 is positive and
statistically significant, then it can be inferred that women’s credit application are more
likely to declined. Since the dependent variable is dichotomous, I use logit regression.
Before we draw any conclusions on gender difference in credit constraint based
upon the empirical results of specification 4.1, I should consider sample selection
problem in this specification. In this empirical specification, individuals whose credit
applications have not been declined also consist individuals those who did not apply for
credit. These individuals can be categorized into two groups: those who did not need
credit and those who were discouraged to apply for credit. Those individuals who do not
need credit can still be categorized as credit unconstrained borrowers and therefore do not
bias our results. However, if there is a systematic gender difference among discouraged
borrowers, then our estimates are biased.

Therefore, I examine whether there is a

systematic gender difference among discouraged borrowers using following specification
(4.2) 𝑦2𝑖 = 𝜃𝑔𝑖 + 𝑿𝒊 𝑩 + 𝜖𝑖
Here, 𝑦2𝑖 is equal to 1 if an individual i is discouraged-borrower and 0 otherwise.
I identify discouraged borrower as an individual who has answered ‘yes’ to question 1
presented in Table 4.1. g is gender dummy and 𝑿 same vector of control variables that
are used in specification 4.1. If 𝜃 is positive and statistically significant, then I infer that
women are more credit-discouraged than men.

68

Finally, I use the following empirical specification to examine if women face greater
credit constraint compared to men.
(4.3) 𝑦3𝑖 = 𝛾𝑔𝑖 + 𝑿𝒊 𝑩 + 𝜇𝑖
Here 𝑦3 is equal to 1 if an individual i is a declined or a discouraged-borrower
and 0 otherwise. I identify these individuals as credit-constrained borrowers. These are
the individuals who have answered either ‘yes’ to question 1, or ‘yes’ to question 3 and
‘no’ to question 4 presented in Table 4.1. As before, g is gender dummy that is equal to 1
for women and 0 otherwise. 𝑿 Includes same vector of control variables that are used in
specification 1and 2. If 𝛾 is positive and statistically significant then I infer that women
face more credit constraints then men. I use logit regressions for both specifications 4.2
and 4.3.
4.4.1.2 Sequential Logit Model of Credit Constraint
In the previous section, I identify discouraged-borrowers and declined-borrower
with an assumption that these are two separate groups of people with no association. I
simply identify both groups as credit constrained borrowers. However, in reality, an
individual’s denial (or acceptance) of credit application is a result of a sequential process.
First, an individual may or may not be too discouraged to apply for credit. Those
individuals who are too discouraged do not apply for loans. On the other hand, those
individuals who are not discouraged may or may not apply for loans. Lastly, applications
of those individuals who apply are either accepted or declined. This sequential process is
further illustrated in fig 1.
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This sequential process that ultimately leads to either acceptance or denial of credit
application can be analyzed empirically using sequential logit model. This model can be
specified with the following equation.26
(4.4) 𝐼𝑠𝑖 = 𝜌𝑠 𝑔𝑠𝑖 + 𝑿𝒔𝒊 𝑩𝒔 + 𝜈𝑠𝑖
Here, I is the outcome for individual i at each decision point s=1,2 and 3. At s=1,
or the first decision point, an individual is either discouraged or not discouraged to apply
for credit. 𝐼1𝑖 is equal to 0 for discouraged borrower and 1 otherwise. We can get this
information from responses to question 1 in Table 4.1. Only those individuals who are
not discouraged reach to second decision point where 𝐼2𝑖 is equal to 1 for the individual
who applies for credit and 0 otherwise. We can get this information from the responses to
question 2 in Table 4.1. Finally, individuals who apply for loan reach to third decision
point, where 𝐼3𝑖 is equal to 1 for the individual whose credit application has been declined
and 0 otherwise. Responses to questions 3 and 4 provide this information. Here, higher
level outcomes are subject to selectivity with respect to previous outcomes. In other
words if 𝐼1 =1, the individual proceeds to 𝐼2 , and if 𝐼2 =1, the individual proceeds to 𝐼3 .
Furthermore, g is the gender dummy which is equal to 1 for women and 0 otherwise. 𝑿 is
26

For a thorough explanation of sequential logit, see Buis(2009)
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the same vector of demographic, household and risk characteristics that I use in previous
specifications. Finally, 𝜌1 , 𝜌2 and 𝜌3 provide estimates of gender effects at different
decision points.
4.4.2 Gender Differences in Costs of Credit
To examine gender difference in the costs of credit, I use the following empirical
specification.
(4.5) 𝑓𝑖𝑗 = 𝜗𝑔𝑖 + 𝑿𝒊 𝑩 + 𝜉𝑖
Here, 𝑓𝑖𝑗 is the cost of credit that individual i pays and j refers variety of loan
types including first mortgage rates, second mortgage rates, credit card interest rates, and
interest rates on educational loans, interest rates on first line of credit and interest rates on
consumer credit. I run separate regressions for different mortgage rates and interest rates.
Similar to previous specifications, g is gender dummy that is equal to 1 for women and 0
for men, and 𝑿 is the vector of demographic, household and credit risk characteristics.27
Ceteris paribus, if 𝜗 is positive and statistically significant, then it can be inferred that
women pay more for credit.
I should also consider sample selection problem in this empirical specification.
The sample selection problem arises because we observe mortgage rates and interest rates
for only those individuals who have positive sum of loans.28 To solve this problem, I use
two-stage Heckman correction model. In the selection equation, our dependent variable
is whether or not the individual holds that particular type of credit. In the selection
27

I do not include home-ownership status in X for first and second mortgage regressions because mortgages
are exclusively based on homeownership
28
Another approach to solve this sample selection problem would be to use some similar approach as sequential
logit model that conditions interest rates and mortgage rates on individuals’ credit constraint. However, the information
on credit constraint provided by question 1-4 is limited to 5 years, whereas current credit that the individuals hold are
not limited to 5 year span.
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equation, I include individuals’ attitude towards credit as an extra variable along with all
the gender dummy, demographic, household and risk characteristics that I include in the
second stage equation. The SCF asks individuals’ many questions on how they feel about
different types of credit. I use responses to these questions as individuals’ attitudes
towards.
Individuals’ attitude towards credit is included in the selection equation and not in
the second stage Heckman equation for two reasons. First, individuals’ attitudes towards
credit directly impact their likelihood of holding different loans.

For example,

individuals who respond that it is a good idea to borrow to finance the purchase of a car
are more likely to hold car loan. Similarly, individuals’ who respond that it is a good
idea to borrow to finance educational expenses are more likely to hold educational loans.
Second, the interest rates that individuals pay are decided by the supply side of the
finance market. The financial institutions that provide loans and credit determine base
interest rates on individuals’ observable characteristics wealth, income, employment
status, credit risk characteristics etc.

These financial institutions do not observe

individuals’ attitude towards credit. Individuals’ attitude towards credit may affect their
interest rates through their effect on wealth, income, employment status and credit risk
characteristics, but the effect is indirect, at most.
Formally, mortgage and interest rates are observed for the individual only if
𝛼𝑔𝑖 + 𝜂ℎ𝑖 + 𝑿𝒊 𝚨 + 𝜈𝑖 >0 (Selection equation)
Here, ℎ is the individual i’s attitude towards risk.
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4.5 Empirical Results
4.5.1. Gender Difference in Credit Constraints
First, I examine whether women face greater credit constrains compared to men.
I use two empirical approaches for our analysis, logit and sequential logit. The results of
these two approaches are analyzed further in the following subsections.
4.5.1.1 Logit Results for Credit Constraints
The regression results for equation 4.1 are presented in column I of Table 4.3.
These results are marginal values calculated at means of other variables. The results
show that credit risk characteristics are the most important factors that negatively affect
credit application. Previous bankruptcy and payment delay in loan payment increases the
probability of the credit request being turned down by 9.1% and 13.2% respectively.
Increase in wealth, income, education, and age decreases the probability of credit request
being declined. Similarly, homeowners’ credit applications are less likely to be declined.
Number of children increases the probability of credit application being declined.
Employed and Black applicants are more likely to be declined. It may be somewhat
surprising that employed individuals’ credit applications are more likely to be declined.
However, I should consider the fact that this is in comparison to the individuals who are
not in the labor force and individuals who are not in the labor force are largely composed
of self-employed individuals. The most important variable, female dummy is positive but
not statistically significant implying that gender does not play any role in credit denial.
However, we should consider the fact that this empirical specification does not address
the possible sample selection problem that arises from the possibility of systematic
gender difference among discouraged borrowers.
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Results in column II of Table 4.3 show that there is a systematic gender difference
among discouraged borrowers. Women are 1% more likely to be discouraged borrowers.
There also seems to be a systematic racial difference among discouraged borrowers.
Whites are less likely and Blacks are more likely to be discouraged borrowers.
Individuals who have more children in the household are more likely to be discouraged
borrower.

Similarly, individuals who have previously filed for bankruptcy and

individuals who have been late in their loan and mortgage payments also are more likely
to be discouraged borrowers. Wealthy and high income individuals are less likely to be
discouraged borrowers. Similarly, married individuals and homeowners are less likely to
be discouraged borrowers.
I present the regression results for equation 3.3 in Table 4.3. In this specification,
the dependent variable is equal to 1 if either an individual’s credit application has been
declined or if the individual is a discouraged borrower. The variable is a better measure
of credit constraint because it includes two types of credit constrained borrowers. The
results show that female dummy is positive and statistically significant at 1% level,
implying that women face more credit constraint than men. Women are 1.5% more likely
than men to be credit constrained. This is contrary to previous literature that finds no
clear pattern of gender based discrimination. Previous bankruptcy and payment delay
increases one’s credit constraint. Other demographic and household characteristics have
expected signs and statistical significances.
In column II of Table 4.3, I include interaction term between credit risk
characteristics and gender dummy.

None of the interactions terms are statistically

significant implying that credit market does not punish women more for their credit
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delinquencies. There are two implications of this result. The first implication is that
women do not face taste-based discrimination in the U.S. credit market. If women faced
taste-based discrimination, their credit delinquencies would have been punished more.
Second implication is that either women face statistical discrimination, where their
“group average” is used to decrease loan mistakes, or our credit risk variables do not
completely capture risk characteristics. Even after controlling for these credit previous
bankruptcy and delay in loan and mortgage payments, we observe that women face more
credit constraint. Therefore, either women face statistical discrimination, or our credit
risk variables do not completely capture credit risk characteristics.
So far, our empirical analysis is based on the pooled sample of the 2001, 2004,
2007 and 2010 SCF data sets. It may not be appropriate to assume that the factors
affecting credit constraints remained constant during these years. Specifically, the socalled Great Recession may have significantly altered the credit. Similarly, perception
towards women might also have changed in these 10 years, thereby altering taste-based
and/or statistical discrimination against women in the credit market. Therefore, I run
separate regressions for different sample years for equation 4.3. Demographic, household
and credit risk characteristics have similar impacts as they have in the previous
specifications. Furthermore, I find that except for the year 2010, women face more credit
constraint than men, Women are 1.5%. 1.8% and 2.3% more likely to face credit
constraints than men for the respective years of 2001, 2004, and 2007. One possible
reason that women do not face greater credit constraint in 2010 may be due to the
structural changes in the credit market that have occurred after the Great Recession.
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4.5.1.2 Sequential Logit Results for Credit Constraint
The logit regressions that I have analyzed so far are based on the assumption that
discouraged and declined borrowers are two separate groups of people with no
association. However, sequential results presented in this section allows us to analyze an
individual’s denial of credit application as a result of a sequential process where an
individual’s decision to apply for credit depends upon whether or not the individual
borrower and denial of credit application depends upon whether or not the individual has
applied for credit. I present the results of this sequential process in Table 4.6. In column
I, II and III I present the results for discouraged borrowers, credit applications and
declined applications respectively.

29

The female dummy is negative and statistically

significant at 5% level in column 1. This implies that women are more likely to be
discouraged borrowers consistent with our earlier results.

The results presented in

column II show that women do not apply for credit as much as men.

Similarly,

individuals who are wealthy, have more education, are employed, are married, and are
homeowners do not apply for credit as much. In terms of race, Whites are less likely
whereas Hispanics are more like to apply for credit. Payment delay and number of
children have positive affect on an individuals’ decision to apply for credit. Finally,
results in column III show that subject to selectivity in previous two stages, women’s
credit applications are more likely to be declined. This result substantiates our previous
results that show that women face more credit constraints compared to men.

29

The presented results are not the marginal values. I do not present marginal values because calculating
marginal values for sequential logit is computationally intractable.
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4.5.2 Gender Differences in Costs of Credit
The next step is to analyze if women pay more for credit than similarly creditworthy men. I use specification 4.5 and run separate regressions for first mortgage rates,
second mortgage rates, credit card interest rates, interest rates on educational loans,
interest rates on first line of credit and interest rates on consumer credit. Since, I only
observe mortgage rates and interest rates for those who have sum of loans; I employ twostage Heckman correction. I have not presented the results of the section equations in
this paper, but the results show that individuals who display positive attitudes towards
credit are more likely to take loans.
The second stage regression results are presented in Table 4.7 and 4.8. In Table
4.7 I present results for first and second mortgage rates and in the Table 4.8. I present
results for credit card interest rates, interest rates on educational loans, interest rates on
first line of credit and interest rates on consumer credit. The results indicate that women
pay more for first mortgage rates even after controlling for demographic, household and
credit-risk characteristics.

Specifically, women pay approximately .15% more than

men.30 This is the first study which has found gender difference in first mortgage rates.
The gender dummy is not statistically significant for second mortgage rates, and interest
rates on credit card, educational loans, first line of credit and consumer credit. In terms
of race, first mortgage rates are higher for Whites, Blacks and Hispanics compared to the
Other category. Previous bankruptcy and payment delay positively impacts first and
second mortgage rates, and credit card interest rates.

Bankruptcy positively effects

interests on first line of credit but does not have statistically significant effect on interests

30

I also run separate regressions for different sample years. I find that except for the year 2001, the female
dummy is positive and statistically significant
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on educational loans. On the contrary, payment delay positively affects interests on
educational loans but not first line of credit.

Other demographic and household

characteristics affect credit costs similarly as they affect credit constraints.
4.5.3 Robustness Check
Our results show that first mortgage rates are higher for women compared to men
even after controlling for a wide array of demographic, household and credit risk
characteristics. However, before we draw the conclusion, we need to consider the fact
that our gender comparison includes both married and single individuals. Since married
couples do not take out separate and individual mortgages, the higher mortgage rates that
women pay in our sample data may not necessarily reflect gender discrimination.
Therefore, a better approach is to compare first mortgage rates of single men and single
women, which I do. I have not presented the results in this paper but I find that gender
dummy is not statistically significant. One possible explanation of this is that I have a
small sample of single individuals who have taken out mortgage loans. In my sample
data, only 259 single women and 265 single men have taken out first mortgages.
4.5.4 Rationale for the Observed Gender Discrimination in the U.S Credit
Market
Previously, I argued that due to its competitive nature, recent influx of
information and strict government regulations against discrimination, the U.S credit
market should have eliminated both taste-based discrimination and statistical
discrimination. However, our results show that credit applications of women are more
likely to be rejected, and first mortgage rates are comparatively higher for women, even
after controlling for a wide array of demographic, household and credit risk
characteristics. An important question that follows is why.
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I present two possible reasons for the observed gender difference in credit
constraint and costs. The first has to do with the limitations of our study. In my study, I
do not control for the types of financial institutions. It is possible that men and women
are applying credit to different financial institutions and hence the observed gender
differences in credit constraints and costs.

Furthermore, it is also possible that the credit

risk characteristics presented in this study do not capture credit risks completely. For
instance, women may have shorter credit history, and therefore face higher credit
constraints and costs. Ideally, the individual’s credit score would be a better measure of
credit risk but I do not have access to this.
The second possible reason behind the observed gender difference in credit
constraints and costs is gender discrimination exists in some latent form. This argument
is not farfetched if we consider the numerous studies that provide evidence of racial
discrimination in the U.S credit market. The only question is that how have these
discriminations persisted despite of competitive credit market, abundance of information
and tougher regulations.
4.6 Conclusion and Policy Implications
I find that women are more credit constrained and pay higher first mortgage rates
compared to men. There are certain limitations in our study. However, even with these
limitations, we can conclude that women face disadvantages in the U.S credit market. As
discussed previously, the observed gender difference may have resulted from difference
in choices in financial institutions. Future studies should examine if this is the case. If
this is the case, then further study should be done why women make these inefficient
choices. Similarly, the observed gender difference in credit constraints and costs may

79

have resulted from other credit risk characteristics that I have not included in our study.
It implies that women exhibit greater credit risk in certain aspects. Again, the next
reasonable step is examine is the case, and if so, why. Answers to these questions can
provide important perspective to the policymakers.

Finally, future studies should

examine if the observed gender differences in credit constraints and costs are the result of
any kind of discrimination. If such is the case, policy makers should address this issue.
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CHAPTER 5
CONCLUSION AND POLICY IMPLICATIONS

Women face numerous disadvantages in the U.S labor market.

With this

acknowledgement, my dissertation is focused on studying the disadvantages that women
face in the U.S finance market. To that end, I examine and analyze gender differences in
risk preferences, and gender discrimination in the U.S credit market. In my first essay, I
examine gender differences in risk preferences using attitudinal and behavioral
specifications of risk aversion.

In the second essay, I decompose observed gender

difference in self-reported financial risk tolerance.

Finally, my third essay examines if

women pay greater credit constraint and pay higher credit costs.
Many studies have already examined gender differences in risk preferences. So,
what does my first essay add to the literature? The major contribution of my first essay is
that I deviate from the assumption that individuals’ expressed attitude towards risk and
their actual risk taking behavior are same. Subsequently, I argue that gender differences
in risk preferences may depend upon whether we compare men and women’s expressed
attitude towards risk or their actual risk taking behavior.

Similarly, I take individuals’

marital status and role on household finances into my gender comparison of risk
preferences. I find that while women exhibit greater attitudinal risk aversion, gender
differences in behavioral risk aversion depend upon individuals’ marital status and role in
household finances.

While single women exhibit greater behavioral risk aversion

compared to single men, gender difference does not exist between married men and
married women in charge of household finances. This is a novel finding because it
establishes that individuals’ expressed attitude towards risk and their actual risk taking
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behavior may not be necessarily consistent with each other. Therefore, future studies
should explicitly identify their measures of risk aversion as attitudinal or behavioral.
There are some policy implications of the findings of my first essay. Based on the
premise that women are more risk averse, previous studies have recommended certain
policy prescriptions. For example, Bernasek and Shwiff (2001) advice against Social
Security privatization as it will make retirement income heavily dependent on risk-taking.
However, my finding that married women in charge of household finances do not exhibit
greater behavioral risk aversion implies that the presumption that women are more risk
averse needs reconsideration. Further, the finding that women exhibit greater attitudinal
risk aversion irrespective of marital status and role in household finances implies certain
disadvantages that women may face. First, this may serve as a basis for statistical
discrimination against women in corporate world and limit their opportunities. Second,
money managers may read this as women’s actual risk preference and offer them low risk
and low return investments.

Policies targeted towards improving women’s socio-

economic welfare should appropriately consider these disadvantages faced by women.
My second essay’s contribution is that this is the first study that decomposes
observed gender differences in risk preferences. To the best of my knowledge, any kind
of decomposition of observed gender differences in risk preferences has not been
performed. I use non-linear decomposition technique proposed by Fairlie (1999, 2006) to
decompose the observed gender difference in self-reported financial risk tolerance. My
aim is to identify and quantify underlying factors that contribute to the gender difference
in self-reported financial risk tolerance. I find that while gender disparities in wealth,
income, education and employment status are important, social norms on risk and gender
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is most important, as it explains approximately 61 percent of the observed gender
difference.
Policy makers can benefit from an improved understanding of gender differences
in risk preferences.

This study suggests that observed gender differences in risk

preferences are more of a social construct.

Policy interventions targeted towards

alleviating women’s lower retirement income can make use of this finding. However,
there is a caveat that needs to be considered. The observed gender difference in risk
preference that I have decomposed in this essay is the gender difference in self-reported
financial risk tolerance. I have shown in my first essay that expressed attitude towards
risk does not necessarily translate to actual risk taking behavior.

Women’s lower

retirement income may arise from their actual risk taking behavior, rather than their
expressed attitude towards risk.

Therefore, some caution should be applied in

understanding the policy implications of my finding.
The contribution of my third essay is that it examines gender discrimination in the
U.S credit market in a comprehensive manner. While previous studies on discrimination
in the U.S credit market are focused on race, my study presents a thorough examination
of gender differences in credit constraints and costs. I find that even after controlling for
wide array of demographic, household and credit risk characteristics, women face greater
credit constraints. More specifically, women are more likely to be discouraged to apply
for credit and their credit are more likely to be declined. Similarly, women pay higher
first mortgage rates.
There are two possible explanations for the observed gender differences in credit
constraints and costs. The first is that previous bankruptcy, and delay in loan/mortgage
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payment may not have captured credit risk characteristics completely. There may be
systematic gender difference in other credit risk characteristics that have induced gender
difference in credit constraints and costs. The second explanation is the possibility of
gender discrimination.

Given that numerous studies provide evidence of racial

discrimination in the U.S credit market, the possibility of gender discrimination is not farfetched notion.

Whatever may be the underlying causes of the observed gender

differences in credit constraints and costs, one that is evident is that women face
disadvantage in the U.S credit market. Policy makers should address this issue.
The overall findings of my dissertation suggest that women in my sample face
disadvantages in the finance market. However, there is a concern that needs to be
addressed. The sample of women in my dissertation is not nationally representative.
These are women in charge of their household finances and therefore display socioeconomic characteristics that are above national average. For example, employment rate
of married women in my first essay is 74.1 percent. Similarly, overall employment rates
of women in my second and third essays are 65 percent and 61 percent respectively.
Similarly, median incomes for women are above $60,000 in my first and second essays.
However,

if women in our sample face disadvantages in the finance market, then

women, who are below in terms of socio-economic status, are more likely to be
disadvantaged. So, this dissertation provides a generalized conclusion that women are
disadvantaged in the U.S finance market.
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APPENDIX A
SUPPLEMENTAL TABLES FOR CHAPTER 2

Table 2.2: Variable Means by Gender and Marital Status
Variables
Risk Attitude
(1= Willing to take above average risk
and 0 otherwise)
Proportion of Risky Assets
(Ratio of Total Risky Assets to Total
Wealth)
Total Wealth
Mean
Median
Income
Mean
Median
Education
(Number of years in school)
Age
Labor Force Status
Worker
Unemployed
Not in the Labor Force
Race
White
Black
Hispanic
Other 𝑎
Number of Children in the household
Homeownership Status
(1= own home and 0 otherwise)
Number of Observations

Single
Women
.126

Single
Men
.262

Married
Women
.146

Married
Men
.228

.172

.242

.333

.413

69,240
9,100

163,423
16,500

252,558
51,550

866,408
86,380

31,700
23,379
13.62

43,429
29,478
14.05

85,298
60,990
13.80

127,273
76,238
14.66

37.71

37.89

50.82

52.30

.717
.096
.188

.742
.07
.189

.741
.036
.222

.736
.037
.229

.475
.34
.148
.039
.708
.34

.692
.15
.099
.06
.062
.391

.764
.092
.106
.040
1.192
.809

.756
.07
.113
.061
1.054
.84

497

448

1330

2257

(a: the other category includes Asian, American Indian, Alaska Native, and Native
Hawaiian/ Other Pacific Islander.)
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Table 2.3: Logit Regression Results by Marital Status. Dependent Variable is Risk
Attitude
Variables

Women
Log of Wealth
Log of Income
Education
Age
Age Square𝑏
Employed
Unemployed
Not in the Labor Force
White
Black
Hispanic
Other
Number of Children in the Household
Homeownership Status

Single Women versus
Single Men
I
-.099***
(.027)
.004
(.003)
.007
(.009)
.041***
(.012)
.015**
(.006)
-.203***
(.007)
-.014
(.039)
.046
(.063)
Omitted due to
multicollinearity
-.09*
(.052)
-.108***
(.041)
-.092**
(.039)
Omitted due to
multicollinearity
-.018
(.019)
.019
(.031)

Married Women versus
Married Men
II
-.076***
(.015)
.016***
(.003)
.001
(.003)
.051***
(.007)
-.005
(.003)
-.007
(.019)
.079***
(.018)
.097*
(.051)
Omitted due to
multicollinearity
.034
(.029)
.013
(.046)
-.026
(.039)
Omitted due to
multicollinearity
.005
(.006)
.017
(.023)

945

3587

Number of Observations
Pseudo R-square
.084
.092
(The numbers in the parenthesis are standard errors. *** indicates significance at 1%. **
indicates significance at 5% and *indicates significance at 10 %. b: coefficients and
standard errors are multiplied by 100.)
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Table 2.4: Second Stage GLM Results for Single Women and Single Men. Dependent
variable is proportion of risky assets.
Variables

Single Women
Single Men
I
II
Log of Wealth
.014
.09***
(.014)
(.027)
Log of Income
-.004
-.031
(.027)
(.027)
Education
.042***
.049***
(.014)
(.018)
Age
.007
.015*
(.005)
(.008)
𝑐
.008
.009*
Age Square
(.03)
(.005)
Employed
.037
-.025
(.051)
(.062)
Unemployed
0.093
0.136
(.1)
(.117)
Not in the Labor Force
Omitted due to
Omitted due to
multicollinearity
multicollinearity
White
.017
.038
(.061)
(.069)
Black
.011
.012
(.069)
(.096)
Hispanic
-.047
-.017
(.052)
(.1)
Other
Omitted due to
Omitted due to
multicollinearity
multicollinearity
Number of Children in the household
-.008
.02
(.017)
(.064)
Homeownership Status
.039
-.202**
(.071)
(.089)
Number of observations
497
448
(The numbers in the parenthesis are bootstrapped standard errors. *** indicates
significance at 1%. ** indicates significance at 5% and *indicates significance at 10 %. c:
coefficients and standard errors are really small.)
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Table 2.5: Second Stage GLM Results for Married Women and Married Men. Dependent
variable is proportion of risky assets.
Variables

Married
Women
I

Married
Men
II

Log of Wealth

.08***
(.014)
-.009
(.021)
.053***
(.011)
.014**
(.006)
.005**
(.003)
.05**
(.022)
.054
(.053)
Omitted
.067
(.044)
-.03
(.057)
-.11*
(.058)
Omitted
-.013
(.01)
-.126**
(.054)

.082***
(.011)
-.006
(.006)
.046***
(.01)
.01**
(.005)
.008**
(.004)
.131***
(.024)
.043
(.066)
Omitted
.085**
(.041)
-.003
(.056)
-.081
(.054)
Omitted
.003
(.007)
.025
(.037)

Married
Women
III

Married
Men
IV

.072*** .067***
(.013)
(.009)
Log of Income
-.012
-.005
(.014)
(.005)
Education
.045*** .039***
(.008)
(.008)
Age
.009*
.007**
(.005)
(.004)
𝑑
.005**
.009**
Age Square
(.003)
(.005)
Employed
.043** .108***
(.019)
(.02)
Unemployed
.061*
.063
(.036)
(.045)
Not in the Labor Force
Omitted Omitted
White
.066
.079**
(.041)
(.034)
Black
-.014
.002
(.048)
(.044)
Hispanic
-.052
-.028
(.048)
(.041)
Other
Omitted Omitted
Number of Children in the household
-.013
.004
(.008)
(.005)
Homeownership Status
-.141***
-.006
(.01)
(.029)
Spouse Income
.004
.002
(.003)
(.001)
Number of observations
1330
2257
1330
2257
(The numbers in the parenthesis are bootstrapped standard errors. *** indicates
significance at 1%. ** indicates significance at 5% and *indicates significance at 10 %. d:
coefficients and standard errors for age square are multiplied by 100.)
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Table 3.1: Variable Means by Gender
Variables

Women

Men

356,261
95,848

897,665
184,784

77,640
53,870
44.50

120,704
66,767
48.62

Education
(years of education)
Labor Force Status
Worker
Unemployed
Not in the Labor Force
Race
White
Black
Hispanic
Other 𝑎
Number of Children in the Household

13.50

13.94

.65
.05
.30
.73

.76
.03
.21
.82

.15
.09
.03
1.06

.07
.07
.04
.82

Home-ownership Status
(1=own home and 0 otherwise)
Marital Status
(1= married and 0 otherwise)
Risk Tolerance
(1=Willing to take above average risk and 0
otherwise)
No. Of Observations

.69

.75

.74

.80

.193

.336

5,678

8,487

Total Wealth
Mean
Median
Income
Mean
Median
Age

(a: the other category includes Asian, American Indian, Alaska Native, and Native
Hawaiian/ Other Pacific Islander The variable means are weighted and computed using
Repeated Imputation Inference technique. Wealth and income are calculated in 2010
dollars.)
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Table 3.2: Logit Results for Financial Risk Tolerance by Gender. (The presented results
are marginal effects computed at means of other variables.)
Explanatory Variables

Women

Men

Log of Wealth

Pseudo R-squared

.012***
(.002)
.019***
(.005)
.016***
(0.003)
.002
(.012)
-.008
(.027)
Omitted due to
multicollinearity
.313*
(0.182)
.001
(.003)
-.055**
(.027)
.0001
(.015
-.007
(.004)
-.006
(.015)
.07

.019***
(.002)
.009***
(.003)
.044***
(0.003)
.082***
(.016)
.091*
(.048)
Omitted due to
multicollinearity
.442***
(0.115)
-.005**
(.002)
-.006
(.023)
-.052**
(.021)
.007
(.005)
.043**
(.018)
.09

Chi-square Value for Likelihood Ratio Chow Test

43.10

No. of Observations

5,678

Log of Income
Education
Worker
Unemployed
Not in the Labor Force
Social Norms
Age
Age-squared
Marital Status
No. of Children
Home-ownership Status

8,487

(The numbers in parenthesis are standard errors. *** indicates significance of 1% , **
indicates significance of 5% and * indicates significance of 10%.)
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Table 3.3: Decomposition of Gender Difference in Financial Risk Tolerance
Financial Risk Tolerance
Rates
Contribution to the
difference

Men
.336

Women
.193

Coefficient

Difference
.143

%

Wealth

.035***
24.7
(.005)
Income
.011***
7.4
(.002)
Education
.027***
19.1
(.002)
Worker
.006***
4.3
(.002)
Unemployed
-.001
-.5
(.001)
Social Norms
.088***
61.3
(.007)
Age
-.014
-9.7
(.012)
Age Square
-.018
-12.9
(.011)
Marital Status
-.002
-1.3
(.001)
No of Children
-.0004
-0.3
(.0007)
Home-ownership Status
.001
1.0
(.001)
All Variables
.133
93.1
(The numbers in the parenthesis are standard errors. *** indicates significance of 1%, **
indicates significant of 5% and * indicates significance of 10%.)
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Table 3.4: Logit Results for Financial Risk Tolerance by Gender and Marital Status. (The
presented results are marginal effects computed at means of other variables.)
Explanatory Variables
Log of Wealth
Log of Income
Education
Worker
Unemployed
Not in the Labor Force
Social Norms
Age
Age-squared/1000
No. of Children
Home-ownership Status
Pseudo R-squared
Chi-square Value for Likelihood
Ratio Chow Test
No. of Observations

Single
Women
.006***
(.002)
.029**
(.012)
.009**
(.005)
-.001
(.03)
.034
(.05)
Omitted

Single
Men
.005
(.004)
.016*
(.01)
.048***
(.007)
.071
(.041)
.058
(.08)
Omitted

Married
Women
.016***
(.003)
.015***
(.005)
.018***
(.003)
.004
(.013)
-.036
(.032)
Omitted

Married
Men
.026***
(.003)
.005
(.003)
.041***
(.003)
.082***
(.017)
.1*
(.059)
Omitted

-0.01
(0.276)
.004
(.004)
-.082**
(.05)
-.016
(.011)
.009
(.024)
.05

0.143
(0.21)
.014**
(.006)
-.217***
(.072)
-.049
(.052)
.052
(.034)
.10

0.497**
(0.235)
-.001
(.003)
-.035
(.033)
-.006
(.005)
-.017
(.02)
.07

0.52***
(0.136)
-.009***
(.003)
.028
(.027)
.008
(.005)
.043
(.021)
.10

28.92

34

1.351

4,327

1,175

7,312

(The numbers in the parenthesis are standard errors. *** indicates significance of 1%, **
indicates significant of 5% and * indicates significance of 10%.)
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Table 3.5: Decomposition of Gender Difference in Financial Risk Tolerance by Marital
Status.
Financial Risk Tolerance
Rates (Single)
Financial Risk Tolerance
Rates (Married)

Variables

Men
.301

Women
.152

Difference
.149

.341

.205

.136

Single Individuals
Coefficient
Percentage

Wealth

Married Individuals
Coefficient
percentage

.011***
7.4%
.039***
29.1%
(.004)
(.005)
Income
.007***
4.7%
.006***
4.7%
(.003)
(.002)
Education
.01***
6.9%
.029***
21.1%
(.002)
(.003)
Worker
.001
.6%
.008***
5.7%
(.001)
(.002)
Unemployed
-.001
-.8%
.0003
-0.2%
(0.001)
(.001)
Age
.006
3.8%
-.035
-25.6%
(.023)
(.015)
Age Square
-.006
-4.2%
-.001
-1.1%
(.022)
(.014)
Social Norms
.079***
52.5%
.085
63%
(.015)
(.008)
No of Children
.01
6.9%
-.001
-0.7%
(.007)
(.001)
Home-ownership Status
.002
1.1%
.001
0.4%
(.002)
(.00)
All Variables
.118
78.9%
.131
96.4%
(The numbers in the parenthesis are standard errors. *** indicates significance of 1%, **
indicates significant of 5% and * indicates significance of 10%.)
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Table 3.6: Decomposition of Gender Difference in Financial Risk Tolerance by Year
Year

Men

Women

Difference

Financial Risk Tolerance Rates
for 2001
Financial Risk Tolerance Rates
for 2004
Financial Risk Tolerance Rates
for 2007
Financial Risk Tolerance Rates
for 2010

.385

.236

.149

.331

.197

.134

.361

.199

.163

.286

.153

.133

Variables

2001
2004
2007
2010
Coef
%
Coef
%
Coef
%
Coef
Wealth
.022*** 14.5 .055*** 41.0 .038*** 23.5 .03***
(.007)
(.013)
(.001)
(.007)
Income
.20***
13.3 .011
8.2
.013**
7.9
.002
(.006)
(.006)
(.006)
(.003)
Education
.036*** 24.1 .022*** 16.4 .029*** 17.8 .023***
(.006)
(.005)
(.005)
(.004)
Worker
-.004
2.6
.003
2.2
.003**
3.4
.010***
(.004)
(.003)
.005
(.002)
Unemployed
.002
1.1
.001
0.7
-.0001
-0.1 -.004**
(.002)
(.001)
(.0009)
.002
Social Norms
.085*** 57
.077*** 57.5 .107
66
.082***
(.016)
(.015)
(.016)
(.012)
Age
-.029
-19.4 -.01
-7.5 -.021
-12.8 .002
(.024)
(.026)
.029
(.019)
Age Square
-.010
-6.9 -.025
-18.7 -.018
-11.3 -.024
(.024)
(.024)
(.027)
(.021)
Marital Status
-.001
-.8
-.004
-3.0 -.002
-0.9 -.001
(.002)
(.003)
(.002)
(.002)
No. of Children
.0007
0.5
.002
-1.5 .0003
0.2
-.001
(.002)
(.002)
(.002)
(.001)
Home-ownership
.009
0.6
.0002
0.1
.004
2.5
.001
Status
(.002)
(.003)
(.003)
(.002)
All Variables
.126
84.4 .127
95.5 .157
96.2 .121
(The numbers in parenthesis are standard errors. *** indicates significance of 1% , **
indicates significance of 5% and * indicates significance of 10%.)
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%
22.7
1.5
17.7
7.8
-2.8
61.8
1.4
-17.8
-0.9
-0.4
0.6
91.6
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Table 4.2: Variable Means by Gender
Variables

Women

Men

Credit Constraint and Costs of Credit
Applied for Credit
.64
.66
Turned Down for Loan
.13
.09
Discouraged Borrower
.19
.10
First Mortgage
6.38%
6.03%
Second Mortgage
7.88%
7.37%
Credit Card
12.80%
12.83%
Educational Loan
5.25%
5.12%
First Line of Credit
7.85%
6.23%
Consumer Loan
10.30%
8.48%
Demographic and Household Characteristics
Wealth
Mean
305,239
775,922
Median
76,616
147,742
Income
Mean
62,289
107,597
Median
40,941
59,257
Age
49.06
49.26
White
.73
.82
Black
.15
.07
Hispanic
.09
.07
Other
.03
.04
Education
13.15
13.68
(years of schooling)
Worker
.61
.78
Unemployed
.05
.03
Not in the Labor Force
.35
.19
No. of Children
.90
.71
Home-ownership Status
.65
.72
Marital Status
.43
.61
Credit Risk Characteristics
Bankruptcy
0.12
0.08
Payment Delay
0.07
0.04
No. Of Observations
9,322
10,538
(Wealth and income are in 2010 dollars. The SCF categorizes Hispanic as race and the
Other category consists Asian, American Indian, Alaska Native, and Native
Hawaiian/Other Pacific Islander. Two sample t-test results show that variable means for
men and women are statistically different at significance level of 5% or lower.)
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Table 4.3: Logit Results for Credit Denial
Variable

Marginal Effects for
Declined Borrower
I

Female dummy

Marginal Effects for
Discouraged Borrower
II

.004
.01***
(.003)
(.003)
Bankruptcy
.091***
.073***
(.008)
(.009)
Payment delay
.132***
.093***
(.011)
(.012)
Wealth
-.004***
-.003***
(.000)
(.000)
Income
-.005***
-.008***
(.001)
(.001)
Education
-.005***
-.011***
(.001)
(.002)
Worker
.028***
.012***
(.004)
(.003)
Unemployed
.006
.016**
(.009)
(.007)
Not in the labor force
Omitted due to
Omitted due to
multicollinearity
multicollinearity
Age
-.002***
-.001***
(.000)
(.000)
White
.006
-.017**
(.008)
(.007)
Black
.026**
.025**
(.012)
(.009)
Hispanic
.015
.000
(.011)
(.007)
Other
Omitted due to
Omitted due to
multicollinearity
multicollinearity
Home-ownership
-.02***
-.034***
(.005)
(.005)
No. of Children
.005***
.007***
(.001)
(.001)
Married
-.004
-.016***
(.004)
(.003)
Pseudo R-squared
.15
.23
Observations
19860
19860
(The numbers in the parenthesis are standard errors. *represents 10% significance, ** 5%
significance and *** 1% significance.)
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Table 4.4: Logit results for credit constraint borrowers
Variable

Marginal Effects for
Credit Constraint
I
.015***
(.005)
.174***
(.011)
.239***
(.017)
-.008***
(.001)
-.012***
(.001)
-.021***
(.002)
.034***
(.006)
.025*
(.014)
Omitted due to
multicollinearity
-.003***
(.000)
-.026**
(.013)
.051***
(.001)
.006
(.014)
omitted
-.058***
(.007)
.014***
(.002)
-.028***
(.006)

Marginal Effects for
Credit Constraint
II
Female Dummy
.017***
(.006)
Bankruptcy
.191***
(.018)
Payment delay
.223***
(.025)
Wealth
-.008***
(.001)
Income
.012***
(.001)
Education
-.02***
(.002)
Worker
.034***
(.006)
Unemployed
.025*
(.014)
Not in the labor force
Omitted due to
multicollinearity
Age
-.003***
(.000)
White
-.026**
(.013)
Black
.051**
(.016)
Hispanic
.006
(.014)
Other
omitted
Home-ownership
-.058***
(.007)
No. of Children
.014***
(.002)
Married
-.028***
(.006)
Woman x Bankruptcy
-.016
(.011)
Women x Payment Delay
.015
(.018)
Pseudo R-square
.24
.24
Observations
19860
19860
(The numbers in the parenthesis are standard errors. * represents 10% significance, **
5% significance and *** 1% significance.)
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Table 4.5: Logit results for credit constraint by sample year
Variables

Marginal
Effects I
(2001)

Marginal
Effects II
(2004)

Female dummy

Marginal
Effects III
(2007)

Marginal
Effects IV
(2010)

.015*
.018**
.023***
.009
(.009)
(.009)
(.009)
(.011)
Bankruptcy
.168***
.188***
.134***
.176***
(.025)
(.026)
(.02)
(.02)
Payment delay
.227***
.192***
.14***
.297***
(.039)
(.034)
(.032)
(.027)
Wealth
-.007***
-.005***
-.009***
-.008***
(.001)
(.001)
(.001)
(.001)
Income
-.007**
-.008***
-.017***
-. 01 ∗∗*
(.003)
(.003)
(.003)
(.003)
Education
-.013***
-.019***
-.024***
-.021***
(.004)
(.004)
(.004)
(.005)
Worker
.021*
.035***
.025**
.044***
(.01)
(.01)
(.01)
(.013)
Unemployed
-.013
.042
.005
.039
(.022)
(.03)
(.024)
(.026)
Not in the labor force
Omitted
omitted
omitted
omitted
Age
-.003***
-.003***
-.003***
-.004***
(.000)
(.000)
(.000)
(.000)
White
-.044
-.015
-.029
-.011
(.028)
(.022)
(.023)
(.025)
Black
.018
.05*
.034
.084**
(.027)
(.03)
(.028)
(.033)
Hispanic
-.028
.008
-.017
.049
(.019)
(.024)
(.02)
(.032)
Other
Omitted
omitted
omitted
omitted
Home-ownership
-.06***
-.049***
-.027**
-.072***
(0.013)
(0.013)
(0.012)
(0.014)
No. of Children
.01***
.011***
.01***
.021***
(0.003)
(0.004)
(0.004)
(0.004)
Married
-.021**
-.02**
-.02**
-.039***
(0.01)
(0.01)
(0.01)
(0.012)
Pseudo R-square
.27
.28
.26
.20
Observations
4442
4519
4417
6482
(The numbers in the parenthesis are standard errors. * represents 10% significance, **
5% significance and *** 1% significance.)
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Table 4.6: Sequential Logit results
Variables

Coefficient I
Decision Point 1

Female Dummy

Coefficient II
Decision Point 2

Coefficient III
Decision Point 3

-.154**
-.062*
.134***
(.074)
(.035)
(.061)
Bankruptcy
-.94***
.087
1.211***
(.086)
(.058)
(.079)
Payment Delay
-.532***
.996***
1.202***
(.105)
(.084)
(.092)
Log of Wealth
.045***
-0.016***
-.074***
(.009)
(.006)
(.008)
Log of Income
.057**
.017
-.068***
(.024)
(.011)
(.018)
Education
.047
-.198***
.117***
(.032)
(.015)
(.026)
Worker
-.364***
-.496***
.828***
(.102)
(.042)
(.078)
Unemployed
-.025
.034
-.006
(.181)
(.102)
(.14)
Not in the Labor Force
Omitted
omitted
omitted
Age
.028***
.034***
-.05***
(.003)
(.001)
(.002)
White
.221
-.241***
0.449***
(.174)
(.084)
(.149)
Black
-.148
.453
0.294*
(.188)
(.099)
(.161)
Hispanic
-.006
.483***
.105
(.198)
(.103)
(.167)
Other
Omitted
omitted
omitted
Home-ownership
.083
-1.237***
.469***
(.092)
(.049)
(.078)
No. of Children
-.08***
.031**
0.08***
(.029)
(.016)
(.024)
Married
.132
-0.376***
0.219***
(.083)
(.038)
(.067)
Constant
.931***
0.356**
0.644**
(.004)
(.148)
(.251)
(The numbers in the parenthesis are standard errors. * represents 10% significance, **
5% significance and *** 1% significance.)
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Table 4.7: Second stage regression results for first and second mortgage rates
Variable

First mortgage
Second Mortgage
Rates
Rates
I
II
Female Dummy
14.055***
33.505
(3.793)
(28.305)
Bankruptcy
24.869***
202.377***
(6.071)
(40.172)
Payment delay
64.888***
97.023*
(8.477)
(58.036)
Wealth
-2.495***
0.955
(.784)
(4.4)
Income
-3.571***
5.198
(1.234)
(7.440)
Education
-17.94***
31.784**
(1.69)
(12.792)
Worker
-4.824
254.713***
(5.723)
(49.101)
Unemployed
-26.922**
167.356*
(12.662)
(95.007)
Not in the labor force
Omitted
omitted
Age
-0.514***
-4.129***
(.178)
(1.363)
White
19.792**
106.519
(8.991)
(83.089)
Black
76.841***
110.4
(11.106)
(98.403)
Hispanic
25.429**
73.532
(11.30)
(98.677)
Other
Omitted
omitted
No. of Children
-4.219**
11.435
(1.651)
(11.817)
Married
0.762
135.758***
(4.837)
(35.35)
Constant
756.176***
-764.648***
(22.04)
(185.032)
Observations
19860
19860
(The numbers in the parenthesis are standard errors. * represents 10% significance, **
5% significance and *** 1% significance.)
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Table 4.8: Second stage regression results for credit card interest rates
Variable

Female Dummy

Credit Card
Interest Rates
I

Educational
Loans
II

First Line of
Credit
III

1.756
(11.721)
89.805***
(20.479)
228.598***
(30.909)
-2.611
(2.041)
14.407***
(3.467)
16.039***
(5.611)
9.251
(16.689)
119.739***
(39.218)
Omitted
1.294***
(.469)
7.088
(27.524)
31.017
(34.385)
12.721
(35.854)
Omitted
11.728**
(5.269)
11.794
(13.279)
-46.808**
(18.051)

16.413
(16.14)
-1.294
(23.267)
65.121**
(26.164)
1.186
(4.071)
7.401
(6.967)
-17.07
(14.209)
61.911**
(25.442)
31.214
(38.645)
omitted
2.757**
(1.306)
-23.259
(43.871)
0.374
(47.795)
-74.427
(49.755)
omitted
-12.141*
(6.537)
12.528
(19.567)
-30.394
(21.783)

71.1
(44.671)
160.819**
(79.507)
30.005
(110.741)
-37.997***
(7.999)
11.388
(12.036)
-45.397**
(19.865)
-20.141
(63.273)
-150.435
(165.151)
omitted
0.12
(2.089)
18.548
(109.924)
-33.303
(157.605)
6.037
(150.591)
omitted
-0.828
(19.209)
-15.372
(55.676)
-419.054***
(96.451)

Consumer
Credit
IV

110.943
(94.441)
Bankruptcy
-94.581
(123.229)
Payment delay
-129.987
(168.261)
Wealth
-8.282
(13.142)
Income
3.102
(32.606)
Education
-85.664**
(42.166)
Worker
271.058**
(124.353)
Unemployed
58.699
(225.444)
Not in the labor force
omitted
Age
11.229***
(3.977)
White
56.134
(253.829)
Black
141.159
(273.587)
Hispanic
135.59
(284.133)
Other
omitted
No. of Children
103.187***
(39.176)
Married
-116.337
(104.083)
Home-ownership
360.732***
(116.836)
Constant
1001.508***
384.682*** 1570.669*** 700.127
(56.834)
(103.672)
(301.842)
(530.346)
Observations
19860
19860
19860
19860
(The numbers in the parenthesis are standard errors. * represents 10% significance, **
5% significance and *** 1% significance.)
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