We propose a new approach to reach a near maximum likelihood (ML) MIMO detection performance with a strongly reduced computational effort. This method is based on a two-stage detection. In the first detection step a Zero-Forcing (ZF) equalizer is applied followed by a subsequent decision unit. The second step is a reduced-search (RS) algorithm over the ZF solution, which will be performed in an efficient way at the different transmitted data streams. The method provides a near ML performance while it demands a fixed computational effort which is extremely advantageous for the Hardware implementation of the detector.
Introduction
The maximum likelihood (ML) detector is the optimum detector in terms of minimizing the bit error rate (BER) for multiple input multiple output (MIMO) systems, but stays not feasible in practice due to its extremely high computational effort. Several approaches such as sphere decoding, lattice reduction and twostage detection have been investigated in order to reach a near ML performance with reduced computational effort. In this paper, our focus is only the last type of detection where various approaches have already been performed by applying a linear equalization to the received signal and a ML correction of the unreliable symbols [1] , [2] . These approaches do not only suffer from still high computational effort, but they also use reliability checks of high complexity. To overcome these drawbacks, we propose a new method called ZF RS, which is based on a ZF detection followed by a RS ML. The RS will be adjusted depending on the error probabilities at each data stream. The method provides a near ML performance while it demands a fixed computational effort. As the effort does not fluctuate the hardware is optimally exploited marking a crucial benefit compared to different proposals in [1] , [2] which allow for a varying effort and therefore only deal with a mean effort as the essential performance criterion. We notice that the fixed computational effort is determined by the number of operations allowed by the hardware board. The received signal vector x ∈ C M can be expressed as: x = Hs + n ∈ C M , where n ∈ C M denotes additive white Gaussian noise. The noise n is zero-mean with covariance matrix R n = σ 2 n I M , where σ 2 n denotes the noise power at each receive antenna, and I M ∈ N M ×M is the identity matrix.
For the first detection step, we refer to the ZF equalizer Figure 1 illustrates the detection scheme using the RS ML method. The ZF solution provides the starting search set. For each data stream m, the RS calculates the probability P m (k m ), that the transmitted symbol does not belong to the actual search set containing k m symbols. The search set for that data stream corresponding to the highest probability is increased by one additional, hypothetical symbol closest to the ZF solution. This reduces the probability that the transmitted symbol does not belong to this new search set. The algorithm proceeds in this way until a stop criterion which is based on the maximum computation complexity whose cardinality is k m , is P m (k m ) = erfc(
Detection algorithm
x e −n 2 dn abbreviates the commonly used complementary error function and ∆ ∈ R denotes the distance between two real (resp. (1) Initialization: c = 0 (6) while c = 0
We notice that F M denotes the fixed part of the computational effort F ZF RS in equation (2). Figure 2 exemplarily shows the derivation of the subsets for some given probabilities. In the last column, the search sets of the real (resp. imaginary) part have been marked at each iteration for the different data streams by blue ovals. The different subsets are derived over the ZF solution which is marked with red crosses. In
, the maximum number of hypotheses is |D| = 2 2 × 3 2 = 36.
Computational effort
The computational effort of the ZF RS detection algorithm will now be investigated. operator of a complex number. The computation of the next hypothesis will be performed in a similar way. Consequently, we need to perform for each hypothesis only an addition of 4 scalar real terms which corresponds to a computational effort of 2, instead of a computational effort of order O(4M 2 ) in the case of the commonly used ML. Thus, we get a strong reduction of the computational effort due to the large number of hypotheses |D|. The resulting computational effort needed by the ZF RS algorithm is the sum of efforts, required by ZF in the first detection step, and by RS in the second detection step including all possible required efforts even the calculation of k m for m = 1..M :
5 Performance analysis Figure 3 illustrates some simulation results of the ZF RS algorithm compared to the results of ZF V-BLAST derived from [3] and ML. We refer to a 3 × 3 system using 16 and 64 QAM. The computational effort F is given for each detector. We observe that the ZF RS achieves near ML performance in both constellation cases, but enables an effort reduction factor of more than 600 and 20 for 64 QAM and 16 QAM, respectively. We notice, that the computational effort F ZF RS is not an average effort over different realizations like in [1] , [2] , which does not present a performance measure for a practical implementation. F ZF RS is the maximum effort that would be needed, and stays also valid for a lower signal-to-noise ratio (SNR) and for bad conditioned matrices. If we consider for example a SNR delivering a BER of 10 −2 using 16 QAM in [2] the average effort, which is required to reach a near ML performance, is the ML effort reduced by a factor of about 4. This means that the required average effort in [2] is higher by a facor of 5 in comparison to F ZF RS which denotes the maximum effort allowed by the hardware resources. The remaining ZF RS curves in the figure show a good performance although the computational effort is significantly reduced. We get an effort reduction of about 6000 compared to ML with a performance loss of about 0.5 dB at a BER of 10 −2 using 64 QAM.
Conclusion
A novel MIMO detector was presented which is capable of combining a near ML detection performance with a very low computational effort. Furthermore, the algorithm is optimized for practical implementation as it enables a performance analysis as well as an effort adjustment which is determined by the maximum effort allowed by the available hardware resources. The method outperforms different proposals utilizing similar two-stage detection strategies as even their average effort already exceeds the worst-case effort of our detection scheme.
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