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Muchas aplicaciones yo algoritmos se expresan de manera mas sencilla utilizando lenguajes con estruc
turas o primitivas de concurrencia En este tipo de problemas es necesaria la presencia y manipulacion de
variables o estructuras de estados las cuales se utilizan como mecanismos de sincronizacion y comunicacion
entre los procesos Los semaforos son herramientas utilizadas para solucionar problemas de secciones crticas
e implementar protocolos de sincronizacion en programacion concurrente Los lenguajes funcionales son her
ramientas propicias para expresar paralelismo Concurrent Haskell es una extension concurrente del lenguaje
funcional puro y lazy Haskell 
En este trabajo se presentan varias implementaciones de semaforos en Concurrent Haskell y se propone una
generalizacion de las tecnicas y mecanismos de sincronizacion y comunicacion de procesos utilizando funciones
de alto orden como as tambien la posibilidad de expresar nuevas estructuras de manipulacion de concurrencia
como tipo de datos abstractos Un punto importante es estudiar la posibilidad de utilizar logicas aptas para
la concurrencia en la vericacion de programas funcionales concurrentes De esta manera se muestra que la
programacion funcional presenta una alternativa para el desarrollo de aplicaciones concurrentes
Palabras clave Programacion Funcional Programacion Concurrente
Concurrent Haskell  Semaforos
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Mecanismos de Sincronizacion
en Programacion Funcional Concurrente
  Introduccion
Un programa concurrente es un programa en el cual el orden de ejecucion de sus componentes no esta comple
tamente especicado en el texto del mismo Esta denicion incluye como un caso particular a los programas
en los cuales los diferentes componentes pueden ser ejecutados simultaneamente Muchas aplicaciones yo algo
ritmos pueden expresarse de una manera mas sencilla en lenguajes que soportan concurrencia En este tipo de
problemas es necesaria la presencia de mecanismos de sincronizacion y comunicacion entre los procesos En este
artculo utilizamos la memoria compartida como forma de comunicar datos y a los semaforos como mecanismo
de sincronizacion
Los lenguajes funcionales 	BW

 y en particular los puros y perezosos lazy son propicios para explotar el
paralelismo La ausencia de efectos laterales tambien llamada transparencia referencial caracterstica funda
mental de los lenguajes funcionales puros permite que para evaluar una expresion e  e se pueda evaluar
en paralelo e y e posiblemente en diferentes procesadores y luego obtener la suma de ambos resultados La
idea anterior se corresponde a la nocion de paralelismo implcito 	Hud JH Este tipo de paralelismo oca
sionalmente llamado ideal es de por s muy general por ejemplo un compilador de un lenguaje que lo soporte
debera ser tambien muy general ya que no tendra suciente informacion ni para elegir que subexpresion evaluar
en paralelo ni en que procesador hacerlo Por otro lado la idea de expresar problemas concurrentes lleva a pen
sar en una forma de paralelismo mas explcito 	Hud JH JGF es decir el lenguaje posee mecanismos o
anotaciones cuya semantica establece la manera y el lugar donde se aplica la evaluacion paralela o concurrente
Concurrent Haskell 	JGF es una extension concurrente del lenguaje funcional puro y lazy Haskell 	PH
 

el mismo permite expresar explcitamente mediante una serie de primitivas nuevas mecanismos de sincronizacion
y comunicacion para el desarrollo de aplicaciones concurrentes
Una de las primeras y mas importantes herramientas utilizadas para solucionar problemas de secciones crticas
e implementar protocolos de sincronizacion en programacion concurrente 	Dij Dij
 And son los semaforos
Este trabajo forma parte de un proyecto mas amplio el cual tiene como objetivos analizar las facilidades y
caractersticas de un lenguaje funcional puro y lazy con primitivas de concurrencia Concurrent Haskell  para
expresar problemas de alto nivel que utilizan concurrencia y encontrar una logica adecuada para vericar dichos
programas
Este trabajo en particular se centra en la especicacion e implementacion de los distintos tipos de semaforos
binary  splitbinary and general 	Dij Dij
 And y aplicaciones de los mismos en Concurrent Haskell 
Ademas se presenta una implementacion de barreras las cuales son utiles para resolver los problemas de
sicnronizacion de fase presentes por ejemplo en lo algoritmos paralelos sobre matrices
El artculo comienza con una breve explicacion de algunos conceptos que se utilizan en las secciones posteriores
monadas 	Wad entradasalida monadica monadic IO 	JW y las caractersticas basicas de Concurrent
Haskell 	JGF A continuacion se presentan las nociones basicas de semaforos su representacion en Concurrent
Haskell y diferentes maneras de construir semaforos generales junto con algunos ejemplos caractersticos de
sincronizacion y comunicacion Para los ejemplos se utiliza la notacion de Haskell y las extensiones de Concurrent
Haskell 
 Ideas basicas
Los lenguajes funcionales puros proveen una excelente base para los sistemas de programacion paralela Esto se
debe a la transparencia referencial de los mismos la cual permite evaluar subexpresiones de un termino dado
sin ningun tipo de interferencia Por otro lado la ausencia de efectos laterales tambien ha sido vista como una
debilidad de los lenguajes funcionales puros ya que de esta manera se excluyen caractersticas tradicionales de
los lenguajes imperativos tales como manipulacion de estados variables entradasalida y excepciones Las
monadas 	Wad son una tecnica que se utiliza para incorporar alguna de estas caractersticas en los lenguajes
funcionales de manera natural y eciente
  Monadas
Se puede denir a las monadas como una familia de tipos de datos abstractos que encapsulan estados y efectos
sobre esos estados para controlar la manera en que se usan los aspectos o efectos imperativos antes mencionados
Las unicas operaciones que se pueden aplicar sobre estos tipos de datos abstractos son operaciones de manipulacion
del estado leer escribir etc y de composicion de operaciones como las anteriores Basicamente una monada
tiene que tener dos operaciones return  a  m a 	
  m a a  m b
 m b y cumplir con una
serie de leyes algebraicas para mas detalle consultar 	Wad
Una expresion de la forma return e representa la computacion trivial que produce un resultado e sin realizar
ninguna accion ni efecto sobre el estado que encapsula la monada Por otro lado el operador 	
 llamado
bind puede ser pensado como una manera de secuenciar efectos o computaciones Es decir m 	 f computa
la monada m que devuelve un resultado que es utilizado por f para realizar su computacion Si llamamos a al
resultado de m entonces f a
 se llama continuacion de m en m 	 f

A n de simplicar la lectura de expresiones monadicas se provee una notacion especial conocida como
donotation La misma consiste en una lista de expresiones monadicas con guardas de patron opcionales y
precedidas por la palabra clave do Una guarda de patron especica la variable a la que ligar el resultado de la
expresion monadica y provee una abreviatura para bind La expresion e	nvare se escribe do fvare
eg y la expresion ee se escribe do feeg Gracias a la layout rule que especica que la indentacion es






Wadler y PeytonJones 	JW utilizaron el estilo monadico para desarrollar lo que se conoce como entradasalida
monadica monadic IO Esta tecnica ha creado un nuevo estilo de programacion funcional conocido como
programacion funcional imperativa
La entradasalida monadica se basa en la transformacion paulatina de estados state transformers 	Wad
que produce cada computacion esto es una funcion computacion que transforma el estado actual en uno
nuevo Ademas se requiere que las computaciones retornen valores o resultados luego la denicion del tipo que
representa lo dicho anteriormente queda como type IO a 	 World  a World

Llamaremos acciones o computaciones a las expresiones de tipo IO a Ademas de las acciones monadicas
vistas usaremos las siguientes acciones y operadores
Combinators

  IO a  IO b  IO b evalua m descarta su resultado y evalua n
m  n 	 m 	   n
sequence  IO a  IO 
 secuencia efectos




hGetChar  Handle  IO Char lee un caracter desde un disp determinado
hPutChar  Handle  Char  IO 
 escribe un caracter en el dispositivo
other important actions
skip  IO 
 no action
skip 	 return 

print  String  IO 
 imprime st en la salida standard
print st 	 sequence map hPutChar stdout
 st

Al ser IO una monada se puede utilizar la donotation dandole a los programas un aspecto imperativo
  Concurrent Haskell
Concurrent Haskell 	JGF es una extension concurrente ya implementada y disponible gratuitamente del
lenguaje funcional Haskell 	PH
 
 Esta extension consiste basicamente en una serie de primitivas con una
semantica determinada Los ingredientes principales que agrega Concurrent Haskell son los procesos junto con
un mecanismo para la inicializacion de los mismos y el concepto de estado mutable atomicallymutable state o
variables mutables para poder realizar la comunicacion y cooperacion entre procesos
La primitiva que provee Concurrent Haskell para crear un proceso concurrente es forkIO  IO
  IO

La funcion forkIO es un combinador que toma una accion programa como argumento y de alguna manera
genera o dispara un proceso concurrente que realiza dicha accion es decir forkIO crea un proceso que se
ejecuta concurrentemente con el proceso continuacion El siguiente ejemplo ilustra la utilizacion de forkIO
let loop st 	 print st  loop st  loop st imprime una secuencia infinita de sts
in forkIO loop Concurrent
  loop Continuation
La primitiva forkIO no es suciente para proveer programacion concurrente en Haskell  se necesitan mecan
ismos que permitan la sincronizacion y comunicacion entre procesos Las bases para conformar estos mecanismos
radican en lo que llamamos anteriormente estados u objetos mutables 	JGF LJ LJ
Que es un estado en funcional Un estado es una referencia a una posicion o variable modicable que
puede almacenar un valor Es difcil imaginarse la idea de estado o variable en un lenguaje funcional puro
El sistema 	LJ que soporta la manipulacion de estados mutables encapsula las computaciones de estados
stateful computations de forma segura utilizando monadas y garantiza una completa transparencia referencial
completo control del programador sobre los objetos mutables y propiedades de lazyness sobre los mismos sin
perder seguridad
El tipo y las operaciones primitivas que denen a las variables mutables son las siguientes
type MutVar
newVar  a  IO MutVar a
  Retorna una MutVars con valor a
readVar  MutVar a  IO a  Lee el valor de una MutVar
writeVar  MutVar a  a  IO 
  Escribe un valor a en una MutVar
La funcion newVar toma un estado inicial de un tipo dado y crea una nueva referencia a una variable que
contiene dicho valor inicial mientras que las operaciones readVar y writeVar leen y escriben respectivamente
valores de las referencias o variables
Existen otro tipo de variables mutables que toman sus bases de las anteriores y que son las que sirven
para realizar los mecanismos de sincronizacion y comunicacion de Concurrent Haskell  Primero se dene el tipo
primitivo que las caracteriza type Mvar a Un valor de tipo Mvar t para algun tipo t es el nombre o referencia
a una posicion mutable que o bien esta vaca o bien contiene un valor de tipo t Las operaciones primitivas
que actuan sobre las Mvar son newMVar  IO Mvar que crea una nueva Mvar takeMVar  Mvar a  IO a
que se bloquea mientras la posicion este vaca y luego lee y retorna el valor dejando la posicion nuevamente
vaca y putMVar  Mvar a  a  IO
 que escribe un valor en la posicion especicada Si hay uno o mas
procesos bloqueados en un takeMVar de dicha posicion entonces uno es despertado y continua su ejecucion
Es un error realizar una operacion putMVar sobre una posicion que ya contiene un valor Como comentario nal
sobre las Mvar cabe mencionar las diferentes maneras en que estas pueden ser vistas una version sincronizada
de las MutVar un canal de comunicacion productorconsumidor donde sus operaciones takeMVar putMVar
hacen las veces de las operaciones receive y send de los canales o un semaforo binario esta ultima se utiliza en
el resto del artculo
Es interesante destacar que dos procesos concurrentes creados con la funcion fork comparten las variables
mutables creadas anteriormente pudiendo interferir uno con el otro por lo cual para garantizar el acceso seguro
a las mismas deben utilizarse mecanismos de sincronizacion y comunicacion
 Semaforos
El concepto de semaforo 	And esta motivado por una de las maneras de sincronizar o controlar el traco
de trenes para evitar colisiones Los semaforos de trenes son una especie de bandera que indican si la va
esta libre u ocupada Los semaforos pueden activarse y luego liberarse de tal manera que si un tren ocupa
la seccion crtica de la va otro pueda detenerse o disminuir su velocidad hasta que el primero la libere Los
semaforos en programacion concurrente son muy similares proveen un mecanismo de senalizacion y son usados
para implementar exclusion mutua y condiciones de sincronizacion
Entonces un semaforo es un tipo de dato abstracto que encapsula un valor y que puede ser manipulado
solamente por dos operaciones atomicas especiales P y V en algunas bibliografas suelen llamarse wait y signal
respectivamente La operacion V senaliza la ocurrencia de un evento la operacion P es usada para dormir a un
proceso hasta que ocurra un evento Los semaforos generales encapsulan un numero natural inicializado en  La
implementacion imperativa de la operacion P es Ps
  await s r s	s  y la de V es Vs
  s	s 
el invariante del semaforo es s 	  donde  S  indica que la sentencia S es ejecutada de manera atomica
En un primer momento jaremos nuestra atencion en los semaforos binarios binary semaphore en los
cuales su valor interno puede ser unicamente  o  Veremos que con este tipo de semaforos se podran expresar y
solucionar una gran variedad de problemas entre los cuales podemos mencionar exclusion mutua grafo de prece
dencias escritoreslectores tambien se menciona la tecnica de semaforo binario partido splitbinary semaphore
con la cual se implementan los semaforos generales
La manera de expresar a los semaforos binarios en Concurrent Haskell se origina directamente de la denicion
o semantica de las Mvars antes mencionadas La denicion de los mismos es
type Sem 	 Mvar

newSem  IO Sem signal  Sem  IO
 wait  Sem  IO

newSem 	 newEmptyMVar signal s 	 putMVar s 
 wait s 	 takeMVar s
 Semaforos generales
En esta seccion veremos como implementar semaforos generales a partir de semaforos binarios y variables enteras
usando la tecnica de los splitbinary semaphores SBS  	Dij Dij
 And Los SBS estan formados por
n semaforos binarios que para cualquier programa siempre cumplen el invariante global SPLIT   b 
 bn   donde bi es el valor del semaforo iesimo Ellos ofrecen una tecnica sistematica para el diseno
de programas concurrentes en los cuales la interaccion de los componentes secuenciales de los programas estan
restringidos a secciones crticas
Volviendo al punto de los semaforos generales la idea es representar con SBS las operaciones e invariante de
los semaforos generales vistas anteriormente Para esto utilizaremos una variable k que representa al semaforo
en s mismo y dos semaforos binarios m y s inicializados en  y  respectivamente A continuacion se muestra
la implementacion nal en funcional de las operaciones wait y signal para semaforos generales Para ver el
proceso de construccion completo se recomienda ver 	Dij Dij

Notese en ete programa que se mantiene invariante la relacion
  m  s  
Por otro lado si k es positiva entonces su valor es el valor del semaforo mientras que si es negativa entonces
es el numero de procesos esperando en el correspondiente semaforo
type GSem 	 Sem Sem MutVar Int

newGSem  Int  IO GSem
newGSem n 	 do m  newSem
signal m
s  newSem
k  newVar n
return m s k

signalG  GSem  IO

signalG m s k
 	 do wait m
valk  readVar k
writeVar k valk
signal if valk  
 then s else m

waitG  GSem  IO

waitG m s k
 	 do wait m
valk  readVar k
writeVar k valk

if valk  
 then skip else signal m  wait s
signal m
En 	JGF se muestra otra implementacion de semaforos generales que utiliza una Mvar que contiene el valor
del semaforo y una lista de semaforos binarios que indica los procesos que se encuentran dormidos esperando una
operacion signal Cabe destacar que la implementacion presentada en este artculo se construye exclusivamente
a partir de semaforos binarios utilizando la tecnica SBS y solo se usan dos de ellos independientemente de la
cantidad de procesos dormidos
 Readers and Writers
Una buena manera de entender las estructuras concurrentes es mediante ejemplos En esta seccion se describe el
ejemplo de lectoresescritores readerswriters
El problema de los readerswriters es un clasico problema de sincronizacion Existen dos clases de procesos
readers y writers que comparten una base de datos Los readers ejecutan transacciones que solo examinan los
registros de la base de datos los writers tambien pueden actualizar la base de datos Las transacciones de los
writers deben realizarse en forma exclusiva para garantizar la integridad de la base de datos Si ningun writer
esta accediendo a la base de datos entonces los readers pueden ejecutar concurrentemente sus transacciones Esta
propiedad se especica mas sucintamente como el siguiente invariante donde nr y nw representan respectivamente
el numero de readers y writers respectivamente
nw    nw    nr  
En la implementacion descrita a continuacion se utiliza una variante de la tecnica SBS ver Sect  llamada
passing the baton 	And Una de las propuestas futuras es especicar esta tecnica de transformacion de pro
gramas como una funcion de alto orden que dada una especicacion coarsedgrained de un proceso concurrente
retorne una implementacion de la misma con SBS  Solo se muestra la implementacion del proceso read  el proceso
write se construye de la misma manera cambiando los contadores y la guarda de condicion en el acceso a la base
de datos En esta implementacion se le da prioridad a los lectores aunque esto puede cambiarse trivialmente
modicando la funcion signalSBS
Notes drdw counters of rsws are delayed nrnw counters of rsws
accessing the db mrw are mutex read and write binary sem
type SBS 	 Sem Sem Sem

type IntVar 	 MutVar Int
type Vars 	 IntVar IntVar







doTrue do wait m
br  guardR nw
if not br





signalSBS sbs d v
readDataBase  seccion critica
wait m
dec nr
signalSBS sbs d v 

guardR  IntVar  IO Bool  evalua si hay algun escritor activo
guardR nw 	 do valnw  readVar nw
return valnw		

guardW  IntVar  IntVar  IO Bool  hay lectores o escritores activos
guardW nw nr 	 do valnw  readVar nw
valnr  readVar nr
return valnw		  valnr		







do valdr  readVar dr
valdw  readVar dw
br  guardR nw  br 	 no hay escritores
bw  guardW nw nr  bw 	 no hay escritores ni lectores
if br  dr
  hay algun lector esperando y puede
then do dec dr  ser despertado
signal r
else
if bw  dw
  hay algun escritor esperando y puede






dotrue io 	 io  doTrue
 Barrier Synchronization
En esta seccion se presenta otro mecanismo de sincronizacion para procesos concurrentes Esta tecnica de
sincronizacion se utiliza para modelar y resolver algoritmos interactivos paralelos de la forma
Processin do true 
code to implement task i
wait for all n tasks to complete
od
donde cada proceso necesita esperar a que todos los otros hayan terminado su iteracion antes de continuar con
la siguiente este tipo de sincronizacion se llama barrier synchronization Los barriers 	And se encargan de
controlar este tipo de sincronizacion jando un punto de espera una barrera en donde todos los procesos deben
esperar a que todos los restantes procesos lleguen para poder continuar su ejecucion
En 	And se muestran diferentes implementaciones de barriers utilizando distintas tecnicas de interaccion de
procesos algunas de ellas son shared counter  ags and cordinators combining tree buttery and dissemination
etc Por otro lado la implementacion de barriers presentada en este trabajo no sigue ninguna de las tecnicas
antes mencionadas solo utiliza las primitivas de MVars provistas por Concurrent Haskell y los semaforos binarios
de la Sect 
Los barriers se denen como un tipo de dato abstracto con dos operaciones principales una de inicializacion
y otra de sincronizacion La representacion interna del barrier consta de la cantidad de procesos que utilizan
la barrera una Mvar que guarda la cantidad de pasos o veces que se cruzo la barrera la cantidad de procesos
que faltan arribar a la misma y una lista de los semaforos binarios correspondientes a los procesos dormidos
ademas se tienen los semaforos binarios que se utilizan para dormir a cada proceso en la barrera A continuacion
se muestra la implementacion en Haskell 
data Barrier 	 B Int Mvar Int Int Sem

 Sem
newBarrier  Int  IO Barrier
newBarrier n 	 do m  newMVar  n 
 inicializa la barrera
sems  newEmptySemaphores n n semaforos vacios
return B n m sems

barrier  Int  Barrier  IO 

barrier i B n m sems
 	
do step toArrive xs
  takeMvar m
if toArrive 		 
then do sequence map signal xs
 despierta todos los semaforos
putMVar m step n 
 un paso nuevo de la barrera
else do putMVar m step toArrive sxs

wait s
where s 	 sems  i

En este punto cabe destacar la importancia de representar a los mecanismos de sincronizcion como tipos de
datos abstractos ya que de esta manera se puede realizar la especicacion de los mismos independientemente de
la implementacion y la tecnica de interaccion de procesos utilizada
 Sumas Parciales
Un algoritmo paralelo de datos es un algortimo iterativo que manipula constantemente y en paralelo un arreglo
compartido En esta seccion se presenta un ejemplo donde se utilizan los barriers para desarrollar una solucion a
un algoritmo paralelo de datos El problema a resolver se conoce como el problema de las sumas parciales pero
puede ser generalizado al calculo de computaciones prejas en paralelo CPP 	And Las CPP son utiles en
muchas aplicaciones incluyendo procesamiento de imagenes computaciones de matrices y parsing de lenguajes
regulares En este ejemplo se utiliza la suma matematica pero el algoritmo basico puede ser usado para cualquier
operador binario
El problema se puede instanciar de la siguiente manera dado un arreglo a	  n calcular sum	  n donde
sum	i es la suma de los primeros i elementos de a
A continuacion se muestra una implementacion de la generalizacion CPPdel algoritmo que resuelve este
problema Existe un proceso por cada elemento del arreglo que va calculando las computaciones prejas que le
corresponda en paralelo con los otros procesos Los barriers son necesarios para evitar interferencia entre los
procesos por ejemplo el arreglo ppc	  n necesita ser inicializado antes de cualquier proceso pueda leerlo La
implementacion utilizada es la de la Sect  El algoritmo comienza con la inicializacion del arreglo de computa
ciones prejas cada proceso colabora en esta tarea y luego progresivamente se lo procesa en forma sincronizada
utilizando los barriers funcion bodyppc
type IdProcess 	 Int
type BinaryOp a 	 aaa
sumas 	 doppc 

 ppc  parallel prefix computation
doppc BinaryOp a  IdProcess  Barrier  Array a  Array a  Array a  IO 

doppc bOp i bar old ppc a 	
do ai  readArray a i
writeArray ppc i ai  ppci	 ai
barrier i bar  barrier sincronization
bodyppc bOp i  old ppc bar
bodyppc  BinaryOp a  IdProcess  Int  Array a  Array a  Barrier  IO

bodyppc opB i d old ppc bar 	
do if dn
  n	num de elem en sum
then do ppci  readArray ppc i
writeArray old i ppci  oldi	ppci
barrier i bar  barrier sincronization
if id
	
then do oldid  readArray old id

writeArray ppc i oldid opB ppci
  ppci	oldidppci
else skip
barrier i bar  barrier sincronization
bodyppc opB i d
 old ppc bar
else skip
Tambien se pudo analizar las diferencias acerca de las distintas implementaciones para la solucion del prob
lema La implementacion en paralelo requiere la utilizacion de mecanismos de sincronizacion de procesos como
son los barriers pero es mucho mas eciente que la secuencial del orden de dlog

ne Las implementaciones
imperativas se pueden traducir facilmente a codigo funcional pero el algoritmo en s mismo se expresa de man
era mas natural en un lenguaje funcional El paso siguiente es probar la equivalencia entre las dos alternativas
secuencial y paralela utilizando posiblemente logicas aptas para la concurrencia y razonamiento ecuacional
	 Conclusiones y Trabajos Futuros
La especicacion de mecanismos de sincronizacion y comunicacion de procesos concurrentes como los semaforos
en un lenguaje funcional como Concurrent Haskell se logra de manera muy sencilla
Durante este trabajo se busco especicar aspectos de la concurrencia desarrollados en forma imperativa con
un lenguaje funcional Esto ultimo no invalida la idea de encontrar mecanismos puramente funcionales Por
otro lado como una conclusion nal sobre los semaforos funcionales podemos decir que estos pueden expresarse
de manera concisa y agregarse facilmente al lenguaje Ademas pueden utilizarse naturalmente para solucionar
problemas concurrentes
Este trabajo constituye uno de los pasos iniciales de un plan de proyecto mas grande el cual tiene como
objetivo caracterizar a la programacion funcional como una herramienta para expresar programas concurrentes
Los trabajos proximos radicaran en especicar otros mecanismos de comunicacion y sincronizacion como
pueden ser los canales regiones crticas y monitores De esta manera intentamos aprovechar las ventajas del
alto orden en el desarrollo de programas concurrentes
Otro punto sobre el que se centrara la atencion es en la vericacion de programas funcionales concurrentes
En programas funcionales que utilizan las monadas de manera intensiva el razonamiento ecuacional no parece
suciente para demostrar la correccion de estos Por lo tanto uno de los puntos mas importantes a estudiar es
la posibilidad de utilizar logicas aptas para la concurrencia eg la logica de OwickiGries en un marco con alto
orden y si puede mantenerse por supuesto con restricciones alguna forma del razonamiento ecuacional que es
tan comodo cuando se trabaja con programas funcionales puros
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