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Abstract
Preparing quantum thermal states on a quantum computer is in general a difficult task.
We provide a procedure to prepare a thermal state on a quantum computer with a logarithmic
depth circuit of local quantum channels assuming that the thermal state correlations satisfy the
following two properties: (i) the correlations between two regions are exponentially decaying in
the distance between the regions, and (ii) the thermal state is an approximate Markov state for
shielded regions. We require both properties to hold for the thermal state of the Hamiltonian
on any induced subgraph of the original lattice. Assumption (ii) is satisfied for all commuting
Gibbs states, while assumption (i) is satisfied for every model above a critical temperature. Both
assumptions are satisfied in one spatial dimension. Moreover, both assumptions are expected to
hold above the thermal phase transition for models without any topological order at finite tem-
perature. As a building block, we show that exponential decay of correlation (for thermal states
of Hamiltonians on all induced subgraph) is sufficient to efficiently estimate the expectation
value of a local observable. Our proof uses quantum belief propagation, a recent strengthening
of strong sub-additivity, and naturally breaks down for states with topological order.
1 Introduction
Preparing, or sampling from, thermal (Gibbs) states is one of the most important tasks for the sim-
ulation of physical systems. The Metropolis sampling algorithm and its variants is the workhorse
for classical statistical mechanical models. Unfortunately, no single purpose algorithm is known for
sampling quantum thermal states, since transitions between energy levels of the system Hamiltonian
cannot in general be performed by local operations. A number of quantum Gibbs sampling algo-
rithms have been proposed [1, 2, 3, 4], with two algorithms standing out: the quantum Metropolis
algorithm [2], and the Davies Gibbs sampling algorithm [1]. The quantum Metropolis algorithm
emulates the classical metropolis algorithm at the quantum circuit level. It is general purpose, and
as such is the leading practical candidate for use on a programmable quantum computer, but its
performance is extremely difficult to analyze. Furthermore, whereas the classical Metropolis algo-
rithm closely models the action of a thermal reservoir on a physical system, the quantum Metropolis
algorithm seems disconnected from a physical preparation mechanism. The Davies Gibbs sampling
algorithm, on the other hand, models the physical process of a system weakly interaction with a
thermal bath, and under certain circumstances it is possible to provide guarantees on its runtime
[1]. Unfortunately, the Davies Gibbs sampling algorithm only works for quantum Hamiltonians
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with locally commuting terms, which is a severe drawback 1.
In this paper, we introduce a new Gibbs state preparation procedure for which we have efficiency
guarantees that reflect physically reasonable assumptions. The simulation algorithm takes the form
of a circuit of local quantum channels that approximates the desired Gibbs state exponentially well
in the depth of the circuit. It is based on the idea that if the Gibbs state has exponentially decaying
correlations, then expectation values of observables in the bulk cannot be sensitive to fluctuations
at the boundary. Therefore, patching bits of the thermal state together will “look” like the global
Gibbs state everywhere except where the patches were stitched together. If we then patch bits of
the thermal state over the stitch lines, then this will smoothen them out. Such a procedure works
under two assumptions: first that correlations are exponentially decaying, and second that erased
patches can be recovered locally.
Our preparation scheme builds upon recent progress in the fields of quantum information and
many-body theory. In particular, we use the formalism and intuition that was developed in Ref. [1]
for analyzing quantum Gibbs states. This was in turn inspired by a large body of work analyzing
the convergence behavior of Glauber dynamics for classical spin systems [5, 6, 7]. It is interesting
to note that our proof applied to a classical spin system is novel, and could provide new insight in
their analysis. We also make use of the recent strengthening of strong subaditivity, where it was
shown that if the conditional mutual information between three disconnected regions ABC is small,
then there exists a quantum channel recovering the erasure of region A from the information in B
only [8, 9]. Finally, we need the quantum belief propagation equations derived in Ref. [10]. All of
these ingredients when put together make our proof relatively simple and very intuitive, contrary
to some other convergence proofs based on a detailed analysis of the spectral gap of a many-body
generator.
Finally, our algorithm is formulated and proved to converge rapidly for certain classes of Gibbs
states, but it also works as a pure state preparation algorithm if the pure state is the ground state
of a local frustration-free Hamiltonian. Crucially, the assumptions in the theorem break down
whenever the pure state has a non-zero topological entanglement entropy. This is necessary, since
the algorithm converges in a number of local steps thats scales as the logarithm of the system size,
whereas we know that no topologically ordered state can be prepared with a finite depth circuit
of quantum channels [11]. The scaling of our algorithm is similar to that for the preparation of
injective PEPS with a uniformly gapped parent Hamiltonian in Ref. [12]. We believe that there
are connections between the two algorithms, that otherwise appear to be very distinct, although
we do not elaborate on them in this paper.
Summary of results: We start by introducing the necessary framework to formulate the two
main assumptions in the paper: (i) uniform clustering of correlations, and (ii) the uniform Markov
property. For a given lattice, and a Gibbs state defined on it, the system is uniformly clustering if
for any subset of the lattice, any two observables defined on the subset have exponentially decaying
correlation as defined by the covariance (see Def. 1). The definition is distinct from the more
conventional notion as we require that the Gibbs state define on a reduced region (rather than the
reduction of the total Gibbs state to the region) satisfies some form of decay of correlations. A
system is said to satisfy the uniform Markov property if for any region A, the conditional mutual
information between A and C, where B shields A from C, is decaying in the width of B.
The first main result is that expectation values of local observables can be estimated locally if
the state is uniformly clustering. The ability to locally estimate expectation values is often referred
1Davies Gibbs sampling can be defined for non-commuting models as well, but the Liouvillian is non-local in
general.
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to as local indistinguishability, and is closely related to the notion of local topological quantum
order for ground states, as defined in Ref. [13]. Building on the first result, we prove the main
result of the paper: If the Gibbs state is (i) uniformly clustering, and (ii) uniformly Markovian
for non-contractible regions of the lattice, then we can construct a constant depth circuit of quasi-
local quantum channels that prepares the Gibbs state from any initial state. The precision of the
approximation grows exponentially with the support of the quasi-local circuit elements, so we can
choose the locality of the circuit to be O(log(N)), where N is the number of particles, if the error
in the uniform clustering and Markov conditions is exponentially decaying (see Theorem 5). As a
corollary of our main theorem, we show that under the same assumptions the procedure can be
iterated to yield a log-depth circuit of strictly local quantum channels to prepare the Gibbs state.
We point out the following extensions or sharpening of our main theorem: (a) in one dimen-
sion, both assumptions are satisfied and hence all one dimensional Gibbs states of local bounded
Hamiltonians can be prepared efficiently on a quantum computer. (b) We find that the Gibbs state
of commuting Hamiltonians always satisfy the uniform Markov property, and hence the efficiency
of preparation only depends on uniform clustering. This also implies that quantum memories
based on commuting projector codes, such as the 4D Toric code, must have long range correla-
tions. (c) Finally, we note that our main proof can be extended to the preparation of ground
states of gapped frustration-free Hamiltonians. In the case of stabilizer Hamiltonians, the ability
to efficiently prepare the state is guaranteed by a trivial topological entanglement entropy; hence
explicitly connecting the circuit definition of topological order and the topological entanglement
definition2.
2 Preliminaries
2.1 Notation
This paper concerns quantum spin systems on the lattice. Although the results presented here can
be extended to more general graphs, we will restrict our attention to spins living on a d-dimensional
finite square lattice Λ ⊆ Zd, which can be identified with (Z\L)d for an integer L (we will call L
the lattice side length). Lattice subsets will be denoted by upper case Latin letters, e.g. A,B ⊆ Λ.
The complement of a set A ∈ Λ will be written Ac. The cardinality of a set A will be denoted
by |A|. The global Hilbert space associated to Λ is HΛ =
⊗
x∈ΛHx. We assume the local Hilbert
spaces are finite dimensional, i.e. dim(Hx) < ∞. We denote the set of bounded operators acting
on HΛ by BΛ ≡ B, and its Hermitian subset by AΛ ⊆ BΛ. The elements of AΛ will be called
observables, and will always be denoted with lower case Latin letters (f, g ∈ AΛ). We will say that
an operator f ∈ BΛ has support on A ⊂ Λ if it can be written as fA⊗1Ac , for an operator fA ∈ BA.
For i, j ∈ Λ, we denote by dist(i, j) the Euclidean distance in Zd. The distance between two sets
A,B ⊆ Λ is dist(A,B) := min{dist(i, j), i ∈ A, j ∈ B}. We will write the operator norm of f as
||f ||, the trace norm is written || · ||1.
We define the system Hamiltonian to be a local operator on the lattice Λ; i.e. H =
∑
Z⊂Λ h
Z ,
where each hZ has support on constant number of adjacent sites. For any A ⊂ Λ, we define
HA =
∑
Z⊂A h
Z to be all of the terms of H with support within A. The terms of the Hamiltonian
intersecting the boundary of A are labelled H∂A. The thermal (Gibbs) state of the full lattice Λ is
ρ ≡ ρΛ = e−βHΛ/tr
(
e−βH
Λ
)
(1)
2A similar construction was discovered earlier by Alexei Kitaev and presented in the lecture available online.
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Restricted Gibbs states will similarly be written by ρA = e−βHA/tr
(
e−βHA
)
, for any A ⊆ Λ. We
will always write a superscript to mean the region of the lattice on which the Gibbs state is defined.
A subscript on states refers to the partial trace as usual; for example ρABA = trA[ρ
AB]. Unless
otherwise specified, ρ will always refer to the Gibbs state. The covariance of two observables f, g
in a state σ is given by:
Covσ(f, g) = |tr (σfg)− tr (σf) tr (σg) |. (2)
2.2 Clustering
The main assumptions throughout the paper will be on the structure of the correlations in the
thermal state. We define below two extensions of the usual two point function correlation decay:
Definition 1 (Uniform clustering). Let H be a local bounded Hamiltonian, β an inverse tempera-
ture, and ρ the Gibbs state of H at inverse temperature β. The pair (H,β) is said to be uniformly
(`)-clustering if for any X ⊂ Λ and any A ⊂ X and B ⊂ X such that dist(A,B) ≥ `,
CovρX (f, g) ≤ ||f || ||g||(`) (3)
for any f supported on A and g supported on B.
If a specific state ρX satisfies Eqn. (3), then we simply say that ρX is (`)-clustering. We
call this property uniform clustering to contrast with regular clustering that usually only refers
to properties of the bulk state ρΛ. However, it is our belief that this definition is relevant when
talking about a Hamiltonian defined for a class of graphs, especially lattices. For some X ⊂ Λ,
ρX is simply the Gibbs state with ’closed boundary conditions’ of the punctured lattice X. A
more subtle point is in fact what regions A,B ⊂ X may be considered. For topologically ordered
systems, such as the Toric [14] or Color [15] code Hamiltonians, the ground states are uniformly
clustering for contractible regions, however such systems are not uniformly clustering if we allow
for non-contractible regions. In the proof of Theorem 5 we will crucially need the Gibbs state to
be uniformly clustering also for non-contractible regions. Classical Gibbs states do not make a
distinction between contractible and non-contractible regions, as they cannot exhibit topological
order. Whether there is a distinction for Gibbs states of quantum systems is still an open question.
We discuss this point in more detail in Sec. 3.3.
2.3 Belief Propagation
If the Hamiltonian H = H0 + V satisfies [H0, V ] = 0, then the Gibbs state of H can be expressed
in terms of the Gibbs state of H0 as e
−βH = e−βH0e−βV . The same is not true if H0 and V
do not commute. However, using the belief propagation equations it can be shown that this is
approximately true if the perturbation is local. Indeed, it was shown in in Ref. [16] (see also
[17]) that if H0 is local, then there exists an operator η
V such that e−βH = ηV e−βH0ηV,† with the
property that ηV is quasi-local and bounded ||ηV || ≤ eβ||V ||/2. By quasi-local we mean that there
exists an operator ηV` with support on a ball of radius ` around the support of V , such that
||ηV − ηV` || ≤ eO(||V ||)e−c`, (4)
for some constant c that is proportional to the Lieb-Robinson velocity of the model. From Eqn.
(4), we get that for any bounded local perturbation V of a local Hamiltonian H0, there exist a
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Figure 1: Two different lattice decompositions illustrating the setup for the uniform Markov prop-
erty. a) System ABC = Λ consists of a circle A shielded from C by a ring B of width `. b) System
A1B1A2B2C consists of two circles each shielded from C by a ring of width `. The outer circles
do not overlap. The union property says that if regions A1, A2 can be recovered locally, and their
recovery operations do not overlap, then the union of the regions can be recovered locally.
quasi-local operator ηV` , such that
||e−β(H0+V ) − ηV` e−βH0ηV,†` ||1 ≤ c1e−c2` := γ(`), (5)
where c1 and c2 are constant as long as V is local. The bound is always exponential for local H
and a local perturbation V . We will write it as γ(`) for later convenience to keep track of all error
terms explicitly. A derivation of the belief propagation equations can be found in Refs. [10, 18, 17]
The actual form of the ηV` is not important to us now, rather we only need their locality and
boundedness properties.
2.4 The Markov property and recovery maps
Gibbs states of local Hamiltonian satisfy an Area Law for mutual information [19], meaning that
for any A ⊂ Λ,
Iρ(A : A
c) = O(|∂A|), (6)
where Iρ(A : B) = Sρ(A) + Sρ(B) − Sρ(AB) is the mutual information of the Gibbs state ρ and
Sρ(A) = −tr (ρA log(ρA)) is the Von Neumann entropy of the reduced state ρA.
The conditional mutual information is a measure of correlations between two quantum systems
from the perspective of a third one. It is defined as
Iρ(A : C|B) = Sρ(AB) + Sρ(BC)− Sρ(B)− Sρ(ABC). (7)
The conditional mutual information is always positive because of the strong subadditivity of Von
Neumann entropy. On top of guaranteeing that an area law holds, a small conditional mutual
information actually bounds the rate at which the mutual information saturates with a growing
B region (see Ref. [18]). We will want to characterize systems with a small conditional mutual
information.
One of the main implications of the conditional mutual information being small is that it implies
the existence of a local recovery map:
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Theorem 2 (Fawzi-Renner [8]). For any state σ on ABC = Λ as in Fig. 1a), there exists a
quantum channel R : B → BC such that
Iσ(A : C|B) ≥ −2 log2 F (σ,RAB(σAB)), (8)
where F (ρ, σ) := ||√ρ√σ||1 is the fidelity.
In terms of the trace norm, Eqn. (8) reads
Iσ(A : C|B) ≥ 1
4 log 2
||σ −RAB(σBC)||21. (9)
In Ref. [9], it was shown that the recovery map R can always be chosen as a rotated Petz map
[20]. The converse of Theorem 2 is also true:
Iσ(A : C|B) ≤ 13 log(dAB)||σABC −RAB(σBC)||
1
2
1 . (10)
One immediate consequence of Theorem 2 is that if two sufficiently separated regions are traced
out, and each can individually be recovered, then both regions can be recovered. In analogy to
quantum error correcting codes, we call this the union property (see Fig. 1b):
Consider regions A1A2B1B2C = Λ, such that A1 and A2 are separated by a distance at least
2`, and B1, B2 shield A1, A2 from C by a distance at least ` each. If there exist recovery maps
RA1B1 and RA2B2 such that ||σ−RA1B1(σB1A2B2C)||1 ≤  and ||σ−RA2B2(σB2A1B1C)||1 ≤ , then
||σ −RAB(σBC)||1 ≤ 2, (11)
by the triangle inequality, and the fact that the recovery maps commute, and where we write
A ≡ A1A2 and B ≡ B1B2 for convenience. For the remainder of the paper, we will use the
following formal definition:
Definition 3 (uniform Markov property). Let H be a local bounded Hamiltonian, β an inverse
temperature, and ρ the Gibbs state of H at inverse temperature β. The pair (H,β) is said to satisfy
the uniform δ(`)-Markov condition if for any ABC = X ⊂ Λ, such that B shields A from C in X,
IρX (A : C|B) ≤ δ(`). (12)
2.5 Approximation Errors
There are three main approximation errors which all appear in the formulations of Theorems 4 and
Theorem 5 below: from the uniform Markov property δ(`), from belief propagation γ(`) and from
the uniform clustering condition (`). For a local perturbation, we know that γ(`) ≤ c1e−c2` always
holds for some constants c1, c2. The decay of (`) and δ(`) will be taken as assumptions. Typically
for non-critical thermal many body systems, (`) and δ(`) will be exponentially decaying in `, but
we will only need them to be decaying faster then 1/poly(`).
If the Hamiltonian consists of locally commuting terms, as do stabilizer [21] or Levin-Wen [22]
Hamiltonian, then beyond a fixed distance `c determined by the maximal range of the Hamilto-
nian, the approximation errors γ(`) = δ(`) = 0 for all ` > `c. This means that for commuting
Hamiltonians, the only approximation error comes from uniform clustering 3
3Some special systems, like Graph state Hamiltonians [23] also have a critical distance beyond which (`) = 0,
but these are somehow very special systems that don’t reflect general properties of non-critical statistical mechanics
models.
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Figure 2: Two different lattice decompositions in terms of disjoint subsets ABC = X ⊂ Λ. The red
circles represent vertices in C that boarder with B. The terms of the hamiltonian that overlap with
one particular circle can be removed with an operator that acts quasi-locally around it (light blue
circle). The main idea of the proof of Theorem 4 is to remove the terms intersection the boundary
one by one. In a), the region A is contractible, whereas in b) it is non-contractible. The difference
is clear, as in a) we can remove all terms in a closed ring around A, whereas this is not possible in
b) without including two holes, thus changing the topology of the problem.
3 Results
3.1 Estimating local expectation values
In this section, we prove the first main result of the paper, which says that if a system is uniformly
clustering, then the expectation value of an observable on a contractible region can be estimated
locally. More specifically:
Theorem 4 (Local indistinguishability). Let H be a local bounded Hamiltonian, β an inverse
temperature, and ρ the Gibbs state of H at inverse temperature β. Let ABC = X ⊂ Λ be such that
B shields A from C by a distance at least ` in X (see Fig. 2). Let ρX be the Gibbs state of HX ,
and let ρAB be the Gibbs state on AB. If the system is uniformly (`)-clustering, then
||trBC(ρX)− trB(ρAB)||1 ≤ K|∂C|((`/2) + γ(`/2)), (13)
for some constant K, where ∂C is the boundary of C with B.
Proof. We start by labeling all of the sites of C neighboring B as cj ∈ ∂C, with j = 1, ...,M
and M = |∂C|. We will want to consider the sequence of Hamiltonians defined on the graphs
Xk = X \ ∪kj=1cj , where we remove elements of ∂C one by one. In this notation, X0 = X ≡ ABC
and XM = X \ ∂C ≡ AB ∪ C−, where AB and C− = C \ ∂C are disjoint. See Fig. 2 for an
illustration. We will consider the sequence of Hamiltonians HXj for j = 1, ...,M , and the sequence
of Gibbs states ρXj . Because of the uniform (`)-clustering assumption, every ρXj is (`)-clustering.
Note that trB(ρ
AB) = trBC(ρ
AB ⊗ ρC−), hence we can expand the trace norm difference as a
telescopic sum
||trBC(ρX)− trB(ρAB)||1 = ||trBC(ρX − ρAB ⊗ ρC−)||1
≤
M−1∑
j=0
||trBC(ρXj+1 − ρXj )||1 (14)
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Now, note that ρXj+1 and ρXj differ by a constant number of local Hamiltonian term overlapping
with cj+1 on the inner boundary of C, hence from the belief propagation equations (5) there exists
an operator η
cj+1
`/2 such that
||ρXj+1 − ηcj+1`/2 ρXjη
cj+1,†
`/2 ||1 ≤ γ(`/2). (15)
η
cx+1
`/2 has support on a ring of width `/2 around site cj+1. We can bound each individual term as
follows:
||trBC(ρXj − ρXj+1)||1 = sup
||gA||≤1
∣∣∣tr(gA(ρXj − ηcj+1ρXjηcj+1,†))∣∣∣
≤ sup
||gA||≤1
∣∣∣tr(gA(ρXj − ηcj+1`/2 ρXjηcx+1,†`/2 ))∣∣∣+ 2γ(`/2)
= sup
||gA||≤1
Cov
ρXj
(gA, η
cj+1,†
` η
cj+1
` ) + 2γ(`/2)
≤ (`/2)||ηcj+1,†` η
cj+1
` ||+ 2γ(`/2)
≤ c((`/2) + γ(`/2)), (16)
since c ≡ ||ηcj+1,†` η
cj+1
` || ≥ 2 is a constant. The `/2 argument in the functions  and γ is there
because the support of η
cj+1
`/2 is only a distance `/2 away from A. Summing all of the terms in the
telescopic sum gives a pre-factor of order |∂C|.
Eqn. (13) is generally referred to as local indistinguishability, and is closely related to the
stability of gapped phases [13]. It tells us that as long as (`) is decaying sufficiently rapidly in `,
then expectation values of local observables can be evaluated quasi-locally. Theorem 4 does not
impose any restrictions on the shape of X or on the structure of f and g. Rather it only relies
on the uniform clustering of ρ. In the proof of Theorem 5, we will need ρX to be clustering for a
topologically non-trivial subset X, and for non-contractible regions ABC = X. This is necessary
for Theorem 5 to hold as discussed in Sec. 3.3. Finally, we note that local indistinguishability also
satisfies a union property. This is simply inherited by the union property of covariances. A proof
very similar to the one above was recently used to show that expectation values of local observables
for injective PEPS with a uniformly gapped parent Hamiltonian can be efficiently estimated [24].
The bound in Enq. (3) can be strengthened in the case when the hamiltonian has locally
commuting terms. Then γ(`) is zero beyond some range of the Hamiltonian. Hence, we do not
need to use the first step in Eqn. 16, and we are left with an error term scaling as (`) rather than
(`/2).
3.2 The main theorem
We are now in a position to prove our main result, which provides and explicit construction of a
finite depth circuit of quantum channels that prepares the Gibbs state of ρ if (`) and δ(`) decay
sufficiently rapidly in `.
Theorem 5. Let H be a local bounded Hamiltonian on a D dimensional lattice Λ of side length
L, and let ρ be its Gibbs state at inverse temperature β. If (H,β) is uniformly (`)-clustering and
is uniformly δ(`)-Markov, then there is a quantum channel F which is a depth D mixed quantum
circuit composed of local channels with range O(`) such that
‖F (ψ)− ρ‖1 ≤ cDLD(δ(`) + (`/2) + γ(`/2)), (17)
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Figure 3: Decomposition of the 2D lattice in the proof of Theorem 5. In the first step, concentric
squares A− ⊂ A ⊂ A+ tile the lattice. A− is green with a solid line, A is red with a dotted line,
and A+ is blue with a dashed line. The boundary of each square is a distance ` from the boundary
of the others other. In the second step b), the inner squares A− are removed from the lattice, and
we consider concentric regions B− ⊂ B ⊂ B+ connecting the inner A− squares. In the third step,
the inner region B− will be removed, and we are left with a disconnected lattice Λ \ (A−B−). In D
dimensions, the procedure needs to be repeated D + 1 times, removing (0) squares, (1) lines, (2)
surfaces, (3) cubes, etc.
for some constant c of order one, and any input state ψ.
Proof. The proof is presented for a 2D geometry for illustration purposes, but extends naturally
to higher dimensions. There will be two natural length scales in our system r and `. We consider
a tiling of the lattice (see Fig. 3a) with concentric squares Aj− ⊂ Aj ⊂ Aj+, where each Aj ,
j = 1, ..., NA has side length r  `. Aj− is the inside of Aj , a distance ` inside Aj , and Aj+ is the
outside of Aj , a distance ` outside of Aj . Hence there will be NA = O((L/r)
2) many square A-tiles.
Define the quantum channel FρA =
∏
j RAj+ ◦ trAj , where RAj+ is the recovery map for the Gibbs
state ρ coming from the Markov condition Iρ(A
j : (Aj+)
c|Aj+ \Aj) ≤ δ(`), since the outer boundary
of Aj has width `. Hence, from Theorem 2, and the union property of recoverable regions,
||FρA(ρ)− ρ||1 ≤ NAδ(`). (18)
Recall that FρA ◦ trA = FρA, and note that
||trA(ρ− ρAc−)||1 ≤ cNA|∂Amax− |((`/2) + γ(`/2)), (19)
from Theorem 4 and the union property of local indistinguishability, where |Amax− | is the maximal
size of any |Aj−|. Thus
||FρA(ρA
c
−)− ρ||1 ≤ cNA(δ(`) + |∂Amax− |((`/2) + γ(`/2))), (20)
for some constant c. It is now clear that we need the inner and outer boundaries of A. The inner
boundary provides a shield in order to use local indistinguishability from Theorem 4. The outer
boundary is necessary to allow for the union property of recoverable regions, using the locality of
the recovery operations.
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The next step of the proof is to prepare ρA
c
− . We will repeat the above step, but with different
regions. Define the rectangles Bj−, Bj , B
j
+ as in Fig. 2b), where each B
j , j = 1, ..., NB connects
two squares in A, and the inside and outside are defined in the same way as for the A regions with
buffer regions of width `. There will similarly be NB = O((L/r)
2) many B-tiles. Define the new
quantum channel Fρ
Ac−
B =
∏
j RBj+ ◦ trBj , where now RBj+ recovers the state ρ
Ac− from an erasure
of Bj . By the same arguments as above, we get
||Fρ
Ac−
B (ρ
(A−B−)c)− ρAc− ||1 ≤ cNB(δ(`) + |∂Bmax− |((`/2) + γ(`/2))), (21)
for some constant c. Combining the preparation of regions A and B, we get
||FρAFρ
Ac−
B (ρ
(A−B−)c)− ρ||1 ≤ c(NA|∂Amax− |+NB|∂Bmax− |)(δ(`) + (`/2) + γ(`/2)), (22)
where again c is some constant, and we have loosened the bound only for notational purposes.
Finally, define the region C = (A−B−)c as shown in Fig. 2b). It is clearly the disconnected
union of regions that are at least ` apart. We can prepare ρC from any initial state with the map
Fρ
C
C = ρ
CtrC . Thus, the final sequence of quantum channels reads:
||FρAFρ
Ac−
B F
ρC
C (ψ)− ρ||1 ≤ c(NA|∂Amax− |+NB|∂Bmax− |)(δ(`) + (`/2) + γ(`/2)). (23)
Each quantum channel FρA, F
ρ
Ac−
B , and F
ρC
C is the product of quasi-local channels, hence it forms
a depth three circuit of quasi-local channels. If we take r  ` to be the same order as `, the
only relevant length scale in the system is `. Given that NA = O(L
2/`2) and |Amax− | = O(`2), and
similarly for B, we get the scaling pre-factor L2 in front of the (δ(`) + (`/2) + γ(`/2)) error term.
So far our proof has been specific to D = 2, however it extends naturally to higher dimensions
without any modification. The decomposition of the lattice into (0) holes, (1) lines connecting the
holes, (2) surfaces connecting the lines, (3) volumes connecting the surfaces, etc. can be extended
to any dimension. Only the first and last step of the of the construction are special in that the last
step is simply a projection onto a product state, while the first is special, because it only requires
clustering and the Markov property for contractible regions. Extending the proof to D dimensions
yields the bound in Eqn. (17).
It is clear from Eqn. (17) that the bound is not worth much if the error functions (`) and
δ(`) do not decay faster than O(`−D). As long as they decay fast enough, we can obtain a much
stronger statement on the preparation of states by applying the construction iteratively. Suppose
we start with the construction of F, with constant size local elements, call their length R. We can
ask how large a state we can approximately prepare with a depth D circuit. From Eqn. (17) we
find that the size L(R) is of order −1(R) (similarly δ−1(R)). Since we assume uniform clustering
and the uniform Markov property for a global state ρ, we can then take patches F of side length
L(R) and treat this as our new reference length ` to construct a lattice of size O(−1(−1(R))).
We can proceed iteratively to construct an infinite lattice at a constant final error rate. In this
iterative (renormalized) construction, the depth of the circuit for a lattice of total size L is O(log(L))
asymptotically if (`) and δ(`) are polynomially decaying in `, and the circuit depth is O(log log(L))
if the error functions are exponentially decaying. We hence have the following corollary:
Corollary 6. Let H be a local bounded Hamiltonian on a D dimensional lattice Λ of side length L,
and let ρ be its Gibbs state at inverse temperature β. Suppose that ρ is uniformly (`)-clustering,
and satisfies the uniform δ(`)-Markov property, and that (`) and δ(`) decay faster than O(1/`D).
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Figure 4: Decomposition of the 1D lattice. Details described in the main text.
Then there is a quantum channel G which is at most a depth D log(L)/ log(ε) mixed quantum circuit
composed of channels with strictly local range, such that
||G(ψ)− ρ||1 ≤ ε, (24)
for any input state ψ.
3.3 Implications and strengthening of Theorem 5
One dimension: Classical systems always satisfy the uniform Markov property, and there is no
distinction between clustering of contractible and non-contractible regions because of the absence
of topological order. It is natural to ask whether or not the assumptions going into the theorems are
ever satisfied for quantum systems. In one spacial dimension, our theorem holds without any further
assumptions. Indeed, a one dimensional system can be covered by two local overlapping quantum
channels. In the proof of Theorem 5, neither the outmost channel (what we called FρA) nor the last
channel require clustering of non-contractible regions, nor in fact uniform clustering. Clustering of
the full state ρ is sufficient. Similarly, the Markov condition is needed only for contractible regions.
Indeed, consider the one dimensional line in Fig. 4, where the lattice Λ = AB∂C, ∂L and
∂R are a single site constituting the boundary between B and C. As in Theorem 4, we get that
||trBC(ρX) − trB(ρAB)||1 ≤ c((`/2) + γ(`/2)) for some constant c if CovρABC (f, g) ≤ (`) for any
observables f with support in A and g with support in C, since the boundary |∂| is constant. It is
not difficult to show that CovρΛ(f, g) ≤ (`) implies CovρABC (f, g) ≤ (`):
CovρΛ(f, g) = |tr
(
ρΛfg
)− tr (ρΛf) tr (ρΛg) |
≤ |tr
(
η∂`/2ρ
ABCη∂,†`/2fg
)
− tr
(
η∂`/2ρ
ABCη∂,†`/2f
)
tr
(
η∂`/2ρ
ABCη∂,†`/2g
)
|+ 5γ(`/2)||f || ||g||
= |tr
(
ρABCfg˜1`/2
)
− tr
(
η∂,†`/2η
∂
`/2ρ
ABCf
)
tr
(
ρABC g˜1`/2
)
|+ 5γ(`/2)||f || ||g||
≤ (2(`/2) + 5γ(`/2))||f || ||g||, (25)
where ||η∂`/2ρABCη∂,†`/2 − ρΛ||1 ≤ γ(`/2) by belief propagation, and the operators η∂`/2 are localized
a the boundary ∂. Hence they are local and bounded operators. We have defined the operators
g˜`/s = η
∂,†
`/2gη
∂
`/2 that have support on a ball of radius `/2 around the boundary ∂.
We now can apply the depth two quantum channel to any input state ψ to get
||FρXFρY (ψ)− ρΛ||1 ≤ cNX((`/2) + γ(`/2) + δ(`)), (26)
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using the same construction as in the proof of Theorem 5 (see Fig. 4). We can furthermore invoke
Corollary 6 to obtain a finite depth circuit construction with strictly local support. The 1D proof
does not require a uniform clustering or the uniform Markov property, but it does require them to
hold for the full state of the lattice.
It has been known for a while that one dimensional Gibbs states are clustering [25]. Recently,
one of the authors has shown that Gibbs states of one dimensional lattice systems always satisfy
the Markov condition [18]. Thus, quantum Gibbs states of one dimensional lattice systems can
be efficiently prepared on a quantum computer at any finite temperature, without any further
assumptions.
Finite temperature topological order: Our results provide some insight into the problem of
self-correcting quantum memories based on commuting projector codes (local commuting Hamilto-
nians) [26]. A self-correcting quantum memory is expected to be associated with robust topological
order at finite temperature [27]. It has been argued that this should be related to long lived
(metastable) states with topological order, or in other words, that there exists a protected sub-
space into which quantum information can be reliably stored. Most proposals for self-correcting
quantum memories have been stabilizer models [28, 29, 30, 31], although other proposals do exist;
see Ref. [26] for a recent review. For those models, the uniform Markov condition always holds, as
the Hamiltonian is commuting.
Therefore, Theorem 5 holds whenever uniform clustering holds. It is known that the 4D toric
code at finite temperature is a self-correcting quantum memory [32], and it is not clustering4. It is
an interesting open question to understand whether there exist quantum models satisfying uniform
clustering for contractible regions, but not for non-contractible regions, in the same way as the
Toric code ground state does.
Ground States: The strategy underlying the proof of Theorem 5 extends to more general classes
of states than Gibbs states of local Hamiltonians. The basic ingredients are: (i) the existence of
local recovery maps from the Markov condition on non-contractible regions, and (ii) local indistin-
guishability on non-contractible regions. In both of these ingredients, there is a tacit property that
is invoked; that the class of states can be meaningfully defined on arbitrary deformations of the
lattice. In our case, the deformations consist of removing sites. We can meaningfully speak of all
of these properties for ground states of certain gapped Hamiltonians.
Indeed, let H be a local bounded frustration-free Hamiltonian on Λ and define the restricted
Hamiltonian HA as above for A ⊂ Λ, and let GA be its set of ground states. Because of frustration
freedom, GΛ ⊂ GA. H is said to satisfy local indistinguishability if
||trBC(ψ)− trB(φAB)||1 ≤ ce−distA,C/ξ, (27)
for any ψ ∈ GΛ, φAB ∈ GAB and c, ξ are constants.
The Markov condition in this case corresponds to the assumption that the topological entan-
glement entropy (TEE) is zero. Assuming TEE is zero and local indistinguishability, we can now
prove Theorem 5 in exactly the same way as for Gibbs states (we explicitly have to use local in-
distinguishability, since Theorem 4 generally does not extend to pure states5). One subtlety to
keep in mind in the pure state case is that if the ground subspace is degenerate, then the state
4MB. Hastings, private communication
5It is worth noting however that for injective PEPS with a uniformly gapped parent Hamiltonian, Theorem 4 can
be shown in much the same way as in Ref. [24].
12
preparation will depend on the input state to the circuit. This subtlety does not occur in the Gibbs
state setting, as the Gibbs state is always unique for finite dimensional systems.
The situation becomes particularly interesting when we consider the preparation of pure topo-
logically ordered states based on commuting projector codes, such as the Toric [14] or Color [15]
codes. For such systems, we know that the Markov property is satisfied on contractable regions,
and that the ground states are clustering [33]. The error functions for these systems are step
functions; i.e. (`) = δ(`) = 0 beyond a certain length scale. However, because the topological
entanglement entropy is non-zero, the Markov property does not hold on non-contractable regions,
and nor does clustering. Hence Theorem 5 does not hold, which is expected since topologically
ordered states cannot be prepared by a finite depth circuit by definition. Conversely, for commut-
ing projector codes, if the topological entanglement entropy is zero, then the Markov property on
non-contractible regions and uniform clustering do hold, and hence we can construct a finite depth
circuit of quantum channels that prepares the states. A similar unpublished result was discussed
in a talk by A. Kitaev [34]. Injective PEPS satisfying uniform clustering are a class of states for
which the assumptions of our theorem are expected to hold.
4 Outlook
In this paper, we have shown two theorems on the efficiency of (a) estimating local observables of and
(b) preparing the Gibbs state of a local Hamiltonian assuming that the state has exponential decay
of correlations, and that it satisfies the approximate Markov condition uniformly on non-contractible
regions. The efficiency of our algorithm is essentially optimal, and the error is exponentially small
in the depth of the circuit. Thus we provide the first Gibbs state preparation algorithm that has
convergence guarantees which are checkable based only on static properties of the system. These
guarantees, uniform clustering and the Markov condition, are physically motivated. The proof
strategy does not depend too decisively on the structure of Gibbs states, and we expect that the
methods developed here will be useful for the preparation of other classes of pure and mixed states.
A number of open problems associated with the present work remain to be solved. Perhaps the
most pressing open problem is to know under what conditions the Markov property holds for Gibbs
states of non-commuting Hamiltonians in dimensions grater than one. It is the belief of the authors
that if a Gibbs sate is clustering, then it satisfies the Markov condition, and if it is uniformly
clustering then it satisfies the uniform Markov condition. We have unfortunately not been able
to prove this claim. A second pressing question, and one of perhaps greater physical relevance, is
to understand whether and under what conditions there can be a separation between clustering
and/or the Markov property for contractable and non-contractible regions. In the case of ground
states, there is a separation between these two regimes, for which topological order is responsible.
Understanding whether such a separation is connected to topology in the finite temperature setting
is an important open problem.
Another exciting direction to explore is whether the sequence of local quantum channels can be
replaced by a local semigroup in the same spirit as in Ref. [1]. The criterion for convergence would
then be the mixing time of the semigroup. The advantage of such an approach would be twofold.
First, it would show that the local circuit preparing the state does not need to be properly time
ordered, but rather can be applied asynchronously. Second, and more importantly, this would give
us a new avenue for proving gaps of semigroups, in the spirit of the classical analysis of Glauber
dynamics [5, 6]. This in turn could potentially be translated to the ground state setting to provide
new tools for proving gaps of frustration-free Hamiltonians.
13
Note added: After the completion of this work we learned about the papers by Swingle and Mc-
Greevy [35, 36], which also studies the problem of preparing quantum states efficiently using similar
techniques from “patching”. In particular, in Ref. [36] they explore the implications of a vanishing
conditional mutual information for the task.
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