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ABSTRACT
We investigate how radiative feedback from the first stars affects the assembly of the first dwarf
galaxies. To this end we perform cosmological zoomed smoothed particle hydrodynamics simulations
of a dwarf galaxy assembling inside a halo reaching a virial mass ∼ 109 M⊙ at z = 10. The simulations
follow the non-equilibrium chemistry and cooling of primordial gas and the subsequent conversion of
the cool dense gas into massive metal-free stars. To quantify the radiative feedback, we compare a
simulation in which stars emit both molecular hydrogen dissociating and hydrogen/helium ionizing
radiation with a simulation in which stars emit only molecular hydrogen dissociating radiation, and
further with a simulation in which stars remain dark. Photodissociation and photoionization exert
a strong negative feedback on the assembly of the galaxy inside the main minihalo progenitor. Gas
condensation is strongly impeded, and star formation is strongly suppressed in comparison with the
simulation in which stars remain dark. The feedback on the gas from either dissociating or ionizing
radiation implies a suppression of the central dark matter densities in the minihalo progenitor by
factors of up to a few, which is a significant deviation from the singular isothermal density profile
characterizing the dark matter distribution inside the virial radius in the absence of radiative feedback.
The evolution of gas densities, star formation rates, and the distribution of dark matter becomes
insensitive to the inclusion of dissociating radiation in the late stages of the minihalo assembly, and it
becomes insensitive to the inclusion of ionizing radiation once the minihalo turns into an atomically
cooling galaxy. The formation of a rotationally supported extended disk inside the dwarf galaxy is
a robust outcome of our simulations not affected by the inclusion of radiation. Low-mass galaxies in
the neighborhood of the dwarf galaxy show a large scatter in the baryon fraction which is driven by
radiative feedback from sources both internal and external to these galaxies. Our estimates of the
observability of the first galaxies show that dwarf galaxies such as simulated here will be among the
faintest galaxies the upcoming James Webb Space Telescope will detect. Our conclusions regarding the
structure and observability of the first galaxies are subject to our neglect of feedback from supernovae
and chemical enrichment as well as to statistical uncertainties implied by the limited number of
galaxies in our simulations.
Subject headings: cosmology: theory – galaxies: formation – galaxies: high-redshift – stars: formation
– hydrodynamics – radiative transfer
1. INTRODUCTION
The birth of star-forming galaxies a few hundred mil-
lion years after the Big Bang marks an important mile-
stone in the history of our universe. The spectacular
images returned by the Hubble Space Telescope (HST)
in the past few years have already allowed us to probe
into the first billion year of the universe. The last few
years have also seen the development of an observation-
ally testable theory of the formation of the first galaxies.
As ongoing and upcoming observations, such as with the
James Webb Space Telescope (JWST), are about to push
to ever earlier times, approaching the epoch of the very
first galaxies, this theory is put to ever more stringent
tests (for a review see, e.g., Dunlop 2012).
Both analytical arguments (e.g.,Tegmark et al. 1997;
Naoz et al. 2006; Tseliakhovich et al. 2011) and sim-
ulations (e.g., Abel et al. 2002; Bromm et al. 2002;
Stacy et al. 2011) suggest that the first stars have formed
at z & 30 inside dark matter minihalos with virial
temperatures & 103 K, corresponding to halo masses
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∼ 105 − 106 M⊙ (for a review, see Bromm & Larson
2004). The metal-free primordial gas inside these mini-
halos cools and condenses to reach the high densities
needed to form stars primarily through the radiative de-
excitation of rovibrationally excited molecular hydrogen
(e.g., Haiman et al. 1996b; Abel et al. 1997). As the
minihalos grow in mass, their virial temperatures in-
crease and, after reaching ∼ 104 K, become sufficiently
large to collisionally excite atomic hydrogen. This gives
birth to the first atomically cooling galaxies with typical
masses ∼ 107 − 108 M⊙ at z & 15 (e.g., Oh & Haiman
2002; Wise & Abel 2007b; Greif et al. 2008; for a review
see Bromm & Yoshida 2011). The first atomically cool-
ing galaxies then evolve into the first dwarf galaxies with
characteristic masses & 109 M⊙ (e.g., Mashchenko et al.
2008; Wise et al. 2012). The aim of the current work is
to investigate the assembly of such galaxies under the
radiative feedback from the first stars. The mass-scale
marked by the first dwarf galaxies is closely related to a
number of key open issues, some of which are outlined
below.
Suppression of star formation by radiative feedback.
The radiation emitted by the first stars has a pro-
found effect on subsequently forming stars and galaxies
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(for a comprehensive overview, Ciardi & Ferrara 2005).
Radiation in the Lyman-Werner (LW) bands dissoci-
ates molecular hydrogen, the main coolant in minihalos
(e.g., Haiman et al. 1997). Hydrogen-ionizing radiation
heats the gas inside the first halos and the intergalac-
tic medium (IGM). The associated increase in pressure
drives the gas outside halos with virial temperatures .
104 K, suppressing star formation in both minihalos and
the first atomic cooling halos (e.g., Thoul & Weinberg
1996; Barkana & Loeb 1999). The increased pressure
in the IGM impedes the accretion of gas onto these
low-mass halos, an effect known as Jeans-filtering (e.g.,
Shapiro et al. 1994; Gnedin & Hui 1998; Okamoto et al.
2008). In contrast, star formation inside the first dwarf
galaxies should be more robust to this negative radiative
feedback as their deeper gravitational potentials allow
them to hold on to their gas more strongly.
The sources of reionization. The first galaxies are
thought to have started the reionization of the universe,
which is the transformation of the cosmic hydrogen from
its early neutral to its present ionized state that occurred
during the first billion year after the Big Bang (for re-
views see, e.g., Barkana & Loeb 2001; Furlanetto et al.
2006; Meiksin 2009). However, whether galaxies could
sustain reionization and drive it to completion is a
question of significant debate (e.g., Bouwens et al. 2012;
Finkelstein et al. 2012). The largest uncertainties are re-
lated to our poor knowledge of the escape fraction, i.e.,
the fraction of ionizing photons that leave the galaxies
unabsorbed and are thus available to reionize the IGM,
and of the abundance and ionizing luminosities of low-
mass galaxies too faint to be detected in current sur-
veys (e.g., Robertson et al. 2010). The most recent de-
terminations of the UV luminosity density at z & 7 sug-
gest that a significant contribution from faint, yet to be
observed, low-mass galaxies is likely needed to sustain
reionization in the recombining gas (Finkelstein et al.
2012; see Kuhlen & Faucher-Gigue`re 2012 for a compre-
hensive discussion). Because of their increased robust-
ness against stellar feedback, dwarf galaxies are among
the low-mass galaxies expected to be especially efficient
sources of reionization (e.g.,Choudhury & Ferrara 2007;
Raicˇevic´ et al. 2011).
The origin of the Milky Way (MW) satellites. Dissi-
pationless simulations of dark matter subhalos around
MW-like galaxies imply the existence of a large popu-
lation of satellite galaxies only few of which are cur-
rently observed. A number of solutions have been offered
to explain this missing satellite problem (Moore et al.
1999; Klypin et al. 1999; for reviews see, e.g., Bullock
2010; Ricotti 2010; Mayer 2010), including the sup-
pression of star formation in low-mass halos by stel-
lar feedback and reionization (e.g., Ricotti & Gnedin
2005; Salvadori & Ferrara 2009; Bovill & Ricotti 2009;
Sawala et al. 2012; Brooks & Zolotov 2012), the trans-
formation of low-mass halos by tidal forces and ram-
pressure stripping upon their entry in the MW virial
region (e.g., Mayer et al. 2007), modifications of the
cold dark matter structure formation paradigm (e.g.,
Lovell et al. 2012), and others (e.g., Bovy & Dvorkin
2012; Vera-Ciro et al. 2012; Wang et al. 2012). However,
current theories still struggle to explain the abundance
and properties of the observed MW satellites across the
luminosity range, from the recently discovered ultra-faint
to the long-known classical satellites (e.g, Strigari et al.
2008; Bovill & Ricotti 2011; Boylan-Kolchin et al. 2011).
The most massive of the simulated MW dark matter sub-
halos have progenitors with masses 108 − 1010 M⊙ at
z & 6 (e.g., Boylan-Kolchin et al. 2012). This suggests
an intimate relation with the first dwarf galaxies, and
renders investigations into these objects a promising tool
to understand the origin of structure in galaxies such as
the MW.
The first disk galaxies. Simulations of the first atom-
ically cooling galaxies, i.e., galaxies inside halos with
masses 107− 108 M⊙ at redshifts z ∼ 15, reveal a highly
irregular morphology of the halo gas (e.g., Wise & Abel
2007b; Greif et al. 2008; Regan & Haehnelt 2009). On
the other hand, simulations of galaxies inside halos
with larger masses & 109 M⊙ and at lower redshifts
z . 6 − 10 often find the halo gas organized in rota-
tionally supported disks (e.g., Mashchenko et al. 2008;
Pawlik et al. 2011; Romano-Dı´az et al. 2011; Wise et al.
2012). These findings suggest a dwarf-size mass scale
∼ 108 − 1010 M⊙ for the transition to disk-like mor-
phologies, and the emergence of the first disk galaxies
at z & 6. Physical processes to imprint such a scale
include the turbulence generated by the cold inflow of
gas along filaments which characterizes gas accretion by
the first atomic cooling halos (e.g., Wise & Abel 2007b;
Wise et al. 2008; Greif et al. 2008), and stellar feedback
(e.g., Kaufmann et al. 2007). Whether the first halos
may host disks is an important open issue, affecting es-
timates of, e.g., the escape of ionizing photons into the
IGM (e.g., Gnedin et al. 2008; Conroy & Kratter 2012),
or the ability of massive black holes to accrete gas and
grow (e.g., Eisenstein & Loeb 1995; Koushiappas et al.
2004; Lodato & Natarajan 2006; Petri et al. 2012).
The faintest galaxies JWST will see. The faintest z &
6 galaxies HST has so far revealed have estimated stellar
masses & 108 M⊙ (Labbe´ et al. 2010; Finkelstein et al.
2010; Curtis-Lake et al. 2012). Future observations with
upcoming telescopes such as the JWST will allow to
search for galaxies down to still lower stellar masses
and out to higher redshifts, thus promising to test our
theories of the formation of the first stars and galax-
ies. However, most studies agree that even JWST will
not be sensitive enough to detect the stellar radiation
emitted from inside the minihalos and the first atomic
cooling halos (e.g., Haiman & Loeb 1998; Oh et al. 2001;
Ricotti et al. 2008; Johnson et al. 2009; Zackrisson et al.
2012; Rydberg et al. 2012). JWSTmay detect the stellar
radiation from some of these objects if they are gravita-
tional lensed (e.g., Zackrisson et al. 2012). But most of
the stellar light collected by JWST from high redshifts is
expected to come from dwarf galaxies more massive than
the first atomically cooling galaxies (e.g., Johnson et al.
2009; Pawlik et al. 2011).
Motivated primarily by the exciting prospects for ob-
servations with the upcoming JWST, we have previously
presented cosmological simulations of a dwarf galaxy
assembling inside a halo reaching 109 M⊙ at z = 10
(Pawlik et al. 2011). The simulations were performed us-
ing the Smoothed Particle Hydrodynamics (SPH) tech-
nique and achieved high resolution by zooming in a select
region around the galaxy. Following the non-equilibrium
chemistry and cooling of primordial gas, the simulations
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tracked the evolution of the dwarf galaxy starting from
before its birth inside a minihalo. An intriguing outcome
was the formation of a rotationally supported extended
disk just prior to the final simulation redshift. However,
our previous simulations did not account for star forma-
tion and the associated feedback. As explained above,
stellar feedback has the potential to significantly affect
the assembly of the gas inside low-mass halos.
In this study we present a new set of simulations sim-
ilar to our previous simulations, but extending them by
including star formation and radiation. We focus on the
radiative feedback from LW and ionizing radiation.3 To
judge the impact of radiative feedback we will compare
a simulation that includes both LW and ionizing radia-
tion with a simulation that includes only LW radiation
and further with a simulation in which no radiation is
emitted. Note that the simulations do not account for
supernova (SN) feedback or metal enrichment, a limita-
tion we will discuss in Section 7 below. The simulations
are designed primarily to address the impact of radiative
feedback on the assembly of the emerging dwarf galaxy,
and on the formation of galactic disks inside it. However,
we will also briefly discuss the impact of radiative feed-
back on the assembly of galaxies in the neighborhood of
the simulated dwarf galaxy. Our simulations enable us
to provide an improved estimate of the observability of
the first galaxies with JWST.
The organization of this paper is as follows. In Sec-
tion 2 (as well as in the appendix) we describe our nu-
merical techniques, and in Section 3 we describe the set
of simulations that we have carried out. In Sections 4
and 5 we present the results of our simulations, subse-
quently discussing the assembly of the dwarf galaxy and
the radiative feedback on the IGM and the neighboring
galaxies. In Section 6 we use the simulated star forma-
tion rates to estimate the observability of the first galax-
ies with JWST. In Section 7 we discuss our results and
also address some of the most important limitations. In
Section 8, we summarize our work.
Throughout this work we assume the ΛCDM cos-
mological model with parameters Ωm = 0.258,Ωb =
0.0441,ΩΛ = 0.742, σ8 = 0.796, ns = 0.963, and h =
0.719, which are consistent with the most recent anal-
ysis of the observations with the Wilkinson Microwave
Anisotropy Probe satellite (Komatsu et al. 2011). Dis-
tances are expressed in physical (i.e., not comoving)
units, unless noted otherwise. We will make use of the
species number density fractions with respect to hydro-
gen ηα ≡ nα/nH, where α labels the chemical species.
2. NUMERICAL METHODS
In this section we describe the numerical techniques
employed. The simulations presented below are identi-
cal to the simulations described in Pawlik et al. (2011),
except for the inclusion of star formation and dissoci-
ating and ionizing radiation. We will therefore only
briefly review the simulation techniques already used in
Pawlik et al. (2011). We will focus on the description of
the techniques used to model the formation of stars and
the dissociative and ionizing impact of stellar radiation
on the gas. We remind the reader that the simulations
3 We will use the terms LW radiation and dissociating radiation
interchangeably.
do not account for SN feedback or metal enrichment, as
discussed further in Section 7.
2.1. Gravity and Hydrodynamics
We use a modified version of the N -body/TreePM
Smoothed Particle Hydrodynamics (SPH) code gadget
(Springel 2005; Springel et al. 2001; Schaye et al. 2010)
to perform a suite of zoomed cosmological hydrodynam-
ical simulations of the assembly of a halo that reaches
a virial mass Mvir ≈ 10
9 M⊙ at redshift z = 10. The
simulations are initialized at redshift z = 127 in a box of
size 3.125 h−1 Mpc comoving. Initial particle positions
and velocities are obtained by applying the Zeldovich ap-
proximation (Zeldovich 1970) to particles arranged on a
Cartesian grid. We adopt a transfer function for mat-
ter perturbations generated with cmbfast (version 4.1;
Seljak & Zaldarriaga 1996).
We first perform a low-resolution simulation without
star formation down to redshift z = 10, and locate the
most massive halo, with virial mass Mvir ≈ 10
9 M⊙ and
virial radius rvir = 3.1 kpc. We then trace the particles
found within 3rvir from the most bound particle of this
halo back to their locations at the start of the simula-
tion. We hierarchically refine the initial particle setup
using a nested sequence of cubical patches (“zooms”)
centered on the traced particles, inside which we increase
the mass resolution by successive factors of 8 with each
increasing level of zoom. In the zoom with the high-
est mass resolution, which entirely contains the traced
particles and which we refer to as the refinement region,
gas (dark matter) particles have masses mg = 484 M⊙
(mDM = 2350 M⊙). The simulations are performed
with the gravitational forces softened over a sphere of
Plummer-equivalent radius ǫ = 0.1 h−1 kpc comoving
applied to all particles.
The particle dynamical variables, such as position, ve-
locity, and density, are evolved in time using individ-
ual particle gravito-hydrodynamical time steps deter-
mined by the smaller of the dynamical time step and
the Courant time step (e.g., Equation 16 in Springel
2005), which is the standard gadget time stepping
scheme. We do not explicitly limit the particle gravito-
hydrodynamical time steps by either the chemical time
or the radiative cooling or radiative heating time. How-
ever, chemistry, radiative cooling and radiative heating
described below are solved by subcycling the smallest
gravito-hydrodynamical time step among all particles
in the simulation on the relevant time scales (see Ap-
pendix A.4).
2.2. Chemistry and Cooling
We assume that the gas is of primordial composition
with hydrogen mass fraction X = 0.75 and a helium
mass fraction Y = 1 − X . We use a modified ver-
sion of the implicit solver dvode (Brown et al. 1989)
to follow the non-equilibrium chemistry and cooling of
H2, D, HD, D
+, H+, H, D, and He, and we include
H− and H+2 assuming their collisional equilibrium abun-
dances (Johnson & Bromm 2006; Greif et al. 2010). We
consider all relevant radiative cooling processes: cooling
by collisional ionization, collisional excitation of atomic
and molecular lines, the emission of free-free and recom-
bination radiation, and Compton cooling by the CMB.
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Once stars form and emit radiation, the chemical and
thermal evolution of the gas is also affected by the pho-
todissociation of molecular hydrogen and deuterium, and
photoionization of hydrogen and helium, as we describe
in Sections 2.5 and 2.6 below. It should be kept in mind
that at high gas densities, a Jeans floor employed to avoid
artificial fragmentation artificially increases the gas tem-
perature and affects the distribution and dynamics of the
gas (see Equation 1 in Pawlik et al. 2011).
2.3. Star Formation
Star formation is a complex astrophysical phe-
nomenon, many details of which remain to be under-
stood (for a review see, e.g., McKee & Ostriker 2007).
In the MW and in nearby galaxies, star formation is ob-
served to occur inside a hierarchy of clouds with masses
∼ 104−106 M⊙. The clouds are transformed into stars at
a rate ρ˙⋆ = ρcl/τ⋆, where τ⋆ = τff/ǫff is the star formation
time scale, τff = [3π/(32Gρcl)]
1/2 the free fall time at the
characteristic density ρcl of the star-forming clouds, and
ǫff the star formation efficiency per free fall time. Star
formation is observed to be a slow process with a typical
efficiency per free fall time of only ǫff ∼ 0.01, indepen-
dent of the characteristic densities of the star-forming
clouds in the range nH,cl ≡ ρclX/mH ∼ 10 − 10
5 cm−3
(Krumholz & Tan 2007).
While gas masses ∼ 104 − 106 M⊙ that characterize
star-forming clouds in the nearby universe are resolved,
our simulations lack the resolution and physical detail to
follow the formation of individual stars. Hence, we can-
not exploit our simulations to estimate the star forma-
tion rates (SFRs) inside individual star-forming clouds
from first principles. Instead, we adopt a phenomeno-
logical model that specifies how quickly gas turns into
stars. The model is motivated by and consistent with
investigations of star formation in the nearby universe.
Prescriptions for treating star formation in simulations
of high-redshift galaxies are commonly calibrated with
relations obtained from the local universe. This practice
is necessitated by the current lack of direct observations
of star formation at high redshifts. The phenomenolog-
ical approach is sufficient to allow us to investigate the
effect of stellar dissociating and photoionizing radiation
on the interstellar gas and the IGM.
We restrict star formation to occur only in regions
with gas densities exceeding a threshold density, nH ≥
nSF, where we set nSF ≡ 500 cm
−3. This is some-
what lower than the densities ∼ 104 cm−3 of metal-
free clouds on the verge of collapse to form stars (e.g.,
Bromm et al. 2002; Abel et al. 2002). It is also lower
than the similar densities of metal-free clouds able to
shield their H2 from external dissociating radiation (e.g.,
Safranek-Shrader et al. 2012). Because our simulations
focus on the assembly of galaxies inside more massive
halos, we must adopt, for reasons of computational via-
bility, a lower resolution than employed in these previ-
ous works, preventing us from adopting still larger star
formation threshold densities. Our choice for the star
formation threshold density is close to the lowest thresh-
old density nH = 1000 cm
−3 explored by Muratov et al.
2012 above which the time of the formation of the first
star formed inside high-redshift minihalos was found to
be insensitive to an increase in the threshold density (see
also, e.g., Maio et al. 2009; Wise et al. 2012).
We adopt a star formation time scale that depends
solely on the threshold density for star formation nSF,
τ⋆ ≡
τff(nSF)
ǫff
= 201.2 Myr
( nSF
500 cm−3
)−1/2
, (1)
where we have set ǫff = 0.01. Hence, the star formation
time scale is independent of the gas density nH ≥ nSF.
This amounts to assuming that all star formation occurs
inside clouds with characteristic density nH,cl = nSF, and
is consistent with both our limited resolution and the
observations in the nearby universe. A similar star for-
mation recipe using a density-independent star forma-
tion time has been employed in, e.g., Kravtsov (2003).
However, we caution that the SFRs of simulated galax-
ies depend on the specific choice for the value of the
star formation efficiency, at least unless star formation
is self-regulated by feedback (e.g., Ricotti et al. 2002;
Haas et al. 2012).
Our numerical implementation of the star formation
law is identical to that of Schaye & Dalla Vecchia (2008).
The star formation law is interpreted stochastically, and
the probability that a star-forming gas particle is turned
into a star particle in a time interval ∆t is given by
min(∆t/τ⋆, 1). Gas particles are converted to star parti-
cles assuming a conversion efficiency of 100%, i.e., the
masses of the star particles are identical to those of
the gas particles from which they are formed. The im-
plied relatively large mass of star particles is consistent
with our resolution, but sets a lower limit on the stellar
mass fractions and hence ionizing and LW luminosities
in the simulated galaxies to which the effects of radiative
feedback may be sensitive. We impose an upper limit
T⋆ ≡ max(1.5× 10
4 K, 100.5×Tfloor) on the temperature
at which gas is allowed to form stars, where Tfloor is the
minimum temperature set by the Jeans floor.
2.4. Population Synthesis
We interpret the star particles in our simulations
as simple stellar populations, i.e., instantaneous stellar
bursts that are characterized by an initial mass func-
tion (IMF), metallicity, and age. We compute the time-
dependent hydrogen and helium ionizing luminosities
QHI, QHeI, and QHeII, as well as the luminosities QLW in
the LW band with energies 11.2− 13.6 eV, of these star
formation bursts using the population synthesis models
from Schaerer (2003). The models assume a power-law
IMF p(m⋆) ∝ m
−α
⋆ with the Salpeter (1955) exponent
α = 2.35 but allow for a variation of the range of the
stellar masses sampled from the power-law distribution.
We describe the stellar bursts using the Schaerer (2003)
zero metallicity models with initial masses in the range
50 − 500 M⊙. The age of a burst is the time difference
between the simulation time at which the star particle
was created and the current simulation time. For ref-
erence, the luminosities at zero age main sequence are
QHI = 10
47.98, QHeI = 10
47.80, QHeII = 10
47.05, and
QLW = 10
46.96 photons M−1⊙ s
−1. We only consider star
particles inside the refinement region, and we do not fol-
low the propagation of radiation outside this region.
2.5. Photodissociation
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Molecular hydrogen H2 and deuterated hydrogen HD
are photodissociated upon absorption of radiation in the
LW band belonging to the photon energy range 11.2 eV−
13.6 eV. The rate of photodissociation of H2 is (e.g.,
Abel et al. 1997)
kLW=1.1× 10
8 s−1
Fν(νLW)
erg Hz−1 s−1 cm−2
=1.38× 10−12 s−1J21, (2)
where νLW ≡ 12.4 eV is the characteris-
tic LW frequency, Fν(νLW) is the LW flux,
J21 = Jν/(10
−21 erg Hz−1 s−1 cm−2 sr−1) is the
normalized LW mean intensity, and Jν = Fν(νLW)/4π.
We set the rate for photodissociation of HD iden-
tical to that of H2 (e.g., Glover & Jappsen 2007;
Wolcott-Green & Haiman 2011).
We write the LW intensity J21 as the sum of the cos-
mological LW background intensity J¯21 and the local LW
intensity J loc21 produced by the stellar populations repre-
sented by the star particles in the refinement region of
our simulations, J21 = J¯21+J
loc
21 . The refinement region
is too small to follow the build-up of the cosmological
LW background in a self-consistent manner. We there-
fore treat the intensity of the LW background as a free
parameter, and approximate its evolution using
J¯21(z) = J¯21,0 × 10
−(z−z0)/5, (3)
where J¯21,0 is the intensity of the LW background at z0.
Setting J¯21,0 = 1 and z0 = 10, Equation (3) provides
a good fit to the LW background evolution presented in
Figure 1 of Greif & Bromm (2006), and is also consistent
with computations of the LW background in other works
(e.g., Wise & Abel 2005; Ahn et al. 2009). The use of a
LW background that is a fixed function of redshift does
not allow us to capture the effects of self-regulation of
star formation inside minihalos by LW feedback (e.g.,
Ahn et al. 2012), at least until the intensity of LW radi-
ation emitted by the stars inside the simulation box has
become higher than the intensity of the background.
For reasons of computational efficiency we determine
the contributions from the N⋆ star particles in the refine-
ment region to the intensity J loci =
∑N⋆
j=1 J
⋆
j evaluated
at the location of gas particle i in the optically thin ap-
proximation (e.g., Wise & Abel 2008a), i.e.,
J⋆j =
hPνLW
4πδνLW
QLW,jm
⋆
j
4πr2ij
, (4)
or, in units of 10−21 erg Hz−1 s−1 cm−2 sr−1,
J⋆21,j ≈ 1
(
QLW,j
1047 M−1⊙ s
−1
)(
m⋆j
500 M⊙
)(
rij
1 kpc
)−2
.(5)
Here, QLW,j is the photon luminosity of star particle
j per unit mass in the LW frequency band, δνLW =
(13.6 eV− 11.2 eV)/hP is the width of the LW band, hP
Planck’s constant, m⋆j the mass of star particle j, and rij
the distance between the gas and the star particle.
For simplicity, we approximate the time-dependent LW
luminosities QLW computed in Section 2.4 by their zero
age main sequence values, and we assume that the stars
emit LW radiation for 3 Myr (Schaerer 2003). We ap-
proximately account for radiative transfer (RT) effects
by attenuating the total LW intensity J21 by a local
self-shielding factor (Equation 10 in Wolcott-Green et al.
2011b with α = 1.1). The self-shielding factor de-
pends on the column density of molecular hydrogen,
which we compute in the local Jeans approximation (e.g.,
Shang et al. 2010).
When computing the contribution to the LW inten-
sity from local sources using Equation (4), we ignore
the absorption of LW radiation along the way to the
absorbing gas particle. Near emitters, this is justi-
fied because molecular hydrogen is efficiently collision-
ally dissociated inside the H II regions surrounding
them (Johnson et al. 2007; but see Ricotti et al. 2002).
Outside the H II regions, this approximation is good
as long as the intergalactic molecular hydrogen frac-
tion does not substantially exceed its primordial value,
ηH2 ∼ 10
−6. In this case, the optical depth for ab-
sorption in the LW band remains insignificant out to
distances & 1 Mpc comoving (e.g., Ricotti et al. 2001,
their Figure 12; see also Glover & Brand 2003, their Fig-
ure 7; Ahn et al. 2009) much larger than the size of the
refinement region. Finally, we also ignore the absorption
of LW photons by atomic hydrogen series lines, which
also is not significant on the small scales simulated here
(e.g., Haiman et al. 2000; Ahn et al. 2009). Our im-
plementation of photodissociation is similar to that in
Johnson et al. 2012, but we do not account for the photo-
detachment of H−.
2.6. Photoionization
In this section we describe our implementation of pho-
toionization by stellar radiation. This implementation
involves two main steps. First, we transport ionizing
photons radially from the star particles through the sim-
ulation box, and compute the fraction of the photons ab-
sorbed by atomic hydrogen and helium. Second, we infer
the associated photoionization and photoheating rates.
Here we will only give a brief overview. We present a de-
tailed description of the implementation of the RT and
the computation of the photoionization and photoheat-
ing rates in the Appendix. There we will also discuss
tests of this implementation. The coupling of the RT
with the hydrodynamical evolution is achieved by passing
the photoionization and photoheating rates, along with
the photodissociation rates described in the previous sec-
tion, to the non-equilibrium solver for the chemical and
thermal evolution of the gas described in Section 2.2, and
this coupling is described in Appendix A.4.
We transport the ionizing radiation emitted by
the star particles using the multi-frequency RT code
traphic (Pawlik & Schaye 2008; Pawlik & Schaye
2011). traphic solves the time-dependent RT equation
by tracing photon packets emitted by source particles
at the speed of light and in a photon-conserving man-
ner through the simulation box. The photon packets are
transported directly on the spatially adaptive, unstruc-
tured grid traced out by the SPH particles, which allows
one to exploit the full dynamic range of the SPH simula-
tions. A directed radial transport of the photon packets
from the sources is accomplished despite the irregular dis-
tribution of SPH particles by guiding the photon packets
inside cones. A photon packet merging technique ren-
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TABLE 1
Simulation parameters.
Simulation mgas a mDM
b ǫ c nSF
d LWe RTf
LW+RT 4.84× 102 2.35× 103 0.1 500 yes yes
LW 4.84× 102 2.35× 103 0.1 500 yes no
NOFB 4.84× 102 2.35× 103 0.1 500 no no
a Gas particle mass in the refinement region (M⊙).
b Dark matter particle mass in the refinement region (M⊙).
c Gravitational softening radius (h−1 kpc comoving).
d Star formation threshold density nSF (cm
−3).
e Photodissociation by stellar LW photons and the LW background.
f Radiative transfer of stellar ionizing photons.
ders the computational cost of the RT independent of
the number of ionizing sources. The transport of pho-
tons is discretized in RT time steps ∆tr, after each of
which the chemical and thermal evolution of the gas is
advanced based on the number of absorbed photons.
We make the following approximations specific to the
current work. Each star particle emits ionizing photon
packets to its neighboring SPH particles once per RT
time step in a set of tessellating emission cones centered
around 8 different directions. The effective angular sam-
pling of the surrounding volume is larger than implied by
this number of directions thanks to the splitting of pho-
ton packets among neighbors inside the same emission
cone, and because of the randomization of the emission
directions at each RT time step. The photons are trans-
ported radially away from the star particles by tracing
them downstream inside transmission cones with solid
angle 4π/128. This angular resolution is sufficiently high
to track the delay of the ionization fronts around indi-
vidual halos by dense filaments, giving rise to the typical
“butterfly” shape of ionized regions, as shown in Fig-
ure 1.
To reduce the computational cost, we limit the prop-
agation of photons to at most a single inter-particle dis-
tance per RT time step, which approximates the full
time-dependent RT in the limit of small RT time steps.
Ionizing photons are transported using a single frequency
bin, and the absorption of the photons by neutral hydro-
gen and neutral and singly ionized helium is computed in
the grey approximation. The grey approximation does
not allow us to capture effects of spectral hardening,
and hence we may underestimate the effects of photoion-
ization and photoheating near and ahead of ionization
fronts, such as the enhanced formation of molecular hy-
drogen (Ricotti et al. 2001; Ricotti et al. 2002). These
approximations are discussed in further detail in the Ap-
pendix, in particular in Appendix B.3.
3. SIMULATIONS
We employ a set of three simulations to study the
effects of radiative feedback on the assembly of high-
redshift galaxies. Simulation LW+RT includes both star
formation and the LW and ionizing radiation emitted
by the stars, as well as an imposed LW radiation back-
ground, as described in Section 2. We will focus on dis-
cussing results of this simulation. We will often present
our results by comparing this simulation with simulation
LW, which is identical except that the emission of ion-
izing radiation is disabled, and with simulation NOFB,
in which the emission of LW radiation is also disabled.
In the last simulation, gas forms stars, but these stars
do not emit radiation, and in addition, the intensity of
the assumed LW background is set to zero. This sim-
ulation is therefore identical to simulation Z4 reported
in Pawlik et al. (2011), except for the inclusion of star
formation. Important parameters of the simulations pre-
sented here are summarized in Table 1. The final redshift
of the simulations is z = 11. We note that simulations
LW and NOFB are identical to the simulations used to
estimate the detectability of pair instability supernovae
in Hummel et al. (2012).
We use the friends-of-friends (FOF) halo finder, with
linking parameter b = 0.2, built into the substructure
finder subfind (Springel et al. 2001b), to extract halos
from our simulations. Given a FOF halo, we use subfind
to identify its most bound particle and let it mark the
halo center. We then obtain the virial radius, defined
as the radius of the sphere centered on the most bound
particle within which the average matter density is equal
to 200 times the redshift-dependent critical density of the
universe. The total mass inside this sphere defines the
halo virial mass. We define the total SFR of a given halo
as the sum of the SFRs of the gas particles it contains.
Because we employ a stochastic star formation recipe, the
rate at which star-forming gas particles are converted to
star particles may randomly fluctuate around this SFR.
We make use of the following relation between virial
temperature Tvir and virial mass Mvir (e.g., Equa-
tion 3.12 in Loeb 2010; see also Barkana & Loeb 2001),
Tvir = 1.04× 10
4 K
(
Mvir
108 M⊙
)2/3 ( µ
0.6
)(1 + z
10
)
. (6)
4. FORMATION AND EVOLUTION OF THE DWARF
GALAXY
In this section we present the formation history of the
simulated dwarf galaxy. We start with discussing the
radiative feedback from LW and ionizing radiation on
the assembly of gas and the formation of stars inside the
dark matter halo hosting the galaxy (Section 4.1), and
on the assembly of the dark matter halo (Section 4.2).
We finally proceed to investigate the robustness of the
gaseous disks forming at the center of the dwarf galaxy
halo under the radiative feedback (Section 4.3).
4.1. Baryon Assembly in the Dwarf Galaxy Halo
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Fig. 1.— Gas density, temperature, ionized hydrogen fraction, and molecular hydrogen fraction (from left to right) averaged in a thin
slice of thickness 0.2 kpc through the center of the minihalo progenitor at z = 22, shortly after the first stellar burst has shut off. The
relic photoionized region of diameter 4 − 6 kpc shows the typical non-spherical “butterfly” shape (e.g., Abel et al. 1999). The dense gas
inside the virial radius and along the filaments cools rapidly, allowing the residual free electrons to catalyze the formation of molecular
hydrogen up to fractions ηH2 ∼ 2 × 10
−3 (Oh & Haiman 2002). The molecular hydrogen fraction is also increased near the transition to
the predominantly neutral IGM, a relict of the increased rate of molecular hydrogen formation inside the ionization fronts (Ricotti et al.
2002). The dashed circle marks the virial radius. For purpose of visualization, this figure has been obtained from a simulation identical to
simulation LW+RT but with an increased angular sampling, in which the propagation of photons was not limited to a single inter-particle
distance. In Appendix B.3 we discuss that this change in parameters leaves the evolution of the minihalo essentially unaffected.
Figure 2 shows the formation history of the dwarf
galaxy in simulation LW+RT, including both photodis-
sociating and photoionizing radiation (blue curves). For
comparison, the figure also shows the formation histo-
ries of the dwarf galaxy in the simulation in which star
particles were sources of LW but not of photoionizing ra-
diation (LW; red curves), and in the simulation in which
star particles remained dark and the intensity of the LW
background was set to zero (NOFB; black curves). The
formation history is obtained by using subfind to locate
the dwarf halo progenitor that contains most of the 50
most-bound particles of the dwarf halo at the final simu-
lation redshift z = 11, and then repeating this procedure
to find the progenitor of this progenitor and so on, trac-
ing the halo assembly back to z = 25. The quantities
displayed in Figure 2 are obtained from the properties of
the particles inside the virial radius. The figure shows
that the dark matter halo hosting the emerging dwarf
galaxy grows by about three orders of magnitude in mass
in about 300 million years, consistent with expectations
(Pawlik et al. 2011; their Figure 1).
The evolution of the galaxy in simulation LW+RT pro-
ceeds in several main phases which will be discussed be-
low: (1) the assembly of a dark matter minihalo with
mass ∼ 106 M⊙ and the accretion and condensation of
gas inside it, leading to the formation of stars just below
z = 23, (2) the subsequent accretion of gas under feed-
back from star formation inside the dark matter mini-
halo, (3) the evolution of this minihalo into an atom-
ically cooling halo at z ≈ 16, during which the prop-
erties of the galaxy become insensitive to the inclusion
of LW radiation, (4) the ensuing growth into a dwarf
halo, during which the properties of the galaxy become
robust against feedback from photoionization, and, fi-
nally, (5) the formation of two nested rotationally sup-
ported gaseous disks below z . 13.5. Our discussion of
these phases will be complemented by comparisons with
the evolution of the dwarf galaxy in simulations LW and
NOFB.
During the first phase, and as the dark matter halo
grows in mass and accretes gas, both the baryon fraction,
which is initially slightly smaller than the cosmic baryon
fraction Ωb/Ωm ≈ 0.17, and the central gas densities in-
crease. By z = 25, the molecular hydrogen fraction has
significantly departed from its initial value, enabling the
minihalo gas to cool efficiently. The average gas temper-
ature inside the virial radius is initially slightly higher
than the virial temperature (dotted curve). Note that
in simulation NOFB, as the molecular hydrogen fraction
builds up, this relation then reverses and the virial tem-
perature becomes higher than the average gas tempera-
ture (e.g., O’Shea & Norman 2007). At z ≈ 23, the cen-
tral gas densities become larger than the threshold den-
sity for star formation. A single gas particle is turned
into a star particle, triggering the emission of LW and
ionizing radiation from the associated stellar burst. At
that time, the halo has reached a mass of ∼ 2× 106 M⊙.
Photoionization from the radiation emitted by the first
stellar burst almost instantly increases the average gas
temperatures to & 104 K. The associated increase in
thermal pressure pushes the gas away from the mini-
halo center, and removes a fraction of it from inside the
virial radius. As a consequence, the baryon fraction is
reduced to about fbar = 0.15. The reduction in the
baryon fraction is consistent with but slightly smaller
than that found in previous simulations of the assembly
of minihalos under feedback from star formation (e.g.,
Wise & Abel 2008a; Wise et al. 2012). This may be be-
cause the minihalo simulated here is fed by dense fila-
ments, and the inflow of gas along these filaments pro-
vides a strong obstacle for photoheating to drive the gas
beyond the virial radius, and it replenishes the photoe-
vaporated regions with fresh gas (e.g., Abel et al. 2007).
Nevertheless, the reduction in the central gas mass is suf-
ficient to drive the central gas densities below the thresh-
old density for star formation, and the stellar burst shuts
itself off. Figure 1 shows images of the gas density, tem-
perature, and ionized and molecular hydrogen fraction
around the minihalo at the end of the stellar burst.
After the first stellar burst is shut off, the average
mass-weighted molecular hydrogen fraction approaches
∼ 2 × 10−3, as expected inside the relic H II region
(Oh & Haiman 2002). The increased fraction of molec-
ular hydrogen enables the gas to cool quickly, and the
central gas densities increase. A few tens of Myr after
the end of the first burst, the gas has become sufficiently
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Fig. 2.— Assembly history of the dwarf galaxy. The blue solid curves in each panel show the evolution of the indicated property of the
dwarf galaxy in simulation LW+RT which included both LW and ionizing radiation. For comparison, the red dash-dotted and the black
dashed curves show, respectively, the evolution of the same properties in simulation LW that included only LW but not ionizing radiation
and in simulation NOFB in which star particles remained dark and the intensity of the LW background was set to zero. The left-hand
panel shows, from top to bottom: (a) virial mass Mvir (upper set of three curves which are nearly on top of each other) and stellar mass
M⋆ (lower set of three curves), and the mass corresponding to a virial temperature Tvir = 10
4 K (dotted; Equation 6 with µ = 0.6); (b)
SFR; (c) baryon fraction, and the universal baryon fraction Ωb/Ωm ≈ 0.17 (dotted); (d) specific angular momentum jgas of the gas. The
right-hand panel shows, from top to bottom: (a) the maximum gas density nH,max; (b) the mass-weighted mean temperature 〈T 〉, and the
virial temperature corresponding to the virial mass of the dwarf galaxy (in the NOFB simulation, dotted); (c) the mass-weighted mean
ionized hydrogen fraction 〈ηHII〉, and the initial ionized hydrogen fraction, ηHII = 3×10
−4 (dotted); (d) the mass-weighted mean molecular
hydrogen fraction 〈ηH2 〉, the initial molecular hydrogen fraction, ηH2 = 1.1 × 10
−6 (lower dotted), and the freeze-out molecular fraction
expected in fossil H II regions, ηH2 ≈ 2 × 10
−3 (upper dotted; Oh & Haiman 2002). All quantities are computed considering only matter
inside the redshift-dependent virial radius rvir. The inclusion of photodissociation and photoheating implies as strong negative feedback
on the condensation of gas and the formation of stars in the minihalo progenitor, but has little effect after the minihalo evolved into an
atomically cooling galaxy.
cold and dense for another stellar burst to be ignited
(e.g., O’Shea et al. 2005; Alvarez et al. 2006). Photoion-
ization heating from this second burst again lowers the
gas densities, but this time there is no strong decrease in
the baryon fraction. The accreting minihalo is thus mas-
sive enough to retain most of the gas inside the virial re-
gion. Because the negative feedback from photoheating
is now less strong, this second starburst is more extended
in time than the first one, and it involves the conversion
of several gas particles to star particles. However, the
combined feedback from the stellar clusters represented
by the star particles eventually shuts off star formation.
But already a few tens of Myr later the central gas densi-
ties have again increased above the SF threshold density,
and the galaxy continues to form stars.
By redshift z ≈ 16, the halo has reached virial tem-
peratures Tvir & 10
4 K. Consequently, a significant frac-
tion of the atomic hydrogen is collisionally excited, and
its radiative de-excitation endows the gas with an ad-
ditional channel to lose its thermal energy. Feedback
from photoionization heating continues to keep the gas
inside the halo at relatively low densities. However, the
galaxy now forms stars continuously, albeit at a rate sig-
nificantly smaller than in the absence of radiative feed-
back. The comparison with the quickly rising SFRs in
simulation LW that included emission of LW radiation
but not that of ionizing photons shows that the feed-
back from the photodissociation of molecular hydrogen
by LW radiation alone becomes inefficient in preventing
the gas from forming stars as the halo mass approaches
the atomic cooling limit, in good agreement with pre-
vious works (e.g., Ahn & Shapiro 2007; Wise & Abel
2007a; O’Shea & Norman 2008). The transformation of
the minihalo into an atomic cooling halo is accompanied
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by a significant decrease of the baryon fraction by ≈ 20%
at z ≈ 15− 16 and in the specific angular momentum of
the gas jgas ≡ Jgas/Mgas, where Jgas is the total gas
angular momentum with respect to the motion of the
most-bound particle and Mgas the total gas mass.
Below z . 15, photoionization heating becomes in-
creasingly inefficient at reducing the density of the halo
gas, and the gas then condenses up to & 105 cm−3. As
a result, the expansion of H II regions is impeded by
the increased recombination rates. The properties of the
galaxy then become rapidly insensitive to the inclusion
of ionizing radiation. The average mass-weighted ion-
ized fraction, which has been increasing until then, re-
mains roughly constant at around 〈ηHII〉 . 0.1. As a
result of the large densities, the SFRs approach those
seen in the simulation without radiation. The average
mass-weighted molecular hydrogen fraction reaches val-
ues in excess of 〈ηH2〉 & 2× 10
−3 as H2 forms efficiently
not only in fossil H II regions (e.g., Oh & Haiman 2002;
Johnson et al. 2007) but also in the ionization fronts
of the H II regions under irradiation from the ionizing
stars (Ricotti et al. 2002; see also, Shapiro & Kang 1987;
Jeon et al. 2012).
A major merger at redshift z ≈ 15 is accompanied by
a strong increase in the specific angular momentum of
the halo gas. The gas then settles in a disk, which is
essentially in place at z ≈ 13.5. The merger and the
formation of this disk are shown in Figure 4, which dis-
play a sequence of snapshots of the gas density inside
the forming dwarf galaxy. The disk is surrounded by
a second larger-scale disk at z ≈ 12. The evolution
and the properties of these two disks will be discussed
in more detail in Section 4.3 below. After the forma-
tion of the disks, the difference between virial and aver-
age gas temperatures that has amplified since the halo
has become an atomic cooling halo continues to increase.
In the atomic cooling halo this difference arises primar-
ily because a fraction of the gas does not shock-heat to
the virial temperature upon accretion onto the halo. In-
stead, the gas can efficiently cool inside the dense fila-
ments that reach into the virial region and supply the
halo center with gas (Pawlik et al. 2011). A qualita-
tively similar difference between average and virial tem-
peratures has been seen in other simulations of high-
redshift low-mass galaxies (e.g., O’Shea & Norman 2007;
Wise & Abel 2007b; Greif et al. 2008). At z = 11, the
final simulation redshift, the SFRs reach ∼ 0.2 M⊙ yr
−1,
consistent with the SFRs found in previous simulations of
high-redshift low mass galaxies (e.g., Wise & Cen 2009;
Razoumov & Sommer-Larsen 2010; Yajima et al. 2011;
Wise et al. 2012).
4.2. Effect of Radiative Feedback on the Dark Matter
Halo
Radiative feedback also affects the properties of the
dark matter halo hosting the emerging dwarf galaxy. Fig-
ure 3 compares the evolution of the dark matter density
profile of the galaxy in simulation NOFB with that in
simulation LW+RT (left panel), and with that in simula-
tion LW (right panel). The bottom panels show the dark
matter density profiles for each pair of simulations at four
representative redshifts. The profiles are scaled by divid-
ing by a singular isothermal profile ρiso(r) = ρvirr
2
vir/r
2.
In the last expression, rvir is the virial radius of the halo,
ρvir = 200ρcrit, and ρcrit is the critical density. The top
panels show the ratios of the density profiles of the sim-
ulations including radiation and the simulation without
radiation shown in the bottom panels, which helps to
illustrate the effects of stellar feedback. In simulation
NOFB, i.e., in the absence of radiative feedback (dashed
curves), the dark matter density profile is approximately
singular isothermal at all redshifts.
The central dark matter densities in the simulations
that included ionizing and/or LW radiation (solid curves
in each of the bottom panels) are initially significantly
lower, by up to factors ∼ 5, than those in the simulation
without radiation. The dark matter density profiles in
these simulations thus do not follow a singular isothermal
shape but show a spatially resolved dark matter “core”,
extending to radii significantly larger than the gravita-
tional softening scale (left-most vertical lines). The re-
duction in the central dark matter densities is more dis-
tinct and exists down to lower redshifts in simulation
LW+RT than in simulation LW. The difference in the
central dark matter densities originates in the difference
in the distribution of the gas inside the assembling dwarf
galaxy. In simulation LW, gas cannot cool and condense
as efficiently as in simulation NOFB because molecu-
lar hydrogen, the main coolant in low-mass primordial
galaxies, is photodissociated by LW radiation. In simu-
lation LW+RT, the central gas densities are, on average,
further reduced as photoionization heating drives the gas
away from the halo center. The radiative feedback on the
distribution of baryons implies a significant change in the
gravitational potential and, in turn, in the gravitational
pull on the dark matter, which hence remains less cen-
trally concentrated.
The comparison of the dark matter density profiles
in the simulations with and without feedback demon-
strates that the ability of gas to cool and condense
to high densities is crucial for establishing the singular
isothermal density profile seen in the simulation without
feedback (e.g., Wise & Abel 2008b; Zemp et al. 2012).
That gas condensation can lead to a more concentrated
dark matter density distribution is well known and is
usually described using the framework of halo contrac-
tion models (Blumenthal et al. 1986; Gnedin et al. 2004;
Gnedin et al. 2011). One may then expect the reverse of
this process, i.e., the removal of gas from the halo center,
to lead to a reduction in the concentration of the dark
matter. Indeed, previous works have demonstrated the
ability of SN explosions to lower the central dark mat-
ter densities in dwarf galaxies with masses & 109 M⊙
at z . 10 (e.g., Navarro et al. 1996; Mashchenko et al.
2006; Mashchenko et al. 2008; Governato et al. 2012).
Here we have shown that radiative feedback can have
a qualitatively similar effect on the dark matter distri-
bution in high-redshift minihalos. The reduction in the
central dark matter densities due to radiative feedback
is similar to that seen in the adaptive mesh refinement
simulations of Wise & Abel (2008b). In our simulation
LW+RT, the centrally suppressed dark matter profiles
shown in the left panel of Figure 3 can be approximated
by a Navarro et al. (1997) profile and concentration pa-
rameter ∼ 2 at z = 18.5 and 15.5. The effect of radiative
feedback on the dark matter profiles of high-redshift low
mass halos was also investigated by Ricotti (2003). The
shape of dark matter profiles in a cosmological simula-
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Fig. 3.— Dark matter density profiles of the dwarf galaxy in simulation LW+RT, which included both LW and ionizing radiation (bottom
left; solid curves), and in simulation LW, which included only LW radiation (bottom right; solid curves). Curves of different colors show the
density profile at different redshifts as indicated in the legend. The density profiles have been normalized by a singular isothermal density
profile to reduce the dynamic range. In each panel, the set of dotted vertical lines on the left marks the redshift-dependent gravitational
softening length ǫ, and the set of dotted vertical lines on the right marks the redshift-dependent virial radius. For comparison, both bottom
panels also show the dark matter density profile of the dwarf galaxy in the simulation without radiation (NOFB; dashed curves). The top
panel in the left-hand (right-hand) figure shows the ratio of the dark matter density profile in the LW+RT simulation (LW simulation) and
the dark matter density profile in simulation NOFB. The horizontal dotted line marks a ratio of 1, corresponding to the outcome in which
the radiative feedback has no effect on the dark matter density profile. The inclusion of LW or ionizing radiation leads to a reduction of the
central dark matter densities in the minihalo progenitor. As the minihalo turns into an atomically cooling galaxy and radiative feedback on
the distribution of baryons becomes inefficient, the dark matter density profile approaches a singular isothermal profile in all simulations.
tion including gas dynamics and radiative feedback was
found to be similar, on average, to the shape in a simu-
lation that was identical except that it only treated the
dynamics of the dark matter. Our finding that radiative
feedback can counteract the effects of gas condensation
on the dark matter density profile is consistent with the
results in Ricotti (2003) and Wise & Abel (2008b). How-
ever, Ricotti (2003) also points out that there are signifi-
cant statistical variations in the shape of the dark matter
profile of halos at fixed mass and redshift in the simula-
tion that included gas physics. We therefore caution to
overinterpret our conclusions drawn from the investiga-
tion of a single dwarf halo.
4.3. The Disks
Figure 4 shows a sequence of snapshots of the gas den-
sity distribution centered on the dwarf galaxy in simula-
tion LW+RT. At the final simulation redshift, the gas at
the halo center is organized in a massive central, spheri-
cal clump, an inner compact disk, and an outer extended
disk. The panels can be compared with Figure 8 of
Pawlik et al. (2011), which shows the gas densities in our
earlier simulation identical to simulation LW+RT dis-
cussed here except that it did not include star formation
or radiation. The comparison shows that the radiative
feedback is weak and the inclusion of star formation and
LW and ionizing radiation does not prevent the forma-
tion of the disks seen in that earlier simulation.
The sequence of events leading to the formation of
the two disks is very similar with and without the in-
clusion of radiation, and the reader may therefore refer
to Pawlik et al. (2011) for additional details. A major
merger at redshift z . 15 channels gas in the halo center.
This leads to the formation of the first gaseous disk by
z = 13.5. The disk subsequently develops spiral arms.
The spiral arms exert torques that imply an outward
transport of angular momentum in the disk gas. As a
consequence, the disk shrinks in size. At z ≈ 12, a se-
quence of minor mergers replenishes the halo center with
gas, producing the second gaseous disk. This disk re-
mains spatially extended until the end of the simulation.
The second disk surrounds the first disk, and the two
have orientations tilted with respect to each other. This
tilt is an interesting consequence of the hierarchical as-
sembly of the emerging dwarf galaxy (e.g., Rosˇkar et al.
2010; Pawlik et al. 2011). The formation redshifts of the
disks are similar in all simulations and hence insensitive
to the inclusion of radiation.
Photoheating creates low-density regions in the disk
gas, leaving behind a disk morphology more complex
than in the absence of photoheating (compare, e.g., the
bottom right panel of Figure 4 with the corresponding
panel in Figure 8 of Pawlik et al. 2011). These regions
remain, however, locally confined, and the disks remain,
as a whole, intact and relatively unaffected by photo-
heating. This insensitivity of the gas to photoheating is
consistent with the fact that at the time of formation of
the disks, i.e., at z . 15, the galaxy halo has already en-
tered the atomic cooling regime. Hence, its gravitational
potential is sufficiently deep to confine photoheated gas
in its interior. A positive feedback loop which consists
of high gas densities confining the photoheated H II re-
gions, allows the gas to collapse to increasingly higher
densities, further confining the photoheated gas.
The left panel of Figure 5 shows the Toomre param-
eter, averaged in annular bins, of the disk gas at the
final simulation redshift, Q = csκ/(πGΣ), where cs is
the adiabatic sound speed, κ = (4Ω2 + rdΩ2/dr)1/2 the
epicyclic frequency, and Ω the angular velocity of the
disk gas (Toomre 1964). In all three simulations Q & 1
at radii larger than the gravitational softening length,
implying that the disk configuration is stable against
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Fig. 4.— Assembly history of the disks in simulation LW+RT which includes both LW and ionizing radiation. The panels present face-on
views of the assembling dwarf galaxy and show the evolution of gas densities in the redshift range 11.0 ≤ z ≤ 14.5 in cubical slices of
linear size 0.5 kpc. The locations of star particles emitting LW and ionizing radiation is indicated with black dots. This set of panels can
be directly compared with that in Figure 8 of Pawlik et al. (2011), which shows the gas densities in a simulation identical to simulation
LW+RT presented here except that it did not include star formation or radiation. Radiative feedback creates locally confined low-density
cavities (best visible in the bottom right panel), but it is not sufficiently strong to prevent the assembly of the disks inside the atomically
cooling dwarf galaxy.
Fig. 5.— Azimuthally averaged properties of the disks at z = 11 in the three simulations without radiation (NOFB; black dashed curves),
LW radiation (LW; red dash-dotted curves), and LW and ionizing radiation (LW+RT; blue solid curves). Left: Toomre Q parameter of
the disk gas. A value Q & 1 implies stability against gravitational fragmentation. Middle: SFR surface densities ΣSFR as a function of
distance r from the most bound particle. Right: Star formation rate surface densities ΣSFR as a function of gas surface densities Σgas. The
dotted line shows the relation expected from the star formation recipe, ΣSFR = τ
−1
⋆ Σgas. The vertical dotted lines in the left and middle
panels mark the softening scale ǫ.
fragmentation. Note that the inclusion of LW and ion-
izing radiation increases disk stability by increasing the
sound speed. The inclusion of ionizing radiation further
helps to preserve the disks because photoheating evapo-
rates the gas from the low mass halos merging with the
dwarf galaxy. In the absence of feedback, on the other
hand, baryon-rich low mass halos that pass through the
disks can disturb the disks significantly (e.g., Figure 3 in
Pawlik et al. 2011).
The middle and right panels of Figure 5 show spheri-
cally averaged profiles of the SFR surface densities (mid-
dle), and the Kennicutt-Schmidt relation (right), i.e., the
relation between SFR surface density and gas surface
density, at the final simulation redshift. The Kennicutt-
Schmidt relation is characterized by a power-law behav-
ior and a suppression of star formation below gas surface
densities . 102 M⊙ pc
−2. The suppression is a result
of the star formation recipe, which limits star forma-
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tion to densities above 500 cm−3. At the final simu-
lation redshift, such densities are realized both in the
central region and in the disks, and the galaxy shows
a spatially extended morphology of star formation. In
contrast, star formation in the galaxy before disk for-
mation is limited to the central region (see Figure 4).
The Kennicutt-Schmidt power law behavior can be un-
derstood by writing ΣSFR = τ
−1
gasΣgas, where τgas = ρ/ρ˙⋆
is the gas consumption time. Using τgas = τ⋆ (Equa-
tion 1), we find, ΣSFR = τ
−1
⋆ Σgas. This relation is shown
with the dotted line in Figure 5, and the results from the
simulation are in close agreement with it.
Taken at face value, the large Toomre Q values that
indicate stability against disk fragmentation seem incon-
sistent with the nonzero star formation rates of the disks.
However, our simulations do not have sufficient resolu-
tion or the physical detail required to study fragmenta-
tion of the disks into individual stars. We have therefore
employed a phenomenological model for star formation
according to which stars form from gas with densities
larger than the adopted threshold density for star for-
mation, an approach employed in most galaxy forma-
tion simulations. It remains open if, at higher resolu-
tion or greater physical detail, the disks in our simula-
tion would fragment to form stars, or if they would re-
main stable, possibly feeding a central massive black hole
(e.g., Eisenstein & Loeb 1995; Koushiappas et al. 2004;
Lodato & Natarajan 2006). Addressing these issues in
cosmological simulations such as the simulations here is
computationally challenging. Simulations of isolated disk
galaxies have shown that star formation is slower in disks
that are more stable as quantified by the smallest Toomre
Q value in the disk (Li et al. 2005). It may therefore be
that star formation in high-redshift low-mass disk galax-
ies is less efficient than implied by our simulations.
5. REIONIZATION AND RADIATIVE FEEDBACK FROM
THE FIRST STARS
Figure 6 shows projections of the gas density (top) and
temperature (bottom) in cubical slices through the re-
finement region in simulation LW+RT at three represen-
tative redshifts z = 19, 16, and 13 (from left to right).
For comparison, the figure also shows the gas density
and temperature at z = 13 in the corresponding slice
through simulation NOFB (right-most panels). In the
following, we discuss the impact of LW and ionizing ra-
diation on the properties of the IGM and the formation of
low-mass galaxies in the neighborhood of the simulated
dwarf galaxy.
The feedback processes exerted by radiation are well-
known and are briefly summarized here. LW radiation
photodissociates molecular hydrogen, reducing the abil-
ity of low-mass halos to condense their gas. This sup-
presses star formation, providing a negative feedback
(e.g., Haiman et al. 1997). Ionizing radiation photoheats
the IGM to ∼ 104 K, and the implied Jeans filtering
impedes the accretion of gas into halos with virial tem-
peratures . 104 K (Shapiro et al. 1994; Gnedin & Hui
1998). In addition, photoheating evaporates gas from
low-mass halos and reduces the ability of gas to cool
inside them (e.g., Efstathiou 1992; Thoul & Weinberg
1996; Wiersma et al. 2009). On the other hand, pho-
toionization generates free electrons, which catalyze the
formation of molecular hydrogen, thus increasing the
ability of gas inside low-mass halos to cool and form stars
(e.g., Ricotti et al. 2002; Oh & Haiman 2002). Photoion-
ization therefore provides both a negative and a positive
feedback on star formation. A comprehensive overview
of the effects of radiative feedback can be found in, e.g.,
Ciardi & Ferrara (2005).
5.1. The Start of Reionization
Figure 7 quantifies the ionization and thermal his-
tory (left) as well as the evolution of LW intensities
and of the molecular hydrogen fraction (right) around
the dwarf galaxy in simulation LW+RT (blue curves).
The neighborhood considered here is defined, for sim-
plicity of geometry and to reduce boundary artifacts, as
the sphere of comoving radius 5rvir,com(z = 10), where
rvir,com(z = 10) ≈ 34 kpc comoving is the virial radius
of the dwarf galaxy at z = 10. We center the sphere
on the comoving position of the most-bound particle of
this galaxy at z = 10, and this is the same position on
which the slices in Figure 6 are centered. The spheri-
cal neighborhood is contained in the refinement region
at all redshifts. Our qualitative discussion below is not
sensitive to the precise definition of the neighborhood
adopted here. Volume-weighted (mass-weighted) aver-
ages are obtained by weighting with the the SPH kernel
volume (particle mass).
The fraction of the volume ionized (solid) increases
with decreasing redshift until z . 15, after which it re-
mains approximately constant at 〈ηHII〉V ≈ 0.5. The
fraction of the mass ionized (dashed) shows a qualita-
tively similar behavior, but it slightly decreases after
z . 15 and reaches 〈ηHII〉m ≈ 0.2 at the final simu-
lation redshift. The redshift below which the ionized
fractions no longer increase is similar to the redshift at
which the galaxy evolves into an atomically cooling ob-
ject. The fraction of the mass ionized is initially close to
but slightly larger than the fraction of the volume ion-
ized, but this changes at z . 19 after which the fraction
of ionized mass becomes increasingly lower than the frac-
tion of the ionized volume. Reionization thus proceeds
from the inside-out, from the dense halo gas into the dif-
fuse IGM, as expected (e.g., Wise & Abel 2008a). The
mass- and volume-weighted average gas temperature of
the ionized gas, which we have defined here as gas with
ionized hydrogen fraction ηHII > 10
−3, fluctuates be-
tween 3000 and 10000 K, in good agreement with the
results in Figures 12 and 13 in Wise & Abel (2008a).
Figure 7 shows that the ionization of the region around
the main galaxy in simulation LW+RT is accompanied
by an increase in the average LW intensities. Before the
formation of the first star, the average LW intensity is
close to but slightly smaller than the intensity of the
imposed LW background (dotted line), a consequence
of self-shielding. Emission of stellar radiation increases
the LW intensity above the background, and the latter
quickly becomes unimportant. At z . 16 the LW inten-
sities increase more rapidly and approach the intensities
found in simulation LW that only included LW radiation
(red curves), and the LW radiation efficiently destroys
the molecular hydrogen. However, the mass-weighted
fraction remains significantly larger than the volume-
weighted fraction, mostly because of self-shielding. The
comparison with simulation LW shows that the inclusion
of ionizing radiation promotes the formation of molecular
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Fig. 6.— Evolution of gas densities (top) and temperatures (bottom) in simulation LW+RT at three representative redshifts z = 19, 16,
and 13 (from left to right). For comparison, the right-most panels show the gas densities and temperatures in simulation NOFB at z = 13.
The cubical slices of fixed physical dimensions are centered on the comoving position of the most-bound particle in the dwarf galaxy at
z = 10. The dashed circles are centered on the dwarf galaxy progenitor and have a radius equal to the virial radius of the progenitor.
Photoheating raises the gas temperature to ∼ 104 K. The implied increase in gas pressure evaporates gas from inside low-mass halos and
smooths gas density fluctuations in the IGM.
Fig. 7.— Reionization history of the immediate neighborhood of the dwarf galaxy, defined by the sphere of comoving radius ≈ 100 kpc
centered on the comoving position of the dwarf galaxy at z = 10, the same position used to center the images in Figure 6. In all panels,
solid curves show volume-weighted averages, and dashed curves show mass-weighted averages. Top left: Mean ionized fractions 〈ηHII〉.
Bottom left: Mean gas temperatures 〈T 〉. Thick (thin) lines show average temperatures including only gas that is ionized (neutral), i.e.,
gas with ηHII > 10
−3 (ηHII ≤ 10
−3). Top right: Mean normalized LW intensities 〈J21〉. The average was computed in log-space to reduce
the dynamic range, i.e. 〈J21〉 ≡ 10〈log10 J21〉. The dotted line shows the intensity of the imposed LW background. Bottom right: Mean
molecular hydrogen fractions 〈ηH2 〉. The dotted horizontal line marks the initial molecular hydrogen fraction, ηH2 = 1.1×10
−6. The dwarf
galaxy highly but not fully reionizes the gas in its overdense neighborhood by the final simulation redshift, z = 11.
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hydrogen (e.g., Haiman et al. 1996; Ricotti et al. 2001;
Oh & Haiman 2002).
The dwarf galaxy highly but not fully ionizes its neigh-
borhood by z = 11. This is likely due to a combination of
reasons. First, as the galaxy evolves into an atomically
cooling object, photoheating is no longer able to substan-
tially reduce the gas densities inside it (see Section 2).
Ionizing photons emitted by the stellar sources are then
efficiently consumed by recombinations in the dense gas,
thus limiting the ionizing impact on the surrounding
IGM. Second, as we will discuss in Section 5.2 below, star
formation in the dwarf galaxy and its neighboring galax-
ies exerts a strong negative feedback on neighboring low-
mass galaxies, suppressing star formation inside them.
These galaxies thus cannot significantly contribute to
reionizing the gas. Finally, the considered volume lacks
more massive galaxies, which would be robust against
the feedback from the dwarf galaxy and could potentially
help reionizing the gas. This is an artifact of the refine-
ment region being too small to contain these rarer halos.
Note also that the galaxy resides in a highly overdense
region, and our computation of the mean ionized fraction
includes contributions from the self-shielded neutral gas
in halos inside this region.
5.2. Feedback on Galaxy Formation
Figure 8 shows the evolution of the minimum virial
mass of star-forming halos in the refinement region, as
found in simulation LW+RT in which stars emitted both
LW and ionizing radiation (LW+RT; blue). The cor-
responding evolutions in the simulation in which stars
emitted LW but not ionizing radiation (LW; red), and in
the simulation in which no radiation was present (NOFB;
black), are also shown. We computed the minimum mass
both by considering halos that form stars for the first
time (crosses), which is hereafter referred to as the mini-
mum collapse mass, and by considering all halos, includ-
ing those that have previously formed stars (boxes with
matching but lighter colors). Our definition of the min-
imum collapse mass is insensitive to our choice of the
threshold density for star formation nH,SF = 500 cm
−3,
at least in the absence of feedback from star formation,
because the transition from densities nH & 10 cm
−3 to
nH . 10
3 cm−3 which bracket the adopted star forma-
tion threshold density then occurs within a narrow range
of halo masses (see the bottom left panel in Figure 9).
In the absence of LW or ionizing radiation, the min-
imum collapse mass is consistent with the mass of ha-
los at virial temperature Tvir ≈ 2200 K (Equation 6
with µ = 1.22) independent of redshift. This mass
is consistent with but slightly larger than the masses
∼ 5 × 105 − 106 M⊙ at the time of gas collapse in pre-
vious simulations of minihalos (e.g., Yoshida et al. 2003;
O’Shea & Norman 2007; Wise & Abel 2008a; Greif et al.
2008). The small difference is probably a numerical
artifact of our limited resolution, which is lower than
those realized in the previous works. Differences are also
expected because the mass of the halo that forms the
first star is subject to statistical uncertainties related to
the low number of investigated halos (e.g., Greif et al.
2008; O’Shea & Norman 2008), and because of differ-
ences in the strength of dynamical heating from tidal
interactions and mass accretion (Yoshida et al. 2003;
O’Shea & Norman 2007). The inclusion of LW radi-
Fig. 8.— Minimum collapse mass, i.e., the mass of the lowest
mass halo inside the refinement region that forms stars for the
first time (crosses). The minimum collapse mass is shown both
as inferred from simulation LW+RT (blue), which included both
dissociating and ionizing radiation, and, for comparison, in the
simulations without radiation (NOFB; black), and dissociating ra-
diation only (LW; red). We also show the virial mass of the lowest
mass halo that forms stars, including halos that have previously
hosted star formation, in the same three simulations (squares with
matching but lighter colors). The dashed curve shows a virial mass
corresponding to a virial temperature Tvir = 2200 K (Equation 6
with µ = 1.22), which provides a good description of the evolution
of the collapse mass in simulation NOFB. The minimum collapse
mass is raised in simulation LW due to photodissociation of molec-
ular hydrogen by LW photons and in simulation RT+LW addition-
ally due to the Jeans filtering of the IGM. In the latter simulation,
the enhanced molecular hydrogen fraction in fossil H II regions can
lead to a reduction in the minimum collapse mass below that in
simulation LW.
ation increases the minimum collapse mass. This in-
crease in the minimum collapse mass due to photodis-
sociation by LW radiation has been investigated in de-
tail in a number of previous works (e.g., Machacek et al.
2001; Mesinger et al. 2006; O’Shea & Norman 2008;
Safranek-Shrader et al. 2012).
The inclusion of both LW and ionizing radiation in-
creases the minimum collapse mass in a similar manner
but often by a smaller factor, demonstrating a positive
feedback from the enhanced formation of molecular hy-
drogen in ionization fronts and fossil H II regions. Even-
tually, however, the negative feedback from photoheating
outweighs the positive feedback, and there is no new star-
forming halo inside the refinement region below z . 13.
Star formation can still proceed in halos that have pre-
viously formed stars, but the masses of these halos are
significantly larger than those in simulation NOFB. This
is the result of the Jeans filtering of the IGM, which
impedes the accretion of gas on low-mass halos. The
increased scatter in the minimum collapse mass in the
presence of photoionization is an expression of the local
nature of feedback from photoheating, which is limited
to inside the H II regions.
The top panels of Figure 9 show the specific SFRs, i.e.,
the SFRs divided by virial mass, both as a function of
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Fig. 9.— Properties of halos at z = 11, the final simulation redshift, in the refinement region in the three simulations without radiation
(NOFB; black diamonds), with only LW radiation (LW; red triangles), and with LW and ionizing radiation (LW+RT; blue squares). Each
symbol represents a single FOF halo. Dashed and dotted vertical lines, if shown, mark the virial mass of a halo with virial temperature
Tvir = 10
4 K (Equation 6 with µ = 0.6), and the mass 100 mDM. A horizontal dashed line, if shown, marks the universal baryon fraction.
The top axis, if shown, labels the virial velocity vc = (GMvir/rvir)
1/2 = 17.0 (M/108 M⊙)1/3[(1 + z)/10]1/2 km s
−1 (e.g., Equation 3.11
in Loeb 2010). Top left: star formation rate, normalized by virial mass, as a function of virial mass. Middle left: SFR, normalized by virial
mass, as a function of stellar mass. Top right: stellar mass fraction. The diagonal dotted line marks the stellar mass fraction implied by
the presence of a single star particle. Bottom left: maximum gas density. The horizontal line marks the star formation threshold density.
Bottom middle: baryon fraction as a function of virial mass. The curves of matching but lighter colors show medians to help guide the eye.
Bottom right: baryon fraction as a function of stellar mass. All quantities have been computed considering only matter inside the virial
radius rvir. Photodissociation of molecular hydrogen by LW radiation suppresses star formation completely only in minihalos with masses
significantly below the atomic cooling limit. Photoheating, on the other hand, suppresses star formation also in more massive minihalos.
The baryon fraction in simulation LW+RT is lowest in non-starforming halos with with masses . 106 M⊙, in which it is strongly reduced
by radiative feedback from external sources, and in star-forming halos with masses 107 − 108 M⊙, in which it is additionally reduced by
radiative feedback from internal sources.
virial mass (left) and of stellar mass (middle), and the
stellar mass fractions (right) for the halos inside the high-
resolution region at the final simulation redshift, z = 11.
The bottom panels of Figure 9 show the maximum gas
densities inside the virial radius (left) and the baryon
mass fractions as function of virial (middle) and stellar
mass (right) for these halos.
In the simulation without radiation (NOFB), the spe-
cific SFR ∼ 2 × 10−10 yr−1 is nearly independent of
halo mass in the range ∼ 107 − 109 M⊙. The specific
SFR is reduced in a fraction of the halos with masses
. 107 M⊙ just above the minimum collapse mass, which
we attribute primarily to the effects of dynamical heat-
ing during the gravitational collapse of these halos (e.g.,
Yoshida et al. 2003). Indeed, the fact that the transition
to high central gas densities occurs within a finite range
of halo masses shows that dynamical heating plays a non-
negligible role, and in the lowest mass halos this may be
amplified by the limited mass resolution we afford. Note
that some of the halos show an increased baryon frac-
tion fbar & 0.2 as a result of dynamical interaction and
ongoing mergers with other halos.
The inclusion of LW radiation implies a complete sup-
pression of star formation only in halos with masses
. 2× 107 M⊙, corresponding to virial temperatures sig-
nificantly below 104 K (vertical dashed line). This is
in qualitative agreement with the results from previous
high-resolution simulations of the collapse of minihalos in
the presence of a LW radiation background. These works
demonstrated that as the minihalo mass approaches the
atomic cooling limit, the presence of LW radiation can-
not prevent the build-up of molecular hydrogen, because
16 PAWLIK ET AL.
it is catalyzed by the elevated electron fraction inside
central structure formation shocks (e.g., Wise & Abel
2007a; O’Shea & Norman 2008), and also because of self-
shielding (e.g., Ahn & Shapiro 2007; Susa 2007). In con-
trast, the additional inclusion of ionizing radiation can
potentially suppress star formation in all halos below the
atomic cooling limit by evaporating the gas from the halo
centers. However, as we have already discussed above in
Figure 8, inspection of the stellar mass fractions reveals
that in simulation LW+RT, star formation is possible
down to lower halo masses than in simulation LW, a con-
sequence of the positive feedback from ionization ahead
of ionization fronts and recombinations of HII regions on
the formation of molecular hydrogen (Ricotti et al. 2002;
Ricotti et al. 2008).
The simultaneous inclusion of both LW and ionizing
radiation reduces the average baryon fractions in nearly
the full range of simulated halo masses. The reduction
of the baryon fraction is strongest, on average, for the
lowest-mass halos with masses. 106 M⊙, and for halos in
the intermediate mass regime, with masses in the range
107− 108 M⊙. Because halo masses . 10
6 M⊙ are below
the minimum collapse mass, halos in this mass range do
not form stars, and hence their baryon fraction is reduced
with respect to that in simulation NOFB due to the ef-
fects of radiation from external sources, and due to Jeans
filtering in the photoheated IGM. More massive halos
may accrete gas despite external feedback and Jeans fil-
tering, which explains why the baryon fraction increases,
on average, in the halo mass range∼ 106−107 M⊙. Halos
in the range 107 − 108 M⊙ are efficiently forming stars,
and therefore their baryon fractions are strongly reduced
by radiative feedback from internal sources. Finally, ha-
los with masses & 108 M⊙, corresponding to virial tem-
peratures & 104 K, are robust not only against Jeans
filtering and feedback from external sources, but also
against the feedback from internal sources. The baryon
fraction of these halos is reduced primarily because there
was not yet enough time for accretion to compensate for
the mass loss in past episodes of gaseous outflows.
Ricotti et al. (2008) investigated radiative feedback
from the first galaxies using cosmological simulations of
comoving size 1 − 2 h−1 Mpc including processes such
as chemical enrichment not treated here. Utilizing res-
olution similar to that realized here, they demonstrated
that the positive feedback due to enhanced molecular
hydrogen formation near ionization fronts and inside re-
combining HII regions can be very strong and compen-
sate for the negative feedback due to photodissociation of
molecular hydrogen (see also, Ricotti et al. 2002). Our
simulations may underestimate this positive feedback be-
cause we do not capture the spectral hardening of the
ionizing radiation, implying less ionization to stimulate
the formation of hydrogen ahead of ionization fronts.
Ricotti et al. (2008) further demonstrated that the stel-
lar mass fractions of the lowest mass halos are charac-
terized by a large scatter at fixed halo mass. Our sim-
ulations do not find as large a scatter, which may be
a consequence primarily of the larger star particle mass
and statistical limitations caused by the small size of the
refinement region in our simulations, although other dif-
ferences between the simulations may contribute. We do
however find a similar large scatter in the baryon fraction
at low halo masses, and we also agree with Ricotti et al.
(2008) that this scatter is driven by radiative feedback
from both external and internal sources.
6. PROSPECTS FOR OBSERVATIONS WITH JWST
In this section we estimate the fluxes of stellar and
recombination radiation expected from the dwarf galaxy
simulated here. We use these estimates to discuss the de-
tectability of the first galaxies with the upcoming JWST
(e.g., Gardner et al. 2006). We focus on the non-ionizing
UV continuum at wavelengths around 1500 A˚ (here-
after UV1500), and on the Lyα recombination line. We
have presented initial estimates of the expected flux in
Pawlik et al. (2011). The discussion here improves on
our earlier work by basing the flux estimates on the dwarf
galaxy simulation LW+RT presented in the current work.
This simulation, which tracked the emission of LW and
ionizing radiation from massive metal-free stars, provides
us with direct predictions of the SFRs in low-mass high-
redshift galaxies evolving under the radiative feedback
from the first stars.
JWST will image high-redshift galaxies in the UV1500
continuum using NIRCam. JWST will also perform
spectroscopic observations of these galaxies in the Lyα
line using NIRSpec. Observations of the UV con-
tinuum are routinely used to infer the SFR den-
sity in the high-redshift universe (e.g., Bunker et al.
2004; Sawicki & Thompson 2006; Bouwens et al. 2009;
Finkelstein et al. 2010), a key quantity which not only
constrains the nature of the stellar populations (e.g.,
Dunlop et al. 2012; Bouwens et al. 2010), but also al-
lows one to address the capability of galaxies to reion-
ize the universe (e.g., Stiavelli et al. 2004; Bouwens et al.
2009; Finkelstein et al. 2010). Observations of the Lyα
line, on the other hand, have enabled, e.g., spectroscopic
confirmation of galaxy candidates well into the epoch
of reionization (e.g., Rhoads et al. 2004; Iye et al. 2006;
Lehnert et al. 2010; Ono et al. 2012).
JWST will further enable spectroscopic observations
of high-redshift galaxies in the He1640 line, using NIR-
Spec, and in the Hα line, using MIRI. The intrinsic
strength of the Hα line is weaker by a factor of about 10
than that of the Lyα line (e.g., Schaerer 2003). Unlike
the Lyα line, the Hα line is, however, not affected by
resonant scattering (e.g., Loeb & Rybicki 1999; Santos
2004), rendering it a potentially competitive probe of
high-redshift galaxy formation. The He1640 line, on the
other hand, is highly sensitive to the metallicity and
IMF of the stellar populations, and a high ratio of lu-
minosities in the He1640 to Lyα or Hα lines has been
suggested a smoking gun for the existence of massive
metal-free stars (e.g., Tumlinson et al. 2001; Oh et al.
2001; Bromm et al. 2001). A detection of the He1640
line would therefore put strong constraints on current
theories of metal enrichment and star formation in the
high-redshift universe, but is extremely challenging be-
cause of its weak intrinsic strength (e.g., Zackrisson et al.
2011; Cai et al. 2011; Inoue 2011). Because we find that
both the Hα and He1640 line fluxes expected from dwarf
galaxies such as simulated here are generally too weak to
be observed with JWST, we do not further discuss these
emission lines. However, the reader may refer to our ear-
lier discussion of the observability of the first galaxies in
Hα and He1640 in Pawlik et al. (2011).
We use the Schaerer (2003) population synthesis mod-
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Fig. 10.— Flux of the combined stellar and nebular UV1500 continuum (left), and in the Lyα recombination line (right) as implied by
the SFRs of the dwarf galaxy in simulation LW+RT including LW and ionizing radiation (solid curves in the top panels, which additionally
show the stellar mass in that galaxy with dotted curves and labels on the right-hand axis). The estimate is based on the Schaerer (2003)
stellar population synthesis models with zero metallicity and top-heavy IMF (red solid). For comparison, we also show the expected flux
assuming metal-free stars with a normal IMF (dashed blue), and stars with metallicities Z = 5 × 10−4 Z⊙ and normal IMF (dot-dashed
black). The flux estimates assume that all the ionizing photons are absorbed inside the galaxy, i.e., fesc = 0. The line flux estimates can
be rescaled to non-zero escape fractions by multiplication with (1− fesc). All flux estimates scale linearly with the SFR. Dotted horizontal
lines show the sensitivity limits for observations with JWST, assuming exposures of 104, 105, and 106 s (top to bottom) and S/N=10
(Panagia 2005; Gardner et al. 2006). Dwarf galaxies with SFRs ∼ 0.1 M⊙ yr−1 such as simulated here will be among the faintest galaxies
JWST will detect in deep exposures of the z & 10 universe.
els for constant star formation to convert the SFRs of
the simulated dwarf galaxy in simulation LW+RT, which
included both LW and ionizing radiation, into intrinsic
luminosities in the Lyα recombination line, and in the
UV continuum. The Schaerer (2003) models require us
to specify the IMF and the metallicities of the stellar
populations, neither of which is predicted by our simula-
tions and hence has to be assumed. To bracket plau-
sible scenarios we repeat our analysis for three mod-
els (see the discussion in Pawlik et al. 2011). The first
model assumes that stellar populations consist of metal-
free very massive stars, which we describe by employ-
ing the Schaerer (2003) model with zero metallicity and
an IMF with Salpeter slope in the stellar mass range
50 − 500 M⊙ (hereafter, top-heavy IMF). This is the
same model employed to compute the ionizing and LW
luminosities of the stellar bursts in our simulations. The
second model assumes an IMF with Salpeter slope in
the range 1− 100 M⊙ (hereafter, normal IMF) and zero
metallicity. The third and final model assumes the same
IMF as the second model, but a non-zero (but low) metal-
licity Z = 5× 10−4 Z⊙.
We convert the line luminosities into observed line
fluxes using4 f(λo) = L(λe)/[4πd
2
L(z)], where L(λe) is
the intrinsic Lyα line luminosity, and dL(z) the luminos-
ity distance to redshift z. The continuum luminosities
are converted into observed flux densities using an anal-
ogous equation (Equation 5 in Pawlik et al. 2011). The
4 This differs from Pawlik et al. (2011), where we converted the
line flux into an equivalent flux density (Equation 4 in that work).
line luminosities and the nebular contribution to the UV
continuum luminosities are derived assuming that all ion-
izing photons are absorbed, i.e., that the escape fraction
is fesc = 0, thus maximizing the flux in the recombina-
tion lines. The line luminosities can be rescaled to the
case of non-zero escape fractions by multiplication with
(1 − fesc). We ignore the effects of resonant scattering
on the observed Lyα line fluxes. Lyα RT simulations
show that such effects can be very important, but they
often depend sensitively on the specific structure of the
investigated galaxies and hence are difficult to generalize
(e.g., Verhamme et al. 2008; Dijkstra & Kramer 2012).
Finally, our flux estimates scale linearly with the SFRs.
The curves in the bottom part of each panel in Fig-
ure 10 show the resulting UV continuum fluxes (left),
and the line flux in Lyα (right) according to the three
population synthesis models. For reference, the SFRs on
which these flux estimates are based are displayed at the
top of each panel (compare with the corresponding panel
in Figure 2). We also show the total stellar masses at the
top of each panel (right-hand axis). Figure 10 shows that
the galaxy simulated here would be observable out to red-
shifts z . 13 in both the UV continuum and the Lyα line
in deep surveys with exposures 105 − 106 s. While the
flux in the UV continuum is insensitive to the properties
of the stellar populations, the Lyα flux is significantly
larger in the case of metal-free stellar population with
top-heavy IMF than in the other two cases. At redshifts
higher than z & 13, the reduction in the SFRs, mostly
due to radiative feedback, causes the fluxes to decrease
sharply below any practical detection limit.
18 PAWLIK ET AL.
The results presented here are consistent with our ear-
lier results (Pawlik et al. 2011), after accounting for the
differences in the SFRs. We caution that the SFRs on
which our estimates are based are uncertain for a number
of reasons (see also the discussion in Section 7). First,
our simulations do not account for feedback from SNe
or chemical enrichment, both of which must alter the
SFRs significantly. The star formation rates are also un-
certain because in the absence of self-regulation by feed-
back they will depend on the star formation efficiency
(e.g., Ricotti et al. 2002), which is currently not well con-
strained at the high redshifts of interest and for which we
have assumed a value appropriate for the local universe
(see Section 2.3). As discussed in Section 4.3, the finite
resolution of our simulations introduces additional uncer-
tainties in the SFRs. Our work is a step towards a more
general discussion of the observability of the first galax-
ies, which ideally should be based on more sophisticated
simulations of a larger galaxy sample (e.g., Ricotti et al.
2008).
7. DISCUSSION
The two nested gas disks in our simulations form only
after the halo has reached a virial temperature signifi-
cantly larger than 104 K. In light of the scale-free nature
of cold dark matter structure formation, this relatively
late formation of the disks may be surprising. However,
it is consistent with results from previous zoomed simu-
lations of the first atomically cooling galaxies which have
not exhibited orderly rotation of the gas (e.g., Wise et al.
2008; Greif et al. 2008; Prieto et al. 2013). On the other
hand, the occurrence of the disks in the dwarf-sized ha-
los fits smoothly in line with simulations of galaxies more
massive than the first atomically cooling galaxies assem-
bling at lower redshifts (e.g., Mashchenko et al. 2008;
Pawlik et al. 2011; Romano-Dı´az et al. 2011; Wise et al.
2012).
The results from these previous works may point at a
threshold halo mass for the formation of the first disk
galaxies in the range ∼ 108 − 1010 M⊙ at z ∼ 10. This
mass scale is similar to the mass scale above which stel-
lar feedback becomes inefficient. However, the fact that
simulations of the first atomically cooling galaxies have
yielded a turbulent morphology even in the absence of
star formation suggests that the two scales are physically
unrelated. Indeed, in our simulations, the halo mass at
the time of disk formation is insensitive to the inclusion
of feedback. Nevertheless, the increased robustness of
dwarf galaxies against stellar feedback helps to preserve
the disks (e.g., Kaufmann et al. 2007). We caution that
properties other than halo mass such as, e.g., the envi-
ronment, or the merger history, may be critical to disk
formation in the first galaxies (Prieto et al. 2013).
Our results imply that galaxies with SFRs of ∼
0.1 M⊙ yr
−1 will be among the faintest galax-
ies JWST is likely to detect at z > 10, con-
firming earlier estimates (e.g., Haiman & Loeb 1998;
Oh 1999; Tumlinson et al. 2001; Ricotti et al. 2008;
Zackrisson et al. 2011; Pawlik et al. 2011). According
to our simulations, such galaxies reside in halos with
masses of ∼ 109 M⊙ having stellar masses of ∼ 10
7 M⊙.
In principle, JWST is sufficiently powerful to detect
the light from stellar clusters with masses as low as
105−106 M⊙ (e.g., Johnson et al. 2009; Zackrisson et al.
2011; Pawlik et al. 2011). Our simulations do not sup-
port the formation of such massive clusters, which would
require local SFRs ∼ 1 M⊙ yr
−1, an order of magnitude
higher than found here. However, star formation in our
simulations is unresolved, and it is possible that star for-
mation in the first galaxies is more clustered or bursty
than implied here. In this case, JWST could detect
galaxies inside halos less massive than considered here,
or inside halos that are more strongly affected by feed-
back than suggested by our simulations. On the other
hand, because we do not resolve the formation of stars
from first principles, galaxies could be less efficient star-
formers than implied by our simulations, and hence be
fainter. Such fainter galaxies may still be seen if they are
gravitational lensed (e.g., Zackrisson et al. 2012).
Our simulations have ignored a potentially very impor-
tant physical process, namely the explosion of massive
stars in SNe. SNe can provide a strong negative feed-
back by heating and expelling gas from even relatively
massive halos (e.g., Mac Low & Ferrara 1999). Previ-
ous works have shown that SN feedback can suppress
star formation strongly and lead to bursty star formation
histories (e.g., Stinson et al. 2007). SN feedback further
may create a highly spatially inhomogeneous medium,
likely enhancing the fraction of low column density sight-
lines and hence the fraction of escaping ionizing photons
(e.g., Yajima et al. 2009; but see Dove et al. 2000). SN
feedback may disturb the assembly of disks inside the
first galaxies strongly (e.g., Wise et al. 2012; but see,
e.g., Mashchenko et al. 2008). Moreover, SN feedback
may modify the structure of the dark matter halos sig-
nificantly (e.g., Mashchenko et al. 2008; Governato et al.
2012; Brooks & Zolotov 2012; Garrison-Kimmel et al.
2013).
Our simulations also ignored the chemical enrichment
of the gas by the metals synthesized in stars. Sim-
ulations that track the production and transport of
metals suggest that the transition between metal-free
and metal-enriched stellar populations may occur early
in the history of the universe (e.g., Tornatore et al.
2007; Maio et al. 2010; Wise et al. 2012). Significant
uncertainties, however, remain as to the efficiency of
the mixing of metals with the primordial gas and the
level of spatial homogeneity of metal enrichment (e.g.,
Scannapieco et al. 2002; Ricotti et al. 2008). This, to-
gether with the fact that not all stars are expected to
explode in SNe and enrich the gas but may instead col-
lapse directly into black holes (e.g., Heger et al. 2003),
leaves open the possibility of the formation of metal-free
stars in select regions of the universe down to relatively
low redshifts (e.g., Tornatore et al. 2007; Trenti et al.
2009; Johnson 2010; Fumagalli et al. 2011; Simcoe et al.
2012). However, even if all stars would collapse into
black holes without SNe, feedback from accretion onto
the black holes may still affect the evolution of the galax-
ies in a manner not captured by our simulations (e.g.,
Ricotti & Ostriker 2004; Alvarez et al. 2009; Jeon et al.
2012).
8. SUMMARY
We have presented cosmological smoothed particle hy-
drodynamics simulations of a dwarf galaxy assembling
in a halo reaching 109 M⊙ at z = 10. The simulations
were identical to our earlier simulations of such a galaxy
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in that they followed the non-equilibrium chemistry and
cooling of primordial gas. They improved on our earlier
simulations by including the formation of massive metal-
free stars. To investigate the radiative feedback from
these stars, we compared a simulation in which star par-
ticles emitted both molecular hydrogen dissociating and
hydrogen/helium ionizing radiation and a simulation in
which star particles emitted only dissociating radiation
with a simulation inside which star particles remained
dark.
Our main results are:
• Dissociating and ionizing radiation exert a strong
negative feedback by suppressing star formation in
the main minihalo progenitor of the dwarf galaxy,
but have little effect on star formation as soon as
the progenitor evolves into an atomically cooling
galaxy.
• Radiative feedback suppresses the central dark
matter densities in the dwarf galaxy main pro-
genitor minihalo relative to the densities found in
the simulation without radiation. The dark mat-
ter density profile of the dwarf galaxy is singular
isothermal independent of the inclusion of radia-
tion shortly after the minihalo has evolved into an
atomic cooling halo.
• The dwarf galaxy halo hosts two nested disks be-
low z . 12.5. The formation history and structure
of the disks are insensitive to the inclusion of dis-
sociating and ionizing radiation. These results are
consistent with a picture in which the first disk
galaxies form inside dark matter halos with masses
& 109 M⊙ at z & 10.
• The inclusion of dissociating and ionizing radiation
lowers the baryon fractions inside the minihalos in
the neighborhood of the dwarf galaxy. The baryon
fractions are lowest in minihalos with masses .
106 M⊙, a consequence of Jeans filtering and pho-
toevaporation from external ionizing sources, and
in minihalos with masses ∼ 107−108 M⊙, here pri-
marily a consequence of photoevaporation of gas by
internal ionizing sources.
• Galaxies with star formation rates ∼ 0.1 M⊙ yr
−1
will be among the faintest galaxies the upcoming
James Webb Space Telescope will detect in deep
exposures of the z & 10 universe. Our simu-
lations suggest that such galaxies reside in halos
with masses ∼ 109 M⊙ and have stellar masses
∼ 107 M⊙.
We caution that our conclusions are subject to statis-
tical uncertainties implied by the small volume of the
high-resolution region in our simulations. Another ma-
jor shortcoming of our simulations is the lack of feedback
from supernova explosions. Such feedback can poten-
tially have a significant impact on the evolution of low-
mass galaxies. Feedback from supernovae may heavily
disturb the assembly of disks, and strongly decrease the
star formation rates inside dwarf galaxies, thus affecting
also estimates of their observability. Our simulations also
did not account for the chemical enrichment of the inter-
stellar and intergalactic gas and the associated transition
from metal-free to metal-enriched stars. The effects of
supernova feedback and chemical enrichment are left to
be investigated in future work.
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APPENDIX
In this appendix we discuss our implementation of photoionization and photoheating by stellar sources (Appendix A).
We describe the implementation of the radiative transfer (RT; Appendix A.1), the treatment of multi-frequency
radiation (Appendix A.2), the computation of the photoionization and photoheating rates (Appendix A.3), and the
coupling of the RT to the hydrodynamical evolution (Appendix A.4). We also discuss tests of our RT implementation
(Appendix B), specifically addressing the coupling of the RT with the solver for the chemical and thermal evolution
(Appendix B.1), and with the hydrodynamics (Appendix B.2). We emphasize that the approximations and choices of
numerical parameters employed in this work and described below are specific to the current work.
A. IMPLEMENTATION
A.1. traphic
The RT makes use of the RT code traphic (Pawlik & Schaye 2008; Pawlik & Schaye 2011) implemented in a
customized copy of version 3 of gadget (Springel 2005; Schaye et al. 2010). In simulations with traphic, the RT
equation is solved by tracing a finite number of discrete photon packets emitted by ionizing source particles through
the simulation box. This is done directly on the irregular grid defined by the SPH particles, at the speed of light, and
in a photon-conserving manner (Abel et al. 1999). In addition to the description of traphic given below, the reader
may refer to the original publications for further details.
Each photon packet carries photons of characteristic frequency ν. We denote the total number of frequency bins
used to discretize the radiation spectrum by Nν . The transport of photons during a single time step proceeds by
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a succession of emission and transmission steps that move photon packets from individual particles, either SPH or
star particles, to a number of N˜ngb SPH neighbors. The neighbors of a given particle are particles located inside the
neighbor sphere, which is a sphere centered on the particle and contains N˜ngb neighboring particles. Therefore, N˜ngb
determines the spatial resolution at which the RT is carried out. We choose N˜ngb = 48, which reflects a compromise
between keeping high spatial resolution and controlling particle discreteness noise (Pawlik & Schaye 2008).
Star particles emit photon packets to their N˜ngb neighboring SPH particles inside NEC emission cones, each sub-
tending a solid angle of 4π/NEC. Emission cones tessellate the sky and are used to accomplish the isotropic emission
of photon packets to the SPH neighbors despite the possibly highly anisotropic distribution of the SPH particles (see
the Appendix in Pawlik & Schaye 2008). Photon packets emitted inside emission cones containing multiple SPH
neighbors are split in proportion to the inverse squared distance between the source and the neighbors to account for
the dilution of the radiation field with distance from the source. The central axes of the emission cones define the
initial propagation directions of the emitted photon packets. The parameter NEC determines the angular sampling of
the sky as seen from any given ionizing source. We choose NEC = 8. Even though the orientation of the emission
cone tessellation is randomly rotated at each RT time step, our choice of a small number of emission cones may imply
increased random scatter in the distribution of the photoionized and photoheated gas, especially around halos that
contain only a few star particles (see Appendix B.3 for an illustration).
SPH particles that receive photon packets transmit these packets along the associated propagation directions to
their downstream neighbors. Individual photon packets are transmitted only to the SPH neighbors located inside
transmission cones, which are regular cones with solid angles subtending 4π/NTC steradians centered around the
propagation directions and with their apex attached to the transmitting particle, where NTC is a parameter specified
below. The use of transmission cones prevents uncontrolled diffusion of photon packets on the set of irregularly
distributed SPH particles and keeps the photon transport directed. Photon packets that are emitted inside transmission
cones containing multiple SPH neighbors are split equally between these neighbors.
The parameter NTC sets the angular resolution at which the RT is performed. Because the transmission cones are
defined locally at the positions of the transmitting SPH particles and because photon packets are only distributed
among the subset of the N˜ngb neighbors that fall inside these transmission cones, the angular resolution is independent
of the distance from the sources. In this work we adopt NTC = 128. In test simulations of the RT around multiple
sources inside a static cosmological density field presented in Pawlik & Schaye (2008) we found that the results had
converged at a lower angular resolution of NTC = 32. Note that virtual particles are created to accomplish the emission
and transport of photon packets in cones that do not contain SPH neighbors, as described in Pawlik & Schaye (2011).
Photon packets received by SPH particles are merged, which allows one to control the number of photon packets
inside the simulation box and to avoid the scaling of the computational cost with the number of sources. The merging
is done by binning photon packets in solid angle using a set of NRC tessellating reception cones with solid angles
4π/NRC attached to each SPH particle. The merging is done separately for each frequency bin and hence it limits the
number of photon packets to be transmitted next to at most NRC ×Nν . Accordingly, the computational cost of the
RT scales with NRC, but not with the number of ionizing sources. In this work we set NRC = 8, motivated by test
simulations similar to those presented in Pawlik & Schaye (2011).
Photon packets are associated a clock that is used to control the speed at which they travel (see Pawlik & Schaye
2008). In this work we set this speed equal to the physical speed of light. However, for computational efficiency we
allow photon packets to travel only a single inter-particle distance during individual RT time steps. In the limit of
small RT time steps, transporting photon packets at the speed of light but limited by a single inter-particle distance is
equivalent to solving the time-dependent RT equation (see Pawlik & Schaye 2008 for a similar argument in the case
of the time-independent RT). The hybrid approach employed here prevents the photons from traveling faster than the
speed of light but, depending on the size of the RT time step and the inter-particle distance, may imply that photons
travel at an effective speed that is lower than the speed of light, possibly resulting in an artificially delayed propagation
of ionization fronts. We will discuss the effects of this approximation in Appendix B.3.
A.2. Absorption of Ionizing Photons by Hydrogen/Helium
A fraction 1 − exp[−τ(ν)] of each photon packet in frequency bin ν emitted or transmitted from particle i at
position ri to SPH neighbor j at position rj , separated by the propagation distance dij , is absorbed. The optical
depth τ(ν) is the sum τ(ν) =
∑
τα(ν) of the optical depths τα(ν) of each absorbing species α ∈ {HI,HeI,HeII},
and τα(ν) =
∫
rj
ri
dr σα(ν)nα(r) ≈ σα(ν)nα(rj)dij . The number of photons absorbed by species α is δNabs,α(ν) =
[wα(ν)/
∑
α wα(ν)]δNabs(ν), where the weights wα(ν) = τα(ν) (Pawlik & Schaye 2011) and δNabs(ν) =
∑
α δNabs,α(ν)
is the total number of absorbed photons.
In this work we choose, for reasons of computational efficiency, to transport hydrogen-ionizing radiation using a
single frequency bin, i.e., we set Nν = 1. In this bin, we adopt frequency-averaged photoionization cross-sections 〈σγα〉
for the absorption by the individual species α using the grey approximation (e.g., Mihalas & Weibel Mihalas 1984),
〈σγα〉 ≡
∫ ∞
να
dν
4πJν(ν)
hPν
σγα(ν)×
[∫ ∞
νHI
dν
4πJν(ν)
hPν
]−1
, (A1)
where Jν(ν) is the mean intensity of the radiation field, and hPνα is the ionization potential. We assume that the mean
intensity Jν(ν) is characterized by a black body spectrum of temperature TBB = 10
5 K, appropriate for the emission
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of radiation by the first stars (e.g., Schaerer 2003), which gives 〈σγHI〉 = 1.63×10
−18 cm2, 〈σγHeI〉 = 2.28×10
−18 cm2,
and 〈σγHeII〉 = 6.19 × 10
−20 cm2. We have employed the fits to the photoionization cross-sections from Verner et al.
(1996).
At fixed mean intensity Jν(ν), the grey approximation implies photoionization rates identical to those inferred from
a full multi-frequency treatment. However, because of the use of only a single frequency bin, our simulations ignore
the hardening of the radiation spectrum with distance from the source caused by the preferential absorption of lower
energy photons with larger absorption cross sections (see, e.g., the discussion in Pawlik & Schaye 2011).
A.3. Photoionization and Photoheating Rates
At the end of each RT time step the photoionization and photoheating rates are computed. We determine the
photoionization rates directly from the total number of photons Nabs,α(ν) =
∑
δNabs,α(ν) absorbed by a given SPH
particle during the RT time step ∆tr in frequency bin ν,
Γγα =
∑
ν Nabs,α(ν)
ηαNH∆tr
, (A2)
whereNH ≡ mgasXH/mH is the number of hydrogen atoms associated with the SPH particle of massmgas. This ensures
that the same number of photons that have been removed from the simulation is used to determine the ionization
balance and temperature of the ionized gas, i.e., photon conservation (Abel et al. 1999).
The heating rate per atom due to photoionization of species α, assuming a single frequency bin in the grey approx-
imation, is Eγα = Γγα〈ǫα〉, where
〈ǫα〉 =
∫ ∞
να
dν
4πJν(ν)
hPν
σγα(ν)(hPν − hPνα)×
[∫ ∞
να
dν
4πJν(ν)
hPν
σγα(ν)
]−1
(A3)
is the average energy of the absorbed ionizing photons in excess of the photoionization threshold. Because we assume
that the mean intensity Jν(ν) is characterized by a black body spectrum of temperature TBB = 10
5 K, the average
excess energies for photoionization of hydrogen and helium are 〈ǫHI〉 = 6.32 eV, 〈ǫHeI〉 = 8.70 eV, and 〈ǫHeII〉 = 7.88 eV.
A.4. Radiation-Hydrodynamical Coupling
The radiation-hydrodynamical evolution of the gas is followed by invoking a series of subcycles to compute the
dynamics, radiative transfer, chemistry, cooling, and heating of the gas. The dynamical evolution of the gas is
followed on the gravito-hydrodynamical time steps set by the standard time integration scheme of the gadget code
(Section 2.1). The RT is performed by subcycling the smallest (among all particles) gravito-hydrodynamical time step
∆ts, with RT time steps of size ∆tr. Unless stated otherwise, we adopt ∆tr = min[∆ts, 0.1 Myr]. We assume that the
chemical abundances and temperatures do not change during a single RT time step.
Chemistry, heating, and cooling of the gas are computed at the end of each RT time step. This is done by subcycling
the RT time step using time steps computed by the implicit non-equilibrium solver described in Section 2.2. Note
that because photoionization rates are obtained from the number of absorptions computed under the assumption that
species fractions and temperatures remain constant during the time ∆tr, not all photons that have been absorbed
always end up consumed in the computation of the chemistry and thermodynamics of the gas. This is a consequence
of the evolution of the chemical composition and temperature during the subcycling. To ensure photon conservation we
reinsert the remaining photons into the RT at the beginning of the next RT time step, and set them to be propagated
along their original directions.
The change in chemical abundances and temperature affects the dynamics of the particles only at the end of their
gravito-hydrodynamical time steps, at which time the particle entropies are updated and the sizes of the new gravito-
hydrodynamical time steps are determined. In gadget, particles evolve along a hierarchy of individual particle
gravito-hydrodynamical time steps that may be much longer than the smallest such time step, the latter also being
the time step at which the radiative cooling and heating is computed. This means that the radiation-hydrodynamical
response of the gas to photoionization heating may occur with a delay. Recently, Durier & Dalla Vecchia (2011) have
shown, in the context of thermal feedback from supernova explosions, that the lack of a prompt response to localized
energy injection may lead to a strong violation of the conservation of energy when using the standard gadget time
integration scheme employed also here. Our simulations may suffer from similar numerical artifacts.
B. TESTS
We have previously described a number of tests of our implementation of traphic in gadget for the RT on static
density fields. In Pawlik & Schaye (2008), we carried out monochromatic RT simulations of increasing complexity,
assuming that the gas is composed only of hydrogen and has a fixed temperature. By comparing with reference
solutions such as those published in Iliev et al. (2006), we demonstrated the ability of traphic to accurately capture
the evolution of ionization fronts, and to reproduce the ionized fractions. We also showed that traphic is able to
produce sharp shadows behind opaque absorbers, which gives rise to the typical “butterfly” shape of the ionized
regions (e.g., Abel et al. 1999). In Pawlik & Schaye (2011), we extended our implementation of traphic to enable
the transport of multi-frequency radiation, to account also for the ionization of helium, and to compute the evolution
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Fig. 11.— Test 4: cosmological reionization by multiple stellar sources (Iliev et al. 2006). Left: thin slice through the center of the
simulation box at time t = 0.2 Myr, showing contours of neutral hydrogen fraction ηHI = 0.5, on top of the density field (grey image). The
ionization fronts obtained in this work (red) are in very good agreement with the reference results obtained using c2ray (blue; Mellema et al.
2006) and crash (green; Ciardi et al. 2001; Maselli et al. 2003; Maselli et al. 2009). Right: histograms of the gas temperature at t = 0.2 Myr.
The results obtained in this work are in excellent agreement with those presented in Pawlik & Schaye (2011) (histogram labeled traphic
thin for reference with our earlier work) obtained with a different solver for the chemical and thermal evolution. They are in very good
agreement with the reference solutions obtained with c2ray, crash, and ftte (Razoumov & Cardall 2005) as reported in Iliev et al. (2006),
if one accounts for the differences in the atomic physics and the approximations employed.
of the gas temperature due to radiative cooling and photoionization heating. Results from test simulations with this
new implementation were in excellent agreement with reference solutions, such as those in Iliev et al. (2006).
The implementation of traphic in gadget that we use in this work differs from that described in Pawlik & Schaye
(2008) and Pawlik & Schaye (2011) in two main respects. First, we have substituted the explicit solver for the evolution
of the chemistry and temperature of primordial atomic gas in the presence of photoionizations used and tested in
Pawlik & Schaye (2011) with the implicit solver used in Pawlik et al. (2011) and described in Section 2.2. This solver
accounts for additional species, such as molecular hydrogen, and employs different rates for the atomic and molecular
physics. It has been described and extensively tested in a number of publications (e.g., Johnson & Bromm 2006;
Greif et al. 2010). However, it has not yet been tested in combination with traphic. In Appendix B.1 we therefore
repeat the RT test simulation on a static cosmological density field from Pawlik & Schaye (2011). The results of this
test are in excellent agreement with our previous results, demonstrating the validity of our implementation.
Second, the current work is the first to employ traphic in radiation-hydrodynamic simulations that account for the
feedback of photoionization heating on the gas dynamics. We have performed the radiation-hydrodynamical tests from
Iliev et al. (2009), and we have achieved excellent agreement with the published reference results in all of them. In
Appendix B.2 we provide a discussion of one of the tests relevant to the present work, the simulation of the evaporation
of a minihalo by an internal ionizing source.
Finally, in Appendix B.3, we investigate how our adoption of a limited photon propagation speed and a finite angular
sampling affects the early evolution of the minihalo in simulation LW+RT analyzed in the main text.
B.1. Radiative Transfer and Chemical and Thermal Evolution
In this section we repeat Test 4 of the cosmological RT code comparison project (Iliev et al. 2006) that we have
previously discussed in Pawlik & Schaye (2011), using a chemistry solver different from the one employed here. The
test involves the simulation of H II regions around multiple ionizing sources in a static cosmological density field. It
was designed to capture important aspects of state-of-the-art simulations of hydrogen reionization, such as the delayed
propagation in or trapping of ionization fronts by dense gas.
The setup of this test is identical to that of Test 4 in Pawlik & Schaye (2011), to which we refer the reader for a
detailed description. Briefly, the initial conditions are provided by a snapshot (at redshift z ≈ 8.85) from a cosmological
N -body and gas-dynamical uniform-mesh simulation. The simulation box is Lbox = 0.5 h
−1 Mpc comoving on a side,
where h = 0.7, and is uniformly divided into Ncell = 128
3 cells. We Monte Carlo sample this density field to replace
the mesh cells with NSPH = Ncell = 128
3 SPH particles. The gas consists purely of atomic hydrogen and is assumed to
be initially neutral at temperature T = 100 K. The ionizing sources are chosen to correspond to the 16 most massive
halos in the box, and are assumed to have blackbody spectra with temperature TBB = 10
5 K.
For comparison with Pawlik & Schaye (2011) we solve the time-independent RT equation with an angular resolution
of Nc = 32, set the number of neighbors to which sources emit radiation to N˜ngb = 32, employ a time step ∆tr =
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Fig. 12.— Test 6: profiles of the neutral and ionized fractions (left), temperature (middle), and gas density (right) at t = 10 Myr. The
results obtained with traphic (red solid) are compared with results obtained with flash-hc as published in Iliev et al. 2009 (blue dashed).
The initial profiles at t = 0 are also shown (black dotted). The agreement between the two results is very good. The small differences in
the ionized fraction and temperature at r/0.8 kpc & 0.35 are primarily caused by differences in the numerical treatment of the blackbody
spectrum. The monochromatic simulation with traphic employed a single frequency bin in the grey approximation, which cannot capture
the pre-ionization and preheating ahead of the ionization front found in the multi-frequency simulation with flash-hc. The shell of dense
gas is slightly broader in the simulation with traphic than in the simulation with flash-hc, and its propagation is slightly delayed, leading
to a slightly smaller radius at which the densities profile peaks. The small difference in the locations of the density profile peak explains
the similarly small difference in the locations of the ionization front between the two simulations. The differences seen here are comparable
to or smaller than the differences between the results obtained with a range of other RT codes shown in Iliev et al. (2009).
10−4 Myr, and transport photons only over a single inter-particle distance per time step. We transport radiation using
a single frequency bin, employing the grey photoionization cross-section 〈σγHI〉 = 1.63×10
−18 cm s−1. We assume that
each photoionization adds 〈ǫHI〉 = 6.32 eV to the thermal energy of the gas, as appropriate for the adopted blackbody
spectrum.
In Figure 11 we show results of this simulation and compare them with those presented in Pawlik & Schaye (2011)
and also with the reference results reported in Iliev et al. (2006). The agreement is very good if one accounts for
the differences in the atomic physics and the approximations employed (see Pawlik & Schaye 2011 for a detailed
discussion).
B.2. Radiation-Hydrodynamical Coupling
In this section we perform Test 6 of the cosmological RT code comparison project (Iliev et al. 2009). This test
consists of the simulation of the expansion of a H II region driven by an ionizing point source at the center of a
spherically symmetric region with a steeply declining gas density profile. In contrast to the test described in the
previous section, the gas distribution is not forced to remain static but may evolve in response to photoionization
heating from the central source. The test situation shares some of the main features of the evolution of gas densities
inside high-redshift cosmological minihalos under photoionization from a central massive metal-free star.
The physical setup of the test is as follows. The initial gas densities are described by a cored isothermal density
profile,
nH(r) =
{
n0 if r ≤ r0,
n0(r/r0)
−2 otherwise.
(B1)
We follow Iliev et al. (2009) and set n0 = 3.2 cm
−3 and r0 = 91.5 pc, and we assume that the gas, consisting solely of
atomic hydrogen, is initially neutral at temperature 100 K. The central source has a constant ionizing luminosity of
1050 photons s−1 throughout the simulation, and is characterized by a blackbody spectrum with temperature 105 K.
Following Iliev et al. (2009), all relevant cooling processes are included, except for Compton cooling. In this test,
gravitational forces are ignored.
We implement the power-law density profile by applying a local radial stretch along the direction towards the central
source to the inter-particle distances of SPH particles that are initially distributed uniformly with density n˜H. Denoting
the initial particle positions with (r˜, θ, φ), such a stretching is expressed by the transformation (r˜, θ, φ) → (r, θ, φ),
where θ and φ are the usual two angles needed to specify a position in spherical coordinates. Mass conservation then
requires the new coordinates (r, θ, φ) to satisfy
nH(r)r
2 sin θdrdθdφ = n˜Hr˜
2 sin θdr˜dθdφ. (B2)
Substituting a power-law density profile, nH(r) ∝ r
n, the last equation can be integrated to yield r ∝ r˜3/(3−n). In the
present case, n = 2, and hence r ∝ r˜3. Therefore, a singular isothermal profile can be obtained by stretching the initial
inter-particle distances between uniformly distributed particles along the radial directions towards the center by a
factor r˜2. The initial uniform density field is generated by placing particles randomly in the simulation box. To reduce
the associated shot noise, the resulting particle distribution is regularized by evolving the particles under the influence
of a reversed-sign (i.e., repulsive) gravitational force until the particles settle down into a glass-like quasi-equilibrium
(White 1996). After generating the singular isothermal density profile, we replace the central region within r0 with a
uniform glass-like particle distribution to introduce the central core.
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Fig. 13.— Temperature averaged in a thin slice of thickness 0.2 kpc through the center of the minihalo progenitor at z = 22 in three
simulations that are identical to simulation LW+RT discussed in the main text except for the treatment of the RT. Left: simulation
test-base, with a single emission along NEC = 8 directions per RT time step and propagation at the speed of light but by at most 1 inter-
particle distance, as in simulation LW+RT discussed in the main text. Middle: simulation test-speed, with a single emission along NEC = 8
directions per RT time step and propagation at the speed of light (and no other limitation). Right: simulation test-sampling with 103
emissions along NEC = 8 random directions per RT step and propagation at the speed of light (and no other limitation). The comparison
of simulations test-base (left) and test-speed (middle) shows that the size of the final photoheated region is insensitive to the limit on the
distance which photon packets can travel in a given RT time step, thanks to the photon-conserving nature of the RT with traphic. The
comparison of simulations test-speed (middle) and test-sampling (right) shows that an increased angular sampling implemented by emitting
photons along an increased number of random directions reduces artifacts in the shape of the photoheated region. Simulation test-sampling
shown in the right panel has been used to generate Figure 1.
The numerical parameters used in this test are as follows. We place the ionizing source in the center of a box with
linear size 1.6 kpc. We sample the gas inside the core with radius r0 using 30000 particles, which corresponds to an
equivalent uniform grid resolution of 1603 cells. This resolution is slightly higher than the uniform grid resolution
employed in Iliev et al. (2006), which was 1283 cells. We use an angular resolution Nc = 8, a number of neighbors
for the emitting source N˜ngb = 32, employ a RT time step ∆tr = 10
−5 Myr, and transport photons only over a single
inter-particle distance per time step. We limit the sizes of the individual particle hydrodynamical time steps to be
less than 0.1 Myr. The radiation is transported using a single frequency bin and assuming a grey photoionization
cross-section 〈σγHI〉 = 1.63× 10
−18 cm s−1, as well as that each photoionization adds 〈ǫHI〉 = 6.32 eV to the thermal
energy of the gas. The parameter values are chosen to make contact with the conditions in the simulations presented
in the main part of this paper, and to ensure numerical convergence. The test results are not critically sensitive to the
adopted parameter values. However, we note that because of our choice of emitting photon packets only once per RT
time step, the angular sampling depends on the RT time step, and a larger RT time step would imply an increased
scatter in the ionized fraction, temperature and density profiles (see Appendix B.3).
The results of the test are shown and discussed in Figure 12. The results obtained with traphic are in very good
agreement with the reference results published in Iliev et al. (2009).
B.3. Effect of Limited Photon Packet Propagation Speed and Finite Angular Sampling
In this section we discuss the effects of our approximations regarding the limited photon propagation speed and the
emission of photon packets by ionizing sources along a finite set of random directions per RT time step. To this end
we have repeated the RT around the first stellar burst in the minihalo progenitor of simulation LW+RT. The first
test simulation that we have performed, hereafter test-base, employed RT parameters identical to those employed in
LW+RT. In particular, in this simulation ionizing sources emitted photon packets along NEC = 8 random directions
per RT time step, and the photon propagation was done at the speed of light but limited to a single inter-particle
distance per RT time step. To investigate the effect of the limitation in the propagation speed, simulation test-base
is compared with a simulation in which photon packets propagate at the speed of light with no additional limitation
regarding the number of inter-particle distances per RT time step (hereafter test-speed; and with ionizing sources
emitting photons into NEC = 8 random directions per RT time step as in test-base). To investigate the effect of the
angular sampling, simulation test-speed is compared with a simulation in which sources emit photon packets along 103
times more random directions per RT time step (hereafter test-sampling; and transporting photons at the speed of
light as in test-speed). The latter is implemented by repeating the emission of radiation along the NEC = 8 random
directions 103 times per RT time step, with each emission using a different set of NEC = 8 random directions and
emitting photon packets that contain by a factor 103 fewer photons.
Figure 13 shows the gas temperature in a thin slice through the center of the minihalo progenitor at z = 22, at the
end of the stellar burst, in the three test simulations test-base (left), test-speed (middle), and test-sampling (right).
The final extent of the photoheated region is similar in simulations test-base and test-speed despite the difference
in propagation speeds. This is because the RT with traphic conserves the number of ionizing photons that are
transmitted and absorbed, and because the final extent of photoheated H II regions is set primarily by this number.
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However, limitations of the speed at which photons are propagated can lead to differences in extent and shape of the
developing H II regions early during their evolution (e.g., Pawlik & Schaye 2008). The increased angular sampling
in simulation test-sampling reduces the noise that characterizes the shape of the photoheated region in simulation
test-base, as expected. However, this noise is already small in simulation test-base, which hence yields a photoheated
region similar in shape to that in simulation test-sampling. We note (but do not show) that the evolution of the
properties of the minihalo, such as, e.g., the maximum gas density, is nearly identical in all three test simulations.
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