Abstract. We consider the Fourier integral operators associated to singular canonical relations, with the cusp singularities on both sides. We prove that such operators lose 1 4 + ǫ of a derivative in smoothing properties, compared to non-singular Fourier integral operators. We also state the results on regularity properties in L p spaces. Our approach is based on almost orthogonality decompositions of singular oscillatory integral operators.
Introduction
In this paper, we continue the study of the relation of properties of Fourier integral operators F : C comp (Y ) → C ′ (X) to the geometry of the projections C → T * X and C → T * Y from the canonical relation C ⊂ T * X\0 × T * Y \0 associated to F. The standard theory developed by Hörmander [Hö 71 ] is applicable to operators associated to canonical relations which are locally graphs of symplectomorphisms from T * X to T * Y (when π L and π R are locally diffeomorphisms). On the other hand, in a number of natural cases such as scattering theory [MT 85 Further, set w R = 1 if at the cusp points π R is a strong cusp (see Definition 1.3 below) and w R = 2 otherwise; similarly set w L = 1 if at the cusp points π L is a strong cusp and w L = 2 otherwise. Additionally, assume that C → X and C → Y are submersions. Then, for 1 < p < w R +2 w R +1 and 2 + w L < p < ∞, F extends to a continuous operator from L w R +1 and 2 + w L is obtained by interpolation with the L 2 estimates.
Let us summarize previously known results on Sobolev continuity of singular Fourier integral operators in higher dimensions (the continuity properties of such operators are usually expressed in terms of the loss of derivatives versus the continuity of operators associated to local graphs). Known results include the loss of For operators with higher order singularities, Greenleaf and Seeger proved that there is a loss of at most 1 3 of a derivative when one of the projections from the canonical relation has a cusp singularity [GrSe 98 ]. Theorem 1.1 gives nearly the optimal estimate, the loss of 1 4 +ǫ of a derivative, in the case when both projections are cusps. We expect that there is a loss of exactly 1 4 , which would be the optimal result, but we can not prove this yet.
The L p → L p estimates on classical Fourier integral operators were obtained in [SeSoSt 91 ]: A Fourier integral operator F ∈ I µ (X, Y, C) of order µ associated to a canonical relation which is a local graph is continuous from
The operators with twosided fold singularities were considered in [SmSo 94], and the operators with the fold singularity on one side and higher order singularity on the other were considered in [CoCu 98]. The basic result is that for p away from some neighborhood around p = 2, the L p → L p continuity of singular Fourier integral operators is the same as that of operators associated to local graphs. The L p continuity of operators with two-sided cusp singularities stated in Theorem 1.1 seems almost optimal (we expect that there is no loss of ǫ anywhere except for the points p = w R +2 w R +1 and p = 2 + w L ).
We will characterize the properties of π L and π R in terms of the type of singularity at a point. Let M and N be two smooth manifolds of the same dimension and let π : M → N be a smooth map. Let Σ = {p ∈ M | det dπ| p = 0} be the critical variety of the map π (det dπ denotes the determinant of the Jacobi matrix of π in certain local coordinates). Assume that π drops rank simply by 1:
Definition 1.2. The type of the map π at a critical point p ∈ Σ is the smallest integer k such that V k (det dπ)| p = 0, where V is a smooth vector field over M which generates Ker dπ:
The definition does not depend on the choice of V .
Type 1 corresponds to the maps with Whitney fold singularities (S 1,0 Morin singularities). The equivalence of the maps of type 2 and cusp singularities (S 1,1,0 Morin singularities) easily follows from [Mo 65]. In particular, the map (1.1) is of type 2 in the origin since the determinant of the mixed Hessian is det dπ(x) = 3x 2 m − x 1 , while the kernel of dπ is generated by V = ∂ x m . (For k > 2, the maps with Morin singularity S 1 k ,0 at certain points are also of type k at those points, although the converse is not necessarily true.)
For the projections from the canonical relation C ⊂ T * X × T * Y , we also define a strong cusp, similarly to [GrSe 98 ]: Definition 1.3. We say that the map π : C → T * X has a strong cusp singularity at a point p ∈ C if π has a cusp singularity at that point, and additionally
Above, π X stands for the canonical projection T * X → X.
Remark. The definition of cusp (1.1) already implies that d(det dπ) = 0, but in the above definition we additionally require that d(det dπ) takes non-zero values on "directions orthogonal to X". A weaker condition, the type of π relative to Ker(dπ X •dπ), is introduced in [CoCu 98]. If π is a cusp, its type relative to Ker(dπ X • dπ) could only be equal to 1 (for a strong cusp) or to 2. It is well known [GrSe 94 ] that the L 2 theory of Fourier integral operators reduces to the analysis of oscillatory integral operators of the form
, and the projections from C can be represented by
The determinants of the Jacobi matrices of π L and π R are both equal to the determinant of the mixed Hessian of S, which we will denote by h:
This shows that the projections π L and π R have a common critical variety
although their behavior at critical points could be quite different. We assume that both π L and π R have cusp singularities. The condition that e.g. π L is a strong cusp at some point (x o , ϑ o ) is equivalent to the requirements that According to [GrSe 94 ], the L 2 part of Theorem 1.1 follows from the following result:
We prove this Theorem in Sections 2 and 3. The proof elaborates the ideas from [PhSt 91 ] and is based on the Cotlar-Stein Lemma. In particular, the present proof is directly related to the almost orthogonality argument in [Co 99].
In Section 4, we show how to obtain the L p estimates of Theorem 1.1 via more precise formulation of L 2 estimates and interpolation with H 1 → L 1 estimates. The argument is basically the same as in [CoCu 98] , where the operators with one-sided fold singularities were considered.
Proof of the Main Theorem
It suffices to prove the Main Theorem in the case when the density a(x, ϑ) in (1.2) is supported in a small neighborhood of a point (x o , ϑ o ) where π L and π R are of type 2. We choose local coordinates
As in [Co 99], we introduce the vector fields
. L and R generate the kernels of of dπ L and dπ R , respectively. Due to the choice of local coordinates,
Therefore, for any small constant ε > 0 (for the definiteness we assume that ε < 1 2 ), we can localize a(x, ϑ) to a sufficiently small neighborhood of (x o , ϑ o ) so that on the support of a(x, ϑ)
Since both dπ L and dπ R are of type 2 at (x o , ϑ o ), we may assume that everywhere on the support of a(x, ϑ)
We need a dyadic partition of unity in R. We pick a smooth non-negative symmetric function β 0 with supp
. There is the following dyadic partition of unity:
We decompose the operator (1.2) into T λ = j,k∈Z T j k λ , and further
and T ℏ j k λ,0 is given by the same expression with β 0 (
±ℏ ). Theorem 2.1. For any ǫ > 0, we have:
This corollary proves the statement of the Main Theorem. It is also convenient to have an estimate on the sum of operators with the same values of ℏ and λ, T
. Although all operators in the right-hand side have similar bounds, (2.5) and (2.6), the number of these operators is bounded by const ln λ (this is due to the inequality λ
We will need this Corollary in Section 4 for L p → L p estimates.
We will prove (2.5) only. The proof of (2.6) is similar but slightly easier, all this according to the scheme in [PhSt 91 ], [Cu 97], and [Co 99]. It suffices to consider the operator T ℏ j k λ,+ with j, k ≥ 0. We can assume that both 2 j ℏ 1/2 and 2 k ℏ 1/2 are smaller than arbitrarily chosen positive constant (if either |Lh| or |Rh| is bounded from below by a positive constant, the corresponding projection from C is a Whitney fold, and the optimal results follow from [Co 99]).
We decompose the operator T ℏ j k λ into pieces as follows. Let χ ∈ C ∞ comp (R n ) be a non-negative smooth function supported near the origin of R n , such that for any x ∈ R n , P ∈Z n χ(x−P ) = 1 (the sum is taken over the points on the integer lattice Z n ⊂ R n ). For X, Θ ∈ Z n and for σ > 0 a small number fixed once for all (we will see later which conditions σ has to satisfy), we define (2.7)
Inequality (2.5) follows from the Cotlar-Stein almost orthogonality argument applied to the operators T XΘ , which satisfy the following bounds:
Proposition 2.2. For any N > 0, there are the following bounds on L 2 -L 2 norms:
We are going to prove the almost orthogonality relations (2.9), postponing the proof of individual estimates (2.8) until Section 3. It suffices to obtain the bound on T XΘ T * XΘ
. Its Schwartz kernel is given by (2.10)
This is identically zero unless |Θ −Θ| ≤ 2 √ n; it is not restrictive to assume Θ =Θ.
We assume that |X −X| ≥ C 1 , with C 1 large. The easiest case to consider is |X ′ −X ′ | ≥ |X n −X n |. According to (2.1) and to (2.3), the matrix S x ′ ϑ ′ is non-degenerate and |S x n ϑ ′ | ≤ ε, so that
Integrating by parts in the expression for K XΘXΘ (x, y), we obtain the bound (2.11)
, and then the Schur lemma leads to an estimate which is better than (2.9). (An extra ℏ in the denominator of (2.11) reflects a weak bound const ℏ −1 on the contribution from ∂ ϑ during integration by parts. To be able to prove the Main Theorem with ǫ = 0, we need a better bound on this contribution.)
Now, instead, we assume that |X ′ −X ′ | < |X n −X n |. We shall show that if |X −X| ≥ C 1 , where C 1 is sufficiently large, then there is some small constant c 2 > 0 (the conditions on both C 1 and c 2 are to be obtained below) such that for all (x, y, ϑ) in the support of the symbol under consideration the following inequality is satisfied:
If so, the integration by parts in the expression for K XΘXΘ (x, y) contributes the factor bounded by
We apply the Schur lemma to the operator T XΘ T * XΘ and obtain (2.13)
Since ℏ ≥ λ − 1 2 +ǫ 2 j+k 2 , the denominator is greater than any power of λ 2ǫ |X −X|, and again we obtain an estimate which is much better than what is needed for (2.9). The requirement of Theorem 2.1 that ǫ > 0 is also crucial here.
Let us now derive conditions on C 1 and c 2 . Namely, we will show that if for some small c 2 > 0 at some point (x, y, ϑ) on the support of the symbol of (2.10) we have (2.14)
then |X −X| has to be uniformly bounded (we will denote this bound by C 1 ). Therefore, if |X −X| ≥ C 1 , then (2.12) holds for all (x, y, θ) in the support of the integrand, leading to the bound (2.13).
We employ an argument as in Proposition 3.2 in [Co 99]. Assume that y n > x n (otherwise we swap x and y). We consider the map
This map is a diffeomorphism since det
In the (η ′ , x n , ϑ)-space, consider the line segment l from the point µ 0 ≡ µ(x, ϑ) to µ 1 ≡ µ(y, ϑ), and parameterize it by t so that t = 0 at µ 0 and t = |l| at µ 1 . Let v be the constant vector field in the (η ′ , x n , ϑ)-space, generated by the unit vector in the direction of l. Denoting by h the function h(x, ϑ) rewritten in (η ′ , x n , ϑ)-variables, so that h = µ * h, we obtain the following inequality:
Since µ is a diffeomorphism, we may assume that |x − y| ≤ const |µ 1 − µ 0 |. This leads to the inequality (2.15) |x − y| · inf l |vh| ≤ const ℏ.
Lemma. If c 2 in (2.14) is sufficiently small, then |vh| ≥ 2 j−2 ℏ 1 2 everywhere on l.
From the inequality (2.15) and from the above Lemma we conclude that |x − y| is bounded by const 2 −j ℏ 1/2 , and this proves that |X −X| is uniformly bounded.
Proof of the Lemma. We denote the partial derivative in the direction x n in (η ′ , x n )-space by r = ∂ x n | η ′ . Let us notice that r is a push-forward of the vector field R: for any function f over (η ′ , x n , ϑ)-space, there is the relation µ * (rf ) = R(µ * f ), and also r| µ(Σ) ∈ Ker d(π R • µ −1 ). Since the endpoints µ 0 and µ 1 of the arc l correspond to the points (x, ϑ) and (y, ϑ) which are on the support of T ℏ j k λ , there are the inequalities
From (2.14) we conclude that the vector v is almost parallel to r:
in the Euclidean metric of (η ′ , x n , ϑ)-space.
Therefore, |vh − rh| ≤ c 2 2 j ℏ 1 2 |∇h|, and if c 2 is sufficiently small, then at the endpoints of l one has vh ≥ 2 j−2 ℏ 1 2 . Moreover, the same inequality holds everywhere on l, since as we will show in a moment the restriction vh| l is monotone (again, if c 2 is sufficiently small).
It suffices to prove that v 2 h = 0. The map π R • µ −1 (like the map π R ) has a singularity of type 2, while on the critical variety of the map π R • µ −1 the vector field r is in the kernel of its differential. Therefore, according to Definition 1.2, we may assume that, on the support of the symbol of T λ , inf |r 2 h| is uniformly bounded from below by a non-zero constant: inf |r 2 h| = κ > 0. Applying (2.16), we obtain:
If c 2 is sufficiently small, then the right-hand side is smaller than κ/2, and then |v 2 h| ≥ κ/2 > 0.
Proof of Proposition 2.2: individual estimates
Now we prove the estimate (2.8) on a single piece T XΘ of the operator T ℏ j k λ , (3.1)
for fixed values of ℏ, j, k, X, and Θ. Incidentally, in this part of the proof we will not use the condition of Theorem 1.4 that ǫ > 0. The diameter of the support of the Schwartz kernel of the operator T XΘ is bounded by 2 √ n max 2 −j , 2 −k σℏ 1/2 . Since dh(x, ϑ) = 0, the distance from the support of T XΘ (where h(x, ϑ) ≈ ℏ) to the critical variety Σ = {(x, ϑ) | h(x, ϑ) = 0} is bounded by const ℏ. Therefore, we can pick a point p 0 = (x 0 , ϑ 0 ) ∈ Σ such that for any (x, ϑ) from the support of the Schwartz kernel of T XΘ
We assume that at the point p 0
If (3.3) were not satisfied, we would need to change the local coordinates to (x,θ), x = Ax, ϑ = Bθ, with A, B ∈ SO(n), so that (3.3) would be true in the new coordinates: ∂x n | p 0 ∈ Ker dπ R and ∂θ
Then we could use the same argument as will follow below. Before we proceed with the proof, let us verify that all the key inequalities which are satisfied on the support of the Schwartz kernel of T XΘ would also be satisfied in the new local coordinates. (i) Since A ∈ SO(n), the diameter of thex-support is the same as the diameter of the x-support and is bounded by 2 √ n2 −j σℏ 1/2 . Similarly, the diameter of thẽ ϑ-support is bounded by 2
The determinant of the mixed Hessian of S in the old and new coordinates is the same: det Sxθ = det A det B det S xϑ = det S xϑ = h. Hence,
, and rank Sxθ = rank S xϑ = n − 1, there is the inequality det Sx ′θ′ | p 0 = 0. We may assume that det Sx ′θ′ ≥ const > 0. (iv) Let the vector fieldL be given by the same expression as L but in the new coordinates:L = ∂θ n − Sx ′θ n Sθ ′x′ ∂θ ′ . We need to check whether the quantityLh is of the same magnitude as Lh (∼ 2 k ℏ 1/2 ). Since both L andL restricted onto the critical variety Σ are non-zero and belong to the one-dimensional kernel of dπ L , there is some smooth non-zero function ϕ such that the differenceL − ϕL vanishes on Σ.
So, we assume that (3.3) is satisfied. Then we conclude that S x n ϑ | p 0 = 0 and S xϑ n | p 0 = 0. This, in turn, allows to conclude that everywhere on the support of the Schwartz kernel of T XΘ , for some C > 0, we have
We have applied the bound (3.2) on the distance |(x, ϑ) − (x 0 , ϑ 0 )|. We split T XΘ into T XΘ = α ′ ∈Z n−1 T α ′ , with T α ′ defined by the same expression (3.1) as T XΘ but with an extra factor χ(
The desired estimate (2.8) on T XΘ will be a consequence of the following almost orthogonality relations: Proposition 3.1. We have the following bounds on the L 2 → L 2 operator norms:
We first prove the almost orthogonality relations (3.6). It suffices to bound T α ′ T * β ′ (the argument for the other term is the same). Its Schwartz kernel is given by (3.7)
Let us consider the Taylor expansion of
Since det S x ′ ϑ ′ = 0, the first term in (3.8) is not smaller than const |x
, and due to the inequality (3.4), we can pick σ small enough and require that |α ′ − β ′ | be large enough so that the second and the third terms in (3.8) are dominated by the first term. Therefore,
Using the above inequality, we integrate by parts in (3.7) and obtain the following bound on the Schwartz kernel of T α ′ T * β ′ :
We apply the Schur lemma. The integration in ϑ contributes ℏ n−1 · 2 −k ℏ 1/2 . The integration in x (or y) contributes (λℏ)
proving (3.6).
Now we focus on the estimate (3.5) on a single T α ′ . We assume that j ≥ k, so that max 2 −j , 2 −k = 2 −k , and therefore (3.4) becomes
We consider the kernel of
where A(x, y, ϑ) is given by
On the support of A we have
To integrate by parts in (3.10), we introduce the operators
with α > 0 sufficiently small, then there is a bound
Lemma 2. If (3.14)
for the same constant α > 0 as in Lemma 1, then
Let us show how to obtain an estimate on T α ′ T * α ′ from two above lemmas. If |x n − y n | < α2 k ℏ −1/2 |x ′ − y ′ |, we integrate in (3.10) by parts with the aid of M, applying Lemma 1; in the opposite case, we integrate by parts with the aid of M n and apply Lemma 2. In both cases, we obtain the same bound on the Schwartz kernel of T α ′ T * α ′ :
We apply the Schur lemma. The integration in x ′ (or in y ′ ) contributes (λℏ) −(n−1) , the integration in x n (or in y n ) contributes (λℏ 3 2 2 −k ) −1 , the integration in ϑ ′ contributes ℏ n−1 , and the integration in ϑ n contributes 2
, which proves (3.5). This completes the proof of Proposition 3.1.
Proof of Lemma 1. First, we claim that if (3.12) is true, then
For this, we expand S ϑ ′ (x, ϑ) − S ϑ ′ (y, ϑ) into the Taylor series:
The magnitude of the first term in (3.17) is not smaller than const |x ′ −y ′ |, while the latter quantity dominates two other terms if α and σ are small (we can bound both |x n −y n |·|S x n ϑ ′ | and |x−y|·|x−y| by const (α2
). Now we need to check that each time during integration by parts in (3.10) with the aid of the operator M, the contribution of the derivative ∂ ϑ is bounded by const ℏ −1 . This includes the case when ∂ ϑ acts on the denominator of M, since due to (3.12) and (3.16),
This proves Lemma 1.
Proof of Lemma 2. We will need the following bound for the denominator of M n :
To prove (3.18), we use the Taylor expansion for S ϑ n (x, ϑ) − S ϑ n (y, ϑ):
Due to (3.9), det
2 ), and we conclude that |S x n ϑ n | ≥ const | det S xϑ | ≥ const ℏ (provided that σ is sufficiently small and also that ℏ ≤ σ 2 ). From (3.9) and (3.14), we see that the second term in (3.19) is bounded by const ℏ|x n − y n |(σ + ℏ 1/2 ), which is dominated by the first term in (3.19). To deal with the third term in (3.19), we need to bound |S x n x n ϑ n (x, ϑ)|. Differentiating h = det S xϑ by x n , we obtain
where we used the bounds (3.9). On the other hand, due to the bound |Rh| ≤ 2 j+1 ℏ 1/2 at the points (x, ϑ) and (y, ϑ), we derive that at both these points
where we also used the inequality (3.9). Comparing (3.20) and (3.21), we see that
Recalling (3.11), we conclude that the third term in (3.19) is also dominated by const ℏ|x n − y n | (if σ is sufficiently small). The inequalities (3.11) and (3.14) show that the last term in (3.19) is also dominated by const ℏ|x n − y n | (if σ is small).
To complete the proof of Lemma 2, we need to show that each time when we integrate by parts with the aid of M n , the derivative ∂ ϑ n contributes factors bounded by const 2 k ℏ −1/2 . Indeed, when ∂ ϑ n acts on the cut-off functions β( Lh 2 k ℏ 1/2 ) and β( Rh 2 j ℏ 1/2 ), one gets a contribution bounded by const ℏ −1/2 . When ∂ ϑ n acts on
2 ) ≤ const 2 k ℏ 1/2 at both (x, ϑ) and (y, ϑ). This is similar to (3.21). When ∂ ϑ n acts on the denominator of M n , we get
Due to (3.18), the denominator is not smaller than ℏ|x − y|. To deal with the Taylor expansion of the numerator, (x n − y n )S x n ϑ n ϑ n (x, ϑ) + (x ′ − y ′ ) · S x ′ ϑ n ϑ n (x, ϑ) + O(|x − y| 2 ), we bound |S x n ϑ n ϑ n (x, ϑ)| by const 2 k ℏ 1/2 (similarly to (3.22)). This, together with the inequalities (3.11) and (3.14), allows to bound (3.23) by const 2 k ℏ −1/2 , finishing the proof of Lemma 2.
L p estimates
Let us give a sketch of the derivation of L p estimates stated in Theorem 1.1. Given a singular Fourier integral operator F ∈ I µ (X, Y, C), we construct the operators F ℏ + and F ℏ − by localizing the symbol of F (with the aid of dyadic partition of unity) to the variety where the determinant of the Jacobi matrix of π L : C → T * X (computed in some fixed coordinate system) takes values between ℏ/2 and 2ℏ and between −2ℏ and −ℏ/2, respectively, with 0 < ℏ < 1. The value of the determinant of the Jacobi matrix of π R is then also of magnitude ℏ. We decompose F into (4.1)
where F 0 is a classical Fourier integral operator (associated to a local graph).
Assume that F ∈ I −ǫ (X, Y, C), for any ǫ > 0. We also assume that the symbol of F is compactly supported in X × Y . If both projections π L : C → T * X and π R : C → T * Y are cusps, then Corollary 2 after Theorem 2.1 leads us via the standard arguments to the conclusion that 
