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a  b  s  t  r  a  c  t
This  paper  intends  to examine  the volatility  spillover  effect  between
selective  developed  markets  including  U.S.,  U.K.,  Germany,  Japan
and  Hong  Kong  over  the  sample  period  from  1996  to 2011.  We
introduce  a Markov  switching  causality  method  to  model  the
potential instability  of  volatility  spillover  relationships  over  mar-
ket  tranquil  or  turmoil  periods.  This  method  is more  flexible  as  no
prior  information  on  the changing  points  or size  of  sample  win-
dow  is  needed.  From  the  empirical  results,  we  find  the  evidence
of the  existence  of  spillover  effects  among  most  markets,  and  the
bilateral  volatility  spillover  effects  are  more  prominent  over  tur-
moil  or crisis  episodes,  especially  during  Asia  crisis  and  subprime
mortgage  crisis  periods.  Moreover,  the  distinct  role  of  each  market
is  also  investigated.
© 2013 Elsevier Inc. All rights reserved.
1. Introduction
Financial market of one country is more likely to be influenced by others during turmoil periods,
which is often labeled as the volatility spillover effect.1 In the Asian crisis of 1997–1998, researchers
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1 Another related concept is “contagion” or “volatility contagion”, for which there is no consensus on the definition in the
literature so far. In Forbes and Rigobon (2002), they define “contagion” as largely unpredictable and higher correlation during
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and investors began to witness the transmission of volatility shocks from emerging markets to devel-
oped ones. More recently, the subprime mortgage crisis of 2007–2009 provided convincing evidences
that volatility spillover induced widespread fears across markets, and also impacted the real economy
enormously. Therefore, a careful examination of the phenomena and the mechanism behind is of great
importance for market participants and policy makers.
In view of the importance of volatility spillover relationship, many approaches have been adopted
in the literature to address this issue, and the most commonly used concept of volatility spillover
is in the sense of Granger causality (Granger, 1969, 1980), which emphasizes the influence of past
shocks of one market on the current volatility of another.2 First, the most common approach is the
linear vector autoregressive regression (VAR) method using direct or estimated volatility proxies. For
example, Eun and Shim (1989) investigate the transmission mechanism of stock market movements
through a nine-market VAR model. Moreover, Soydemir (2000) utilizes a four-variable VAR model
to capture the comovement between developed and emerging markets. Furthermore, Hammoudeh,
Li, and Jeon (2003) find evidence of spillover effects in crude oil, gasoline, and heating oil markets,
particularly in nearby futures contracts and spot prices. Using price range as volatility proxy, Diebold
and Yilmaz (2009) and Diebold and Yilmaz (2012) develop the volatility spillover index under the
simple or the generalized VAR framework of Koop, Pesaran, and Potter (1996) and Pesaran and Shin
(1998). Second, parametric models for conditional variance can also be employed to account for
volatility transmission between different markets. Engle, Ito, and Lin (1990) and Hamao, Masulis,
and Ng (1990) are among the first to use univariate generalized autoregressive conditional het-
eroscedastic (GARCH) model in two stages to study the volatility spillover effect. Equipped with
multivariate GARCH model, Booth, Martikainen, and Tse (1997) provide evidence on the volatil-
ity spillover among four Scandinavian stock markets, and Ng (2000) studies the volatility spillover
effect from Japan and U.S. to six Pacific-Basin stock markets. Malik and Hammoudeh (2007) further
explore the volatility and shock transmission mechanism among U.S. equity, global crude oil mar-
ket, and equity markets of Saudi Arabia, Kuwait, and Bahrain. Chang et al. (2012) investigate the
conditional correlations and volatility spillovers between crude oil returns and stock index returns.
Moreover, based on a regime switching ARCH model, Edwards and Susmel (2001) find that the peri-
ods of high volatility, or the high volatility regimes, tend to roughly coincide across several emerging
markets. In addition, Engle, Gallo, and Velucchi (2012) consider a range based multiplicative error
model (MEM), and find that the parameters shift during the currency crisis, making the system more
unstable.
However, the time-invariant spillover effect or stable Granger causality relationship assumed
in most of the previous studies is problematic. In macroeconomic applications, Thoma (1994) and
Swanson (1998) notice the sensitivity of causality test results with respect to different sample peri-
ods. In financial markets, the interdependence can also be unstable and even time dependent. For
instance, Gallo and Velucchi (2009) emphasize the instability of the volatility spillover effects across
markets before or after the 1997 crisis. If we still assume constant causality relationship, the conclu-
sion might be unconvincing or even misleading. In practice, researchers try to deal with this issue
by introducing dummy  variables or splitting the samples. For example, Gallo and Velucchi (2009)
adopt the MEM  model to analyze the interdependence of volatility across seven East Asian mar-
kets, and estimate the model on four subperiods: early periods including and excluding the Asia
crisis, and recent periods including and excluding the Asia crisis. Moreover, Engle et al. (2012) intro-
duce two dummy  variables for the crisis and the post crisis periods during Asia crisis episode, and
crises times compared with normal times. They find that under heteroscedastic conditions, the estimates of the correlation
coefficient in the high volatility regime are upward biased. After adjusting for this bias, they do not find significant increase
in  unconditional correlation coefficients during 1997 Asian crisis, 1994 Mexican devaluation, and 1987 U.S. market crash. For
more empirical tests of contagion, please refer to Pericoli and Sbracia (2003), Dungey, Fry, González-Hermosillo, and Martin
(2005) and the references therein.
2 In the literature, volatility spillover can also be interpreted as dependence between high or low volatility regimes. For
instance, Sola, Spagnolo, and Spagnolo (2002) test whether a market leads the other in and out of a period of crisis, and Gallo
and  Otranto (2008) also define influence of past state of variable X on current state of variable Y as evidence in favor of spillover
from X to Y.
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Gebka (2012) also divides the sample from January 1990 to November 2003 into three subperi-
ods. Nevertheless, this kind of practice relies on ex post information to identify times of crisis and
is inevitably arbitrary, because the time line of spillover effects dynamics may  vary over different
markets. Moreover, if we try to address the spillover effect over a relatively longer sample period
covering many turmoil periods, this approach is much less useful due to the modeling complexity
caused by too many dummy  variables. As another solution to instability of spillover relationships,
Diebold and Yilmaz (2009) and Diebold and Yilmaz (2012) choose the fixed window of observations
to obtain the rolling sample spillover index based on VAR models. In a related study, Zhou, Zhang,
and Zhang (2012) apply the method in Diebold and Yilmaz (2012) to the relationship between China
and world equity markets. They conduct empirical analysis with respect to 100, 500, and 1000 days
rolling sample, and find that 100-day rolling sample is too volatile to reveal any meaningful pat-
tern, thereby primarily relying on 500-day and 1000-day rolling samples. However, this approach
omits the full sample information, and a fixed window of rolling sample is still arbitrary, as the
length of the window may  be too short to provide reliable estimates, or too long to capture abrupt
changes.
In contrast to most existing studies that rely on ex post information to identify periods of crisis,
or rolling method with fixed window, we try to address how the spillover relationship vary over
multiple turbulent and calm periods. In this paper, we adopt the framework of Markov switching
causality (MSC) approach developed in Psaradakis, Ravn, and Sola (2005) and explore its implica-
tion in volatility spillover study. This approach relies on a VAR model with time-varying parameters
to reflect changes in causality pattern between two  variables of interest. As the changes in causal
links are typically unknown a priori, this method avoids the choices of window size for causality, and
further allows for possibly multiple structural changes. In the Markov switching framework, possi-
ble structural changes are endogenously governed by a first order hidden Markov process, and the
time-varying causality pattern is reflected by the inferred probabilities of regime, which is recovered
by the Hamilton filter (Hamilton, 1989). In the empirical result, we consider the interdependence
of the daily log range as volatility proxy among selected developed markets, including U.S., U.K.,
Germany, Japan, and Hong Kong. The instability of the volatility spillover effect is firstly demonstrated
through a linear Granger causality test, and the effect does vary across several subperiods. The Markov
switching causality model further provides the evidence that there exist regime shifts in the causality
pattern, and the spillover effect is more evident during high volatility periods, especially at times of
crisis.
The rest of this paper is organized as follows. Section 2 introduces the econometric specification of
the Markov switching causality model and its estimation. Sections 3 and 4 present the data and the
empirical results. Finally, Section 5 concludes.
2. Econometric methodology
The Granger causality test of Granger (1969) and Granger (1980) is based on a VAR system to explore
that whether past information of additional variable has predictive power. Denote ht a bivariate time
series consisting of the volatility proxy (log range in this study) of two  markets, i.e., ht = (h1t, h2t)′,





























where t = 1, . . .,  T, εt ≡ (ε1t, ε2t)′ ∼ N(0, ˙)  with  ̇ being positively definite variance-covariance matrix.
The null hypothesis that h1t does not Granger cause h2t is equivalent to test H0: ˇ
(l)
2 = 0, l = 1, . . .,  p.
Similarly, the null hypothesis that h2t does not Granger cause h1t can be expressed as H0: ˇ
(l)
1 = 0, l = 1,
. . .,  p.
As mentioned in the introduction, it is well documented in empirical studies that the causal rela-
tionship is sample dependent. The instability or potentially endogenous structural breaks and/or
structural changes are responsible for such phenomena, and there are several ways to deal with
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it in the literature. For example, Christopoulos and León-Ledesma (2008) use a logistic smooth
transition autoregressive (LSTAR) model to capture a single smooth shift in causality, which is
appropriate in some macroeconomic cases when a one-off structural break would happen due to
a permanent shock or change in macroeconomic policy. However, in the case of financial mar-
ket over a long time span, different patterns of causality tend to occur repeatedly and changes
from one regime to another can be abrupt and multiple, invalidating the application of the above
approach.


































where t = 1, . . .,  T, S1t and S2t are two discrete variables taking values of 0 or 1. We  further assume that
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Additionally, the variance-covariance matrix of the error term is specified in most general form as:
˙St = E(εtε′t) = [ij,St ], i, j = 1, 2, St = 1, 2, 3, 4, (6)
and we rewrite ij,St as 
2
i,St
for i = j, and ij,St as St i,St j,St for i /= j, allowing the correlation coefficient
 to be regime dependent.
In order to compare with the linear VAR system of Eq. (1), the MSC  mdoel of Eq. (2) when St taking
































, if St = 1 (7)
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, if St = 4 (10)
Obviously, the causal link between h1t and h2t is captured by the latent state variable S1t and S2t. In
particular, under the assumption that at least one of the parameters ˇ(l)2 , l = 1, . . .,  p, is not zero, h1t
is the Granger cause of h2t when S2t = 1. Similarly, if at least one of the parameters ˇ
(l)
1 , l = 1, . . .,  p, is
not zero, h2t is the Granger cause of h1t when S1t = 1. Different combinations of S1t and S2t as in Eq. (4)
further provide the meaning of St. When St = 4, Eq. (9) is identical to Eq. (1) under the null hypothesis
that there is no causal link between h1t and h2t. When St = 3, if at least one of the parameters of ˇ
(l)
1 is
not zero, we say h2t does Granger cause h1t, but not vice versa. The probabilities of this one-way causal
link from h2t to h1t are reflected by the probabilities of the regime St = 3. Moreover, the constant term







respectively, to accommodate possible shifts in parameters when the regime switches from St = 4 to
St = 3. In a similar vein, Eq. (7) captures the one-way causal link from h1t to h2t and the likelihood of
this link is reflected by probabilities of regime St = 2. Lastly, when St = 1, Eq. (6) examines the two-way
causal link between h1t and h2t. The filtered or smoothed probabilities of the state can capture the
time-varying spillover relationship depending on the condition of financial markets.
Finally, the parameters of the Markov switching causality model are estimated following the
Expected Maximization algorithm originally introduced by Dempster, Laird, and Rubin (1977), and
further illustrated for the Markov switching model in Hamilton (1990) and Kim and Nelson (1999).
3. Data and summary statistics
In the empirical analysis, we choose five markets: U.S., U.K., Germany, Japan and Hong Kong, one in
North America, two in Europe, including the largest economy inside and outside the Euro Zone and two
in Asia. All of those markets are popular choices as representatives of developed markets(e.g., Brière,
Chapelle, & Szafarz, 2012; Diebold & Yilmaz, 2009), and the role of Hong Kong in Asian financial crisis
and global market has been emphasized by Forbes and Rigobon (2002), Gallo and Velucchi (2009),
Diebold and Yilmaz (2009), and Engle et al. (2012), among many others. Of course, an extensive study
of more international markets, especially the emerging markets is also of interest, and we  leave it to
further studies.
The volatility proxy considered here is log range3, which is calculated as log(log(Ht) − log(Lt)),
where Ht and Lt denote the highest and lowest prices of stock indices within each day. As men-
tioned in Parkinson (1980), range is at least four times more efficient than squared return in terms
of mean squared error. Moreover, Alizadeh, Brandt, and Diebold (2002) find that the range is robust
3 The reason that we do not use the range directly is shown as follows. Since the range as the dependent variable in the VAR
system is always nonnegative, an inconvenient property is that the model possibly predicts negative range. Moreover, if the
conditional mean of the range predictions must be positive, the corresponding error terms cannot be more negative than the
conditional mean to ensure the non-negativity. As a result, the possible interval of the error term would change with every
observation, causing estimation difficulty. This is exactly the problem mentioned in Engle (2002). To overcome this problem,
Engle (2002) proposes the multiplicative error model (MEM)  if the zero values of dependent variable are valid, and the solution
in  range literature is provided by Chou (2005), who assumes an exponential distribution to guarantee non-negativity of error
term. For intensively traded securities and stock indices, zero values of range are extremely rare so that we do not have to resort
to  the MEM.
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to microstructure noise and the distribution of log range is close to normal.4 We  choose S&P 500,
FTSE 100, DAX 30, Nikkei 255, and Hang Seng index as representative indices for each market, and
sample period spans from January 2, 1996 to December 30, 2011.5 In order to deal with the issue of
trading in different time zones, the ranges of the Nikkei 225 and Hang Seng indices are matched
with the lagged values of others.6 It should be noted that our result is mainly based on the log
range as volatility proxy and there are other choices, for example, the realized volatility measure
of Andersen, Bollerslev, and Diebold (2003), among many others. However, dictated by data avail-
ability, we stick to the choice in this paper and applications using other proxies are left to further
studies.
The time series plot is provided in Fig. 1. We  can find that the first common insurgence of volatility
level occurred in late 1997, especially in October 1997, when the crash of Hong Kong stock market
caused serious worries among investors all over the world. After 2000, the burst of “internet bub-
ble” and the 9/11 terrorist attacks kept the U.S. stock market to stay at a high volatility level and
the U.K. and Germany markets were also closely correlated with U.S. market during this period.
After a relatively calm period from 2004 to 2006 for most of markets, the worries of subprime
mortgage market started to emerge in July–August 2007, and quickly spread to the rest follow-
ing the collapse of Lehman Brothers in September 2008. Starting from late 2009 or early 2010,
the European sovereign debt crisis began to influence the stock markets, but its impact differed
among the selected markets. For the stock market of U.S., U.K., the volatility surged shortly after
the beginning of 2010, when the fiscal deficit and sovereign debt of Greece became the concern in
the market, and reached a much higher level in August 2011, when the U.S. debt ceiling issue, sub-
sequent downgrading of U.S. credit rating by Standard & Poor’s, and renewed concern about Euro
zone crisis created extreme uncertainty in the market. For Germany, its response to the early signs
of European sovereign debt crisis was less pronounced, as the volatility increased significantly only
in the second half of 2011. For Asian markets, Hong Kong market’s response to European sovereign
debt crisis was  similar to Germany. On the other hand, the volatility of Japan increased in March
2011 as a consequence of earthquake and nuclear crisis, but did not grow as much as others since
then.7
The summary statistics and Pearson correlation matrix are reported in Table 1. The average volatility
level of U.S. and U.K is relatively lower compared with Germany, Japan and Hong Kong. The skewness
and excess kurtosis of all the log range series are relatively small, which confirm the approximate
normality of log range series. For the correlation matrix, the three North American and European
markets are closely correlated with pairwise correlation coefficients around 0.70. On the other hand,
the correlation between two Asian markets is 0.43, and their correlation with the other three markets
is also around 0.40.
4. Empirical results
In this study, we consider ten pairs of markets, including US–UK, US–GE, US–JP, US–HK, UKGE,
UK–JP, UK–HK, JP–GE, HK–GE, HK–JP, where US, UK, GE, JP, and HK denote the U.S., U.K., Germany,
4 See also Chou (2005), Brandt and Diebold (2006), Li and Hong (2011), among many others. In the volatility spillover studies,
Gallo and Otranto (2008), Diebold and Yilmaz (2009) and Diebold and Yilmaz (2012) also consider range as the estimator of
volatility.
5 Because of different holidays, some or all markets may  be closed. We remove the observation of that day when at least one
market is closed.
6 For a brief survey of trading hours of various stock exchanges in selective markets, and the solutions to the time zone effect
or  the non-synchronous trading problem in the literature, please refer to Zhou et al. (2012) and the references therein. Our
method is similar to Cai (1994), and also consistent with Chiang and Wang (2011) and Zhou et al. (2012).
7 Brière et al. (2012) summarize all the financial crises from 1978 to 2010, and provide a description of the time line of those
events. In our sample, the major financial crises include the Asia crisis (July 2, 1997–January 13, 1998), the Russia crisis and
collapse of Long Term Capital Management (August 17, 1998–October 15, 1998), the Brazilian crisis (January 13, 1999–January
31,  1999), the E-crash (March 28, 2000–April 14, 2000), the Argentina crisis (October 1, 2001–December 23, 2001), the U.S.
terrorist attack of September 11, 2001 (September 11, 2001–September 28, 2001), early signs of Subprime mortgage crisis
(February 8, 2007–March 13, 2007), and subprime mortage crisis (September 7, 2008–March 10, 2009).
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Fig. 1. Time series plot of daily log range for U.S., U.K., Germany, Japan and Hong Kong markets.
Note:  This figure plots the daily log range series for U.S., U.K., Germany, Japan and Hong Kong markets from January 2, 1996 to
December 30, 2011. US, UK, GE, JP, and HK denote the U.S., U.K., Germany, Japan and Hong Kong markets.
Japan and Hong Kong markets. For example, for US–UK pair, we  let h1t and h2t to be the daily log
range of U.S. and U.K. markets, respectively, and estimate the linear VAR model of Eq. (1) and Markov
switching causality model of Eq. (2) accordingly. This procedure is repeated for other pairs.
4.1. Linear Granger causality test
To highlight the time-varying behavior of the volatility spillover effect, Table 2 reports the result
of linear Granger causality test for the full sample and six subsamples. The split of the sample is
inevitably arbitrary. In general, we try to keep the periods of financial crisis together and restrict the
length of subperiod to be less than or equal to three years. Row name of X → Y indicates that whether
X is the Granger cause of Y is under investigation for this row. The figures are the p-values of the
F-test under the null hypothesis that market X is not the Granger cause of market Y. The optimal
lags of the VAR model selected through Schwartz Information Criterion (SIC) are also reported. From
Table 2, we can find that for the full sample, most of the p-values are smaller than 0.01, supporting the
existence of volatility spillover relationship in the full sample. The largest p-value appears under the
null hypothesis that there is no spillover effect from Germany to Hong Kong, which is greater than 0.10
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Table 1
Summary statistics and correlation matrix.
Panel A: Summary statistics
Market Mean Median Std. Dev. Skewness Kurtosis
US −4.3569 −4.3740 0.5720 0.2616 3.2082
UK −4.3348 −4.3404 0.5754 0.1687 2.9221
GE  −4.2436 −4.2104 0.6921 −0.1482 2.9246
JP  −4.2915 −4.2882 0.5259 0.1656 3.4087
HK −4.2679 −4.2967 0.5600 0.2900 3.1041
Panel B: Correlation matrix
Market US UK GE JP HK
US 1 0.6932 0.6352 0.3939 0.3892
UK 1 0.7355 0.3764 0.4265
GE  1 0.3138 0.2928
JP  1 0.4385
HK 1
Note: This table reports the summary statistics and correlation matrix for the daily log range of S&P 500 index of U.S. market
(US), FTSE 100 index of U.K. market (UK), DAX 30 index of Germany market (GE), Nikkei 255 index of Japan market (JP), and
Hang Seng index of Hong Kong market (HK).
Table 2
Linear Granger causality test.
Market Full sample Subsamples
1996–2011 1996–1998 1999–2001 2002–2004 2005–2006 2007–2009 2010–2011
Panel A: US
US → UK <0.001[6] 0.079[4] <0.001[3] <0.001[4] 0.701[3] <0.001[3] <0.001[2]
US  → GE <0.001[7] 0.073[4] 0.196[4] 0.005[4] 0.698[3] <0.001[3] <0.001[2]
US  → JP <0.001[7] 0.047[4] 0.210[3] <0.001[4] 0.834[2] <0.001[4] 0.455[3]
US  → HK <0.001[7] 0.315[4] 0.240[3] 0.217[5] 0.947[1] <0.001[3] <0.001[2]
Panel  B: UK
UK → US <0.001[6] <0.001[4] 0.195[3] <0.001[4] 0.238[3] 0.008[3] 0.093[2]
UK  → GE 0.125[9] 0.012[4] 0.911[4] 0.113[4] 0.121[3] 0.646[4] 0.223[2]
UK  → JP 0.004[7] 0.013[4] 0.180[3] <0.001[3] 0.034[2] <0.001[4] 0.377[3]
UK  → HK <0.001[7] <0.001[3] 0.052[3] 0.066[5] 0.376[3] <0.001[4] <0.001[2]
Panel  C: GE
GE → US <0.001[7] <0.001[4] 0.190[4] <0.001[4] 0.004[3] 0.470[3] <0.001[2]
GE  → UK <0.001[9] <0.001[4] <0.001[4] <0.001[4] 0.337[3] 0.013[4] <0.001[2]
GE  → JP 0.042[7] 0.040[4] 0.648[4] <0.001[4] 0.029[3] <0.001[2] 0.763[3]
GE  → HK 0.238[7] 0.024[4] 0.021[4] 0.216[4] 0.337[3] <0.001[3] 0.001[2]
Panel  D: JP
JP → US <0.001[7] 0.003[4] 0.031[3] 0.067[4] 0.011[2] <0.001[4] 0.003[3]
JP  → UK <0.001[7] <0.001[4] 0.016[3] 0.002[3] <0.001[2] <0.001[4] 0.005[3]
JP  → GE <0.001[7] 0.242[4] 0.036[4] 0.024[4] 0.018[3] <0.001[2] 0.078[3]
JP  → HK 0.020[8] 0.093[3] 0.719[3] 0.002[2] 0.919[2] <0.001[3] 0.624[2]
Panel  E: HK
HK → US <0.001[7] 0.002[4] 0.123[3] 0.509[5] 0.111[1] <0.001[3] <0.001[2]
HK  → UK <0.001[7] <0.001[3] <0.001[3] 0.746[5] 0.088[3] <0.001[4] <0.001[2]
HK  → GE <0.001[7] 0.142[4] 0.016[4] 0.875[4] 0.041[3] <0.001[3] <0.001[2]
HK  → JP <0.001[8] 0.019[3] 0.361[3] 0.066[2] 0.606[2] <0.001[3] 0.994[2]
Note: This table reports the result of linear Granger causality test for different markets over full sample and six subsample
periods. US, UK, GE, JP, and HK denote the U.S., U.K., Germany, Japan and Hong Kong markets. Row name of X → Y indicate that
whether X is the Granger cause of Y is under investigation for this row. The figures are the p-values of the F-test under the null
hypothesis that market X is not the Granger cause of market Y. The numbers in brackets are the optimal lags of the VAR model
selected through SIC.
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and not decisive to reject the null. Most importantly, this table reveals that for different subperiods, the
significance level of F-statistics is unstable. For all of the 20 pairs of Granger causality under test, the
number of insignificant F-statistics at 10% level is 2 for 2007–2009 period, 3 for 1996–1998 period, and
5 for 2010–2011 period. For these three periods, at least one major financial crisis occurred, including
the subprime mortgage crisis, Asian crisis, and European sovereign debt crisis. For the other three
periods, the number of insignificant F-statistics increases to 6 for 2002–2004 period, 11 for 1999–2001
period, and 12 for 2005–2006 period. Overall, the results of linear Granger causality test reveal that the
causal links are indeed sample dependent, and the spillover effects are more evident during periods of
turmoil.
4.2. Estimation result of the Markov switching causality model
The parameters estimates of Markov switching causality model for each pair of markets are reported
in Table 3. From this table, we can find that, first, for ten market pairs, the estimates of the transition
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(2)
00 are all greater than 0.90, most of them are larger than 0.99, which
indicates that both state variables are persistent and tend to stay at the same regime for a relatively
long time. This finding supports the view that once one market begins to influence the other due to
some financial events or shocks, the impact does not disappear shortly.
Second, most of the estimated coefficients terms are significant, indicating parameter shifts under









measure the changes of autocorrelation or spillover effect from others. To save space, we  only










2 are presented in
Table 4.
Third, the estimates of i,St , i = 1, 2, St = 1, 2, 3, 4 demonstrate that the “volatility of volatil-
ity” is also regime dependent. This finding is broadly consistent with Corsi, Mittnik, Pigorsch,
and Pigorsch (2008), who also provide evidences that the “volatility” of realized volatility is
time-varying.
Fourth, the estimates of regime dependent correlation coefficient 1 are almost all positively sig-
nificant at 1% level with only one exception of HK–GE pair. For other regimes, the significance or
the signs of  are not consistent and less conclusive. Since the first regime (St = 1) represents the
time when there exists two-way causal link between two  markets, this implies that the two  mar-
kets tend to be more contemporaneously correlated when interactions are intense. Edwards and
Susmel (2001) also find that the correlations are state-dependent, and during the high volatility
episodes related to international crises, correlations between Mexico and several other Latin Ameri-
can emerging equity markets increase. Our finding further confirms that there is strong evidence of
transmission of contemporaneous or common shocks between two  markets under turbulent market
condition.
4.3. Test result of the Granger (non-) causality
Table 4 presents the estimation results of parameters determining the causal link and the Wald
test statistics. The lag order of the MSC  model is selected by SIC. In order to guarantee reasonable
model fit and consistency with the practice in VAR literature, we keep those lag coefficients that are
not significant. To be clear, we reorganize the result according to the origin of the spillover effects
or the role of Granger cause. For example, for U.S. and U.K. market, the spillover from U.S. to U.K. is
captured by the coefficients ˇ(l)2 , l = 1, . . .,  p, which are reported in Panel A with row name “US → UK”.
Similarly, the estimates of ˇ(l)1 , l = 1, . . .,  p, in the first equation of Eq. (2) are signs of spillover from U.K.
to U.S., and are labeled as “UK → US” in Panel B.
From Table 4, the coefficients are more likely to be significant and greater in magnitude in short lags
rather than long lags, indicating that the spillover effects between different markets tend to be short-
horizon phenomena. With efficient trading system and internationally diversified investors, developed
markets are mature and respond quickly to shocks or information flow from others. Second, almost
all of the significant estimates of ˇ(l)
i
are positive and their sums, as shown in Table 3 are also positive,
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Table 3
Estimation results of Markov switching causality model.
US–UK US–GE US–JP US–HK UK–GE UK–JP UK–HK JP–GE HK–GE HK–JP
p(1)11 0.993*** 0.997*** 0.998*** 0.999*** 0.999*** 0.999*** 0.999*** 0.998*** 0.998*** 0.998***
(0.004) (0.002) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001) (0.001)
p(1)00 0.973*** 0.995*** 0.997*** 0.995*** 0.999*** 0.998*** 0.998*** 0.997*** 0.998*** 0.998***
(0.011) (0.004) (0.002) (0.004) (0.001) (0.002) (0.001) (0.002) (0.001) (0.001)
p(2)11 0.999*** 0.999*** 0.997*** 0.999*** 0.996*** 0.998*** 0.998*** 0.998*** 0.996*** 0.999***
(0.000) (0.001) (0.001) (0.001) (0.002) (0.001) (0.001) (0.001) (0.002) (0.001)
p(2)00 0.998*** 0.998*** 0.995*** 0.996*** 0.995*** 0.998*** 0.998*** 0.998*** 0.995*** 0.996***
(0.002) (0.001) (0.002) (0.003) (0.002) (0.001) (0.001) (0.001) (0.003) (0.002)
ω10 −0.975*** −0.732*** −1.905*** −2.099*** −0.513*** −3.297*** −2.843*** −1.530*** −1.602*** −1.763***
(0.210) (0.148) (0.216) (0.383) (0.084) (0.551) (0.366) (0.204) (0.203) (0.183)
ω11  0.474** 0.389** 1.348*** 1.756*** −0.159 2.870*** 2.378*** 0.413* 0.718*** 1.070***
(0.224) (0.158) (0.253) (0.390) (0.112) (0.562) (0.380) (0.240) (0.258) (0.225)
ω20  −3.077*** −0.458** −1.519*** −2.516*** −0.484*** −1.559*** −1.725*** −0.303*** −0.315*** −1.476***
(0.404) (0.205) (0.206) (0.358) (0.099) (0.189) (0.182) (0.088) (0.090) (0.211)
ω21  2.479*** 0.226 0.499** 2.246*** 0.159 0.491** 0.988*** 0.204 0.004 0.617***
(0.411) (0.221) (0.236) (0.367) (0.119) (0.220) (0.237) (0.134) (0.148) (0.236)
11  0.428*** 0.414*** 0.405*** 0.421*** 0.372*** 0.380*** 0.388*** 0.378*** 0.379*** 0.394***
(0.007) (0.008) (0.007) (0.007) (0.008) (0.006) (0.007) (0.007) (0.009) (0.007)
12 0.358*** 0.358*** 0.415*** 0.404*** 0.363*** 0.397*** 0.375*** 0.396*** 0.372*** 0.388***
(0.015) (0.016) (0.012) (0.020) (0.011) (0.027) (0.075) (0.012) (0.010) (0.009)
13  0.399*** 0.475*** 0.408*** 0.387*** 0.418*** 0.377*** 0.369*** 0.463*** 0.444*** 0.449***
(0.014) (0.022) (0.015) (0.016) (0.010) (0.010) (0.008) (0.014) (0.018) (0.030)
14  0.530*** 0.423*** 0.408*** 0.368*** 0.393*** 0.398*** 0.400*** 0.400*** 0.407*** 0.397***
(0.130) (0.015) (0.012) (0.023) (0.011) (0.014) (0.011) (0.013) (0.010) (0.012)
21  0.388*** 0.384*** 0.387*** 0.411*** 0.389*** 0.399*** 0.400*** 0.344*** 0.359*** 0.407***
(0.006) (0.007) (0.007) (0.007) (0.008) (0.007) (0.007) (0.007) (0.008) (0.008)
22 0.348*** 0.332*** 0.460*** 0.382*** 0.324*** 0.456*** 0.336*** 0.392*** 0.342*** 0.390***
(0.012) (0.012) (0.016) (0.018) (0.010) (0.051) (0.060) (0.013) (0.012) (0.009)
23  0.381*** 0.441*** 0.399*** 0.379*** 0.417*** 0.419*** 0.394*** 0.444*** 0.455*** 0.420***
(0.016) (0.020) (0.018) (0.013) (0.010) (0.011) (0.009) (0.013) (0.020) (0.033)
24  0.578*** 0.431*** 0.384*** 0.327*** 0.414*** 0.386*** 0.387*** 0.405*** 0.420*** 0.427***
(0.172) (0.015) (0.017) (0.024) (0.012) (0.013) (0.010) (0.013) (0.010) (0.016)
1  0.412*** 0.468*** 0.193*** 0.096*** 0.674*** 0.142*** 0.102*** 0.121*** −0.009 0.180***
(0.020) (0.020) (0.025) (0.024) (0.020) (0.023) (0.027) (0.027) (0.031) (0.026)
2 0.583*** 0.594*** 0.104** 0.106 0.591*** 0.004 0.209 0.036 0.095** 0.183**
(0.039) (0.037) (0.042) (0.079) (0.027) (0.106) (0.246) (0.043) (0.039) (0.032)
3  0.260*** 0.493*** 0.117** −0.089 0.265*** 0.068* 0.011 0.073* 0.142*** 0.439***
(0.048) (0.057) (0.059) (0.058) (0.034) (0.038) (0.032) (0.039) (0.053) (0.076)
4  0.661*** 0.156*** −0.013 0.116 0.628*** −0.011 0.147*** 0.065 0.050 0.289***
(0.177) (0.051) (0.047) (0.095) (0.024) (0.053) (0.037) (0.044) (0.044) (0.039)
























2 0.290 0.121 0.170 0.138 0.139 0.103 0.104 0.118 0.007 0.112
Log  L (×103) −3.020 −2.975 −3.507 −3.475 −2.517 −3.298 −3.237 −3.300 −3.238 −3.355
SIC  1.905 1.907 2.206 2.187 1.636 2.083 2.047 2.098 2.062 2.117
Note: This table reports the estimation results of the Markov switching causality model. US, UK, GE, JP, and HK denote the U.S.,
U.K., Germany, Japan and Hong Kong markets. The column name of X–Y indicates that this column reports the estimation result
when  the daily log range of X, Y are dependent variables. The standard errors are reported in parentheses. “*”, “**”, “***” denote
significance at 10%, 5%, and 1% level. Log L, SIC, Lag p refer to Log likelihood, Schwartz Information Criterion, and the optimal
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Table 4

















US → UK 0.130 0.083 0.037 0.012 0.028 5 109.040 <0:001
[6.92]  [4.39] [1.94] [0.62] [1.48]
US  → GE 0.064 0.077 0.029 0.002 0.020 −0.054 −0.018 7 39.966 <0.001
[2.99]  [3.80] [1.40] [0.07] [0.94] [−2.59] [−0.84]
US  → JP 0.025 0.022 0.051 0.026 0.015 0.031 6 45.181 <0.001
[1.19]  [1.03] [2.37] [1.18] [0.71] [1.45]
US  → HK 0.036 0.058 0.035 −0.010 −0.003 0.022 6 37.871 <0.001
[1.80]  [2.82] [1.76] [−0.47] [−0.14] [1.13]
Panel B: UK
UK → US 0.112 [4.78] 0.027 [1.19] 0.055 [2.36] 0.061 [2.65] 0.044 [1.93] 5 77.408 <0.001
UK  → GE 0.050 0.021 0.023 −0.019 0.034 0.018 0.012 7 19.564 0.007
[1.87]  [0.78] [0.88] [−0.69] [1.28] [0.65] [0.46]
UK  → JP 0.003 0.013 −0.001 0.046 0.016 0.027 6 17.710 0.007
[0.12]  [0.56] [−0.05] [1.90] [0.67] [1.18]
UK  → HK 0.062 0.040 −0.001 −0.030 0.029 0.004 6 15.713 0.015
[2.33] [1.45] [−0.04] [−1.11] [1.07] [0.15]
Panel C: GE
GE → US 0.127 0.022 0.008 0.052 0.017 −0.006 0.005 7 48.460 <0.001
[4.99] [0.83] [0.32] [2.02] [0.66] [−0.22] [0.19]
GE  → UK 0.071 0.081 0.010 0.032 0.025 −0.048 0.022 7 65.984 <0.001
[3.02]  [3.44] [0.41] [1.34] [1.04] [−2.03] [0.93]
GE  → JP 0.033 0.003 0.001 0.024 0.010 −0.017 −0.004 7 10.392 0.167
[1.40]  [0.15] [0.03] [1.02] [0.41] [−0.72] [−0.18]
GE  → HK −0.020 0.058 −0.001 −0.014 0.010 −0.030 0.006 7 5.945 0.546
[−0.75]  [2.14] [−0.03] [−0.50] [0.36] [−1.10] [0.22]
Panel  D: JP
JP → US 0.165 −0.015 0.012 −0.026 −0.028 0.008 6 54.746 <0.001
[6.90]  [−0.63] [0.45] [−1.06] [−1.16] [0.33]
JP  → UK 0.137 0.036 −0.015 −0.034 −0.027 −0.014 6 75.064 <0.001
[7.72]  [2.00] [−0.79] [−1.81] [−1.48] [−0.76]
JP  → GE 0.124 0.005 0.009 −0.035 0.016 0.006 −0.007 7 42.715 <0.001
[5.86] [0.25] [0.41] [−1.59] [0.74] [0.29] [−0.31]
JP  → HK 0.031 0.053 0.030 −0.016 −0.002 0.019 6 15.907 0.014
[1.28]  [2.09] [1.15] [−0.61] [−0.10] [0.76]
Panel E: HK





























































































































[6.86] [1.46] [−1.18] [0.85] [−1.19] [−0.08]
HK  → UK 0.101 0.027 −0.007 0.008 −0.040 −0.007 6 47.688 <0.001
[5.55]  [1.44] [−0.40] [0.43] [−2.17] [−0.38]
HK  → GE 0.067 0.009 0.017 −0.026 −0.057 0.012 −0.015 7 16.279 0.023
[3.00]  [0.40] [0.79] [−1.19] [−2.61] [0.53] [−0.67]
HK  → JP 0.055 0.017 0.017 −0.013 0.002 0.035 6 31.215 <0.001
[2.66]  [0.83] [0.80] [−0.66] [0.09] [1.70]
Note: This table reports the estimation and test results of Granger causality. US, UK, GE, JP, and HK denote the U.S., U.K., Germany, Japan and Hong Kong markets. The row name of X→Y
indicates that this row presents the estimation result of parameters determining the Granger causal link from X to Y. For ˇ(p)
i
, i = 1 or 2, and l = 1, . . .,  p, where p is the maximum number
of  lags of the Markov switching causality model selected by SIC. If X is the first variable in X, Y pair, then i = 2, and ˇ(l)2 are reported, where l = 1, . . .,  p. Otherwise, i = 1, and ˇ
(l)
1 are reported,
where  l = 1, . . .,  p. Lag refers to the optimal lag of model, Wald refers to the Wald test statistics under the null hypothesis that ˇ(1)
i
= · · · = ˇ(p)
i
= 0, where i = 1 or 2, and p-values are the
corresponding p-values.
Please cite this article in press as: Zheng, T., & Zuo, H. Reexamining the time-varying volatility




ECOFIN-388; No. of Pages 20
T. Zheng, H. Zuo / North American Journal of Economics and Finance xxx (2013) xxx– xxx 13
supporting the view that volatilities among markets are more likely to move in the same direction.
Lastly, the magnitudes of the ˇ(l)
i
are signs of relative influence from others. For example, regarding U.S.
and U.K. in Panel A, the coefficients of first three lags are all significant using conventional t-statistics,
and the coefficient of the first lag is 0.130, which is the largest in Panel A and at least two times as large
as the first order coefficient between U.S. and Germany, implying that the interdependence between
U.S. and U.K. market is the strongest.




1 = · · · =
ˇ(p)1 = 0 is used to determine whether there is spillover effect from h2t to h1t. Similarly, a rejection




2 = · · · = ˇ
(p)
2 = 0 would indicate that there exists a spillover
effect from h1t to h2t. Under such null hypothesis, we  use Wald test statistics to test the significance of
parameters, which are also employed by Lam (2004), Spagnolo, Psaradakis, and Sola (2005), Gallo and
Otranto (2008), among many others, to test multiple linear restrictions of parameters in the context
of Markov switching models. The Wald test statistics and the associated p-values of joint significance
are reported for each pair of Granger causality in Table 4. To preview the test result, except for the
spillover effect from Germany to Japan and Hong Kong, all the other directions are all in favor of the
presence of spillover effect during some episodes of the sample. For the two exceptions, we  tend to
consider that the state variable St captures the shifts in the constant and autoregressive coefficients
only.
4.4. Time-varying volatility spillover pattern
After obtaining the estimates of parameters, we further obtain the filtered probabilities of state
variable St, Pr(St| t), which make inference about St conditional on information up to time t: t, and
the smoothed probabilities of state variable St, Pr(St| T), which make inference about St conditional
on information in the full sample:  T. For detailed description of the estimation of Pr(St| t) and
Pr(St| T), please refer to Hamilton (1990) and Kim (1994). In the following analysis, we  focus on the
smoothed probability due to the informational advantage. The pattern of those inferred probabilities
can capture a variety of changes in casual links and provide direct description of the time-varying
fashion of volatility spillover over relatively longer historical periods.
In this subsection, we provide the smoothed probabilities when one market has influence on other
markets. For example, in Fig. 2, the solid lines represent the smoothed probabilities when there is
spillover effect from U.S. to other markets. If U.S. is the first in U.S.–Y pair, then the solid line is
Pr(S1t = 1| T), otherwise, it would be Pr(S2t = 1| T), both of which are calculated as follows:
Pr(S1t = 1| T ) = Pr(S1t = 1, S2t = 1| T ) + Pr(S1t = 1, S2t = 0| T ) = Pr(St = 1| T ) + Pr(St = 3| T ),
and
Pr(S2t = 1| T ) = Pr(S2t = 1, S1t = 1| T ) + Pr(S2t = 1, S1t = 0| T ) = Pr(St = 1| T ) + Pr(St = 2| T )
Moreover, the shaded area represents the period when the smoothed probabilities of the first
regime (St = 1) is greater than 0.5, or Pr(St = 1| T) > 0.5, indicating the existence of the two-way causal
link between U.S. and other markets.
From Figs. 2–6, an obvious observation is that the volatility spillover effect, especially two-way
influence, is more likely to occur in turbulent or crises periods. In the turmoil period of 1998–2002,
when Asia crisis and the burst of “internet” bubble happened, the 2007–2009 subprime crisis period,
and the 2010–2011 European sovereign debt crisis episode, the smoothed probabilities of S1t or S2t
or the smoothed probabilities of the first regime (St = 1) are more likely to approach 1 or remain high,
showing that one-way or two-way influence also mainly concentrated at those times. As shown in Fig. 1
and the analysis in Section 3, high volatility regime mostly coincides with crisis period, showing that
cross-market interaction intensifies when the overall market is volatile.8 This finding is in line with
8 Further calculations involving the intercept and autoregressive terms of Eq. (2) under different regimes do reveal that when
there exists spillover effect, especially two-way influence, the average volatility levels for both markets are almost all higher
than  their counterparts when both are isolated.
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Fig. 2. Smoothed probabilities of volatility spillover effect originated from U.S. market to other markets.
Note:  This figure plots the smoothed probabilities of volatility spillover effect or Granger causal link from U.S. to other markets.
The  red solid lines represent smoothed probabilities that there exist causal links originated from U.S. to other markets, denoted
by  US → X. The shaded areas represent the dates when the smoothed probabilities that there exist two way causal links between
U.S. and other markets are greater than 0.5.
Fig. 3. Smoothed probabilities of volatility spillover effect originated from U.K. market to other markets.
Note:  This figure plots the smoothed probabilities of volatility spillover effect or Granger causal link from U.K. to other markets.
The  red solid lines represent smoothed probabilities that there exist causal links originated from U.K. to other markets, denoted
by  UK → X. The shaded areas represent the dates when the smoothed probabilities that there exist two way causal links between
U.S.  and other markets are greater than 0.5.
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Fig. 4. Smoothed probabilities of volatility spillover effect originated from Germany market to other markets.
Note:  This figure plots the smoothed probabilities of volatility spillover effect or Granger causal link from Germany to other
markets. The red solid lines represent smoothed probabilities that there exist causal links originated from Germany to other
markets, denoted by GE → X. The shaded areas represent the dates when the smoothed probabilities that there exist two way
causal links between Germany and other markets are greater than 0.5.
Fig. 5. Smoothed probabilities of volatility spillover effect originated from Japan market to other markets.
Note:  This figure plots the smoothed probabilities of volatility spillover effect or Granger causal link from Japan to other markets.
The  red solid lines represent smoothed probabilities that there exist causal links originated from U.S. to other markets, denoted
by  JP → X. The shaded areas represent the dates when the smoothed probabilities that there exist two way  causal links between
Japan  and other markets are greater than 0.5.
Please cite this article in press as: Zheng, T., & Zuo, H. Reexamining the time-varying volatility




ECOFIN-388; No. of Pages 20
16 T. Zheng, H. Zuo / North American Journal of Economics and Finance xxx (2013) xxx– xxx
Fig. 6. Smoothed probabilities of volatility spillover effect originated from Hong Kong market to other markets.
Note:  This figure plots the smoothed probabilities of volatility spillover effect or Granger causal link from Hong Kong to other
markets. The red solid lines represent smoothed probabilities that there exist causal links originated from Hong Kong to other
markets, denoted by HK → X. The shaded areas represent the dates when the smoothed probabilities that there exist two way
causal links between Hong Kong and other markets are greater than 0.5.
literature stressing the comovement of markets at crisis times, including Edwards and Susmel (2001),
Forbes and Rigobon (2002), Gallo and Otranto (2008), Diebold and Yilmaz (2009), Engle et al. (2012),
among many others. For example, Diebold and Yilmaz (2009) demonstrate that the spillover index
using 200-week rolling samples shows spikes at obvious crisis times. Not only does the volatility level
of each individual market goes up but also the correlation or comovement increases. This consensus
has important implication in portfolio choice or risk management, because investors have to adjust
their portfolios accordingly if different assets are more correlated with each other and become much
riskier during crises as the diversification may  be much less useful than previously assumed based on
the variance-covariance matrix in normal times.
Another finding is that the periods of interdependence among markets usually last longer than or
are at least somewhat different from the “obvious” crisis stage (e.g., Brière et al., 2012). For example,
July 2, 1997 was  often considered as the beginning of East Asia crisis, but as shown in Fig. 6, Hong Kong
market started to influence U.S. and Japan at the beginning of sample in 1996. And from Fig. 2, the
interaction between U.S. and other markets did not coincide right before the early signs of Subprime
mortgage crisis period in February 2007, or subprime mortage crisis in September 2008. For instance,
U.S. and U.K. had bilateral influence with each other even before 2006. These results further highlight
the complexity of interactions among financial markets, as well as the importance and advantage of
data-driven method to identify the regime of interdependence. A uniform choice of sample relying on
important financial events may  overlook the fact that influence from other markets can be earlier or
later, and comovement between different market pairs can vary substantially due to their idiosyncratic
characteristics. Our approach does not rely on additional information to discover causality pattern, or
use uniform choice of sample splits between different market pairs, thereby providing a more realistic
and accurate description of the bivariate spillover relationship. In addition to the commonality in
spillover pattern, next we focus on the detailed bivariate results classified by the origin of spillover
effect.
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4.4.1. U.S. market
From Fig. 2, we can have the following findings. First, the inferred probabilities of state variable
governing the influence originated from U.S. were close to one covering most of the sample periods
from the beginning of 1996 to the end of 2011, implying that U.S. market tended to serve as a major
source of risk around the world. In view of the region of the shaded area, there also existed a joint
interdependence between U.S. and other markets. Second, in spite of the similarity, the impact from
U.S. varies across markets. During the subprime mortgage crisis period, the spillover effect originated
from U.S. market started to appear around 2006 for U.K., Japan and Hong Kong markets, and spread
to Germany shortly after 2008. In particular, when the bankruptcy of Lehman Brothers during 2008
took place, there was strong evidence of bilateral spillover between U.S. and other markets. And the
two-way influence also appeared between U.S. and U.K., Germany shortly after the beginning of 2010,
when the investors seemed to worry about the credit condition of Greece, especially when Standard
and Poor’s downgraded the ratings of Greece’s debt below investment grade to junk bond status on
April 27, 2010. However, the effect emerged for Hong Kong only during the second half year of 2011,
and Japan market was still relatively less affected.
4.4.2. U.K. market
From Fig. 3, we can draw the following conclusions. First, the close relationship between U.S. and
U.K. market was again confirmed. The spillover from U.K. to U.S. almost existed for the whole sample
period except for some short window of relative independence. Second, the influence of U.K. market
to other markets was less pronounced compared with U.S. Similar to the case from U.S. to Germany,
there was little evidence of spillover from U.K. to Germany during the 1997 Asian crisis period, as
well as no evidence from U.K. to Japan during the 2010–2011 European sovereign debt crisis episode.
On the other hand, the interdependence between U.K. and Hong Kong was  obvious during turbulent
market period, but for other times, the U.K. market played a minor role.
4.4.3. Germany market
Next, we turn to Fig. 4 to identify the casual pattern between Germany and other markets. First,
the spillover from Germany to other markets was most evident for U.S. market. Since the region of
high probabilities for the spillover effect coincided with most of the two-way influence region, the
influence between Germany and U.S. markets was reciprocal. Second, the spillover from Germany to
U.K. remained from 1996 to 2001, and from 2008 to 2011, which was  possibly due to the influence
of Asian financial crisis, subprime mortgage crisis and European sovereign debt crisis as mentioned
before. Third, from Figs. 2, 3, 5 and 6, U.S., U.K., Japan all began to influence Germany at the end of
1998, and Hong Kong’s impact took place around the end of 1997, which was  the latest among all the
impacts from Hong Kong to other markets shown in Fig. 6. This is consistent with the Fig. 1, as the
volatility level of Germany only rose temporarily at the end of 1997 but to a less extent compared with
other markets. Therefore, this tends to support the argument that Germany is less influenced by Asia
crisis. Considering its late response to the subprime mortgage crisis demonstrated above together,
Germany tends to play the role of late “recipient” in international financial market.
4.4.4. Japan market
Now we turn to Fig. 5 to identify the episodes of volatility spillover from Japan to other mar-
kets. First, the spillover from Japan to others mostly appeared since 1997, with only exception of
Germany market from middle of 1998, and lasted until 2002 for Hong Kong market, around 2004
for U.S., U.K., and 2006 for Germany. Second, Japan market also intensely interacted with other
markets before and during the subprime mortgage crisis period, when its influence firstly reached
U.K. in 2006, U.S. as well as Hong Kong in 2007, and finally Germany in 2008. Third, except for
Germany market, for which the influence from Japan ended at the beginning of 2011, Japan mar-
ket had one-way influence on others, which was possibly related to the insurgence of volatility after
the earthquake and tsunami in March 2011. Third, as mentioned previously, from Figs. 2–4, 6, Japan
market was somewhat immune to shocks related to European sovereign debt crisis, because U.S.,
U.K. and Germany had no obvious influence on Japan during 2010, when first signs of crisis appeared
in Greece, or after August of 2011, when the crisis spread to Italy, Spain, Portugal, and others. In
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line with what we observe from Fig. 1, this is also consistent with the result from linear Granger
causality test. In Table 2, for the subperiod extending from 2010 to 2011, among five of the insignifi-
cant F-statistics under 10%, four of them are associated with Japan. The p-values of US → JP, UK → JP,
GE → JP, HK → JP are 0.455, 0.377, 0.763, 0.994, all of which are in favor of no spillover effect to
Japan.
4.4.5. Hong Kong market
Finally we turn to Fig. 6. First, Hong Kong market played the role of risk source before or at the early
stage of Asian crisis. The inferred probabilities remained high since 1996 for U.S. and Japan market.
The influence from Hong Kong to Germany and U.K. emerged in 1997. These evidences tend to support
the importance of Hong Kong market in the crisis. Second, the influence of Hong Kong market was also
prevalent at other times. For example, it had influence on U.S. and U.K. markets ever since 2006. This
finding further emphasize the importance of Hong Kong market in international markets, and is also
broadly consistent with several previous studies. For example, in the study of East Asian financial crisis,
Engle et al. (2012) consider Hong Kong as a net generator of volatility. Furthermore, over a relatively
long period from January 1992 to November 2007, Diebold and Yilmaz (2009) find that Hong Kong
has the largest contribution of volatility spillover to others among all the seven developed and twelve
emerging markets under investigation.
5. Concluding remarks
In this paper, we consider the volatility spillover effect from Granger causality point of view, and use
the Markov switching causality model proposed in Psaradakis et al. (2005) to capture the time-varying
causal pattern. The Markov switching causality method avoids the problem of arbitrarily splitting the
sample with prior information about crisis periods, or relying on predetermined window size to do
rolling regression, and recover the information of latent state from data-driven hidden Markov chain as
the evidence of spillover effect. It is noted that the Markov switching causality method only considers
the in-sample relationship. However, the outof-sample performance of such approach in capturing
casual links is of great importance, and is left for further studies.9
From the time-varying pattern of volatility spillover effect, we can have the following findings.
First, the estimation result of Markov switching causality model supports the existence of distinct
and persistent regimes. In addition, the shocks between two markets are more contemporaneously
correlated when there exist two-way causal links. Second, the spillover effect is most evident during
periods of turmoil, especially during the Asian financial crisis and subprime crisis period. Third, each
market performs differently in interacting with others. We  find that U.S. market served as a major
risk source in the global market, and it was mostly closely related to U.K. market. For Germany, its
influence on two Asian markets was not significant. Moreover, Japan was  actively interconnected with
other markets during Asian crisis and subprime mortgage crisis periods, but was  somewhat much less
influenced during European sovereign debt crisis periods. Lastly, Hong Kong played an important role
in international equity market as net generator of volatility.
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