Let X be a d dimensional vector of covariates and Y be the response variable. Under the nonparametric model Y = m(X) + σ(X)ǫ we develop an ANOVA-type test for the null hypothesis that a particular coordinate of X has no influence on the regression function.
Introduction
where S is a subset of {1, 2, . . . , d} specifying the model, β S i denotes the least squares estimator from fitting model S, |S| is the cardinality of the subset S, and the penalty parameter λ depends both on d and |S|. This is similar to penalty parameters used in Tibshirani and Knight (1999), Birge and Massart (2001) and Foster and Stine (2004) , which also depend on both d and |S|, and more flexible than the proposal in Donoho and Johnstone (1994) which uses λ depending only on d, as well as AIC and Mallow's C p which use constant λ.
Working with orthogonal designs, Abramovich et al. (2006) showed that the global minimum of the penalized least squares (1) with the FDR penalty parameter is asymptotically minimax for ℓ r loss, 0 < r ≤ 2, simultaneously throughout a range of sparsity classes, provided the level q for the FDR is set to q < 0.5. Generalizations of this methodology to non-orthogonal designs differ mainly in the generation of the p values for testing H In Section 2, we formally describe the model and introduce the hypothesis, the test statistic and its asymptotic distribution under the null hypothesis and local alternatives.
Section 3 presents the results of a simulation study where the performance of the proposed test statistic is compared to those of existing tests. In Section 4 the proposed variable selection procedure is described and compared, in simulation studies and a real data set, to well established variable selection methods.
Nonparametric Model Checking

The Hypothesis and the Test Statistic
Let Y be the response variable and X = (X 1 , . . . , X d ) the vector of available covariates.
Set m(X) = E(Y |X) for the regression function and define
From its definition if follows that E(ζ|X) = E(ζ) = E(ζ|X j ) = 0, for all j = 1, . . . , d. Setting
where ǫ is the standardized error ζ. Based on a sample (Y i , X i ), i = 1, . . . , n, of iid observations from model (3), we will consider testing the hypothesis that the regression function does not depend on the jth covariate. For simplicity in notation we set X = (X 1 , X 2 ), where
and X 2 is univariate. Setting E(Y |X 1 ) = m 1 (X 1 ) the hypothesis we will consider can be written as
To fully appreciate the nature of this hypothesis, let F X 1 , F X 2 denote the marginal distribution functions of X 1 , X 2 , respectively, and consider the ANOVA-type decomposition
where
Under the null hypothesis (4) it further follows that
In the case that X 1 , X 2 are independent, we also have E(Y |X 2 ) = µ under the null.
Let now m 1 (X 1i ) = E(Y |X 1i ), as before, and define the null hypothesis residuals as
Since under the null hypothesis (4) m 1 (X 1i ) = m(X i ), it follows that the null hypothesis residuals in (6) equal the residuals defined in (2) and thus
The idea for constructing the test statistic is to think of the ξ i as data from a high-dimensional one-way ANOVA design with levels x 2i , i = 1, . . . , n. Because of (7), it follows that under the null hypothesis (4) there are no factor effects, and we can use the high-dimensional one-way To deal with the unknow m 1 will use the Nadaraya-Watson kernel estimator, 
for the estimated null hypothesis residuals.
To deal with the requirement of more than one observation per cell we make use of smoothness conditions and augment each cell by including additional p − 1ξ ℓ 's which correspond to the (p − 1)/2 X 2ℓ values that are nearest to X 2i on either side. To be specific, we consider the (ξ i , X 2i ), i = 1, . . . , n, arranged so that X 2i 1 < X 2i 2 whenever i 1 < i 2 , and for each X 2i , (p − 1)/2 < i ≤ n − (p − 1)/2, define the nearest neighbor window W i as
whereF X 2 is the empirical distribution function of X 2 . W i defines the augmented cell corresponding to X 2i . Note that the augmented cells are defined as sets of indices rather than as sets ofξ i values. The vector of (n − p + 1)p constructed "observations" in the augmented one-way ANOVA design iŝ
Let MST = MST(ξ V ), MSE = MSE(ξ V ) denote the balanced one-way ANOVA mean squares due to treatment and error, respectively, computed on the dataξ V . The proposed test statistic is based on 
Then, under H 0 in (4), the asymptotic distribution of the test statistic in (11) is given by
An estimate of τ 2 can be obtained by modifying Rice's (1984) estimator as followŝ
The next subsection gives the asymptotic theory under local additive and under general local alternatives. As these limiting results show, the asymptotic mean of the test statistic MST − MSE is positive under alternatives. Thus, the test procedure rejects the null hypothesis for "large" values of the test statistic.
Asymptotics under local alternatives
The local additive alternatives and the general local alternatives are of the form
H G where the functionsm 2 ,m 12 satisfy E (m 2 (X 2 )) = 0 = E (m 12 (x 1 , X 2 )) and ρ n = ρ 1n = (14) , as n → ∞,
where 
with m(x 1 , X 2i ) a Nadaraya-Watson kernel estimator of m(x 1 , x 2 ). Under the null hypothesis this also estimates E(Y |x 1 ), but under the alternative it estimates (see decomposition (5)) In contrast, under the alternative, m 1 (x 1 ) estimates
Thus, forming the residuals byξ = Y − m 1 (x 1 ) inadvertently removes some of the effect of X 2 . The simulations reported in Table 1 suggest that the test statistic using the residualŝ the table) can have improved power against non-additive alternatives. In this table, the data are generated according to the model Y = X 1 + θX 2 + γX 1 X 2 + ǫ, with X 1 , X 2 independent U(0, 1) random variables and ǫ ∼ N(0, 3 2 ). The reported rejection rates are based on 2000 simulation runs with n = 100. We conjecture that a similar alternative to the local polynomial estimator of m 1 will have improved power against non-additive alternatives. One class of procedures is based on the idea that the null hypothesis residuals,
Using dimension reducing techniques
2 under the alternative and zero under the null. Using this idea, Fan and Li (1996) propose a test statistic based on estimating 
wheref 1 is the estimated density of X 1 ,ξ i is the estimated residuals under the null hypothesis, and K is a kernel function. Fan and Li (1996) show that their test statistic is asymptotically normal under H 0 . Lavergne and Voung (2000) propose a test statistic based on different estimator of the same quantity as Fan and Li (1996) , which is
where a is the sum over all permutations of 4 distinct elements chosen from n, Lavergne and Voung (2000) show that their test statistic is also asymptotically normal under H 0 . 
A related class of procedures is based on direct estimation of
E[(m(X)−m 1 (X 1 )) 2 W (X)],
Numerical comparison
In this section we compare the proposed ANOVA-type and ANOVA-type2 statistics de- The data is generated according to the models (also used in Lavergne and Vuong, 2000)
where X 1 , X 2 are iid N(0, 1) and ǫ ∼ N(0, 4). Here, f 0 (x) = 0, which corresponds to the
give three linear alternatives,and f 4 (X 2 ) = sin(2πX 2 ), f 5 (X 2 ) = sin(πX 2 ), and f 6 (X 2 ) = sin(2/3πX 2 ) give three non-linear alternatives. The kernel for the Nadaraya-Watson estimation of m(X 1 ) is the uniform on (−0.5, 0.5) density, and the bandwidth is selected through leave-one-out cross validation. The rejection rates shown in Table 2 for LV, FL, and F tests are taken from the simulation results reported in the LV paper (based on 2000 runs). It is important to note that, in each simulation setting, the LV paper reports several rejection rates for the LV and FL tests, each corresponding to different values of smoothing parameters. Since the best performing constants are different for different simulation settings, the rejection rates reported in Table 2 represent a) the most accurate alpha level achieved over all constants, and b) the best power achieved overall constants for each alternative. For comparison purposes, the rejection rates for the ANOVA-type tests and the GLR test are also based on 2000 simulation runs.
As expected, the F test achieved the best results for the three linear alternatives and the worse results for the three non-linear alternatives. The GLR test has higher power than the ANOVA-type tests against linear alternatives (which is partly explained by the fact it is based on normal likelihood), but is much less powerful against the first of the non-linear alternatives. As the non-linearity decreases (f 5 and f 6 ) the power of the GLR test improves.
The GLR test is designed for additive models, which is exactly the simulation setting of Table 2 . Under non-additive alternatives, however, it can perform poorly as indicated by the simulations reported in the first part of Table 3 . These simulations use sample size n = 200 with data generated from the model
+ǫ, where ǫ ∼ N(0, 0.1), and
The residuals for the ANOVA-type test in the first part of Table 3 are based on a NadarayaWatson fit with kernel the uniform on (−0.5, 0.5) × (−0.5, 0.5) density and the common bandwidth selected through leave-one-out cross validation. 1. Apply the variable screening procedure described in Section 2.3.2. With a slight abuse of notation, the vector of the remaining covariates and its dimension will be denoted by x and d.
2. Use SIR to obtain the estimator B.
Obtain p-values from testing each of the hypotheses:
(a) Compute the test statistic (see Theorem 2.1)
using residuals formed by a kernel estimator on the variables B (−j) x (−j) , where 2) Based on our simulation results, the variable screening part (Step 1) of the variable selection procedure does not improve the performance. However, it was included in the simulations as it reduces the computational time.
Simulations: Variable selection procedures
Because the ANOVA-type2 method (see Section 2.3.1) is computationally more intensive, we used only the proposed variable selection method using the ANOVA-type test described in Section 2.1, with ANOVA cell sizes of 5 (when n = 40), 7, and 9 (when n = 110). The parameter α was set to 0.07 in Table 4 For LASSO we found that the R code in in http://cran.r-project.org/web/packages/ glmnet/index.html, with the lambda.lse option for selecting lambda, gave the best results;
for adaptive LASSO we used the R code from http://www4.stat.ncsu.edu/∼boos/var.select /lasso.adaptive.html; for SCAD we used the function scadglm of the package SIS in R.
In Table 4 , data sets of size n = 110 were generated from the linear model The proposed procedures incorrectly exclude, on average, about 0.5 of the 5 significant predictors, which is more than the other procedures (with the exception of BWA). In Table 5 , data sets of size n = 40 were generated from the models Y = g ℓ (X) + ǫ, ℓ = 1, 2, where ǫ ∼ N(0, 0.3 2 ), the dimension of X is d = 8, and
The covariates are generated as normal with marginal means zero and covariance matrix 
Real Data Example: Body Fat Dataset
The Body Fat data is supplied by Dr. A. Garth Fisher for non-commercial purposes, and it can be found at "http://lib.stat.cmu.edu/datasets/bodyfat". The data set contains measurements of percent body fat (using Siri's (1956) method), Age (years), Weight (lbs), Height (inches), circunferences of Neck (cm), Chest (cm), Abdomen (cm), Hip (cm), Thigh (cm), Knee (cm), Ankle (cm), Biceps (cm), Forearm (cm) and Wrist (cm), from 252 men.
The response variable is the percentage of body fat.
We compare the results of SCAD, LASSO, Adaptive LASSO and BWA with backward elimination to the ANOVA-type procedure with variable screening and SIR, as described in Section 4.1. On the basis of these results we recommend a model based on Abdomen, Weight and Biceps.
As an explanation of the fact that Biceps was not selected by any of the other methods, we investigated possible violations of the modeling assumptions on which they are based. Marginal plots of the response versus each of the important variables reveal both hetoroscedasticity and nonlinearity. Moreover, the 99 applications of SIR yielded more than one linear combination (i.e. K > 1) 50 times. To put this number into perspective, we generated a single set of responses, using the same covariate values with coefficients those from Adaptive LASSO and normal errors using the residual variance. Application of SIR with the number of slices ranging from 2 to 100 on this data set yielded K = 1 92 out of the 99 times. This casts serious doubts on the validity of the assumption of a linear model.
Appendix A Auxiliary Results
Lemma A.1. Let X 1 , . . . , X n be iid [F ] , and letF n (x) be the corresponding empirical distribution function. Then, for any constant c,
Proof. By the Dvoretzky, Kiefer and Wolfowitz (1956) theorem, we have that ∀ǫ ≥ 0,
uniformly on x. Hence, writing
This completes the proof of the lemma.
Lemma A.2. With W i be defined in (9) , and any Lipschitz continuous function g(x),
Proof. First note that by the Lipschitz continuity and the Mean Value Theorem we have
for some constant M, wherex ij is between x 2j and x 2i . Thus,
where the last equality follows from Lemma A.1 and the assumption that f X 2 remains bounded away from zero. 
where I d is a identity matrix of dimension d, J d is a dxd matrix of 1's and ⊕ is the Kronecker sum or direct sum. Using arguments similar to those used in the proof of Lemma 3.1 in Wang, Akritas and Van Keilegom (2008) , it can be shown that if σ 2 (., x 2 ), defined in Theorem 2.1, is Lipschitz continuous and E(ǫ 4 i ) < ∞ then, under H 0 and as n → ∞,
Lemma A.3. For a symmetric, positive definite bandwidth matrix H n , define the norm ||H n || to be the maximum of its eigenvalues. Then we have
. Such a b exists by the assumption that the density K has bounded support. Thus,
The statement of the lemma follows from the above.
B Proofs of Theorems
Proof of Theorem 2.1. Under H 0 in (4) we writê
where ∆ m 1 (X 1i ) is defined implicitly in the above relation. Thus,ξ V of relation (10) is decomposed asξ V = ξ V − ∆ m 1 V , where ξ V and ∆ m 1 V are defined as in (10) but using ξ i and ∆ m 1 (X 1i ), respectively, instead ofξ i . Thus √ n(MST -MSE) can be written as
where the matrix A is defined in (19) . The asymptotic normality of √ nξ It remains to derive its asymptotic variance and to show that the other two terms in (21) converge to zero in probability. Using (20) it suffices to find the asymptotic variance of √ nξ
. To find this we first evaluate its conditional expectation, E[(
], given X 21 , . . . , X 2n .
Recalling the notation σ 2 (.,
where the third equality follows from Lemma A.2 using the assumption that σ 2 (., x 2 ) is Lipschitz continuous and the second last inequality results from the fact that if 1 ≤ |j 1 −j 2 | = s ≤ p − 1, then they are (p − s) 2 pairs of windows whose intersection includes j 1 and j 2 .
Taking limits as n → ∞ it is seen that
From relation (22) it is easily seen that Note that we can writeξ j = Y j −m 1 (X 1j ) aŝ
and thereforeξ V = ξ V − ∆ m 1 V + ρ nm2V , where ξ V , ∆ m 1 V andm 2V are defined as in (10) but using ξ i , ∆ m 1 (X 1i ) andm 2 (X 2i ), respectively, instead ofξ i . Thus, we can write
By Theorem 2.1,
C.3 and Lemma C.4, respectively. This completes the proof of part 1.
Part 2: Local General Alternatives
Working as in (24) we can writeξ
By Part 1 of the theorem,
Hence, it is enough to show that √ nρ X 2 ) ). These are shown in Lemmas C.6 and C.5, respectively.
C Some Detailed Derivations
Lemma C.1. The second term in (21) converges in probability to zero, i.e.
Proof. After some algebra it can be seen that
We will show that each of the three terms above converge in probability to zero conditionally on the set of observed predictors, {X j } n j=1 , and thus also unconditionally. Note that, because all windows W i are of finite size p, the first term on the right hand side of (27) can be written as a finite sum of p 2 terms each of which is similar to the last term in (27) . Thus, it suffices to show that the last and second terms of (27) converge to zero. For notational simplicity, all expectations and variances in this proof are to be understood as conditional on {X j } n j=1 .
For the last term in (27) we have
The first term of the right hand side of (28) has zero expectation, so it suffices to show that its variance goes to zero. To this end, we write
for some constants M and c, where the inequality holds by the assumed conditions for m 1 (·), and the last equality follows from Lemma A.3. Thus, by the assumptions of Theorem 2.1 the first term of the right hand side of (28) goes in probability to zero. To show that the second term in (28) also goes to 0 in probability since, we will show that its second moment goes to zero. To this end, we write
for some constants M 1 , M 2 and c, by the fact thatf 1 converges uniformly to f a.s. in the compact support S X 1 (Ruschendorf 1977) . Thus, by the assumptions of Theorem 2.1 the second term of the right hand side of (28) goes in probability to zero.
Consider now the second term in (27) . Since n −1/2 n i=1 ξ i remains bounded in probability, its convergence to zero will follow if we show that n 
For this we use (cf. Hansen, 2008) sup x |m 1 (x) − m 1 (x)| = O p (a n ) where a n = log n nλ d−1
where λ → 0 at the same rate as the eigenvalues λ i , i = 1, . . . , d − 1, of H n . Therefore, the term in the left hand side of (30) by the assumed conditions stated in (12) . This completes the proof of Lemma C.1.
Lemma C.2. The third term in (21) converges in probability to zero, i.e.
Proof. In this proof we will use w ij to denote w(X 1i , X 1j ). Writting
we have to show that each of the three terms on the right hand side of (32) converges to zero in probability. First notice that, because all windows W i are of finite size p, the first term on the right hand side of (32) can be written as a finite sum of p 2 terms each of which is similar to the last term in (32) . Therefore, to show that the first and third terms in (32) go to zero in probability it is enough to show that n
is easy to see that
That the second term on the right hand side of (32) converges in probability to zero follows directly from (30) .
Lemma C.3. The second term in (25) converges in probability to zero, i.e.
Proof. By the definition of the matrix A, we can write (ξ V − ∆ m 1 V ) ′ Am 2V as np − 1 n(n − 1)p(p − 1)
Using Lemma A.2 and the fact thatm 2 (·) is Lipschitz continuous, the sum in the first term can be expressed as Using the fact that E (m 2 (X 2i )) = E (m 2 (X 2i )ξ i ) = E(ξ i ) = 0, relation (30) and also that n −3/4 n i=1m 2 (X 2i )∆ m 1 (X 1i ) p → 0, as is shown in a similar way to (30) , completes the proof of the lemma.
Lemma C.4. The third term in (25) converges in probability to a 2 pV (m 2 (X 2 )), i.e. 
