We investigate the moment asymptotics of the solution to the stochastic heat equation driven by a (d + 1)-dimensional Lévy space-time white noise. Unlike the case of Gaussian noise, the solution typically has no finite moments of order 1 + 2/d or higher. Intermittency of order p, that is, the exponential growth of the pth moment as time tends to infinity, is established in dimension d = 1 for all values p ∈ (1, 3), and in higher dimensions for some p ∈ (1, 1 + 2/d). The proof relies on a new moment lower bound for stochastic integrals against compensated Poisson measures. The behavior of the intermittency exponents when p → 1 + 2/d further indicates that intermittency in the presence of jumps is much stronger than in equations with Gaussian noise. The effect of other parameters like the diffusion constant or the noise intensity on intermittency will also be analyzed in detail.
Introduction
We consider the stochastic heat equation on R d given by
where κ ∈ (0, ∞) is the diffusion constant, σ a globally Lipschitz function and f a bounded measurable function on R d . The forcing termΛ that acts in a multiplicative way on the right-hand side of (1.1) is a Lévy space-time white noise, which is the distributional derivative of a Lévy sheet in d + 1 parameters. More precisely, we assume that Λ takes the form Λ(dt, dx) = b dt dx + ρ W (dt, dx) + R z (µ − ν)(dt, dx, dz), (1.2) where b ∈ R is the mean of Λ, ρ ∈ R is the Gaussian part of Λ, W is a Gaussian space-time white noise (see [26] ), µ is a Poisson measure on (0, ∞) × R d × R with intensity measure ν(dt, dx, dz) = dt dx λ(dz), and λ is a Lévy measure satisfying λ({0}) = 0 and
Under the assumption that there exists p ∈ [1, 1 + 2/d) with
it is shown in [23] that ( is the heat kernel in dimension d. As proved in [11] , condition (1.3) can be relaxed to include Lévy noises with bad moment properties such as α-stable noises, but in this paper, we will work with (1.3) as a standing assumption. Our goal is to investigate the behavior of the moments of the solution Y as time tends to infinity. In particular, we are interested in conditions under which the solution Y to (1.5) exhibits the phenomenon of intermittency. The following definition follows [7] , Definition III.1.1, [12] , Equations (1.6) and (1.7), and [20] , Definition 7.5. with the convention that sup ∅ := 0 and inf ∅ := +∞.
For important classes of random fields, the purely moment based notion of weak intermittency in (1.8) translates into an interesting path property called physical intermittency: With high probability, the random field exhibits an extreme mass concentration at large times, in the sense that it almost vanishes on R d except for exponentially small areas where it develops a whole cascade of exponentially sized peaks. We refer to [4, Section 2.4 ] for a precise statement.
Similarly, if the initial condition f decays at infinity (in this case we cannot expect to have (1.8) because of lacking uniformity in the spatial variable), the property (1.10) would indicate that intermittency peaks, originating from the initial mass around the origin, spread in space at a (quasi-)linear speed.
Review of literature
The intermittency problem has been investigated by many authors in various situations. For example, [7] is a classical reference for intermittency in the parabolic Anderson model (PAM) on Z d , which is the discrete-space analogue of (1.1) with σ(x) = σ 0 x, x ∈ R, (1.12) for some σ 0 > 0. For the stochastic heat equation, and in particular the continuous PAM driven by a Gaussian space-time white noise, this is analyzed in all its facets in [4, 9, 12, 17, 18] , just to name a few. We also refer to [20] for a good overview of the subject.
When it comes to stochastic PDEs with non-Gaussian noise, there is much less literature on this topic. Apart from work on the discrete PAM (see [1, 13] and the references therein), we are only aware of [3] that considers the intermittency problem in continuous space and time. This article investigates the Lévy-driven stochastic wave equation in one spatial dimension, and shows that the solution is weakly intermittent of any order p ≥ 2 under natural assumptions. For the proof of the intermittency upper bounds, the authors employ predictable moment estimates for Poisson stochastic integrals, which are surveyed in [21] in detail. The proof of the lower bound, by contrast, relies on L 2 -techniques, which are the same as in the Gaussian case treated in [14] or [20] .
In the sequel, we will use the letter C to denote a constant whose value may change from line to line and does not depend on anything important in the given context. Sometimes, if we want to stress the dependence of the constant on an important parameter, say p, we will write C p . Furthermore, for reasons of brevity, we write 
Intermittency upper bounds
We first investigate the upper indices γ(p) and λ(p), respectively. For a random field Φ(t, x), indexed by (t, x) ∈ (0, ∞) × R d , and exponents β ∈ R, c ∈ [0, ∞) and p ∈ [1, ∞), we use the notation Φ p,β,c := sup
and
if Φ is predictable and the stochastic integral (2.2) exists for all (t, x) 
where C p > 0 does not depend on Λ, κ, β, c or d, and it is bounded on [1 + ǫ, 1 + 2/d) for any ǫ > 0.
The assumption in Proposition 2.1 that ρ = 0 if p < 2 means that if d ≥ 2, then necessarily the Gaussian part vanishes because p < 1 + 2/d ≤ 2. This is reasonable since the stochastic heat equation (1.1) has no function-valued solution in general if d ≥ 2 and ρ > 0, see e.g. [20, Section 3.5] . Moreover, in dimension d = 1, we shall only consider the case p ≥ 2 if ρ > 0. The reason behind is that in the case of Gaussian noise, intermittency of order less than 2 is open, see the remark after Theorem 3.5.
Remark 2.2
The three terms in (2.4) illustrate in a nice way the different contributions of the noise to the size of g ⊛ Φ. The first part comes from the deterministic drift of the noise, the second summand is the L p -contribution originating from the jumps, and the third term is the L 2 -contribution of the jumps and the Gaussian part (if p ≥ 2). It is important to notice that a Gaussian noise alone has no extra L p -contribution to C β,c (κ, p) for p > 2, which reflects the equivalence of moments of the normal distribution. Furthermore, as p → 1 + 2/d, the second term explodes for all non-trivial Lévy measures λ, no matter how good their integrability properties are. This is a first indication that the solution to a Lévy-driven stochastic heat equation (1.1) usually has no finite moments of order 1 + 2/d or higher. We confirm this rigorously in Theorem 3.1 below.
With the help of Proposition 2.1, we can extend the local moment bound (1.4) obtained in [23] to a global bound. 
Intermittency lower bounds

High moments
One important difference between the stochastic heat equation with jump noise and with Gaussian noise is that the solution Y to (1.5) has no large moments, even in dimension d = 1 and no matter how good the integrability properties of the jumps are. In order to understand this, let us consider the situation where σ ≡ 1, f ≡ 0, and Λ is a standard Poisson random measure, that is, λ = δ 1 , b = 1, and ρ = 0. Denoting by (S i , Y i ) the space-time locations of the jumps of Λ, we have for
If t > 1, conditionally on the event that at least one point falls into
where U, V 1 , . . . , V d are independent and uniformly distributed on (0, 1), and
which is finite if and only if p < 1 + 2/d. So we conclude that 
where Y 0 is defined in (1.6) . If Y denotes the unique mild solution to (1.1), then
for all T > t 0 .
Remark 3.2
The arguments presented in [4] linking the notion of weak intermittency as defined in Definition 1.1 with physical intermittency remain valid even if γ(p) = ∞ for large values of p, provided we have
Under mild assumptions, this is indeed the case as we will see in Theorem 4.1.
The martingale case
In this subsection, we assume that Λ has mean zero, that is, b = 0. As in the Gaussian case, we cannot hope for weak intermittency of order 1 in general. This is a consequence of the following comparison principle for the stochastic heat equation driven by a nonnegative pure-jump Lévy noise, whose proof we postpone to the end of Section 5. 
Thus, we are left to consider exponents in the region p ∈ (1, 1 + 2/d). In dimension 1, we can use Itô's isometry to calculate second moments, and there are essentially no differences to the estimates (or exact formulae) obtained in the Gaussian case ( [9, 12, 17] ). However, for d ≥ 2, we cannot use Itô's isometry because p is strictly between 1 and 2. Instead, our main tool for proving intermittency in the regime p < 2 are the following moment lower bounds for stochastic integrals with respect to compensated Poisson random measures, which are of independent interest and complement existing sharp (but for our purposes not feasible) estimates in the literature (see [21] ).
Lemma 3.4 Let (F t ) t≥0 be a filtration on the underlying probability space and N be an (F t ) t≥0 -Poisson random measure on [0, ∞)×E, where E is a Polish space. Further suppose that m denotes the intensity measure of N , and H
Then there exists for every p ∈ (1, 2] a constant C p > 0 that is independent of H and m such that
where ∞/∞ := 0. In particular, if the right-hand side of (3.4) is infinite, then also the left-hand side of (3.4) is infinite. Furthermore, for every p ′ ∈ (1, 2], the constants C p can be chosen to be bounded away from
We are now ready to state the intermittency lower bounds for (1.1) that complement the corresponding upper bounds in Theorem 2.4. We start with non-vanishing initial data. 5) and that Λ has the properties
Then the following statements are valid.
(1) There exists a value
To paraphrase, under the assumptions of Theorem 3.5, we have weak intermittency of order p for every p ∈ (1, 3) in dimension 1, while for higher dimensions we have this if p is close enough to 1 + 2/d, or κ is small enough, or the size of σ (or equivalently, the noise intensity) is large enough. It remains an open question whether in dimension d ≥ 2, we always have intermittency of all orders p ∈ (1, 1 + 2/d). Also, in contrast to the jump case where we have an affirmative answer, it seems to be open whether the solution to (1.1) in d = 1 with Gaussian noise is weakly intermittent of order p ∈ (1, 2).
For decaying initial condition, we have the following counterpart for the indices λ(p). (1) There exists a value (2), there is -thanks to Itô's isometry -absolutely no difference between a Lévy and a Gaussian noise if we replace σ by √ vσ where v = ρ 2 + m λ (2) 2 is the variance of Λ. For example, the explicit formulae derived in [9] immediately extend to the Lévy case.
Remark 3.8 In [9] , the authors consider the stochastic heat equation with a measure-valued (e.g., a Dirac delta) initial condition. Their proof for the existence and uniqueness of solutions can be adapted to the Lévy setting by replacing L 2 -estimates with L p -type estimates from the BDG inequalities. Furthermore, since the heat operator smooths out a rough initial condition immediately, the intermittency properties of the solution will only depend on its decay and support properties. For example, Theorem 3.6 as well as the Theorems 3.10(2), 3.12 and 4.1(2) continue to hold for the solution with a Dirac delta initial condition.
Remark 3.9
The intermittency of (1.1) with Gaussian noise is analytically due to the nonintegrable tails of g 2 at t = +∞ (see [12, 17] ). Translated into the picture of physical intermittency, this suggests that peaks in the past remain "visible" for a long time, and finally add up to new peaks. In the Lévy case, our proofs hint at the same phenomenon in dimension 1 for the intermittency islands of low order (i.e., p close to 1). However, regardless of dimension, peaks of orders close to 1 + 2/d, which are the dominating ones from a macroscopic level, arise from the singularity of the heat kernel at small times (this is further confirmed in the asymptotics we derive in Theorem 4.1).
It seems that high-order intermittency islands immediately trigger the formation of similar (or even larger) islands, leading to "clusterings" of peaks. It would be interesting for future research to specify and prove these heuristics.
Noise with positive or negative drift
In this section we consider the intermittency problem for (1.1) when the noise Λ has a non-zero mean. If Λ has a positive mean, that is, if b > 0, then under natural assumptions, the solution to (1.1) is even weakly intermittent of order 1 (and hence also of all orders p ∈ [1, 1 + 2/d)). (
If Λ has a negative drift, we restrict ourselves to the parabolic Anderson model where σ is given by (1.12) . In this case, we can reformulate (1.1) as an equation driven by the martingale part of Λ only. In fact, decomposing Λ(dt, dx) = b dt dx + M (dt, dx), equation (1.1) can be written in the form
This is the d-dimensional stochastic cable equation driven by the zero-mean Lévy space-time white noiseṀ . In a similar form, it has been studied in [26] for Gaussian driving noise in dimension d = 1. Its mild form is the same as in (1.5) but with g replaced by We omit the proof since the existence and uniqueness result follows exactly as in the proof for Proposition 2.3. Moreover, the second statement holds because weak and mild solutions are equivalent in our present setting: The proof is the same as in [26, 
If in addition the initial condition decays superexponentially in the sense that |f (x)| = O(e −c|x| ) as |x| → ∞ for every c ≥ 0, then [20, Theorem 6.4] showed that the Lyapunov exponents have a cubic growth as n → ∞:
We conclude that the intermittent behavior of the stochastic heat equation with jumps is much stronger than with Gaussian noise. (3) Regarding the asymptotics for κ > 0, a notable difference between jump and Gaussian noise is that in the former case, the rate at which γ(p) and γ(p) increases as κ → 0 explicitly depends on p, whereas in the latter case, at least for p ∈ N, it typically does not, see (4.5). On the other hand, if κ is small, once an intermittency peak is built up, it takes longer for the Laplace operator to smooth it out, which facilitates the development and transmission of further peaks. Thus, for small values of p, the first effect is dominant, while for large values of p, it is the second effect that wins. In the Gaussian case, the behavior is again different.
Here for any p ∈ [2, ∞), we have
The lower bound follows from [12, Theorem 1.3] together with the fact that λ(2) ≤ λ(p) for all p ≥ 2, while the upper bound follows as in the proof of Theorem 4.1 from the formula (2.4).
Proofs
Proofs for Section 2
, where Γ denotes the gamma function Γ(x) = ∞ 0 t x−1 e −t dt.
Proof. If β > κc
. Proof of Proposition 2.1. We use the triangle inequality to split
into a Gaussian, a pure-jump and a drift part. 
So we deduce from Lemma 5.1 that
In order to estimate I 3 we only need Minkowski's integral inequality and Lemma 5.1 to obtain
We turn to the estimation of I 2 . If p ≤ 2, we use the BDG inequality to deduce
At the second inequality we used that ( 
For the first term, again by Minkowski's integral inequality and Lemma 5.1, we have
while for the second term,
(5.5) Substituting (5.4) and (5.5) back into (5.3), we obtain
The statement now follows from inequalities (5.1), (5.2) and (5.6). Finally, since C p comes from BDG inequalities, it remains bounded on [1 + ǫ, 1 + 2/p). 
for n ∈ N, and define
. After possibly enlarging the value of L, we can assume that |σ(x)| ≤ L(1 + |x|) for all x ∈ R. Now let us choose β 0 > 1 2 κc 2 d large enough such that the factor C β,c (κ, p) in front of Φ p,β,c on the right-hand side of (2.3) satisfies
Using the Lipschitz property of σ, we obtain for all β ≥ β 0 and n ∈ N as a consequence of Proposition 2.1, 
Proofs for Section 3
Lemma 5.2 If X λ has a Poisson distribution with parameter λ, then there exists for every
Proof. Suppose that (X λ ) λ≥0 forms a standard Poisson process. The law of large numbers implies that X λ /λ → 1 a.s. as λ → ∞. The convergence also takes place in L p for every p ≥ 1 because E[X n λ ] is a polynomial in λ of degree n for every n ∈ N so that sup λ≥1 E[X n λ ]/λ n < ∞. In particular, we obtain for every r > 0 that E[X r λ ]/λ r → 1 as λ → ∞, which implies the claim for λ > 1. The bound for λ ≤ 1 follows from the definition of the expectation and
The following decoupling inequalities can be found in [25, Theorem 2.4.1]. Because of its importance for proving Lemma 3.4, and because the proof in the reference is given for processes with values in Banach spaces, we reproduce the proof in the real-valued setting for the reader's convenience. In the following lemma, for notational ease, a random variable ξ : Ω → R is identified with its natural extension to the product space Ω × Ω, i.e., ξ(ω, ω) = ξ(ω).
Lemma 5.3
Consider two probability spaces (Ω, F, P) and (Ω, F, P), each of them equipped with a discrete-time filtration (F i ) i≥0 and (F i ) i≥0 , respectively. Furthermore, let (ξ i ) i≥1 be a zero-mean (F i ) i≥1 -adapted sequence such that ξ i is independent of F i−1 under P for all i ≥ 1, and let (ξ i ) i≥1 be a sequence with analogous properties on (Ω, F , P) and the same distribution as
Proof. Define the random variables
and a filtration (G i ) i=0,...,2N by
. In addition, denoting by E ⊗ E the expectation with respect to P ⊗ P, we have for all i = 1, . . . , N ,
where the last identity holds because ξ i and ξ i are independent with the same distribution. It follows from [24, Theorem VII.1.1] that the processes (
by construction, the claim is a consequence of the classical BDG inequalities because the two discrete-time local martingales above can be canonically embedded into continuous-time local martingales with the same quadratic variation process.
Proof of Lemma 3.4. We first prove (3.4) for simple integrands of the form
..,K are pairwise disjoint Borel subsets of E, and X ij are F t i−1 -measurable random variables for all i, j = 1, . . . , K. Using Lemma 5.3, we can assume without loss of generality that Z is deterministic, that is, the variables X ij (ω) do not depend on ω. To see this, define
where N lives on a copy (Ω, F, (F t ) t≥0 , P) of the original probabilty space, with the same distribution as N . Since ξ ij is F t i -measurable and H ij is F t i−1 ⊗ F t i−1 -measurable, Lemma 5.3 applies and yields
As X ij (ω) does not depend on ω, it is indeed enough to prove (3.4) for deterministic integrands. By the BDG inequalities, there exists C p > 0 (which is bounded away from 0 for p > p ′ ) such that
Inequality (3.4) is shown for integrands of the form (5.9) once we can show that
. By the tower property of conditional expectations,
On the event
for nonnegative c 1 , . . . , c n , we obtain
Since the constant C r in Lemma 5.2 can be taken independently of r when r ∈ (1/2, 1], we derive
which is (5.10).
For a general (F t ) t≥0 -predictable process H, one can choose a sequence H n of processes of the form (5.9) such that |H n | ≤ |H| for all n ∈ N and H n → H as n → ∞, pointwise in (ω, t, x) . If the right-hand side of (3.4) is finite, then inequality (3.4) follows from the dominated convergence theorem for stochastic integrals (see [6, Equation (2.6)]) on the left-hand side and for Lebesgue integrals on the right-hand side. If the right-hand side of (3.4) is infinite, then the estimates we have established for simple integrands, together with the BDG inequalities, imply that also the left-hand side of (3.4) is infinite.
Lemma 5.4 Suppose that a ∈ R and X is a random variable with zero mean. Then for every
where
Proof. First we prove the statement for a = 1 and p ∈ (1, 2]. The proof follows from the following simple inequalities:
Indeed, denoting the distribution function of X by F , (5.11) and E[X] = 0 imply
For general a ∈ R, the statement follows from
Here is the proof of (5.11). The first inequality holds for y = 1, and
that is the derivative of the left-hand side is greater than that of the right-hand side for all y ≥ 1. Thus the first inequality follows. For the second, using
which is nonnegative, so the second inequality is proved. Finally, for y ≥ 0
The proof is similar for p ∈ (2, 3], once the inequalities 12) are established. We leave the proof of (5.12) to the interested reader.
Proof of Theorem 3.5.
(1) We assume d ≥ 2 here as the case d = 1 will be treated in part (4) . In particular, p is always less than 2 and Λ contains no Gaussian part. By Lemma 5.4 and the BDG inequalities, we have for all p ∈ (1, 1 + 2/d)
calculations before Theorem 3.1), and the heat kernel decays exponentially in space, we have 
for all p ∈ (0, 1 + 2/d). This formula is still valid for p = 0. Thus, for the function in (5.17), which we denote by w κ (t) now since κ is the parameter that interests us, there exists C > 0 that is independent of κ such that
The proof can now be completed as in the first part of the theorem. 
is integrable, so we deduce from (5.15) (with ǫ, δ > 0 sufficiently small) and the hypothesis L σ > 0,
where the constant C is given by
Using that 
whenever β > 0 is sufficiently small. On the other hand, from Proposition 2.3, we know that
for all α ′ > 0, some β ′ > 0 and some C > 0 that is independent of t. Thus, the last expression decays exponentially whenever α ′ is large enough, so in this case, (5.23) implies
from which the assertion follows because
So the only thing left to show is that we can achieve (5.22) by proper choices of the parameters involved. Since the heat kernel is radially symmetric, we have 
where R is given in (5.26). Consequently, Therefore, we deduce, if the left-hand side of (3.2) was finite, then Now let us explain why the proof of the lower bounds, for both p → 1+2/d and κ → 0, remains essentially unchanged for b < 0 or b > 0. Indeed, if σ is given by (1.12), Proposition 3.11 implies that we have to multiply g by a factor e bσ 0 t . But under the truncation 1 {g(t,x)>ǫ} (resp. 1 {g(1;t,x)>ǫ} when κ → 0 is considered), we have t < T where T = (2πǫ 2/d ) −1 is independent of p (resp. κ). In particular, g and ge bσ 0 t differ at most by a multiplicative constant e bσ 0 T on [0, T ], which is irrelevant for the calculations above. 1 {d=1, p≥2} ≤ 1.
As long as λ ≡ 0, the second summand is the dominant one for small κ, so β 0 as a function of κ behaves in this case like 1 2 κc 2 d + Cκ If we redo the calculations from (5.25) to (5.29), then instead of (5.26), we should consider R ′ =α 2 /(κǫ 2/d ) so that in the end, we obtain exactly the same lower bound for 
