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RESUME. - Cet article presente une introduction a la litt6rature 
recente sur les mecanismes incitatifs bayesiens. Nous montrons que des 
mecanismes bayesiens incitatifs efficaces peuvent (< presque toujours >) etre 
construits en ajoutant un mecanisme de GROVES et un mecanisme bay6sien 
destine a couvrir le deficit. Ceci nous permet de presenter une interpreta 
tion d'une condition, dite condition C, qui joue un role important dans la 
litterature. Dans la derniere partie de I'article, nous etudions l'implementa 
tion de regles de decisions non efficaces, et presentons une discussion de 
conditions necessaires et suffisantes pour que ceci soit possible. 
Bayesian Incentive Compatible Mechanisms: A 
Survey of Recent Results 
ABSTRACT. - This paper presents a survey of some recent results 
on Bayesian mechanisms. We show that efficient Bayesian mechanisms 
can "nearly always" be constructed by adding a Groves mechanisms and 
a Bayesian mechanism whose only aim is to balance the budget. In 
so doing, we present an interpretation of a condition-called condition 
C-which plays an important role in the literature. The last part of the 
paper is focussed on the implementation of non efficient decision rules, 
and contains a discussion of necessary and sufficient conditions so that 
this be possible. 
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1 Introduction 
Cet article presente une introduction a la litterature recente sur les meca 
nismes bayesiens incitatifs. A la fin des annees 1970, ARROW [1979] et 
d'ASPREMONT et GtRARD-VARET [1975, 1979, 1982] ont pose la question 
suivante. Soit n agents, neutres au risque; dans quelles circonstances peut 
on trouver un mecanisme bayesien qui leur permette de prendre une decision 
collective efficace? Des reponses partielles furent apportees. En particulier 
il fut prouve que si un agent avait des croyances libres, c'est-'a-dire que son 
type ne lui apprenait rien sur les types des autres, il etait possible de trouver 
de tels mecanismes. 
Au cours des toutes dernieres annees, de nouveaux resultats ont ete 
prouves pour ce probleme, dans le cas ou' chaque agent a un nombre discret 
de types. Le but de cet article est de presenter des resultats de fa9on 
informelle et de proposer un guide a' cette litterature. La conclusion explo 
rera quelques questions encore ouvertes. 
Le lecteur remarquera que l'approche presentee ici donne un eclairage 
nouveau ai la litterature sur l'existence de mecanismes bay'siens efficaces. 
Celle-ci s'efforce en effet de presenter des resultats d'existence. Elle montre, 
en general de fa9on constructive, que sous telles ou telles conditions des 
mecanismes bayesiens efficaces existent. Comme ces preuves sont assez 
difficiles et requierent des moyens sophistiques, il en ressort une impression 
que l'existence est un phenomene assez rare. Or, avant les toutes dernieres 
annees, il n'y avait pas d'exemples d'environnements oui un mecanisme 
bayesien efficace n'existait pas. La recherche exposee ici est partie pour 
l'essentiel de la question: << quand n'y a-t-il pas de mecanismes bayesiens 
efficaces ? ?). La reponse est assez surprenante. 
Les resultats nouveaux presentes ici sont dus 'a JOHNSON, PRATr et ZEC 
KHAUSER [1990] et d'ASPREMONT, CRE-MER et GERARD-VARET [1990a, 1990b]. 
2 Le cadre d'etude 
Nous reprenons le modele standard dans lequel s'est developpee une 
grande partie de la theorie des incitations. Nous considerons une economie 
composee de n agents, n >2, oiu les agents sont indexes par les entiers 
compris entre 1 et n. La fonction d'utilite de l'agent i s'ecrit: 
Ui (x, oci) + ti, 
ou 
* ti e R est un transfert monetaire requ par l'agent. 
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* oi est le type de l'agent. Ce type represente l'information privee de 
l'agent. On suppose que oi appartient 'a un ensemble fini Ai. 
* x est une decision publique prise par les agents dans un ensemble X. 
Nous ne ferons aucune hypothese restrictive sur 1'ensemble X, ce qui permet 
des interpretations diverses. La litterature a souvent interprete x comme la 
quantite d'un bien public. D'autres auteurs ont interprete x comme un 
vecteur de transactions entre entreprises et les ui comme des fonctions de 
profits. Ils ont ainsi pu appliquer les resultats de la theorie des mecanismes 
bayesiens 'a la theorie des contrats (voir RIORDAN [1984], CRfEMER et RIORDAN 
[1985, 1987]). 
Nous appellerons structure d'utilites un n-tuple de fonctions d'utilite. 
Pour simplifier l'expose nous supposerons que le choix de x e X est organise 
par un planificateur. En fait, si l'on retient la deuxieme interpretation de X 
discutee ci-dessus le role de planificateur serait tenu par un contrat signe 
par les entreprises avant que leurs types ne leur soient reveles. Le planifica 
teur veut mettre en place une regle de choix public s: A -+ X, oui A est 
l'ensemble A1 x A2 x ... x A, des etats de la nature. C'est-'a-dire que le 
planificateur veut prendre une decision publique en fonction des types des 
agents. La difficulte de la tache reside bien sur dans le fait que le planifica 
teur ne connait pas ces types. II doit donc obtenir des agents qu'ils revelent 
leur information privee et se servir de cette information revelee pour prendre 
la decision s(a), oui cx= (oXr, x2, . . ., aCn,)eA. 
Nous dirons que la regle de decision publique s est efficace, et nous 
I'ecrirons s*, si elle satisfait l'ine'galit'e 
n n 
(1) E ui(s *(c); ai)? E u (x; ci) VxeX. 
i=l i=l 
Pour conclure la presentation du modele, il ne nous reste qu'a decrire les 
croyances des agents. Quand il est de type ci, l'agent i attache une probabi 
lite P(a_i ( ci) a ce que les autres agents soient de types -i ou o -i est un 
element de A_ = H Aj, c'est-a-dire une collection de (n - 1) types, un pour 
j?i 
chaque agent sauf i. 1 Dans ce qui suit nous supposerons que les probabilites 
P (. I ci) sont consistantes, en ce sens qu'elles sont obtenues par conditionali 
sation a partir d'une distribution P (a) sur A. De fa9on plus precise nous 
supposons que pour tout i et tout c,i e Ai, la probabilite 
P (ai) = E P (a_ i, aj) 
e icA-i 
est strictement positive et que P (o_ i I oi) est egal 'a P (o_ -, cxi)/P (oci). La 
probabilite P est connue du planificateur. Nous appellerons le triplet 
(N, A, P) une structure d'information. La combinaison d'une structure 
d'information et d'une structure d'utilites forme un probleme d'incitations 
bayesiennes. 
1. Comme il n'y a pas de risque de confusion, nous allegeons la notation en utilisant le meme 
symbole P pour des probabilites sur differents ensembles. 
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3 Des mecanismes qui ne depen 
dent pas des croyances 
Supposons, dans un premier temps, que le planificateur desire utiliser 
seulement l'information qu'il possede sur les fonctions ui et refuse de 
s'appuyer sur l'information sur les croyances. Il doit employer un mecanisme 
qui incite les agents a dire la verite quelles que soient les annonces des 
autres agents. Le planificateur, ayant obtenu que les agents annoncent leurs 
types, prendra la decision s* (a) (pour l'instant nous concentrons notre 
attention sur des decisions efficaces) et effectuera des transferts t' (x) vers 
les agents. 
Si l'agent i annonce qu'il est de type xi alors qu'il est reellement de type 
xi et que les autres agents ont annonce qu'ils etaient de types a_i son utilite 
sera 
uj (s* (a_ i , ij) ; oj) + t0 (a_ , aij). 
L'agent i annoncera son vrai type si nous avons 
(2) |u i(s* (oa _ , xi); ci) + t, (a_ i, ci) > ui (s* (c _ i, &i); oj) + t ) (a _ j, &i) 
{ V c_.i A_i, ,i c Ai, j e Ai. 
A la suite de GROVES [1973] les fonctions t, qui permettent a ces inegalites 
de tenir (et d'assurer qu'annoncer son vrai type est une << strategie 
dominante >>) ont ete etudiees par de nombreux auteurs; citons en particulier 
GREEN et LAFFONT [1979]. En particulier, Groves a montre que l'inegalite 
(2) tenait si l'on prenait 
t0 (ac) = tq (oc) = U; (s* (t) ; oaj) 
j?i 
c'est-a-dire si le transfert vers l'agent i etait egal a la valeur des externalites 
qu'il impose aux autres agents. En effet, dans ce cas nous avons: 
n 
uj (s*(i ac); ;i)) + ti (ac x)= i u, (s* (ai, ocj); OCJ) 
j= 
n 
E uj (s* (o -, ci); cj) (puisque s* est efficace) 
j=l 
n 
ui (S* (oc i, oai) ; oci) + E ui (S* (oa_i, oai); oaj) 
= uL(s* (o - i, oi); ci) + t7 (c - , ox). 
Il est facile de montrer que toute fonction de transfert de la forme 
3) t, (oa) = tq (oa) + hi (o - j) 
ou les hi sont des fonctions de A__ dans R satisfont les inegalites (2). De 
fait, GREEN et LAFFONT [1977] et HOLMSTROM [1979] ont montre que seules 
les fonctions satisfaisant (3) donnent les incitations adequates quand les 
ensembles Ai sont des sous-ensembles connexes de IRP. 
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Tres rapidement la litterature se posa la question de savoir si les fonctions 
ti pouvaient etre choisies de facon 'a respecter d'autres contraintes que (2). 
En particulier, WALKER [1979] et GREEN et LAFFONT [1979] montrerent qu'il 
n'est pas possible en general de trouver des fonctions de transferts qui 
equilibrent le budget, c'est-'a-dire satisfaisant 'a la fois 
n 
(4) e t(c) = 0 V oc eA, 
i = 1 
et les inegalites (1) et (2). La demonstration est relativement simple, il suffit 
de montrer que tout tl qui satisfait (3) ne peut pas satisfaire (4), sauf dans 
certains cas tres particuliers. 
Dans d'ASPREMONT et al. [1990 a], nous montrons que si chaque agent a 
deux types possibles, c'est-a-dire si I Ai I = 2 pour tout i, alors il est possible 
de trouver des fonctions de transferts satisfaisant (1), (2) et (4), mais ne 
satisfaisant pas (3). Un exemple, repris de d'ASPREMONT et al. [1990 a], peut 
etre utile. Supposons que pour i= 1, 2, Ai est egal a' { 0, 1 } et que X 
comprenne aussi deux elements 0 et 1. Les fonctions d'utilites sont de la 
forme: 
(i) Ui (O; oj) = O Vi, V oc 
(ii) ul (1; (l)+u2 (1 ; OC2)>0 si et seulement si oc, = 1 et a2= 1 
(i)Ul (1; 1)> Ul (1 ; 0) > 0>U2 (1; 1) >U2 (1; 0). 
Dans ce cas 
s* (Q1, a2)= 1 si et seulement si (cx1, 2)= (1, 1). 
Si l'on prend, pour un T quelconque: 
to (a, 1) = tn (O, o) = to (1, i) =, 
tu( ((, 1) = tu (O, O)= tuc (1, 0)=-T 
f() + U2((1 ; 0)= u t(l (1, 1) + U2 (1 , 1) 
tu (O, 1)+tf (1, 1) 
les quatre contraintes d'incitations sont satisfaites. Mais il est facile de 
montrer que ces tu ne forment pas des m'ecanismes de GROVES. Pour ceci, 
on devrait avoir, pour tout a 
I (al, 1 2) =U2 (S (Oa, C2) ; C2) +fl (O2) 
= 2 (aC1, OC2) U - U (s (Oa1, C2) ; aC1) -f2 (OC ) 
Donc 
fl (a2) +f2 (aI)= U2 (S (aC1 aC2); C2) Ul (S (a1, aC2); aCO. 
On aurait 
fl (1) +f2 (1) < 0, 
mais aussi 
fl (0) +f2 (1) =fl (1) +f2 (0) =fl (0) +f2 (0) = 0 
ce qui entrainerait 
2 (1) +fl (1)= 0, 
d'oiu une contradiction. 
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Il y a deux le9ons principales a retirer de l'existence de mecanismes 
satisfaisant (1), (2) et (4) quand jAij=2. D'abord une lecon pratique: il 
existe un certain nombre de problemes oui il est legitime de supposer 
que chaque agent n'a que deux types possibles. Dans ce cas, l'asymetrie 
d'information ne cree pas d'obstacle a des prises de decision efficaces en ce 
qui concerne les biens publics. Mais ces resultats servent aussi de mise en 
garde. De nombreux articles supposent << pour simplifier >> que les agents 
n'ont que deux types possibles. Cette << simplification >> peut modifier pro 
fondement les resultats. 
4 Utiliser la structure d'informa 
tion 
Imaginons un planificateur disposant de deux bureaux. Il a fourni << au 
bureau des utilites >> des informations sur les fonctions d'utilite des agents. 
Le bureau des utilites a pu ainsi construire un mecanisme de Groves, qui 
assure la revelation des preferences des agents. Mais il annonce un deficit 
R (oa) 
n 
R (oa) Z tu (a), 
i = 1 
qui peut etre negatif. 
Les donnees relatives au deficit sont communiquees au << bureau des 
croyances >> pour y remedier. De facon plus precise, on demande au bureau 
des croyances de trouver des transferts tC (a) qui satisfont les contraintes 
suivantes n 
(5a) tc t7(o=)=R(cx) Voc A 
i=l 
(S b) P P(ot- jI oi) tl (a i, oij) >' P (a_ -i|aIoj) tl.(ai, &i) 
a-i a~~~~~~-i 
VieN,c LiAi, ic Ai. 
Les egalites (5 a) expriment le fait que les transferts ti couvrent le deficit 
budgetaire. Les inegalites (5 b) expriment le fait que si l'on mettait en place 
la politique de transferts t4, les agents auraient interet a annoncer leurs 
vraies preferences, independamment de toute decision publique. Un lecteur 
normalement sceptique pensera que l'on ne peut trouver de tels t4 que tres 
exceptionnellement. Nous leverons ses doutes un peu plus loin. 
156 
Appelons ti les transferts obtenus en aggregeant ti et tC 
(6) t (aX) = 4 (a) + t (OC), V c. 
De toute evidence: 
nn 
(7) ti (0c)= et (c) + e t(c) -R (c) + R (c) = O, V c. 
i=l i=l i=l 
Les transferts ti (cx) equilibrent donc le budget. D'autre part, 'a partir de (2) 
nous obtenons 
(8) Z P(c-i I ci) [ui (s* (c -, cxi); ci) + tu (c-, cxi)] 
P (c .i I cxi) [ui (s* (a -i, aci); cji) + t (c., (a )] 
VieN, aciAi, &i eAi. 
Additionnant (8) et (5 b), nous avons donc: 
(9) E P (a_ -i I ai) [Ui (s* (oa-i, oai); oai) + ti (oa_-i, (xi)] 
P Z P( (ai I ci) [ui (s* (ai, cxi); cx) + ti (cX, cxi)] 
M-i 
VieN, oxiA , AiicAi. 
En utilisant les transferts ti (cx) et en prenant les decisions s* (cx), le planifica 
teur incite donc les agents 'a reveler leurs types de faqon veridique. En terme 
technique, la litterature appelle un objet de la forme (s*(.), {ti( )}IiN), 
satisfaisant (1), (2) et (4), un mecanisme bayesien efficace. 
Introduisons la definition suivante: 
DEFINITION 1 : La structure d'information (N, A, P) satisfait la condition 
C si pour toute fonction R: A -+ R, il existe des t4 satisfaisant (5 a) et 
(S b). 
Nous venons de prouver le theoreme suivant: 
THtORtME 1: Si une structure d'information satisfait la condition C, ii 
existe un mecanisme bayesien efficace quelle que soit la structure d'utilites. 
Un certain nombre de nos lecteurs se rappelleront une autre condition 
C, introduite dans d'ASPREMONT et GERARD-VARET [1979, 1982] qui s ecrit: 
<< le systeme d'equations 
(10a) xi(ax, a ) O Vi, Vai cAi, cxi1Ai, aci0#ci 
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- Z P(ov-jI)X(ki(ai, &a)=lt(0c) Vi, VaxA 
(lOc) jI(o)#0 pour au moins un cLA 
n'a pas de solution ,,. 2 
La theorie de la dualite dans les systemes d'egalites et inegalites lineaires 
permet de prouver que ces deux formulations sont equivalentes (d'ASPRE 
MONT et al. [1990 b]). 
Vue sous la forme << primale ?> sous laquelle nous l'avons introduite, la 
condition C peut paraitre tres restrictive. Les premiers resultats positifs 
(d'ASPREMONT et GERARD-VARET [1979], [1982]) sur l'existence des meca 
nismes bayesiens efficaces furent obtenus en montrant qu'elle tenait si un 
des agents avait des croyances libres, c'est-a-dire, s'il existait un iceN tel 
que P (a - i I oi) soit independant de oi. En particulier, il existe des mecanismes 
bayesiens efficaces balances quand les types des agents sont independants: 
P(a)=P(a1)P(a2)... P( (0) VcL. 
Quoique abondamment utilisees dans la litterature les croyances indepen 
dantes sont un cas tres particulier, et l'on peut poser la question de l'exis 
tence des mecanismes quand cette hypothese ne tient pas. Pour ce faire il 
faut distinguer les structures d'information oiu il y a deux agents et celles 
oui il y a plus de deux agents. 
Quand il y a deux agents et que les croyances sont consistantes, la 
condition C ne tient que si les types sont independants (voir d'ASPREMONT 
et GERARD-VARET [1982]). Comme la condition C n'est que suffisante pour 
l'existence de mecanismes bayesiens efficaces, on peut se poser la question 
de savoir s'il existe effectivement des structures d'information oiu l'existence 
de tels mecanismes ne peut pas etre obtenue. Nous apportons une reponse 
a cette question dans d'ASPREMONT et al. [1990]: nous construisons une 
structure d'information oiu chacun des deux agents a 6 types, choisissons 
une fonction d'utilite, et montrons que pour cette structure d'information 
et pour tout autre probleme obtenu en modifiant legerement les probabilites, 
il n'existe pas de mecanismes bayesiens efficaces. La restriction 'a 6 types 
n'est pas essentielle, quoique le nombre minimum de types necessaire pour 
que la technique de construction de contre-exemple que nous avons 
employee fonctionne n'ait pas ete determine. 
2. L'egalite (1O b) specifie que pour a donne la quantite 
P (ea_d i I . i) E xi (&i, oi)- E P (a_ i I &i) Xi (ai, C 
,;+i * j i * i 
est independante de i. 
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Autant que nous le sachions, la construction ci-dessus a produit les 
premiers exemples de non-existence de mecanismes bay'siens. Il faut cepen 
dant se mefier d'une generalisation trop hative aux cas oiu il y a au moins 
trois agents. 3 En effet, la procedure de construction rappelle celle par 
laquelle MASKIN [1980] a montre dans un resultat classique que l'on peut 
de facon tres generale mettre en oeuvre n'importe quelle regle de decision 
sociale dans le cadre de l'implementation en equilibre de Nash. Cette 
technique de construction de contre-exemples, que nous employions, ne 
fonctionne pas dans ce cas. En fait, on peut trouver un theoreme d'existence 
tres fort (d'ASPREMONT et al. [ 1 990 a]): 
THtEORtME 2: Si n>2, la condition C tient de fason generique, et donc 
de faqon generique les structures d'information satisfont la propriete 
suivante : quelles que soient les fonctions d'utilite il existe un mecanisme 
bayesien efficace. 
Pour comprendre le role du nombre d'agents, il est necessaire de compren 
dre la technique par laquelle nous construisons, dans le cas n =2, des 
problemes sans solution. Nous partons d'un ensemble X et de deux fonctions 
d'utilite pour lesquelles il n'existe pas de mecanismes efficaces en strategies 
dominantes. Ceci signifie que l'on ne peut pas trouver de mecanisme efficace 
tel que, confiaissant le type de l'autre agent, un agent ait toujours interet a 
reveler son vrai type. Une traduction bayesienne du fait que l'agent i de 
type ci sait que l'agent j est de type ot, s'ecrit 
P (oj I oi) 
= 1, 
P (jc oi)=o pour oc'a'#. 
Soit donc Ai l'ensemble des types de l'agent i dans le probleme non bayesien. 
Nous construisons un mecanisme bayesien oiu Ai, l'ensemble des types de 
l'agent i, est Ai x Aj. Un element (ci, cxj) de A' s'interprete comme suit : la 
fonction d'utilite de l'agent i est ui(.; Oci) et il < sait >> que la fonction 
d'utilite de l'agent j est uj(. ; oj). Ii est possible de montrer alors qu'il 
n'existe pas de mecanisme bayesien efficace pour ces problemes et que cette 
non existence est preservee par une petite perturbation du probleme. 
Il faut cependant remarquer que le mecanisme bayesien construit n'est 
pas totalement equivalent 'a un mecanisme en strategies dominantes. En 
effet, nous demandons a chaque agent des informations non seulement sur 
sa propre fonction d'utilite, mais aussi sur celle de l'autre agent. Dans le 
cas n= 2, ceci n'apporte aucun avantage. Dans le cas n= 3, au contraire on 
peut identifier un agent qui devierait d'un equilibre de revelation car son 
annonce serait differente de celle des autres agents. 4 Ceci correspond dans 
la litterature au concept d'implementation par l'equilibre de Nash, introduit 
par MASKIN [1977]. 
3. Steve Matthews et Mike Whinston furent les premiers a nous le faire remarquer. 
4. Dans le cas n =2, quand les annonces des deux agents sont differentes, on ne sait pas 
lequel a << menti >>. 
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Pour conclure cette section, nous presentons graphiquement deux exem 
ples non triviaux de structure d'information oui la condition C ne tient pas 
(voir figure 1 et 2). Nous ne savons pas si la symetrie evidente de ces 
structures d'information est d'une fa9on ou d'une autre necessaire pour que 
C ne tienne pas. 
FIGURE 1 
Structure d'information ou C ne tient pas. 
Probabilites Les i(cx) 
C2 = 1 C2=2 = 23 CX2 1 CX22 C2 = 3 
ci = 1 3/54 1/54 2/54 9/54 -9/54 0 
C1 = 2 2/54 3/54 1/54 C3 = 1 0 9/54 9/54 
oc = 3 1/54 2/54 3/54 - 9/54 0 9/54 
1/54 2/54 3/54 -9/54 0 9/54 
3/54 1/54 2/54 aC3 = 2 9/54 - 9/54 0 
2/54 3/54 1/54 0 9/54 -9/54 
2/54 3/54 1/54 -0 9/54 -9/54 
1/54 2/54 3/54 aC3 = 3 - 9/54 0 9/54 
3/54 1/54 2/54 9/54 -9/54 0 
On a, par exemple P(cx)=3/54 si ocx =3, C2 =2, x3=2, et P(c)= 1/54 si xc=2, a2= 1, aC3=3. 
Tous les Xi sont egaux a 1. Les j (cx) sont indiques a droite. 
FIGURE 2 
Un exemple * moins symetrique >. 
4/54 .5/54 1.5/54 6/18 -4.5/18 - 1.5/18 
1.5/54 4/54 .5/54 - 1.5/18 6/18 -4.5/18 
.5/54 1.5/54 4/54 4.5/18 -1.5/18 6/18 
.5/54 1.5/54 4/54 -4.5/18 -1.5/18 6/18 
4/54 .5/54 { 1.5/54 6/18 -4.5/18 1.5/18 
1.5/54 4/54 j .5/54 - 1.5/18 6/18 -4.5/18 
1.5/54 4/54 .5/54 -1.5/18 6/18 4.5/18 
.5/54 j 1.5/54 4/54 -4.5/18 -1.5/18 6/18 
4/54 .5/54 1.5/54 6/18 -4.5/18 -1.5/18 
On a P(cx)=.5/54 pour oc=(3, 3, 2). 
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5 Renforcer C 
La condition C exprime le fait que l'on peut combler le deficit en donnant 
des incitations aux agents a reveler leurs vrais types. Mais ces incitations 
sont laches: un agent peut etre indifferent entre annoncer son vrai type et 
mentir. La condition B exprime le fait que les incitations de l'agent doivent 
etre strictes 
Condition B: La structure d'information (N, A, P) satisfait la condition 
B si pour toute fonction R : A -I R, il existe des transferts tB satisfaisant 
n 
(I I a) t (oc) = R (oc) VcaE A 
(II b) oPj (oi - ioi) tBp (o_, ai)>, P (a_ -i I oa) tB (oc j, &i) 
V i, aci, xi 
I1 est facile de montrer le lemme suivant: 
LEMME 3 : La condition B tient si et seulement si les equations (11 a) et 
(11 b) tiennent avec R (cx) identiquement egal a 0. 
II est possible de montrer que la condition B ainsi exprimee est equivalente 
a la condition B de d'ASPREMONT et GERARD-VARET [1982] qui s'exprime: 
<< Toute solution du systeme d'equation (1O a) et (1O b) satisfait Xi (cxi, aCi) = 0 
pour tout ieN, cix-Ai, &ic-Ai, acioxci ?. 
Ce petit changement dans la condition C nous permet de renforcer 
considerablement les conclusions du theoreme 1 (voir d'ASPREMONT et al. 
[1990 b] et JOHNSON et al. [1990]). 
THt-ORtME 4: La structure d'information (N, A, P) satisfait la condition 
B si et seulement si pour tout X, toute famille de fonctions d'utilites 
{Ui(., )}Ii,N, et toute regle de decision publique s, il est possible de 
trouver des transferts ti tels que 
n 
Z tj(ac)= 0 Vca A 
P (Oa_ i I ci) [ui (s (c_ i, cxi); ci) + ti (oc i, 0i)] 
t-i 
ViEN,oeixAi, acixAi. 
La condition B est donc necessaire et suffisante pour que l'on puisse 
mettre en oeuvre toute regle de decision publique, meme celles qui ne sont 
pas efficaces. 
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Il est facile de voir pourquoi cette condition est suffisante pour que la 
propriete tienne. L'inegalite (11 b) exprime le fait que l'on peut donner aux 
agents, uniquement avec des transferts, des incitations strictes a' dire la 
verite. En multipliant les tp correspondant 'a R (oa) = 0 par une constante 
strictement positive assez grande on peut donner des incitations, mesurees 
en francs, aussi grandes que l'on veut aux agents. En particulier, ces 
incitations peuvent etre assez grandes pour dominer toute incitation 'a 
camoufler le vrai type qui proviendrait du desir de modifier la decision 
publique. La preuve de la necessite de B n'est pas beaucoup plus difficile. 
Contrairement 'a la condition C, la condition B ne tient pas si les types 
sont independants. En effet, dans ce cas P (cx - ici) ne depend pas de oxi et 
peut donc s'ecrire Pi (o -i). L'equation (11 b) se reecrit: 
Pi (ot- i) tpi (.- i, oti) > E Pi (oc- i) tip (oc-i i 
Mais en echangeant les roles de cxi et oci on obtient: 
E Pi (at _ i) tip (oc- i, Oti) > EPi (oa_ i, oti) tip (OC - i, oci) 
Ces deux inegalites sont, bien entendu, incompatibles. 
6 Relations entre condition C et 
condition B 
Dans d'ASPREMONT et al. [1991], nous prouvons que la seule difference 
entre les structures d'information qui satisfont la condition B et celles qui 
satisfont la condition C est la diversite des croyances generees par les 
differents types. De fa9on plus precise, on peut prouver le theoreme suivant. 
THEOREME 5 : Une structure d'information (N, A, P) satisfait la condition 
B si et seulement si elle satisfait la condition C et si pour tout i eN, tout 
cxi et oi dans Ai satisfaisant oci #& Ci, on peut trouver oc-i tel que: 
P(OC-i I xi)?PO-i I - i) 
La preuve de ce theoreme est relativement facile, une fois connue l'inter 
pretation primale de la condition C. Elle repose sur la remarque de JOHNSON 
et al. [1990] que l'on peut appliquer la theorie des << scoring rules >> aux 
problemes de revelation. 
Le Theoreme 5 permet de prouver le corollaire suivant: 
COROLLAIRE 6: Si n =2, alors la structure d'information (N, A, P) ne 
satisfait pas B. 
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En effet, d'ASPREMONT et GERARD-VARET [1982] montrent que si n =2, la 
structure (N, A, P) ne satisfait C que si les types sont independants. 
Le theoreme 5 nous permet aussi de montrer que la condition B tient 
generiquement si n ,3. En effet dans ce cas l'ensemble des structures d'in 
formation qui satisfait B contient un ensemble ouvert et dense car il est 
l'intersection de deux ensembles ouverts et denses: 
- un ensemble ouvert et dense contenu dans l'ensemble des structures 
d'information qui satisfait C; 
- l'ensemble de structures d'information qui quels que soient oci et ac 
satisfont P (o-i I ci) # P (a-i I ai) pour au moins un a_ -. 
Il est aussi possible de montrer une espece de reciproque du theoreme 4, 
que nous n'ecrirons pas formellement car elle est assez lourde: une structure 
d'information satisfait C si et seulement si elle est peut-etre obtenue 'a partir 
d'une structure d'information qui satisfait B en faisant eclater certains types 
en types independants. 
7 Conclusion 
Comme nous l'avions remarque dans l'introduction, il existe d'autres 
avenues pour explorer les mecanismes bayesiens. En particulier, on peut 
imposer des restrictions jointes sur les utilites et les croyances. Par exemple, 
on peut supposer comme le font BENSAID [1986] et LAFFONT et MASKIN 
[1980] que les utilites dependent d'un parametre qui prend ses valeurs dans 
l'intervalle [0, 1] et imposer des conditions sur les variations des utilites 
marginales quand ce parametre varie. 
Il est aussi important de noter que le cadre que nous employons est le 
cadre le plus simple que nous puissions imaginer pour traiter des problemes 
de selection adverse avec plusieurs agents. En particulier, nous n'etudions 
pas les problemes poses par 
- l'aversion pour le risque, 
- la presence de contraintes de participation, 
- la collusion entre les agents. 
Ces simplifications nous permettent d'etudier en detail les techniques que le 
planificateur peut employer pour verifier l'information fournie par un agent 
grace a la presence d'autres agents. Il est frappant de constater que meme 
le probleme tres simple que nous etudions n'ait pas ete parfaitement elucide 
dans la litterature. 
D'autre part nous voudrions attirer l'attention du lecteur sur un certain 
nombre de questions ouvertes: 
a) si j Ai I > 2 pour tout i, la condition C est-elle necessaire pour que l'on 
puisse garantir l'existence de mecanismes efficaces ? 
b) si n =3, peut-on trouver des contre-exemples 'a l'existence de meca 
nismes bayesiens efficaces ? 
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