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NORMAL CLOSURE AND INJECTIVE NORMALIZER OF A GROUP
HOMOMORPHISM
EMMANUEL D. FARJOUN YOAV SEGEV
Abstract. Let ϕ : Γ → G be a homomorphism of groups. We consider factorizations
Γ
f
−→ M
g
−→ G of ϕ having certain universal properties. First we continue the investigation
(see [BHS]) of the case where g is a universal normal map (our term for a crossed module).
Then we introduce and investigate a seemingly new dual case, where f is a universal normal
map. These two factorizations are natural generalizations of the usual normal closure and
normalizer of a subgroup.
Iteration of these universal factorizations yield certain towers associated to the map ϕ;
we prove stability results for these towers. In one of the cases we get a generalization of the
stability of the automorphisms tower of a center-less group. The case where g is a universal
normal map is closely related to hypercentral group extensions, Bousfield’s localizations,
and the relative Schur multiplier H2(G,Γ) = H2(BG ∪Bϕ Cone(BΓ)).
Although our constructions here have strong ties to topological constructions we take
here a group theoretical point of view.
1. Introduction and main results
Starting with two standard constructions in group theory, namely the normal closure and
the normalizer of a subgroup, we consider similar constructions for a general group homo-
morphism ϕ : Γ → G. We start with the free normal closure of ϕ (see below for its precise
relation to earlier works), and continue with the seemingly new dual notion of injective
normalizer of ϕ.
To settle the terminology, we recall the notion of a crossed module, which in this paper we
call a normal map, since we are trying to understand basic results about normal subgroups
in the framework of general group maps. Further motivation for the latter terminology was
given in [FS1] and comes from topology: These maps have a well-defined topological (or
simplicial) group structure as homotopy cokernels or quotients G//M .
Definition 1.1. A normal map consists of a group homomorphism
n : M → G,
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together with an action of G on M :
ℓ : G→ Aut(M),
which we call here a normal structure on n, such that when denoting by ag the image of
a ∈M under ℓ(g) for g ∈ G (this notation will prevail throughout this paper), the following
two requirement are satisfied.
(NM1) (ag)n = (an)g, for all g ∈ G and a ∈M .
(NM2) abn = ab, for all a, b ∈M .
Note that ag = aℓ(g), while hg = g−1hg and ab = b−1ab, for all a, b ∈M and h, g ∈ G. Note
also that here we apply maps on the right.
Thus (see Lemma 2.1) M is a central extension of the normal subgroup n(M) E G, coupled
with a group action of G (on M) satisfying (NM1) and (NM2).
The notion of a crossed module was introduced by J. H. C. Whitehead ([W1, W2, W3]).
He was motivated by attempts to capture the homotopy groups of certain quotient spaces
associated to a group homomorphism. This notion is useful in many situations and has been
widely looked into, see, e.g., the book [BHS].
1.2. An outline of the paper. In this paper we consider two decompositions via normal
maps associated to a given map of groups, one related to the usual normal closure, the other
to the normalizer of a subgroup. We then study some of their properties and consider what
happens upon repeating these constructions, proving some stability results.
Let now Γ
ϕ
→ G be a group homomorphism. The free normal closure of ϕ denoted here
by Γϕ is a factorization
(FNC) Γ
cϕ
−→ Γϕ
ϕ
−→ G (ϕ = cϕ ◦ ϕ)
of ϕ, with ϕ a normal map, having certain universal properties (see subsection 1.3 below).
The injective normalizer of ϕ is a factorization
(IN) Γ
ϕ˜
−→ N(ϕ)
pϕ
−→ G (ϕ = ϕ˜ ◦ pϕ)
with ϕ˜ a normal map, having certain universal properties (see subsection 1.10 below).
As mentioned above the “free normal closure” was introduced and considered in a more
general setup: that of induced crossed module as in [BH]. In fact if one takesM = P in [BHS,
Definition 5.2.1, p. 109], then f∗M is the present “free normal closure” for the map f . Basic
properties of the free normal closure were derived in [BH, Proposition 9 and 10] as well as in
[BW1, Theorem 2.1], in chapter 5 of [BHS] and in other papers. We give the definition and
the construction of the free normal closure, but most of the details are deferred to Appendix
A. We need the basics of the construction as we apply those in subsequent results, and to
be self contained.
The free normal closure and its repetitions have roots in topology. The first was considered
by C. Whitehead in his combinatorial homotopy work. The tower of closures is related to the
fundamental groups of various approximations of spaces by nilpotent spaces as in the work
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of Bousfield and Kan [BK], the first-named author, and recently Goodwillie’s calculus tower
[G]. The decomposition we describe might allow for relative versions of these well-known
construction to be associated with maps of spaces.
The notion of the injective normalizer is a dual notion. It too has strong topological
background and analogues related to principal fibrations, to be considered elsewhere [F].
We now briefly define the notions of the free normal closure and of the injective normalizer.
1.3. The free normal closure of a group homomorphism. Throughout this subsection
let
ϕ : Γ→ G,
be a group homomorphism. We associate to ϕ a factorization as in equation (FNC). Fur-
thermore ϕ(Γϕ) = 〈ϕ(Γ)G〉, is the usual normal closure of ϕ(Γ) in G. Thus Γϕ is a central
extension of 〈ϕ(Γ)G〉, coupled with a group action of G (on Γϕ) satisfying (NM1) and (NM2)
with respect to the map n = ϕ.
Moreover, the factorization Γ
cϕ
−→ Γϕ
ϕ
−→ G is universal in the sense that any factorization
Γ
ψ
−→ M
n
−→ G of ϕ, with n a normal map, defines uniquely a normal morphism Γϕ
ψ
→ M
of normal maps over G (see Definition 2.3) rendering the diagram
(1.1) Γ
cϕ
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ ψ
  ❆
❆❆
❆❆
❆❆
❆
Γϕ
ϕ   ❆
❆❆
❆❆
❆❆
❆
∃!ψ // M
n~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
G
commutative. In particular the free normal closure is unique. The construction of Γϕ is
functorial for the category of maps. As an example we mention that if 〈ϕ(Γ)G〉 = G, then
Γϕ is just a central extension of G together with a factorization as in equation (FNC). In
particular we prove (see Theorem 5.4)
Theorem 1.4. Suppose ϕ : Γ → G is a group homomorphism such the normal closure
〈ϕ(Γ)G〉 = G. Then the kernel of ϕ is the relative homology group H2(G,Γ) with respect to
the map ϕ.
In the case where G 6= 〈ϕ(Γ)G〉, we ask
Question 1.5. Let ϕ : Γ → G be a group homomorphism. What can be said about the
structure of Γϕ? What is the kernel of ϕ : Γϕ → G?
Recall from [CDFS] the notion of A-cellularity, for an arbitrary group A. In Proposition
3.10 we prove:
Proposition 1.6. The group Γϕ is Γ-cellular.
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The free normal closures tower.
Notice that the process of taking the free normal closure can be iterated; this yields the
(free) normal closures tower: Let ϕ1 := ϕ,Γ1 = G and define inductively ϕi+1 = cϕi, and
Γi+1 = Γ
ϕi, i ≥ 1:
(1.2) Γ
ϕk+1
""❊
❊❊
❊❊
❊❊
❊❊ ϕk
%%
ϕ2
((
ϕ1
&&
. . . // Γk+1
ϕk // Γk // . . . // Γ2
ϕ1 // G
Notice that diagram (1.2) is commutative, the maps ϕi are normal maps and that Γi+1 is a
central extension of the normal closure of ϕi(Γ) in Γi, for all i ≥ 1.
Few points to note are:
(a) One can readily check (see Corollary 3.9(1)) that if ϕ is surjective then Γϕ =
Γ/[Γ, kerϕ] and cϕ : Γ→ Γ/[Γ, kerϕ] is the canonical homomorphism. Thus if G = 1,
then if we consider the normal closures tower we get that Γi = Γ/γi(Γ), where
Γ = γ1(Γ) ≥ γ2(Γ) ≥ . . . is the descending central series of Γ.
Thus the more challenging cases are when ϕ is not surjective.
(b) In the case where 〈ϕ(Γ)G〉 = G, all the maps ϕi are surjective, for integers i ≥ 1
(see Lemma 4.2(2)), so we get a series of central extensions making diagram (1.2)
commutative. We prove (see Theorem 4.1):
Theorem 1.7. Suppose that Γ and G are finite and that G = 〈ϕ(Γ)G〉, then the normal
closures tower (1.2) terminates after a finite number of steps.
Note now that Example 6.2 shows that if Γ and G are non-trivial finite abelian groups
and ϕ is not surjective, then the size of the (finite abelian) groups Γi of diagram (1.2) grows
to infinity. However we ask:
Question 1.8. 1 Suppose that Γ and G are finite. Is it true that the inverse limit Γ∞ :=
lim
←−
Γi, where Γi are as in diagram (1.2), is finite?
It is interesting to note the behavior of the normal closures tower on abelianiziations. In
Proposition 3.11 we prove:
Proposition 1.9. Let Γ∞ := lim←−
Γi, and let ϕ∞ : Γ → Γ∞ be the map obtained by the
universal property of Γ∞. Then,
(1) the map (cϕ)ab : Γab → Γ
ϕ
ab induced by cϕ is injective;
(2) the map (ϕ∞)ab : Γab → (Γ∞)ab induced by ϕ∞ is injective.
1The answer to Question 1.8 is given in [FS2].
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Going back to question 1.8, it is reasonable to expect that the normal closures tower
is pro-equivalent to a fixed finite group that gives the universal subnormal factorization
Γ
ϕ∞
−−→ Γ∞ → G, of the original map. For a general group map (not necessarily of finite
groups), we should get a relative version of the nilpotent and the Bousfield completion of a
group Γ that is closely related to the tower of fundamental groups of a topological (“relative
nilpotent”) completion tower.
The existence and uniqueness of the free normal closure are recalled in §3 and Appendix
A. Some of its properties are given in §3.7. We note already at this early stage that if Γ E G
and ϕ is inclusion, we do not always get that Γϕ = Γ (see Example 6.2).
1.10. The injective normalizer of a group homomorphism. Here we add a construc-
tion which, in some sense, is “dual” to the construction of the free normal closure. Namely
with every group map ϕ : Γ → G we associate a factorization as in equation (IN). Further,
this factorization is injective in the sense that any factorization Γ → H → G of ϕ with
Γ → H a normal map defines uniquely a normal morphism H → N(ϕ). In particular the
injective normalizer is unique. In this case the construction is funcotrial in the variable G,
assuming Γ is fixed.
The image pϕ(N(ϕ)) is always a subgroup of the normalizer NG(ϕ(Γ)), but is not always
equal to it (see Lemma 8.2(1) and Remark 7.7(3)). As opposed to the free normal closure,
N(ϕ) does agree with the usual normalizer NG(ϕ(Γ)) if ϕ is injective.
As in the case of the free normal closure we can iterate the process of taking the injective
normalizer and we obtain the (injective) normalizers tower
(1.3) Γ0
ϕ˜0 //
ϕ0
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯ Γ
1 ϕ˜1 //
ϕ1
((PP
PPP
PPP
PPP
PPP
PP Γ
2 //
  ❆
❆❆
❆❆
❆❆
❆ Γ
3 //

. . . // Γα
ϕ˜α //
ϕα
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠ . . .
G
where here Γ0 = Γ and ϕ0 = ϕ. Further if α ≥ 1 is not a limit ordinal, then Γ
α := N(ϕα−1)
and ϕα := pϕα−1 . If α is a limit ordinal then we take the obvious direct limit: Γ
α := lim
−→β<α
Γβ,
and ϕα : Γ
α → G is the map obtained from the universal property of the direct limit. Note
that ϕ˜α is a normal map for every ordinal α which is not a limit ordinal.
We note that if ϕ : Γ→ 1, then N(ϕ) = Aut(Γ), and pϕ : N(ϕ)→ 1. Thus the normalizers
tower is the automorphism tower of the group G. We prove (see Theorem 8.3) a relative
version of the well known stability result of the automorphism tower of a finite group.
Theorem 1.11. Let ϕ : Γ → G be a group homomorphism. If Γ and G are finite and
Z(kerϕ) = 1, then the normalizers tower terminates after a finite number of steps.
It turns out that if Γ→ G is inclusion and G is finite, then the normalizers tower is just the
tower of the usual normalizers which of course stops. Recall that by [Ha], the automorphism
tower of any group terminates (see also more recent related works of J. D. Hamkins). One
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expects that the transfinite normalizer tower terminates as well, for an arbitrary map ϕ, in
the spirit of Shelah [KS].
The following remark indicates that one can detect whether ϕ : Γ → G is a normal map
using the injective normalizer N(ϕ):
Remark 1.12. The map ϕ : Γ→ G is a normal map iff ϕ is a retract of ϕ˜, i.e., there exists
a section s : G→ N(ϕ) such that the following diagram
Γ
= //
ϕ

Γ
= //
ϕ˜

Γ
ϕ

G
s // N(ϕ)
pϕ // G
is commutative (so s ◦ pϕ = idG). See Lemma 7.11.
We conclude the introduction with a remark putting our work in a more general framework.
Remark 1.13. We note that one can view the two constructions in this paper as functors
adjoint to the corresponding forgetful functors. However, we give and use here explicit
constructions of these two adjoint functors. These constructions are the main tools used to
demonstrate some of the properties of these adjoint functors.
Let NM (resp. NMΓ) be the category of normal maps (resp. normal maps from a fixed
group Γ) of groups, and G2 (resp. GΓ) be the category of maps of groups (resp. maps from
a fixed group Γ).
Consider the the forgetful (“Underlying”) functor to the category of group maps:
U : NM→ G2.
It is not hard to see that it commutes with inverse limits, but does not commute in general
with direct limits. However the restriction UΓ of U to NMΓ does commutes with direct
limits. Thus one expects that U has a left adjoint and that UΓ has a right adjoint. The left
adjoint of U namely cl : G2 → NM is called here the free normal closure and is denoted by
(ϕ : Γ→ G) 7→ (Γϕ → G).
The right adjoint of UΓ namely norΓ : GΓ → NMΓ is call here the injective normalizer
and is denoted by (ϕ : Γ→ G) 7→ (Γ→ N(ϕ)).
The factorizations of Γ→ G by the normalizer and the normal closure arise as the natural
augmentation of these functors.
Now for these two functors one can consider as usual “algebras” namely objects which are
retract of composition U ◦F where F is one of the above adjoint functors to U . It turns out
(see Remark 1.12 above), that a retract of the norΓ is exactly a normal map namely such a
retraction exactly equips a map with a normal structure. It is not clear what “algebra” is
given by a retract of U ◦ cl.
2. Preliminaries: Normal maps (Crossed modules)
Recall from Definition 1.1 the notion of a normal map.
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Lemma 2.1. Let n : M → G be a normal map. Then
(1) ker(n) ≤ Z(M), and ker(n) is a G-invariant subgroup of M ;
(2) n(M) E G and the map n : M → n(M) is a normal map;
(3) if N ≤M is a G-invariant subgroup of M, then the restriction n : N → G is a normal
map with the same normal structure, restricted to N ;
(4) if V is an abelian group, then the map (also denoted n) n : M × V → G, defined
by (a, v)n = an, is a normal map with the normal structure (a, v)g = (ag, v), for all
a ∈M, v ∈ V and g ∈ G.
Proof. Part (1) is well known: if b ∈ kern, then, by (NM2), ab = abn = a, for all a ∈ M, so
b ∈ Z(M). Also, if a ∈ ker(n), then by (NM1), (ag)n = (an)g = 1, so ag ∈ ker(n). Part (2)
is also well known: By (NM1) we have (n(a))g = n(ag), for all a ∈ M and g ∈ G. It is also
clear that the second part of (2) holds. Part (3) is obvious, simply observe that (NM1) and
(NM2) hold with M replaced by N .
For part (4) we check that
((a, v)g)n = (ag, v)n = (ag)n = (an)g = ((a, v)n)g,
so (NM1) holds. Also,
(a, v)((b,w)n) = (a, v)bn = (abn, v) = (ab, v) = (a, v)(b,w)
so (NM2) holds as well. 
Remark 2.2. Let n : M → G be a surjective map such that ker(n) ≤ Z(M). Then there is
a natural action of G on M, where ag = ab, with a ∈ M, g ∈ G and b ∈ M is an element
such that n(b) = g. It is easy to check that this definition is independent of the choice of b,
and that n becomes a normal map over G. In fact the above is the unique normal structure
on n.
We require the following well established notions of morphisms between normal maps.
Definition 2.3. Let ni : Mi → Gi, i = 1, 2, be two normal maps. A normal morphism from
n1 to n2 is a pair of maps (µ, η) such that the diagram
M1
µ //
n1

M2
n2

G1
η // G2
commutes, and such that µ(mg11 ) = (µ(m1))
η(g1), for all m1 ∈M1 and g1 ∈ G1. If M1 = M2,
we always assume that µ is the identity map, and if G1 = G2, we always assume that η is
the identity map.
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Lemma 2.4. Suppose we are given a commutative diagram
(2.1) Γ
ϕ //
µ

G
η

M ′
n′
!!❈
❈❈
❈❈
❈❈
❈
Γ′
ϕ′ //
ψ′
>>⑤⑤⑤⑤⑤⑤⑤⑤
G′
with n′ a normal map, and let
M
n //
π2

G
η

M ′
n′ // G′
be a pull back diagram.
Then n is a normal map having the normal structure (m′, h)g = ((m′)gη, hg), for all
(m′, h) ∈ M and all g ∈ G. Furthermore, π2 is a normal morphism and there is a map
ψ : Γ→M such that the diagram
(2.2) M
π2

n
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
Γ
ϕ
66
µ

ψ
==⑤⑤⑤⑤⑤⑤⑤⑤
G
η

M ′
n′
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
Γ′
ϕ′ //
ψ′
>>⑤⑤⑤⑤⑤⑤⑤⑤
G′
commutes.
Proof. We have
((m′, h)g)n = ((m′)gη, hg)n = hg = ((m′, h)n)g,
for all (m′, h) ∈M and g ∈ G, so (NM1) holds for n. Also
(m′, h)(a
′,g)n = (m′, h)g = ((m′)gη, hg) = ((m′)(a
′)n′ , hg) = ((m′)a
′
, hg) = (m′, h)(a
′,g),
for all (m′, h), (a′, g) ∈ M, so (NM2) holds for n as well, and n is a normal map with the
given normal structure. It is easy to check that π2 is a normal morphism.
Let ψ : Γ→M be defined by
γψ = ((γ)µψ′, (γ)ϕ).
Then, by definition, γψn = γϕ, for all γ ∈ Γ, so ψ ◦ n = ϕ. Also, by definition, ψ ◦ π2 =
µ ◦ ψ′. 
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3. The free normal closure of a map
In this section ϕ : Γ → G is a fixed map. We recall that the free normal closure of ϕ is a
factorization Γ
cϕ
−→ Γϕ
ϕ
−→ G of ϕ, with ϕ a normal map, as defined below.
Definition 3.1. Let ϕ : Γ → G be a map. A free normal closure of ϕ is a factorization of
the latter via
Γ
cϕ
−→ Γϕ
ϕ
→ G
such that ϕ : Γϕ → G is a normal map, and such that for any other factorization
ϕ = ψ ◦ n
via a normal map n : M → G with ψ : Γ → M, there exists a unique normal morphism
ψ : Γϕ → M rendering the diagram below commutative.
(3.1) Γ
ϕ //
cϕ
  ❆
❆❆
❆❆
❆❆
ψ
$$
G
Γϕ
ϕ
>>⑥⑥⑥⑥⑥⑥⑥⑥
∃!ψ

M
n
FF
✍
✍
✍
✍
✍✍
✍
✍
✍
✍
✍
✍✍
✍
✍
In §2 below, and Appendix A, we will show that the free normal closure exists. As for
uniqueness we have:
Lemma 3.2. The free normal closure of ϕ : Γ → G is unique up to an isomorphism of
normal maps over G.
Proof. Straightforward from the universal properties. 
Lemma 3.3. Let Γ
cϕ
−→ Γϕ
ϕ
−→ G be the free normal closure of ϕ. Then
(1) the group Γϕ is generated by {(cϕ(Γ))
g | g ∈ G};
(2) ϕ(Γϕ) is the normal closure of the subgroup ϕ(Γ) in G.
Proof. Let M ≤ Γϕ be the subgroup generated by {(cϕ(Γ))
g | g ∈ G}, and consider diagram
(3.1), where n is the map ϕ restricted to M , and where ψ is the map cϕ (with range M in
place of Γϕ). By Lemma 2.1(3), m is a normal morphism. Hence there exists a (unique)
normal morphism
(3.2) ψ : Γϕ →M,
rendering the diagram commutative.
Now consider again diagram (3.1), with Γϕ, ϕ, cϕ in place of M,m,ψ respectively. Of
course cϕ is the identity map in this case. However, the map ψ of equation (3.2) considered
as a map from Γϕ to Γϕ also renders diagram (3.1) commutative in this case. By uniqueness,
ψ is the identity map, so part (1) holds.
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Next, by (1), ϕ(Γϕ) is generated by {ϕ(cϕ((Γ)
g)) | g ∈ G}, since ϕ is a group homomor-
phism. But since ϕ is a normal map, ϕ(cϕ(Γ)
g) = (ϕ(cϕ(Γ))
g = ϕ(Γ)g, for all g ∈ G. Hence
(2) holds. 
3.4. A construction of the free normal closure.
The purpose of this subsection is to recall the construction of the free normal closure of a
map ϕ : Γ→ G. The detailed proofs are given in Appendix A.
Theorem 3.5. Let ϕ : Γ→ G be a map of groups. Then the free normal closure of ϕ exists.
We start by considering the free group F generated by the following set of distinct symbols:
ΓG := {γg | γ ∈ Γ, g ∈ G}.
We consider the following relations on F
(R1) R1 := {1g = 1h | g, h ∈ G}.
(Rnm1) Rnm1 := {γgδg = (γδ)g | γ, δ ∈ Γ and g ∈ G}.
(Rnm2) Rnm2 := {δ
−1
h γgδh = γgϕ(δ)h | γ, δ ∈ Γ and h, g ∈ G}.
The relation R1 just mean that the identity 1 = 1g, where g ∈ G is an arbitrary element, is
the identity of F , and F is the free group on the set
(Γr {1})G := {γg | γ ∈ Γr {1} and g ∈ G}.
We let Γϕ be the group defined using the relations R1, Rnm1 and Rnm2 above:
(3.3) Γϕ := Gr{ΓG | R1, Rnm1, Rnm2}
Notation 3.6. (1) We denote
F̂ := Gr{ΓG | 1h = 1g, γgδg = (γδ)g | γ, δ ∈ Γ and g, h ∈ G}.
and we let Γ̂g be the image of the set {γg | γ ∈ Γ} ⊆ F in F̂ . Thus Γ̂g = {γ̂g | g ∈
G}, and Γ̂g ∼= Γ, for all g ∈ G. Further, F̂ is a free product
F̂ = ⋆g∈GΓ̂g.
(2) Let g ∈ G. We denote by γg the image in Γ
ϕ of γg ∈ F . We let
(3.4) Γg := {γg | γ ∈ Γ and g ∈ G} ≤ Γ
ϕ.
We define
(3.5) ϕ : Γϕ → G : γg 7→ ϕ(γ)
g, γ ∈ Γ, g ∈ G.
Lemma A.1 shows that ϕ is a well defined map.
Next we define an action ℓ : G→ Aut(Γϕ) by
(3.6) ℓ(h) ∈ Aut(Γϕ) : (γg)
h 7→ γgh, for all γ ∈ Γ and g, h ∈ G.
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Lemma A.2 shows that ℓ defines an action of G on Γϕ, and Lemma A.3 shows that ϕ : Γϕ → G
is a normal map having ℓ as its normal structure. Finally, in subsection A.4 we show the
universality property of Γϕ.
3.7. Examples of finiteness and cellularity.
In this subsection we prove some basic properties of the normal closure and give some
examples.
Lemma 3.8. Let h, g ∈ G, and δ ∈ Γ. Then
(1) Γδhg = Γgϕ(δ)h ;
(2) Γg = Γϕ(δ)g ;
(3) kerϕ ≤ Z(Γϕ);
(4) if G is finite, then Γϕ = Πg∈GΓg.
Proof. Recall the notation Γg from equation (3.4). Since Γ
ϕ satisfies the relations Rnm2 (see
equation (Rnm2)), we see that (1) holds. Also, by the relations Rnm2,
δ−1g γgδg = γgϕ(δ)g = γϕ(δ)g .
It follows that
Γg = Γ
δg
g = Γϕ(δ)g .
This shows (2), and (3) follows from Lemma 2.1(1), since ϕ is a normal map.
For the proof of part (4) set G := {g1, . . . , gs}, where s = |G|. Recall that Γ
ϕ is the image
of the free product F̂ = Γ̂g1 ∗ Γ̂g2 ∗ · · · ∗ Γ̂gs, where Γ̂gi
∼= Γ, for all i (see Notation 3.6). Of
course F̂ is equipped with a natural free product word length. For w ∈ Γϕ, we let |w| be
the minimal length of a word in ŵ ∈ F̂ such that w is the image of ŵ. We now show by
induction on |w|, that w ∈ Γg1Γg2 · · ·Γgs.
If |w| = 1, this is obvious. Our induction hypothesis is that if |w| < r, then r ≤ s+1, and
we can write w ∈ Γg1Γg2 · · ·Γgs using |w| non-identity elements.
Assume |w| = r. From all the words ŵ ∈ F̂ of length r whose image is w, choose a word
ŵ = (γ̂1)gi1 (γ̂2)gi2 · · · (γ̂r)gir
so that i1 is as small as possible. By induction, we may assume that i2 < i3 < · · · < ir. Now
if i2 = i1, then γ̂gi1 γ̂gi2 ∈ Γ̂gi1 , so we get that |w| < r, a contradiction. If i2 < i1, then, using
the relations Rnm2, we can write w as a word of length r starting with (γi2)gi2 , contradicting
the minimality of i1. Hence i1 < i2, and (4) holds. 
Part (2) of the following corollary should be compared with [BHS, Theorem 5.7.1, p.124].
Corollary 3.9. Let ϕ : Γ→ G be a map of groups and set K := kerϕ, then
(1) if ϕ is surjective, the Γϕ = Γ1, and Γ
ϕ ∼= Γ/[Γ, K] as crossed modules over G;
(2) If Γ and G are finite, then Γϕ is finite.
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Proof. (1) Since ϕ is surjective Γϕ = Γ1 by Lemma 3.8(2).
Since Γ/[Γ, K] is a central extension ofG, Remark 2.2 shows that the map n : Γ/[Γ, K]→ G
induced by ϕ is a normal map. Further the canonical map ψ : Γ→ Γ/[Γ, K] satisfies ψ(γ) = 1
iff γ ∈ [Γ, K] and ψ ◦ n = ϕ.
Let ψ : Γϕ → Γ/[Γ, K] be the unique map of diagram (3.1). The map cϕ : Γ → Γ
ϕ is
surjective and satisfies cϕ◦ψ = ψ. Thus ψ(γ1) = ψ(γ). It follows that if 1 = cϕ(γ) = γ1, then
ψ(γ) = 1, so γ ∈ [Γ, K]. Thus ker cϕ ≤ [Γ, K]. On the other hand, cϕ(K) ≤ kerϕ, so, since
ϕ is a normal map, cϕ(K) ≤ Z(Γ
ϕ). It follows that [Γ, K] ≤ ker cϕ. Thus ker cϕ = [Γ, K].
Since ψ(γ1) = ψ(γ), we see that ψ is a normal isomorphism from Γ
ϕ to Γ/[Γ, K].
(2) This follows immediately from Lemma 3.8(4). 
Our next proposition shows that Γϕ is Γ-cellular (see [CDFS] for the notion of cellularity).
Proposition 3.10. Γϕ is Γ-cellular.
Proof. We show that Γϕ is the coequalizer of two maps between two free products of copies
of Γ:
⋆
i∈I
Γi
e1 //
e2
// ⋆
g∈G
Γ̂g,
where Γ̂g ∼= Γ is as in notation 3.6, for g ∈ G. Also, I = Γ× G×G, and Γi ∼= Γ, for i ∈ I.
We now define the maps e1 and e2. Let i = (δ; g, h) ∈ I. For γ ∈ Γi, let e1(γ) = γ̂gϕ(δ)h ,
this defines the homomorphism e1. To define e2, let i = (δ; g, h) ∈ I and for γ ∈ Γi, define
e2(γ) = (δ̂h)
−1
γ̂gδ̂h. This defines the homomorphism e2. By the construction of Γ
ϕ, and by
the definition of the coequilzer, Γϕ is the coequilizer of these maps, hence Γϕ is Γ-cellular. 
3.11. On abelian quotients of the normal closure.
The following results show that the normal closures tower behaves well with respect to
abelianization. We denote Hab = H/[H,H ] the abelianization of H, for any group H .
Proposition 3.11. Let {Γi | i = 1, 2, 3, . . . } be the normal closures tower of ϕ (see diagram
(1.2)). Let Γ∞ = lim←−
Γi, and let ϕ∞ : Γ→ Γ∞ be the map obtained by the universal property
of Γ∞, then
(1) the map (cϕ)ab : Γab → Γ
ϕ
ab induced by cϕ is injective; hence,
(2) the map (ϕ∞)ab : Γab → (Γ∞)ab induced on abelianization is injective.
Proof. Consider diagram (2.1) with Γ′ = Γab, G
′ = Gab, µ and η are the natural maps and
ϕ′ = ϕab is the map induced by ϕ. Further let M
′ = Γ
ϕab
ab , let ψ
′ = cϕab and n
′ = ϕab.
By Lemma 2.4, the pullback M renders diagram (2.2) commutative. Thus by the uni-
versal property of Γϕ, there exists a normal morphism ψ : Γϕ →M rendering diagram (3.1)
commutative. We thus get a commutative diagram
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(3.7) Γϕ
ρ

ϕ
''PP
PP
PP
PP
PP
PP
PP
Γ
ϕ
33
µ

cϕ
<<①①①①①①①①①
G
η

Γ
ϕab
ab
ϕab
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
Γab
ϕab //
cϕab
==③③③③③③③③
Gab
By Example 6.2, Γ
ϕab
ab is abelian and cϕab is injective.
Hence we have a commutative diagram (note that µ is surjective)
Γ
cϕ //
µ

Γϕ
ρ

natural
{{✈✈
✈✈
✈✈
✈✈
✈
(Γϕ)ab
∃!w
##●
●
●
●
Γab
cϕab //
(cϕ)ab
<<②②②②②②②②②
Γ
ϕab
ab
Since cϕab is injective, so is (cϕ)ab. This shows (1). Then (2) follows from (1), since by the
universality property of Γ∞ there is a map ϕ∞ : Γ → Γ∞, such that ϕ∞ ◦ ψ2 = ϕ2, where
ψ2 : Γ∞ → Γ2 is the canonical map. Hence (ϕ∞)ab ◦ (ψ2)ab = (ϕ2)ab. Since ϕ2 = cϕ, and by
(1), (cϕ)ab is injective, (2) follows. 
4. Stability of the normal closures tower
The purpose of this section is to prove:
Theorem 4.1. Let Γ and G be finite groups and let ϕ : Γ→ G be a homomorphism. Assume
that G = 〈ϕ(Γ)G〉. Then the normal closures tower corresponding to ϕ terminates after a
finite number of steps. Furthermore, the last term of the normal closures tower has size less
or equal |Γ| · f(|G|), where f is defined in equation (4.1) below.
We first make a general observation about the normal closures tower.
Lemma 4.2. Let ϕ : Γ→ G be a group homomorphism. Suppose G = 〈ϕ(Γ)G〉, then
(1) Γi = 〈ϕi(Γ)
Γi〉, for all integers i ≥ 1;
(2) Γi+1 is a central extension of Γi, for all i ≥ 1.
where Γi are the terms of the normal closures tower as in diagram (1.2).
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Proof. By Lemma 3.3(2) the image of ϕi in Γi is 〈ϕi(Γ)
Γi〉. By hypothesis, ϕ1 is surjective,
that is, Γ2 is a central extension of Γ1 = G. Now let i ≥ 2, and suppose that Γi is a central
extension of Γi−1. We show that Γi+1 is a central extension of Γi. Indeed, by Lemma 3.3(1),
Γi = Γ
ϕi is generated by {(ϕi(Γ))
g | g ∈ Γi−1}. However, since Γi is a central extension of
Γi−1, this just means that (1) holds. Thus ϕi is surjective. Since ϕi is a normal map, (2)
holds. 
For Theorem 4.3 below, let us recall that the upper central series of any group M is the
ascending series
1 = Z0(M) ≤ Z1(M) ≤ . . . Zα(M) ≤ Zα+1(M) ≤ . . . Zδ(M) = Z∞(M),
given by Z1(M) = Z(M) is the center of M , and recursively by Zα+1(M)/Zα(M) =
Z(M/Zα(M)) for all ordinals α, and Zλ(M) =
⋃
µ<λ Zµ for every limit ordinal λ. The
last term Z∞(M) of this series is called the hyper-center ofM . The groupM is hyper-central
if Z∞(M) = M .
Theorem 4.3 (see Theorem B, p. 2598 in [KOS]). There exists an integer valued function f
such that if M is a group satisfying |M/Z∞(M)| = t <∞, then M contains a finite normal
subgroup L, with |L| ≤ f(t) and such that M/L is hyper-central Here
(4.1) f(t) = tk, where k = 1
2
(logpt + 1) and p is the least prime divisor of t.
Lemma 4.4. Let N be a nilpotent group. Suppose T ≤ N is a subgroup such that N = 〈TN〉.
Then N = T .
Proof. The Frattini factor group N/Φ(N) is abelian, so since N = 〈TN〉, we get that N =
TΦ(N), so N = T . 
Lemma 4.5. Let Γ and G be finite groups. Assume that M is a finite group such that
(a) M/Z∞(M) is isomorphic to a quotient of G.
(b) There exists a homomorphism c : Γ→M such that M = 〈c(Γ)M〉.
Then |M | ≤ |Γ| · f(|G|), where f is as in equation (4.1).
Proof. By Theorem 4.3 and by (a) we can find L E M such that |L| ≤ f(|G|) and such
M/L is hyper-central (note that f(|G/K|) ≤ f(|G|), for any K E G). Of course M/L is
nilpotent, as M/L is finite. Since by (b) the normal closure of the image of c(Γ) in M/L is
M/L, Lemma 4.4 implies that M/L is equal to that image. In particular |M/L| ≤ |Γ|. This
proves the lemma. 
Proof of Theorem 4.1. Let i ≥ 1. We apply Lemma 4.5 with M = Γi and with c = ϕi. By
Lemma 4.2(1), hypothesis (b) of Lemma 4.5 holds, and by Lemma 4.2(2), hypothesis (a) of
Lemma 4.5 holds. Hence, |Γi| ≤ |Γ| · f(|G|). This of course proves the Theorem.
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5. Central f-extensions and relative Schur
multiplier
The purpose of this section is to prove Theorem 1.4 of the introduction. Hence we assume
that ϕ : Γ→ G satisfies G = 〈ϕ(Γ)G〉. By Lemma 3.3(2), the map ϕ : Γϕ → G is surjective,
so Γϕ is a central extension of G. Further, for any factorization Γ
ψ
−→ M
n
−→ G of ϕ, with n
a normal map, M is a central extension of G. This is because by Lemma 2.1(2), n(M) is
normal in G, so n is surjective since ϕ(Γ) ≤ n(M). Also by Lemma 2.1(1), ker(n) ≤ Z(M).
Thus Γϕ is universal amongst all central extensions M of G such that ϕ factors through
M → G. Indeed, for any such M there is a unique normal morphism ψ : Γϕ →M rendering
diagram (3.1) commutative.
To identify kerϕ we show that (Γϕ, cϕ) is a universal central ϕ-extension in a sense to be
made precise shortly. The detailed account of this identification will appear in [FS3]. Here
we only give the basic definitions and the main results of [FS3]. (We note that [FS3] proves
a more general result, see Proposition 5.2 and Theorem 5.3 below.)
Let us consider central extensions
0→ A→M → G→ 1.
of G. Let us also fix a map
f : Γ→ G
The following are the basic concepts used in this section.
Definitions 5.1. (1) A central f -extension of G is a pair (M,ψ), where M is a central
extension of G with kernel A, together with a map ψ : Γ→M that factorizes f as in
diagram (5.1) below.
(5.1) Γ
ψ
~~⑦⑦
⑦⑦
⑦⑦
⑦
f
❄
❄❄
❄❄
❄❄
0 // A // M
n // G // 0
(2) A map between two central f -extensions (M,ψ) and (M ′, ψ′) of G with kernels A,A′
respectively, is a map of the underlying extensions which is the identity on G, as in
the commutative diagram (5.2) below. M and M ′ are called equivalent if τ below is
an isomorphism and κ below is the identity.
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(5.2) 0 // A //
κ

M
n //
τ

G //
=

1
Γ
f
??⑧⑧⑧⑧⑧⑧⑧⑧
f
❄
❄❄
❄❄
❄❄
❄
ψ
``❆❆❆❆❆❆❆❆
ψ′
~~⑥⑥
⑥⑥
⑥⑥
⑥
0 // A′ // M ′
n′ // G // 1
In the following results, for an abelian group A, by H∗(G,Γ;A) we mean
H∗(BG ∪Bf Cone(BΓ);A), and similarly for relative cohomology.
Proposition 5.2 ([FS3]). The equivalence classes of central f -extension of G with a given
kernel A have a natural abelian group structure, and are classified by the relative cohomology
group H2(G,Γ;A), with coefficients A.
Proposition 5.2 yields the following theorem:
Theorem 5.3 ([FS3]). Assume that the map fab : Γab → Gab induced on the abelianiza-
tions is surjective. Then there exists a universal central f -extension (U, η) of G with kernel
H2(G,Γ;Z). For any central f -extension (E, ψ) of G there is a unique map of central f -
extensions (as in Definition 5.1(2)) from U to M .
As an immediate corollary to Theorem 5.3 we get
Theorem 5.4. Let ϕ : Γ→ G be a group homomorphism. Assume that G = 〈ϕ(Γ)G〉. Then
Γϕ is the universal central ϕ-extension of G of Theorem 5.3. In particular the kernel of ϕ is
H2(G,Γ;Z).
Proof. The first thing to notice is that ϕab : Γab → Gab is surjective since G = 〈ϕ(Γ)
G〉.
Further, we already noted (see Lemma 3.3(2)) that if G = 〈ϕ(Γ)G〉, then Γϕ is a central
extension of G. Also, as noted in the beginning of this section, the fact that (M,ψ) is a
central ϕ-extension of G is equivalent to a factorization Γ
ψ
−→ M
n
−→ G of ϕ with n a normal
map. Thus the universal property that defines Γϕ is precisely the universal property that
defines the universal central ϕ-extension (of Theorem 5.3). Hence these are isomorphic, and
the remaining part of the theorem follows from Theorem 5.3. 
Remark 5.5. The construction in [FS3] of the universal central f -extension (U, η) of Theo-
rem 5.3 extends the Schur universal central extension of a perfect group G (the case Γ = 1),
to any map between groups (not necessarily perfect groups) f : Γ → G, inducing surjection
on abelianizations.
6. Further examples of the free normal closure
Throughout this section ϕ : Γ → G is a map of groups and Γ
cϕ
→ Γϕ
ϕ
→ G is its universal
normal closure. Further, throughout this section, Γ
ψ
→ M
n
→ G is a factorization of ϕ
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(i.e. ψ ◦ n = ϕ) with n a normal map, as in diagram (3.1), and ψ : Γϕ → M is the unique
normal morphism as in diagram (3.1).
As we saw in Corollary 3.9, if ϕ is surjective, then there is a normal isomorphism Γϕ →
Γ/[Γ, kerϕ]. We also saw that if Γ and G are finite, then Γϕ is finite. We consider here some
more examples, some of which appear in the litrature. We give details since we need those
as a starting point for some of the results above. A lemma for the case where ϕ is injective
and ϕ(Γ) is normal in G is given in Appendix B.
Example 6.1. Suppose G = 1. Let ϕ1 := ϕ. Then, by Corollary 3.9(2), the free normal
closure of ϕ is the factorization Γ
cϕ1→ Γ/[Γ,Γ] → 1. Since ϕ2 := cϕ1 is the canonical map it
is a surjective map whose kernel is [Γ,Γ], Corollary 3.9(2) applies again and shows that the
free normal closer of ϕ2 is the factorization Γ
ϕ3
−→ Γ/γ3(Γ)
ϕ2
−→ Γ/γ2(Γ). Proceeding in this
way we see that the normal closures tower of diagram (1.2) are the quotients Γi = Γ/γi(Γ),
i ≥ 1, where γi(Γ) are the members of its descending central series Γ = γ1(Γ) ≥ γ2(Γ) ≥ . . . .
The following example is well known.
Example 6.2. Assume that Γ andG are abelian groups. Let ϕ : Γ→ G be a homomorphism.
We claim that
(6.1) Γϕ =
⊕
x∈G/ϕ(Γ)
Γx and cϕ(γ) = γϕ(Γ), ∀γ ∈ Γ.
where Γx = {γx | γ ∈ Γ} ∼= Γ, for x ∈ G/ϕ(Γ). The action of G on Γ
ϕ is given by γgx = γxg,
for all x ∈ G/ϕ(Γ) and g ∈ G. The map ϕ takes γϕ(γ), to γ, for all γ ∈ Γ and takes Γx to 0,
for all x 6= ϕ(Γ).
To see that equation (6.1) is correct, note the relation (Rnm2), gives (δg)
−1
γgδg = γgϕ(δ),
for all δg, γg ∈ Γg (taking h = g, see the notation in equation (3.4)), because Γ is abelian.
So since Γg is abelain we see that γg = γgϕ(δ). But now using relation (Rnm2) again we see
that
(δh)
−1
γgδh = γgϕ(δ) = γg,
for all δh ∈ Γh and γg ∈ Γg, where g, h ∈ G, again because G is abelian. Since Γ
ϕ is generated
by {Γg | g ∈ G} we see that Γ
ϕ is abelian.
Next, if Γ
ψ
−→ M
n
−→ G is a factorization of ϕ, with n a normal map, then M is a central
extension of ϕ(Γ), soM is nilpotent of class at most 2. Since the normal closure of ψ(Γ) inM
is contained in ψ(Γ)Z(M), and since ψ(Γ) is abelian, we see that 〈ψ(Γ)M〉 is abelian. Further,
ψ(Γ)(γ)ϕ = ψ(Γ)(γ)ψn = ψ(Γ)(γ)ψ = ψ(Γ), for all γ ∈ Γ, so we see that ψ(Γ)h = ψ(Γ)g, for all
x ∈ G/ϕ(Γ) and all g, h ∈ x.
Thus the map from ψ : Γϕ → M taking γx to ψ(γ)
h, where γ ∈ Γ, x ∈ G/ϕ(Γ) and h ∈ x
is a well defined map making diagram (3.1) commutative. It is now routine to check that⊕
x∈G/ϕ(Γ) Γx is the free normal closure of ϕ.
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Example 6.3. There are many examples where ϕ is injective, but Γϕ is not the normal
closure of ϕ(Γ). Here is one.
Let G = A5 = PSL2(5), and Let Γ ≤ G be a subgroup of order 3 (thus ϕ is the inclusion
map). Then the normal closure of Γ in G is G (since G is simple). Now let M = SL2(5) be
the universal perfect central extension of G. Let n : M → G be the natural surjection, and
let ψ : Γ → M, such that ψ(Γ) is a subgroup of order 3 in M and such that ψ ◦ n = inc is
the inclusion map inc : Γ→ G.
Consider diagram (3.1). Since the only homomorphism A5 → SL2(5) is the trivial map, if
Γϕ = G, then ψ would be the trivial map. But cϕ ◦ ψ = ψ which means that ψ is the trivial
map, a contradiction.
It is interesting to note that Γϕ in this case is SL2(5)× Z3, and cϕ(Γ) is not contained in
SL2(5). Thus the center of Γ
ϕ is Z2 × Z3 = Z6.
Example 6.4. Assume that Γ and G are finite groups. Let C be the normal closure of ϕ(Γ)
in G. Assume that Γ and C are π-groups. Recall that a π-group, for a set of primes π, is a
group H such that any prime p dividing the order of H is in π.
We claim that Γϕ is also a finite π-group, further, if C is solvable (nilpotent), so is Γϕ. If
C and Γ are p-groups so is Γϕ.
By Corollary 3.9(2), Γϕ is finite. By Lemma 3.8(3), kerϕ ≤ Z(Γϕ), so by Lemma 3.3(2),
since the normal closure of ϕ(Γ) in G is a π-group, we see that Γϕ/ kerϕ is a π-group. Let
π′ be the complement to π in the set of all primes. If Oπ′(Z(Γ
ϕ)) 6= 1, then, by the Schur-
Zassenhaus Theorem ([A, (18.1), p. 70]), we would get Γϕ = Oπ(Γ
ϕ) × Oπ′(Γ
ϕ). But then
cϕ(Γ) ≤ Oπ(Γ
ϕ), since cϕ(Γ) is a π-subgroup of Γ
ϕ. Hence also Γϕ = 〈cϕ(Γ)
g | g ∈ G〉 ≤
Oπ(Γ
ϕ). But since Γϕ is generated by {cϕ(Γ)
g | g ∈ G}, we see that Oπ′(Γ
ϕ) = 1.
7. The injective normalizer of a map
Definition 7.1. Let ϕ : Γ → G be a map of groups. The injective normalizer of ϕ is a
factorization of the latter via
Γ
ϕ˜
−→ N(ϕ)
pϕ
−→ G
such that ϕ˜ : Γ→ N(ϕ) is a normal map, and such that for any other factorization ϕ = n◦f
via a normal map n : Γ → H with f : H → G, there exists a unique normal morphism
f˜ : H → N(ϕ) rendering the diagram below commutative.
(7.1) Γ
ϕ //
n
""❊
❊❊
❊❊
❊❊
❊❊
ϕ˜
!!
G
H
f
<<①①①①①①①①①
∃!f˜

N(ϕ)
pϕ
EE
☛☛☛☛☛☛☛☛☛☛☛☛☛☛☛☛
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In subsection 7.3 below we will show that the injective normalizer exists. We have
Lemma 7.2. The injective normalizer of ϕ : Γ→ G is unique up to a normal isomorphism.
Proof. Straightforward from the universal properties. 
7.3. The construction of the injective normalizer.
Throughout this subsection let ϕ : Γ→ G be a map of groups.
Definition 7.4. Let τ ∈ Aut(Γ) and g ∈ G. We say that τ and g are compatible if the
following diagram is commutative:
Γ
ϕ //
τ

G
cg

Γ
ϕ // G
where cg is conjugation by G. Thus
(7.2) ϕ(γ)g = ϕ(τ(γ)), ∀γ ∈ Γ.
Definition 7.5. The injective normalizer of ϕ is the subgroup of Aut(Γ)×NG(ϕ(Γ)) given
by
N(ϕ) := {(τ, g) | (τ, g) is a compatible pair}.
The next lemma shows that N(ϕ) is indeed a subgroup of Aut(Γ)×NG(ϕ(Γ)).
Lemma 7.6. (1) (id, 1) is a compatible pair;
(2) if (τ, g) is a compatible pair, then (τ−1, g−1) is a compatible pair.
(3) the product of two compatible pairs is compatible;
Proof. (1): We take in equation (7.2) τ = id and g = 1 and we get
ϕ(γ)1 = ϕ(id(γ)), ∀γ ∈ Γ.
Hence (1) holds.
(2): Since (τ, g) is compatible we have
ϕ(γ)g = ϕ(τ(γ)), ∀γ ∈ Γ.
Now replace each γ with τ−1(γ) to get
ϕ(τ−1(γ))g = ϕ(γ), ∀γ ∈ Γ,
and now conjugate both sides with g−1 to get
ϕ(γ)g
−1
= ϕ(τ−1(γ)), ∀γ ∈ Γ,
This shows (2).
(3): We have
ϕ(γ)v = ϕ(ρ(γ)), ∀γ ∈ Γ,
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for (ρ, v) = (τ, g) and (σ, h). Thus
(ϕ(γ))gh = ϕ((γ)τ)h = ϕ((γ)τσ), , ∀γ ∈ Γ.
Therefore (τσ, gh) is a compatible pair. 
Remarks 7.7. (1) If ϕ is the trivial map, then any pair (τ, g) ∈ Aut(Γ) × G is a com-
patible pair, so N(ϕ) = Aut(Γ)×G.
(2) If ϕ is inclusion, then N(ϕ) = {ϕcgϕ
−1, g) | g ∈ NG(Γ)}, where cg is the inner
automorphism of G induced by g. Hence N(ϕ) ∼= NG(Γ).
(3) Of course pϕ(N(ϕ)) does not always equal to NG(ϕ(Γ)). For example, let Γ be
an extra-special group of order 22n+1, n ≥ 2 which is a central product of n dihedral
groups of order 8, and let G be a semi-direct product E⋊L, where E is an elementary
abelian group of order 2n, and L ∼= GL(n, 2). Note that Aut(Γ) is an extension of
an elementary abelian group of order 2n by the orthogonal group O+(2n, 2). Let
ϕ : Γ → G, be the natural map taking Γ onto E. Then not every g ∈ L lifts to an
automorphism of Γ, so pϕ(N(ϕ)) 6= G = NG(ϕ(Γ)).
Lemma 7.8. Let
ϕ˜ : Γ→ N(ϕ) : γ 7→ (cγ, ϕ(γ)), ∀γ ∈ Γ.
Let N(ϕ) act on Γ via γ(τ,g) = (γ)τ, for all γ ∈ Γ. Let
pϕ : N(ϕ)→ G : (τ, g) 7→ g,
be the projection on the second coordinate. Then ϕ˜ is a normal map, and ϕ˜ ◦ pϕ = ϕ.
Proof. First note that ϕ˜ is a group map from Γ to N(ϕ). We check (NM1). For all γ ∈ Γ
and (τ, g) ∈ N(ϕ), we have
(γ(τ,g))ϕ˜ = (γ)τϕ˜ = (cγτ , (γ)τϕ).
while
((γ)ϕ˜)(τ,g) = (cγ, (γ)ϕ)
(τ,g) = (cτγ , ((γ)ϕ)
g) = (cγτ , (γ)τϕ),
where the last equality follows from the fact that (τ, g) is a compatible pair. This shows
(NM1).
We now check (NM2):
(γ)(δ)ϕ˜ = (γ)(cδ,ϕ(δ)) = (γ)cδ = γ
δ, ∀γ, δ ∈ Γ.
This shows (NM2) and that ϕ˜ is a normal map. Clearly ϕ˜ ◦ pϕ = ϕ. 
Proposition 7.9. Let Γ
n
→ H
f
→ G be a decomposition of ϕ, with n a normal map. Then
there exists a unique map f˜ : H → N(ϕ) rendering diagram (7.1) commutative.
Proof. For each h ∈ H we let ℓh ∈ Aut(Γ) be the automorphism that comes from the normal
structure of n. As usual, we write ℓh(γ) = γ
h, for all γ ∈ Γ and h ∈ H . Let
f˜ : H → N(ϕ) : h 7→ (ℓh, f(h)).
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We first claim that (ℓh, f(h) is a compatible pair. By equation (7.2) we must check that
ϕ(γ)f(h) = ϕ(ℓh(γ)), ∀γ ∈ Γ.
Now
ϕ(γh) = f(n(γh)) = f(n(γ)h) = (f(n(γ)))f(h) = ϕ(γ)f(h),
for all h ∈ H, thus f˜ is indeed a map from H to N(ϕ). Clearly f˜ is a group map. Also
(γ)n ◦ f˜ = f˜(n(γ)) = (ℓn(γ), f(n(γ)))
(∗)
= (cγ, ϕ(γ)) = ϕ˜(γ),
for all γ ∈ Γ, where the equality (∗) follows from the fact that n is a normal map.
Next
(h)f˜ ◦ pϕ = (ℓh, f(h))pϕ = f(h).
Thus f˜ renders diagram (7.1) commutative.
Finally, we must show that
γh = γ f˜(h), for all γ ∈ Γ and h ∈ H.
However, by definition
γ f˜(h) = γ(ℓh,f(h)) = (γ)ℓh = γ
h.
It remains to show that f˜ is unique. So let
f̂ : H → N(ϕ),
rendering diagram (7.1) commutative. Let h ∈ H and let f̂(h) = (τ, g). Then f(h) =
pϕ(f̂(h)) = g, so g = f(h). Also, since f̂ is a normal morphism,
γh = γ f̂(h) = (γ)τ,
so τ = ℓh, and so f˜ is unique and the proof of the proposition is complete. 
Remark 7.10. Let ψ : G→ G′, and consider the diagram
Γ
ϕ //
ϕ˜
$$❍
❍❍
❍❍
❍❍
❍❍
❍
ϕ˜◦ψ
$$
G
ψ // G′
N(ϕ)
p
::✉✉✉✉✉✉✉✉✉✉
p˜◦ψ

N(ϕ ◦ ψ)
π
<<③③③③③③③③③③③③③③③③③③③③③③
Thus we see that ψ induces a map p˜ ◦ ψ : N(ϕ)→ N(ϕ ◦ ψ).
Our next lemma shows that the injective normalizer of ϕ precisely detects whether ϕ is a
normal map.
Lemma 7.11. The map ϕ : Γ → G is a normal map iff the map pϕ : N(ϕ) → G has a
section s : G→ N(ϕ) such that ϕ ◦ s = ϕ˜.
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Proof. Assume first that ϕ is a normal map. Then ϕ decomposes as Γ
ϕ
−→ G
id
−→ G, with ϕ a
normal map. Thus H, f of diagram (7.1) are G, id respectively. The universality property of
the injective normalizer implies the existence of a map s : G→ N(ϕ) (the map f˜) rendering
diagram 7.1 commutative. In particular s ◦ pϕ = id, and ϕ ◦ s = ϕ˜.
Conversely, assume there exists s : G → N(ϕ) with s ◦ pϕ = id and ϕ ◦ s = ϕ˜. Define an
action of G on Γ as follows. Let π : N(ϕ)→ Aut(Γ) be the projection on the first coordinate,
and let γg = π(s(g))(γ), for all γ ∈ Γ and g ∈ G. We show that this is a normal structure
on ϕ.
Let γ ∈ Γ and g ∈ G. Then (γg)ϕ = ϕ(π(s(g))(γ)). Notice now that s(g) = (τ, g) ∈ N(ϕ),
with τ ∈ Aut(Γ), since s ◦ pϕ = id. Thus (γ
g)ϕ = ϕ(π(s(g))(γ)) = ϕ(τ(γ)). Since (τ, g) is a
compatible pair, ϕ(τ(γ)) = ϕ(γ)g. Thus we see that (γg)ϕ = ϕ(γ)g and (NM1) holds.
Next for γ, δ ∈ Γ we have
(γ)δϕ = π(s(ϕ(δ)))(γ) = π(ϕ˜(δ))(γ) = cδ(γ) = γ
δ,
and (NM2) holds. 
8. Stability of the normalizers tower
In this section ϕ : Γ→ G is a homomorphism of groups and Γ
ϕ˜
−→ N(ϕ)
pϕ
−→ G is its injec-
tive normalizer. Theorem 8.3 below generalizes the obvious observation that the repeated
normalizer of any subgroup of a finite group stabilizes (the case where ϕ is injective), and the
well known stability of the automorphism tower of a finite group with trivial center (here:
the case where G = 1, see Remark 7.7(1)).
The following result will be required for the proof of Theorem 8.3.
Theorem 8.1. (1) (Wielandt, [R, 13.5.2]) Let H be a finite group and let K be a sub-
normal subgroup of H such that CH(K) = 1. Then there is an upper bound on |H|
depending only on |K|.
(2) ([R, 13.5.3]) Let α be any ordinal, and let K = K0 E K1 E . . . E Kα E Kα+1 E . . . be
an ascending chain of groups such that CKα+1(Kα) = 1, for all α. Then CKα(K0) = 1.
Lemma 8.2. We have
(1) pϕ(N(ϕ)) ≤ NG(ϕ(Γ));
(2) if (τ, g) ∈ N(ϕ), then τ(kerϕ) = kerϕ, and hence τ acts on Γ/ kerϕ;
(3) CN(ϕ)(ϕ˜(Γ)) = {(τ, g) ∈ N(ϕ) | τ ∈ CAut(Γ)(Γ/Z(Γ)) and g ∈ CG(ϕ(Γ))};
(4) ker pϕ = {(τ, 1) ∈ N(ϕ) | τ ∈ CAut(Γ)(Γ/ kerϕ)} and ϕ˜(kerϕ) ≤ ker pϕ;
(5) ker ϕ˜ = Z(Γ) ∩ kerϕ;
(6) if ker ϕ˜ = 1, then ker ϕ˜1 = 1, where ϕ1 := pϕ : N(ϕ)→ G;
(7) set pϕ = ϕ1 and assume that Z(kerϕ) = 1, then
(a) Ckerϕ1(ϕ˜(kerϕ)) = 1;
(b) Z(kerϕ1) = 1.
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Proof. (1): (τ, g) ∈ N(ϕ) iff ϕ(γ)g = ϕ(τ(γ)), for all γ ∈ Γ. Hence ϕ(γ)g ≤ ϕ(Γ), for all
γ ∈ Γ, so g ∈ NG(ϕ(Γ)).
(2): If γ ∈ kerϕ, then 1 = ϕ(γ)g = ϕ(τ(γ)), so τ(γ) ∈ kerϕ. Since by Lemma 7.6(2)
(τ−1, g−1) ∈ N(ϕ), part (2) holds.
(3): By definition, ϕ˜(Γ) = {(cγ, ϕ(γ)) | γ ∈ Γ}. Thus if (τ, g) ∈ CN(ϕ)(ϕ˜(Γ)), then τ ∈
CAut(Γ)(Inn(Γ)) and g ∈ CG(ϕ(Γ)). It is easy to check that CAut(Γ)(Inn(Γ)) = CAut(Γ)(Γ/Z(Γ)).
(4): If (τ, 1) ∈ ker pϕ, then ϕ(γ) = ϕ(γ)
1 = ϕ(τ(γ)), so we see that this is equivalent to τ
centralizing Γ/ kerϕ. The second part of (4) follows from ϕ˜ ◦ pϕ = ϕ.
(5): By definition, ker ϕ˜ = {γ ∈ Γ | (cγ, ϕ(γ)) = (id, 1)}. Thus γ ∈ Z(Γ) ∩ kerϕ.
(6): By (5), ker ϕ˜1 = Z(N(ϕ)) ∩ ker(pϕ). Let (τ, g) ∈ ker ϕ˜1. By (4), g = 1. By (3) and
(4), τ ∈ CAut(Γ)(Γ/Z(Γ)) ∩ CAut(Γ)(Γ/ kerϕ) = CAut(Γ)(Γ/(Z(Γ) ∩ kerϕ) = CAut(Γ)(Γ) = id,
because 1 = ker ϕ˜ = Z(Γ) ∩ kerϕ.
(7): (a): Note that ϕ˜(kerϕ) = {(cγ, 1) | γ ∈ kerϕ} ≤ ker pϕ. Let now (τ, 1) ∈ Cker pϕ(ϕ˜(kerϕ)).
By (2), τ(kerϕ) = kerϕ. It follows that the restriction of τ to kerϕ centralizes kerϕ/Z(kerϕ).
Since Z(kerϕ) = 1, we see that τ ∈ CAut(Γ)(kerϕ). Thus, by (4),
(8.1) τ ∈ CAut(Γ)(Γ/ kerϕ) ∩ CAut(Γ)(kerϕ).
However, CAut(Γ)(Γ/ kerϕ)∩CAut(Γ)(kerϕ) ∼= Z
1(Γ/ kerϕ, Z(kerϕ)) (see, e.g. [H, Satz I.4.4]).
Since Z(kerϕ) = 1, equation (8.1) implies that τ = id. This shows part (a).
(b): Let (τ, 1) ∈ Z(ker pϕ), then, in particular, (τ, 1) ∈ Cker pϕ(ϕ˜(kerϕ)), so by (a), τ =
id. 
As a corollary we get the following
Theorem 8.3. Assume that Z(kerϕ) = 1 and that Γ and G are finite. Then the normalizers
tower (see diagram 1.3) terminates after a finite number of steps.
Proof. (1): Consider the normalizers tower of diagram (1.3). Let Ki = kerϕi, for all non-
negative integers i.
Note that by induction on i, by our assumption that Z(kerϕ) = 1, and by Lemma 8.2(7b),
we have Z(kerϕi) = 1, for all non-negative integers i. By Lemma 8.2(5&6), ϕ˜i is injective,
and by Lemma 8.2(4), ϕ˜i(Ki) ≤ Ki+1, for all non-negative integers i.
Thus, after appropriate identifications, and using the fact that ϕ˜i is a normal map (so its
image is normal in Γi+1), we have Ki E Ki+1, for all nonnegative integers i, and furthermore,
CKi+1(Ki) = 1, by Lemma 8.2(7a).
We can now apply Theorem 8.1 as in the proof of Wielandt’s Theorem that the automor-
phism tower of a group with trivial center terminates after finitely many steps (see, e.g., [R,
13.5.4]). Namely, by Theorem 8.1(2), CKi(K0) = 1, for all positive integers i, and hence, by
Theorem 8.1(1), there exists s such that
Ks = Ks+1 = Ks+2 . . . .
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However, by definition, ϕi(Γ
i) ≤ ϕi+1(Γ
i+1), for all i ≥ 0. Hence there exists t such that
ϕt(Γ
t) = ϕt+1(Γ
t+1) = ϕt+2(Γ
t+2) . . . .
It follows that for m = max{t, s} we get that Γm ∼= Γm+1 ∼= Γm+2 . . . . 
Appendix A. Details of the construction of the
free normal closure
Recall the definition of the group F from the beginning of §3.4.
We define a map of groups
ϕ : F → G : γg 7→ ϕ(γ)
g, γ ∈ Γ, g ∈ G.
First we show that the map ϕ respects the relations R1, Rnm1 and Rnm2.
Lemma A.1. The map ϕ respects the relations R1, Rnm1, Rnm2.
Proof. For the relations R1 we have
ϕ(1g) = ϕ(1)
g = 1g = 1 ∈ G, ∀g ∈ G.
For the relations Rnm1, let γ, δ ∈ Γ and g ∈ G, then we get
ϕ(γgδg) = ϕ(γg)ϕ(δg) = ϕ(γ)
gϕ(δ)g
= ϕ(γδ)g = ϕ((γδ)g).
Hence
ϕ(γgδg) = ϕ((γδ)g).
Finally for the relations Rnm2, let γ, δ ∈ Γ and h, g ∈ G, then
ϕ(δ−1h γgδh) = ϕ(δ
−1
h )ϕ(γg)ϕ(δh)
= (ϕ(δ)h)−1ϕ(γ)gϕ(δ)h = ϕ(γ)gϕ(δ)
h
= ϕ(γgϕ(δ)h).
Hence
ϕ(δ−1h γgδh) = ϕ(γgϕ(δ)h),
and the lemma holds. 
By Lemma A.1 the map ϕ induces a map, which we continue to denote by ϕ, as in equation
(3.5).
Lemma A.2. The map ℓ : G→ Γϕ defined in equation (3.6) is a well defined homomorphism
of groups.
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Proof. We start by defining an action of G on F . For each h ∈ G we define an automorphism
ℓ(h) ∈ Aut(F ). We denote the image of γg ∈ F under ℓ(h) by γ
h
g , and we define:
γhg = γgh, for all γ ∈ Γ, g ∈ G.
Since F is a free group on the generators (Γr{1})G, ℓ(h) determines a unique automorphism
of F .
Next we show that the automorphism ℓ(h) of F preserves the relations Rnm1 and Rnm2.
For the relations Rnm1 we need show that
(γg)
h(δg)
h = ((γδ)g)
h, ∀γ, δ ∈ Γ and ∀g ∈ G,
is a relation in Rnm1. Indeed
(γg)
h(δg)
h = γghδgh while ((γδ)g)
h = (γδ)gh.
and
γghδgh = (γδ)gh,
is a relation in Rnm1.
For the relations Rnm2 we need show that
(δ−1t γgδt)
h = (γgϕ(δ)t)
h, ∀γ, δ ∈ Γ and ∀h, g, t ∈ G,
is a relation in Rnm2. Indeed
(δ−1t γgδt)
h = δ−1th γghδth while (γgϕ(δ)t)
h = γgϕ(δ)th.
and
δ−1th γghδth = γghϕ(δ)th(= γgϕ(δ)th),
is a relation in Rnm2.
Since ℓ(h) ∈ Aut(F ) preserves the relations Rnm1 and Rnm2, we can define the automor-
phism ℓ of equation (3.6) on the generators {γg | γ ∈ Γ and g ∈ G} of Γ
ϕ, and extend ℓ to
an automorphism of Γϕ. Since ℓ(h) has an inverse ℓ(h−1), it is indeed an automorphism of
Γϕ. Further (γg)
hh′ = γghh′ = (γ
h
g )
h′, Thus ℓ : G→ Aut(Γϕ) is a homomorphism. 
Lemma A.3. The map ϕ : Γϕ → G is a normal map, having the normal structure ℓ : G →
Aut(Γϕ).
Proof. Notice that we have
((γg)
h)ϕ = (γgh)ϕ = ϕ(γ)
gh = (ϕ(γ)g)h = ((γg)ϕ)
h,
for all γ ∈ Γ and g, h ∈ G. That is
((γg)
h)ϕ = ((γg)ϕ)
h, ∀g, h ∈ G.
This shows that (NM1) in the definition of a normal map is satisfied by ϕ, on the generators
of Γ and hence (NM1) holds for ϕ.
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Next we wish to show that (NM2) in the definition of a normal map is satisfied by ϕ. It
suffices to show this for the generators of Γ, that is, we need to show that
(nm2) γ(δh)ϕg = γ
δh
g , ∀γ, δ ∈ Γ and ∀g, h ∈ G.
By the definition of ϕ equation (nm2) means
γ(δh)ϕg = γ
δh
g ⇐⇒ γ
ϕ(δ)h
g = δ
−1
h γgδh ⇐⇒ γgϕ(δ)h = δ
−1
h γgδh.
Since the last equality holds in Γϕ, the lemma holds. 
A.4. The universality of Γϕ.
We first define
cϕ : Γ→ Γ
ϕ : γ 7→ γ1.
Let now n : M → G be a normal map such that there exists ψ : Γ→M with ψ ◦ n = ϕ. We
define a map
ψ : F →M : γg 7→ ψ(γ)
g,
where recall that M is a crossed module, so there is an action of G on M and ψ(γ)g is the
image of ψ(γ) under the action of g. Now
(γgδg)ψ = ψ(γ)
gψ(δ)g = ψ(γδ)g = ((γδ)g)ψ.
Further
(γgϕ(δ)h)ψ = ψ(γ)
gh−1ϕ(δ)h
= ψ(γ)gh
−1((δ)ψn)h (because ϕ = ψ ◦ n)
= ψ(γ)gh
−1(ψ(δ))h (because n is a normal map)
= ψ(γ)g(ψ(δ))
h
.
while
(δ−1h γgδh)ψ = ((δh)ψ)
−1 · ((γg)ψ) · (δh)ψ
=
(
ψ(δ)h
)−1
ψ(γ)gc(δ)h
= ψ(γ)(gψ(δ))
h
.
It follows that ψ induces a homomorphism which we also denote by ψ :
ψ : Γϕ →M : γg 7→ ψ(γ)
g.
We have (γ)cϕ ◦ψ = (γ1)ψ = ψ(γ)
1 = ψ(γ). Thus cϕ ◦ψ = ψ. Similarly cϕ ◦ϕ = ϕ. Next let
µ : Γϕ →M, with cϕ ◦ µ = ψ,
where µ is a normal morphism. Then (γ)cϕ ◦ µ = (γ1)µ = (γ)ψ. Also
µ(γg) = µ((γ1)
g) = (µ(γ1))
g = ψ(γ)g, ∀γ ∈ Γ and ∀g ∈ G.
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Since Γϕ is generated by {γg}, we conclude that µ = ψ, and ψ is unique.
Remark A.5. Let f : Γ→ Γ′, and consider the diagram
Γ′
f //
cf◦ϕ
&&
Γ
ϕ //
cϕ ##●
●●
●●
●●
●●
G
Γϕ
ϕ
;;✇✇✇✇✇✇✇✇✇
(Γ′)f◦ϕ
f◦ϕ
EE
✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡✡
f◦cϕ
OO
Thus we see that f induces a normal morphism f ◦ cϕ : (Γ
′)f◦ϕ → Γϕ.
Appendix B. The normal closure of an inclusion of
a normal subgroup
In this appendix we prove a lemma about Γϕ in the situation where ϕ : Γ→ G is an inclusion
of a normal subgroup.
Lemma B.1. Assume that ϕ is injective and that ϕ(Γ) E G. Then
(1) cϕ(Γ) is a retract of Γ
ϕ, and Γϕ = cϕ(Γ)× kerϕ;
(2) we can take Γϕ = ϕ(Γ)× kerϕ, with the action
(ϕ(γ), v)g = (ϕ(δ), uvg), where cϕ(γ)
g = cϕ(δ)u, δ ∈ Γ and u, v ∈ kerϕ,
for all γ ∈ Γ and v ∈ kerϕ. We take cϕ to be the map defined by γ 7→ (ϕ(γ), 0), and
ϕ the map defined by (ϕ(γ), v) 7→ ϕ(γ), for all γ ∈ Γ and v ∈ kerϕ. In particular,
if Γϕ = cϕ(Γ), then we can take cϕ = ϕ and consequently Γ
ϕ = ϕ(Γ) and ϕ = inc is
the inclusion map.
(3) The following are equivalent
(a) Γϕ = cϕ(Γ).
(b) cϕ(Γ) is G-invariant in Γ
ϕ.
(c) ψ(Γ) is G-invariant in M, for all factorization Γ
ψ
−→ M
m
−→ G of ϕ, with m a
normal map.
(4) The following are equivalent
(a) Γϕ = ϕ(Γ).
(b) For all abelian groups V and any action of G on ϕ(Γ)×V such that (ϕ(γ), 0)ϕ(δ) =
(ϕ(γδ), 0), for all γ, δ ∈ Γ, the subgroup {(ϕ(γ), 0) | γ ∈ Γ} of ϕ(Γ) × V is G-
invariant.
Proof. (1): Since by Lemma 3.3(2) (Γϕ)ϕ is the normal closure of (Γ)ϕ is G, we see that
(Γϕ)ϕ = (Γ)ϕ, so the map ϕ ◦ϕ−1 ◦ cϕ is a well defined map on Γ
ϕ and ((γ)cϕ)ϕ ◦ϕ
−1 ◦ cϕ =
(γ)ϕ ◦ ϕ−1 ◦ cϕ = (γ)cϕ, for all γ ∈ Γ. This shows that (Γ)cϕ is a retract of Γ
ϕ. Let us now
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compute the kernel of the retraction ϕ ◦ ϕ−1 ◦ cϕ. Since ϕ (and hence cϕ) are injective, we
see that this kernel is kerϕ. By Lemma 3.8(3), kerϕ ≤ Z(Γϕ), Hence (1) holds.
(2): Let Γ˜ = ϕ(Γ) × kerϕ. Note that the action of G on Γ˜ is defined by (ϕ(γ), v)g =
τ ((τ−1(ϕ(γ), v))g), where τ : Γϕ → Γ˜ is the isomorphism defined by cϕ(γ)v 7→ (ϕ(γ), v) (see
part (1)). Note further that we are using Lemma 2.1(1), so that vg ∈ kerϕ, for all v ∈ kerϕ.
Hence we indeed defined an action of G on Γ˜.
Let c˜ϕ be the map defined by γ 7→ (ϕ(γ), 0), and ϕ˜ be the map defined by (ϕ(γ), v) 7→ ϕ(γ),
for all γ ∈ Γ and v ∈ kerϕ.
Assume that Γ
ψ
−→ M
n
−→ G is a factorization of ϕ. Let ψ : Γϕ → M be the unique map
of diagram (3.1), and set
ψ˜ : Γ˜→M : (ϕ(γ), v) 7→ ψ(cϕ(γ)v) = ψ(γ)ψ(v).
Let (ϕ(γ), v) ∈ Γ˜, let g ∈ G and write cϕ(γ)
g = cϕ(δ)u, with u ∈ kerϕ. Then
ψ˜((ϕ(γ), v)g) = ψ˜(ϕ(δ), uvg) = ψ(cϕ(δ)uv
g) = ψ(cϕ(γ)
g)ψ(vg) = (ψ(cϕ(γ))
gψ(v)g
= (ψ(γ)ψ(v))g = (ψ˜(ϕ(γ), v))g.
This shows that c˜ϕ is an initial normal morphism over G.
Also,
ϕ˜((ϕ(γ), v)g) = ϕ˜((ϕ(δ), uvg) = ϕ(δ) = (δ)(cϕ ◦ ϕ) = ϕ(cϕ(δ))
= ϕ(cϕ(γ)
gu−1) = ϕ(cϕ(γ)
g) = ϕ(cϕ(γ))
g = ϕ(γ)g
= (ϕ˜(ϕ(γ), v))g.
So ϕ˜ satisfies (NM1). Further,
(B.1) cϕ(γ)
ϕ(δ) = cϕ(γ)
ϕ(cϕ(δ) = cϕ(γ)
cϕ(δ) = cϕ(γ
δ), ∀γ, δ ∈ Γ.
Notice also that for v ∈ kerϕ and δ ∈ Γ we have
(B.2) vϕ(δ) = vϕ(cϕ(δ) = vcϕ(δ) = v,
because v ∈ Z(Γϕ). Hence, by the definition of ϕ˜ and of the action of G on Γ˜ we get using
equation (B.1) and (B.2),
(ϕ(γ), v)(ϕ(δ),u)ϕ˜ = (ϕ(γ), v)ϕ(δ) = (ϕ(γδ), vϕ(γ)) = (ϕ(γδ), v) = (ϕ(γ), v)(ϕ(δ),u),
and we see that ϕ˜ satisfies (NM2) as well. Thus ϕ˜ is a normal map. Next
(γ)c˜ϕ ◦ ψ˜ = (ϕ(γ), 0)ψ˜ = (γ)ϕ,
and
(ϕ(γ), v)ψ˜ ◦ n = n(ψ(γ)ψ(v)) = n(ψ(γ))n(ψ(v)) = ϕ(γ)ϕ(v) = ϕ(γ),
for all γ ∈ Γ and v ∈ kerϕ.
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It follows that we can replace in diagram (3.1) Γϕ, cϕ, ϕ with Γ˜, c˜ϕ, ϕ˜ respectively, and then
the map ψ˜ renders the diagram commutative. The proof of the uniqueness of ψ˜ is similarly,
so (2) holds.
(3): (a)⇔ (b): If Γϕ = cϕ(Γ), then of course cϕ(Γ) is G-invariant, while if cϕ(Γ) is G-
invariant, then by Lemma 3.3(1), Γϕ = cϕ(Γ).
(b)⇔ (c): Assume that ψ(Γ) is G-invariant for every factorization as in (c). Then, in
particular, taking ψ = cϕ,M = Γ
ϕ and n = ϕ, (c) implies that Γϕ = cϕ(Γ). Conversely,
assume that Γϕ = cϕ(Γ). Then by the commutativity of diagram (3.1), and since ψ is a
normal morphism over G, we have that (Γϕ)ψ is G-invariant inM . That is, (Γ)cϕ◦ψ = (Γ)ψ
is G-invariant in M, and (c) holds.
(4): (a)⇒(b): Assume (a) holds. Let M := ϕ(Γ) × V be as in (b). Let ψ : Γ → M and
n : M → G be defined by ψ(γ) = (ϕ(γ), 0), and n(ϕ(γ), v) = ϕ(γ), for all γ ∈ Γ and v ∈ V .
It is easy to check that n is a normal map and clearly ψ ◦ n = ϕ. By the equivalence of (a)
and (c) in (2), the subgroup {(ϕ(γ), 0) | γ ∈ Γ} must be G-invariant.
(b)⇒(a): Assume that (b) holds. Suppose Γϕ 6= ϕ(Γ). By (2) we may assume that Γϕ =
ϕ(Γ) × V, with V = kerϕ, so V is abelian (see Lemma 2.1(1)). Let (ϕ(γ), v) ∈ Γϕ and let
ϕ(α) ∈ ϕ(Γ). Note that cϕ(γ)
ϕ(α) = cϕ(γ)
ϕ(cϕ(α)) = cϕ(γ
α), because ϕ is a normal map. By
the definition of the action of G on Γϕ we have
(ϕ(γ), 0)ϕ(α) = (ϕ(γα), 0),
for all α, γ ∈ Γ. Further, by Lemma 3.3(1), Γϕ is generated by cϕ(Γ) = {(ϕ(γ), 0) | γ ∈ Γ}.
Thus M = Γϕ violates (b). 
Remark B.2. We do not know how to fully characterize those groups Γ and G that satisfy
the property in 4(b) of Lemma B.1. However, if Γ is a perfect group, then clearly this
property holds.
Acknowledgment. We thank the referee for the careful reading of the paper and for various
useful remarks.
References
[A] M. Aschbacher, Finite group theory, Cambridge Univ. Press (1986).
[An] S. Andreadakis, Automorphisms of free groups and free nilpotent groups, Proc. London Math. Soc. 15
(1965), 239–268.
[BGPT] R. Brown, M. Golasinski, T. Porter, A. S. Tonks, Spaces of maps into classifying spaces for equi-
variant crossed complexes, Indag. Mathem. 8 (1997) 157–172.
[BH] R. Brown, P. J. Higgins, On the connection between the second relative homotopy groups of some related
spaces, Proc. London Math. Soc. 36 (1978), 193–212.
[BHS] R. Brown, P. J. Higgins, R. Sivera, Nonabelian algebraic topology, EMS Tracts in Mathematics, 15.
European Mathematical Society (EMS), Zu¨rich, 2011.
[BK] A. K. Bousfield, D. Kan, homotopy limits completions and localizations, Springer LNM no. 304, 1972.
30 EMMANUEL D. FARJOUN, YOAV SEGEV
[BW1] R. Brown, C. D. Wensley, On finite induced crossed modules and the homotopy 2-type of mapping
cones, Theory and Applications of Categories 1(3) (1995) 54–71.
[BW2] R. Brown, C. D. Wensley, Computation and homotopical applications of induced crossed modules,
J. Symbolic Computation 35 (2003) 59–72.
[CDFS] W. Chacho´lski, E. Damian, E.D. Farjoun, Y. Segev. The A-core and A-cover of a group, J. Algebra
321 (2009), no. 2, 631–666.
[F] E. D. Farjoun, On relative principal fibrations, preprint, 2014.
[FS1] E. D. Farjoun, Y. Segev, Crossed modules as homotopy normal maps, Topology and its Applications
157 (2010), 359–368.
[FS2] E. D. Farjoun, Y. Segev, Subnormal closure of a homomorphism, submitted.
[FS3] E. D. Farjoun, Y. Segev, Relative Schur multiplier and the universal extensions of group homomor-
phisms, preprint, 2014.
[G] T. G. Goodwillie, Calculus. III. Taylor series, Geom. Topol. 7 (2003), 645–711.
[Ha] J. D. Hamkins, Every group has a terminating transfinite automorphism tower,
Proc. Amer. Math. Soc. 126 (1998), no. 11, 3223–3226.
[H] B. Huppert, Endliche Gruppen I., Berlin-Heidelberg-New-York: Springer 1967.
[KOS] L. A. Kurdachenko, J. Otal, I. Ya. Subbotin, On a generalization of Baer theorem,
Proc. Amer. Math. Soc. 141 (2013), no. 8, 2597–2602.
[KS] I. Kaplan and S. Shelah, Automorphisms of centerless groups without choice, Archive for Logic 48
(2009) 799–815.
[R] D.J.S. Robinson, A Course in the Theory of Groups, Graduate Texts in Mathematics. Springer-Verlag,
1996 (2nd edition).
[W1] J. H. C. Whitehead, On adding relations to homotopy groups, Ann. Math. 41 (1941), 806–810.
[W2] J. H. C. Whitehead, Note on a previous paper entitled on adding relations to homotopy groups,
Ann. Math. 47 (1946), 806–810.
[W3] J. H. C. Whitehead, Combinatorial homotopy II, Bull. Am. Math. Soc. 55 (1949), 453–496.
Emmanuel D. Farjoun, Department of Mathematics, Hebrew University of Jerusalem,
Givat Ram, Jerusalem 91904, Israel
E-mail address : farjoun@math.huji.ac.il
Yoav Segev, Department of Mathematics, Ben Gurion University, Beer Sheva 84105, Is-
rael
E-mail address : yoavs@math.bgu.ac.il
