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We theoretically investigate four types of dynamical instability, in particular the periodic and
oscillatory type IO, in an anti-ferromagnetic spin-1 Bose-Einstein condensate in a nonzero magnetic
field, by employing the coupled-mode theory and numerical method. This is in sharp contrast to
the dynamical stability of the same system in zero field. Remarkably, a pattern transition from
a periodic dynamical instability IO to a uniform one IIIO occurs at a critical magnetic field. All
the four types of dynamical instability and the pattern transition are ready to be detected in 23Na
condensates within the availability of the current experimental techniques.
PACS numbers: 03.75.Mn, 03.75.Kk, 89.75.Kd
I. INTRODUCTION
Dynamical instabilities (DIs) exist in a wide variety of
classical and quantum systems, such as solid state sys-
tems [1], liquid crystal [2], nonlinear optics [3], chem-
istry [4, 5], and biological systems [6]. The classical
systems are well described by the linear response the-
ory [7, 8]. According to this theory, four types dynami-
cal instabilities are ideally distinguished, in terms of the
characteristic wave vector kp and/or the real part of the
frequency Re(ωp):
• Type IIIS (kp = 0,Re(ωp) = 0) DIs are uniform in
space and stationary in time, as shown in Fig. 1(a).
This DI type is usually considered trivial.
• Type IIIO (kp = 0,Re(ωp) 6= 0) DIs are uni-
form in space and oscillatory in time, as shown in
Fig. 1(b). These type systems do not exhibit any
spatial structure during its evolution.
• Type IO (kp 6= 0,Re(ωp) 6= 0) DIs are periodic in
space and oscillatory in time, as shown in Fig. 1(c).
This type systems spontaneously form a spatial
pattern during its evolution, even starting from a
uniform initial state.
• Type IS (kp 6= 0,Re(ωp) = 0) DIs are periodic in
space and stationary in time, as shown in Fig. 1(d).
This type systems may exhibit many complex spa-
tial patterns which are actually decomposed into
simple roll states with different wave vector k.
Quantum systems may exhibit various types DIs, in
particular, in Bose-Einstein condensates (BECs), which
are generally described by the Gross-Pitaevskii equa-
tion or nonlinear Schro¨dinger equation within the mean
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FIG. 1: (Color online) Schematic diagram for four types of
dynamical instability. The blue and the red dotted lines are
the real and the imaginary part of the black solid line ω, re-
spectively. (a) Type IIIs dynamical instability appears with
the peak locating at zero wave vector kp and zero Re(ωp), (b)
type IIIo at zero momentum kp and nonzero Re(ωp), (c) type
Io at nonzero momentum kp and nonzero Re(ωp), (d) type Is
at nonzero momentum kp and zero Re(ωp).
field theory[9, 10]. The fine tunability and the wonder-
ful controllability in BEC experiments provide an excel-
lent testbed for many theoretical predictions [11–18]. In
fact, the DIs exist not only in scalar (single-component)
BECs, such as solitons [19] and vortices [20], but also in
spinor BECs, including the two-component and three-
component spinor BECs, where vector solitons [21],
Skyrmion vortices [22, 23], and spin domains/textures
are explored [24–30]. These DI types belong to either
IIIO or IO. The more complicated DI type IO was the-
oretically investigated only in two-component/two-mode
BECs [31] and experimentally in five-component spin-2
87Rb condensates [32, 33]. However, for the experimen-
2tally easily available spin-1 BECs, few efforts had been
made in this direction.
In this paper, we systematically investigate all the four
types DIs in an antiferromagnetic spin-1 BEC in a mag-
netic field. Although the antiferromagnetic spin-1 BEC
is dynamically stable at zero magnetic field, the intro-
duction of a nonzero magnetic field causes the system to
exhibit all four types DIs. Unlike the unavoided crossing
theory in the coupled two-component BECs, the emer-
gence of the IO type DI requires the simultaneous cou-
pling of the three modes in the spin-1 BEC. Moreover,
an amazing pattern transition from type IO to type IIIO
occurs as we increase the magnetic field. Our numeri-
cal calculations indicate that these types DIs are readily
observed in 23Na condensates under current experimen-
tal conditions. The theory and methods open a door to
the understanding of the spin texture observed experi-
mentally in spin-1 condensates in nonzero magnetic fields
with/without magnetic dipolar interaction [25–27].
The paper is organized as follows. In Sec. II, we re-
view the theoretical description of system and Number-
conserving Bogoliubov theory .In Sec. III, we analytically
design and numerically confirm magnetic field induced
dynamical instabilities and Pattern transition. In Sec.
IV we present experimental consideration,and then give
a conclusion.
II. SYSTEM DESCRIPTION AND
NUMBER-CONSERVING BOGOLIUBOV
THEORY
We consider a uniform anti-ferromagnetic spin-1 con-
densate in an external magnetic field B along the z axis.
The Hamiltonian of the system is[34–37]
Hˆ =
∫
d~r
[
ψˆ†i (
−~2
2M
∇2 + Ei)ψˆi + c0
2
ψˆ†i ψˆ
†
j ψˆjψˆi
+
c2
2
ψˆ†kψˆ
†
i (Fγ)ij(Fγ)klψˆjψˆl
]
, (1)
where i, j, k, l ∈ {±, 0} with ±, 0 denoting the magnetic
quantum numbers ±1, 0, respectively. Repeated indices
are summed. ψi(ψ
†
i ) is the field operator which annihi-
lates (creates) an atom in the ith hyperfine state |i〉 ≡
|F = 1,mF = i〉. M is the mass of the atom. Interaction
terms with coefficients c0 and c2 describe elastic colli-
sions of spin-1 atoms, namely, c0 = 4π~
2(a0 + 2a2)/3M
and c2 = 4π~
2(a2 − a0)/3M with a0 and a2 being the
s-wave scattering lengths in singlet and quintuplet chan-
nels. The spin exchange interaction is anti-ferromagnetic
(ferromagnetic) if c2 > 0 (< 0). We focus on the anti-
ferromagnetic spin interaction in this work. Fγ=x,y,z are
spin-1 matrices. Ei denotes the Zeeman shift of an alkali
atom in the state |i〉 (the Breit-Rabi formula) [38, 39],
E± = −(EHFS/8)∓gIµIB− (EHFS/2)
√
1± α+ α2 and
E0 = −(EHFS/8) − (EHFS/2)
√
1 + α2, where EHFS is
the hyperfine splitting and α = (gIµIB+gJµBB)/EHFS .
Here gJ is the Lande´ g-factor for a valence electron with
the total angular momentum J = 1/2 and gI is the
Lande´ g-factor for an atom with nuclear spin I = 3/2,
such as 87Rb and 23Na atoms. µB (µI) is the Bohr (nu-
clear) magneton. For convenience we introduce the linear
and the quadratic Zeeman term η = (E− − E+)/2 and
δ = (E+ + E− − 2E0)/2, respectively.
To explore the DIs of the anti-ferromagnetic
condensate in a nonzero magnetic field, we
start from a stationary state, which is a so-
lution to the following coupled equations [39],
c2nρ0
√
(1− ρ0)2 −m2 sin θ = 0 and −δ+ c2n(1− 2ρ0) +
c2n
[
(1− ρ0)(1− 2ρ0)−m2
]
/
√
(1− ρ0)2 −m2 cos θ =
0, where n is the total density of the condensate.
The fractional population of the ith component is
ρi = ni/n with ni the ith component density and∑
i ni = n, m = ρ+ − ρ− is condensate magnetiza-
tion, and θ = θ+ + θ− − 2θ0 is the relative phase
with θi being the phase of the ith component. The
condensate spin wave function is ξi =
√
ρie
−iθi
and the energy of the condensate is [36, 40, 41]
ε = c2nρ0[(1 − ρ0) +
√
(1− ρ0)2 −m2 cos θ] + δ(1 − ρ0).
We limit ourselves to the stationary states with m = 0
and θ = 0, i.e., ξ = (ξ1 ξ0 ξ−1)
T with
ξ± =
√
1
4
+
δ
8c2n
, ξ0 =
√
1
2
− δ
4c2n
. (2)
We focus on the three-component condensates, thus
δ/c2n ∈ (−2, 2). In fact, the parameter range we ex-
plore in this work is δ/c2n ≪ 1. We note that such a
stationary state lies at a maximum point on the energy
surface and is easily prepared by rotating a full polar-
ized condensate to the +x direction with a rf pulse in
experiments [42].
For a uniform spinor condensate, it is more convenient
to work in momentum space by expanding the field opera-
tors in terms of plane waves as ψˆm = Ω
−1/2
∑
k e
ik·raˆk,m
where Ω is the volume of the condensate and aˆk,m (aˆ
†
k,m)
is the annihilation (creation) operator of an atom with
wave number k and magnetic number m ∈ {±1, 0}.
Following the same way as in Ref. [43, 44], the origi-
nal Hamiltonian Eq. (1) is rewritten as Hˆ =
∑
k,m
(ǫk −
ηm + δm2)aˆ†k,maˆk,m + (c0/2Ω)
∑
k
: ρˆ†kρˆk : +(c2/2Ω)
∑
k
:
fˆ †kfˆk :, where ǫk = ~
2
k
2/(2M) is the kinetic energy of
the collect excitation mode with wave vector k, ρˆk ≡∑
q,m aˆ
†
q,maˆq+k,m and fˆk ≡
∑
q,m,n fm,naˆ
†
q,maˆq+k,n with
f = (Fx, Fy, Fz) being the spin-1 matrices in vector no-
tation. The symbol :: denotes the normal ordering of
operators.
The dispersion relations of the system can be di-
rectly calculated with the number-conserving Bogoliubov
theory, which preserves the atom number N without
introducing the chemical potential as Lagrange multi-
plier. According to this theory, by substituting aˆ0,m with
ξm(N −
∑
k 6=0,m aˆ
†
k,maˆk,m)
1/2 and keeping terms up to
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FIG. 2: (Color online) Dispersion relations in an anti-ferromagnetic spin-1 BEC. Only the positive branches are plotted. Real
(a) and imaginary (d) parts of the collective modes’ frequency at B = 0. Real (b) and imaginary (e) parts of the collective
modes’ frequency at B = 0.04 mG. Real (b) and imaginary (e) parts of the collective modes’ frequency at B = 1 mG. DM,
SM, and QSM are denoted with green dotted lines, blue dashed lines, and red solid lines, respectively. The condensate density
is n = 1014 cm−3. Four types of DIs all appear in a large nonzero magnetic field.
the second order in aˆk 6=0,m (aˆ
†
k 6=0,m), the effective Bo- goliubov Hamiltonian becomes [44]
Hˆe =
∑
k 6=0
1∑
m=−1
[ǫk − ηm+ δm2 + η〈Fz〉 − δ〈F 2z 〉 − c2n(1 − |ξ20 − 2ξ1ξ−1|2)]aˆ†k,maˆk,m + c2n〈f〉 ·
∑
k 6=0
∑
m,n
fm,naˆ
†
k,maˆk,m
+
c0n
2
∑
k 6=0
(2Dˆ†kDˆk + DˆkDˆ−k + Dˆ
†
kDˆ
†
−k) +
c2n
2
∑
k 6=0
(2 ˆ̥ †k · ˆ̥ k + ˆ̥ k · ˆ̥−k + ˆ̥ †k · ˆ̥ †−k), (3)
where n = N/Ω, Dk =
∑
m ξ
∗
maˆk,m, ˆ̥ k =
∑
m,n fm,nξ
∗
maˆk,n, 〈Fz〉 (〈F 2z 〉) is the average of Fz(F 2z ) over the stationary
state ξ = (ξ1 ξ0 ξ−1)
T and the constant term is ignored.
The square of the Bogoliubov excitation spectrum ω2k,σ is straightforwardly calculated as the eigenvalues of the
non-hermitian matrix
G = (M +N)(M −N) (4)
where
M =

 A1 c2n(ξ1ξ
∗
0 + 2ξ0ξ
∗
−1) + c0nξ1ξ
∗
0 c0nξ1ξ
∗
−1 − c2nξ1ξ∗−1
c2n(ξ0ξ
∗
1 + 2ξ−1ξ
∗
0) + c0nξ0ξ
∗
1 A0 c2n(2ξ1ξ
∗
0 + ξ0ξ
∗
−1) + c0nξ0ξ
∗
−1
c0nξ−1ξ
∗
1 − c2nξ−1ξ∗1 c2n(2ξ0ξ∗1 + ξ−1ξ∗0 ) + c0nξ−1ξ∗0 A−1


N = n

 (c0 + c2)ξ
2
1 (c0 + c2)ξ1ξ0 (c0 − c2)ξ1ξ−1 + c2ξ20
(c0 + c2)ξ1ξ0 c2ξ
2
0 + 2c2ξ1ξ−1 (c0 + c2)ξ0ξ3
(c0 − c2)ξ1ξ−1 + c2ξ20 (c0 + c2)ξ0ξ3 (c0 + c2)ξ21


with Am = ǫk − ηm+ δm2 + η〈Fz〉 − δ〈F 2z 〉+ c2n(|ξm|2 − 2|ξ−m|2 + |ξ20 − 2ξ1ξ−1|2) + c0n|ξm|2.
III. MAGNETIC FIELD INDUCED
DYNAMICAL INSTABILITIES AND PATTERN
TRANSITION
A. Magnetic field induced dynamical instabilities
We numerically calculate the dispersion relations for
a uniform 23Na condensate in zero and nonezero mag-
netic fields and present the results in Fig. 3. At B = 0,
4as shown in Fig. 2(a) and (d), the imaginary part of
the frequency is zero for all three modes, the density
mode (DM), the spin mode (SM), and the quadrupolar
spin mode (QSM). These zero imaginary parts indicate
that the stationary state is dynamically stable, consis-
tent with previous results [45]. Such an agreement in-
dicates that the number-conserving Bogoliubov theory
essentially produces the same collective excitation spec-
trum as the standard one but is more convenient without
introducing additional Lagrange multiplier [44]. There
are four interesting cross points as the wave vector k in-
creases in Fig. 2(a): (i) the SM and the DM crosses at
the origin; (ii) the QSM crosses the DM; (iii) the QSM
crosses the SM; (iv) the QSM touches zero frequency. All
the last three cross points lie at nonzero wave vectors.
Dynamical instability might occur near these four cross
points if a perturbation is purposely introduced [31], as
we numerically prove in the following.
Typical types DIs are presented in Fig. 2(b) and (e),
and (c) and (f), for B = 0.04 mG and 1 mG, respectively.
From Fig. 2(b) and (e), three DI types are observed at
B = 0.04 mG: IIIS at k = 0, two IO’s and IS as k
increases. From Fig. 2(c) and (f), there are four DI types,
IIIS and IIIO at k = 0, IO and IS as k increases.
By comparing Fig. 2(d) and (e), different types DIs in-
deed occur by introducing a small but nonzero magnetic
field and the peak positions of the wave vector of the DI
correspond, respectively, to the cross points in Fig. 2(a).
As shall be shown, the emergence of these DIs is clearly
explained by the following perturbation theory, where the
magnetic field effects are treated as perturbation.
At B = 0, we define G = G0. It is easy to find the
eigenvalues of G0 and the transformation matrix S,
S−1G0S =

ω
2
S 0 0
0 ω2Q 0
0 0 ω2D


with ωS = ǫk, ωQ = ǫk − 2c2n, and ωD =√
[ǫk + 2n(c0 + c2)]ǫk, where
S =
1
2

−
√
2 1 1
0 −√2 √2√
2 1 1

 .
These eigenmodes are SM, QSM, and DM.
At a small magnetic field, the stationary state is ap-
proximately the same as B = 0 since the quadratic Zee-
man effect δ/(c2n) is negligible. The perturbation term
introduced by the magnetic field V = S−1(G −G0)S is,
expressed in the eigenbasis of G0,
V = η

 η
√
2(ǫk − c2n)
√
2ǫk√
2(ǫk − c2n) η/2 η/2√
2[(c0 + c2)n+ ǫk] η/2 η/2

 .
Clearly, the magnetic field terms couple all the three
modes and cause various types of DIs, including the triv-
ial IIIS pattern, the common IS [46], and the long-sought
IO’s [31, 45].
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FIG. 3: (Color online) Dependence of the peak positions (top
row), the real part (middle row) and the imaginary part (bot-
tom row) of the peak values of four types unstable modes on
the magnetic field (left column) and on the condensate density
(right column) in an antiferromagnetic spin-1 23Na conden-
sate. The density is n = n0 with n0 = 10
14 cm−3 for the
left column and the magnetic field is B = 1 mG for the right
column. The magnetic fields and the densities are available
in current 23Na condensate experiments.
At a relatively large magnetic field, by comparing
Fig. 2(e) and (f), we find that the DIs become more
significant with larger imaginary parts. To systemati-
cally investigate the magnetic field effect on these DIs,
at each magnetic field, we extract the peak position of
the imaginary part of the four types DIs, kp, and the
corresponding real and imaginary part of the frequency,
ωp. These results are presented in the left column of
Fig. 3, from which we find that the peak positions, the
real part and the imaginary part of the peak values all
increase monotonically with the magnetic field, except
the lower-kp IO whose peak position decreases down to
zero (see also Fig. 4).
The density dependence of the peak properties is pre-
sented in the right column of Fig. 3. The peak positions
of IO and IS decrease a little and then increase as the
density increases. Importantly, the lowest kp is about
1 µm−1 at the density of n = 1014 cm−3, which im-
plies that a spatial pattern with a characteristic scale
of 2π/kp ∼ 6 µm appears. Such a spatial pattern is
experimentally detectable and the atom density is read-
ily available with current experimental techniques [47].
From Fig. 3(d), we find that the real parts of the peak
value for IIIO and IO increase with the density. Inter-
estingly, the imaginary parts for the IO and IS increase
at low densities, but decrease at high densities, as shown
in Fig. 3(f).
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FIG. 4: (Color online) Pattern transition. The DI type
changes from IO to IIIO as B > BC , indicated by the peak
position lying at kp = 0. The width of the DI region changes
drastically from a quadratic function of B to a linear one
before BC .
B. Pattern transition
The unusual decreasing of peak position of the lower-
kp IO to zero in Fig. 3(a) and Fig. 4 actually manifests
a remarkable pattern transition to IIIO. Such a pat-
tern transition has not been revealed before, to our best
knowledge. As shown in Fig. 4, the width of the IO re-
gion w increases rapidly in a rough quadratic form but
the peak position is almost fixed if the magnetic field is
smaller than 0.06 mG. Once the left end of the IO region
touches the origin k = 0, the width changes only lin-
early with B but the peak position decreases drastically
down to zero. The DI type becomes IIIO since kp = 0,
if B > BC .
IV. CONCLUSION
To experimentally observe the DIs and the pattern
transition, on one hand, it is important to lower the mag-
netic field so that the characteristic length of the DIs
is larger than the spatial resolution of about 1 µm for
the detector. Within a magnetically shielded room, the
magnetic field can reach as low as 10−2 mG with phase
compensation technique [48], which is low enough for the
DIs and the pattern transition. On the other hand, the
characteristic time of the DIs [1/Im(ωp)] must be shorter
than the spin-1 condensate life time which can reach as
long as 102 s [49]. One has to balance the two factors in
a practical 23Na condensate experiment.
We predict all the four types DIs in an anti-
ferromagnetically interacting spin-1 condensate in a mag-
netic field with the number-conserving Bogoliubov the-
ory. Remarkablely, the system exhibits a pattern tran-
sition from IO to IIIO once the magnetic field crosses
the critical value Bc. Our theoretical predictions about
the DIs and the pattern transition are readily to be veri-
fied in a 23Na spin-1 condensate under currently available
experimental conditions.
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