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iiAbstract
This thesis deals with feedforward backpropagation neural networks and interval neu-
trosophic sets for the binary and multiclass classiﬁcation problems. Neural networks
are used to predict “true” and “false” output values. These results together with the
uncertainty of type error and vagueness occurred in the prediction are then represented
in the form of interval neutrosophic sets. Each element in an interval neutrosophic
set consists of three membership values: truth, indeterminacy, and false. These three
membership values are then used in the classiﬁcation process. For binary classiﬁca-
tion, a pair of neural networks is ﬁrst applied in order to predict the degrees of truth and
false membership values. Subsequently, bagging technique is applied to an ensemble
of pairs of neural networks in order to improve the performance. For multiclass clas-
siﬁcation, two basic multiclass classiﬁcation methods are proposed. A pair of neural
networks with multiple outputs and multiple pairs of binary neural network are ex-
perimented. A number of aggregation techniques are proposed in this thesis. The
difference between each pair of the truth and false membership values determines the
vagueness value. Error occurred in the prediction are estimated using an interpolation
technique. Both vagueness and error then form the indeterminacy membership. Two
and three dimensional visualization of the three membership values are also presented.
Ten data sets obtained from UCI machine learning repository are experimented with
the proposed approaches. The approaches are also applied to two real world problems:
mineral prospectivity prediction and lithofacies classiﬁcation.
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viContributions of This Thesis
In general, binary neural network classiﬁcation is processed using a single neural net-
work or an ensemble of several neural networks. In this thesis, a novel approach for
binary neural network classiﬁcation is proposed. A pair of neural networks and an
ensemble of several pairs of neural networks have been considered. Each pair consti-
tutes two opposite networks trained to predict the degree of truth and false membership
values. Normally, the predicted outputs always contain uncertainty. Quantiﬁcation of
uncertainty of type vagueness and error in binary neural network classiﬁcation is also
proposed. These uncertainties are presented in the form of indeterminacy membership
values. The three memberships: truth, indeterminacy, and false memberships form the
interval neutrosophic sets. Therefore, the proposal is based on a combination of binary
neural networks and interval neutrosophic sets. Results from this study have been pub-
lished in journal paper 1 and in conference paper 4. Furthermore, the results obtained
from the proposed approach are compared to the results obtained from other existing
approaches. This comparison has been published in conference paper 2. The study of
binary classiﬁcation is described in Chapter 3. In order to realize the binary classiﬁca-
tion approach, the proposed methodology has been applied to a real world problem of
mineral prospectivity prediction. The study of mineral data has been published in two
Springer lecture notes as papers 10 and 14, as well as in ﬁve conference papers 3, 11,
12, 13, and 15. This study is described in Chapter 5.
The proposed technique of using a pair of neural networks and the quantiﬁcation
of vagueness and error occurred in the prediction has also been applied to solve the
viiproblem of multiclass neural network classiﬁcation. A combination of the proposed
multiclassneuralnetworksandintervalneutrosophicsetshasalsobeenproposedinthis
study. This ﬁnding has been published in journal paper 6 and in two conference papers
5 and 8. This study is described in Chapter 4. The proposed multiclass classiﬁcation
approach has also been applied to the real world problem of lithofacies classiﬁcation.
This study has been published in journal paper 7 and in conference paper 9. This study
is described in Chapter 6.
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Introduction
1.1 Classiﬁcation Problems
In real-life and practical applications, many real world problems can be considered as
problems of classiﬁcation and prediction. For example, given a certain condition or
situation, one has to determine a decision of Yes or No. This is a form of a binary
classiﬁcation problem. Another situation is given a certain amount of information,
one has to determine the predicted result from possible multiple outcomes. This is
considered to be a multiclass classiﬁcation problem.
In order to solve the problems of classiﬁcation and prediction, several algorithms
have been proposed in the past. Two of the most successful and popular algorithms are
artiﬁcial neural networks (ANN) [13] and support vector machines (SVM) [98]. An
artiﬁcial neural network is one of the most widely used algorithms for the classiﬁ-
cation since its adaptive and parallel processing ability [20]. ANN is also known as
neural network (NN). Development of neural network was inspired by the biological
nervous systems. An artiﬁcial neural network however is viewed as a black box, which
is a computational model that transforms or maps its input into an output. There are
many different types of neural networks such as feedforward neural network, radial
basis function network, kohonen self-organizing network, stochastic neural networks,
modular neural networks, and many other varieties. Feedforward neural networks are
1the most popular neural network and they are suitable for a large variety of applica-
tions [43]. ANN is consequently chosen for the experiments in this thesis.
On the other hand, imperfection always exists in real world data and also in the
prediction process. In order to achieve high quality classiﬁcation results, the possible
imperfection in the data and the decision process must be considered. In this study, it
is believed that the degree of imperfection may be used as an indication of the level
of quality of the results in the classiﬁcation. Hence, by quantiﬁcation and using the
information as regard to the imperfection, this can increase the accuracy of the deci-
sion making process and subsequently obtaining better results. This thesis deals with
imperfection of type uncertainty occurred in the classiﬁcation. Two causes of uncer-
tainty are explored. The two types of uncertainty are error and vagueness. They are
discussed further in the next chapter.
In recent years, the Interval Neutrosophic Set (INS) [101] has been proposed to
deal with some types of imperfection. The membership of an element in an interval
neutorsophic set is expressed by three values: truth, indeterminacy, and false mem-
bership values. Such values are suitable for the representation of imperfection in the
classiﬁcation process.
In this thesis, neural networks are used as the tool to determine the classiﬁcation
output and the interval neutrosophic sets are applied for the representation of imper-
fection in the process. The output of the prediction together with its uncertainty is
represented in the form of an interval neutrosophic set. For the proposed binary classi-
ﬁcation approach, two neural networks are trained. Both networks are complementary
to each other. They provide two aspects of the output. The ﬁrst network predicts
the degrees of truth membership whereas the second network predicts the degrees of
false membership. The predicted outputs from both networks are supposed to be com-
plementary to each other. In practice, however the two predicted outputs may not
completely complement each other. Vagueness may occur between the boundary of
the truth and false membership values and error may also occur in the prediction as
well. In this study, error and vagueness are represented in the form of indeterminacy
membership. The three memberships form an interval neutrosophic set and are used
for decision making in the binary classiﬁcation.
2While a pair of single neural networks described previously have been reported
performing satisfactorily in most cases, in [50], it was found that an ensemble of di-
verse neural networks gave better results and less error than a single neural network.
Hence, an ensemble of pairs of opposite neural networks is also proposed in this thesis.
Diversity in an ensemble is handled by manipulation of the input and output data. In
this thesis, disagreement of the output targets provides diversity in the output data. In
addition, a bagging technique is also used for the manipulation of the diversity in the
input data. In order to resolve the outputs from the different networks in the ensemble,
a number of aggregation techniques are also proposed in this thesis.
Another problem being considered in this thesis is multiclass classiﬁcation. In
general, multiclass neural network classiﬁcation can be implemented either using a
single neural network with multiple outputs or using multiple binary neural networks.
In the ﬁrst case, the output value is compared to different threshold values attributing to
different classes or bins. In the latter case, each neural network determines a particular
class. Research from the past using these approaches have only concentrated on the
“truth” output of the network. In this thesis, both techniques for multiclass classiﬁca-
tion are used together with the incorporation of the “false” networks and the interval
neutrosophicsets. Intheﬁrsttechnique, apairofneuralnetworkswithmultipleoutputs
is created whereas multiple pairs of binary networks are used in the second technique.
Error and vagueness are also quantiﬁed from the prediction in a similar manner as in
the binary classiﬁcation process.
Based on the three memberships from the INS, the relationship among these
memberships can be visualized in two and three dimensional spaces. These visualiza-
tion can support decision making for the ﬁnal result. From the experiments carried
out in this study, it was found that the proposed methods have improved the classi-
ﬁcation performance as compared to the traditional methods which only applied the
truth membership value. Furthermore, the results obtained from the proposed ensem-
ble methods also outperformed the results obtained from a single pair of networks and
the results obtained from a single truth network. In addition, the results obtained from
the proposed approaches have been compared with to published results obtained from
other types of classiﬁcation methods such as support vector machines, decision trees,
3and other varieties of neural networks. It was found that the results from this study
are either better or are comparable to those existing techniques. However, the pro-
posed techniques have the advantage over the other classiﬁers since imperfection in
the classiﬁcation processed have been considered. In addition, such uncertainty can be
visualized in the two and three dimensional representations.
The data sets used in this study obtained from the UCI Machine Learning Repos-
itory, which is a collection of databases, domain theories, and data generators that are
used by the machine learning community [8]. The UCI data set is publicly available
and has been widely used by researchers all over the world. It is one of the top 100
most cited papers in computer science [8]. For the binary classiﬁcation in our ex-
periment, the proposed approach has been tested with three benchmarking UCI data
sets, which are ionosphere, pima, and liver. For the multiclass classiﬁcation problem,
the proposed techniques have been applied to seven classical benchmarking data sets
including balance, ecoli, glass, lenses, wine, yeast, and zoo from the UCI machine
learning repository. These data sets are often used in many papers for benchmarking
or used for classiﬁcation experiments. Furthermore, the proposed methods have also
been applied to two practical problems, which are described below.
• Prediction of mineral prospectivity
In mining industry, one of the most important tasks is to determine the mineral
deposit at the locations of interest. High quality mineral prospectivity predic-
tion is needed especially in the poorly-explored areas which contain few known
deposit [87]. Hence, most of the current research studies try to achieve the aim
of creating high quality prediction of mineral deposit locations. However, high
quality prediction also contains imperfection because nothing in the environment
is perfect. Imperfection in geoscience data sets is often high due to both the un-
certainty in geological mapping and the uncertainty in the spatial locations of
the geological features. There are always certain degrees of imprecision, inac-
curacy and vagueness in geoscience data [36]. Mineral prospectivity predictions
are calculated from several sources of data which are always imprecise. Typi-
cal sources of data are geology, geochemistry, or geophysics information. Also,
4theseinputdataareoftenincompletebecausenotallthedatathatarerequiredcan
be collected from the study area. It can also be expected that the data collected
from poorly-explored areas contain imperfect information as well. Inaccuracy
occurs in the input data because of measurement or observation errors. Mineral
deposit potential estimation also possesses a degree of vagueness. Few loca-
tions have one hundred percent similarity or zero percent similarity to mineral
deposits. Most locations have features that correspond to degrees of similarity
between these two extremes. The deﬁnition of what constitutes a deposit loca-
tion and what constitutes a barren or non-deposit location is vague. Hence, each
location contains uncertain information about the degree of favourability for de-
posit, degree of favourability for barren or non-deposit, and degree of indeter-
minable information. The uncertainty in mineral prospectivity prediction should
be therefore considered in detail. A proper approach to assess the quantiﬁcation
of uncertainty has the potential to signiﬁcantly improve the process of decision
making in regional mineral exploration. In Chapter 5, interval neutrosophic sets
are combined with binary neural networks in order to express uncertainty in the
prediction of mineral deposit locations.
• Prediction of lithofacies from well logs
Inoilandgasindustry, thepetrophysicalpropertiesofanareaunderinvestigation
are the essential information such as porosity, and permeability [102]. Perme-
ability is widely used to determine the well or reservoir production rate of the
hydrocarbon resources, such as oil or gas. There are many existing techniques
available for the estimation of permeability. One technique is to pre-identify the
ﬂow units before estimating the permeability under each ﬂow unit. In order to
characterize the well into different ﬂow units before estimating the permeability,
lithofacies have to be identiﬁed. This thesis deals with lithofacies classiﬁcation
from well log data collected from boreholes at different depths using petrophys-
ical logging tools. Several petrophysical properties are normally recorded in-
cluding, but not limited to, gamma ray (GR), deep induction resistivity (ILD)
and sonic travel time (DT). These physical properties are real world data which
5always contain imperfection. Inaccuracy can occur because of measurement er-
rors. Vagueness can happen in the transition zone during the measurement. Well
log data can be classiﬁed into multiple classes of lithofacies. If well log data falls
in a transition zone then vagueness may occur in the classiﬁcation. Hence, quan-
tiﬁcation of uncertainty has the potential to signiﬁcantly improve the process of
lithofacies classiﬁcation. In Chapter 6, multiclass neural networks and interval
neutrosophic sets are applied in order to classify the lithofacies into multiple
classes according to the available data.
1.2 Objectives
The objective of this research is to study, develop and apply techniques and method-
ologies based on soft computing paradigm to address the problems of binary and mul-
ticlass classiﬁcation incorporating the quantiﬁcation of uncertainty in the process. The
interval neutrosophic sets are integrated with neural networks in order to represent un-
certainty in the binary and multiclass classiﬁcation. Error and vagueness are quantiﬁed
from the classiﬁcation. It is proposed that the quantiﬁcation of the uncertainty could
be visualized in two and three dimensional spaces in order to aid the classiﬁcation
process. The proposed techniques are experimented and demonstrated based on the
classical benchmark UCI data sets. Finally, the proposed techniques are applied to
solve the problems of mineral prospectivity and well log lithofacies classiﬁcations.
1.3 Methodology
There are several steps to follow in order to achieve the above mentioned objectives.
The ﬁrst step is to deﬁne the meaning of the truth, indeterminacy, and false mem-
berships, which are used to quantify the results and uncertainties obtained from the
classiﬁcation process. This is followed by the quantiﬁcation of the uncertainty of type
error and the uncertainty of type vagueness in neural network classiﬁcation, as well as
the estimation of error and computation of vagueness in the classiﬁcation. The interpo-
6lationtechniquesareusedtoestimateerrorwhereasthevaguenessvaluesarequantiﬁed
based on the boundary zone between the truth and false membership values. After the
three memberships are deﬁned and computed, interval neutrosophic sets are created to
associate the prediction with the uncertainty obtained from the outputs of the neural
networks.
The initial experimentation is based on the problem of binary classiﬁcation with
a pair of neural networks. After that, ensemble neural networks are applied to improve
the accuracy of the classiﬁcation. Bagging technique is used to increase diversity in
the ensemble. The next step is to deal with multiclass classiﬁcation. In this thesis, both
multiple binary neural networks and a single neural network with multiple outputs are
used to cope with multiclass classiﬁcation. In the ﬁnal step, the classiﬁcation results
are visualized in two and three dimensional spaces. In this thesis, all experiments are
implemented using the Matlab software package. The computing platform is based on
a Window XP operating system installed on a PC equipped with a Pentium 4 3.2 GHz
CPU and 2GB RAM of onboard memory. Most execution rounds are completed within
minutes.
1.4 Thesis outline
In Chapter 2, the basic concepts of imperfection, interval neutrosophic sets, neural net-
works, support vector machines, and several other types of classiﬁers are described.
Imperfection has been deﬁned in various ways by other researchers [90, 40, 36]. In
this thesis, the emphasis is on error and vagueness, and the deﬁnition of interval neu-
trosophic sets deﬁned by Wang et al. [100] is adopted. The basic theory of interval
neutrosophic sets are explained in Chapter 2. Binary and multiclass classiﬁcations are
described in the same chapter. Also, ensemble neural networks and the bagging tech-
nique are explained. Finally, an overview of the concepts of support vector machines
and other classiﬁers are provided.
In Chapter 3, the proposed binary neural network classiﬁcation is described. A
pair of neural networks are used to predict the truth and false membership values. Er-
7ror and vagueness are estimated and represented as indeterminacy membership values.
Ensemble of neural networks are created based on bagging technique. A number of
aggregation techniques to resolve the outputs from the multiple neural networks are
described. The classiﬁcation results are compared to the results obtained from other
existing classiﬁers. Finally, the results from the quantiﬁcation of uncertainty are repre-
sented in two and three dimensional spaces. This will be a valuable visualization tool
in the decision process as the uncertainty could now be considered.
In Chapter 4, the proposed process for multiclass classiﬁcation is explained. Two
basic multiclass classiﬁcation concepts are used in this proposed approach. The ﬁrst
approach is based on a single neural network with multiple outputs. The second ap-
proach uses multiple binary neural networks. Error and vagueness are also considered
in the classiﬁcation in the similar manner as describe in the previous chapter. The clas-
siﬁcation results are compared to those obtained from other existing multiclass classi-
ﬁers. Finally, the results from the quantiﬁcation of uncertainty are also represented in
two and three dimensional spaces.
In Chapter 5 and 6, the proposed approaches are applied to two real world prob-
lems. Chapter 5 describes the use of the proposed binary classiﬁcation approach to the
problem of mineral prospectivity prediction. Chapter 6 describes the application of the
proposed multiclass classiﬁcation approach to the problem of lithofacies classiﬁcation
from well log data. Similar to the previous chapters, results from the quantiﬁcation of
uncertainty are also represented in two and three dimensional spaces. Finally, conclu-
sions and recommendations for future research are given in Chapter 7.
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Background
In this thesis, neural networks are applied to the problem of classiﬁcation and interval
neutrosophic sets are utilized to express uncertainty associated in the process. Two
causes of uncertainty are considered in this thesis - vagueness and error. Uncertainty
can be considered as one aspect of imperfection. In order to understand uncertainty,
various aspects of imperfection are described. Several models used to deal with differ-
ent types of uncertainty are also explained. Subsequently, the basic theory of interval
neutrosophic sets is described. In this thesis, feedforward backpropagation neural net-
works (BPNN) for binary and multiclass classiﬁcation are used and the principles are
explained in this chapter. The basic concepts of binary and multiclass classiﬁcation are
also covered. In this study, an ensemble neural networks approach based on bagging
technique is applied. An overview of ensemble neural networks and bagging technique
is therefore provided. From the experiments carried out in this study, the results ob-
tained from the proposed approaches are compared to the results obtained from other
existing and well known classiﬁers such as support vector machines (SVM). The basic
concepts of SVM and the other types of classiﬁers are therefore included.
2.1 Imperfection
Imperfections always occur in the nature. Hence, data collected from real world phe-
nomena always contain imperfection. In Appendix A, several aspects of imperfec-
9tion are explained using Compact Oxford English Dictionary [1]. There are differ-
ent aspects of imperfection deﬁned by different researchers. Smets [90] considered
imperfection in three main aspects: imprecision, inconsistency, and uncertainty. He
suggested that imprecision occurs if several worlds are compatible with the available
information whereas inconsistency happens when there is no world agreeable to the
information. In general, inconsistency occurs when time is involved. For instance, if
an egg is fresh and uncooked at 8AM but after it has been boiled for 15 minutes, it has
become cooked. Hence inconsistency exists if the same egg is said to be uncooked at
8:15AM. Uncertainty is deﬁned as a lack of information about the world for deciding if
the statement is true or false. These three aspects are related to one another. In general,
imprecision in the data is a major cause of uncertainty [90]. Examples of imprecision
are error, inaccuracy, incompletion, ambiguity, and vagueness. Error occurs when the
information is wrong. For example, if it is stated that Fuji mountain is 2,776 meters
high whereas its actual height is 3,776 meters above the sea level, then the information
is wrong. However, if the height of Mt. Fuji is considered to be 3,775 meters, then this
situation may be considered as an inaccurate information. The information is consid-
ered as incomplete if some required parts are missing. An example of the ambiguity is
the statement “the food is hot”. In this case, the food can be either spicy or warm. The
ambiguity arises from the interpretation of the word “hot”.
Vagueness is normally expected in real world problems. It is involved in the
borderline cases. For instance, one cannot exactly deﬁne how many grains of sand
constitute a heap. This is an example of the Sorites paradox which can be explained
using the following questions. Is one grain of sand a heap? The answer is no. If one
grain is added, is it turned into a heap? The answer is no. A grain is added one at a
time until n grains of sand are added. If n grains of sand are not a heap, and one grain
is added. Is it turned into a heap? The answer is still no. However, if n is a very large
number in terms of many millions, the result would be a heap. The initial condition is
true and the following sequence is correct, but the conclusion of “not a heap” is false
when n is very large. This situation is called the Sorites paradox. If a concept is Sorites
susceptible, then it should be modeled as a vague concept [40].
In geographic environment, Duckham [36] suggested that uncertainty arises be-
10cause geographic information is always imperfect. He proposed three types of imper-
fection, which are imprecision, inaccuracy and vagueness. Imprecision occurs when
data is incomplete or lacking in details. Inaccuracy happens when errors exist in the
observation. Vagueness deals with the concept of boundaries which cannot be deﬁned
precisely. From the previous example of a heap, the exact number of n cannot be
deﬁned precisely. This means that the exact boundary for a heap cannot be deﬁned.
An example in geographic environment is that one cannot deﬁned where is the ex-
act boundary between valley and mountain. In order to deal with the vague concept,
boundary can be considered as a transition zone instead of a single value.
Fisher [41] proposed three types of uncertainty: error, vagueness, and ambiguity.
Error can result from several sources such as measurement, data entry, or processing
as well as a lack of knowledge about the data or the lack of ability in accurate mea-
surement. In [40], Fisher separated vagueness which is the concept of boundaries in
two principle views. First, the boundaries are deﬁned in the degree of certainty. Sec-
ond, the boundary is certain and clear at the moment of time because there are several
varieties of opinions among people. Ambiguity occurs when the decision deals with
doubt.
Shu et al. [84] divided geographic information uncertainty into two categories,
which are uncertainty of entities and uncertainty of human-machine-earth relations.
For the ﬁrst category, uncertainty of geographic, computational, and cognitive entities
are considered. For the later category, uncertainty is separated into inaccuracy, incom-
pleteness, inconsistency, and imprecision. In their research, inaccuracy is considered
as an approximation if small error occurs in the measurement value. However, if a
“serious” error occurs then it is called incorrectness. Incompleteness happens when
some values are missing. If several computational and cognitive statements exist for
the same geographic entity then inconsistency occurs. Imprecision is divided into three
levels of value resolution: low, lower, and much lower. They are named nonspeciﬁcity,
ambiguity/confusion, and vagueness/fuzziness, respectively.
In [32], vague objects in geographic environment were deﬁned. Vague objects
were separated into three types: vague point, value line, and vague region. In this
thesis, the concept of vague objects is applied to the proposed approach. The output
11of the prediction is considered as vague point. Vague point is deﬁned as a ﬁnite set of
disjoint sites with known location, but the existence of the sites may be uncertain. For
vague line and vague region, more details can be found in [32].
Imperfection can be categorized into various taxonomies according to different
views of researchers. From these taxonomies, the causes of uncertainty are revealed
in various aspects. It is found that imprecision is a major cause of uncertainty. Hence,
quantiﬁcation of uncertainty depends on the type of imprecision. A variety of methods
are used to deal with these causes of uncertainties such as; stochastic models, probabil-
ity theory, supervaluation theory, fuzzy logic, and three-valued logic [36, 41, 49, 64].
These methods deal with different types of uncertainty to different degrees. Fuzzy set
theory is suitable when uncertainty arises from vagueness[36, 41, 49]. Supervaluation
is also used to deal with vagueness [64]. Although probability theory is best suited
to dealing with the aspect of error, stochastic models can also be used [41]. However,
stochastic models are not good at handling vagueness because phenomena are assumed
to be crisp [35]. Little research exists about how to handle ambiguity.
In order to manage information imperfection, various methods have been ap-
plied in several research studies. For example, Duckham et al. [37] applied rough
sets to represent imperfect geographic information occurred in a retail site assessment
support system. Virrantaus and Hortanainen [99] used stochastic model to develop
knowledge-based uncertainty model for spatial information mainly based on soil data
which is considered to be crisp. However, the soil boundaries are often not crisp.
Sunila et al. [94] considered the vagueness of soil boundary data using fuzzy model
and kringing to model uncertainty in spatial information. Malek and Twaroch [66]
used intuitionistic fuzzy logic, which is derived from fuzzy logic, to manage uncer-
tainty of the regions with vague boundaries. In [2], Aires et al. applied a Bayesian
technique to evaluate uncertainties in neural network parameters used in the classiﬁ-
cation of satellite remote sensing data. They used estimates of the uncertainties in the
weights to compute uncertainties in the network outputs and considered the uncertainty
in the neural network Jacobian matrix. Ganguly et al. [48] quantiﬁed the uncertainty
in geospatial models with a bottom-up strategy in which the overall uncertainty was
estimated by combining uncertainties in the inputs and uncertainties in the individual
12processing operations. This technique employs spatially-weighted linear regression
and neural network ensembles. Jim´ enez [61] determined the certainties of the neural
network output and applied those certainties to dynamically weighted ensemble neural
networks for improving the accuracy of the output. He interpreted the neural network
output to have a high certainty for output values close to 1 or 0, and a low certainty for
output values close to 0.5. Shen and Kong [83] determined the ensemble weights of
component neural networks dynamically, based on the relationship between the input
patterns in the training data set to prediction errors. These errors were interpreted to
represent uncertainties in the prediction. They applied Generalized Regression Neural
Networks (GRNN) to predict the ensemble weights. Sicilia and Garc´ ıa [6] considered
imperfection in software requirement and domain model as cross-cutting concerns.
Those concerns were then mapped into the aspect-oriented design and the appropriate
mathematical model can be chosen for the representation of imperfect information in
the ﬁnal software implementation.
2.2 Interval Neutrosophic Sets
Interval Neutrosophic set is an instance of Neutrosophic set [100]. Florentin Smaran-
dache [89] is the ﬁrst researcher who proposed the concept of neutrosophic set, neutro-
sophiclogic, neutrosophy, neutrosophicprobabilityandstatistics. Theneutrosophicset
generalizes the concept of a classical set, fuzzy set, interval valued fuzzy set, intuition-
istic fuzzy set, interval valued intuitionistic fuzzy set, paraconsistent set, dialetheist
set, paradoxist set, and tautological set [100].
In [100], Wang et al. argued that fuzzy sets and fuzzy logic can handle only
complete information. Intuitionistic fuzzy sets and intuitionistic fuzzy logic can handle
bothuncertainandincompleteinformation; however, theycannothandleinconsistency.
Wang et al. claimed that inconsistency can be handled by using the belief revision and
paraconsistent logics. However, interval neutrosophic set and interval neutrosophic
logic can handle all of them. They can handle incomplete, inconsistent, uncertain, and
imprecise information [100].
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three values: truth membership, indeterminacy membership, and false membership
values. The three memberships are independent. In some special cases, they can be
dependent. In this thesis, the indeterminacy membership depends on both truth and
false memberships and it is used to represent uncertain information. These member-
ship values can be any real sub-unitary subsets. For example, let A be an interval
neutrosophic set. Then, x((30 − 40),{25,35},20) belongs to A which means that x
is in A with the value in between 30 − 40%, x is not in A with the value of 20%, and
with the value of 25% or 35% x is uncertain. This research follows the deﬁnition of
the interval neutrosophic set that is deﬁned in [100] which can be described below.
Let X be a space of points (objects). An interval neutrosophic set in X is deﬁned
as:
A = {x(TA(x),IA(x),FA(x))|x ∈ X ∧
TA : X −→ [0,1] ∧
IA : X −→ [0,1] ∧
FA : X −→ [0,1]}
(2.1)
where
TA is the truth membership function,
IA is the indeterminacy membership function, and
FA is the false membership function.
In this thesis, the operators of interval neutrosophic sets deﬁned in [100] are not
applied. Hence, all the operators are not described here and explanation for those op-
erators can be found in [100]. There are few applications that applied interval neutro-
sophic sets. For instance, Interval Neutrosophic Logic System (INLS) was created by
Wang et al. [100] in order to handle rule uncertainty. It is similar to type-2 fuzzy logic
systems created by Liang and Mendel [65]; however, it can handle rule inconsistency
without the risk of trivialization. In [100], the interval neutrosophic sets were also ap-
plied to semantic Web services and the soft semantic Web services (SWS) agent was
created. The neutrosophic neural network wasused for the intelligent inference engine.
Three parameters were used to deﬁne the quality of service of semantic Web services.
14These parameters were capability, response time, and trustworthiness. They were used
as inputs to the neutrosophic neural network whereas the output of the network was
the overall quality of service (QoS) by taking into account of the above mentioned
parameters. The neutrosophic neural network consisted of four layers: input layer,
membership layer, rule layer, and output layer. Each input node was mapped into three
membership nodes, which were truth-membership node, indeterminacy-membership
node, and falsity-membership node. They found that the training time was short and
training results were satisfactory.
2.3 Artiﬁcial Neural Networks
Artiﬁcial neural network is one of the most popular approaches used extensively in ma-
chine learning, which is involved in the development of algorithms that enable comput-
ers to learn [71]. A neural network is an adaptive system in the sense that its behavior
is adapted to the characteristics of the training data.
Learning capabilities of a neural network is inspired by the principle of the hu-
man brain. In other words, the structure of a neural network emulates the biologi-
cal neural network. The core components of the human brain are neurons or nerve
cells. Similar to the human brain, an artiﬁcial neural network also consists of a num-
ber of neurons. These neurons are interconnected processors. They are connected by
weighted links used to pass signals between the neurons. Learning ability is accom-
plished by repeated adjustments of these weights until errors on the network output as
compared to the training data are minimized.
A neural network can be considered as a form of non-linear mapping from sev-
eral input variables to several output variables [13]. Several parameters are set up to
support the mapping. In order to constitute a neural network, three major types of lay-
ers has to be set up; i.e. input, hidden, and output layers. Each layer contains a number
of neurons. There are various kinds of neural network architectures. The architec-
tures are differed in terms of the number of layers, the number of neurons, and the
connections between the neurons. They also have different learning algorithms. The
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work is trained from adequate known data set then it should be able to produce outputs
for new or unknown input data based on the characteristics of the training data set. A
neural network that applies the learning technique based on training data is called su-
pervised neural network. In general, the output of neural network depends on a variety
of variables such as the network architecture, learning algorithm, and the training data
set. In addition to the training pattern values, characteristics of the training data set can
also affect the output of the trained network. The factors include the sequence of input
data and the random split of patterns between the training and validation data sets. In
general, a supervised neural network can be used to solve two kinds of problem, which
are classiﬁcation and regression problems. In classiﬁcation problem, each output ob-
tained from a neural network is assigned to one of a number of classes whereas outputs
of the regression problem represent continuous values. In this thesis, the problem of
classiﬁcation is addressed. As different neural networks produce different predictions
and uncertainties values, hence multiple networks have been utilized in this research.
In this thesis, feedforward backpropagation neural networks are used for the predic-
tion. The selection of this network architecture is based on its popularity and it is also
suitable for a large variety of applications.
2.3.1 Feedforward Backpropagation Neural Network
A feedforward backpropagation neural network is a multilayer network that consists
of an input layer, one or more hidden layers, and an output layer. Figure 2.1 shows a
general multilayer feedforward network with two hidden layers. All neurons in each
layer are fully connected to all neurons in the successive layer. An input pattern is
propagated through a hierarchy of layers in a forward direction; i.e. input, hidden, and
output layers. In this thesis, a three-layer network consisting of an input layer, a hidden
layer, and an output layer is applied.
The number of hidden neurons in the hidden layer is one of the major issues to
be considered in the establishment of a feedforward neural network. There are many
algorithms used to determine the number of hidden neurons. For instance, a neuron
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Figure 2.1: A general multilayer feedforward network
can be automatically created or removed from the hidden layer according to some
conditions. For example, the threshold value can be compared to the training error
rate [7, 52], or a set of rules can be created based on the error values [10]. The result
of the comparison or the satisfaction of the rules can be used to adjust the number of
neurons. In [68] and [75], the number of hidden neurons was determined based on the
evolutionary programming. In [55], Igelnik and Pao estimated the size of hidden layer
on the basis of bound of generalization error. In [14], the number of hidden neurons
can be determined based on the analysis of variance of the input data set. In [12], the
sufﬁcient number of hidden neurons was calculated as ⌈M/D⌉ where M denotes the
number of training patterns and D denotes the dimension of the input vectors. On the
contrary, in [9], the number of hidden neurons was computed as 2⌈M/D⌉. However,
M −1 hidden neurons were found to be sufﬁcient in [53] and [80]. On the other hand,
in [54], at least 2D hidden neurons were found to be sufﬁcient for approximating
the posteriori probability in binary classiﬁcation problem with arbitrary accuracy. In
this thesis, it is intended to concentrate on the proposed technique without varying
the parameters that are not involved in the technique. Hence, the number of hidden
neurons are freezed by applying 2D hidden neurons to all the experiments.
Each neuron in a neural network uses the transfer or activation function to deﬁne
its output. In general, the activation function deﬁnes the output of a neuron as a func-
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tion of its input and the weight values. There are various kinds of activation function.
For the backpropagation network, a sigmoid activation function is applied. A sigmoid
function can be represented as
Y = 1
1+e−X.
This function provides the output that is bounded between 0 and 1. It produces a
sigmoid curve which has an “S” shape as shown in Figure 2.2.
The backpropagation is the classical algorithm used for learning. It is an iterative
gradient descent algorithm which is designed to minimize the mean squared error be-
tween the desired output and the generated output for each input pattern [78]. After the
input is propagated from the input layer through the output layer, an error is computed
from the difference between the desired output and the generated output obtained from
the output layer. If the error is not satisﬁed then the weights are modiﬁed while the
error is propagated backward from the output layer to the input layer.
In this thesis, feedforward backpropagation neural networks was applied to the
problem of binary and multiclass classiﬁcation. Both binary and multiclass neural
network classiﬁcation are described below.
Binary Neural Network Classiﬁcation
In general, most classiﬁers are created to classify a binary class. A binary neural
network is the classiﬁer that maps the input feature vector to the network output con-
sisting of two classes. For a feedforward backpropagation neural network, the output
layer contains only one neuron is used to output a binary answer.
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Multiclass neural network classiﬁcation involves building neural networks that map
the input feature vector to the network output containing more than two classes [74].
In general, there are two basic approaches used for multiclass neural network clas-
siﬁcation. First, multiple binary neural networks are trained, and outputs obtained
from these networks are classiﬁed into multiple classes. In this approach, the mul-
ticlass problem is considered as several two-class problems. Each two-class neural
network can be modeled independently. Hence, each network can be trained using
different network architectures or different features which are suitable for different
pattern classes [70]. However, overlaps or gaps may occur in the classiﬁcation bound-
ary zone since each neural network is trained based on local knowledge [74]. The
second approach for the multiclass classiﬁcation is the use of a single neural network
with multiple outputs. The complexity of this approach is usually high [39]. However,
the classiﬁcation boundaries are sharp [74]. In this thesis, these two basic multiclass
classiﬁcation approaches are used and they are explained in more detail below.
1. Multiple binary neural networks
In general, there are two basic approaches to deal with multiple binary neural
networks. These approaches are one-against-all and one-against-one neural net-
works. One-against-all approach can cause unbalance data among individual
neural networks whereas one-against-one approach can cause tie more often but
its major advantage over the one-against-all approach is that it provides redun-
dancy that can make the system more robust and generalized [74].
• One-Against-All
In this approach, k binary neural networks are trained in order to classify
a k-class problem, where k > 2. Each binary neural network is trained
separately using the same training data but different target outputs. For
each training pattern, the target output of the i-th neural network is set
to ’1’ if the i-th label of the target value of the training pattern has an
objective value, and the target outputs of other networks are set to ’0’.
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corresponding output obtained from all k binary neural networks. If the
i-th network outputs ’1’ and the rest of the networks output ’0’ then the
input pattern is classiﬁed as class i. If more than one network outputs ’1’
or none of the networks outputs ’1’ then more complex algorithms have to
be made in order to support the classiﬁcation decision.
• One-Against-One
In this approach, k(k − 1)/2 binary neural networks are created to classify
a k-class problem. Each neural network is trained using training data that
contains only two classes, which are class i and class j, where 1 6 i,j 6 k.
Hence, the output of each network is classiﬁed as either class i or j. For
each input pattern, the corresponding outputs obtained from all networks
are then considered in a form of voting system. The input pattern will be
assigned to class m if class m has the highest votes. If two or more classes
hold the same highest votes then a decision algorithm has to be applied.
2. A single neural network with multiple outputs
In this technique, a single neural network maps each input pattern to a series of
outputs, which is organized in the form of a binary string of length n. This binary
string is referred to as a codeword. Each class is assigned a unique codeword.
The columns of the codewords should neither be identical nor complementary
in order to avoid error correlation [31]. There are various techniques used to
generate codewords for a single neural network with multiple outputs [39, 31,
28]. One of the models using a simple codeword is the one-against-all neural
networks. This type of network is selected for the study in this thesis due to its
simplicity and it is described in the next paragraph.
• One-Against-All
A k-class neural network contains k codewords. Each codeword designed
for each class is a binary string of length k. Hence, the output layers of
the feedforward network contains k neurons. The i-th bit in the codeword
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’0’. For example, the codewords for a four-class neural network can be
deﬁned as 1000, 0100, 0010, and 0001 which belong to class 1, 2, 3, and
4, respectively. In the testing phase, an input pattern is assigned to the i-th
class if the i-th bit in the predicted binary string has the highest conﬁdence
value.
2.3.2 Ensemble Neural Network
An ensemble neural network can be constructed in two steps: 1) training of individual
neural networks in the ensemble, and 2) combining the outputs from all components
in the ensemble. Hansen and Salamon [50] suggested that an ensemble of accurate
and diverse neural networks gives better results and less error than a single neural
network. Diversity of two classiﬁers is said to exist when both classiﬁers produce
different amount of output errors based on new input data [30]. Diversity can also be
described as “disagreement” of the classiﬁers [69].
There are various techniques to produce accurate and diverse neural networks.
For example, two different initial weights used to initialize two backpropagation neural
networks can produce disagreement between the networks [63]. In [57], an ensemble
architecture was constructed automatically by applying different number of hidden
nodes in order to ﬁnd the most accurate ensemble of neural networks. On the other
hand, the best diversity in the ensemble was found by using negative correlation learn-
ing and different training epochs. Furthermore, diversity in an ensemble of neural
networks can also be handled by manipulation of input data or output data. Manipula-
tion of input data can be done in several ways such as managing the number of input
features and handling training data in different ways and combinations. For instance,
ZenobiandCunningham[105]applieddifferentfeaturesubsetsinordertocreatediver-
sity in an ensemble. They also found that a diverse ensemble of less accurate classiﬁers
outperforms an ensemble of more accurate classiﬁers but with less diversity. In order to
handle diversity based on training data, several algorithms can be used. For example,
bagging and boosting algorithms can be used to manage training data for supporting
21diversity in an ensemble. Bagging is based on bootstrap resampling which provides
diversity by random replacement based on the original training data [15]. Boosting
provides diversity by manipulating each training set according to the performance of
the previous classiﬁer [82]. In addition, diversity can be provided by applying artiﬁcial
training samples. Melville and Mooney [69] created an ensemble of decision trees by
adding a new classiﬁer to the current ensemble one at a time. They built a different
training set for each new classiﬁer by adding artiﬁcially constructed samples to the
original training data. In order to construct sample labels, they assigned the class label
that disagrees with the current ensemble’s predictions to the constructed sample label.
It was found that this technique provided better performances than bagging. An ex-
ample algorithm that manipulates diversity using output data is error correcting output
coding. In this algorithm, a unique codeword is created for each class label and it is
used as a distributed output representation [31, 17].
Afteraccurateanddiverseneuralnetworksaretrainedintheensemble, theoutput
obtained from these networks are combined. Methods used to combine the output
from the component networks include majority voting, averaging, weighted averaging
and rule based methods [44]. In this thesis, bagging neural network is applied to the
proposed approaches in order to manage diversity in the input. In order to deal with
diversity in the output, a novel technique is proposed and explained in the next chapter.
For bagging neural network, it is described in further detail below.
Bagging Neural Network
Breiman [15] is the ﬁrst researcher who proposed the concept of bagging. Bagging
can be used to improve the accuracy of unstable classiﬁers such as neural network
and decision trees. Neural network is an unstable classiﬁer since small changes in the
training data can cause large changes in the output. Bagging was ﬁrst applied to neural
networks by Heskes [51]. Bagging is created based on bootstrap resampling. Each
training set in an ensemble is generated from the original training data using random
resampling with replacement. Each generated training set or bag of data contains the
same number of training patterns as the original training set. Hence, some original
22training patterns may be repeated in the generated training set while some may not
be selected. Each component networks in the ensemble are then trained with each
generated data set. In [73], Opitz and Maclin argued that errors are much reduced if
the number of component networks in an ensemble is greater than ten to ﬁfteen. They
also found that error reduction plateaus at twenty-ﬁve networks. Chawla et al. [24]
suggested that improvement plateaus in the range of thirty to ﬁfty classiﬁers. From
these reports, in order to minimize error, thirty component networks are used in this
thesis.
Bagging method has been applied in various applications. For example, Sohn
and Dagli [92] applied genetic algorithms to the automatic generation of multiple neu-
ral networks and used the bagging technique to combine these networks in order to
improve generalization. Embrechts et al. [38] applied bagging neural networks to sen-
sitivity analysis for feature selection in the application of in-silico drug design. In [88],
Slade et al. applied ensemble neural networks based on bagging technique to the esti-
mation of chlorophyll a concentration from satellite-retrieved ocean reﬂectance. They
found that the models are resilient to uncertainty and their results also outperform the
results obtained from the current popular algorithm, OC4v4.
Although errors can be reduced by aggregating the results of neural network
ensembles, there remain signiﬁcant uncertainties in the predictions. Therefore, it is
important to attempt to quantify these uncertainties. In this thesis, neural networks
and interval neutrosophic sets are combined to express uncertainty in the classiﬁcation
problem. The use of ensemble neural networks and bagging technique are also applied
in order to improve the classiﬁcation performances.
2.4 Support Vector Machine
Support Vector Machine (SVM) was ﬁrst introduced by Vapnik [98]. SVM is an algo-
rithm that can learn to recognize objects by examining training samples. In this thesis,
SVM was not applied to the proposed approaches. Only the results obtained from the
proposed techniques in this study are compared to the results obtained from existing
23literature that have applied SVM in their experiments. Therefore, SVM will be brieﬂy
explained. In order to illustrate SVM without too much complicated mathematical
backgrounds, Nobel [72] suggested that SVM can be described in four basic concepts:
the separating hyperplane, the maximal margin hyperplane, the soft margin, and the
kernel function. The separating hyperplane is used to separate objects into two classes
in which the objects are treated as points in a high-dimensional space. The separating
hyperplane can be deﬁned by
 w,x  + b = 0, (2.2)
where w is a normal vector of the plane, x is any point within the plane, and b
is the offset. In order to separate objects or points, several hyperplanes can be created.
The best hyperplane can be selected by considering the maximal margin, which is the
distance between the hyperplane and the nearest points. These nearest points are called
support vectors. The support vectors are the important key of SVM since they can be
used to train a SVM by providing the same results as training a SVM on the whole
input data set [79]. The maximal margin hyperplane can be chosen based on these
support vectors. However, one sometimes cannot ﬁnd the best margin hyperplane that
can be used to separate objects into two classes with one hundred percent correct. It
can be expected that errors can occur. Some objects may be placed in the wrong side
of the hyperplane; i.e. they are in the opposite side of their respective group. This
misclassiﬁcation can be allowed by using a soft margin.
The soft margin parameters are set in order to control the violation. For instance,
the threshold could be how many objects can be placed in the wrong side with the lim-
ited distance. In some cases, the maximal margin hyperplane with a soft margin cannot
be used for the separation between two classes since those objects are too complex in
low dimensions. For example, there are too many objects belonging to the same class
that can be grouped in several disjointed areas. In this situation, if the objects cannot be
separated in a low dimensional space then it may be separated in a higher dimensional
space. SVM handles this circumstance by using a kernel function.
The kernel function projects the data from a low dimensional space to a high
24dimensional space. The kernel function in a low dimensional space presents an inner
product in a high dimensional space. If an appropriate kernel function is used then the
separating hyperplane in a higher dimensional space can be found and then the objects
can be separable into two classes. There are several basic kernel functions such as
linear, polynomial, and radial basis function. However, several other kernel functions
have also been proposed. The challenge is to determine which is the most appropriate
kernel function.
There are several techniques used to improved the performance of SVM. For
example, when the training set is large, SVM can be improved by using incremental
learning in which the subsets of training data are considered one at a time, and then
all results are combined [96]. In [96], Syed et al. proposed SV-incremental learning
algorithm, in which each new batch of data, together with the support vectors obtained
from the previous learning step, were trained. However, a drawback of SV-incremental
learning is that the old support vectors obtained from the previous learning step can
be considered as the outliers if the new batch of data is distributed differently from
the old support vectors. In order to address this problem, R¨ uping [79] proposed SV-
L-incremental algorithm based on SV-incremental algorithm. In his experiment, he
added more weight on an error obtained from the previous support vectors than an
error from a new batch data.
A Least Squares SVM (LS-SVM) is another modiﬁed SVM, which was intro-
ducedbySuykens[95]. ALS-SVMinvolvesinalinearequationsinsteadofaquadratic
programming problem that is involved in the traditional SVM. Hence, it is found to
provide a low computational complexity cost [11]. However, a drawback of LS-SVM
is that its sparseness is lost. Instead of training with the only support vectors, the whole
input data is trained. Valyon [97] improved LS-SVM by introducing a Least Squares
version of the Least Squares Support Vector Machine (LS2-SVM). His algorithm cov-
ers a sparse solution by reducing the number of columns in a kernel matrix, but the
approach still preserves the quality solution. Consequently, a number of training input
data are decreased.
In Proximal Support Vector Machine Classiﬁcation (PSVM) [47], instead of us-
ing a separating plane in the classiﬁcation, two parallel planes are used. Both planes
25are generated as far away as from each other, whereas each plane is closest as possible
to the points belonging to one of the two classes. PSVM may be considered as a regu-
larized least squares SVM. It was found to provide comparable results to the traditional
SVM, however PSVM performed considerably faster.
A Fuzzy Proximal Support Vector Machine (FPSVM) [60] is an extension of
PSVM. Fuzzy membership values are assigned to data points before these points are
assigned to the two parallel planes. The point with a high membership value is more
important than the one with a lower membership value. FPSVM was found to provide
better performances than PSVM and SVM. It was also found that the FPSVM was
signiﬁcantly faster than the traditional SVM.
In recent years, a Generalized Eigenvalue Proximal Support Vector Machine
(GEPSVM) was proposed by Mangasarian and Wild [67]. This modiﬁed SVM applies
two non-parallel planes instead of parallel planes used in PSVM. Objects or points
belonging to each class are proximal to each plane. Two generalized eigenvalue prob-
lems are generated. The smallest eigenvalue of each generalized eigenvalue problem is
correspondent to the eigenvector that forms each non-parallel plane. The generalized
eigenvalue problem is a simple problem that can be solved easier and faster than the
optimization algorithm used in SVM-Light, which is an implementation of the tradi-
tional SVM [67].
In [62], Khemchandani and Chandra proposed Twin Support Vector Machine
(TWSVM), which is also a non-parallel plane classiﬁer but different formulation from
the GEPSVM. In TWSVM, two smaller size of quadratic programming problems are
solved instead of the large one used in the traditional SVM. The constraints of each
quadratic programming problem are determined by patterns belonging to each class.
TWSVM was found to perform four times faster than the traditional SVM.
The previous paragraphs explain only some examples of modiﬁed SVM that are
comparable or better than the traditional SVM. There is still a lot more research on
the modifying SVM. However, only some of them that test the performance of their
algorithms based on the classical benchmark UCI data sets are described in this thesis.
In Chapter 3, some classiﬁcation accuracy results obtained from these modiﬁed SVM
are represented and compared with results obtained from the proposed classiﬁers in
26this study.
2.5 Other Classiﬁers
Instead of comparing the results from this study to the existing results obtained from
SVM which is a well known classiﬁcation algorithm, results from this study are also
compared with other existing types of classiﬁers. Some other types of classiﬁcation
algorithms that have been tested for their performance based on UCI data sets are
described below.
In [103], Yang and Honavar applied a genetic algorithm to select a subset of
features to represent the patterns to be classiﬁed based on neural networks constructed
by DistAI, which is a constructive neural network that adds hidden neurons one at a
time.
In [33], Draghici created the constraint based decomposition (CBD) technique,
which is a constructive neural network technique that guaranteed convergence and can
deal with both binary and multiclass problems. This technique was found to be able to
solve complicated problems fast and provide reliable solutions.
Schetinin et al. [81] compared the results obtained from the randomized decision
tree ensemble technique to the Bayesian decision tree (DT) with restarting strategy
technique. They found that the Bayesian decision tree technique provided superior
results and performed two or three times faster than the other technique.
Frank and Pfahringer [42] proposed a method named input smearing. Bagging
was modiﬁed using their method. In this method, after bootstrap resampling was used
to select attribute values for each bag, each attribute value was modiﬁed. An attribute
value was transformed into a smeared value by adding Gaussian noise to the original
attribute value. The noise threshold value was set using cross-validation. It was found
that their method can improve the performance compared to a single trees and bagging.
Sridharan et al. [93] proposed a competitive ﬁnite mixture of neurons, a mix-
ture of experts model with competitive penalties between the experts. An Expectation
Maximization (EM) algorithm was used for learning the weights of each neuron. It
27was found that their method provided superior performances over neural networks and
two types of SVMs.
In [25], Chen et al. proposed a simulated annealing (SA) approach to select a
subset of features used in the classiﬁcation. The optimal parameters are also found by
applying Hide-and-Seek SA, used to solve the optimization problem with continuous
decision variables. They claimed that their method can provide the best architecture
and parameter setting for BPNN.
Yeung et al. [104] proposed a generalization error model based on the localized
generalization error using the stochastic sensitivity measure. An architecture selection
method named MC2SG is also proposed based on their generalization error model.
Their proposed method can be applied to any classiﬁcation problems with different
numbers of samples, features, and classes. In their experiment, MC2SG is used to ﬁnd
the number of hidden neurons for a radial basis function neural network.
There is still a lot more research studies on how to determine the best approach
to solve the problem of classiﬁcation. However, a selection of some of them is used for
comparison in this thesis with the performance of the proposed approach. The results
obtained from the above examples are summarized in the next chapter.
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Binary Classiﬁcation using Neural
Networks and Interval Neutrosophic
Sets
In the case of applying neural networks to the problem of binary classiﬁcation, the
output of the binary neural network is compared to a certain threshold value in order to
determine whether the input vector is associated with the class or not. In practice, the
threshold values may be difﬁcult to be deﬁned precisely. It is a case of being Sorites
susceptible and vagueness therefore exists. In this study, instead of considering only
the truth output obtained from a single neural network, both truth and false output
values predicted from a pair of truth and falsity neural networks are utilized. These
values are then used to deal with the issue of vagueness. Moreover, applying both truth
and falsity networks can also increase diversity in neural network ensembles thereby
increasing the performance. Although ensemble of neural networks can improve the
accuracy of classiﬁcation performances, imperfection still exists. This thesis aims to
cope with the imperfection of type uncertainty. Two causes of uncertainty which are
vagueness and error are considered in the classiﬁcation. This thesis contributes to-
wards the solution to this problem and aims to provide visualization of the degree of
imperfection in the classiﬁcation using two and three dimensional representations.
29In this chapter, the experiment consists of the application of two neural networks
trained with the same input data and complementary output targets. This effectively
creates a pair of disagreement classiﬁers. The results obtained from the proposed tech-
nique are compared to the results obtained from a single neural network which deals
only with the truth membership values. After that, this technique was applied to an
ensemble of neural networks. An ensemble of pairs of neural networks is created in
order to improve classiﬁcation performance of a traditional ensemble neural networks
as well as a single pair of networks. A bagging technique is also applied to the en-
semble in order to increase diversity by managing the order of the input data. Errors
and vagueness occurred in the prediction are also considered. These two causes of
uncertainty are quantiﬁed in order to enhance the classiﬁcation results. In this study,
only errors occurred in the prediction process are considered. For vagueness, the out-
put obtained from the prediction is considered as vague point since the input features
are known but the degree of the existence of the output is uncertain. In order to rep-
resent imperfection information in the binary neural network classiﬁcation, interval
neutrosophic sets are used.
A number of aggregation techniques are proposed as well. In this thesis, the
proposed techniques are applied to the classical benchmark problems including iono-
sphere, pima-indians diabetes, and liver-disorders from the UCI machine learning
repository [8]. From the experiments, it is found that the proposed approaches im-
prove the classiﬁcation performance as compared to the existing techniques which
applied only to the truth membership values. Furthermore, the proposed ensemble
techniques also provide better results than those obtained from only a single pair of
neural networks.
3.1 Binaryclassiﬁcationusingintervalneutrosophicsets
and a pair of neural networks
In this experiment, a pair of neural networks is trained to predict the degree of truth
membership and false membership values. In this study, two causes of uncertainty:
30error and vagueness are quantiﬁed and represented in the form of indeterminacy mem-
bership values. The three memberships form an interval neutrosophic set, which is
used for binary classiﬁcation. Figure 3.1 shows the proposed model that consists of
a set of input feature vectors, two neural networks, and a process of indeterminacy
estimation. The output of this model is represented in the form of an interval neutro-
sophic set in which each cell in the output consists of three values: truth membership,
indeterminacy membership, and false membership values.
Let Y be an output of the proposed model. Y = {y1,y2,...,yn} where yi is an
output pattern at the location i, and n is the total number of the output patterns. An
interval neutrosophic set S in Y can be written as
S = {y(TS(y),IS(y),FS(y))| y ∈ Y ∧ TS : Y −→ [0,1] ∧
IS : Y −→ [0,1] ∧ FS : Y −→ [0,1]}, (3.1)
where
TS is the truth membership function,
IS is the indeterminacy membership function, and
FS is the false membership function.
The truth neural network (Truth NN) is a neural network that is trained to predict
thedegree ofthetruth memberships. Thefalsityneuralnetwork (Falsity NN)isanother
neural network with the same input and architecture as the truth neural network but this
network is trained to predict the degree of false memberships using the complement
Truth NN￿
Falsity NN￿
Indeterminacy￿
estimation￿
 ￿
Input feature vectors￿
Truth￿
memberships￿
False￿
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memberships￿
Output￿
Figure 3.1: The proposed binary classiﬁcation based on neural networks and interval
neutrosophic sets.
31Truth NN￿
Falsity NN￿
 ￿
Training data￿
Truth￿
memberships￿
False￿
memberships￿
Training errors￿
Training errors￿
Target outputs￿
Complement of￿
target outputs￿
Figure 3.2: The proposed training neural networks based on interval neutrosophic sets.
of target outputs used in the training data of the truth network. For example, if the
target output used to train the truth neural network is 1, the complement of this target
output should be 0. Figure 3.2 shows the proposed training model used for binary
classiﬁcation. Training errors, which are the differences between the desired output
and the predicted output, obtained from both networks are used to estimate uncertainty
of type errors in the prediction of new input data.
In the testing phase, the test or unknown input data are applied to the two net-
works in order to predict the degree of truth and false membership values. For each
input pattern, the false membership value is supposed to be the complement of the truth
membership value. However, both predicted membership values may not be exactly
complement to each other. Vagueness may occur in the boundary between these two
memberships. Furthermore, errors may occur in the prediction of both truth and false
membership values. This research deals with these two causes of uncertainty, which
are vagueness and error. Figure 3.3 shows the proposed model of error and vagueness
estimation. The techniques used to estimate these uncertainty values are described
below.
• Vagueness estimation
In this thesis, the output obtained from the proposed model is considered as a
vague point since the input features are known but the degree of the existence
of the output is uncertain. For each pair of output patterns, the truth and false
membership values are supposed to be complement to each other. If the truth
32Truth NN￿
Falsity NN￿
Vagueness￿
estimation￿
 ￿
Unknown input￿
feature vectors￿
Truth￿
memberships￿
False￿
memberships￿
Estimated￿
errors￿
Truth error￿
estimation￿
Falsity error￿
estimation￿
Estimated￿
errors￿
Estimated￿
vagueness￿
Figure 3.3: The proposed model of error and vagueness estimation.
membership value is 1 then the false membership value is supposed to be 0
(or vice-versa). In this case, the vagueness value is 0. However, both predicted
membership values may not completely complement each other. Vagueness may
existintheoutput. Forinstance, ifthetruthmembershipvalueis0.5andthefalse
membership value is also a value of 0.5 then the vagueness value will be 1. Fig-
ure 3.4 shows the relationship among the truth membership, false membership,
and vagueness values. The highest vagueness value occurs when the truth and
false membership values are equal. Consequently, the value of vagueness is de-
rived from the difference between the truth membership and false membership
values. If the difference between these two values is high, then the vagueness is
low. On the other hand, if the difference is low, then the vagueness value is high.
Let T(yi) be the truth membership of the output pattern yi. Let F(yi) be the
false membership of the output pattern yi. Let V (yi) be the vagueness value of
the output pattern yi. For each output pattern yi, the vagueness value (V (yi)) can
be deﬁned as follows:
V (yi) = 1 − |T(yi) − F(yi)|. (3.2)
33Figure 3.4: The relationship among the truth membership, false membership, and
vagueness values.
• Error estimation
Error can occur during training process. In this experiment, error occurred in
the training process are used to estimate error in the testing process. Figure 3.5
illustrates the proposed error estimation technique in this study. In order to es-
timate errors in the prediction of truth memberships (Et), the known errors ob-
tained from the truth neural network are plotted in the feature space of the input
data layers. Multidimensional space will be required. Two methods are pro-
posed to quantify the estimated errors. First, multidimensional interpolation [3]
is used to estimate the errors. Second, scaling technique [27] is used to reduce
the high dimensional space into a lower dimensional space. A low dimensional
interpolation method [4] is then used to calculate the interpolated errors. If the
multidimensional space is not too high, the ﬁrst technique is suitable to apply
interpolation technique to estimate the error. In contrast, if the multidimensional
space is very high and the computer used in the experiment has limited memo-
ries, the second technique is more suitable. Estimated errors in the prediction of
the false memberships (Ef) are also calculated in the same way as the estimated
errors obtained from the truth neural network. The known errors obtained from
the training of the falsity neural network are plotted in the multidimensional fea-
ture space of the training input patterns. After that, an interpolation technique is
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Figure 3.5: The proposed error estimation technique.
used to estimate errors in the prediction of false memberships for the unknown
input patterns.
After vagueness and error are estimated, the indeterminacy membership for each
output pattern yi is formed from these two types of uncertainty. Let I(yi) be the inde-
terminacy membership of the output pattern yi. For each output pattern yi, the indeter-
minacy membership (I(yi)) can be deﬁned as follows:
I(yi) = {V (yi),Et(yi),Ef(yi)} (3.3)
where
V (yi) is the vagueness value obtained from equation 3.2,
Et(yi) is the estimated error in the prediction of truth membership, and
Ef(yi) is the estimated error in the prediction of false membership.
After the three memberships are created in the test phase, the next step is to clas-
sify the predicted output into a binary class. Instead of using only the truth membership
for the binary classiﬁcation, the following are the proposed binary classiﬁcation tech-
niques using the truth membership, false membership, and indeterminacy membership
values.
351. Binary classiﬁcation using T > F
For each output pattern yi, if the truth membership value is greater than the false
membership value (T(yi) > F(yi)) then the output pattern is classiﬁed as a
value 1. Otherwise, it is classiﬁed as a value 0.
2. Binary classiﬁcation using equal weighted combination
In this method, the truth membership and the complement of the false member-
ship for each output pattern yi are combined using an averaging method. The
combined output O(yi) can be computed as the following.
O(yi) =
T(yi) + (1 − F(yi))
2
(3.4)
In order to classify the output pattern into a binary class, the threshold value is
applied to classify each pattern. A range of threshold values ranging from 0.1 to
0.9 in steps of 0.1 are created and compared to the output O(yi). If the output
is greater than the threshold value then the output pattern is classiﬁed as a value
1. Otherwise, the output is classiﬁed as a value 0. The threshold value that can
produce the best accuracy in the classiﬁcation will be used in the prediction. In
general, the most widely used threshold value is 0.5.
3. Binary classiﬁcation using dynamic weighted combination
In this method, uncertainty of type error is also considered in the classiﬁcation.
Estimated errors are used for weighting the combination between the truth and
false membership values. The weight is dynamically determined based on both
estimated errors: Et(yi) and Ef(yi). The weight for the truth membership is
computed as the complement of the estimated truth error. The weight for the
false membership is calculated as the complement of the estimated false error.
These two types of weight are considered as the certainty in the prediction of
the truth and false membership values, respectively. The more weight means the
more certainty in the prediction. In this study, the certainty in the prediction of
false membership is considered to be equal to the certainty in the prediction of
36the non-false membership value, which is the complement of the false member-
ship value. Let Wt(yi) be the weight for the truth membership value, Wf(yi)
be the weight for the false membership value, and Wnon−f(yi) be the weight for
the non-false membership value. In this study, the weight for the false member-
ship value is considered to be equal to the weight for the non-false membership
value (Wf(yi) = Wnon−f(yi)). The dynamic combination output O(yi) can be
calculated as follows.
O(yi) = (Wt(yi) × T(yi)) + (Wf(yi) × (1 − F(yi))) (3.5)
Wt(yi) =
1 − Et(yi)
(1 − Et(yi)) + (1 − Ef(yi))
(3.6)
Wf(yi) =
1 − Ef(yi)
(1 − Et(yi)) + (1 − Ef(yi))
(3.7)
Instead of using only the errors, this technique can be improved by applying
both error and vagueness calculated for weighting the combination between the
truth and false membership values. Hence, the average between both error and
vagueness is computed and used as uncertainty in the prediction. Let Ut(yi)
and Uf(yi) be the average uncertainty in the prediction of the truth and false
membership values, respectively. Let Wtt(yi) and Wff(yi) be the weight for
the truth and false membership values, respectively. Therefore, the dynamic
combination output O(yi) can be calculated as follows.
O(yi) = (Wtt(yi) × T(yi)) + (Wff(yi) × (1 − F(yi))) (3.8)
Wtt(yi) =
1 − Ut(yi)
(1 − Ut(yi)) + (1 − Uf(yi))
(3.9)
Wff(yi) =
1 − Uf(yi)
(1 − Ut(yi)) + (1 − Uf(yi))
(3.10)
Ut(yi) =
Et(yi) + V (yi)
2
(3.11)
Uf(yi) =
Ef(yi) + V (yi)
2
(3.12)
37Similar to the previous method, a range of threshold values are applied to the
output O(yi). If the output is greater than the threshold value then the cell is
classiﬁed as a value 1. Otherwise, it is classiﬁed as a value 0.
3.2 Binaryclassiﬁcationusingintervalneutrosophicsets
and bagging neural networks
In this approach, interval neutrosophic sets, ensemble neural networks, and bagging
technique are applied to the binary classiﬁcation problem. The bagging technique is
used to deal with diversity in the ensemble. The bagging algorithm uses bootstrap
resampling to generate multiple training sets. In this study, each bootstrap sample is
created by random selection of input patterns from the original training data set with
replacement. Hence, each generated training set may contain some repeated samples.
Also, some original input patterns may not be included in the generated training set
at all. However, each generated training set or each bag contains the same number of
training patterns as the original data set. Figure 3.6 shows the proposed training model
based on interval neutrosophic sets, ensemble neural networks, and bagging technique.
Each component in the ensemble consists of a pair of neural networks which are the
truth neural network (Truth NN) and the falsity neural network (Falsity NN). Both
networks apply the same architecture and use the same generated training set for train-
ing. The truth network is trained to predict degrees of truth membership. The falsity
network is trained to predict degrees of false membership. This network is trained
with the complement of the target output values presented to the truth neural network.
Similar to the method presented in the previous section, errors obtained from both net-
works can be used to estimate errors in the prediction of unknown data. Therefore, m
components in the ensemble produce m pairs of truth and falsity neural networks.
In the test phase, the test data are applied to m pairs of truth and falsity net-
works. Each pair of the truth and falsity networks predict n pairs of the truth and false
membership values, where n is the total number of test data. Figure 3.7 shows the pro-
posed binary classiﬁcation model based on the integration of interval neutrosophic sets
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Figure 3.6: The proposed training model based on interval neutrosophic sets, ensemble
neural networks and bagging technique.
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Figure 3.7: The proposed binary classiﬁcation model based on the integration of inter-
val neutrosophic sets with bagging neural networks.
40with bagging neural networks and uncertainty estimation. Similar to the previous sec-
tion, vagueness may occur in the boundary between the truth and false memberships
obtained from each pair of the networks in the ensemble. Errors also exist in the pre-
dictions. In order to estimate vagueness and error in the prediction, the same technique
is applied as the technique described in the previous section. Therefore, vagueness is
computed from the difference between the truth and false membership values. Errors
are estimated using the interpolation techniques. The output from each component is
considered as an interval neutrosophic set.
Let Yj be an output of the j-th component, where j = 1,2,3,...,m. Let Sj be an
interval neutrosophic set in Yj. Sj can be deﬁned as
Sj = {y(TSj(y),ISj(y),FSj(y))| y ∈ Yj ∧ TSj : Yj −→ [0,1]∧
ISj : Yj −→ [0,1] ∧ FSj : Yj −→ [0,1]} (3.13)
Ij(yi) = {Vj(yi),Etj(yi),Efj(yi)} (3.14)
Vj(yi) = 1 − |TSj(yi) − FSj(yi)| (3.15)
where
TSj is the truth membership function,
ISj is the indeterminacy membership function,
FSj is the false membership function,
Vj is the vagueness value,
Etj is the estimated error in the prediction of truth membership,
Efj is the estimated error in the prediction of false membership.
The next step is to combine the outputs from all components in the ensemble
and then classify each combined output pattern into a binary class. In this study, two
methods for combining the outputs are proposed.
1. Averaging based on truth and false memberships
Four techniques based on averaging are proposed and described below.
(a) Average based on T > F
41For each input pattern, the truth membership values obtained from all com-
ponents are averaged. The false membership values obtained from all com-
ponents are also averaged. Let Tavg(yi) be the average truth membership
value for the output pattern yi. Let Favg(yi) be the average false member-
ship value for the output pattern yi. Tavg(yi) and Favg(yi) can be deﬁned as
the following.
Tavg(yi) =
Pm
j=1 TSj(yi)
m
(3.16)
Favg(yi) =
Pm
j=1 FSj(yi)
m
(3.17)
After the average truth membership and the average false membership are
computed, these two values are compared in order to classify the cell into a
binary class. If the average truth membership value is greater than the aver-
age false membership value (Tavg(yi) > Favg(yi)) then the cell is classiﬁed
as a value 1. Otherwise, the cell is classiﬁed as a value 0.
(b) Average based on equal weighted combination
In this technique, the average truth membership value and the complement
of the average false membership value are combined using an averaging
technique. The combined output O(yi) can be computed as the following.
O(yi) =
Tavg(yi) + (1 − Favg(yi))
2
(3.18)
In order to classify the output pattern yi into a binary class, the threshold
value is applied. A range of threshold values ranging from 0.1 to 0.9 in
steps of 0.1 are created and compared to the output O(yi). If the output
is greater than the threshold value then the output pattern is classiﬁed as a
value 1. Otherwise, it is classiﬁed as a value 0. The threshold value that can
produce the best accuracy in the classiﬁcation can be used in the prediction.
(c) Dynamic weighted average based on T > F
In this technique, the truth membership and false membership values are
weighted before averaging. The weight can be created based on members
42of the indeterminacy membership. The members are referred to Vj,Etj,
and Efj as deﬁned earlier. In this study, it is found that the weights cre-
ated based on vagueness provide better results than the weights created
based on only errors or both error and vagueness values. In the proposed
technique, the estimated errors are created based on the input patterns. In
the bagging technique, only some input patterns are selected randomly for
training. Hence, only some known errors are used in the interpolation in
order to ﬁnd the interpolated errors. Therefore, the estimated errors may
not give the best results for weighting. Consequently, the weight is derived
fromthevaguenessvalue(Vj(yi)). LetP(yi)andQ(yi)betheaveragetruth
and false membership value based on weights respectively. Let Wj(yi) be
the weight based on vagueness value of the j-th component. P, Q, and W
can be deﬁned as the following.
P(yi) =
m X
j=1
(Wj(yi) × TSj(yi)) (3.19)
Q(yi) =
m X
j=1
(Wj(yi) × FSj(yi)) (3.20)
Wj(yi) =
1 − VSj(yi)
Pm
j=1(1 − VSj(yi))
(3.21)
After the dynamic weighted average truth membership value and the dy-
namic weighted average false membership value are computed for each
input pattern, these two values are compared. If the average truth mem-
bership value is greater than the average false membership value (P(yi) >
Q(yi)) then the output pattern is classiﬁed as a value 1. Otherwise, it is
classiﬁed as a value 0.
(d) Dynamic weighted average based on equal weighted combination
In this technique, the dynamic weighted average truth membership value
P(yi) and the complement of the dynamic weighted average false mem-
bership value Q(yi) are combined using an averaging technique. The com-
43bined output O(yi) can be computed as the following.
O(yi) =
P(yi) + (1 − Q(yi))
2
(3.22)
Next, the combined output is compared to a range of threshold values be-
tween 0.1 to 0.9. If the output is greater than the threshold value then the
output pattern is classiﬁed as a value 1. Otherwise, it is classiﬁed as a value
0. The threshold value that can produce the best accuracy in the classiﬁca-
tion can be used in the prediction. In this study, the best threshold value is
found to be 0.5.
2. Majority vote based on truth and false memberships
Three techniques based on majority vote are proposed and described below.
(a) Majority vote based on T > F
Inthistechnique, eachpairofthetruthandfalsityneuralnetworksproduces
a separate classiﬁcation. For each output pattern yi in the output of the
j-th component, if the truth membership value is greater than the false
membership value (TSj(yi) > FSj(yi)) then the output pattern is classiﬁed
as a value 1. Otherwise, it is classiﬁed as a value 0. Once each output
pattern from each component is classiﬁed, the majority vote is then applied
to the ensemble outputs for each input pattern. If at least half of the outputs
yield a value 1 then the output pattern corresponding to the input pattern is
classiﬁed as a value 1. Otherwise, it is classiﬁed as a value 0.
(b) Majority vote based on equal weighted combination
In this technique, the truth membership and the complement of the false
membership values for each output pattern obtained from each component
are combined using an averaging method. Let Oj(yi) be the combined out-
put for the output pattern yi of the j-th component. Oj(yi) can be computed
as follows.
Oj(yi) =
TSj(yi) + (1 − FSj(yi))
2
(3.23)
44A range of threshold values are compared to the result of the combination,
Oj(yi). In this study, it is found that the threshold value that frequently
produces the best accuracy in the classiﬁcations is 0.5. Hence, it is decided
to apply the threshold value of 0.5 for the classiﬁcation for all components
in the ensemble. If Oj(yi) is greater than 0.5 then the output pattern yi is
classiﬁed as a value 1. Otherwise, it is classiﬁed as a value 0. After that,
the majority vote is used to make a ﬁnal classiﬁcation. If at least half of the
outputs yield a value 1 then the output pattern yi is classiﬁed as a value 1.
Otherwise, it is classiﬁed as a value 0.
(c) Majority vote based on dynamic weighted combination
In this technique, each output pattern yi in the output of the j-th component
is considered. Hence, a vagueness value can not be used for weighting each
pair of the truth and false membership values. Therefore, estimated errors:
Etj(yi) and Efj(yi) are applied in the classiﬁcation. These two estimated
errors are used for weighting the combination between the truth and false
membership values for each output pattern yi of the j-th component. The
weights created for the truth and false memberships are computed as the
complement of the estimated errors in the prediction of the truth and false
memberships, respectively. These two types of weight are considered as
the certainty in the prediction. In this study, the certainty for predicting
the false membership is equal to the certainty for predicting the non-false
membership value.
Let Wtj(yi) be the weight for the truth membership value of the output pat-
tern yi in the j-th component, Wfj(yi) be the weight for the false member-
ship value of the output pattern yi in the j-th component. In this technique,
both weights for the false and non-false membership values are equal. The
dynamiccombinationoutputOj(yi)oftheoutputpatternyi inthej-thcom-
ponent can be calculated as follows.
Oj(yi) = (Wtj(yi) × TSj(yi)) + (Wfj(yi) × (1 − FSj(yi))) (3.24)
45Wtj(yi) =
1 − Etj(yi)
(1 − Etj(yi)) + (1 − Efj(yi))
(3.25)
Wfj(yi) =
1 − Efj(yi)
(1 − Etj(yi)) + (1 − Efj(yi))
(3.26)
After that, a range of threshold values are compared to the output and then
the majority vote is used to classify the pattern.
3.3 Experiments
3.3.1 Data set
Three data sets named Ionosphere, Pima Indians Diabetes, and Liver Disorders from
the UCI Repository of machine learning data sets [8] are employed in this experiment.
For ionosphere and pima data sets, each data set is split into training and testing data
according to the previous usage from [85] and [91], respectively. In ionosphere data
set, the ﬁrst 200 instances are used for training and the remaining 150 instances are
used for testing [85]. In pima data set, 576 instances are used for training and the
remaining 192 instances are used for testing [91]. For liver data set, we split the data
into 80% training set and 20% testing set. Table 3.1 shows the characteristics of these
three data sets including the size of training and testing data used in the experiment.
Table 3.1: Data sets used in this study
Name Ionosphere Pima Liver
No. of classes 2 2 2
No. of features 34 8 6
Feature type numeric numeric numeric
Size of samples 351 768 345
Size of training set 200 576 276
Size of testing set 151 192 69
463.3.2 Experimental methodology and results
In this section, three data sets named ionosphere, pima, and liver from UCI Reposi-
tory are used to test the proposed models in this study. Each data set is split into a
training set and a testing set as shown in Table 3.1. In this thesis, the focus is not on
the optimization of the prediction but the attention is only on the improvement of the
prediction. In the binary classiﬁcation using a single pair of neural networks, twenty
pairs of feedforward backpropagation neural networks are trained with twenty differ-
ent randomized training sets in order to provide an average of twenty classiﬁcation
results. In the binary classiﬁcation using an ensemble of pairs of neural networks,
twenty ensembles are created in order to provide an average of twenty classiﬁcation
results. For each ensemble, thirty generated training sets are created using bootstrap
resampling with replacement and applied to thirty components in the ensemble. For
each component, a pair of feedforward backpropagation neural networks is trained in
order to predict degree of truth membership and degree of false membership values.
For each pair of neural networks in both single and ensemble techniques, the
ﬁrst network is used as the Truth NN whereas the second network is used as the Fal-
sity NN. The truth network predicts degrees of truth membership. The falsity network
predicts degrees of false membership. In this thesis, the focus on the proposed tech-
nique is aimed at increasing diversity by the creation of a pair of opposite networks.
Therefore, both networks are having the same parameter values in terms of the network
architecture and they are initialized with the same random weights on the links. The
concentration of this study is not on the best result or optimization of the classiﬁcation
but on the improvement of the classiﬁcation. Therefore, the optimum set of parameters
is not the objective of this thesis. However, if the parameters are not set well enough,
these parameters may affect the performance of the proposed networks. For example,
if the number of neurons in the hidden layer is set too high then over-ﬁtting may occur.
The problem of over-ﬁtting may cause low accuracy prediction result when predicting
the unknown data set. Many techniques have already been described in the previous
chapter in order to select the number of hidden neurons. One of those techniques is
chosen to be used in this study in order to avoid over-ﬁtting problem.
47In this thesis, the number of input-nodes for each network is equal to the number
of input features for each training set. Both truth and falsity networks include one hid-
den layer constituting of 2n neurons where n is the number of input features. The only
difference between each pair of networks is that the target outputs of the falsity net-
work are equal to the complement of the target outputs used to train the truth network.
In order to compare all the techniques proposed in this chapter, the same architecture
and parameters are therefore applied to all pairs of neural networks.
In the testing phase, after each pair of truth and false memberships is predicted,
the indeterminacy memberships are then estimated. For the results obtained from a sin-
glepairofneuralnetworks, vaguenessvaluesarecomputedusingequation(3.2)whereas
equation (3.15) is used to calculate vagueness values for the results obtained from the
proposed ensemble approach. Errors in the prediction of truth and false memberships
are estimated using interpolation techniques. In this experiment, the multidimensional
interpolation technique is applied to the liver data set. For the ionosphere and pima
data sets, the scaling technique is applied in order to reduce high dimensional space
into two dimensional space and then the two dimensional interpolation technique is
used to estimate the interpolated errors.
After the three memberships are determined, these membership values are used
for binary classiﬁcation. All the proposed classiﬁcation techniques explained in the
previous section are then applied to the three membership values. The results obtained
are described below.
Experiment 1: Binary classiﬁcation using interval neutrosophic sets and a pair of
neural networks
Table 3.2 shows the comparison between the average classiﬁcation accuracy obtained
by applying twenty pairs of truth and falsity neural networks, and the average classi-
ﬁcation accuracy obtained by applying twenty single truth neural networks. For each
test set, it is found that the results obtained from the proposed techniques (2), (3), (4a),
and (4b) outperform the results obtained from (1) which is the existing technique using
only the truth membership values. The proposed techniques using T > F and using
48Table 3.2: The percentage of average classiﬁcation accuracy for the test set obtained
by applying a pair of neural networks.
dynamic weight
Name T > 0.5 T > F equal weight error error & vagueness
(1) (2) (3) (4a) (4b)
Ionosphere 93.54 96.42 96.42 96.32 96.42
Pima 70.49 74.74 74.74 74.92 74.95
Liver 62.68 66.52 66.52 66.59 67.03
equal weighted combination are found to provide the same results for each test set
used in this study. Both techniques provide better results when compared to the exist-
ing technique. However, they each have different advantages. The technique based on
T > F gives a discrete results (1 or 0) whereas the technique using equal weighted
combination gives continuous results. Hence, both techniques are suitable for differ-
ent applications. The technique using equal weighted combination can be enhanced
by using the dynamic weighted combination technique. In the dynamic weight com-
bination technique, the weights can be created based on errors or based on both error
and vagueness values. In Table 3.2, it is shown that both classiﬁcation accuracy results
obtained from both weighting techniques. The dynamic weight combination technique
that applies both error and vagueness values has shown to provide better results than
other techniques used in this table. These results show that if the cause of uncertainty
is known, it can be used to improve the classiﬁcation results. However, all techniques
that apply to a single pair of networks can be enhanced by using a bagging technique
that applies to the ensemble of pairs of neural networks.
For each single pair of neural networks, the comparison between the classiﬁca-
tion accuracy results obtained from the proposed techniques (T > F and dynamic
combination) and the existing technique (T > 0.5) based on ionosphere, pima, and
liver data sets are shown in Figures 3.8, 3.9, and 3.10, respectively. The results ob-
tained from the technique of equal weight combination are not shown since their re-
sults are always equal to the results obtained from the technique of T > F. From these
results, it is found that the outputs obtained from the proposed techniques are more
stable than the outputs obtained from the existing technique. Table 3.3 shows the max-
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Figure 3.8: The comparison between the results obtained from a pair of neural net-
works and the existing classiﬁcation technique using only a single neural network
(T > 0.5) based on ionosphere data set.
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Figure 3.9: The comparison between the results obtained from a pair of neural net-
works and the existing classiﬁcation technique using only a single neural network
(T > 0.5) based on pima data set.
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Figure 3.10: The comparison between the results obtained from a pair of neural net-
works and the existing classiﬁcation technique using only a single neural network
(T > 0.5) based on liver data set.
imum and minimum accuracy results obtained from both techniques. The objective
of the experiment is not concentrated on the best result only, but the study focuses on
the improvement of the prediction. Therefore, the improvement based on the average
value is considered.
Table 3.3: The maximum, minimum, and average percentage of the classiﬁcation ac-
curacy for the test set obtained by a single neural network and a single pair of neural
networks.
T > 0.5 T > F
Name avg max min max-min avg max min max-min
Ionosphere 93.54 98.68 50.33 48.35 96.42 98.01 90.73 7.28
Pima 70.49 79.69 61.46 18.23 74.74 80.21 63.54 16.67
Liver 62.68 81.16 42.03 39.13 66.52 79.71 56.52 23.19
A further advantage of the proposed model is its ability to represent uncertainty
in the classiﬁcation of each input pattern. This ability can be used to support the user
in associating a level of conﬁdence with the classiﬁcation results. In this thesis, it is
51Table 3.4: Total number of correct and incorrect outputs predicted from a pair of neural
networks (T > F) for the test set of pima data. (Classiﬁer 12 from Figure 3.9)
Vagueness Number of patterns
%correct
value level correct incorrect
0.7909-0.8438 High 2 4 33.33
0.7380-0.7908 Med 15 12 55.56
0.6851-0.7379 Low 105 54 66.04
Total 122 70 63.54
Table 3.5: Total number of correct and incorrect outputs predicted from a pair of neural
networks (T > F) for the test set of pima data. (Classiﬁer 17 from Figure 3.9)
Vagueness Number of patterns
%correct
value level correct incorrect
0.7611-0.9961 High 29 23 55.77
0.5261-0.7610 Med 44 25 63.77
0.2912-0.5260 Low 66 5 92.96
Total 139 53 72.40
found that uncertainty of type vagueness can be used to support the conﬁdence in the
classiﬁcation quite well. For example, if the output pattern contains a high vagueness
value then this pattern should be reconsidered. From the classiﬁcation results of pima
data set shown in Figure 3.9, the uncertainty of type vagueness obtained from the
Classiﬁers 12, 17, and 18 are shown in Tables 3.4, 3.5, and 3.6, respectively. These
tables show the ranges of vagueness values in the classiﬁcation of pima data set. For
each Table, vagueness values are categorized into three levels: High, Med, and Low.
Each vagueness level has an equal range. The total number of correct and incorrect
outputs predicted from each pair of neural networks using the technique of T > F are
also represented.
Table 3.4 shows the worst accuracy result obtained from the proposed technique
of T > F for pima data set (Classiﬁer 12 from Figure 3.9) whereas the best accuracy
result is obtained from Classiﬁer 18 shown in Table 3.6. Table 3.5 shows the moderate
52Table 3.6: Total number of correct and incorrect outputs predicted from a pair of neural
networks (T > F) for the test set of pima data. (Classiﬁer 18 from Figure 3.9)
Vagueness Number of patterns
%correct
value level correct incorrect
0.6732-0.9932 High 31 21 59.62
0.3532-0.6731 Med 47 11 81.03
0.0332-0.3531 Low 76 6 92.68
Total 154 38 80.21
accuracy result. These three tables show that most of the outputs that have low level of
vagueness are correctly classiﬁed. In Table 3.4, the minimum vagueness value is very
high which is the value of 0.6851. Hence, this classiﬁer give us the worst accuracy
result, which is 63.54%. In contrast, the minimum vagueness value obtained from
Table 3.6 is 0.0332 which is very low, and most of the results are fall into the group
of the low level of vagueness. Therefore, this classiﬁer provides us the best accuracy
classiﬁcation result, which is 80.21%.
The visualization of uncertainty of type vagueness in the classiﬁcation can be
used to enhance the decision making. The relationship among the truth membership,
false membership, and vagueness values from Tables 3.4, 3.5, and 3.6 can be repre-
sented in two and three dimensional spaces. Figures 3.11, 3.12, and 3.13 show the
relationship between the truth membership and false membership values in two di-
mensional spaces. For the two dimensional graphical representation, if a cluster of
points is arranged in the diagonal left as shown in Figure 3.13 then the vagueness is
low. This situation provides high classiﬁcation accuracy results. On the other hand, the
vagueness is very high if a cluster of points is arranged in the diagonal right as shown
in Figure 3.11. Also, this situation gives the worse accuracy results.
Figures 3.14, 3.15, and 3.16 show the relationship among the truth membership,
false membership, and vagueness values in three dimensional spaces. These graphical
representations are displayed based on the interpolated surface of vagueness values.
They are corresponding to Figures 3.11, 3.12, and 3.13, respectively. The vagueness
level shown in these representations can be used as an indicator in order to support
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Figure 3.11: Two dimensional visualization of the test set of pima data obtained from
a pair of neural networks (Classiﬁer 12 from Figure 3.9). The ’×’ represents results
obtained from T ≤ F.
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Figure 3.12: Two dimensional visualization of the test set of pima data obtained from
a pair of neural networks (Classiﬁer 17 from Figure 3.9). The ’ ’ represents results
obtained from T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 3.13: Two dimensional visualization of the test set of pima data obtained from
a pair of neural networks (Classiﬁer 18 from Figure 3.9). The ’ ’ represents results
obtained from T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 3.14: Three dimensional visualization of the test set of pima data obtained from
a pair of neural networks (Classiﬁer 12 from Figure 3.9). The ’ ’ represents actual
results.
550
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
Truth membership value False membership value
V
a
g
u
e
n
e
s
s
v
a
l
u
e
Figure 3.15: Three dimensional visualization of the test set of pima data obtained from
a pair of neural networks (Classiﬁer 17 from Figure 3.9). The ’ ’ represents actual
results.
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
Truth membership value False membership value
V
a
g
u
e
n
e
s
s
v
a
l
u
e
Figure 3.16: Three dimensional visualization of the test set of pima data obtained from
a pair of neural networks (Classiﬁer 18 from Figure 3.9). The ’ ’ represents actual
results.
56the decision making. The results shown in Figures 3.14 represent higher uncertainty
than the results shown in Figures 3.15 and 3.16. Although the maximum vagueness
value shown in Figure 3.16 is higher than the maximum vagueness value shown in
Figure 3.15, most points shown in Figure 3.16 have lower vagueness values. Hence,
the accuracy results obtained from Figure 3.16 provide the best results.
Experiment 2: Binary classiﬁcation using interval neutrosophic sets and bagging
neural networks
Table 3.7 and 3.8 show the comparison between the average results obtained from
twenty ensembles of pairs of neural networks and the average results obtained from
twenty ensembles of the truth neural networks. These ensembles are combined based
on bagging technique. Table 3.7 shows results based on averaging techniques whereas
Table3.8showsresultsbasedonmajorityvotetechniques. Frombothtables, itisfound
that the results obtained from the proposed averaging and majority vote techniques
outperform the results obtained from both basic averaging and majority vote that apply
only to the ensemble of the truth networks (T > 0.5). From both tables, it is found
that the proposed averaging technique based on T > F and averaging technique based
on equal weighted combination give equal results for each test set. Therefore, it can
be concluded that the technique of T > F and the technique of weighting can be used
interchangeably. Both techniques are suitable for different applications. Furthermore,
it is also found that the averaging techniques give better classiﬁcation performance
compared to the majority vote techniques.
From Table 3.2, it is found that the technique of dynamic weighted average can
be used to improve the accuracy of a single pair of neural networks; however, the
accuracy cannot be improved much when this technique is applied to an ensemble
of pairs of neural networks trained by bagging. Due to the nature of the bagging
technique, it uses only part of the original data. Also, there are some repeated data
in each generated training set. Therefore, the interpolation technique used for error
estimation may not provide good estimated results. However, the ensemble neural
networks trained by bagging can be used to substantially improve the accuracy of a
57Table 3.7: The percentage of average classiﬁcation accuracy for the test set obtained by
applying an ensemble of pairs of neural networks and averaging methods. [(a) vague-
ness, (b) error, (c) both]
dynamic weight
Name T > 0.5 T > F equal weight T > F equal weight
(1) (2) (3) (4a) (4b) (4c) (5a) (5b) (5c)
Ionosphere 96.56 97.55 97.55 97.48 97.55 97.55 97.48 97.55 97.55
Pima 77.16 77.81 77.81 77.96 77.92 77.94 77.96 77.92 77.94
Liver 69.93 74.64 74.64 74.13 73.26 73.99 74.13 73.26 73.99
Table 3.8: The percentage of average classiﬁcation accuracy for the test set obtained
by applying ensemble of pairs of neural networks and majority vote methods.
dynamic weight
Name T > 0.5 T > F equal weight error error & vagueness
(1) (2) (3) (4a) (4b)
Ionosphere 96.56 97.52 97.52 97.42 97.42
Pima 76.02 77.66 77.66 78.89 77.84
Liver 69.93 73.99 73.99 73.19 72.90
single pair of neural networks.
For each ensemble of thirty pairs of neural networks, the comparison between
the classiﬁcation accuracy results obtained from the existing averaging technique and
the proposed averaging techniques based on ionosphere, pima, and liver data sets can
be shown in Figures 3.17, 3.18, and 3.19, respectively. Figures 3.20, 3.21, and 3.22
show the comparison between the classiﬁcation accuracy results obtained from the
existing majority vote technique and the proposed majority vote techniques based on
ionosphere, pima, and liver data sets, respectively. From the experiment, it is found
that the technique of T > F provides better performances than the other proposed
techniques based on ensemble neural networks approach. It is also found that the av-
erage result obtained from the proposed averaging technique provides better average
result than the proposed majority vote technique when compared based on the tech-
nique of T > F. Figures 3.23, 3.24, and 3.25 show the results obtained from the
proposed binary classiﬁcation technique of T > F using averaging and majority vote
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Figure 3.17: The comparison between the results obtained from the existing and the
proposed ensemble neural networks (averaging technique) based on ionosphere data
set.
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Figure 3.18: The comparison between the results obtained from the existing and the
proposed ensemble neural networks (averaging technique) based on pima data set.
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Figure 3.19: The comparison between the results obtained from the existing and the
proposed ensemble neural networks (averaging technique) based on liver data set.
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Figure 3.20: The comparison between the results obtained from the existing and the
proposed ensemble neural networks (majority vote technique) based on ionosphere
data set.
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Figure 3.21: The comparison between the results obtained from the existing and the
proposed ensemble neural networks (majority vote technique) based on pima data set.
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Figure 3.22: The comparison between the results obtained from the existing and the
proposed ensemble neural networks (majority technique) based on liver data set.
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Figure 3.23: The comparison between the results obtained from the proposed averag-
ing technique and majority vote technique (T > F) based on ionosphere data set.
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Figure 3.24: The comparison between the results obtained from the proposed averag-
ing technique and majority vote technique (T > F) based on pima data set.
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Figure 3.25: The comparison between the results obtained from the proposed averag-
ing technique and majority vote technique (T > F) based on liver data set.
for ionosphere, pima, and liver data sets, respectively.
Similar to the binary classiﬁcation based on a single pair of neural networks,
vagueness can be used as an indicator to represent uncertainty in the binary classiﬁca-
tion problem. For example, Tables 3.9 and 3.10 show the ranges of vagueness values
together with the total correct and incorrect outputs obtained from the technique of
T > F base on averaging technique. The vagueness values are separated into three
levels, each with an equal range. The vagueness values shown in these tables are ob-
tained from the difference between the average truth and the average false membership
values. Table 3.9 shows the best results whereas Table 3.10 shows the worst results.
From both tables, it can be seen that most outputs that have low vagueness level are
correctly classiﬁed.
Figures 3.26 and 3.27 show a two dimensional visualization of the average truth
and the average false membership values obtained from Tables 3.9 and 3.10, respec-
tively. A cluster of points shown in Figure 3.26 is concentrated in the diagonal left
than the one shown in Figure 3.27. It shows that most outputs in Table 3.9 have lower
63Table 3.9: Total number of correct and incorrect outputs predicted from an ensemble
of thirty pairs of neural networks (T > F and averaging technique) for the test set of
pima data. (Classiﬁer 4 from Figure 3.24)
Vagueness Number of patterns
%correct
value level correct incorrect
0.7240-0.9999 High 36 19 65.45
0.4481-0.7239 Med 52 18 74.29
0.1721-0.4480 Low 64 3 95.52
Total 152 40 79.17
Table 3.10: Total number of correct and incorrect outputs predicted from an ensemble
of thirty pairs of neural networks (T > F and averaging technique) for the test set of
pima data. (Classiﬁer 15 from Figure 3.24)
Vagueness Number of patterns
%correct
value level correct incorrect
0.7344-0.9990 High 29 22 56.86
0.4698-0.7343 Med 49 20 71.01
0.2052-0.4697 Low 69 3 95.83
Total 147 45 76.56
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Figure 3.26: Two dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (averaging technique, Classiﬁer 4 from
Figure 3.24). The ’ ’ represents results obtained from T > F and the ’×’ represents
results obtained from T ≤ F.
vagueness values than the outputs in Table 3.10. Three dimensional visualization of
the average truth membership, average false membership, and vagueness values corre-
sponding to Tables 3.9 and 3.10 are shown in Figures 3.28 and 3.29, respectively.
In the proposed majority vote technique, thirty pairs of outputs are considered
for each pattern. If the pattern is voted as a value 1 then only pairs of outputs that give
a value 1 are selected. In contrast, if the pattern is voted as a value 0 then only pairs
of outputs that provide a value 0 are selected. After that, the selected pairs of truth and
false membership values are used as the representative for each pattern. The vagueness
value for each pattern is then computed as the average of all selected vagueness values
obtained from all selected pairs of truth and false membership values. Tables 3.11 and
3.12 show the ranges of average vagueness values together with the total correct and
incorrect outputs obtained from the technique of T > F base on majority vote tech-
nique. Table 3.11 shows the best results whereas Table 3.12 shows the worst results.
From both tables, it can be observed that most outputs that have low vagueness level
are correctly classiﬁed.
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Figure 3.27: Two dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (averaging technique, Classiﬁer 15 from
Figure 3.24). The ’ ’ represents results obtained from T > F and the ’×’ represents
results obtained from T ≤ F.
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Figure 3.28: Three dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (averaging technique, Classiﬁer 4 from
Figure 3.24). The ’ ’ represents actual results.
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Figure 3.29: Three dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (averaging technique, Classiﬁer 15 from
Figure 3.24). The ’ ’ represents actual results.
Table 3.11: Total number of correct and incorrect outputs predicted from an ensemble
of thirty pairs of neural networks (T > F and majority vote technique) for the test set
of pima data. (Classiﬁer 4 from Figure 3.24)
Vagueness Number of patterns
%correct
value level correct incorrect
0.6047-0.8210 High 42 22 65.63
0.3884-0.6046 Med 52 15 77.61
0.1721-0.3883 Low 59 2 96.72
Total 153 39 79.69
67Table 3.12: Total number of correct and incorrect outputs predicted from an ensemble
of thirty pairs of neural networks (T > F and majority vote technique) for the test set
of pima data. (Classiﬁer 15 from Figure 3.24)
Vagueness Number of patterns
%correct
value level correct incorrect
0.6167-0.8224 High 39 29 57.35
0.4109-0.6166 Med 52 16 76.47
0.2052-0.4109 Low 54 2 96.43
Total 145 47 75.52
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Figure 3.30: Two dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (majority vote technique, Classiﬁer
4 from Figure 3.24). The ’ ’ represents results obtained from T > F and the ’×’
represents results obtained from T ≤ F. (The average of selected truth and false
membership values are shown.)
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Figure 3.31: Two dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (majority vote technique, Classiﬁer
15 from Figure 3.24). The ’ ’ represents results obtained from T > F and the ’×’
represents results obtained from T ≤ F. (The average of selected truth and false
membership values are shown.)
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Figure 3.32: Two dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (majority vote technique, Classiﬁer
4 from Figure 3.24). The ’ ’ represents results obtained from T > F and the ’×’
represents results obtained from T ≤ F. (Only selected truth and false membership
values are shown.)
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Figure 3.33: Two dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (majority vote technique, Classiﬁer
15 from Figure 3.24). The ’ ’ represents results obtained from T > F and the ’×’
represents results obtained from T ≤ F. (Only selected truth and false membership
values are shown.)
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Figure 3.34: Three dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (majority vote technique based on the
average of the selected outputs, Classiﬁer 4 from Figure 3.24). The ’ ’ represents actual
results.
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Figure 3.35: Three dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (majority vote technique based on the
average of the selected outputs, Classiﬁer 15 from Figure 3.24). The ’ ’ represents
actual results.
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Figure 3.36: Three dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (majority vote technique based on the
selected outputs, Classiﬁer 4 from Figure 3.24). The ’ ’ represents actual results.
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Figure 3.37: Three dimensional visualization of the test set of pima data obtained from
an ensemble of thirty pairs of neural networks (majority vote technique based on the
selected outputs, Classiﬁer 15 from Figure 3.24). The ’ ’ represents actual results.
Two dimensional visualization based on the average of the selected truth and
false membership values are shown in Figures 3.30 and 3.31. Moreover, two dimen-
sional visualization based on all selected truth and false membership values are also
shown in Figures 3.32 and 3.33. It can be observed that a cluster of points shown in
Figures 3.30 and 3.32 are more grouped in the diagonal left than a cluster of points
shown in Figure 3.31 and Figure 3.33. Figures 3.34 and 3.35 show three dimensional
visualization corresponding to Figures 3.30 and 3.31 whereas Figures 3.36 and 3.37
show three dimensional visualization corresponding to Figures 3.32 and 3.33.
It can be noted that there is not much difference between the best and the worst
results obtained from the proposed ensemble neural networks when compared to sin-
gle pair of neural networks. Table 3.13 shows the comparison among the maximum,
minimum, and average percentage of the classiﬁcation accuracy for the test set ob-
tained by the proposed ensemble pairs of neural networks, ensemble neural networks,
and a single pair of neural networks. It can also be seen that the minimum results ob-
tained from the proposed ensemble neural networks provide better accuracy than the
minimum results obtained from the traditional ensemble neural networks. Also, the
72Table 3.13: The maximum, minimum, and average percentage of the classiﬁcation
accuracy for the test set obtained by the proposed ensemble neural networks.
Name Technique avg max min max-min
Ionosphere
ensemble pairs of NN
averaging 97.55 98.01 96.69 1.32
majority vote 97.52 98.01 96.69 1.32
ensemble NN
averaging 96.56 97.35 96.03 1.32
majority vote 96.56 97.35 96.03 1.32
single pair of NN 96.42 98.01 90.73 7.28
Pima
ensemble pairs of NN
averaging 77.81 79.17 76.56 2.61
majority vote 77.66 79.69 75.52 4.17
ensemble NN
averaging 77.16 79.17 71.35 7.82
majority vote 76.02 79.17 65.10 14.07
single pair of NN 74.74 80.21 63.54 16.67
Liver
ensemble pairs of NN
averaging 74.64 78.26 69.57 8.69
majority vote 73.99 79.71 66.67 13.04
ensemble NN
averaging 69.93 71.01 66.67 4.34
majority vote 69.93 73.91 65.22 8.69
single pair of NN 66.52 79.71 56.52 23.19
73maximum results obtained from the proposed ensemble neural networks provide bet-
ter accuracy than the maximum results obtained from the traditional ensemble neural
networks. In this study, the concentration is not on the best result or optimization of the
classiﬁcation. All experiments are created from randomized data set. Hence, this table
is not used to compare the best accuracy results. However, only the average results are
considered instead. It is found that the proposed ensemble neural networks provide
better performances than the traditional ensemble neural networks and the proposed
single pairs of neural networks. Moreover, the proposed approaches can also provide
the ability to quantify vagueness in the classiﬁcation even though the results obtained
from the proposed approaches and the traditional approaches are quite similar.
3.4 Comparing performance of interval neutrosophic
sets and neural networks with other classiﬁers for
binary classiﬁcation problems
In this section, the classiﬁcation results obtained from several kinds of support vector
machines (SVM) and other existing classiﬁers are compared with the results obtained
from the proposed binary classiﬁer in this study. The comparison is based on a number
of classical benchmark problems from the UCI machine learning repository. It is re-
alized that it may be difﬁcult to compare the results from different types of classiﬁers
withoutthesametestingenvironments. Foreachindividualresearch, theenvironments,
data sets and algorithms are customized for the particular experiment. Hence, one can-
not claim that which is the most suitable algorithm used for an unknown data sets.
The purpose of this section is to compare the results in general while recognizing that
different classiﬁers may be suitable for different problems. The results obtained from
different research reports with different types of algorithms and parameters setting be-
ing applied to the same benchmark data sets are compared to the proposed techniques
in this study. All the previous algorithms and proposals have their unique features and
pros and cons. However, most of them provide similar accuracy results. The ques-
74Table 3.14: Data sets used in the comparison.
Name No. of features Size of samples
heart-statlog 13 270
ionosphere 34 351
bupa liver 6 345
mushrooms 22 8124
pima indians 8 768
sonar 60 208
tic-tac-toe 9 958
tion is that which technique should be selected to solve the problem with the unknown
data set. The question is still an ongoing challenge as it requires detailed information
on the characteristics of the unknown data. This section aims to present the compari-
son among selected existing techniques and compare them to the proposed techniques.
It can be demonstrated that the proposed techniques are capable of providing similar
results and accuracy which are comparable with the other techniques. However, the
proposal in this thesis has taken into account of the uncertainty in the classiﬁcation
process.
Inthissection, theresultsobtainedfromseveralexistingclassiﬁcationtechniques
are based on seven UCI data sets [8]. These data sets are often used in many papers
for benchmarking or used for classiﬁcation experiments. The characteristic of these
data sets are shown in Table 3.14. Table 3.15 shows the comparison among results
obtained from different types of SVM explained in the previous chapter. This in-
cludes the traditional SVM, SV-incremental learning algorithm (SV-Inc.) [96], SV-L-
incremental algorithm (SV-L-inc.) [79], Least Squares Support Vector Machine (LS-
SVM) [95], Least Squares version of the Least Squares Support Vector Machine (LS2-
SVM) [97], Proximal Support Vector Machine (PSVM) [47], Fuzzy Proximal Support
Vector Machine (FPSVM) [60], Generalized Eigenvalue Proximal Support Vector Ma-
chine (GEPSVM) [67], and Twin Support Vector Machine (TWSVM) [62].
Table 3.16 shows the average results obtained from the experiments in the previ-
ous section, which are the traditional BPNN based on T > 0.5, BPNN based on bag-
ging, a proposed BPNN based on T > F, and the proposed BPNN based on T > F
75and bagging. In the experiments, feed-forward backpropagation neural networks are
applied to each pair of the networks. Each data set is split into a training set containing
80% of the data and a testing set containing 20% of the data. For each data set, the
classiﬁcation accuracies on the test sets are averaged based on twenty runs with twenty
different randomized training sets. In row BPNN, only the truth membership values
are considered in the classiﬁcation. In row T>F, both truth and false membership val-
ues are compared to give the binary classiﬁcation results. Both bagging results shown
in this table are combined using averaging technique.
Table 3.17 presents the comparison among results obtained from some other
classiﬁers. Those classiﬁers are GA-Selected Subset [103], Constraint Based Decom-
position (CBD) [33], Bayesian decision tree with restarting strategy technique [81],
Input Smearing [42], competitive ﬁnite mixture of neurons [93], Simulated Anneal-
ing (SA) [25], and MC2SG [104]. The results obtained from each row in Tables 3.15
and 3.17 can be described as follows.
• Description of Table 3.15
Table 3.15 shows the comparison among nine different techniques of SVM clas-
siﬁcation. In row SVM, the results obtained from the traditional SVM are se-
lected from [96]. In row SV-inc. and SV-L-inc., the results are obtained from
the SV-incremental and SV-L-incremental algorithms from [96] and [79], re-
spectively. In both [96] and [79], twelve UCI data sets were used to test the
performance, and all results were obtained from 10-fold cross-validation. The
10-fold cross-validation is the technique that partitions the data set into ten sub-
sets of equal size, and the training is repeated ten times. In each round, nine
subsets are trained and one is used for testing. After ten different sets are trained
and tested, ten accuracy results are then averaged. In Table 3.15, only ﬁve data
sets are shown. The linear kernel was applied to the mushroom data set. For the
rest of the data sets, the Gaussian function was applied to the traditional SVM
and SV-incremental algorithm in [96], whereas the radial basis function (RBF)
was applied to the SV-L-incremental algorithm in [79].
76Table 3.15: Classiﬁcation accuracy comparison among several existing SVM classiﬁ-
cation techniques.
Name heart-stat ionosphere liver mushrooms pima sonar tic-tac-toe
[Ref.]
SVM 84.45 94.57 68.68 100.00 87.38
[96] Gaussian Gaussian Gaussian Linear Gaussian
SV-Inc. 79.69 93.14 61.03 99.88 87.41
[96] Gaussian Gaussian Gaussian Linear Gaussian
SV-L-inc. 83.33 95.45 70.78 100.00 85.07
[79] RBF RBF RBF Linear RBF
LS-SVM 84.6 95.0 71.1 77.0 75.5 98.9
[11] RBF RBF RBF RBF RBF RBF
LS2-SVM 70.00 70.44 68.36 94.37
[97] - - - -
PSVM 95.2 73.6 88.0 77.5 98.4
[47] non-Linear non-Linear non-Linear Linear non-Linear
FPSVM 83.89 64.18
[60] Linear Linear
GEPSVM 63.8 81.1 73.6
[67] Gaussian Linear Linear
TWSVM 84.44 88.03 67.83 73.70 77.26
[62] Linear Linear RBF Linear Linear
Table 3.16: Classiﬁcation accuracy comparison among the proposed technique (row
T>F) and the existing BPNN classiﬁcation techniques.
Name heart-stat ionosphere liver mushrooms pima sonar tic-tac-toe
BPNN 93.54 62.68 70.49
BPNN 96.56 69.93 77.16
bagging
T>F 96.42 66.52 74.74
T>F 97.55 74.64 77.81
bagging
77Table 3.17: Classiﬁcation accuracy comparison among several existing classiﬁcation
techniques.
Name heart-stat ionosphere liver mushrooms pima sonar tic-tac-toe
[Ref.]
GA-Selected 93.9 98.6 77.8 79.5 97.2
Subset [103]
CBD 88.17 62.32 68.72 75.10
[33]
Bayesian DT 95.35 79.69 81.43
[81]
Input 80.8 91.6 69.0 75.3 81.5
Smearing [42]
Mix. of 87.79 70.72 77.69
neurons [93]
SA+BPNN 98.60 82.16
[25]
MC2SG 84.71 99.95 79.40 83.20
[104]
In [11], nine UCI data sets were used to test the performance of the LS-SVM
based on three kernels: linear, polynomial and radial basis function. Only six
data sets are shown in this table. In the experiment, the hyperparameters were
optimizedusing10-foldcross-validationandagridsearchmechanism. Theaver-
age classiﬁcation accuracy for the test set was computed from 50 randomization
runs on each data set. The radial basis function was found to provide the best
results, which are shown in row LS-SVM.
In row LS2-SVM, the classiﬁcation accuracy for the test set obtained from four
UCI data sets from the experiments in [97] are shown. In [97], there is no expla-
nation about the kernel used in the experiment, and the hyperparameters are not
optimized.
In row PSVM, the classiﬁcation accuracy results obtained from ﬁve UCI data
sets picked from [47] are shown. In [47], seven UCI data sets and other ﬁve
78public data sets were used in the experiments. Both linear and nonlinear PSVM
classiﬁers were applied to the data sets and all classiﬁcation accuracy results
were obtained using 10-fold cross-validation. The best results obtained from
PSVM are chosen and shown in this table.
In row FPSVM, the classiﬁcation accuracy results obtained from fuzzy linear
proximal support vector machines in [60] are shown. Three UCI data sets were
used in the experiment in [60], but only two data sets are shown in this table.
In the experiment, all results were obtained using 5-fold cross-validation which
is the same technique as 10-fold cross-validation; however, the data set is parti-
tioned into ﬁve subsets instead of ten.
In [67], some data sets from UCI and other public data sets were used in the ex-
periment of the GEPSVM. However, only results obtained from three UCI data
sets are shown in row GEPSVM. All parameters used in[67] were tuned using
ten percent of each training set and all classiﬁcation accuracy results were ob-
tained using 10-fold cross-validation. The linear kernel was used in pima and
mushroom data sets, whereas the Gaussian kernel was used in liver data set.
The performance of the TWSVM on some UCI data sets were described in [62],
and the results obtained from ﬁve UCI data sets are shown in row TWSVM. Ten
percent of each training set were used for tuning the parameters, and all classiﬁ-
cation accuracy results were obtained using 10-fold cross-validation. The radial
basis function kernel was applied to the bupa liver data set, whereas the linear
kernel was used for the rest data sets shown in this table.
• Description of Table 3.17
In row GA-Selected Subset, some results picked from [103] are shown. In [103],
eachdata setwaspartitioned ten times. Eachtime, the data setwasseparated into
7990% training set and 10% test set. Each partition was used in ﬁve independent
runs of the genetic algorithm. The average results were represented in the exper-
iment.
In row CBD, the results obtained from four UCI data sets reported in [33] are
shown. In [33], some data sets from UCI machine learning repository were ap-
plied and each data set was randomly split into 80% training set and 20% test
set. For each data set, the average results were obtained over ﬁve trails on the
test data.
In row Bayesian DT, the results obtained from Bayesian DT with restarting strat-
egy in [81] are shown. These results are picked from three out of seven UCI data
sets used in the experiment in [81]. The results were evaluated on 5-fold cross-
validation.
In row Input Smearing, the results obtained from input smearing reported in [42]
are shown. Each data set used in [42] was randomly partitioned into 90% train-
ing set and 10% test set. The size of an ensemble is ten. The results are averaged
over 100 runs.
In row Mix. of Neurons, some results obtained from a competitive ﬁnite mixture
of neurons reported in [93] are shown. Each data set was randomly separated
into 60% training set and 40% test set. The results were averaged over 20 trials.
In row SA+BPNN, the result obtained from the simulated annealing (SA) picked
form [25] are shown. In [25], three UCI data sets are used in the experiment. All
results are obtained from 10-fold cross-validation.
In row MC2SG, some results obtained from MC2SG in [104] are represented.
80Each data set used in [104] was divided into 50% training set and 50% test set.
The classiﬁcation accuracies on the test sets were averaged based on ten inde-
pendent runs for each data set.
There are several techniques used for binary classiﬁcation. Each technique has
different pros and cons. For example, some modiﬁed SVMs provide the results com-
parable to the results obtained from the traditional SVM. However, they can perform
faster or provide less complexity than the traditional SVM. The integration of neural
network and some other existing techniques can also improve the classiﬁcation per-
formance compared to the traditional neural network. The proposed technique is also
using the integration of the traditional backpropagation neural network (BPNN) and
the existing theory called interval neutrosophic sets. All experiments in this study do
not focus on the optimization of the classiﬁcation; however, only the average results
are considered. From Table 3.15, 3.16, and 3.17, it is found that the average results
obtained from the proposed technique outperform the average results obtained from
the traditional BPNN, and they are also comparable to the results obtained from some
other classiﬁers. Most classiﬁers shown in this section concentrate only on the truth
membership values. However, the proposed approach can represent three types of
membership values: truth membership, indeterminacy membership, and false mem-
bership values. Also, the relationship among these three memberships can be used to
support the conﬁdence level in the classiﬁcation.
3.5 Conclusions
In this chapter, two novel approaches are created for binary classiﬁcation. The ﬁrst
approach applies a single pair of neural networks whereas the second approach is im-
proved on the ﬁrst one by using an ensemble of pairs of neural networks for the binary
classiﬁcation. Each pair of networks provides the truth and false membership values.
These two values are used to compute vagueness in the prediction. Furthermore, er-
rors occurred in the prediction are also estimated. Interpolation techniques are used to
81estimate those errors. Both approaches apply interval neutrosophic sets in order to rep-
resentimperfectionintheprediction. Severaltechniquesarecreatedbasedonthesetwo
approaches. The results obtained from a single pair of networks are compared to the
results obtained from an ensemble of pairs of networks. The proposed ensemble tech-
nique provides better classiﬁcation accuracy than the proposed single pair of networks.
All the proposed techniques also improve the classiﬁcation performance compared to
the existing techniques using only the truth networks. Furthermore, the results ob-
tained from the proposed approach are also compared with other existing approaches
such as SVM, decision tree, and other types of neural networks. Most results are com-
parable to one another. However, they have different advantages, which are suitable for
different applications. For the proposed approach in this study, it is easier and simpler
in implementation. The experiment does not need complicated algorithms and only a
pair of complement neural networks is used. In addition, the proposed approach has
the capability to represent uncertainty in the classiﬁcation in terms of the truth mem-
bership, false membership, and indeterminacy membership values. Vagueness values
occurred in the prediction are visualized in two and three dimensional spaces based
on the truth and false membership values. The graphical representation of vagueness
values can support decision making in the binary classiﬁcation. Therefore, it can be
said that using the opposite neural networks with the quantiﬁcation of vagueness and
errors can be a good starting point for further research on the problem of binary neural
network classiﬁcation.
82Chapter 4
Multiclass Classiﬁcation using Neural
Networks and Interval Neutrosophic
Sets
In this chapter, two basic concepts: multiple binary neural networks and a single neu-
ral network with multiple outputs are used for the problem of multiclass classiﬁcation.
Two complementary neural networks are used in these two approaches to obtain the
true and false membership values. In this chapter, the initial experiment is based on
the integration between interval neutrosophic sets and a pair of neural networks with
multiple outputs. In this experiment, one-against-all approach is applied. A pair of
k-class neural networks are trained to predict k pairs of truth membership and false
membership values. The k pairs of errors in the prediction of unknown input patterns
are estimated using interpolation techniques. The k vagueness values occurred in the
prediction are obtained from the difference between each pair of the truth and false
membership values. The proposed techniques have been applied to seven benchmark
problems including balance, ecoli, glass, lenses, wine, yeast, and zoo from the UCI
machine learning repository. Results from the experiment demonstrated that the pro-
posed approach improves classiﬁcation performance when compared to the existing
technique which applied only to the truth membership created from a single k-class
83neural network.
The second proposed multiclass classiﬁcation approach is to use several pairs of
multiple binary neural networks. There are two basic approaches to deal with multi-
ple neural networks. These two approaches are one-against-all and one-against-one.
One-against-all can cause unbalance data among individual neural networks. One-
against-one can cause tie between multiple outputs; however, it provides redundancy
that can make the system more generalized [74]. Hence, one-against-one neural net-
works are selected to be used in this study. Multiple pairs of the truth and false binary
neural networks are trained to predict multiple pairs of the truth and false member-
ship values. The difference between each pair of truth and false membership values is
considered as vagueness in the classiﬁcation. Errors occur in the prediction are also
considered. Vagueness and error are formed as the indeterminacy membership. The
three memberships obtained from each pair of networks constitute an interval neutro-
sophic set. Multiple interval neutrosophic sets are then created and used to support
decision making in multiclass classiﬁcation. In this technique, the proposed technique
has been applied to three classical benchmark problems including balance, wine, and
yeast from the UCI machine learning repository. Results have shown the the proposed
technique has improved classiﬁcation performance when compared to the existing one-
against-one technique which applies only to the truth membership values.
4.1 Multiclassclassiﬁcationusingintervalneutrosophic
sets and a pair of neural networks with multiple
outputs
In this technique, ensemble of two multiclass neural networks with multiple outputs
are created to classify multiple classes. Diversity in the output of the ensemble is cre-
ated based on these two networks which are complement to each other. Two multiclass
neural networks are trained with the same input feature vectors but disagree in the tar-
get codewords. The one-against-all technique is applied to the two neural networks.
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Figure 4.1: Multiclass classiﬁcation model based on interval neutrosophic sets and a
pair of neural networks with multiple outputs.
Figure 4.1 shows the proposed model that consists of a set of input feature vectors,
two multiclass neural networks, uncertainty estimation, three types of membership, a
classiﬁcation process, and a vague output. The Truth Multiclass NN is a feedforward
backpropagation neural network with multiple outputs. This network is trained to pre-
dict the degrees of truth membership. For a k-class truth neural network, k codewords
are created and the length of each codeword is equal to k. The codeword for the i-th
class has the i-th bit equal to 1, and the rest is equal to 0. The Falsity Multiclass NN
is also a feedforward backpropagation neural network with multiple outputs. It has the
same architectures and properties as the ones used for the truth neural network. The
only difference is that the falsity network is trained to predict degree of false mem-
bership using the complement of target codewords used for training data in the truth
network. If the codeword used to train the truth network for the i-th class at the i-th
bit is equal to 1 and the rest is equal to 0, then the codeword used to train the falsity
network for the i-th class at the i-th bit is equal to 0 and the rest is equal to 1. Ta-
ble 4.1 shows an example of the codewords used for the ﬁve-class truth and falsity
neural network.
For each input pattern, a pair of k-class neural networks produce k outputs which
85Table 4.1: The codewords for ﬁve-class neural network
Class Codeword for the truth network Codeword for the falsity network
1 10000 01111
2 01000 10111
3 00100 11011
4 00010 11101
5 00001 11110
are k pairs of truth and false membership values. For each pair of outputs correspond-
ing to the input pattern, the false membership is supposed to be complement to the
truth membership. However, the boundary between the two predicted outputs may not
be sharp. Vagueness can occur in the boundary between these two memberships. In ad-
dition, errors always occur in the predictions as well. Similar to the previous chapter,
vagueness can be computed as the difference between the truth and the correspond-
ing false membership values. Errors can be estimated using interpolation techniques.
Estimated errors obtained from the truth and falsity neural networks are computed sep-
arately. Two techniques can be used to estimate errors in the predictions. First, multidi-
mensional interpolation is used to compute interpolated errors. This technique is used
when the multidimensional input space is not too high. In order to estimate errors in
the prediction of truth memberships using this technique, training errors obtained from
the truth network at the j-th output are plotted in the multidimensional feature space
of the training input patterns. After that, a multidimensional interpolation technique is
applied to estimate errors of the unknown input patterns. Therefore, k sets of interpo-
lated errors are estimated from k sets of known errors obtained from the training truth
network. Estimated errors in the prediction of false memberships are also calculated
in the same way as the estimated errors for the truth memberships. Second, scaling
techniques are used to reduce high dimensional space into low dimensional space, and
then interpolation methods are used to calculate the interpolated errors. If the multidi-
mensional input space is too high, the second technique is suitable. The interpolated
errors can be calculated using either the ﬁrst or the second technique depending on the
characteristic of the input data set.
86Vagueness and error are represented in the form of indeterminacy membership.
The truth, indeterminacy, and false memberships form interval neutrosophic sets. Let
Aj be an interval neutrosophic set of the output Yj where j = 1,2,3,...,k. Aj can be
deﬁned below.
Aj = {y(TAj(y),IAj(y),FAj(y))|y ∈ Yj ∧
TAj : Yj −→ [0,1] ∧
IAj : Yj −→ [0,1] ∧
FAj : Yj −→ [0,1]}
(4.1)
IAj(y) = {VAj(y),EAtj(y),EAfj(y)} (4.2)
VAj(y) = 1 − |TAj(y) − FAj(y)| (4.3)
where
TAj is the truth membership function,
IAj is the indeterminacy membership function,
FAj is the false membership function,
VAj is the vagueness value,
EAtj is the estimated error obtained from the truth network, and
EAfj is the estimated error obtained from the falsity network.
Instead of using only the truth membership, the three memberships of an ele-
ment in an interval neutrosophic set is applied to classify multiple classes. In order
to classify the input patterns into multiple classes, the corresponding binary string has
to be created for each input pattern. Each bit in the predicted binary string is created
from the truth, indeterminacy, and false membership values obtained from each output
Yj(yi). In this study, three techniques for multiclass classiﬁcation have been proposed.
1. Multiclass classiﬁcation using T > F
Inthistechnique, thetruthmembership, thefalsemembership, andthevagueness
value are applied. For the j-th output, if TAj(yi) > FAj(yi) then the j-th bit in
the binary string of the output pattern yi is assigned with a value 1. Otherwise,
the j-th bit is assigned a value 0. In the classiﬁcation, the predicted binary string
will be matched to the truth codeword. In order to match these two strings, the
predicted binary string must have only one bit equal to 1 and the rest is equal to
870. However, if all bits are equal to 0 then the bit that has the highest vagueness
value will be converted from 0 to 1. If there are more than one bit equal to 1 then
the bit that has a value 1 with the minimum vagueness value will be assigned
a value 1, and the rest will be 0. The unknown input pattern is assigned to the
i-th class if its predicted binary string matches the codeword that has the i-th bit
equal to 1.
2. Multiclass classiﬁcation using equal weight combination
In this technique, the truth membership and the complement of the correspond-
ing false membership values are combined using a simple averaging method. Let
Rj(yi) be the result of the prediction of the output pattern yi at the j-th output.
Rj(yi) can be computed as the following.
Rj(yi) =
TAj(yi) + (1 − FAj(yi))
2
(4.4)
After the results Rj(yi),j = 1,2,3,...,k are created for each output pattern yi,
these results are used to create the corresponding bit in the binary string of length
k. If the i-th result has the highest value, then the i-th bit in the binary string is
set to a value 1, and the rest is set to a value 0. If two or more results have the
same highest value then the corresponding vagueness values are considered. If
the i-th result has the highest value with the minimum vagueness then the i-th
bit is set to 1 and the rest is set to 0. Therefore, the corresponding input pattern
is assigned to class i.
3. Multiclass classiﬁcation using dynamic weight combination
The weights for the truth and false memberships are computed as the comple-
ment of the estimated errors obtained from the truth and falsity networks, respec-
tively. These weights are considered as degrees of certainty in the prediction. In
this experiment, the certainty in the prediction of the false membership is consid-
ered to be equal to the certainty in the prediction of the non-false membership,
which is the complement of the false membership value. Let WAtj and WAfj
be the weights of the truth and false membership values for the j-th output, re-
88spectively. The result Rj(yi) of the dynamic combination between the weighted
truth and weighted false memberships of the j-th output can be calculated using
equations below.
Rj(yi) = (WAtj(yi) × TAj(yi)) + (WAfj(yi) × (1 − FAj(yi)) (4.5)
WAtj(yi) =
1 − EAtj(yi)
(1 − EAtj(yi)) + (1 − EAfj(yi))
(4.6)
WAfj(yi) =
1 − EAfj(yi)
(1 − EAtj(yi)) + (1 − EAfj(yi))
(4.7)
For each input pattern of the k-class data set, k results Rj(yi) are created and
used to set up each bit in the binary string. If the i-th result occupies the highest
value with the minimum vagueness then the i-th bit in the binary string is set to
a value 1, and the rest is set to a value 0. The input pattern is assigned to the i-th
class if the i-th bit in the binary string is equal to 1.
Table 4.2 shows an example of the ﬁrst and second proposed techniques. Three
input patterns are fed into ﬁve-class truth and falsity neural networks. Each input
provides ﬁve pairs of truth and false membership values as well as ﬁve vagueness
values occurred in the prediction. The binary strings are created based on the proposed
techniques (1 & 2). After the predicted binary strings are created, these binary string
are matched to the codewords as shown in Table 4.1.
4.2 Multiclassclassiﬁcationusingintervalneutrosophic
sets and multiple pairs of binary neural networks
In this experiment, one-against-one is applied. In the proposed one-against-one neural
networks, k(k −1)/2 components are created for a k-class problem. Figure 4.2 shows
the proposed training multiclass classiﬁcation model based on interval neutrosophic
89Table 4.2: An example of three input patterns fed into ﬁve-class truth and falsity neural
network.
Result/Binary string
Input Output
1 2 3 4 5
1 Truth membership value 0.4 0.8 0.3 0.5 0.6
False membership value 0.8 0.3 0.9 0.6 0.8
Vagueness value 0.6 0.5 0.4 0.9 0.8
TSj(y1) > FSj(y1) 0 1 0 0 0
Result (Technique 1) 0 1 0 0 0
Equal weight combination 0.3 0.75 0.2 0.45 0.4
Result (Technique 2) 0 1 0 0 0
2 Truth membership value 0.4 0.2 0.3 0.5 0.6
False membership value 0.8 0.9 0.9 0.6 0.8
Vagueness value 0.6 0.3 0.4 0.9 0.8
TSj(y2) > FSj(y2) 0 0 0 0 0
Result (Technique 1) 0 0 0 1 0
Equal weight combination 0.3 0.15 0.2 0.45 0.4
Result (Technique 2) 0 0 0 1 0
3 Truth membership value 0.7 0.2 0.3 0.8 0.5
False membership value 0.8 0.9 0.9 0.4 0.2
Vagueness value 0.9 0.3 0.4 0.6 0.3
TSj(y3) > FSj(y3) 1 0 0 1 1
Result (Technique 1) 0 0 0 0 1
Equal weight combination 0.45 0.15 0.2 0.7 0.85
Result (Technique 2) 0 0 0 0 1
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Figure 4.2: Multiclass classiﬁcation model based on interval neutrosophic sets and
multiple pairs of binary neural networks (Training Phase).
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Figure 4.3: Multiclass classiﬁcation model based on interval neutrosophic sets and
multiple pairs of binary neural networks (Testing Phase).
sets and multiple pairs of binary neural networks. Each component consists of a pair
of binary neural networks trained with the same training data from two classes, which
are class i and class j, where 1 6 i,j 6 k. The truth network is trained to predict
degrees of truth membership whereas the falsity network is trained to predict degrees
of false membership. Both networks apply the same architecture. However, the falsity
network is trained with the complement of the target output values presented to the
truth network. If the output target of the truth network belongs to class i then the target
value of the truth network is set to ’1’ and the target value of the falsity network is set
to ’0’. In contrast, if the output target of the truth network belong to class j then the
target value of the truth network is set to ’0’ and the target value of the falsity network
is set to ’1’.
92Figure 4.3 shows the proposed testing model based on interval neutrosophic sets
and multiple pairs of binary neural networks. For each pair of membership values in
the testing phase, the boundary between both predicted outputs will be sharp if the
value of truth membership is ’1’ and the value of false membership is ’0’, or vice
versa. However, both membership values may not completely complement to each
other. Vagueness can occur. Similar to the previously described approaches, the dif-
ference between these two membership values are considered as vagueness. If the
difference between these two values is high then the vagueness value is low. In con-
trast, if the difference is low then the vagueness value is high. Errors can occur in the
prediction process as well. Errors occurred in the prediction of truth and false member-
ships can be estimated using interpolation techniques. The indeterminacy membership
is then formed from these two causes of uncertainty. After the three memberships are
formed, a vague output is then built for each component. Hence, k(k − 1)/2 outputs
are created. In this experiment, a vague output is also represented in the form of an
interval neutrosophic set. Therefore, each cell in each vague output consists of three
membership values which can be deﬁned as shown in the following.
Let Yj be the j-th output of the j-th component, where j = 1,2,3,...,k(k−1)/2.
Let Bj be an interval neutrosophic set in Yj. Bj can be deﬁned as follow.
Bj = {y(TBj(y),IBj(y),FBj(y))|y ∈ Yj ∧
TBj : Yj −→ [0,1] ∧
IBj : Yj −→ [0,1] ∧
FBj : Yj −→ [0,1]}
(4.8)
IBj(y) = {VBj(y),EBtj(y),EBfj(y)} (4.9)
VBj(y) = 1 − |TBj(y) − FBj(y)| (4.10)
where
TBj is the truth membership function,
IBj is the indeterminacy membership function,
FBj is the false membership function,
VBj is the vagueness value,
EBtj is the estimated error obtained from the truth network, and
93EBfj is the estimated error obtained from the falsity network.
After k(k−1)/2 vague outputs are created, a majority vote is applied in order to
classify the input feature vector into multiple classes. In this experiment, three voting
techniques are proposed and described below.
1. Majority vote based on T > F
For each output pattern in each vague output Yj, if the truth membership value is
greater than the false membership value (T(yi) > F(yi)) then the output pattern
is classiﬁed as class i. Otherwise it is classiﬁed as class j. After all outputs
are classiﬁed for each input pattern, k(k − 1)/2 results are created. After that,
the majority vote is applied to all these results for each input pattern. If there
is only one class that has the highest number of votes then the ﬁnal predicted
output will be assigned to that class. However, if there is more than one class
that has the same highest number of votes then the conﬁdence value belonging
to each output is considered in order to support the ﬁnal decision making. Two
techniques for choosing the class are proposed and described below.
• Randomness
In this technique, one of the classes that have the same highest number of
votes is selected randomly.
• Vagueness
In order to select the class, the vagueness value is used as the conﬁdence
level. The class that has the highest number of votes with the minimum
average vagueness value will be chosen.
2. Majority vote based on equal weight averaging
For each cell in each output Yj, the truth and the complement of the false mem-
bership values are averaged. The average result Rj(yi) for each cell yi in the
output Yj can be computed as follow.
94Rj(yi) =
TBj(yi) + (1 − FBj(yi))
2
(4.11)
The cell is assigned to class i if the average result Rj(yi) is greater than the
threshold value of 0.5. Otherwise, the cell is assigned to class j. After that, the
majority vote is applied for each input pattern. Similar to the previous technique,
if a tie occurs in the classiﬁcation then the ﬁnal decision can be made by the
support of the randomness or considering the vagueness value belonging to each
cell.
3. Majority vote based on dynamic weight averaging
Similar to the dynamic approaches in the previous section, the weights for the
truth and false memberships are computed as the complement of the estimated
errors obtained from the truth and falsity networks, respectively. Let WBtj and
WBfj be the weights of the truth and false membership values for the j-th output,
respectively. The dynamic combination result Rj(yi) can be calculated using
equations below.
Rj(yi) = (WBtj(yi) × TBj(yi)) + (WBfj(yi) × (1 − FBj(yi)) (4.12)
WBtj(yi) =
1 − EBtj(yi)
(1 − EBtj(yi)) + (1 − EBfj(yi))
(4.13)
WBfj(yi) =
1 − EBfj(yi)
(1 − EBtj(yi)) + (1 − EBfj(yi))
(4.14)
Similar to previous technique, the cell is assigned to class i if the result Rj(yi)
is greater than the threshold value of 0.5. Otherwise, the cell is assigned to class
j. The majority vote is then applied and the ﬁnal decision can be made by the
support of randomness or vagueness values.
95Table 4.3: Data sets used in the experiment of the multiclass classiﬁcation.
Name No. of No. of Feature Size of
Classes Features Type Samples
balance 3 4 numeric 625
ecoli 8 7 numeric 336
glass 7 9 numeric 214
lenses 3 4 nominal 24
wine 3 13 numeric 178
yeast 10 8 numeric 1484
zoo 7 16 numeric, 101
nominal
4.3 Experiments
4.3.1 Data set
Seven data sets from the UCI Repository of machine learning are employed in this
experiment. Table 4.3 summaries the characteristics of these seven data sets.
4.3.2 Experimental methodology and results
Experiment1: Multiclassclassiﬁcationusingintervalneutrosophicsetsanda pair
of neural networks with multiple outputs
All seven data sets described in Table 4.3 are used in the experiment of multiclass
classiﬁcation based on interval neutrosophic sets and a pair of neural networks with
multipleoutputs. Eachdatasetissplitintoatrainingsetcontaining80%ofthedataand
a testing set containing 20% of the data. For each UCI data set used in this experiment,
twenty pairs of feed-forward backpropagation neural networks with multiple outputs
are trained with twenty different randomized training sets.
For each pair of neural networks, the ﬁrst network is used as the Truth Multi-
class NN whereas the second network is used as the Falsity Multiclass NN. The truth
network predicts degrees of truth membership. The falsity network predicts degrees
of false membership. The number of input-nodes and output-nodes for each network
96Table 4.4: Average classiﬁcation accuracy for the test set obtained by applying mul-
ticlass classiﬁcation based on interval neutrosophic sets and a pair of neural networks
with multiple outputs. (1) the existing technique using only the truth memberships; (2)
the proposed technique using T > F; (3) the proposed technique using equal weight
combination; (4) the proposed technique using dynamic weight combination
(1) (2) (3) (4)
Name %correct %correct %correct %correct
balance 93.12 94.36 94.36 94.36
ecoli 61.69 69.85 69.85 75.37
glass 48.60 62.67 62.67 63.60
lenses 84.00 79.00 79.00 95.00
wine 94.72 96.53 96.53 96.39
yeast 56.64 56.80 56.80 57.10
zoo 87.86 89.76 89.76 91.67
are equal to the number of input features and the number of classes, respectively. Both
networks include one hidden layer constituting of 2n neurons where n is the number
of input features. The same parameter values are applied to the two networks and both
networks are initialized with the same random weights. The only difference is that
the target codewords for the falsity network are equal to the complement of the target
codewords used to train the truth network.
After both truth and false memberships are predicted, the indeterminacy mem-
berships are computed. For each unknown input pattern, vagueness is calculated using
an equation 4.3 in order to compute the different between the truth and false member-
ship values for each pair of outputs. Errors in the prediction of truth and false member-
ships are estimated using interpolation techniques. In this experiment, the multidimen-
sional interpolation technique is applied to the three UCI data sets which are balance,
ecoli, and lenses. For the higher feature space data sets, the scaling technique in the
data analysis package, MATLAB, is applied in order to reduce high dimensional space
into two dimensional space. These data sets are glass, wine, yeast, and zoo. After that,
the two dimensional interpolation technique is used to estimate the interpolated errors
for these data sets.
After the three memberships are determined, these membership values are used
97to create the predicted binary string using the techniques described in the previous
section. Thence, the multiclass classiﬁcation based on T > F and the multiclass clas-
siﬁcation based on equal weight and dynamic weight combination are applied to these
seven data sets. Furthermore, the outputs are also compared to the existing technique
that applied only to the truth membership values. In this existing technique, only the
truth membership values are used to create the predicted binary string, in which the bit
with the maximum truth membership value is assigned with a value 1 and the rest is
assigned with a value 0.
For each UCI data set, twenty classiﬁcation results are averaged for each pro-
posed technique. The average percentage of the correct classiﬁcation results for the
test data are shown in Table 4.4. In this table, the results from (1) the existing one-
against-all neural network that applies to only the truth memberships are compared to
the results from (2) the proposed technique using T > F, (3) the proposed technique
using equal weight combination, and (4) the proposed technique using dynamic weight
combination.
The table shows that six out of seven results obtained from the propose technique
using T > F and the technique of equal weight combination outperform the results
obtained from the existing technique which is based on the true value only. In addition,
all seven results obtained from the proposed technique using dynamic weight combi-
nation outperform the results obtained from the existing technique. Moreover, ﬁve
out of seven results obtained from the proposed technique using dynamic weight com-
bination outperform the results obtained from the proposed technique using T > F
and equal weight combination. Furthermore, it is found that the results obtained from
the dynamic weight combination using multidimensional interpolation outperform the
results obtained from the dynamic weight combination using the scaling technique.
Table 4.5 shows the results obtained from dynamic weight combination using the two
interpolation techniques. Similar to the previous binary classiﬁcation technique, it is
found that the results obtained from the propose technique using T > F and the tech-
nique of equal weight combination are equal. Therefore, it can be considered that these
two techniques can be used interchangeably depending on the application.
For each pair of neural networks, the comparison between the classiﬁcation ac-
98Table 4.5: Average classiﬁcation accuracy for the test set obtained from dynamic
weight combination based on interval neutrosophic sets and a pair of neural networks
with multiple outputs. (a) multidimensional interpolation; (b) scaling technique
(a) (b)
Name %correct %correct
balance 94.36 94.32
ecoli 75.37 73.23
lenses 95.00 81.00
curacy results obtained from the existing technique and the proposed techniques based
on balance, ecoli, glass, lenses, wine, yeast, and zoo data sets can be shown in Fig-
ures 4.4, 4.5, 4.6, 4.7, 4.8, 4.9, and 4.10, respectively.
Furthermore, the proposed approach has an ability to represent vagueness in the
multiclass classiﬁcation. In this experiment, each input is processed and transformed
intomultipleoutputsinwhichoneoftheseoutputsischosentobetheresult. Allvague-
ness values obtained from all these outputs are also used to support the classiﬁcation
result. For each input pattern, vagueness values obtained from all pairs of correspond-
ing outputs are then averaged. This average vagueness value is used as the uncertainty
identiﬁer in the classiﬁcation for each input pattern. The decision maker can use these
vagueness values as a form of conﬁdence indication in the classiﬁcation. Considering
the accuracy results obtained from the proposed dynamic weight combination based on
multidimensional interpolation in the classiﬁcation of balance data set from Figure 4.4,
this bar graph shows that Classiﬁer 6 gives the best accuracy result (96.80% correct)
while Classiﬁer 17 gives the worst accuracy result (92.00% correct). Classiﬁers 2 and
10 give the second best results (96.00% correct). Tables 4.6, 4.7, 4.8, and 4.9 show the
ranges of uncertainty together with the total number of correct and incorrect outputs
of the classiﬁcation obtained from the proposed dynamic weight combination based
on multidimensional interpolation in the classiﬁcation of balance data set. These ta-
bles are derived from Classiﬁers 2, 6, 10, and 17 from Figure 4.4, respectively. Each
vagueness value shown in these tables is calculated as the average of all vagueness
values obtained from all pairs of outputs belonging to each input pattern. In each table,
vagueness values are categorized into three levels: High, Med, and Low. Each level
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Figure 4.4: The comparison between the results obtained from the existing and the
proposed neural network with multiple outputs based on balance data set.
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Figure 4.5: The comparison between the results obtained from the existing and the
proposed neural network with multiple outputs based on ecoli data set.
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Figure 4.6: The comparison between the results obtained from the existing and the
proposed neural network with multiple outputs based on glass data set.
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Figure 4.7: The comparison between the results obtained from the existing and the
proposed neural network with multiple outputs based on lenses data set.
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Figure 4.8: The comparison between the results obtained from the existing and the
proposed neural network with multiple outputs based on wine data set.
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Figure 4.9: The comparison between the results obtained from the existing and the
proposed neural network with multiple outputs based on yeast data set.
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Figure 4.10: The comparison between the results obtained from the existing and the
proposed neural network with multiple outputs based on zoo data set.
has an equal range. These tables show that most of the correct outputs have low level
of vagueness. Hence, the decision maker should concentrate more on the outputs that
have high or medium vagueness levels.
The relationships among the truth membership, false membership, and vague-
ness value can be represented in two and three dimensional spaces. For each pair of
neural networks with multiple outputs, multiple pairs of truth and false membership
values are predicted for each input pattern. If the predicted class for the input pattern
is class i then a pair of truth and false membership values corresponding to the i-th
class is selected to be represented in two and three dimensional graphical represen-
tation. Figures 4.11, 4.12, 4.13, and 4.14 show two dimensional visualization of the
selected truth and false membership values obtained from Classiﬁers 2, 6, 10, and 17,
respectively. It can be noticed that a cluster of points in Figure 4.14 is more dispersed
in the diagonal right than clouds of points in Figures 4.11, 4.12, and 4.13.
For the three dimensional spaces, the vagueness values are represented in two
ways. First, the vagueness value corresponding to the selected pair of the truth and
false membership values is shown. Figures 4.15, 4.16, 4.17, and 4.18 show three
103Table 4.6: Total number of correct and incorrect outputs predicted from the proposed
dynamic weight combination (multidimensional interpolation) based on interval neu-
trosophic sets and a pair of neural networks with multiple outputs for the test set of
balance data. (Classiﬁer 2, from Figure 4.4)
Vagueness Number of patterns
%correct
value level correct incorrect
0.3753-0.5629 High 9 5 64.29
0.1877-0.3752 Med 10 0 100.00
0.0001-0.1876 Low 101 0 100.00
Total 120 5 96.00
Table 4.7: Total number of correct and incorrect outputs predicted from the proposed
dynamic weight combination (multidimensional interpolation) based on interval neu-
trosophic sets and a pair of neural networks with multiple outputs for the test set of
balance data. (Classiﬁer 6, from Figure 4.4)
Vagueness Number of patterns
%correct
value level correct incorrect
0.3868-0.5802 High 10 1 90.91
0.1935-0.3867 Med 7 3 70.00
0.0002-0.1934 Low 104 0 100.00
Total 121 4 96.80
Table 4.8: Total number of correct and incorrect outputs predicted from the proposed
dynamic weight combination (multidimensional interpolation) based on interval neu-
trosophic sets and a pair of neural networks with multiple outputs for the test set of
balance data. (Classiﬁer 10, from Figure 4.4)
Vagueness Number of patterns
%correct
value level correct incorrect
0.4001-0.6000 High 7 4 63.64
0.2002-0.4000 Med 7 1 87.50
0.0004-0.2001 Low 106 0 100.00
Total 120 5 96.00
104Table 4.9: Total number of correct and incorrect outputs predicted from the proposed
dynamic weight combination (multidimensional interpolation) based on interval neu-
trosophic sets and a pair of neural networks with multiple outputs for the test set of
balance data. (Classiﬁer 17, from Figure 4.4)
Vagueness Number of patterns
%correct
value level correct incorrect
0.4210-0.6303 High 2 7 22.22
0.2117-0.4209 Med 14 3 82.35
0.0025-0.2116 Low 99 0 100.00
Total 115 10 92.00
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Figure 4.11: Two dimensional visualization of the test set of balance data obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs (Classiﬁer 2 from Figure 4.4). The ’ ’ represents results obtained from
T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 4.12: Two dimensional visualization of the test set of balance data obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs (Classiﬁer 6 from Figure 4.4). The ’ ’ represents results obtained from
T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 4.13: Two dimensional visualization of the test set of balance data obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs (Classiﬁer 10 from Figure 4.4). The ’ ’ represents results obtained from
T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 4.14: Two dimensional visualization of the test set of balance data obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs (Classiﬁer 17 from Figure 4.4). The ’ ’ represents results obtained from
T > F and the ’×’ represents results obtained from T ≤ F.
dimensional visualization of the selected vagueness values together with the selected
truth and false membership values for the Classiﬁers 2, 6, 10, and 17, respectively. Sec-
ond, the average of all vagueness values obtained from all pairs of output belonging
to each input pattern is shown. Figures 4.19, 4.20, 4.21, and 4.22 show three dimen-
sional visualization of the average vagueness values together with the selected truth
and false membership values for the Classiﬁers 2, 6, 10, and 17, respectively. These
Figures correspond to Tables 4.6, 4.7, 4.8, and 4.9, respectively. It can be noted that
the graphical representation of the Classiﬁers 2, 6, and 10 are quite similar since their
results are very close together. In this case, they can be differentiated by considering
the information from Tables 4.6, 4.7, and 4.8. However, the graphical representation of
the Classiﬁer 17 shows clearly higher vagueness than the ones shown in the Classiﬁers
2, 6, and 10 for the balance data set.
Another example is the graphical representation of the classiﬁcation results ob-
tained from the ecoli data set. From the bar graph shown in Figure 4.5, it is found
that the technique of T > F gives the best result for ecoli data set in which Classiﬁers
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Figure 4.15: Three dimensional visualization of selected vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of balance data (Classiﬁer 2 from Figure 4.4). The ’ ’
represents actual results.
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Figure 4.16: Three dimensional visualization of selected vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of balance data (Classiﬁer 6 from Figure 4.4). The ’ ’
represents actual results.
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Figure 4.17: Three dimensional visualization of selected vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of balance data (Classiﬁer 10 from Figure 4.4). The ’ ’
represents actual results.
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Figure 4.18: Three dimensional visualization of selected vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of balance data (Classiﬁer 17 from Figure 4.4). The ’ ’
represents actual results.
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Figure 4.19: Three dimensional visualization of average vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of balance data (Classiﬁer 2 from Figure 4.4). The ’ ’
represents actual results.
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Figure 4.20: Three dimensional visualization of average vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of balance data (Classiﬁer 6 from Figure 4.4). The ’ ’
represents actual results.
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Figure 4.21: Three dimensional visualization of average vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of balance data (Classiﬁer 10 from Figure 4.4). The ’ ’
represents actual results.
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Figure 4.22: Three dimensional visualization of average vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of balance data (Classiﬁer 17 from Figure 4.4). The ’ ’
represents actual results.
111Table 4.10: Total number of correct and incorrect outputs predicted from the proposed
technique of T > F based on interval neutrosophic sets and a pair of neural networks
with multiple outputs for the test set of ecoli data. (Classiﬁer 5, from Figure 4.5)
Vagueness Number of patterns
%correct
value level correct incorrect
0.1712-0.2492 High 11 3 78.57
0.0932-0.1711 Med 38 6 86.36
0.0151-0.0931 Low 9 1 90.00
Total 58 10 85.29
Table 4.11: Total number of correct and incorrect outputs predicted from the proposed
technique of T > F based on interval neutrosophic sets and a pair of neural networks
with multiple outputs for the test set of ecoli data. (Classiﬁer 17, from Figure 4.5)
Vagueness Number of patterns
%correct
value level correct incorrect
0.1828-0.2729 High 8 2 80.00
0.0927-0.1827 Med 16 6 72.72
0.0026-0.0926 Low 34 2 94.44
Total 58 10 85.29
Table 4.12: Total number of correct and incorrect outputs predicted from the proposed
technique of T > F based on interval neutrosophic sets and a pair of neural networks
with multiple outputs for the test set of ecoli data. (Classiﬁer 20, from Figure 4.5)
Vagueness Number of patterns
%correct
value level correct incorrect
0.3094-0.4010 High 2 6 25.00
0.2179-0.3093 Med 5 29 14.71
0.1263-0.2178 Low 11 15 42.31
Total 18 50 26.47
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Figure 4.23: Two dimensional visualization of the test set of ecoli data obtained from
a pair of neural networks (Classiﬁer 5 from Figure 4.5). The ’ ’ represents results
obtained from T > F and the ’×’ represents results obtained from T ≤ F.
5 and 17 give the best classiﬁcation result (85.29% correct) while Classiﬁer 20 give
the worst classiﬁcation result (26.47% correct). Tables 4.10, 4.11, and 4.12 represent
another example of the use of vagueness values as the conﬁdence in the multiclass
classiﬁcation. These tables show the ranges of vagueness together with the total num-
ber of correct and incorrect outputs of the classiﬁcation obtained from the proposed
technique of T > F in the classiﬁcation of ecoli data set. They are derived from Clas-
siﬁers 5, 17, and 20 from Figure 4.5, respectively. Similar to the previous example of
the balance data set, each vagueness value shown in these tables is calculated as the
average of all vagueness values obtained from all pairs of outputs belonging to each
input pattern. After that, those vagueness values are categorized into three levels, each
with an equal range. It is obvious that most of the outputs with low level of vagueness
are correctly classiﬁed. Therefore, this characteristic can be used as an advantage to
select the proper classiﬁer used in the classiﬁcation of ecoli data set. Vagueness values
occurred in Table 4.11 (Classiﬁer 17) gives better uncertainty indicator than the vague-
ness values shown in Table 4.10 (Classiﬁer 5). More explanation can be explained by
considering two and three dimensional graphical representation.
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Figure 4.24: Two dimensional visualization of the test set of ecoli data obtained from
a pair of neural networks (Classiﬁer 17 from Figure 4.5). The ’ ’ represents results
obtained from T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 4.25: Three dimensional visualization of average vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with multi-
ple outputs for the test set of ecoli data (Classiﬁer 5 from Figure 4.5). The ’ ’ represents
actual results.
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Figure 4.26: Three dimensional visualization of average vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of ecoli data (Classiﬁer 17 from Figure 4.5). The ’ ’
represents actual results.
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Figure 4.27: Three dimensional visualization of average vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of ecoli data (Classiﬁer 20 from Figure 4.5). The ’ ’
represents actual results.
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Figure 4.28: Three dimensional visualization of selected vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with multi-
ple outputs for the test set of ecoli data (Classiﬁer 5 from Figure 4.5). The ’ ’ represents
actual results.
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Figure 4.29: Three dimensional visualization of selected vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of ecoli data (Classiﬁer 17 from Figure 4.5). The ’ ’
represents actual results.
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Figure 4.30: Three dimensional visualization of selected vagueness values obtained
from the proposed multiclass classiﬁcation using a pair of neural networks with mul-
tiple outputs for the test set of ecoli data (Classiﬁer 20 from Figure 4.5). The ’ ’
represents actual results.
Figures 4.23 and 4.24 show the two dimensional visualization of the relationship
between the selected truth and false membership values for the classiﬁcation of ecoli
data set from Classiﬁers 5 and 17, respectively. The i-th pair of truth and false member-
ship values is selected to be shown in the graphical representation if it is corresponding
to the predicted class i for each input pattern. From Tables 4.10 and 4.11, it is found
that Classiﬁer 17 contains some outputs that have higher vagueness values than some
outputs in Classiﬁer 5. However, it can be seen that the cluster of points shown in Fig-
ure 4.24 (Classiﬁer 17) are more dispersed in the diagonal left than the cluster of points
shown in Figure 4.23 (Classiﬁer 5). It shows that Classiﬁer 17 contains more points
that have low vagueness level than the points in Classiﬁer 5. Therefore, Classiﬁer 17
is more certain than Classiﬁer 5. Hence, the Classiﬁer 17 should be more suitable to
be used for the classiﬁcation of ecoli data than the Classiﬁer 5.
Three dimensional visualization of the relationship among the selected truth
membership, selected false membership, and average vagueness values are shown in
Figures 4.25, 4.26, and 4.27. They are corresponding to Tables 4.10, 4.11, and 4.12,
117respectively. Furthermore, the relationship among the selected truth membership, se-
lected false membership, and selected vagueness values are also shown in Figure 4.28,
4.29, and 4.30.
Experiment 2: Multiclass classiﬁcation using interval neutrosophic sets and mul-
tiple pairs of binary neural networks
Three data sets named balance, wine, and yeast from the UCI Repository are used
in this experiment. Each data set is separated into 80% training set and 20% testing
set. After that, the proposed one-against-one neural networks are applied to each train-
ing set. Therefore, each training set is reorganized into k(k − 1)/2 sub training sets
and each subset contains only two classes. Each sub training set is then applied to
each pair of feedforward backpropagation neural networks in order to predict degree
of truth membership and degree of false membership values. In this study, the focus
of the approach is aimed to increase diversity by creating a pair of opposite output
targets. Hence, same initial parameter values and the same weights are applied to all
networks. The number of input-node for each binary neural network is set to n, which
is equal to the number of input features. All networks contain one hidden layer consti-
tuting of 2n neurons. The only difference for each pair of networks is that the target
outputs of the falsity network are equal to the complement of the target outputs used
to train the truth network. After the truth and false membership values are predicted,
an equation 4.10 is then used to compute vagueness values. Errors in the prediction of
truth and false memberships are estimated using interpolation techniques. In this ex-
periment, the multiscaling technique is applied to reduce high dimensional space into
two dimensional space. After that, the two dimensional interpolation technique is used
to estimate the interpolated errors. However, these interpolated errors obtained from
those three data sets may not give good error estimations since each training data set is
split into k(k − 1)/2 subsets and some subsets may not contain enough known errors
in order to be used to provide the good interpolation results.
After k(k − 1)/2 vague outputs are created, a majority vote is applied. All
majority vote techniques described in the previous section are then applied to the vague
118Table 4.13: Average classiﬁcation accuracy for the test set obtained by applying mul-
ticlass classiﬁcation based on interval neutrosophic sets and multiple pairs of binary
neural networks. (1) the existing technique using only the truth memberships; (2) the
proposed technique using T > F; (3) the proposed technique using equal weight com-
bination; (4) the proposed technique using dynamic weight combination
(1) (2) (3) (4)
%correct %correct %correct %correct
Name
random random vagueness random vagueness random vagueness
balance 93.84 95.52 95.44 95.52 95.44 39.20 49.28
wine 94.44 95.69 96.53 95.69 96.53 27.78 73.61
yeast 57.80 58.19 58.86 58.19 58.86 58.14 58.74
outputs. The results obtained using the proposed techniques are compared with the
results obtained from the existing one-against-one technique that applies only to the
truth neural networks. In this existing technique, the threshold value of 0.5 is used to
classify the output obtained from each network. After that, the majority vote is applied.
If a tie occurs, then the class is selected by random.
In this experiment, the emphasis is not the optimization of the prediction but the
focus is on the improvement of the prediction. For each UCI data set, twenty runs with
twenty different randomized training data sets are executed. Each run provides the re-
sults obtained from the proposed majority vote and the existing majority vote based on
only the truth membership. Twenty classiﬁcation accuracy results obtained from each
technique are averaged. The average results obtained from the proposed approaches
and the existing approach are compared and shown in Table 4.13. This table shows that
the results obtained from the proposed technique of T > F and equal weight combina-
tion outperform the results obtained from the existing technique. However, the results
obtained from the proposed dynamic weight combination technique are not as good.
The reason is that the known errors obtained from training phase are not representative
for the interpolation process. Therefore, the interpolated errors are not suitable to be
used in the dynamic weight combination technique. Hence, this proposed technique is
not suitable to be used in the case of small data set. In addition, it is also found that
the technique of T > F provides similar results when compared to the technique of
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Figure 4.31: The comparison between the results obtained from the proposed multi-
class classiﬁcation using multiple pairs of binary neural networks based on the tech-
nique of T > F using randomness and vagueness for the balance data set.
equal weight combination. This table also shows that vagueness can be used as the
conﬁdence level better than the technique of randomness.
The classiﬁcation result obtained from each run of the proposed multiclass clas-
siﬁcation using multiple pairs of binary neural networks based on the technique of
T > F using vagueness and randomness for the balance, wine, and yeast data set are
shown in Figures 4.31, 4.32 and 4.33, respectively.
This approach also has an ability to represent vagueness in the multiclass classi-
ﬁcation. In this experiment, if the input pattern is voted as class k then only pairs of
outputs that give class k are selected. After that, the selected pairs of truth and false
membership values are used as the representative for each input pattern. The vagueness
value for each pattern is then computed as the average of all selected vagueness values
obtained from all selected pairs of truth and false membership values. For example,
Tables 4.14 and 4.15 show the ranges of average vagueness values together with the
total correct and incorrect outputs obtained from the technique of T > F based on
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Figure 4.32: The comparison between the results obtained from the proposed multi-
class classiﬁcation using multiple pairs of binary neural networks based on the tech-
nique of T > F using randomness and vagueness for the wine data set.
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Figure 4.33: The comparison between the results obtained from the proposed multi-
class classiﬁcation using multiple pairs of binary neural networks based on the tech-
nique of T > F using randomness and vagueness for the yeast data set.
121Table 4.14: Total number of correct and incorrect outputs predicted from the proposed
multiclass classiﬁcation using multiple pairs of binary neural networks based on the
technique of T > F (vagueness) for the balance data set. (Classiﬁer 12, from Fig-
ure 4.31)
Vagueness Number of patterns
%correct
value level correct incorrect
0.5734-0.8601 High 0 5 0.00
0.2867-0.5735 Med 9 5 64.29
0.0000-0.0.2866 Low 105 1 99.06
Total 114 11 91.20
Table 4.15: Total number of correct and incorrect outputs predicted from the proposed
multiclass classiﬁcation using multiple pairs of binary neural networks based on the
technique of T > F (vagueness) for the balance data set. (Classiﬁer 19, from Fig-
ure 4.31)
Vagueness Number of patterns
%correct
value level correct incorrect
0.4540-0.6810 High 6 1 85.71
0.2270-0.4539 Med 9 1 90.00
0.0000-0.2269 Low 108 0 100.00
Total 123 2 98.40
vagueness for the balance data set. They are corresponding to Classiﬁers 12 and 19
from Figure 4.31, respectively. Table 4.14 shows the worst results (91.20% correct)
whereas Table 4.15 shows the best results (98.40% correct). From both tables, it can
be seen that most outputs that have low vagueness level are correctly classiﬁed.
Two dimensional visualization based on the average of the selected truth and
false membership values are shown in Figures 4.34 and 4.35. Furthermore, two di-
mensional visualization based on all selected truth and false membership values are
also shown in Figures 4.36 and 4.37. It can be seen that a cloud of points shown in
Figures 4.35 and 4.37 are more grouped in the diagonal left than a cloud of points
shown in Figure 4.34 and Figure 4.36.
Figures 4.38 and 4.39 show three dimensional visualization corresponding to
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Figure 4.34: Two dimensional visualization of the average of the selected truth and
false membership values of the test set of balance data obtained from multiclass classi-
ﬁcation using multiple pairs of neural networks (Classiﬁer 12 from Figure 4.31). The
’ ’ represents results obtained from T > F and the ’×’ represents results obtained
from T ≤ F.
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Figure 4.35: Two dimensional visualization of the average of the selected truth and
false membership values of the test set of balance data obtained from multiclass classi-
ﬁcation using multiple pairs of neural networks (Classiﬁer 19 from Figure 4.31). The
’ ’ represents results obtained from T > F and the ’×’ represents results obtained
from T ≤ F.
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Figure 4.36: Two dimensional visualization of the selected truth and false member-
ship values of the test set of balance data obtained from multiclass classiﬁcation using
multiple pairs of neural networks (Classiﬁer 12 from Figure 4.31). The ’ ’ represents
results obtained from T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 4.37: Two dimensional visualization of the selected truth and false member-
ship values of the test set of balance data obtained from multiclass classiﬁcation using
multiple pairs of neural networks (Classiﬁer 19 from Figure 4.31). The ’ ’ represents
results obtained from T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 4.38: Three dimensional visualization of the average of selected outputs ob-
tained from the proposed multiclass classiﬁcation using multiple pairs of neural net-
worksforthetestsetofbalancedata(Classiﬁer12fromFigure4.31). The’ ’represents
actual results.
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Figure 4.39: Three dimensional visualization of the average of selected outputs ob-
tained from the proposed multiclass classiﬁcation using multiple pairs of neural net-
worksforthetestsetofbalancedata(Classiﬁer19fromFigure4.31). The’ ’represents
actual results.
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Figure 4.40: Three dimensional visualization of selected outputs obtained from the
proposed multiclass classiﬁcation using multiple pairs of neural networks for the test
set of balance data (Classiﬁer 12 from Figure 4.31). The ’ ’ represents actual results.
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Figure 4.41: Three dimensional visualization of selected outputs obtained from the
proposed multiclass classiﬁcation using multiple pairs of neural networks for the test
set of balance data (Classiﬁer 19 from Figure 4.31). The ’ ’ represents actual results.
126Table 4.16: Classiﬁcation accuracy comparison between several existing techniques
from Draghici [33] and the proposed techniques: (a) multiclass classiﬁcation using in-
terval neutrosophic sets and a pair of neural networks with multiple outputs based on
dynamic weight combination (b) multiclass classiﬁcation using interval neutrosophic
sets and multiple pairs of binary neural networks based on T > F (c) the existing
technique of multiclass classiﬁcation using a single neural network with multiple out-
puts (d) the existing technique of multiclass classiﬁcation using multiple binary neural
networks.
Technique balance glass wine zoo
%correct %correct %correct %correct
(a) 94.36 63.60 96.39 91.67
(b) 95.44 - 96.53 -
(c) 93.12 48.60 94.72 87.86
(d) 93.84 - 94.44 -
C4.5 64.61 70.23 91.09 90.27
C4.5r 75.01 67.96 91.9 90
ITI 76.76 67.49 91.09 90.93
LMDT 93.27 60.59 95.4 96.61
CN2 80.89 70.23 91.09 91.91
LVQ 89.54 60.69 68.9 91.42
OC1 92.5 57.72 87.31 66.68
NEVP 91.04 44.08 95.41 92.86
K5 83.96 69.09 69.49 67.64
Q* 69.21 74.78 74.35 74.94
CBD 90.08 68.37 94.44 94.29
Figures 4.34 and 4.35 whereas Figures 4.40 and 4.41 show three dimensional visual-
ization corresponding to Figures 4.36 and 4.37.
4.4 Comparing performance of interval neutrosophic
sets and neural networks with other classiﬁers for
multiclass Classiﬁcation Problems
In this section, results from the proposed technique in this research are compared to
the results obtained from [33]. In [33], Draghici created the constraint based decompo-
127sition (CBD) technique, a constructive neural network technique guaranteed the con-
vergence and can deal with both binary and multiclass problems. In his experiment,
some data sets from UCI machine learning repository were applied and each data set
was randomly split into 80% training set and 20% test set. He compared the results
obtained from CBD and results obtained from other existing machine learning tech-
niques by reporting the average results for test data over ﬁve trails. As an indication of
the performance of the proposed techniques, the results obtained from this study are
compared to the reported results obtained from his experiment in [33].
In this study, each data set is split into 80% training set and 20% test set. For
each data set, twenty different randomized training sets are trained and twenty re-
sults are averaged. Table 4.16 shows classiﬁcation accuracy comparison between the
proposed techniques and several existing techniques obtained from [33]. These exist-
ing techniques from [33] include C4.5, C4.5 using classiﬁcation rules (C4.5r), incre-
mental decision tree induction (ITI), linear machine decision tree (LMDT), learning
vector quantization (LVQ), induction of oblique trees (OCI), Nevada backpropagation
(NEVP), k-nearest neighbors with k=5 (K5), Q*, and constraint based decomposition
(CBD). From this table, it is observed that the results obtained from the proposed mul-
ticlass classiﬁcation based on interval neutrosophic sets and multiple pairs of binary
neural networks provide better performances than the results obtained from the pro-
posed multiclass classiﬁcation based on interval neutrosophic sets and a pair of neural
networks with multiple outputs. Furthermore, it is also found that the results obtained
from the proposed techniques are comparable to the results obtained from some other
multiclass classiﬁers. Most classiﬁers shown in this section concentrate only on the
truth membership values. However, the proposed approach can represent three types
of membership values: truth membership, indeterminacy membership, and false mem-
bership values. Also, the relationship among these three memberships can be used to
provide an indication of the conﬁdence level in the classiﬁcation.
1284.5 Conclusions
In this chapter, two novel approaches are created for multiclass classiﬁcation. First, in-
terval neutrosophic sets are applied to a pair of neural networks with multiple outputs.
In this approach, one-against-all technique is used to create a pair of neural networks.
Two neural networks with multiple outputs are created to predict multiple degrees of
truth membership and multiple degrees of false membership. The difference between
the truth and false membership is considered to be the uncertainty of type vagueness.
Uncertainty of type error is estimated using interpolation techniques. In this exper-
iment, vagueness and error are the elements of the indeterminacy membership. The
three memberships constitute an interval neutrosophic set. Multiple interval neutro-
sophic sets are created for multiple pairs of outputs and are used to classify the input
patterns into multiple classes. In this approach, three techniques are proposed. First,
the multiclass classiﬁcation using the comparison between the truth and false mem-
berships is proposed. Second, the multiclass classiﬁcation using equal weight combi-
nation is built. Third, the multiclass classiﬁcation using dynamic weight combination
is created. Uncertainty in the multiclass classiﬁcation is calculated from the average
indeterminacy membership values produced from the multiple outputs for each pat-
tern. The advantage of the proposed model over a traditional one-against-all approach
is that the indeterminacy membership values provide an estimate of the uncertainty in
the multiclass classiﬁcation. Moreover, the experimental results indicate that the pro-
posed model improves the classiﬁcation performance when compared to the existing
one-against-all model applied only to the truth membership values. It is also found that
the proposed dynamic weight combination using multidimensional interpolation gives
thebestclassiﬁcationresultswhencomparedtoalltheotherthreeproposedtechniques.
The second proposed approach is that the interval neutrosophic sets are applied
to multiple pairs of binary neural networks. In this approach, k(k − 1)/2 pairs of the
truth and falsity binary neural networks are constituted based on the one-against-one
technique. The outputs from each pair of networks are represented in the form of a
vague output which contains the truth membership, indeterminacy membership, and
false membership values. The indeterminacy membership value represents vagueness
129and error in the prediction. Vagueness is computed as the difference between the truth
and false membership values. Error is estimated using an interpolation method. In this
approach, three voting techniques are proposed, which are voting based on T > F,
equal weight combination and dynamic weight combination. It is found that vague-
ness values can support the decision making in the classiﬁcation when a tie occurs. In
addition, the experimental results indicate that the proposed voting based on T > F
and equal weight combination techniques improve the classiﬁcation performance com-
pared to the existing one-against-one technique. However, the dynamic weight com-
bination technique give not as good results since the data sets used in this experiment
are smaller in size. If the data set is small then the k(k − 1)/2 subsets also contain
small data. Due to this reason, the interpolated errors may not be suitable for use in the
dynamic weight combination technique. Furthermore, the results obtained from the
proposed approaches are also compared with other existing approaches and the results
are found to be comparable if not better. Therefore, it can be concluded that using
the opposite neural networks with the quantiﬁcation of vagueness and errors can be
considered as a good and viable technique to address the problem of multiclass neural
network classiﬁcation.
130Chapter 5
Quantiﬁcation of Uncertainty in
Mineral Prospectivity Prediction
In mineral exploration, the most important goal is to ﬁnd new mineral deposits. There-
fore, accurate spatial prediction of mineral deposit locations is crucial. With the devel-
opmentandavailabilityoftheGeographicInformationSystems(GIS),severalmethods
for the prediction of new mineral deposit locations based on GIS are created. These
methods can be separated into three categories: knowledge-driven, data-driven, and
hybrid methods [19]. Knowledge-driven methods rely on the experience and knowl-
edgeofdepositexpertstomakesubjectiveassessmentsabouttherelativeimportanceof
input data and also on deposit models which are often incomplete or need to be updated
in the light of new discoveries [19]. Some examples of the knowledge-driven approach
are index overlay and fuzzy logic. Data-driven methods can only be applied in well-
explored areas which contain many known deposits of a particular type. A sufﬁcient
number of deposits (> 40) is required for training or statistical analysis purposes.
Some examples of data-driven approach are neural networks and statistically-based
methods such as multiple linear regression, weights of evidence, and Dempster-Shafer
Evidential Belief Theory. In [18], a neural network method was found to give better
prediction results than the existing empirical statistically-based methods.
In recent years, there are several studies in the application of mineral prospec-
131tivity prediction based on GIS and neural networks. For example, Skabar [87] used
feed-forward neural networks to predict the distribution of areas of high mineral po-
tential where little or no mining activity currently exists. Rigol-Sanchez et al. [77]
applied a back propagation artiﬁcial neural network to discriminate zones of high min-
eral potential in the Rodalquilar gold ﬁeld, south-east Spain. Iyer [58, 59] used general
regression neural network (GRNN) and polynomial neural network (PNN) to predict
new mineral deposit locations in the Kalgoorlie region of Western Australia. Fung
et al. [43] compared four different neural networks: Backpropagation neural network
(BPNN), Probabilistic neural network (PrNN), GRNN, and PNN for the prediction of
new mineral deposit locations in the Kalgoorlie region of Western Australia. They
found that GRNN, PNN and PrNN all outperformed BPNN in terms of accuracy and
execution time.
The integration of Geographic Information Systems (GIS) data with neural net-
works can improve the accuracy of predictive maps showing the favourability for min-
eral deposits at regional-scale. However, uncertainty is rarely estimated for mineral
prospectivity maps. Mineral prospectivity maps contain a degree of vagueness associ-
ated with favourability estimates. Each grid cell in a gridded map layer represents a
site within a known location, but the existence of favourability for deposit is consid-
ered as uncertain. Grid cells in a mineral prospectivity map are assigned with values
in the range [0,1]. This value represents the degree of favourability to which the pat-
tern of the input variables for a particular cell matches with the deposit patterns. The
patterns for some cells belong to the set of deposits with a probability close to one,
i.e. the locations are very prospective or favourable for mineral deposits. Other pat-
terns belong to the set of deposits with a probability close to zero, i.e. the favourability
for mineral deposits is very low. The latter category are referred to as non-deposit
or barren cells. Most locations have degrees of favourability between these two ex-
tremes. Consequently, for each location there is uncertainty about the degree to which
the pattern of exploration data corresponds to deposits, non-deposits, and the degree of
indeterminable information.
Hence, quantiﬁcation of uncertainty is very important as it can enhance predic-
tion and supports decision making. In this thesis, the accuracy of mineral prospectivity
132prediction is enhanced by applying a form of hybrid system based on two approaches:
knowledge-driven and data-driven approaches. In this experiment, the proposed binary
neural network classiﬁcation described in Chapter 3 are applied to the mineral propec-
tivity prediction. The concept of interval neutrosophic sets is combined with neural
networks to express uncertainty in the prediction of mineral deposit locations. In this
study, uncertainty of type vagueness and error are quantiﬁed. Neural networks are used
to classify map cells as either deposits or barren based on input feature vectors repre-
senting exploration data, whereas interval neutrosophic sets are used to represent un-
certainty in the classiﬁcation. The three memberships: truth, indeterminacy, and false
memberships represent degree of favourability for deposit, degree of indeterminable
information, and degree of favourability for barren, respectively. Indeterminable infor-
mation is formed from vagueness and error occurred in the classiﬁcation. Vagueness is
computed from the difference between degree of favourability for deposit and degree
of favourability for barren whereas errors are estimated from interpolation methods.
In this chapter, two proposed approaches for binary classiﬁcation based on a pair of
neural networks and bagging neural networks are applied to the study area which is
described in the next section.
5.1 Data set
The data set used in this experiment is the same data set as the one described in [18].
The study area corresponds to an approximately 100 × 100 square km region of the
Archaean Yilgarn Block, near Kalgoorlie, Western Australia. This data set was pre-
processed and compiled into GIS layers from a variety of sources such as geology,
geochemistry, and geophysics. Ten layers are used in raster format to create input
feature vectors for the proposed neural network model. Each Geographic Informa-
tion System (GIS) database layer contains a separate variable that is used to predict
the favourability for gold deposits. Examples of the variables in these GIS layers are
favourability of host rocks, distance to the nearest regional-scale fault, and distance
to the nearest magnetic anomaly. Each layer is divided into a grid of square cells of
133100 m side. Hence, the map area contains 1,254,000 cells. Each cell stores a single
attribute value. For example, a cell in a layer representing the distance to the nearest
magnetic anomaly contains a value of distance. All input attribute values are scaled to
the range [0,1]. A training set of 268 cells are selected for this experiment. For the
purposes of testing the performance of our predictive system, each cell is classiﬁed as
a deposit or a barren cell. A cell is labeled as deposit if it contains greater than 1,000
kg of total gold deposit, otherwise it is classiﬁed as a barren or non-deposit cell. The
amount of 1,000 kg was suggested by experts as a threshold value that whether mining
of that cell is viable. The experimental data set comprises 120 deposit cells and 148
barren cells. These cells were divided into training and test data sets according to the
previous usage from Brown et al. [18] and Fung et al. [43]. 85 deposit cells and 102
barren cells were used for training data. The total number of patterns in the test data is
81 of which 35 represent deposit cells and 46 represent barren cells.
5.2 Mineralprospectivitypredictionusingintervalneu-
trosophic sets and a pair of neural networks
In this study, in which interval neutrosophic sets are used to describe the potential for
gold deposits, the truth, indeterminacy, and false membership values are interpreted to
represent the degree to which the pattern of exploration data for grid cell on a map cor-
responds to a deposit, the degree to which the classiﬁcation of the pattern is uncertain,
and the degree to which the pattern corresponds to a barren cell, respectively. Two
feed-forward backpropagation neural networks are used to determine truth member-
ship, indeterminacy membership, and false membership values, which together form
an interval neutrosophic set. One network outputs truth membership values which are
interpreted as the degree of favourability for deposits. The other network outputs false
membership values which represent the degree of favourability for barren cells. The
indeterminacy membership is made up of error and vagueness values occurred in the
prediction. Vagueness values are calculated from the network outputs and errors are
estimated using interpolation methods. Both error and vagueness represent a measure
134of uncertainty in the prediction of truth and false membership values.
In the current application involving gridded map layers in a GIS database used
to predict mineral prospectivity, Y is considered to be an output GIS layer Y =
{y1,y2,...,yi,yi+1,...,yn} where yi is a cell at location i. An interval neutrosophic
set S in Y can be deﬁned according to equation 3.1 where TS(yi) is a truth (deposit)
membership function, IS(yi) is an indeterminacy membership function deﬁned accord-
ing to equation 3.3, and FS(yi) is a false (barren) membership function.
In this experiment, twenty pairs of neural networks are trained with twenty dif-
ferent randomized training sets in order to provide an average of twenty classiﬁcation
results. All networks are multilayer perceptrons or feedforward backpropagation neu-
ral networks and have the same architecture (10-20-1; i.e. ten input units, twenty hid-
den layerunits, and asingle output unit). All the experiments wereperformed using the
Matlab software package. The training algorithm was traingdx which is based on gra-
dient descent with momentum and an adaptive learning rate [29]). The falsity network
used to predict the favourability for barren locations is trained with the complement
of the target output values presented to the corresponding truth network used to pre-
dict the favourability for deposits. Errors occurred in the prediction of the deposit and
barren membership values are also estimated using Matlab. Multidimensional scaling
is used to reduce the dimensionality of the input feature space and then the nearest
neighbour interpolation based on Delauney triangulation is used to estimate the error.
Vagueness is calculated from the difference between each pair of deposit and barren
membership values.
In previous mineral prospectivity studies employing neural networks [18, 19, 87,
58, 59, 44, 43], a single network output (equivalent to the truth membership value in
this study) has been used to represent favourability for deposits. In order to test the
performance of the trained networks, patterns in an independent test set were classiﬁed
into either deposit or barren cells by applying a threshold to the neural network output
values. Instead of using only truth membership values and employing a threshold, the
three memberships are applied to classify patterns into deposit and barren classes.
Once all the neural networks are trained and the three memberships are created
in the test phase, the next step is to classify the predicted output into a binary class.
135Table 5.1: The comparison between average classiﬁcation accuracy for the mineral
data set using the existing technique applied only the truth memberships (T > 0.5)
and the three proposed binary neural network classiﬁcation techniques.
Total cell
Technique
(%correct)
T > 0.5 68.21
T > F 73.95
Equal weight combination 73.95
Dynamic weight combination 75.00
Instead of using only the truth membership for the binary classiﬁcation, three classiﬁ-
cation techniques proposed in section 3.1 are applied based on the three memberships.
These three techniques are the binary classiﬁcation using T > F, the binary classiﬁ-
cation using equal weighted combination, and the binary classiﬁcation using dynamic
weighted combination. As mentioned in previous chapters, the focus of this study is
not the optimization of the prediction, but the research concentrates on the improve-
ment of the prediction together with the quantiﬁcation of uncertainty. Hence, twenty
results obtained from twenty pairs of networks are averaged. The average results from
three techniques are compared in Table 5.1 to those obtained by applying the existing
technique that uses a threshold of 0.5 to only the truth membership of single neural
networks instead of a pair of neural networks. The results show that the three proposed
techniques improve classiﬁcation performance compared to the existing technique, and
they have the advantage of providing a measure of the uncertainty in the classiﬁcation.
Figure 5.1 shows the comparison among results obtained from a single neural
network (T > 0.5), a pair of neural networks based on T > F, and a pair of neural
networks based on dynamic weighted combination. From this ﬁgure, it is found that
the maximum percentages of the total correct cell for each type of the classiﬁcation are
76.54 (Classiﬁer 12), 80.25 (Classiﬁer 15, 18), and 80.25 (Classiﬁer 20), respectively.
The minimum percentages for each type of the classiﬁcation are 30.86 (Classiﬁer 5),
45.68 (Classiﬁer 4), and 60.49 (Classiﬁer 4), respectively. However, the proposed tech-
nique based on the dynamic weighted combination (Classiﬁer 4) provides the best per-
centages among these three worse results. The average result obtained from dynamic
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Figure 5.1: The comparison between results obtained from a pair of neural networks
and a single neural network (T > 0.5) for the test set of mineral data.
weighted combination technique also gives the best result. Therefore, this technique
may be considered to be more suitable than other techniques for mineral prospectivity
prediction.
In addition, the selection can be made by considering more detail on degree of
uncertainty. Uncertainty can be represented using the relationships among degree of
favourability for deposits, degree of favourability for barrens, and degree of vagueness
values. These values can be visualized in two and three dimensional spaces. Fig-
ures 5.2, 5.3, and 5.4 show two dimensional visualization from Classiﬁers 15, 18, and
20, respectively. From these three Figures, the relationship between the truth and false
memberships can be used to demonstrate that the Classiﬁer 20 provides less vagueness
than the other two classiﬁers since its cluster of points are shaped more likely to the
diagonal left than the other two. Figures 5.5, 5.6, and 5.7 show three dimensional vi-
sualization from the proposed Classiﬁers 15, 18, and 20, respectively. Table 5.2 shows
vagueness values together with the total correct and incorrect outputs obtained from
Classiﬁer 20 using dynamic weight combination technique.
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Figure 5.2: Two dimensional visualization for the test set of mineral data obtained
from a pair of neural networks (Classiﬁer 15 from Figure 5.1). The ’ ’ represents
results obtained from T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 5.3: Two dimensional visualization for the test set of mineral data obtained
from a pair of neural networks (Classiﬁer 18 from Figure 5.1). The ’ ’ represents
results obtained from T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 5.4: Two dimensional visualization for the test set of mineral data obtained
from a pair of neural networks (Classiﬁer 20 from Figure 5.1). The ’ ’ represents
results obtained from T > F and the ’×’ represents results obtained from T ≤ F.
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Figure 5.5: Three dimensional visualization for the test set of mineral data obtained
from a pair of neural networks (Classiﬁer 15 from Figure 5.1). The ’ ’ represents actual
results.
1390
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
Truth membership value False membership value
V
a
g
u
e
n
e
s
s
v
a
l
u
e
Figure 5.6: Three dimensional visualization for the test set of mineral data obtained
from a pair of neural networks (Classiﬁer 18 from Figure 5.1). The ’ ’ represents actual
results.
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Figure 5.7: Three dimensional visualization for the test set of mineral data obtained
from a pair of neural networks (Classiﬁer 20 from Figure 5.1). The ’ ’ represents actual
results.
140Table 5.2: Total number of correct and incorrect outputs predicted from a single pair
of neural networks (dynamic weight combination technique) for the test set of mineral
data. (Classiﬁer 20 from Figure 5.1)
Vagueness Number of patterns
%correct
value level correct incorrect
0.7450-0.9973 High 28 9 75.68
0.4927-0.7449 Med 23 7 76.67
0.2403-0.4926 Low 14 0 100.00
Total 65 16 80.25
5.3 Mineralprospectivitypredictionusingintervalneu-
trosophic sets and bagging neural networks
In this section, a bagging technique is applied to ensemble of neural networks and in-
terval neutrosophic sets in order to predict regional-scale potential for gold deposits as
well as quantifying uncertainty in the predictions. Uncertainty of type error and vague-
ness are also considered. In general, error can result from several sources. However,
the focus is only on errors in the process of mineral prospectivity prediction.
In this experiment, twenty ensembles are created. Each ensemble is structured
as thirty pairs of neural networks in which one member of the pair outputs degrees of
favourability for deposit and the other network produces degrees of favourability for
barren. These degrees are considered as the truth membership and the false member-
ship values, respectively. A bagging technique is used to train the neural networks in
the ensemble. The bagging algorithm uses bootstrap resampling to generate multiple
training sets. In this experiment, each bootstrap sample or bag of data is created by
random selection of input patterns from the training data set with replacement. Each
bag contains the same number of training patterns as the original data set and is used
to train a pair neural networks. All networks are multilayer perceptrons or feedfor-
ward backpropagation neural networks and have the same architecture (10-20-1; i.e.
ten input units, twenty hidden layer units, and a single output unit). All experiments
are performed using the Matlab software package. The training algorithm is traingdx
141Table 5.3: The percentage of average classiﬁcation accuracy for the test set of mineral
data obtained by applying several ensemble techniques
Result
Technique %correct
Averaging
T > 0.5 78.15
T > F 78.58
(T + (1 − F))/2 78.58
dynamic weight
T > F
(vagueness) 78.27
(T + (1 − F))/2
(vagueness) 78.27
Majority Vote
T > 0.5 77.72
T > F 78.09
(T + (1 − F))/2 78.09
dynamic weight
(error) 77.47
which is based on gradient descent with momentum and an adaptive learning rate [29]).
The network used to predict the favourability for barren locations is trained with the
complement of the target output values presented to the network used to predict the
favourability for deposits. Errors occurred in the prediction are estimated using inter-
polation methods. Vagueness is computed as the difference between truth and false
membership values. Error and vagueness are considered as the indeterminacy mem-
bership values. Together these three memberships form an interval neutrosophic set for
each component in an ensemble. Hence, thirty interval neutrosophic sets are created
for each ensemble.
In order to combine and classify outputs from components in the ensemble, the
aggregation methods proposed in section 3.2 are applied. These proposed aggregation
methods comprise of four proposed averaging techniques and three proposed majority
vote techniques. Four proposed averaging techniques are average based on T > F,
average based on equal weighted combination, dynamic weighted average based on
T > F, and dynamic weighted average based on equal weighted combination. Three
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Figure 5.8: The comparison between the results obtained from the existing and the
proposed ensemble neural networks (averaging technique) based on mineral data set.
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Figure 5.9: The comparison between the results obtained from the existing and the
proposed ensemble neural networks (majority vote technique) based on mineral data
set.
143Table 5.4: Total number of correct and incorrect outputs predicted from an ensemble
of thirty pairs of neural networks (T > F and averaging technique) for the test set of
mineral data. (Classiﬁer 18 from Figure 5.8)
Vagueness Number of patterns
%correct
value level correct incorrect
0.7849-0.9986 High 17 7 70.83
0.5712-0.7848 Med 24 7 77.42
0.3575-0.5711 Low 25 1 96.15
Total 66 15 81.48
proposed majority vote techniques are majority vote based on T > F, majority vote
based on equal weighted combination, and majority vote based on dynamic weighted
combination. For each proposed method, twenty results obtained from twenty ensem-
bles are averaged. The average results from the proposed techniques are compared in
Table 5.3 to those obtained by applying the simple averaging and simple majority vote
techniques. It is found that the proposed approaches improve the classiﬁcation perfor-
mance as compared to the simple majority vote and averaging methods. The averaging
technique based on T > F and the averaging technique based on equal weighted com-
bination give the best average result, also better than the best result obtained from
Table 5.1.
The classiﬁcation results obtained from the ensembles of thirty pairs of neural
networks based on the technique of averaging and majority voting are shown in Fig-
ures 5.8 and 5.9, respectively. From the experiment, it is found that the technique of
T > F based on averaging gives the best average classiﬁcation result. The average
vagueness value obtained from each pair of the average truth and average false mem-
bership values can also be used as an uncertainty indicator. For example, Table 5.4
shows the ranges of vagueness values together with the total correct and incorrect
outputs obtained from Classiﬁer 18 from Figure 5.8. Two and three dimensional visu-
alization of relationship among the average truth, average false, and average vagueness
values are also shown in Figures 5.10 and 5.11, respectively.
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Figure 5.10: Two dimensional visualization of the test set of mineral data obtained
from an ensemble of thirty pairs of neural networks (averaging technique, Classiﬁer
18 from Figure 5.8). The ’ ’ represents results obtained from T > F and the ’×’
represents results obtained from T ≤ F.
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Figure 5.11: Three dimensional visualization of the test set of mineral data obtained
from an ensemble of thirty pairs of neural networks (averaging technique, Classiﬁer 18
from Figure 5.8).
1455.4 Conclusions
In this chapter, two proposed binary neural network classiﬁcation approaches are used
to predict mineral prospectivity. A single pair of neural networks and an ensemble of
pairs of neural networks are used for the mineral prospectivity prediction. Feedfor-
ward backpropagation neural networks are used to estimate the favourability for gold
deposits. The outputs of pairs of neural networks are used to produce interval neu-
trosophic sets. The truth membership and false membership values are obtained from
pairs of networks. In an ensemble technique, each pair of neural networks are trained
using the same bag of training set. The truth and false membership values are used
to determine the indeterminacy membership values. Together these three elements of
the interval neutrosophic set (truth, false, and indeterminacy membership values) are
interpreted as the favourability for deposits, barren cells and the uncertainty, respec-
tively. It is found that all the previously proposed techniques improve the classiﬁcation
performance compared to the existing techniques using only the truth networks. The
proposed ensemble technique provides better classiﬁcation accuracy than the proposed
single pair of networks. Therefore, it can be considered that the proposed technique of
ensemble of pairs of neural networks based on averaging give the best accuracy results
for the estimation of the favourability for gold deposit. Furthermore, two and three
dimensional graphical representation of the three membership values can be used to
enhance the decision making for mineral prospectivity prediction.
146Chapter 6
Quantiﬁcation of Uncertainty in
Lithofacies Classiﬁcation from Well
Logs
With the ever increasing demands and escalating oil prices, exploration for fossil fuel
is an ongoing activity running at a feverish pace. One of the key activities in oil and
gas exploration and production is the assessment of the geological and petrophysical
characteristics of the reservoir. This involves the measurement of such characteristics
basedondatarecordedfromloggingequipmentloweredintoawell. Thedetermination
of the petrophysical properties such as porosity and permeability based on the logged
data is known as “well log data analysis”.
Well log data are records of the geological properties of subsurface rock forma-
tions [26]. Well log data are measured along the depth of well using electrical, physi-
cal, or radioactive devices. Permeability is one of the important properties in reservoir
engineering. Over the life of the reservoir, many crucial decisions depend on the abil-
ity to accurately estimate the formation permeability. Permeability is widely used to
determine the well production rate of the hydrocarbon, such as oil and gas. There are
many techniques available in petroleum engineering to estimate the permeability. One
of the successful methods is to pre-identify the ﬂow units before estimating the perme-
147ability under each ﬂow unit. Hence, the job of identifying lithofacies is a crucial stage
in order to determine the characteristics of the well by separating it into different ﬂow
units prior to estimating the permeability. Lithofacies such as sandstone, mudstone etc
will affect the nature of the permeability, and thus they are directly related to the esti-
mation of permeability. Besides the well log data, lithofacies are determined by expert
geologist who has to examine the actual rock samples known as “core data”, which
are retrieved from small cylindrical rock samples collected from wells at the selected
well depths [26]. The expert geologist will normally put the core data into different
classes. Although using the core data is the most accurate way to separate the well into
different ﬂow unit, core data are very expensive and difﬁcult to obtain. Normally, the
geologist will establish an interpretation model based on the available core and well
log data. The established model is then used to characterize the depths or wells around
the region which are uncored. Therefore, this exercise can be treated conventionally as
a classiﬁcation problem.
In this chapter, lithofacies classiﬁcation is carried out in order to demonstrate
the capability of the proposed multiclass classiﬁcation approach in this research. In
the experiment, well log data collected from real and practical data in the oil and gas
industry are used. The data set used in this study are described in the next section.
6.1 Data set
The data set used in this study consists of two different wells, which are picked from
four wells in a real reservoir. The actual well locations lie approximately on a straight
line with the following order: Well 3, Well 1, Well 2 and Well 4. Well 1 and well 2
are selected to be used in this experiment. Well 1 is composed of 172 patterns whereas
well 2 consists of 151 patterns. The well log data used in this experiment are gamma
ray (GR), deep induction resistivity (ILD) and sonic travel time (DT). Gamma ray log
(GR) measures the radioactivity of rocks and is scaled in the unit of API (American
Petroleum Institute). Deep induction resistivity log (ILD) measures the ability of rocks
to conduct electrical current at deep vicinity of the wells and is scaled in the unit
148of ohm-meters. Sonic travel time log (DT) measures the variations of the speed of
acoustic wave propagation according to the depth and is scaled in the unit of µs/ft [26].
These three well log data constitute the three inputs to the neural networks. There
are ﬁve lithofacies available in this reservoir and they form the outputs. These ﬁve
lithofacies are: mudstone, sandy mudstone, sandstone, carbonate-cemented beds and
carbonate concretions. The log data are recorded from two wells at various depths.
All variables are normalized within the range of [0,1]. In order to classify the well log
data into the ﬁve output classes, data obtained from well 1 is used for training and data
obtained from well 2 is used for testing.
6.2 Lithofaciesclassiﬁcationusingintervalneutrosophic
sets and a pair of neural networks with multiple
outputs
Lithofacies classiﬁcation is an important task for petroleum reservoir characterization.
In general, the geologists identify lithofacies obtained from uncore data using core
and well log data. Traditionally, the lithofacies obtained from the core data can be
classiﬁed by geologists. However, collecting cores are costly and time consuming.
Instead of using geologist’s experiences, some researches have applied unsupervised
learning neural network such as Kohonen’s self-organizing maps (SOMs) [22, 16] and
Adaptive resonance theory (ART) [21] in order to classify lithofacies in the core data.
In this thesis, we deal only with the lithofacies classiﬁcation from well log data in
which the core data are classiﬁed from geologist’s experiences.
In [34], Dubois et al. compared four different approaches for lithofacies classiﬁ-
cation which are the classical parametric method using Bayes’ rule and non-parametric
methods using fuzzy logic, k-nearest neighbor, and feedforward backpropagation neu-
ral network. They found that the neural network approach clearly outperformed all
other classiﬁers for lithofacies classiﬁcation. Hence, the neural network approach
has become one of the emerging techniques for lithofacies classiﬁcation from uncored
149data. There are several techniques based on neural network applied to identify litho-
facies of reservoir rocks from well log data. For example, Qi and Carr [76] applied
a single hidden-layer neural network for the classiﬁcation of lithofacies. In [46], the
self-organizing map (SOM) and the learning vector quantization (LVQ) were applied
to lithology classiﬁcation. The SOM was used to classify the core data into several
classes and the obtained classes were used to label the input vectors. After that, the
input vectors and their labels were applied to LVQ in order to classify the lithology.
These results were then used in the prediction of petrophysical properties in which sev-
eral backpropagation neural networks corresponding to the number of classes obtained
from SOM were trained and all predicted outputs were resembled [45]. In [23], Chang
et al. applied three adaptive resonance theory neural networks and a rule-based ex-
pert system for lithofacies classiﬁcation from well log data. The input data are altered
into three different forms: raw continuous data, categorical data, and fuzzy set data.
These three set of data are processed by three different adaptive resonance theory neu-
ral networks and the outputs from these three networks are then combined by the expert
system using fuzzy inference. In [86], the k-nearest neighbors classiﬁcation was used
to match the training data and the known lithofacies obtained from the core data. After
that, the training data and their known lithofacies were used to train a backpropagation
neural network in order to classify the unknown lithofacies. The predicted lithofacies
distributions were then represented in three dimensional spaces according to the depth.
In [56], the lithofacies classiﬁcation was carried out using an artiﬁcial neural network
in Schlumberger GeoQuest Software, ROCKCEL. In [5], the self optimizing (Koho-
nen) neural network was used to cluster the core data. After that, a backpropagation
neural network was used to classify the ﬂow units. The results were then used to train
another backpropagation neural network in order to predict the permeability. In [26],
Chikhi et al. combined PRSOM, a probabilistic variant of the self-organizing map of
Kohonen, with radial-bias functions neural network for lithofacies classiﬁcation.
However, there are little researches focus on uncertainty for reservoir evalua-
tion. In the experiments conducted within this study, two causes of uncertainty are
explored. Error and vagueness are quantiﬁed in order to enhance the lithofacies classi-
ﬁcation from well log data. Lithofacies can be categorized into several classes. Hence,
150the proposed multiclass neural network classiﬁcation is applied. Interval neutrosophic
sets are combined with neural networks in order to classify lithofacies into multiple
classes. The three memberships are used to classify well log data into multiple litho-
facies. In addition, vagueness and error are combined to support the conﬁdence in the
classiﬁcation as well. The data set used in this study is taken from a real reservoir
containing 172 patterns from well 1 and 151 patterns from well 2. Both wells consist
of three input attributes and ﬁve lithofacies. Well 1 is used for training whereas well
2 is used for testing. Since large number of samples are not available, the proposed
multiclass classiﬁcation using interval neutrosophic sets and a pair of neural networks
with multiple outputs described in section 4.1 is applied to the lithofacies classiﬁca-
tion. Hence, one-against-all technique is applied to each pair of neural networks in
order to predict multiple pairs of truth membership and false membership values.
From Figure 4.1, which represents the proposed multiclass classiﬁcation model
based on interval neutrosophic sets and a pair of neural networks with multiple out-
puts, a pair of feedforward backpropagation neural networks with multiple outputs is
appliedtorepresentapairoftruthandfalsitymulticlassneuralnetwork. Bothnetworks
contain three input nodes, ﬁve output nodes, and one hidden layer constituting of six
neurons. The number of neurons in the hidden layer is computed as 2n where n is the
number of input features. The same parameter values are applied to the two networks
and both networks are initialized with the same random weights. The only difference is
that the truth network is trained to predict degrees of truth membership, but falsity net-
work is trained to predict degrees of false membership using the complement of target
codewords used in the truth network. Both networks apply one-against-all technique
in which the length of the codeword is equal to the number of classes. If the codeword
used to train the truth network for the k-th class has a bit at the position k-th equal to
1 and the rest is equal to 0, then the codeword used to train the falsity network for the
k-th class at the k-th bit is equal to 0 and the rest is equal to 1.
After ﬁve pairs of truth and false membership values are predicted for each un-
known well log input pattern, vagueness and errors are estimated for each pair. Vague-
ness can be computed using the difference between truth and false membership values:
1 − |T − F|. If the difference between these two values is high then the degree of
151vagueness is low. If the difference is low then the degree of vagueness is high. In
order to estimate errors in the prediction of truth membership, errors obtained from
training the truth network are plotted in the well log input feature space. After that, a
multidimensional interpolation is used to estimate error for the unknown input pattern.
Error estimation in the prediction of false memberships is also calculated using the
same technique as the error estimation for the truth memberships.
Let Aj be an interval neutrosophic set of the output Yj where j = 1,2,3,4,5.
For each output Yj, each output pattern yi obtained from each pair of truth and false
membershipscontainsatriplet(TAj(yi),{VAj(yi),EAtj(yi),EAfj(yi)},FAj(yi))where
T denotes the truth membership, {V,Et,Ef} denotes the indeterminacy membership
containing vagueness and estimated errors for the truth and false memberships, and F
denotes the false membership.
Instead of using only the truth membership, the three memberships are formed
to classify multiple classes. In order to classify the input patterns into multiple classes,
the corresponding binary string has to be created for each input pattern. Each bit in the
predicted binary string is created from the truth, indeterminacy, and false membership
values obtained from each output Yj(yi). The three proposed techniques described in
section 4.1 is applied for creating the binary string and classify well log data into mul-
tiple lithofacies. These three techniques are (1) Multiclass classiﬁcation using T > F,
(2) Multiclass classiﬁcation using equal weight combination, and (3) Multiclass clas-
siﬁcation using dynamic weight combination. It is iterated that the optimization of
the prediction is not the emphasis. Instead, the purpose of the exercise is to test a new
classiﬁcation approach that provides an estimate of the uncertainty of the classiﬁcation.
Twenty pairs of feedforward backpropagation neural networks with multiple outputs
are trained with twenty different randomized training sets. The average results ob-
tained from the proposed approach are then compared to the average results obtained
from the existing traditional one-against-all neural network that applies to only the
truth memberships for the multiclass classiﬁcation. For the existing technique, if the
j-th result occupies the highest truth membership value then the j-th bit in the binary
string is set to a value 1, and the rest is set to a value 0. The input pattern is assigned to
the j-th class if the j-th bit in the binary string is equal to 1. The comparison between
152Table 6.1: The comparison between average classiﬁcation accuracy for the test set
of petroleum data using the existing technique applied only the truth memberships
(max(T)) and our three proposed techniques based on a pair of neural networks with
multiple outputs.
Total pattern
Technique
(%correct)
max(T) 74.07
T > F 76.19
Equal weight combination 76.19
Dynamic weight combination 76.62
the traditional approach and the proposed approaches is shown in Table 6.1. This table
shows that all the three average results obtained from the proposed approaches provide
better performances than the average result obtained from the traditional approach that
applied only to the truth membership. It is also found that the multiclass classiﬁcation
using dynamic weight combination gives the best average result. Fig. 6.1 shows clas-
siﬁcation accuracy for the test data set obtained from twenty pairs of neural networks.
In order to support the conﬁdence in the classiﬁcation, uncertainty in the classi-
ﬁcation for each input pattern is determined. In this experiment, uncertainty of type
vagueness is used as uncertainty indication. The average of vagueness values obtained
from ﬁve pairs of outputs is used to determine the level of uncertainty in multiclass
classiﬁcation for each input pattern. Table 6.2 shows the ranges of vagueness values in
the classiﬁcation (Classiﬁer 6 from Figure 6.1). Vagueness values are categorized into
three levels: High, Med, and Low, each with an equal range. This table represents the
total number of correct and incorrect outputs predicted from the proposed technique
using dynamic weight combination. The table shows that most of the correct outputs
have low level of vagueness.
The relationships among the truth membership, false membership, and vague-
ness values can be represented in two and three dimensional spaces. Figures 6.2, 6.3,
and 6.4 show two and three dimensional visualization of the memberships obtained
from Classiﬁer 6. For each output pattern, if the predicted class is class k then a pair
of truth and false membership values corresponding to the k-th class is selected to
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Figure 6.1: The comparison between the results obtained from the existing technique
and the three proposed techniques based on a pair of neural networks with multiple
outputs for the petroleum data set.
Table 6.2: Total number of correct and incorrect outputs predicted from the proposed
dynamic weight combination technique based on interval neutrosophic sets and a pair
of neural networks with multiple outputs for petroleum data set (Classiﬁer 6 from
Figure 6.1).
Vagueness Number of patterns
%correct
value level correct incorrect
0.2609-0.3907 High 10 10 50.00
0.1310-0.2608 Med 34 8 80.95
0.0012-0.1309 Low 82 7 92.13
Total 126 25 83.44
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Figure 6.2: Two dimensional visualization of the test set of petroleum data obtained
from a pair of neural networks with multiple outputs (Classiﬁer 6 from Figure 6.1).
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
Truth membership value False membership value
V
a
g
u
e
n
e
s
s
v
a
l
u
e
Figure 6.3: Three dimensional visualization of the average vagueness values from the
test set of petroleum data obtained from a pair of neural networks with multiple outputs
(Classiﬁer 6 from Figure 6.1). The ’ ’ represents actual results.
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Figure 6.4: Three dimensional visualization of the selected vagueness values from the
test set of petroleum data obtained from a pair of neural networks with multiple outputs
(Classiﬁer 6 from Figure 6.1). The ’ ’ represents actual results.
be represented in all the three ﬁgures. For the three dimensional spaces, an average
vagueness value for each input pattern is shown in Figure 6.3 whereas a vagueness
value corresponding to the selected pair of the truth and false membership values is
shown in Figure 6.4.
6.3 Conclusion
This chapter realizes the novel multiclass classiﬁcation approach to the lithofacies clas-
siﬁcation from well log data. Interval neutrosophic sets and multiclass neural networks
are integrated in order to express uncertainty in the classiﬁcation. The truth and false
memberships are predicted using two one-against-all neural networks whereas the in-
determinacy memberships are estimated from errors occurred in the predictions using a
multidimensional interpolation method. In addition, vagueness occurred in the classiﬁ-
cation is also computed. It is found that assessment of two causes of uncertainty which
are error and vagueness can be used to support conﬁdence in lithofacies classiﬁcation.
156The experimental results indicate that the proposed model improves the classiﬁcation
performance compared to a traditional approach applying only single one-against-all
neural network applied only to the truth membership values.
157Chapter 7
Conclusions and Recommendations
This thesis has applied feedforward backpropagation neural networks and interval neu-
trosophic sets for the binary and multiclass classiﬁcation problems. From the experi-
ments, the following conclusions can be portrayed.
1. The integration between feedforward backpropagation neural networks and in-
terval neutrosophic sets is a novel approach used for the problems of binary and
multiclass classiﬁcation.
2. The proposed approaches have been experimented based on data sets from UCI
machine learning repository and they are also applied to two sets of real world
data: mineral and petroleum data sets. Most of the average results are improved
when compared to the average results obtained from the traditional approaches.
It can be deduced that binary and multiclass neural network classiﬁcation based
on the proposed approach have improved the classiﬁcation performance when
compared to existing techniques applied only to the truth membership values
only.
3. A pair of opposite neural networks can increase diversity in an ensemble in
which the pair of networks give better results than a single neural network.
4. The false membership value can be considered as the complement of the truth
membership value. In an ideal classiﬁer, the truth and false membership values
158associated with the same input pattern should be exactly opposite to each other.
In real-life data, this is rarely the case due to the associated errors and vagueness.
5. Theadvantageoftheproposedapproachinthisthesisovertraditionalapproaches
is that the indeterminacy membership values provide an estimate of the uncer-
tainty in the classiﬁcation. Vagueness and error can be used to weight the pre-
diction outputs in order to provide better classiﬁcation results.
6. Vagueness can be used as an uncertainty indicator in order to increase the con-
ﬁdence in the classiﬁcation for each input pattern. It is found that most of the
output patterns that have low level of vagueness are always correctly classiﬁed.
Hence, the decision maker should pay attention to the output patterns that have
high or medium level of vagueness.
7. Two dimensional graphical representation between the truth and false member-
ship values can be used to support the classiﬁer selection. If a cluster of points
are more dispersed in diagonal left area of the two dimension space, then the
overall vagueness is low. Therefore, the classiﬁer that contains a number of
lower vagueness values should be chosen.
8. Three dimensional graphical representation among the truth, false, and vague-
ness values can be used to demonstrate the scope and shape of vagueness values
occurred in the classiﬁer. This representation is displayed based on the interpo-
lated surface of vagueness values. The scope and shape of the three dimensional
graphical representation can support decision making for further classiﬁcation.
9. A drawback of the proposed approach is that the network has to be trained with
the input data twice. This may be time consuming. However, with the rapid
growth of the computer hardware technology, the speed of the computation may
not be a main issue. in addition, parallel and distributed computing is now avail-
able in the form of cluster or Grid computing. Hence, the training time is not an
issued encountered in this experiment.
159This thesis is a study on the exploration of the quantiﬁcation of imperfection
in the binary and multiclass neural network classiﬁcation. From the reported experi-
ments, quantiﬁcation of vagueness occurred in the prediction can be used to enhance
the classiﬁcation results reasonably well. There are a number of future research tasks
that can be embarked upon to continue the work in this thesis. The followings are the
discussions and recommendations for future works within the context of this problem
domain.
1. Feedforward backpropagation neural network can perform quite well in this ex-
periment; however, there are some disadvantages such as long training time and
the optimization of various variables used in the training phase. Various archi-
tectural parameters have to be selected such as the number of hidden layers, the
number of hidden neurons in each hidden layer, learning rate, and momentum.
Moreover, BPNN cannot classify the unknown input data that is located outside
the range of the training set. Therefore, instead of using BPNN, other types of
neural networks and other unstable classiﬁers may be applied to our proposed
approach of a pair of classiﬁers. It is recommended to consider the use of un-
stable classiﬁers such as other types of neural networks. Previous experiments
have involved a stable classiﬁer which is a SVM. However, the result of a pair
of SVMs does not provide any better performances when compared to the result
obtained from a single SVM. Both results are the same. There are no improve-
ment from the interval neutrosophic set approach. Hence, unstable classiﬁers
may be more appropriate.
2. In multiclass neural network classiﬁcation, neural networks with multiple out-
puts and multiple binary neural networks for the classiﬁcation have been applied.
However, in multiple binary neural network, only one-against-one technique is
applied in this thesis. Further work can be done using one-against-all for mul-
tiple binary neural networks. Furthermore, other types of multiclass neural net-
work classiﬁcation such as error correcting output coding may be considered to
be incorporated in the proposed approach.
3. In this thesis, only two types of imprecision - vagueness and error as the causes
160of uncertainty are considered. In other research studies, these two are considered
as different types of uncertainty. However, other types of uncertainty should be
considered as well. Furthermore, other types of imperfection such as impreci-
sion and inconsistency should also be considered since an interval neutrosophic
set can cope with all types of imperfection which are incomplete, inconsistent,
uncertain, and imprecise information.
4. In order to quantify errors in the prediction, the nearest neighbor interpolation
for error estimation is applied in all the experiments including multidimensional
interpolation and the combination of scaling technique and low dimensional in-
terpolation. Other types of interpolation could also be considered.
5. In this thesis, the vagueness value is computed as a linear function which is the
difference between the truth and false membership values; however, vagueness
may be modeled as other kinds of linear function or it may be modeled as a
non-linear function. It will depend on the characteristics and environments of
the input data sets.
6. From the reported experiments, several interval neutrosophic sets are created
and used to represent outputs and their uncertainty in the prediction. This thesis
does not deal with properties of set-theroetic operators deﬁned on the interval
neutrosophic sets. Hence, it is possible to consider those operators in order to
improve the classiﬁcation results.
7. This thesis proposed techniques to visualizes the relationship among the truth,
indeterminacy, and false membership values using two and three dimensional
graphical representation. Visualization may be applied to other theories such as
cellular automata in order to improve the classiﬁcation visualization.
This study has explored the use of neural networks and interval neutrosophic sets
to address the classiﬁcation problems with the consideration and quantiﬁcation of un-
certainty. It is believed that the study and results from this research have contributed
to the discipline of data analysis with knowledge for improvement in practical appli-
161cations. It is hopeful that further work will be continued in order to solve many other
real-life problems.
162Appendix A
Data collected from real world phenomena always contain imperfection. In order to
explain aspects of imperfection in the classic sense and concise meaning, several as-
pects of imperfection can be deﬁned using Compact Oxford English Dictionary [1] as
shown below.
Keyword Description
Imperfection faulty or incomplete
Imprecision lacking exactness
Inconsistency not consistent
Uncertainty a) the state of being uncertain
b) something that is uncertain or causes one to feel uncertain
Error a) a mistake
b) the state of being wrong in conduct or judgement
c) a measure of the estimated difference between the observed
or calculated value of a quantity and its true value
Inaccuracy not accurate
Incompletion not complete
Ambiguity uncertain or inexact meaning
Vagueness a) of uncertain or indeﬁnite character or meaning
b) imprecise in thought or expression
163Appendix B
For the binary classiﬁcation, the proposed approach has been tested with three bench-
marking UCI data sets, which are ionosphere, pima, and liver. For the multiclass
classiﬁcation, the proposed approach has been tested with seven classical benchmark
problems including balance, ecoli, glass, lenses, wine, yeast, and zoo from the UCI
machine learning repository. These data sets can be found in [8]. The proposed tech-
niques are also realized to two real world problems which are the prediction of mineral
prospectivity and the prediction of lithofacies from well log data. These two data sets
are shown in table A1 and A2, respectively.
Table A1: Mineral Data Set
input 1 input 2 input 3 input 4 input 5 input 6
0.10000 0.00000 0.01744 0.25828 0.48341 0.33238
0.67327 0.39097 0.03649 0.11656 0.48341 0.00595
0.10000 0.00000 0.04263 0.34702 0.48341 0.24480
0.10000 0.14330 0.05162 0.48742 0.72038 0.04759
0.13491 0.38785 0.00287 0.22914 0.72038 0.00000
0.13491 0.21184 0.27444 0.27020 0.72038 0.01330
0.58327 0.51558 0.02952 0.30596 0.72038 0.00000
0.10000 0.16745 0.31213 0.25563 0.72038 0.03809
0.10000 0.15732 0.08029 0.41589 0.72038 0.06652
0.10000 0.25078 0.23576 0.26490 0.72038 0.05322
0.58327 0.20405 0.07169 0.35099 0.72038 0.02975
0.73873 0.62461 0.03102 0.66490 0.72038 0.01785
0.67327 0.45950 0.05568 0.45166 0.79621 0.01330
0.24236 0.17368 0.01182 0.34305 0.27962 0.00000
0.67327 0.87617 0.02007 0.52848 0.79621 0.00000
0.47255 0.58879 0.00287 0.71921 0.79621 0.00000
0.67327 0.86371 0.01434 0.54040 0.79621 0.00000
0.67327 0.87383 0.02581 0.51126 0.79621 0.00000
0.67327 0.77025 0.07748 0.54305 0.79621 0.00000
0.21345 0.47430 0.18479 0.18411 0.27962 0.00841
0.48400 0.37461 0.23326 0.42252 0.79621 0.02524
0.22655 0.23287 0.04106 0.16689 0.83886 0.00000
0.15564 0.34190 0.01217 0.46490 0.83886 0.00000
0.16709 0.64953 0.16347 0.47550 0.83886 0.00000
0.28327 0.67913 0.19366 0.63046 0.83886 0.00595
1.00000 0.40654 0.02644 0.72450 0.27014 0.00595
0.48400 0.43769 0.21003 0.48344 0.27014 0.00595
0.97109 0.28738 0.01814 0.45563 0.35545 0.00000
164input 1 input 2 input 3 input 4 input 5 input 6
0.19818 0.53193 0.05771 0.14967 0.85308 0.00595
0.40164 0.69548 0.00406 0.59868 0.81991 0.00595
0.27836 0.91745 0.00000 0.16556 0.81991 0.01189
0.32145 0.51246 0.01182 0.37881 1.00000 0.00000
0.32145 0.56464 0.01672 0.31921 1.00000 0.00595
1.00000 0.45950 0.03847 0.26887 1.00000 0.00595
0.24236 0.40265 0.00811 0.49934 0.39810 0.00841
0.24236 0.32009 0.00287 0.46623 0.39810 0.01683
0.32145 0.48832 0.25753 0.60397 0.39810 0.00000
0.97273 0.40343 0.37318 0.27682 0.53555 0.01189
1.00000 0.25156 0.06309 0.30728 0.83412 0.00595
1.00000 0.23910 0.07169 0.25430 0.83412 0.00595
1.00000 0.31542 0.13240 0.08344 0.83412 0.00000
0.73873 0.17757 0.34934 0.30331 0.83412 0.01683
1.00000 0.25234 0.14337 0.06887 0.83412 0.00595
1.00000 0.59813 0.02028 0.48874 0.83412 0.00000
1.00000 0.66277 0.04055 0.72450 0.2654 0.00595
1.00000 0.73442 0.03048 0.68609 0.87204 0.00000
0.10000 0.10047 0.31575 0.29801 0.48341 0.66957
0.10000 0.06153 0.42293 0.01589 0.48341 0.31505
0.10000 0.06932 0.20917 0.20530 0.48341 0.71576
0.10000 0.30062 0.26624 0.23841 0.84360 0.00595
0.13491 0.48209 0.01434 0.33377 0.72038 0.01189
0.10000 0.16900 0.29250 0.00000 0.72038 0.04290
0.10000 0.21573 0.58926 0.31126 0.72038 0.01683
0.10000 0.19470 0.54907 0.35894 0.72038 0.07573
0.10000 0.67601 0.20672 0.64503 0.72038 0.00595
0.10000 0.20872 0.22050 0.06887 0.72038 0.02453
0.10000 0.41900 0.36208 0.26358 0.72038 0.00595
0.10000 0.21417 0.31202 0.22384 0.72038 0.01189
0.21345 0.25000 0.09571 0.29669 0.72038 0.00000
0.24236 0.35047 0.00000 0.73510 0.79621 0.00595
0.24236 0.33723 0.04588 0.27815 0.79621 0.00595
0.10000 0.17445 0.37172 0.00000 0.79621 0.07619
0.67327 0.20171 0.12250 0.03709 0.37441 0.01683
0.21345 0.39875 0.00406 0.33377 0.27962 0.00595
0.67327 0.11838 0.37453 0.00000 0.79621 0.01881
0.24236 0.52103 0.23668 0.50596 0.79621 0.00595
0.16927 0.77570 0.08894 0.52450 0.79621 0.00595
0.21345 0.37461 0.23724 0.32980 0.79621 0.02145
0.16927 0.45639 0.24394 0.53642 0.83886 0.00000
0.10000 0.23442 0.16142 0.43576 0.83886 0.01330
0.28327 0.50935 0.33397 0.22781 0.83886 0.01189
0.10000 0.48910 0.27690 0.45430 0.83886 0.02661
0.58327 0.50623 0.14689 0.91523 0.27014 0.00000
0.48400 0.60592 0.23006 0.58013 0.27014 0.00000
0.10000 0.30997 0.08336 0.12053 0.35545 0.01881
0.10000 0.51168 0.06076 0.69934 0.54502 0.01189
0.16927 0.44470 0.23214 0.34967 0.81991 0.00595
0.16927 0.40031 0.21630 0.34834 0.81991 0.01785
0.10000 0.50545 0.03591 0.11921 1.00000 0.00000
0.32145 0.46106 0.16221 0.13775 1.00000 0.00000
0.47255 0.22897 0.16183 0.19735 1.00000 0.00000
0.10000 0.16121 0.10949 0.27285 0.39810 0.03034
0.32145 0.12617 0.08963 0.00000 0.39810 0.01785
0.10000 0.25701 0.02433 0.00000 0.39810 0.07263
0.10000 0.19860 0.63351 0.18411 0.53555 0.07359
0.10000 0.52336 0.02312 0.28344 0.83412 0.02453
0.10000 0.35592 0.48151 0.23974 0.83412 0.00841
0.73873 0.22352 0.20292 0.08609 0.83412 0.00000
0.10000 0.18380 0.36036 0.2755 0.83412 0.03366
1.00000 0.39330 0.04015 0.27285 0.83412 0.00595
0.10000 0.40031 0.75152 0.23046 0.48341 0.00000
165input 1 input 2 input 3 input 4 input 5 input 6
0.10000 0.51636 0.04368 0.30728 0.83412 0.00595
0.16927 0.30919 0.02088 0.50861 0.60190 0.00000
0.10000 0.42835 0.25999 0.15762 0.27962 0.00000
0.10000 0.35202 0.51434 0.16556 0.26540 0.00595
1.00000 0.73988 0.03244 0.68742 0.87204 0.00000
0.10000 0.23676 0.14216 0.22384 0.84360 0.00000
0.14145 0.63707 0.29668 0.31921 0.27014 0.00000
0.21345 0.72040 0.28751 0.46093 0.04739 0.00000
0.10000 0.00000 0.03453 0.27417 0.48341 0.30714
0.67327 0.45016 0.00641 0.22781 0.48341 0.00841
0.10000 0.14798 0.30294 0.25960 0.72038 0.02524
0.10000 0.21729 0.27956 0.25960 0.72038 0.02975
0.10000 0.14252 0.05764 0.48609 0.72038 0.05949
0.10000 0.15343 0.30730 0.26225 0.72038 0.03366
0.58873 0.62539 0.01814 0.66490 0.72038 0.00000
0.10000 0.20872 0.27444 0.26887 0.72038 0.02524
0.77036 0.80919 0.03206 0.44503 0.72038 0.01189
0.58873 0.6324 0.01282 0.66887 0.72038 0.00595
0.48400 0.39564 0.02312 0.63576 0.79621 0.00000
0.67327 0.48676 0.00907 0.20132 0.79621 0.00000
0.48400 0.70171 0.24495 0.54834 0.79621 0.00000
0.67327 0.87227 0.01721 0.53377 0.79621 0.00000
0.94327 0.56153 0.26037 0.67947 0.79621 0.00841
0.67327 0.45950 0.00000 0.18146 0.79621 0.00000
0.67327 0.90031 0.00287 0.58146 0.79621 0.00000
0.16927 0.59657 0.00574 0.65563 0.79621 0.00000
0.21345 0.37305 0.19246 0.20000 0.27962 0.00841
0.71855 0.59813 0.23255 0.53642 0.83886 0.00000
0.22655 0.64642 0.00811 0.44636 0.83886 0.00000
0.22655 0.66822 0.00287 0.49536 0.83886 0.00000
0.15836 0.62150 0.22940 0.53113 0.27014 0.00000
0.58327 0.44704 0.21097 0.48477 0.27014 0.00000
0.20145 0.61994 0.08555 0.73377 0.35545 0.00595
0.10000 0.35903 0.03206 0.39470 0.54502 0.04165
0.28327 0.67913 0.12450 0.44503 0.81991 0.00595
0.27836 0.83645 0.00406 0.16556 0.81991 0.00000
1.00000 0.62617 0.01924 0.67020 1.00000 0.00000
0.32145 0.56464 0.00287 0.13642 1.00000 0.00595
0.32145 0.56620 0.02644 0.08344 0.39810 0.00000
0.32145 0.49766 0.01147 0.37351 0.39810 0.01881
0.24236 0.40421 0.01622 0.53775 0.39810 0.00595
1.00000 0.61371 0.00811 0.65695 0.83412 0.00000
0.73873 0.60826 0.03453 0.65430 0.83412 0.00595
0.73873 0.59346 0.03048 0.67550 0.83412 0.00000
0.47255 0.68925 0.28185 0.44503 0.83412 0.00000
0.73873 0.60047 0.02239 0.67152 0.83412 0.00000
1.00000 0.71807 0.04933 0.71656 0.26540 0.00595
0.10000 0.05140 0.39478 0.14305 0.48341 0.64706
0.10000 0.08411 0.42628 0.10728 0.48341 0.53547
0.10000 0.30218 0.26846 0.25033 0.84360 0.00841
0.10000 0.41511 0.44733 0.37219 0.72038 0.00841
0.14145 0.33022 0.17388 0.50861 0.72038 0.00000
0.10000 0.11293 0.69923 0.12980 0.72038 0.08519
0.10000 0.33022 0.02994 0.30993 0.72038 0.00595
0.21345 0.31931 0.14121 0.14834 0.72038 0.01330
0.10000 0.23832 0.22507 0.04371 0.72038 0.02453
0.10000 0.40031 0.17774 0.25298 0.72038 0.00595
0.73873 0.58178 0.04933 0.70993 0.72038 0.02379
0.21345 0.48676 0.04866 0.32583 0.79621 0.00595
0.10000 0.45639 0.06983 0.40927 0.79621 0.00000
0.10000 0.17913 0.32006 0.00000 0.79621 0.04759
0.21345 0.39720 0.05448 0.29801 0.79621 0.00595
0.16927 0.20327 0.25656 0.00000 0.79621 0.02975
166input 1 input 2 input 3 input 4 input 5 input 6
0.16927 0.45327 0.06289 0.06755 0.27962 0.00000
0.24236 0.49299 0.06289 0.57219 0.79621 0.00595
0.10000 0.38396 0.05073 0.46225 0.79621 0.02661
0.10000 0.21729 0.37459 0.00000 0.79621 0.01785
0.22655 0.16511 0.12410 0.09669 0.83886 0.00841
0.10000 0.66355 0.13526 0.66623 0.83886 0.00595
0.22655 0.22352 0.07311 0.07417 0.83886 0.01189
0.15836 0.64019 0.19887 0.55099 0.27014 0.00595
0.10000 0.33022 0.19970 0.24238 0.27014 0.04165
0.10000 0.29673 0.09741 0.11258 0.35545 0.00595
0.16709 0.47040 0.11701 0.30331 0.54502 0.01189
0.10000 0.31153 0.05448 0.46623 0.81991 0.00595
0.28327 0.45483 0.01434 0.60265 0.81991 0.00000
0.10000 0.23364 0.12152 0.19338 1.00000 0.03809
0.32145 0.56620 0.02450 0.09272 1.00000 0.00000
0.10000 0.55530 0.10138 0.69934 0.39810 0.00841
0.10000 0.11215 0.04452 0.13510 0.39810 0.08004
0.10000 0.21885 0.04900 0.32980 0.39810 0.03619
0.10000 0.38629 0.42619 0.00000 0.53555 0.00841
0.10000 0.23754 0.50188 0.25695 0.83412 0.01189
0.22327 0.44626 0.01924 0.23444 0.83412 0.00000
0.10000 0.42601 0.21679 0.32318 0.83412 0.00000
0.10000 0.29517 0.03984 0.30728 0.83412 0.00000
0.97273 0.36760 0.32801 0.49404 0.83412 0.00000
0.10000 0.29439 0.21947 0.34570 0.48341 0.00000
0.10000 0.47352 0.15960 0.59868 0.83412 0.00595
0.10000 0.34424 0.01282 0.51921 0.60190 0.02145
0.10000 0.68146 0.18217 0.33245 0.00000 0.00595
0.10000 0.61682 0.49115 0.38411 0.26540 0.01189
1.00000 0.61371 0.01034 0.65695 0.87204 0.00000
0.10000 0.48910 0.14491 0.47947 0.84360 0.00595
0.10000 0.63629 0.29745 0.32583 0.27014 0.00000
0.21345 0.71106 0.28648 0.45563 0.04739 0.00000
1.00000 0.34735 0.13764 0.06623 0.48341 0.00000
0.14145 0.67679 0.26889 0.35497 0.48341 0.00000
0.58873 0.61293 0.02184 0.67682 0.72038 0.00595
0.73873 0.53972 0.04624 0.63311 0.72038 0.01785
0.73873 0.59034 0.03269 0.63709 0.72038 0.00000
0.73873 0.55530 0.03847 0.65298 0.72038 0.01189
0.58327 0.22586 0.07169 0.27550 0.72038 0.00000
0.58327 0.51480 0.02705 0.30331 0.72038 0.00595
0.27836 0.18224 0.23802 0.00000 0.72038 0.00000
0.10000 0.14875 0.06083 0.48477 0.72038 0.07359
0.94327 0.51012 0.24870 0.67682 0.79621 0.02524
0.21345 0.62539 0.19227 0.25828 0.79621 0.00841
0.16927 0.74688 0.11757 0.49007 0.79621 0.00595
0.16927 0.66900 0.00287 0.49934 0.79621 0.00841
0.48400 0.33645 0.23271 0.43179 0.79621 0.02661
0.67327 0.44704 0.05169 0.47152 0.79621 0.01330
0.48400 0.66121 0.24879 0.53510 0.79621 0.00595
0.37164 0.74065 0.11757 0.47947 0.79621 0.00000
0.10000 0.32866 0.23536 0.41325 0.79621 0.03204
0.22655 0.64330 0.00811 0.43444 0.83886 0.00000
0.28327 0.71885 0.10073 0.44106 0.83886 0.00595
0.71855 0.49611 0.20341 0.50199 0.83886 0.00000
0.48400 0.54361 0.05884 0.59338 0.27014 0.00000
0.27836 0.41277 0.28520 0.26887 0.81991 0.01881
0.22327 0.34891 0.04076 0.15497 0.81991 0.02379
1.00000 0.55685 0.03269 0.62517 1.00000 0.00000
0.32145 0.75545 0.13382 0.41722 1.00000 0.00000
0.24236 0.23676 0.01721 0.29404 0.39810 0.02975
167input 1 input 2 input 3 input 4 input 5 input 6
0.24236 0.40421 0.00811 0.50199 0.39810 0.00000
0.32145 0.40265 0.01836 0.54305 0.39810 0.00595
0.73873 0.17445 0.34410 0.31391 0.83412 0.00841
1.00000 0.30997 0.14097 0.07019 0.83412 0.01330
0.22327 0.20171 0.27486 0.14437 0.83412 0.00595
1.00000 0.63162 0.00574 0.66623 0.83412 0.00595
1.00000 0.67679 0.03858 0.71126 0.26540 0.00841
0.10000 0.14564 0.08276 0.02252 0.48341 0.05485
0.14145 0.36526 0.30820 0.15762 0.48341 0.01683
0.10000 0.52570 0.34676 0.36159 0.84360 0.02975
0.10000 0.75701 0.00287 0.45960 0.72038 0.00595
0.73873 0.16900 0.33551 0.31126 0.72038 0.00595
0.21345 0.28894 0.13480 0.20927 0.72038 0.00595
0.14145 0.21963 0.37542 0.50596 0.72038 0.01683
0.73873 0.47586 0.29780 0.20397 0.72038 0.00595
0.27836 0.46963 0.00907 0.50464 0.72038 0.00000
0.21345 0.29829 0.21291 0.30728 0.72038 0.02975
0.27836 0.55296 0.23468 0.77086 0.72038 0.00595
0.20145 0.42679 0.12967 0.46490 0.79621 0.01189
0.10000 0.32788 0.12993 0.23974 0.79621 0.03569
0.15564 0.35903 0.39468 0.34834 0.79621 0.02379
0.24236 0.21262 0.06289 0.38675 0.27962 0.00595
0.10000 0.09268 0.24049 0.00000 0.79621 0.09812
0.21345 0.34346 0.24750 0.58278 0.79621 0.00000
0.10000 0.17913 0.41036 0.02119 0.79621 0.04906
0.15564 0.30530 0.21353 0.18146 0.79621 0.02379
0.24236 0.31153 0.04633 0.32450 0.79621 0.02524
0.15564 0.45794 0.12617 0.10596 0.83886 0.01330
0.15564 0.67212 0.18647 0.20662 0.83886 0.00000
0.10000 0.71573 0.01182 0.53510 0.83886 0.02379
0.10000 0.37850 0.20074 0.39073 0.27014 0.03366
0.97109 0.16044 0.26214 0.10066 0.35545 0.01881
0.16709 0.43847 0.01434 0.16821 0.54502 0.00000
0.27836 0.39875 0.30025 0.47417 0.81991 0.00595
0.22327 0.46963 0.05478 0.38940 0.81991 0.01189
0.32145 0.62227 0.08931 0.63709 1.00000 0.00595
0.32145 0.47430 0.02450 0.40132 1.00000 0.01189
0.10000 0.65265 0.03547 0.87682 0.39810 0.02145
0.19818 0.36371 0.06694 0.19073 0.39810 0.02524
0.22655 0.35358 0.00641 0.17351 0.39810 0.00000
0.10000 0.47508 0.31034 0.35894 0.53555 0.00000
1.00000 0.27414 0.05735 0.29934 0.83412 0.02975
0.73873 0.18069 0.34611 0.39735 0.83412 0.00595
0.22327 0.57477 0.01434 0.61457 0.83412 0.00000
0.22327 0.19159 0.31194 0.34570 0.83412 0.02145
0.10000 0.38629 0.75197 0.22517 0.48341 0.00595
0.10000 0.43614 0.06367 0.29536 0.83412 0.03991
0.16927 0.39174 0.03206 0.48079 0.60190 0.00000
0.10000 0.28037 0.22096 0.18808 0.27962 0.00595
0.10000 0.54907 0.46167 0.30993 0.26540 0.00595
0.10000 0.78583 0.03593 0.70728 0.87204 0.00000
0.10000 0.49221 0.12199 0.42517 0.84360 0.00000
0.10000 0.63863 0.30143 0.33245 0.27014 0.00000
168input 7 input 8 input 9 input 10 output
0.41424 0.21601 0.04448 0.00000 0.9
0.02455 0.32973 0.11474 0.00000 0.9
0.34663 0.17541 0.00826 0.00000 0.9
0.02042 0.01809 0.00000 1.00000 0.9
0.18299 0.04496 0.16601 0.66667 0.9
0.00963 0.05999 0.01168 1.00000 0.9
0.05026 0.02421 0.01652 0.66667 0.9
0.06892 0.16777 0.00826 1.00000 0.9
0.07535 0.04589 0.01652 1.00000 0.9
0.05954 0.17210 0.01168 0.66667 0.9
0.09146 0.04242 0.01168 1.00000 0.9
0.01444 0.01005 0.01652 1.00000 0.9
0.02807 0.10810 0.36199 1.00000 0.9
0.08571 0.10740 0.10447 0.66667 0.9
0.07348 0.33383 0.00000 0.33333 0.9
0.00481 0.00201 0.18282 0.66667 0.9
0.06276 0.33401 0.00826 0.33333 0.9
0.07777 0.33916 0.00000 0.33333 0.9
0.05117 0.30522 0.00826 0.33333 0.9
0.06258 0.22980 0.63595 0.66667 0.9
0.05856 0.07399 0.05781 0.66667 0.9
0.15790 0.08505 0.02336 0.66667 0.9
0.09912 0.10176 0.03304 0.66667 0.9
0.05117 0.24892 0.01652 0.33333 0.9
0.05117 0.21357 0.04816 1.00000 0.9
0.02455 0.00402 0.05224 0.33333 0.9
0.03969 0.02544 0.06607 0.66667 0.9
0.07836 0.10120 0.06607 0.66667 0.9
0.04332 0.00569 0.09234 0.66667 0.9
0.01444 0.00725 0.12634 0.66667 0.9
0.04741 0.44769 0.01847 0.33333 0.9
0.03404 0.00000 0.00826 0.66667 0.9
0.02042 0.00000 0.00826 1.00000 0.9
0.07009 0.00000 0.04956 0.66667 0.9
0.00000 0.01706 0.00826 0.33333 0.9
0.05876 0.11103 0.03304 0.66667 0.9
0.10017 0.00201 0.06607 1.00000 0.9
0.13384 0.09190 0.24791 0.66667 0.9
0.04838 0.03043 0.00000 1.00000 0.9
0.04332 0.03625 0.00000 1.00000 0.9
0.01736 0.02354 0.17656 1.00000 0.9
0.09555 0.07569 0.00000 1.00000 0.9
0.00481 0.01422 0.14774 1.00000 0.9
0.01522 0.04465 0.00826 0.66667 0.9
0.02807 0.00201 0.02478 1.00000 0.9
0.00481 0.00725 0.00826 1.00000 0.9
0.02888 0.34963 0.01847 0.00000 0.1
0.30216 0.35824 0.17007 0.00000 0.1
0.11412 0.27195 0.03694 0.00000 0.1
0.00000 0.35900 0.18282 0.33333 0.1
0.16002 0.02455 0.12607 0.66667 0.1
0.00481 0.07579 0.34728 1.00000 0.1
0.13245 0.28969 0.12025 0.33333 0.1
0.06688 0.28039 0.01168 0.33333 0.1
0.02455 0.19604 0.05956 1.00000 0.1
0.26199 0.20357 0.01847 0.66667 0.1
0.07348 0.12604 0.24791 0.33333 0.1
0.14931 0.10487 0.11738 0.33333 0.1
0.21662 0.08291 0.11738 0.33333 0.1
0.00481 0.08829 0.05540 0.66667 0.1
0.10414 0.01005 0.09945 0.33333 0.1
0.11593 0.12860 0.51631 1.00000 0.1
0.03045 0.02900 0.13240 0.66667 0.1
0.18872 0.01349 0.08895 0.66667 0.1
169input 7 input 8 input 9 input 10 output
0.07364 0.13329 0.50711 1.00000 0.1
0.13894 0.13279 0.20449 0.66667 0.1
0.00481 0.27915 0.05956 0.33333 0.1
0.01926 0.03961 0.10216 0.66667 0.1
0.01522 0.01821 0.04211 1.00000 0.1
0.07332 0.18500 0.04129 0.33333 0.1
0.00681 0.06026 0.09417 0.33333 0.1
0.02723 0.47811 0.02336 0.33333 0.1
0.17837 0.05396 0.00826 0.33333 0.1
0.02407 0.04707 0.01652 0.66667 0.1
0.02807 0.22001 0.79789 1.00000 0.1
0.07968 0.03328 0.05540 0.66667 0.1
0.04085 0.03512 0.18560 0.66667 0.1
0.00963 0.07537 0.07835 0.66667 0.1
0.02407 0.00000 0.12389 1.00000 0.1
0.10601 0.00000 0.03304 1.00000 0.1
0.00000 0.00000 0.00000 1.00000 0.1
0.04541 0.07481 0.04129 0.66667 0.1
0.24995 0.00725 0.39687 1.00000 0.1
0.08069 0.03815 0.33447 1.00000 0.1
0.06548 0.27353 0.08300 0.33333 0.1
0.05026 0.01571 0.00826 1.00000 0.1
0.00681 0.09706 0.08779 0.33333 0.1
0.13692 0.05831 0.34053 0.66667 0.1
0.07836 0.07109 0.01168 1.00000 0.1
0.08850 0.02413 0.02478 1.00000 0.1
0.13993 0.49116 0.02612 0.33333 0.1
0.03881 0.00804 0.02478 0.66667 0.1
0.06808 0.11998 0.06607 0.33333 0.1
0.09347 0.03868 0.15429 0.33333 0.1
0.09676 0.14354 0.26118 0.33333 0.1
0.00681 0.00853 0.00826 1.00000 0.1
0.00481 0.00449 0.05840 0.66667 0.1
0.03229 0.01422 0.03405 0.33333 0.1
0.01362 0.00284 0.07615 0.33333 0.1
0.39217 0.21135 0.00826 0.00000 0.9
0.02042 0.31923 0.05224 0.00000 0.9
0.06757 0.16071 0.03304 1.00000 0.9
0.01736 0.06237 0.04129 1.00000 0.9
0.00681 0.02212 0.00826 1.00000 0.9
0.06892 0.16286 0.02612 1.00000 0.9
0.05185 0.00201 0.00826 1.00000 0.9
0.00963 0.05914 0.02978 1.00000 0.9
0.00963 0.01223 0.32725 0.66667 0.9
0.03404 0.00402 0.00000 1.00000 0.9
0.10601 0.06194 0.05024 0.33333 0.9
0.00481 0.17446 0.07057 0.33333 0.9
0.04814 0.00603 0.05781 0.66667 0.9
0.06943 0.33300 0.00000 0.33333 0.9
0.05382 0.24084 0.03504 0.66667 0.9
0.01926 0.15828 0.05224 0.33333 0.9
0.05382 0.32374 0.00000 0.33333 0.9
0.00681 0.00804 0.19281 0.66667 0.9
0.01444 0.16289 0.61501 0.66667 0.9
0.06258 0.02622 0.01168 1.00000 0.9
0.05489 0.06139 0.01847 0.66667 0.9
0.04814 0.05278 0.00826 0.66667 0.9
0.07762 0.01658 0.00826 1.00000 0.9
0.03666 0.02293 0.05540 0.66667 0.9
0.07285 0.01138 0.01652 0.33333 0.9
0.10977 0.06311 0.02612 1.00000 0.9
0.04838 0.30580 0.01168 0.33333 0.9
0.04085 0.42675 0.07433 0.33333 0.9
170input 7 input 8 input 9 input 10 output
0.00681 0.00000 0.02978 1.00000 0.9
0.15116 0.00000 0.13621 1.00000 0.9
0.10155 0.00201 0.11592 1.00000 0.9
0.09044 0.00725 0.00826 0.33333 0.9
0.00481 0.00569 0.03504 0.33333 0.9
0.00000 0.00284 0.00000 1.00000 0.9
0.01522 0.01908 0.02478 1.00000 0.9
0.02807 0.00201 0.05840 1.00000 0.9
0.00481 0.00201 0.00826 0.66667 0.9
0.00000 0.02413 0.03304 1.00000 0.9
0.03969 0.00402 0.00000 1.00000 0.9
0.18731 0.51572 0.01847 0.00000 0.1
0.12599 0.38258 0.11234 0.00000 0.1
0.00000 0.36201 0.15951 0.33333 0.1
0.13479 0.01531 0.13317 0.33333 0.1
0.16689 0.10086 0.06451 0.66667 0.1
0.40847 0.24024 0.39168 0.33333 0.1
0.09146 0.07023 0.25603 0.66667 0.1
0.03881 0.05662 0.27702 0.66667 0.1
0.19183 0.08637 0.41959 0.66667 0.1
0.05382 0.14434 0.23477 0.66667 0.1
0.04306 0.02070 0.01168 1.00000 0.1
0.12997 0.13320 0.60495 1.00000 0.1
0.02406 0.10497 0.35830 1.00000 0.1
0.12035 0.16297 0.32379 1.00000 0.1
0.08309 0.14141 0.26890 1.00000 0.1
0.02592 0.16642 0.39263 1.00000 0.1
0.00481 0.38721 0.14424 0.33333 0.1
0.00681 0.12847 0.04672 0.33333 0.1
0.03505 0.01799 0.00826 0.33333 0.1
0.16431 0.16348 0.36490 1.00000 0.1
0.00481 0.10949 0.20648 0.66667 0.1
0.05856 0.16187 0.00000 1.00000 0.1
0.01522 0.14395 0.21992 0.66667 0.1
0.02592 0.18735 0.01652 1.00000 0.1
0.10392 0.05547 0.27268 0.33333 0.1
0.03229 0.21918 0.75660 1.00000 0.1
0.12121 0.16581 0.29294 0.66667 0.1
0.10120 0.07569 0.09632 0.66667 0.1
0.07009 0.09073 0.02612 0.33333 0.1
0.15070 0.00000 0.06659 0.66667 0.1
0.13556 0.00000 0.10216 1.00000 0.1
0.07836 0.05758 0.06013 1.00000 0.1
0.12636 0.02844 0.06607 1.00000 0.1
0.07156 0.04585 0.18245 0.66667 0.1
0.07968 0.17623 0.38429 0.66667 0.1
0.09628 0.05228 0.03694 0.33333 0.1
0.02455 0.00284 0.06451 1.00000 0.1
0.03969 0.05411 0.12278 0.66667 0.1
0.13556 0.13927 0.10769 0.66667 0.1
0.13218 0.05999 0.00000 0.66667 0.1
0.10558 0.09673 0.07105 0.33333 0.1
0.14158 0.00449 0.00826 0.33333 0.1
0.08226 0.11548 0.02978 0.33333 0.1
0.04956 0.00853 0.12025 0.66667 0.1
0.00481 0.17905 0.16036 0.33333 0.1
0.00481 0.00449 0.00000 1.00000 0.1
0.18025 0.00284 0.00826 0.66667 0.1
0.03082 0.01422 0.02978 0.33333 0.1
0.00681 0.00284 0.04956 0.33333 0.1
0.01076 0.01980 0.18560 0.00000 0.9
0.01362 0.05968 0.01168 0.66667 0.9
0.03045 0.00201 0.01652 1.00000 0.9
171input 7 input 8 input 9 input 10 output
0.04741 0.01025 0.02612 1.00000 0.9
0.02407 0.00402 0.03694 1.00000 0.9
0.02407 0.00725 0.01168 1.00000 0.9
0.05295 0.03669 0.01168 1.00000 0.9
0.05185 0.02138 0.04129 0.66667 0.9
0.00000 0.15763 0.45873 1.00000 0.9
0.03369 0.02735 0.02978 1.00000 0.9
0.03045 0.24480 0.06451 0.66667 0.9
0.00000 0.21539 0.07615 0.33333 0.9
0.01076 0.29118 0.00000 0.33333 0.9
0.02928 0.00804 0.00000 0.66667 0.9
0.06892 0.07537 0.06659 0.66667 0.9
0.01985 0.10806 0.35858 1.00000 0.9
0.04438 0.02138 0.05956 0.66667 0.9
0.01522 0.29312 0.00826 0.33333 0.9
0.06808 0.07678 0.05840 0.66667 0.9
0.05777 0.06525 0.00000 0.66667 0.9
0.04765 0.30411 0.01847 0.33333 0.9
0.07221 0.05591 0.14040 1.00000 0.9
0.02407 0.10899 0.14705 0.33333 0.9
0.12329 0.27486 0.22724 0.66667 0.9
0.02592 0.30268 0.04816 0.33333 0.9
0.02723 0.00000 0.01168 1.00000 0.9
0.00481 0.00000 0.04129 0.66667 0.9
0.03404 0.03023 0.09344 0.66667 0.9
0.00000 0.01706 0.00000 0.33333 0.9
0.00000 0.00402 0.02978 0.33333 0.9
0.10336 0.08165 0.01847 1.00000 0.9
0.02723 0.01799 0.18282 1.00000 0.9
0.01985 0.12065 0.00826 1.00000 0.9
0.00681 0.00636 0.00826 1.00000 0.9
0.02928 0.00402 0.01168 1.00000 0.9
0.10568 0.58167 0.50225 0.00000 0.1
0.15412 0.07922 0.31536 0.00000 0.1
0.00681 0.12231 0.12928 0.33333 0.1
0.00000 0.01173 0.21867 0.66667 0.1
0.11412 0.08533 0.04129 1.00000 0.1
0.05207 0.08635 0.42113 0.66667 0.1
0.14923 0.43578 0.04129 0.33333 0.1
0.01736 0.04897 0.03304 0.33333 0.1
0.01522 0.02212 0.08300 1.00000 0.1
0.14092 0.16118 0.35215 0.66667 0.1
0.03505 0.09389 0.00826 1.00000 0.1
0.13427 0.02421 0.08779 0.66667 0.1
0.16146 0.07983 0.13317 0.33333 0.1
0.03851 0.09086 0.00000 0.33333 0.1
0.09159 0.07374 0.15887 0.66667 0.1
0.27506 0.26213 0.40604 0.33333 0.1
0.26932 0.00201 0.12389 0.33333 0.1
0.00000 0.03273 0.15779 1.00000 0.1
0.02928 0.03471 0.23273 0.33333 0.1
0.14931 0.16139 0.11019 0.33333 0.1
0.00963 0.05831 0.23823 0.33333 0.1
0.01926 0.01207 0.05840 0.33333 0.1
0.03505 0.05634 0.15184 0.33333 0.1
0.08678 0.05324 0.08259 0.66667 0.1
0.05797 0.27243 0.29836 0.66667 0.1
0.08850 0.07641 0.32073 0.66667 0.1
0.08012 0.03842 0.00826 0.66667 0.1
0.06808 0.31878 0.01168 0.33333 0.1
0.12178 0.00000 0.02978 0.33333 0.1
0.01362 0.00000 0.01652 1.00000 0.1
0.16239 0.01288 0.04129 1.00000 0.1
172input 7 input 8 input 9 input 10 output
0.16578 0.25911 0.24556 0.66667 0.1
0.11593 0.11699 0.13445 0.33333 0.1
0.03881 0.09389 0.13746 0.33333 0.1
0.03229 0.02614 0.00000 1.00000 0.1
0.08876 0.12093 0.01168 1.00000 0.1
0.05185 0.02844 0.04956 1.00000 0.1
0.05117 0.14134 0.00000 1.00000 0.1
0.15321 0.48587 0.04211 0.33333 0.1
0.03505 0.02559 0.00826 0.66667 0.1
0.05317 0.12486 0.01168 0.33333 0.1
0.00481 0.14439 0.24832 0.33333 0.1
0.03045 0.13132 0.13317 0.33333 0.1
0.00963 0.01809 0.00826 1.00000 0.1
0.13785 0.00201 0.03304 0.66667 0.1
0.03082 0.01718 0.04211 0.33333 0.1
Table A2: Well Log Data Set
Well GR ILD DT Lithofacies
1 0.763 0.334 0.680 1
1 0.695 0.400 0.681 1
1 0.619 0.456 0.683 1
1 0.539 0.487 0.698 1
1 0.473 0.491 0.691 1
1 0.616 0.032 0.799 1
1 0.567 0.124 0.650 1
1 0.629 0.114 0.602 1
1 0.777 0.178 0.712 1
1 0.757 0.161 0.697 1
1 0.949 0.196 0.782 2
1 0.936 0.190 0.782 2
1 0.898 0.310 0.735 2
1 0.712 0.239 0.786 2
1 0.739 0.226 0.750 2
1 0.952 0.149 0.795 2
1 0.891 0.112 0.773 2
1 0.793 0.105 0.758 2
1 0.766 0.104 0.756 2
1 0.794 0.113 0.770 2
1 0.859 0.132 0.775 2
1 0.775 0.244 0.742 2
1 0.757 0.223 0.782 2
1 0.689 0.220 0.784 2
1 0.751 0.200 0.848 2
1 0.662 0.231 0.785 2
1 0.639 0.247 0.765 2
1 0.879 0.178 0.794 2
1 0.817 0.172 0.768 2
1 0.729 0.171 0.772 2
1 0.677 0.175 0.757 2
1 0.480 0.298 0.751 2
1 0.571 0.251 0.796 2
1 0.688 0.199 0.797 2
1 0.729 0.192 0.772 2
1 0.753 0.193 0.768 2
1 0.767 0.195 0.776 2
1 0.781 0.193 0.786 2
1 0.672 0.145 0.792 2
1 0.624 0.123 0.739 2
1 0.570 0.055 0.731 2
1 0.666 0.013 0.802 2
173Well GR ILD DT Lithofacies
1 0.709 0.002 0.765 2
1 0.718 0.000 0.784 2
1 0.708 0.007 0.778 2
1 0.694 0.024 0.777 2
1 0.709 0.047 0.777 2
1 0.728 0.074 0.790 2
1 0.717 0.099 0.796 2
1 0.699 0.107 0.788 2
1 0.746 0.130 0.755 2
1 0.707 0.122 0.760 2
1 0.672 0.109 0.762 2
1 0.649 0.096 0.739 2
1 0.654 0.083 0.750 2
1 0.840 0.049 0.805 2
1 0.818 0.056 0.800 2
1 0.803 0.138 0.762 2
1 0.840 0.162 0.777 2
1 0.819 0.179 0.771 2
1 0.787 0.185 0.781 2
1 0.777 0.085 0.752 2
1 0.846 0.062 0.838 2
1 0.947 0.032 0.781 2
1 0.927 0.023 0.767 2
1 0.900 0.019 0.749 2
1 0.882 0.014 0.782 2
1 0.880 0.012 0.762 2
1 0.837 0.006 0.780 2
1 0.835 0.006 0.767 2
1 0.855 0.026 0.778 2
1 0.856 0.047 0.793 2
1 0.921 0.193 0.822 3
1 0.911 0.200 0.757 3
1 0.879 0.215 0.809 3
1 0.908 0.209 0.807 3
1 0.918 0.221 0.774 3
1 0.952 0.271 0.812 3
1 0.941 0.297 0.833 3
1 0.706 0.293 0.817 3
1 0.919 0.162 0.807 3
1 0.953 0.123 0.816 3
1 0.863 0.163 0.815 3
1 0.840 0.202 0.816 3
1 0.881 0.227 0.819 3
1 0.837 0.225 0.795 3
1 0.686 0.216 0.830 3
1 0.793 0.200 0.843 3
1 0.653 0.204 0.854 3
1 0.618 0.260 0.827 3
1 0.573 0.271 0.821 3
1 0.732 0.246 0.792 3
1 0.677 0.183 0.821 3
1 0.702 0.199 0.801 3
1 0.739 0.229 0.782 3
1 0.638 0.217 0.814 3
1 0.761 0.183 0.826 3
1 0.732 0.166 0.822 3
1 0.665 0.116 0.805 3
1 0.637 0.125 0.814 3
1 0.592 0.126 0.819 3
1 0.777 0.103 0.888 3
1 0.793 0.13 0.831 3
1 0.932 0.044 0.816 3
1 0.865 0.016 0.804 3
174Well GR ILD DT Lithofacies
1 0.924 0.235 0.884 4
1 0.964 0.197 0.941 4
1 0.962 0.176 0.940 4
1 0.973 0.168 0.944 4
1 0.980 0.167 0.954 4
1 0.998 0.172 0.943 4
1 0.999 0.179 0.885 4
1 0.976 0.186 0.848 4
1 0.861 0.202 0.854 4
1 0.867 0.204 0.968 4
1 0.916 0.201 0.950 4
1 0.924 0.188 0.933 4
1 0.921 0.191 0.977 4
1 0.868 0.233 0.899 4
1 0.839 0.251 0.983 4
1 0.783 0.262 0.885 4
1 0.832 0.235 0.905 4
1 0.835 0.212 0.887 4
1 0.868 0.192 0.872 4
1 0.893 0.177 0.860 4
1 1.000 0.136 0.852 4
1 0.824 0.249 0.869 4
1 0.928 0.231 0.876 4
1 0.983 0.223 0.894 4
1 0.994 0.223 0.936 4
1 0.967 0.225 0.904 4
1 0.940 0.228 0.867 4
1 0.743 0.211 0.885 4
1 0.798 0.205 0.900 4
1 0.825 0.201 0.874 4
1 0.718 0.199 0.886 4
1 0.683 0.197 0.955 4
1 0.664 0.195 1.000 4
1 0.659 0.197 0.939 4
1 0.672 0.216 0.818 4
1 0.906 0.193 0.808 4
1 0.843 0.102 0.877 4
1 0.861 0.107 0.876 4
1 0.859 0.115 0.878 4
1 0.842 0.124 0.874 4
1 0.683 0.071 0.862 4
1 0.749 0.060 0.917 4
1 0.806 0.053 0.920 4
1 0.832 0.048 0.906 4
1 0.789 0.068 0.879 4
1 0.778 0.087 0.860 4
1 0.792 0.111 0.848 4
1 0.714 0.315 0.550 5
1 0.764 0.319 0.476 5
1 0.732 0.264 0.644 5
1 0.618 0.340 0.527 5
1 0.559 0.350 0.433 5
1 0.605 0.353 0.553 5
1 0.571 0.316 0.461 5
1 0.453 0.339 0.432 5
1 0.385 0.351 0.430 5
1 0.393 0.350 0.380 5
1 0.756 0.274 0.741 5
1 0.378 0.480 0.592 5
1 0.307 0.461 0.484 5
1 0.256 0.435 0.501 5
1 0.269 0.399 0.544 5
1 0.587 0.102 0.546 5
175Well GR ILD DT Lithofacies
1 0.562 0.079 0.571 5
1 0.734 0.138 0.578 5
1 0.749 0.111 0.592 5
1 0.838 0.012 0.757 5
2 0.366 0.260 0.702 1
2 0.326 0.184 0.695 1
2 0.467 0.115 0.729 1
2 0.534 0.078 0.728 1
2 0.549 0.048 0.702 1
2 0.551 0.031 0.721 1
2 0.561 0.028 0.725 1
2 0.552 0.039 0.738 1
2 0.545 0.065 0.731 1
2 0.524 0.103 0.726 1
2 0.446 0.150 0.729 1
2 0.360 0.198 0.692 1
2 0.589 0.215 0.680 1
2 0.544 0.200 0.666 1
2 0.605 0.184 0.669 1
2 0.518 0.207 0.681 1
2 0.424 0.237 0.661 1
2 0.685 0.219 0.730 1
2 0.738 0.499 0.788 2
2 0.850 0.377 0.760 2
2 0.917 0.379 0.749 2
2 0.642 0.422 0.780 2
2 0.398 0.687 0.732 2
2 0.633 0.508 0.761 2
2 0.600 0.462 0.771 2
2 0.551 0.451 0.745 2
2 0.616 0.590 0.803 2
2 0.723 0.586 0.770 2
2 0.541 0.509 0.781 2
2 0.542 0.398 0.774 2
2 0.596 0.331 0.741 2
2 0.619 0.272 0.744 2
2 0.630 0.229 0.737 2
2 0.647 0.207 0.737 2
2 0.644 0.205 0.742 2
2 0.608 0.219 0.762 2
2 0.511 0.241 0.737 2
2 0.399 0.152 0.766 2
2 0.600 0.326 0.849 2
2 0.655 0.323 0.807 2
2 0.569 0.316 0.692 2
2 0.590 0.309 0.771 2
2 0.642 0.308 0.788 2
2 0.726 0.278 0.745 2
2 0.710 0.255 0.725 2
2 0.690 0.169 0.761 2
2 0.542 0.242 0.751 2
2 0.606 0.217 0.744 2
2 0.577 0.171 0.708 2
2 0.622 0.176 0.731 2
2 0.669 0.195 0.754 2
2 0.655 0.231 0.767 2
2 0.570 0.280 0.771 2
2 0.434 0.332 0.772 2
2 0.736 0.367 0.735 2
2 0.808 0.162 0.716 2
2 0.765 0.299 0.750 2
2 0.697 0.227 0.749 2
2 0.945 0.371 0.840 3
176Well GR ILD DT Lithofacies
2 0.949 0.358 0.812 3
2 0.955 0.346 0.813 3
2 0.911 0.328 0.810 3
2 0.755 0.378 0.831 3
2 0.619 0.477 0.794 3
2 0.514 0.434 0.800 3
2 0.779 0.543 0.806 3
2 0.568 0.678 0.837 3
2 0.538 0.705 0.830 3
2 0.442 0.898 0.834 3
2 0.385 1.000 0.834 3
2 0.475 0.670 0.821 3
2 0.672 0.335 0.814 3
2 0.674 0.331 0.823 3
2 0.702 0.297 0.778 3
2 0.578 0.486 0.872 3
2 0.631 0.487 0.839 3
2 0.656 0.465 0.749 3
2 0.608 0.346 0.803 3
2 0.585 0.350 0.810 3
2 0.584 0.361 0.801 3
2 0.601 0.362 0.804 3
2 0.723 0.354 0.800 3
2 0.771 0.348 0.825 3
2 0.765 0.346 0.838 3
2 0.759 0.351 0.818 3
2 0.936 0.336 0.888 4
2 0.922 0.330 0.893 4
2 0.740 0.526 0.870 4
2 0.647 0.517 0.857 4
2 0.577 0.586 0.859 4
2 0.590 0.635 0.903 4
2 0.524 0.722 0.889 4
2 0.510 0.751 0.916 4
2 0.494 0.810 0.861 4
2 0.417 0.633 0.876 4
2 0.405 0.621 0.859 4
2 0.643 0.333 0.837 4
2 0.417 0.517 0.558 5
2 0.364 0.556 0.370 5
2 0.381 0.595 0.481 5
2 0.516 0.411 0.490 5
2 0.511 0.388 0.369 5
2 0.489 0.373 0.610 5
2 0.436 0.381 0.532 5
2 0.445 0.402 0.454 5
2 0.463 0.430 0.424 5
2 0.437 0.461 0.564 5
2 0.383 0.490 0.567 5
2 0.490 0.503 0.450 5
2 0.545 0.510 0.517 5
2 0.562 0.534 0.583 5
2 0.337 0.601 0.570 5
2 0.223 0.602 0.299 5
2 0.235 0.576 0.252 5
2 0.382 0.546 0.370 5
2 0.558 0.535 0.635 5
2 0.381 0.558 0.447 5
2 0.400 0.545 0.360 5
2 0.482 0.551 0.640 5
2 0.340 0.677 0.506 5
2 0.326 0.672 0.477 5
2 0.071 0.766 0.423 5
2 0.000 0.719 0.315 5
177Well GR ILD DT Lithofacies
2 0.025 0.649 0.254 5
2 0.143 0.581 0.340 5
2 0.307 0.521 0.567 5
2 0.236 0.266 0.529 5
2 0.179 0.255 0.356 5
2 0.189 0.235 0.325 5
2 0.243 0.211 0.459 5
2 0.301 0.240 0.448 5
2 0.320 0.271 0.289 5
2 0.417 0.293 0.511 5
2 0.513 0.312 0.763 5
2 0.533 0.310 0.451 5
2 0.538 0.308 0.520 5
2 0.208 0.294 0.524 5
2 0.177 0.313 0.378 5
2 0.253 0.326 0.505 5
2 0.350 0.333 0.662 5
2 0.468 0.307 0.549 5
2 0.501 0.274 0.574 5
2 0.326 0.412 0.170 5
2 0.389 0.440 0.000 5
2 0.488 0.467 0.511 5
2 0.437 0.405 0.539 5
2 0.307 0.385 0.212 5
2 0.271 0.356 0.209 5
2 0.373 0.207 0.491 5
2 0.345 0.226 0.096 5
2 0.441 0.245 0.261 5
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