The Hilbert transform, Hf (x), is defined by
Hf (x) = lim
H f (x).
It is well known that this limit exists a.e. for all f ∈ L p , 1 ≤ p < ∞. In this paper, we will consider the oscillation and variation of this family of operators as goes to zero, which gives extra information on their convergence as well as an estimate on the number of λ-jumps they can have. For earlier results on oscillation and variation operators in analysis and ergodic theory, including some historical remarks and applications, the reader may look in [2] , [3] , [5] , [4] , and [6] .
For each fixed sequence (t i ) 0, we define the oscillation operator
1/2 and the variation operator
The main results of this paper are the following two theorems. The first issue to address is whether the operator ᐂ is well defined. Since we are taking a supremum over such a large set of sequences, it is not obvious that the resulting operator is measurable. To deal with this, we first restrict ( k ) to lie in some finite set, prove a norm inequality that is independent of the set, and then enlarge the set. In this way, we obtain the result with ( k ) restricted to a countable dense set, say, the rationals. The final result follows from the continuity properties of the operators involved.
It is useful to have a second notation for the oscillation and variation of the family of operators. Since both ᏻ(H * f ) and ᐂ (H * f ) are seminorms on the family H f , we often denote ᏻ(H * f )(x) by H * f (x) ᏻ and ᐂ (H * f )(x) by H * f (x) v . See [4] for further discussion of these seminorms.
More generally, if W is a family of operators, we consider the oscillation operator
where (t i ) is a fixed decreasing sequence, and the variation operator
We also study the λ-jump operator
W , f, λ, x
= sup n ≥ 0 : such that there exist s 1 < t 1 ≤ s 2 < t 2 < · · · ≤ s n < t n with the property that W t i f (x)− W s i f (x) > λ, i = 1, 2, . . . , n , which gives the number of λ-jumps of the family W f . Clearly, for a convergent family, the number of λ-jumps must be finite a.e. The size of (W , f, λ, x) gives us information about how the family W converges. We prove the following theorem.
where the supremum is taken over all decreasing sequences ( i ). Define the "short variation operator"
As before, it is sometimes convenient to denote this operator by H * f (x) s V . For a family of operators, W , define
where again the supremum is taken over all decreasing sequences ( i ).
We also prove the following theorem.
The paper is organized as follows. In Section 2, we prove some general results for oscillation and variation norms of certain types of convolution operators. These are used in Section 3 to show that the oscillation and variation norms of the Hilbert transform are bounded operators on L p , 1 < p < ∞. In Section 5, we prove that the oscillation and variation norms satisfy a weak type (1,1) inequality if the gaps are "short." In Section 6, we show that the "long variation," that is, gaps between dyadic terms, satisfies a weak (1,1) result. Finally, in Section 7, we complete the proof of Theorems 1.1, 1.2, and 1.3 by combining the results for long variation and short variation, thus obtaining results for the full variation. Remark 1.5. If we wanted to consider truncation both near zero and near infinity, we could argue as in the case of truncation only near zero. That follows
Hence, we can control truncation in both directions by a sum of two operators, each of which controls the truncation only on the small end. 
It is clear that T n f (x) converges to zero a.e. for all f ∈ L p for any p, 1 ≤ p ≤ ∞. However, for any > 0, we have V (T f )(x) = ∞ and ᏻ(T f )(x) = ∞ whenever f (x) = 0.
Remark 1.7.
In general, to obtain a variation result, we need to assume > 2. This already occurs in the case of martingales (see [7] ) and in the case of differentiation operators. We could also define the oscillation and short variation operators with exponents ≥ 2, but these are dominated by the 2-oscillation (2-short variation, resp.), so there is no need to do so. For < 2, the -oscillation operator fails to be a bounded operator on any L p (with t i = 1/2 i ). See [1] for the case of differentiation. The argument presented there can be applied to the case considered here as well.
Remark 1.8. Throughout this paper, c and C, sometimes with additional parameters, represent constants. However, they may represent different constants from one occurrence to the next. Remark 1.9. There are higher dimensional analogs of the results mentioned in this paper. In particular, certain Calderón-Zygmund singular integrals in R d satisfy similar estimates. These operators will be considered in a subsequent paper.
Oscillation and variation norms for certain convolution operators.
In this section, we prove some lemmas about the oscillation and variation norms of certain kinds of convolution operators. These are used in the later sections. [4, Theorem 4.4] for the BMO result that allows the interpolation to get the remaining values of p.) The discrete case easily implies the continuous case. To see this, first consider the operators with the additional restriction that, for a fixed choice of n ∈ Z + and a fixed J ∈ Z + , the differentiation lengths are selected from the set {r/2 n : r ∈ Z}, and at most J terms are in the sum defining the operators. In this case, the discrete results imply the desired norm bounds for the operators associated with the differentiation averages. Moreover, the constants (although possibly not the best constants) that are obtained do not depend on n or J . Letting n → ∞, we obtain the result in the continuous parameter case, for a fixed J . Now let J → ∞ to obtain the stated results.
Remark 2.2. We will need to apply Lemma 2.1 with χ [0, 1] replaced by (1/2)χ [−1,1] or by χ [−1,0] . There is no change in the conclusion of the lemma. See [4] , where it is clear the arguments can be adapted to these other cases as well.
Remark 2.3. The above result will be proved (in higher dimensions) in [6] . The proof there will be much more geometric than the Fourier transform proof given in [4] . For p > 1, the higher dimensional result can be obtained from the above d = 1 result. For p = 1, more work is required, and indeed, it was the p = 1 case that motivated the geometric arguments contained in [6] .
Although in the present paper we need the following result only for the case d = 1, we state and prove it in the more general case since (assuming the higher dimensional result in [6] ) the additional details in the proof are trivial.
(1) For any fixed sequence (t i ) 0, the operator ᏻ( * ) is weak type (1, 1) and
(2) For > 2, the operator ᐂ ( * ) is weak type (1, 1) and strong type (p, p) for
The operator S V ( * ) is weak type (1, 1) and strong type (p, p) for 1 < p < ∞.
Proof. First, note that
Consequently, we have
Let B(x) denote the indicator function of the unit ball in R d , and, as in Lemma
Hence,
We now follow the argument in Bourgain [2, Lemma 3.28], using his technique with modifications that allow us to obtain the result for all p,
Using this pointwise estimate, we have
Using the same pointwise estimate, we get
The results for ᏻ and S V are obtained using the same argument. Since the details are almost the same, we do not include them.
Corollary 2.5. Let t be as in Lemma 2.4 . Then, for any > 2 and n ≥ 1, we have
. Now the result follows from Lemma 2.4.
We now have the following two simple corollaries regarding the variation norm of the Poisson integral and the Gaussian kernel. In both cases, the proof just involves checking the hypothesis of Lemma 2.4, and this is an easy computation.
(1) For any fixed sequence (t i ) 0, the operator ᏻ(P * ) is weak type (1, 1) and strong type (p, p) for 1 < p < ∞.
(2) For > 2, the operator ᐂ (P * ) is weak type (1, 1) and strong type (p, p) for
The operator S V (P * ) is weak type (1, 1) and strong type (p, p) for 1 < p < ∞.
and let t (x) = (1/t d ) (x/t). Define t f (x) = t f (x).
( 
The same argument works for the operators ᏻ(Q * f ) and S V (Q * f ).
Remark 2.9. In the case d = 1, the same argument shows that if we have a convolution kernel that is supported on [0, ∞), then the conclusions of Lemma 2.4 still hold. The only change is to use the one-sided differentiation operator in place of the symmetric differentiation operator used above.
We also need two special variants of the above results. The proofs are exactly the same as above.
Lemma 2.10. Let φ(t) be supported on [1, ∞) . Assume lim t→∞ φ(t) = 0 and
( Proof. Write
Then we have
Hence, we get
Let D y denote the one-sided differentiation; that is,
For a suitable choice of (y i ), we will have
(by Minkowski's inequality)
Since 
For the dilation ψ y (t), we have
We split the variation norm up into two pieces. The term ψ 1 * f v is just ψ(1) times the variation norm of the differentiation operator and hence satisfies the required estimate.
For the second term, we argue as before. We have
As before, we already know the operator D * f (x) v satisfies the required estimates. The same argument works for both the oscillation operator and the short variation operators.
The L p result for the Hilbert transform.
In this section, we use the results of the prior section to establish the L p inequalities, 1 < p < ∞ for Theorems 1.1 and 1.2. In particular, we prove that for 1 < p < ∞,
that for > 2 and 1 < p < ∞,
and that for 1 < p < ∞,
Proof. We actually prove only the result for the variation operator, the proofs for the other two operators being exactly the same. Let
denote the conjugate Poisson kernel.
By the triangle inequality, we have
By Corollary 2.8, we see it is enough to control H
Fix f ∈ L p (R), x ∈ R, and y > 0. We write
We show that
It is clear that similar estimates also hold for the associated operators A − y f and G − y f . Hence, the proof for ᐂ (Hf ) will be complete.
The idea is to write the operators we need to study as a combination of differentiation operators.
Let φ(t) = (1/π )(1/t (t 2 + 1))χ {t≥1} , and let ψ(t) = (1/π)(t/t 2 + 1)χ [0,1] (t). Then φ y (t) = (1/y)φ(t/y) = (1/π)(y 2 /t (t 2 + y 2 ))χ {t≥y} and ψ y (t) = (1/y)ψ(t/y) = (1/π )(t/t 2 + y 2 )χ [0,y] (t). Note that A + y f (x) = f φ y (x) and G + y f (x) = f ψ y (x).
We can now apply the results from Section 2 to complete the argument for each of these pieces.
Some necessary lemmas.
In this section, we state some of the key lemmas that we need in the proof of the weak type (1,1) results. The first lemma is the Calderón-Zygmund decomposition. This decomposition allows us to break up a function into two pieces. One piece can be handled by L 2 techniques. The second piece, which is supported on a small set, has mean value zero on each of the intervals that make up the support. We also need the following almost orthogonality lemma. The use of almost orthogonality is a standard tool to prove L 2 inequalities. Our use of the lemma to prove an L 1 inequality is somewhat unusual. We use Lemma 4.2 and the L 2 information it provides to handle the function b that occurs in the Calderón-Zygmund decomposition. See [6] for a similar application of this technique.
Lemma 4.1 (Calderón-Zygmund decomposition). Any f ∈ L 1 (R) can be written in the form
f = g + b, where (1) g 2 L 2 ≤ f L 1 ; (2) b = j b j , where each b j satisfies (a) for some n, b j is supported in a dyadic interval B j ∈ L n ; (b) R b j (x) = 0 for each j ; (c) b j L 1 ≤ 3|B j |; (d) j |B j | ≤ f L 1 ,
Lemma 4.2. Let (d n ) be a sequence, and let (h k,n ) be a double sequence of vectors in a normed space (B, · ). Let (σ (j )) j ∈Z be a sequence of positive numbers with
for every n, k.
Then we have
Proof. Clearly,
Applying Cauchy's inequality and (4.1), we have
the desired result.
Weak type results-short variation.
In this section, we prove the following proposition.
Proposition 5.1. The short variation operator S V (H * ) is a weak type (1, 1) operator.
Recall that
, where the supremum is taken over all decreasing sequences ( i ).
Fix f ∈ L 1 and x ∈ R. Select a decreasing sequence ( i ) = ( i (x)) such that for each k ≥ 1 and for this (now fixed) sequence we have
For this fixed sequence
Using these (now fixed) choices, we dominate the operator S V f (x) 2 by four times the sum over k of the squares of the variation operators v k f (x). That is,
for functions h and g (and for countable sums as well).
Using the Calderón-Zygmund decomposition, write f = g +b, where g and b have the properties in the lemma.
Remark 5.2. If the estimate
is established, then S V (H * ) satisfies the usual weak (1, 1) inequality; that is, there exists a constant c, independent of f and λ > 0 so that
This follows from the fact that for any λ > 0 and f ∈ L 1 , S V (H * (λf )) = λS V (H * f ). Now apply the result with f replaced by f/λ.
We have
For the first term we use the fact that we already know a strong (2,2) result for S V and the fact that g ∈ L ∞ with g ∞ ≤ 2. We have
To handle the second term, we first need to introduce some new notation. For each i, letB i denote the interval with the same center as B i , but with three times the length. LetB = ∪ iBi .
Since m(B) ≤ 3 i m(B i ) ≤ 3 f 1 , it will be enough to study
It will now be enough to prove
Define L n to be the collection of intervals of the form [r/2 n , (r + 1)/2 n ) for some integer r.
Let us write b = n h n , where
We will prove
Then, by applying the almost orthogonality lemma, Lemma 4.2, we conclude that
We consider two cases, n ≤ k and n > k.
Case 1: n ≤ k. Note that we only need to consider x ∈B c . We have
where for each i we have 1/2 k+1 ≤ i+1 < i < 1/2 k . If x ∈B c and k ≤ n, then for each t in the above integral, h n (x − t) = 0 so that ν k h n (x) = 0.
Case 2: n > k. Let I i denote the interval centered at the origin of length 2 i , and
We split the sum defining ν k h n (x) into two sums. The first consists of integration over those elements B j ∈ L n which are entirely contained within the interior of some x − i ; the second consists of the B j ∈ L n which intersects the boundary of some x − i . It may help the reader to think of n as being much larger than k, and to visualize the small intervals of L n as either being caught entirely inside a large annuli x − i or intersecting the boundary of a given x − i .
With these conventions, we may write |ν k h n (x)| as
We estimate the Interior Sum first. Note that B j h n (x) dx = 0 for each B j ∈ L n . Hence, if B j ⊂ int(x − i ) and y j is any point in B j , we have
. But the length of B j is 1/2 n , so we have that for any t ∈ B j , |(1
Therefore, we may estimate the Interior Sum as
The index i in the last row above enumerates the sets i , which are all disjoint subsets of I 1/2 k , and the sum will be larger only if we expand the index to include all of I 1/2 k . We have
Hence, we have
giving a good estimate for the Interior Sum. Now we consider the Boundary Sum. Recall that the Boundary Sum is given by
. Define P i as
Write the square of the Boundary Sum as
We estimate the factor
in two ways. First, we use the relative size of P i . The length of i is at most 1/2 k−1 , while the length of B j ∈ L n is 1/2 n . Since this is the Boundary Sum, the B j 's must contain the edges of i . Hence, there are only four possible B j that we need to consider, and we have
where the inequality
follows from Condition 2(c) of Lemma 4.1. The second way we will estimate the factor (5.10) is to simply apply the estimate
Consequently, we have Boundary Sum
h n (x − t) dt sum over the entire annulus
where 
where the sup is over all increasing sequences of integers, (n k ). Note that we can start with n 1 a negative integer. We refer toṼ as the long variation operator and to V as the full variation operator. Our goal is to prove the following lemma.
Lemma 6.1. The operatorṼ is weak type (1, 1) for > 2.
Remark 6.2. In the argument that follows, we will use the fact that we are only looking at the truncated Hilbert transform where we truncate at powers of 2. The argument does not work with more general truncation. That is why we also needed to consider the "short variation operator" in the earlier section.
Remark 6.3. To obtain control of the full variation operator, we need to assume that > 2. However, the only place this is used in the proof is in proving the L 2 result for the long variation. For the remainder of the argument, = 2 is enough.
Let m j denote the midpoint of B j . For each n, let x + n and x − n be defined by x + n − m j = 2 n and x − n − m j = −2 n . Let
Note that k 0 is defined only for x ∈ A n for some n. Further, x ∈B c j implies
Using the above estimates, we have 7. Completion of the proof. We are now in a position to complete the proof of Theorems 1.1, 1.2, and 1.3.
Proof of Theorem 1.2. Using Lemma 6.1, combined with the results about the "short variation operator," Proposition 5.1, we show that ᐂ (H * ) is a weak type (1,1) operator.
The idea is to introduce new operators, R t f (x), defined by R t f (x) =H k f (x), where 2 −(k+1) < t ≤ 2 −k . Then we have V f (x) = sup The first term is controlled by the weak (1,1) result for the short variation.
The second term is controlled byṼ f , which, by Lemma 6.1, is a weak (1,1) operator.
We now have that ᐂ (H * ) is weak (1,1) and strong (p, p) for 1 < p < ∞, completing the proof of Theorem 1.2.
Proof of Theorem 1.1. The idea is the same as in the proof above. We already have a strong (p, p) inequality. Thus we only need to prove a weak (1,1) result. Again, the Calderón-Zygmund decomposition is used. We already have control of the "good function," g. For the "bad function," b, we note that the only place we used the fact that > 2 in the study of ᐂ was in the proof of the L 2 result. The rest of the argument for the oscillation operator is exactly the same as the corresponding argument for the variation operator. The details are left to the reader. N(H , f, α, β, x) by N H , f, α, β, x = max n : there exist s 1 < t 1 < s 2 < t 2 < · · · < s n < t n such that H s i f (x) < α, H t i f (x) > β, i = 1, 2, . . . , n . In the case of analogous upcrossing and λ-jump operators for martingales, differentiation averages, and ergodic averages, we know the improvements conjectured above are possible. However, our current techniques do not allow us to prove these conjectures for the Hilbert transform.
