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Abstract—The solvability of a delay differential equation arising in
the construction of quadratic cost functionals, i.e. Lyapunov functionals,
for a linear time-delay system with a constant and a distributed delay
is investigated. We present a delay-free auxiliary ordinary differential
equation system with algebraically coupled split-boundary conditions,
that characterizes the solutions of the delay differential equation and is
used for solution synthesis. A spectral property of the time-delay system
yields a necessary and sufficient condition for existence and uniqueness
of solutions to the auxiliary system, equivalently the delay differential
equation. The result is a tractable analytic solution framework to the
delay differential equation.
Index Terms—Cost functionals, delay differential equations, distributed
delay, Lyapunov functionals.
I. INTRODUCTION
This investigation considers the time-delay system
x˙(t) = A0x(t) +A1x(t− h) +
0
∫
−h
AD(θ)x(t+ θ)dθ, (1)
with initial function φ(·) such that at t = 0, x(t+ θ) = φ(θ), ∀θ ∈
[−h, 0]. We study the solvability of the associated system of equations
(2) abbreviated as (DDEc), a delay differential equation (DDE) (2a)
with coupling conditions (2b) and (2c):
P˙ (τ) = P (τ)A0 + P (τ − h)A1 +
0
∫
−h
P (τ + θ)AD(θ)dθ, (2a)
P (−τ) = P (τ)ᵀ, (2b)
−Q = Aᵀ0P (0) + P (0)A0 +Aᵀ1P (h) + P (−h)A1
+
0
∫
−h
[AD(θ)
ᵀP (−θ) + P (θ)AD(θ)] dθ, (2c)
where h ≥ 0, and τ ∈ [0, h]. Equation (2b) is a symmetry constraint
and (2c) introduces algebraic and integral constraints involving the
boundary values. The state x(t) is an n×1 function of time, and
AD(·) and P (·) are n×n functions. Moreover, A0, A1, and Q = Qᵀ
are n×n constant matrices. AD(θ) ∆= CdeAdθBd with eAdθ a matrix
exponential. Cd, Ad, and Bd are n×nd, nd×nd, and nd×n constant
matrices.
The time-delay system (1) has a lumped or constant delay, and a
distributed delay. It can be expressed in integrated form [6] [18] as
x(t, φ) =

Φ0(t)φ(0) +
0
∫
−h
Φ0(t− h− α)A1φ(α)dα t ≥ 0
+
0
∫
−h
α
∫
−h
Φ0(t− α+ τ)AD(τ)dτφ(α)dα,
φ(t), 0 > t ≥ −h
(3)
where Φ0 is the fundamental matrix of (1). If the time-delay system
(1) is stable, then integration over its trajectories yields
V (φ) =
∞
∫
0
x(t, φ)ᵀQx(t, φ)dt, (4)
which serves as a Lyapunov functional, and is also a cost-to-go from an
initial state φ with respect to Q. Motivated by parameter optimization
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problems, we are interested in computing V (φ) without running (1)
forward-in-time to generate a system response. Substituting equation
(3) in (4) gives the following expression
V (φ) =φ(0)ᵀP (0)φ(0) + φ(0)ᵀ
0
∫
−h
P (−h− β)A1φ(β)dβ + · · ·
+
0
∫
−h
φ(α)ᵀ
α
∫
−h
AᵀD(τ1)
0
∫
−h
β
∫
−h
P (α− β − τ1 + τ2)
AD(τ2)dτ2φ(β)dβdτ1dα,
(5a)
P (τ)
∆
=
∞
∫
0
Φ0(t)
ᵀQΦ0(t+ τ)dt, (5b)
where for brevity we omitted some terms in (5a). Computing V (φ)
using (5a) requires P (τ). It was shown in [1], [13] and [18] under
different assumptions on the initial function φ that P (τ) defined
by (5b) satisfies dynamic (2a), symmetric (2b), and algebraic (2c)
relations. Our aim is therefore to solve the DDEc (2) by first writing
it as an auxiliary ordinary differential equation (ODE) system with
algebraically coupled split-boundary conditions abbreviated as (ODEc);
then turning the ODEc into an initial value problem. We show a
necessary and sufficient condition for the existence and uniqueness
of solutions to this ODEc system.
Section II provides background and notation. Section III presents
the ODEc system in addition to a necessary and sufficient condition
to the existence and uniqueness of solutions to the ODEc. Section IV
presents a framework for analytic solutions to the DDEc through the
ODEc. Conclusions are given in Section V.
II. BACKGROUND
A. Origins of the Problem
In [1], the solvability of (2a)-(2c) was studied in the context
of stability. In doing so, [1] proposed solving the delay Lyapunov
equation (2a)-(2c) by rewriting it as an ordinary differential equation
system with split-boundary conditions, and solving the resulting
equations instead. In [2], we show that the split-boundary conditions
given in [1] are linearly dependent and do not yield a unique initial
value problem. Thus the auxiliary system proposed in [1] fails to
characterize the solutions of the delay Lyapunov equation, and a
numerical example therein incorrectly computes P (τ). Nonetheless,
[1] provides great insights into solving such problems and inspires
our work herein.
We arrived at this problem due to our interest in optimizing and
tuning the parameters of stable time-delay systems, cf. [3], with a
distributed delay. Distributed delays appear naturally in optimal control
of time-delay systems [4]. Evaluating closed-loop performance could
be done by integrating the cost over the system trajectories (4) or
alternatively via (5a) provided P (τ) (5b) is known.
For results earlier than [1], we refer the reader to a body of work on
Lyapunov stability for different classes of time-delay systems resulting
in related DDEs and auxiliary ODEs [5]–[15].
B. Notation
R denotes the real line and C the set of complex numbers. Given
matrix Y ∈ Rp×q , Y∗i denotes its ith column and ypq the element at
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2the pth row and qth column. vec(·) stacks the columns of Y ∈ Rp×q
into a single column. Operator ⊗ is the Kronecker product [17] where
for a matrix Z
vec(Y )
∆
=

Y∗1
Y∗2
...
Y∗q
 , Y ⊗ Z ∆=

y11Z y12Z . . . y1qZ
y21Z
. . .
...
...
. . .
...
yp1Z . . . . . . ypqZ
 .
An all zero entries two-dimensional matrix of context-dependent
size is denoted by 0, and 0n×m for a fixed n×m size. Similarly, I
denotes an identity matrix of arbitrary size, and In a size n identity
matrix.
III. MAIN RESULT
In Section III-A, we introduce the ODEc (6), an auxiliary ordinary
differential equation system with algebraically coupled split-boundary
conditions, and study its solvability. In Section III-B, we show the
relation between the ODEc (6) and the DDEc (2) systems.
A. ODE with Coupled Split-Boundary Conditions (ODEc)
The ODEc is defined by the dynamics (6a) and the split-boundary
conditions (6b)-(6d) for the interval [0, h], where ∀τ ∈ R,
Ω˙1(τ) =Ω1(τ)A0 + Ω2(τ)A1 + Ω3(τ)Bd + Ω4(τ)Bd,
Ω˙2(τ) =−Aᵀ1Ω1(τ)−Aᵀ0Ω2(τ)−BᵀdΩ5(τ)−BᵀdΩ6(τ),
Ω˙3(τ) =− Ω3(τ)Ad + Ω1(τ)Cd,
Ω˙4(τ) =− Ω4(τ)Ad − Ω2(τ)Cde−Adh,
Ω˙5(τ) =A
ᵀ
dΩ5(τ) +
(
Cde
−Adh
)ᵀ
Ω1(τ),
Ω˙6(τ) =A
ᵀ
dΩ6(τ)− CᵀdΩ2(τ),
(6a)
−Q =Ω1(0)A0 + Ω2(0)A1 + Ω4(0)Bd
+Aᵀ1Ω1(h) +A
ᵀ
0Ω2(h) +B
ᵀ
dΩ5(h),
(6b)
0 =Ω1(0)− Ω2(h), (6c)
0 =Ω3(0), 0 = Ω4(h), 0 = Ω5(0), 0 = Ω6(h). (6d)
Note that Ω1(·), Ω2(·) are n×n; Ω3(·), Ω4(·) are n×nd; Ω5(·), Ω6(·)
are nd×n. Therefore, (6a) has ns states where
ns = 2n
2 + 4nnd. (7)
Existence and uniqueness of solutions to (6) corresponds to whether
there exists a unique initial value Ω1(0), Ω2(0), Ω4(0) and Ω6(0)
with 0 = Ω3(0) = Ω5(0) such that the solution of (6a) at time h
satisfies (6b)-(6d). This is addressed in Theorem 1 stated after the
following lemmas.
Lemma 1. {ω1(τ), ω2(τ), ω3(τ), ω4(τ), ω5(τ), ω6(τ)} is a solution
to the ODEc (6) if and only if ∀τ ∈ R, {ω1(τ), ω2(τ)} satisfies
Ω˙1(τ) =Ω1(τ)A0 + Ω2(τ)A1 +
0
∫
−τ
Ω1(τ + θ)AD(θ)dθ
+
−τ
∫
−h
Ω2(τ + θ + h)AD(θ)dθ,
(8a)
Ω˙2(τ) =−Aᵀ1Ω1(τ)−Aᵀ0Ω2(τ)
−
−h+τ
∫
−h
AD(θ)
ᵀΩ1(τ − θ − h)dθ
−
0
∫
−h+τ
AD(θ)
ᵀΩ2(τ − θ)dθ,
(8b)
−Q =Ω˙1(0)− Ω˙2(h), (8c)
0 =Ω1(0)− Ω2(h), (8d)
and {ω3(τ), ω4(τ), ω5(τ), ω6(τ)} satisfies
ω3(τ) =
0
∫
−τ
ω1(τ + θ)Cde
Adθdθ, (9a)
ω4(τ) =
−τ
∫
−h
ω2(τ + θ + h)Cde
Adθdθ, (9b)
ω5(τ) =
−h+τ
∫
−h
(
Cde
Adθ
)ᵀ
ω1(τ − θ − h)dθ, (9c)
ω6(τ) =
0
∫
−h+τ
(
Cde
Adθ
)ᵀ
ω2(τ − θ)dθ. (9d)
Proof. To show sufficiency, differentiating the terms in (9) with respect
to τ , it follows that {ω3(τ), ω4(τ), ω5(τ), ω6(τ)} satisfies
ω˙3(τ) =− ω3(τ)Ad + ω1(τ)Cd,
ω˙4(τ) =− ω4(τ)Ad − ω2(τ)Cde−Adh,
ω˙5(τ) =A
ᵀ
dω5(τ) +
(
Cde
−Adh
)ᵀ
ω1(τ),
ω˙6(τ) =A
ᵀ
dω6(τ)− Cᵀdω2(τ),
with boundary conditions 0 = ω3(0),0 = ω4(h),0 = ω5(0),0 =
ω6(h). Moreover since {ω1(τ), ω2(τ)} satisfies (8), then {ω1(τ),
ω2(τ), ω3(τ), ω4(τ), ω5(τ), ω6(τ)} satisfies the ODEc (6).
To show necessity, if {ω1(τ), ω2(τ), ω3(τ), ω4(τ), ω5(τ), ω6(τ)}
satisfies the ODEc (6), then from the subsystem Ω˙3(τ) =
−Ω3(τ)Ad + Ω1(τ)Cd,0 = Ω3(0), it follows that ω3(τ) satisfies
ω˙3(θ)e
Adθ + ω3(θ)Ade
Adθ =ω1(θ)Cde
Adθ,
τ
∫
0
d
dθ
(
ω3(θ)e
Adθ
)
dθ =
τ
∫
0
ω1(θ)Cde
Adθdθ,
and therefore ω3(τ) satisfies (9a). Moreover, from the subsystem
Ω˙4(τ) = −Ω4(τ)Ad − Ω2(τ)Cde−Adh,0 = Ω4(h), it follows that
ω4(τ) satisfies (9b). Similarly, from the subsystems for Ω5 and Ω6, it
follows that ω5(τ) satisfies (9c) and ω6(τ) satisfies (9d). Moreover, we
obtain (8a) and (8b) by noting that {ω1(τ), ω2(τ)} satisfies the first
two equations of (6a), with {ω3(τ), ω4(τ), ω5(τ), ω6(τ)} satisfying
(9). Equation (8c) follows from evaluating at τ = 0 the derivatives
of the first two equations of (6a) and using (6b). Therefore, {ω1(τ),
ω2(τ)} satisfies (8).
Lemma 2. If
{
ω01(τ), ω
0
2(τ), ω
0
3(τ), ω
0
4(τ), ω
0
5(τ), ω
0
6(τ)
}
is a so-
lution to the ODEc (6), then the following is also a solution
{ω11(τ), ω12(τ), ω13(τ), ω14(τ), ω15(τ), ω16(τ)} = {ω02(h− τ)ᵀ,
ω01(h− τ)ᵀ, ω06(h− τ)ᵀ,Ω05(h− τ)ᵀ, ω04(h− τ)ᵀ, ω03(h− τ)ᵀ}.
Proof. The ODE (6a) is satisfied by {ω11(τ), ω12(τ), ω13(τ), ω14(τ),
ω15(τ), ω
1
6(τ)}:
ω˙11(τ) =− ω˙02(h− τ)ᵀ
=ω01(h− τ)ᵀA1 + ω02(h− τ)ᵀA0 + ω05(h− τ)ᵀBd
+ ω06(h− τ)ᵀBd
=ω11(τ)A0 + ω
1
2(τ)A1 + ω
1
3(τ)Bd + ω
1
4(τ)Bd,
ω˙12(τ) =− ω˙01(h− τ)ᵀ
=−Aᵀ1ω11(τ)−Aᵀ0ω12(τ)−Bᵀdω15(τ)−Bᵀdω16(τ),
ω˙13(τ) =− ω˙06(h− τ)ᵀ = −ω06(h− τ)ᵀAd + ω02(h− τ)ᵀCd
=− ω13(τ)Ad + ω11(τ)Cd,
ω˙14(τ) =− ω˙05(h− τ)ᵀ = −ω14(τ)Ad − ω12(τ)Cde−Adh,
ω˙15(τ) =− ω˙04(h− τ)ᵀ
=Aᵀdω
0
4(h− τ)ᵀ + (e−Adh)ᵀCᵀdω02(h− τ)ᵀ
=Aᵀdω
1
5(τ) + (e
−Adh)
ᵀ
Cᵀdω
1
1(τ),
ω˙16(τ) =− ω˙03(h− τ)ᵀ = Aᵀdω16(τ)− Cᵀdω12(τ).
Moreover, the boundary conditions (6b)-(6d) are also satisfied:
−Q =
[
Aᵀ0ω
0
2(h) +A
ᵀ
1ω
0
1(h) +B
ᵀ
dω
0
6(h) +B
ᵀ
dω
0
5(h)
+ω02(0)A1 + ω
0
1(0)A0 + ω
0
4(0)Bd + ω
0
3(0)Bd
]ᵀ
=ω11(0)A0 + ω
1
2(0)A1 + ω
1
3(0)Bd + ω
1
4(0)Bd
+Aᵀ1ω
1
1(h) +A
ᵀ
0ω
1
2(h) +B
ᵀ
dω
1
5(h) +B
ᵀ
dω
1
6(h),
30 =ω11(0)− ω12(h) = ω02(h)ᵀ − ω01(0)ᵀ,
0 =ω13(0) = ω
0
6(h)
ᵀ, 0 = ω15(0) = ω
0
4(h)
ᵀ,
0 =ω14(h) = ω
0
5(0)
ᵀ, 0 = ω16(h) = ω
0
3(0)
ᵀ.
Lemma 3. If {ω1(τ), ω2(τ), ω3(τ), ω4(τ), ω5(τ), ω6(τ)} is a
unique solution to the ODEc (6), then
{ω2(h− τ)ᵀ, ω1(h− τ)ᵀ, ω6(h− τ)ᵀ, ω5(h− τ)ᵀ, ω4(h− τ)ᵀ,
ω3(h− τ)ᵀ} = {ω1(τ), ω2(τ), ω3(τ), ω4(τ), ω5(τ), ω6(τ)}. (10)
Moreover, it follows that
ω1(0)
ᵀ = ω1(0). (11)
Proof. From Lemma 2, the left-hand side of (10) is a solution to the
ODEc (6). The uniquness of solutions then implies that (10) holds.
Equation (11) follows from (6c) and (10), namely ω2(h) = ω1(0)
and ω2(h) = ω1(0)ᵀ.
Lemma 4. Let {ω1(τ), ω2(τ), ω3(τ), ω4(τ), ω5(τ), ω6(τ)} be a so-
lution to the ODEc (6) for some Q. If (∀τ, ω1(τ) = 0 ∨ ω2(τ) = 0),
then Q = 0.
Proof. From (6d), ω3(0) = 0 and ω5(0) = 0. Moreover, if
∀τ, ω1(τ) = 0, then ∀τ, ω3(τ) = 0, ω5(τ) = 0. The following
dynamics remain:
ω˙2(τ) =−Aᵀ0ω2(τ)−Bᵀdω6(τ),
ω˙4(τ) =− ω4(τ)Ad − ω2(τ)Cde−Adh,
ω˙6(τ) =A
ᵀ
dω6(τ)− Cᵀdω2(τ),
0 =ω1(0) = ω2(h), 0 = ω4(h), 0 = ω6(h),
which when integrated backward or forward from τ = h results ∀τ ,
ω2(τ) = 0, ω4(τ) = 0, and ω6(τ) = 0. From (6b), it follows that
Q = 0.
Similarly, from (6d), ω4(h) = 0 and ω6(h) = 0. Moreover, if
∀τ, ω2(τ) = 0, then ∀τ, ω4(τ) = 0, ω6(τ) = 0. The following
dynamics remain:
ω˙1(τ) =ω1(τ)A0 + ω3(τ)Bd,
ω˙3(τ) =− ω3(τ)Ad + ω1(τ)Cd,
ω˙5(τ) =A
ᵀ
dω5(τ) + (e
−Adh)ᵀCᵀdω1(τ),
0 =ω2(h) = ω1(0), 0 = ω3(0), 0 = ω5(0),
which when integrated backward or forward from τ = 0 results ∀τ ,
ω1(τ) = 0, ω3(τ) = 0, and ω5(τ) = 0. From (6b), it follows that
Q = 0.
Lemma 5. If {ω1(τ), ω2(τ), ω3(τ), ω4(τ), ω5(τ), ω6(τ)} is a solu-
tion to the ODEc (6) for Q = 0, then ∀τ, ω1(τ) = ω2(τ + h).
Proof. Let ∆(τ) = ω1(τ)− ω2(τ + h), we then wish to show that
∀τ ∈ R,∆(τ) = 0. From (6b)-(6c), it follows that
∆(0) = 0, ∆˙(0) = 0. (12)
We next find the dynamics governing ∆(τ). For ω1(τ), we have
ω¨1(τ) =ω˙1(τ)A0 + ω˙2(τ)A1 + ω˙3(τ)Bd + ω˙4(τ)Bd
=ω˙1(τ)A0 −Aᵀ1ω1(τ)A1 −Aᵀ0ω2(τ)A1
−Bᵀdω5(τ)A1 −Bᵀdω6(τ)A1 + ω˙3(τ)Bd + ω˙4(τ)Bd.
From Aᵀ0ω2(τ)A1 = A
ᵀ
0ω˙1(τ) − Aᵀ0ω1(τ)A0 − Aᵀ0ω3(τ)Bd −
Aᵀ0ω4(τ)Bd, we have
ω¨1(τ) =ω˙1(τ)A0 −Aᵀ0ω˙1(τ) +Aᵀ0ω1(τ)A0
+Aᵀ0 [ω3(τ) + ω4(τ)]Bd −Aᵀ1ω1(τ)A1
−Bᵀd [ω5(τ) + ω6(τ)]A1 + [ω˙3(τ) + ω˙4(τ)]Bd.
Similarly, we have
ω¨2(τ) =ω˙2(τ)A0 −Aᵀ0ω˙2(τ) +Aᵀ0ω2(τ)A0
+Bᵀd [ω5(τ) + ω6(τ)]A0 −Aᵀ1ω2(τ)A1
−Aᵀ1 [ω3(τ) + ω4(τ)]Bd −Bᵀd [ω˙5(τ) + ω˙6(τ)] .
This implies that
∆¨(τ) =∆˙(τ)A0 −Aᵀ0∆˙(τ) +Aᵀ0∆(τ)A0 −Aᵀ1∆(τ)A1
+Aᵀ0 [ω3(τ) + ω4(τ)]Bd −Bᵀd [ω5(τ) + ω6(τ)]A1
+ [ω˙3(τ) + ω˙4(τ)]Bd −Bᵀd [ω5(τ + h) + ω6(τ + h)]A0
+Aᵀ1 [ω3(τ + h) + ω4(τ + h)]Bd
+Bᵀd [ω˙5(τ + h) + ω˙6(τ + h)] .
(13)
From Lemma 1, ω3(τ) to ω6(τ) are function of ω1(τ) and ω2(τ).
We therefore have
ω3(τ) + ω4(τ) =
0
∫
−τ
∆(θ + τ)Cde
Adθdθ
+
0
∫
−h
ω2(θ + τ + h)Cde
Adθdθ,
ω5(τ) + ω6(τ) =
τ−h
∫
−h
(
Cde
Adθ
)ᵀ
∆(τ − θ − h)dθ
+
0
∫
−h
(
Cde
Adθ
)ᵀ
ω2(τ − θ)dθ,
ω3(τ + h) + ω4(τ + h) =
−h
∫
−τ−h
∆(θ + τ + h)Cde
Adθdθ
+
0
∫
−h
ω1(θ + τ + h)Cde
Adθdθ,
ω5(τ + h) + ω6(τ + h) =
τ
∫
0
(
Cde
Adθ
)ᵀ
∆(τ − θ)dθ
+
0
∫
−h
(
Cde
Adθ
)ᵀ
ω1(τ − θ)dθ,
ω˙3(τ) = ω1(0)Cde
−Adτ +
0
∫
−τ
ω˙1(θ + τ)Cde
Adθdθ,
ω˙4(τ) = −ω2(h)Cde−Adτ +
−τ
∫
−h
ω˙2(θ + τ + h)Cde
Adθdθ,
ω˙3(τ) + ω˙4(τ) =
0
∫
−τ
∆˙(θ + τ)Cde
Adθdθ
+
0
∫
−h
ω˙2(θ + τ + h)Cde
Adθdθ,
ω˙5(τ + h) + ω˙6(τ + h) =
τ
∫
0
(
Cde
Adθ
)ᵀ
∆˙(τ − θ)dθ
+
0
∫
−h
(
Cde
Adθ
)ᵀ
ω˙1(τ − θ)dθ.
Therefore, (13) becomes
∆¨(τ) = ∆˙(τ)A0 −Aᵀ0∆˙(τ) +Aᵀ0∆(τ)A0 −Aᵀ1∆(τ)A1
+Aᵀ0δ1(τ)Bd −Bᵀdδ2(τ)A1 + δ3(τ)Bd
−Bᵀdδ4(τ)A0 +Aᵀ1δ5(τ)Bd +Bᵀdδ6(τ) + ε(τ),
(14)
where
δ1(τ) =
0
∫
−τ
∆(θ + τ)Cde
Adθdθ,
δ2(τ) =
τ−h
∫
−h
(
Cde
Adθ
)ᵀ
∆(τ − θ − h)dθ,
δ3(τ) =
0
∫
−τ
∆˙(θ + τ)Cde
Adθdθ,
δ4(τ) =
τ
∫
0
(
Cde
Adθ
)ᵀ
∆(τ − θ)dθ,
δ5(τ) =
−h
∫
−τ−h
∆(θ + τ + h)Cde
Adθdθ,
δ6(τ) =
τ
∫
0
(
Cde
Adθ
)ᵀ
∆˙(τ − θ)dθ,
(15)
and
ε(τ) =
0
∫
−h
[ω˙2(θ + τ + h) +A
ᵀ
0ω2(θ + τ + h)
+Aᵀ1ω1(θ + τ + h)]AD(θ)dθ
4+
0
∫
−h
AD(θ)
ᵀ[ω˙1(τ − θ)− ω1(τ − θ)A0 − ω2(τ − θ)A1]dθ.
(16)
Note that from (15) δ1(0) = · · · = δ6(0) = 0, and that
δ˙1(τ) = −δ1(τ)Ad −∆(τ)Cd,
δ˙2(τ) = A
ᵀ
dδ2(τ) +
(
Cde
−Adh
)ᵀ
∆(τ),
δ˙3(τ) = −δ3(τ)Ad + ∆˙(τ)Cd,
δ˙4(τ) = A
ᵀ
dδ4(τ) + C
ᵀ
d∆(τ),
δ˙5(τ) = −δ5(τ)Ad + ∆(τ)Cde−Adh,
δ˙6(τ) = A
ᵀ
dδ6(τ) + C
ᵀ
d ∆˙(τ).
(17)
Substitute for ω˙1(τ − θ) and ω˙2(θ + τ + h) in (16) using (8a) and
(8b) from Lemma 1 respectively, to get ε(τ) = Bᵀdδ7(τ)Bd where
δ7(τ) =−
0
∫
−h
θ+τ
∫
−h
(
Cde
Adφ
)ᵀ
ω1(θ + τ − φ)dφCdeAdθdθ
−
0
∫
−h
0
∫
θ+τ
(
Cde
Adφ
)ᵀ
ω2(θ + τ − φ+ h)dφCdeAdθdθ
+
0
∫
−h
(
Cde
Adθ
)ᵀ 0
∫
−τ+θ
ω1(φ+ τ − θ)CdeAdφdφdθ
+
0
∫
−h
(
Cde
Adθ
)ᵀ −τ+θ
∫
−h
ω2(φ+ τ − θ + h)CdeAdφdφdθ.
Using ω2(τ + h) = ω1(τ)−∆(τ), we get
δ7(τ) =−
0
∫
−h
(
Cde
Adθ
)ᵀ −τ+θ
∫
−h
∆(φ+ τ − θ)CdeAdφdφdθ
+
0
∫
−h
0
∫
θ+τ
(
Cde
Adφ
)ᵀ
∆(θ + τ − φ)dφCdeAdθdθ.
Changing the integration limits, we get ∀τ ∈ R:
δ7(τ) =
0
∫
τ−h
−τ+φ
∫
−h
(
Cde
Adφ
)ᵀ
∆(τ − φ+ θ)CdeAdθdθdφ
+
τ
∫
0
−τ+φ
∫
0
(
Cde
Adφ
)ᵀ
∆(τ − φ+ θ)CdeAdθdθdφ
−
0
∫
τ−h
−τ+θ
∫
−h
(
Cde
Adθ
)ᵀ
∆(τ + φ− θ)CdeAdφdφdθ
−
τ−h
∫
−h
−τ+θ
∫
−h
(
Cde
Adθ
)ᵀ
∆(τ + φ− θ)CdeAdφdφdθ,
which simplifies further to
δ7(τ) =
τ
∫
0
−τ+φ
∫
0
(
Cde
Adφ
)ᵀ
∆(τ − φ+ θ)CdeAdθdθdφ
−
τ−h
∫
−h
−τ+θ
∫
−h
(
Cde
Adθ
)ᵀ
∆(τ + φ− θ)CdeAdφdφdθ.
Note that δ7(0) = 0. The dynamics of δ7(τ) is given by
δ˙7(τ) =
τ
∫
0
d
dτ
−τ+φ
∫
0
(
Cde
Adφ
)ᵀ
∆(τ − φ+ θ)CdeAdθdθdφ
}
1©
−
τ−h
∫
−h
d
dτ
−τ+θ
∫
−h
(
Cde
Adθ
)ᵀ
∆(τ + φ− θ)CdeAdφdφdθ.
}
2©
The expression δ˙7(τ) has two parts 1© and 2© that we simplify each
seperately to get
1© =
τ
∫
0
d
dτ
−τ+φ
∫
0
(
Cde
Adφ
)ᵀ
∆(τ − φ+ θ)CdeAdθdθdφ
=
τ
∫
0
−τ+φ
∫
0
(
Cde
Adφ
)ᵀ d
dτ
∆(τ − φ+ θ)CdeAdθdθdφ
=
τ
∫
0
−τ+φ
∫
0
d
dθ
((
Cde
Adφ
)ᵀ
∆(τ − φ+ θ)CdeAdθ
)
dθdφ
−
τ
∫
0
−τ+φ
∫
0
(
Cde
Adφ
)ᵀ
∆(τ − φ+ θ)CdeAdθdθdφAd
=−
τ
∫
0
(
Cde
Adφ
)ᵀ
∆(τ − φ+ 0)Cddφ
−
τ
∫
0
−τ+φ
∫
0
(
Cde
Adφ
)ᵀ
∆(τ − φ+ θ)CdeAdθdθdφAd,
and
2© =
τ−h
∫
−h
(
Cde
Adθ
)ᵀ
∆(τ − h− θ)Cde−Adhdθ
+
τ−h
∫
−h
−τ+θ
∫
−h
(
Cde
Adθ
)ᵀ
∆(τ + φ− θ)CdeAdφdφdθAd.
The dynamics for δ7(τ) is therefore governed by
δ˙7(τ) =−
τ
∫
0
(
Cde
Adφ
)ᵀ
∆(τ − φ)Cddφ
+
τ−h
∫
−h
(
Cde
Adθ
)ᵀ
∆(τ − h− θ)Cde−Adhdθ − δ7(τ)Ad
=− δ4(τ)Cd +
(
Cde
−Adh
)ᵀ
δ4(τ)Cde
−Adh − δ7(τ)Ad.
(18)
Equations (14), (17) and (18) together with (12) and the fact that
δ1(0) = · · · = δ7(0) = 0 form a set of differential equations with
zero initial conditions. This implies that ∀τ ∈ R, ∆(τ) = 0.
Definition 1. Spectrum condition: The spectrum of system (1) is
Λ =
{
∀λ : det
(
λI −A0 − e−λhA1 −
0
∫
−h
eλθAD(θ)dθ
)
= 0
}
,
and the spectrum condition states that ∀λ ∈ Λ,−λ /∈ Λ.
The next theorem establishes a necessary and sufficient condition
for the existence and uniqueness of solutions for the ODEc (6). Its
proof is influenced by the single delay case, cf. [18, Chapter 2].
Theorem 1. A unique solution to the ODEc (6) exists for all Q if
and only if the spectrum condition in Definition 1 is satisfied.
Proof. Since (6a) is a linear dynamical system with ns states (7), the
existence and uniqueness of solutions to (6) is equivalent to whether
there exists a unique Ω1(0), Ω2(0), Ω3(0), Ω4(0), Ω5(0) and Ω6(0)
such that the solution of (6a) satisfies the constraints (6b)-(6d). This
results in ns scalar linear algebraic equations with ns unknowns such
as formulated in (38). Therefore, the proof utilizes the fact that the
solution to (6) is unique if and only if for the case Q = 0, the trivial
solution is the only solution, and thus having a trivial kernel for the
underlying linear system of unknowns.
Necessity: We show that if the spectrum condition is not satisfied,
then there exists a nontrivial solution for (6) when Q = 0. Therefore,
assume that the spectrum condition is not satisfied, then either (a)
∃λ1, λ2 ∈ Λ : λ2 = −λ1 6= 0 or (b) ∃λ0 ∈ Λ : λ0 = 0. For (a), this
implies ∃v1, v2 ∈ Cn : v1 6= 0n×1, v2 6= 0n×1 and
vᵀ1
[
λ1I −A0 − e−λ1hA1 −
0
∫
−h
eλ1θAD(θ)dθ
]
= 01×n,
vᵀ2
[
−λ1I −A0 − eλ1hA1 −
0
∫
−h
e−λ1θAD(θ)dθ
]
= 01×n.
Let ω1(τ) = eλ1τv2vᵀ1 noting that v1v
ᵀ
2 6= 0n×n. Let ω2(τ + h) =
ω1(τ), then
ω˙1(τ) =λ1e
λ1τv2v
ᵀ
1
=eλ1τv2v
ᵀ
1
[
A0 + e
−λ1hA1 +
0
∫
−h
eλ1θAD(θ)dθ
]
=ω1(τ)A0 + ω2(τ)A1 +
−τ
∫
−h
ω2(τ + θ + h)AD(θ)dθ
+
0
∫
−τ
ω1(τ + θ)AD(θ)dθ,
(19)
ω˙2(τ) = λ1e
λ1(τ−h)v2v
ᵀ
1
=
[
−A0 − eλ1hA1 −
0
∫
−h
e−λ1θAD(θ)dθ
]ᵀ
eλ1(τ−h)v2v
ᵀ
1
= −Aᵀ0ω2(τ)−Aᵀ1ω1(τ)
−
τ−h
∫
−h
AD(θ)
ᵀω1(τ − θ − h)dθ −
0
∫
τ−h
AD(θ)
ᵀω2(τ − θ)dθ.
(20)
5Given (19), (20) and that
ω2(h) = ω1(0), ω˙2(h) = ω˙1(0), (21)
it follows from Lemma 1 that there exists a nontrivial solution to (6)
for Q = 0. Similarly for (b), λ0 = 0 and this implies ∃v0 ∈ Cn :
v0 6= 0n×1 and
vᵀ0
[
A0 +A1 +
0
∫
−h
AD(θ)dθ
]
= 01×n.
Let ω1(τ) = eλ0τv0vᵀ0 = v0v
ᵀ
0 and ω2(τ + h) = ω1(τ), hence
ω˙1(τ) =0n×n = v0v
ᵀ
0
[
A0 +A1 +
0
∫
−h
AD(θ)dθ
]
=ω1(τ)A0 + ω2(τ)A1
+
−τ
∫
−h
ω2(τ + θ + h)AD(θ)dθ +
0
∫
−τ
ω1(τ + θ)AD(θ)dθ,
ω˙2(τ) =0n×n = −
[
A0 +A1 +
0
∫
−h
AD(θ)dθ
]ᵀ
v0v
ᵀ
0
=−Aᵀ0ω2(τ)−Aᵀ1ω1(τ)−
τ−h
∫
−h
AD(θ)
ᵀω1(τ − θ − h)dθ
−
0
∫
τ−h
AD(θ)
ᵀω2(τ − θ)dθ.
and a nontrivial solution to (6) for Q = 0 follows from Lemma 1.
Sufficiency: By contraposition, we show that if there exists a
nontrivial solution to the ODEc (6) when Q = 0, then the spectrum
condition is not satisfied. Let {ω1(τ), ω2(τ), ω3(τ), ω4(τ), ω5(τ),
ω6(τ)} be a nontrivial solution to the ODEc (6) with Q = 0. Since
the ODE (6a) is a linear time-invariant finite dimensional system,
ωi(τ) is written in terms of the eigenmotions of ODE (6a)
ωi(τ) =
jmax∑
j=1
eλjτϕi,j(τ), (22)
where λj are the distinct eigenvalues of the ODE (6a), jmax ≤ ns,
and ϕi,j(·) are polynomial matrices of degree kmax(j) given by
ϕi,j(τ) =
kmax(j)∑
k=0
Wi,j,kτ
k. (23)
The dimension of ϕ1,j(·) and ϕ2,j(·) is n×n; ϕ3,j(·) and ϕ4,j(·) are
n×nd; and ϕ5,j(·) and ϕ6,j(·) are nd×n. Lastly, Wi,j,k are constant
complex matrices with compatible dimensions to ϕi,j(·).
Lemma 4 requires the nontrivial solution (22) to be such that
ω1(τ) 6= 0 and ω2(τ) 6= 0, otherwise ∀i ∈ {1, . . . , 6}, ωi(τ) = 0.
From Lemma 5, ω1(τ) = ω2(τ + h) which implies that
jmax∑
j=1
eλjτ
[
ϕ1,j(τ)− eλjhϕ2,j(τ + h)
]
= 0n×n,
⇒
jmax∑
j=1
eλjτ
kmax(j)∑
k=0
[
W1,j,kτ
k − eλjhW2,j,k(τ + h)k
]
= 0n×n.
It therefore follows that ∀j ∈ {1, . . . , jmax}
ϕ1,j(τ) = e
λjhϕ2,j(τ + h), (24)
and that
W1,j,kmax(j) = e
λjhW2,j,kmax(j),
W1,j,(kmax(j)−1) = he
λjhW2,j,(kmax(j)−1),
...
W1,j,0 = e
λjhW2,j,0.
Substituting ω2(τ) = ω1(τ − h) in (8a), Lemma 1 yields
ω˙1(τ) = ω1(τ)A0 + ω1(τ − h)A1 +
0
∫
−h
ω1(θ + τ)AD(θ)dθ,
which by substituting (23) results in
0n×n =
jmax∑
j=1
[λje
λjτϕ1,j(τ) + e
λjτ v˙1,j(τ)
− eλjτϕ1,j(τ)A0 − eλj(τ−h)ϕ1,j(τ − h)A1
−
0
∫
−h
eλj(θ+τ)ϕ1,j(θ + τ)AD(θ)dθ].
Collecting the terms associated with eλjτ , it follows that
0n×n = λjϕ1,j(τ) + ϕ˙1,j(τ)− ϕ1,j(τ)A0
− e−λjhϕ1,j(τ − h)A1 −
0
∫
−h
eλjθϕ1,j(θ + τ)AD(θ)dθ. (25)
Note that
ω1(τ) 6= 0⇒ ∃j0 : ϕ1,j0(τ) 6= 0, (26)
and substituting (23) in (25) yields for the eλj0τ terms
0n×n =
kmax(j0)∑
k=0
[λj0W1,j0,kτ
k + kW1,j0,kτ
k−1 −W1,j0,kA0τk
− e−λj0hW1,j0,kA1(τ − h)k
−
0
∫
−h
eλj0θW1,j0,kAD(θ)(θ + τ)
kdθ]. (27)
Collecting the τkmax(j0) terms, it must be that
0n×n = λj0W1,j0,kmax(j0) −W1,j0,kmax(j0)A0
− e−λj0hW1,j0,kmax(j0)A1 −
0
∫
−h
eλj0θW1,j0,kmax(j0)AD(θ)dθ
= W1,j0,kmax(j0)
[
λj0I −A0 − e−λj0hA1
−
0
∫
−h
eλj0θAD(θ)dθ
]
.
(28)
Note that W1,j0,kmax(j0) 6= 0n×n because (23) is of degree kmax(j0).
Equation (28) implies that there exists a nonzero row of Wi,j0,kmax(j0)
which is orthogonal to every column of
λj0I −A0 − e−λj0hA1 −
0
∫
−h
eλj0θAD(θ)dθ. (29)
This requires the dimension of the column space of (29) to be less
than n, and it must be that
det
(
λj0I −A0 − e−λj0hA1 −
0
∫
−h
eλj0θAD(θ)dθ
)
= 0.
Hence λj0 is an eigenvalue of (1) in addition to being an eigenvalue
of the ODE (6a). Next it is shown that −λj0 is also an eigenvalue of
(1). Substituting ω2(τ + h) = ω1(τ) in (8b), Lemma 1 yields
ω˙2(τ) = −Aᵀ1ω2(τ + h)−Aᵀ0ω2(τ)−
0
∫
−h
AD(θ)
ᵀω2(τ − θ)dθ.
Note that from (24) and (26), we have for j0
ϕ1,j0(τ) = e
λj0hϕ2,j0(τ + h),
W2,j0,kmax(j0) = e
−λj0hW1,j0,kmax(j0) 6= 0n×n.
Similar to (25), we get
0n×n = −λj0ϕ2,j0(τ)−v˙2,j0(τ)−Aᵀ0ϕ2,j0(τ)−eλj0hAᵀ1ϕ2,j0(τ+h)
−
0
∫
−h
AD(θ)
ᵀe−λj0θϕ2,j0(τ − θ)dθ.
Repeating steps as in (27) and (28), we get
W2,j0,kmax(j0)
(
−λj0I −Aᵀ0 − eλj0hAᵀ1
−
0
∫
−h
AD(θ)
ᵀe−λj0θdθ
)
= 0n×n,
and hence
det
(
−λj0I −Aᵀ0 − eλj0hAᵀ1 −
0
∫
−h
AD(θ)
ᵀe−λj0θdθ
)
= 0.
Hence −λj0 is an eigenvalue of (1), and the spectrum condition is
not satisfied. Note that if λj0 = 0 = −λj0 , then we get
0n×n = W1,j0,kmax(j0)
(
−A0 −A1 −
0
∫
−h
AD(θ)dθ
)
,
and
det
(
−A0 −A1 −
0
∫
−h
AD(θ)dθ
)
= 0,
hence 0 ∈ Λ and the spectrum condition is not satisfied.
6B. Relation to the DDEc:
The DDE (2a) requires ∀τ ∈ [0, h] values of P (·) from [−h, 0]
acting as an initial function. Our objective is to eliminate the
requirement for an initial function and rely on initial conditions
only. A step in that direction is to use the symmetry property (2b) to
rewrite the DDE (2a) such that it reads from the positive time interval
[0, h] only. This introduces counter flow terms that we eliminate by
introducing auxiliary variables. The problem then becomes an initial
value problem for a linear time-invariant system. This is the spirit of
the next results.
Lemma 6. If a solution to the DDEc (2) exists, then a solution to
the ODEc (6) exists.
Proof. We show that from an existing DDEc (2) solution, we construct
a solution to the ODEc (6) on [0, h] then extend it to ∀τ ∈ R.
First, consider the terms of (2a) and apply the symmetry property
(2b) to write the counterflow backward-in-time term P (τ − h) =
P (h− τ)ᵀ. Similarly for
0
∫
−h
P (τ + θ)AD(θ)dθ =
0
∫
−τ
P (τ + θ︸ ︷︷ ︸
≥0
)AD(θ)dθ
+
−τ
∫
−h
P (τ + θ︸ ︷︷ ︸
≤0
)AD(θ)dθ,
and noting that
−τ
∫
−h
P (τ + θ︸ ︷︷ ︸
≤0
)AD(θ)dθ =
−τ
∫
−h
P (−τ − θ︸ ︷︷ ︸
≥0
)ᵀAD(θ)dθ,
one can write
0
∫
−h
P (τ + θ)AD(θ)dθ =
0
∫
−τ
P (τ + θ)AD(θ)dθ
+
−τ
∫
−h
P (h− (τ + θ + h))ᵀAD(θ)dθ.
Equation (2a) now includes two counterflow terms becoming
P˙ (τ) = P (τ)A0 + P (h− τ)ᵀA1 +
0
∫
−τ
P (τ + θ)AD(θ)dθ
+
−τ
∫
−h
P (h− (τ + θ + h))ᵀAD(θ)dθ.
(30)
The dynamics governing both P (τ) and P (h− τ)ᵀ is
P˙ (τ) =P (τ)A0 + P (h− τ)ᵀA1
+
0
∫
−τ
P (τ + θ)Cde
AdθdθBd
+
−τ
∫
−h
P (h− (τ + θ + h))ᵀCdeAdθdθBd,
(31a)
d
dτ
P (h− τ)ᵀ =−A1ᵀP (τ)−A0ᵀP (h− τ)ᵀ
−Bᵀd
−h+τ
∫
−h
(
Cde
Adθ
)ᵀ
P (τ − θ − h)dθ
−Bᵀd
0
∫
−h+τ
(
Cde
Adθ
)ᵀ
P (h− (τ − θ))ᵀdθ.
(31b)
If p(τ) is a solution to (2), then it also satisfies (31). Let {ω1(τ),
ω2(τ), ω3(τ), ω4(τ), ω5(τ), ω6(τ)} be such that
ω1(τ) =p(τ),
ω2(τ) =p(h− τ)ᵀ,
ω3(τ) =
0
∫
−τ
p(τ + θ)Cde
Adθdθ,
ω4(τ) =
−τ
∫
−h
p(h− (τ + θ + h))ᵀCdeAdθdθ,
ω5(τ) =
−h+τ
∫
−h
(
Cde
Adθ
)ᵀ
p(τ − θ − h)dθ,
ω6(τ) =
0
∫
−h+τ
(
Cde
Adθ
)ᵀ
p(h− (τ − θ))ᵀdθ,
we then have the following dynamics
ω˙3(τ) =
d
dτ
0
∫
−τ
p(τ + θ)Cde
Adθdθ
= −ω3(τ)Ad + ω1(τ)Cd,
(32a)
ω˙4(τ) = −ω4(τ)Ad − ω2(τ)Cde−Adh, (32b)
ω˙5(τ) = A
ᵀ
dω5(τ) +
(
Cde
−Adh
)ᵀ
ω1(τ), (32c)
ω˙6(τ) = A
ᵀ
dω6(τ)− Cᵀdω2(τ). (32d)
The dynamics (31) and (32) together give
ω˙1(τ) = ω1(τ)A0 + ω2(τ)A1 + ω3(τ)Bd + ω4(τ)Bd,
ω˙2(τ) = −A1ᵀω1(τ)−A0ᵀω2(τ)−Bᵀdω5(τ)−Bᵀdω6(τ),
ω˙3(τ) = −ω3(τ)Ad + ω1(τ)Cd,
ω˙4(τ) = −ω4(τ)Ad − ω2(τ)Cde−Adh,
ω˙5(τ) = A
ᵀ
dω5(τ) +
(
Cde
−Adh
)ᵀ
ω1(τ),
ω˙6(τ) = A
ᵀ
dω6(τ)− Cᵀdω2(τ).
(33)
From (2c), −Q = p˙(0+)− p˙(0−) = ω˙1(0)− ω˙2(h) and we have
−Q =ω1(0)A0 + ω2(0)A1 + ω3(0)Bd + ω4(0)Bd
+A1
ᵀω1(h) +A0
ᵀω2(h) +B
ᵀ
dω5(h) +B
ᵀ
dω6(h),
(34a)
0 =ω3(0) = ω4(h) = ω5(0) = ω6(h), (34b)
0 =ω1(0)− ω2(h). (34c)
Equations (33) and (34) satisfy the ODEc (6) restricted on [0, h]. This
can be extended ∀τ ∈ R by integrating (33) forward from τ = h and
backward from τ = 0. The result is a solution to the ODEc (6).
Lemma 7. If {ω1(τ), ω2(τ), ω3(τ), ω4(τ), ω5(τ), ω6(τ)} is a solu-
tion to the ODEc (6), then there exists a solution p(·) to the DDEc
(2) on [−h, h] given by
∀τ ∈ [0, h],
{
p(τ) = 1
2
[ω1(τ) + ω
ᵀ
2(h− τ)]
p(−τ) = 1
2
[ω1(τ) + ω
ᵀ
2(h− τ)]ᵀ
}
.
Proof. Restrict the solution of the ODEc (6) to [0, h] and let ∀τ ∈
[0, h], η(τ) = 1
2
[ω1(τ) + ω
ᵀ
2(h− τ)]. Observe from (6c) that η(0) =
1
2
[ω1(0) + ω
ᵀ
1(0)] = η(0)
ᵀ. Construct p(·) on (0, h] and [−h, 0) as
follows
∀τ ∈ (0, h],
{
p(τ)
∆
= η(τ), p(−τ) ∆= η(τ)ᵀ
}
, (35)
giving
p(−τ) = p(τ)ᵀ ∀τ ∈ [0, h], (36)
which is the symmetry property (2b). Note that (36) is not saying
that p(τ) = 1
2
[ω1(τ) + ω
ᵀ
2(h− τ)] on [−h, h]. Next, note that
2p˙(τ) =ω˙1(τ)− ω˙2(h− τ)ᵀ,
=ω1(τ)A0 + ω2(τ)A1 + ω1(h− τ)ᵀA1 + ω2(h− τ)ᵀA0
+
0
∫
−τ
ω1(τ + θ)AD(θ)dθ +
−τ
∫
−h
ω2(τ + θ + h)AD(θ)dθ
+
−τ
∫
−h
ω1(−τ − θ)ᵀAD(θ)dθ +
0
∫
−τ
ω2(h− τ − θ)ᵀAD(θ)dθ,
and hence
p˙(τ) = p(τ)A0 + p(h− τ)ᵀA1
+
0
∫
−τ
p(τ + θ)AD(θ)dθ +
−τ
∫
−h
p(−τ − θ)ᵀAD(θ)dθ.
Using (36), we get
p˙(τ) = p(τ)A0 + p(τ − h)A1 +
0
∫
−h
p(τ + θ)AD(θ)dθ,
which is the dynamical relation (2a). It remains to show that
−Q = Aᵀ0p(0) + p(0)A0 +Aᵀ1p(h) + p(−h)A1
+
0
∫
−h
[AD(θ)
ᵀp(−θ) + p(θ)AD(θ)] dθ.
This follows from the relations:
Aᵀ0p(0)+p(0)A0+A
ᵀ
1p(h)+p(−h)A1 = 12 [ω1(0)A0+ω2(0)A1+
7Aᵀ1ω1(h) +A
ᵀ
0ω1(0)] +
1
2
[Aᵀ0ω
ᵀ
1(0) +A
ᵀ
1ω
ᵀ
2(0)
+ ωᵀ1(h)A1 + ω
ᵀ
1(0)A0],
0
∫
−h
[AD(θ)
ᵀp(−θ) + p(−θ)ᵀAD(θ)]dθ = 12
0
∫
−h
AD(θ)
ᵀ[ω1(−θ)
+ ωᵀ2(h+ θ)] + [ω
ᵀ
1(−θ) + ω2(h+ θ)]AD(θ)dθ,
0
∫
−h
AD(θ)
ᵀω1(−θ)dθ = Bᵀd
0
∫
−h
(
Cde
Adθ
)ᵀ
ω1(−θ)dθ
= Bᵀdω5(h),
0
∫
−h
ω2(h+ θ)AD(θ)dθ =
0
∫
−h
ω2(h+ θ)Cde
AdθdθBd
= ω4(0)Bd,
and using (6b) and (6c) to get
1
2
[ω1(0)A0 + ω2(0)A1 + ω4(0)Bd +A1
ᵀω1(h) +A0
ᵀω1(0)
+Bᵀdω5(h)] +
1
2
[A0
ᵀωᵀ1(0) +A1
ᵀωᵀ2(0) +B
ᵀ
dω
ᵀ
4(0)
+ ωᵀ1(h)A1 + ω
ᵀ
1(0)A0 +
1
2
ωᵀ5(h)Bd] = −Q.
Theorem 2. For all Q, the DDEc (2) has a unique solution if and
only if the ODEc (6) has a unique solution.
Proof. Sufficiency: Assume the ODEc (6) has a unique solu-
tion denoted by {ω1(τ), ω2(τ), ω3(τ), ω4(τ), ω5(τ), ω6(τ)}. From
Lemma 7, there exists a solution to the DDEc (2) on [−h, h] given
by
∀τ ∈ [0, h],
{
p1(τ) = 1
2
[ω1(τ) + ω
ᵀ
2(h− τ)]
p1(−τ) = 1
2
[ω1(τ) + ω
ᵀ
2(h− τ)]ᵀ
}
.
From Lemma 3, namely ω1(τ) = ωᵀ2(h− τ), we simplify to have
∀τ ∈ [0, h],{p1(τ) = ω1(τ), p1(−τ) = ωᵀ1(τ)} .
Moreover, p1(τ) is a unique solution to the DDEc (2). To see this,
assume there exists an arbitrary solution to the DDEc (2) denoted by
p2(τ). From Lemma 6, a solution to the ODEc (6) on [0, h] is given
by{
p2(τ), p2(h− τ)ᵀ, . . . ,
0
∫
−h+τ
(
Cde
Adθ
)ᵀ
p2(h− (τ − θ))ᵀdθ
}
.
Uniqueness of solutions to the ODEc (6) requires that on [0, h],
p2(τ) = ω1(τ) = p
1(τ), and thus the DDEc (2) has a unique
solution.
Necessity: This requires showing that if the DDEc (2) has a unique
solution then the ODEc (6) has a unique solution. By contraposition,
assume the ODEc (6) has a nonunique solution. This means a nontrivial
solution to the ODEc exists for Q = 0 which from Lemma 7 can
generate a solution to the DDEc (2) with Q = 0 denoted by p0(τ).
This implies that given any arbitrary symmetric Q and an associated
solution p1(τ), then p1(τ) + p0(τ) is also a solution for the same Q
resulting in the DDEc (2) having a nonunique solution.
Corollary 1. For all Q, the DDEc (2) has a unique solution if and
only if the spectrum condition in Definition 1 is satisfied.
Proof. Follows directly from Theorems 1 and 2.
IV. ANALYTIC SOLUTION
Since a solution to the DDEc (2) can be derived from a solution
to the ODEc (6), the objective of this section is to solve the ODEc
analytically by writing it as an initial value problem. This requires
solving a linear system of ns scalar equations. We assume in this
section that the spectrum condition holds. Using vec(A + B) =
vec(A) + vec(B), vec(ADB) = (Bᵀ ⊗ A)vec(D) from [17], (6a)
is equivalently written as vec(Ω˙1(τ))...
vec(Ω˙6(τ))
 = E
 vec(Ω1(τ))...
vec(Ω6(τ))
 , (37)
and equations (6b)-(6d) as
−vec(Q)
0
...
0
 = F1
 vec(Ω1(0))...
vec(Ω6(0))
+ F2
 vec(Ω1(h))...
vec(Ω6(h))
 , (38)
where E, F1 and F2 are ns × ns constant matrices as follows
E =

Aᵀ0 ⊗ In Aᵀ1 ⊗ In Bᵀd ⊗ In
−In ⊗Aᵀ1 −In ⊗Aᵀ0 0
Cᵀd ⊗ In 0 −Aᵀd ⊗ In
0 − (Cde−Adh)ᵀ ⊗ In 0
In ⊗
(
Cde
−Adh
)ᵀ
0 0
0 −In ⊗ Cᵀd 0
Bᵀd ⊗ In 0 0
0 −In ⊗Bᵀd −In ⊗Bᵀd
0 0 0
−Aᵀd ⊗ In 0 0
0 In ⊗Aᵀd 0
0 0 In ⊗Aᵀd
 ,
F1 =

Aᵀ0 ⊗ In Aᵀ1 ⊗ In Bᵀd ⊗ In Bᵀd ⊗ In 0 0
In ⊗ In 0 0 0 0 0
0 0 Ind ⊗ In 0 0 0
0 0 0 0 In ⊗ Ind 0
0 0 0 0 0 0
0 0 0 0 0 0
 ,
F2 =

In ⊗Aᵀ1 In ⊗Aᵀ0 0 0 In ⊗Bᵀd In ⊗Bᵀd
0 −In ⊗ In 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 Ind ⊗ In 0 0
0 0 0 0 0 In ⊗ Ind
 .
Note that using the ODE (37), the linear system of unknowns (38)
becomes: 
−vec(Q)
0
...
0
 = (F1 + F2eEh)
 vec(Ω1(0))...
vec(Ω6(0))
 , (39)
where by the following Corollary 2, F1 + F2eEh is nonsingular. Note
that  vec(Ω1(τ))...
vec(Ω6(τ))
 = eEτ
 vec(Ω1(0))...
vec(Ω6(0))
 , (40)
generates Ω1(τ), hence solves P (τ) analytically.
Corollary 2. The matrix F1 + F2eEh in (39) is nonsingular if and only
if the spectrum condition in Definition 1 is satisfied.
Proof. To show necessity, assume the spectrum condition is not satisfied.
Then by Theorem 1, there exists a nontrivial solution for (6) when Q = 0.
From the Kronecker representation (37) and (38) of the ODEc (6), the
nontrivial solution satisfies (39) for Q = 0. Therefore, ∃v 6= 0 : v ∈
ker(F1 + F2eEh), and hence F1 + F2eEh is singular.
Conversely, to show sufficiency, assume ∃v 6= 0 : v ∈ ker(F1+F2eEh).
Then from (37) and (38), there exists a nontrivial solution for (6) when
Q = 0, and by Theorem 1, the spectrum condition is not satisfied.
An example incorrectly handled in [1], as noted in Section II-A, is
treated next.
Example 1: Consider the following linear time-delay system
x˙(t) = A0x(t) +A1x(t− 1) +
0
∫
−1
AD(θ)x(t+ θ)dθ,
A0 =
[−1 0
0 −1
]
, A1 =
[
0 1
−1 0
]
,
8B0 =
[
0.3 0
0 0.3
]
, B1 =
[
0 1
−1 0
]
B0,
AD(θ) = sin(piθ)B0 + cos(piθ)B1.
The system is stable and the spectrum condition holds, which can be
shown by plotting the spectrum of the time-delay system. To use the
ODEc (6), put AD(θ) in the form AD(θ) = Cde
AdθBd as follows
Ad = pi
[
0 −1
1 0
]
, eAdθ =
[
cos(piθ) − sin(piθ)
sin(piθ) cos(piθ)
]
, Cd = I2, Bd = B1.
From (39), and letting Q = I2, we get vec(Ω3(0)) = vec(Ω5(0)) = 04×1
and
vec(Ω1(0)) =
[
0.7072 0 0 0.7072
]ᵀ
,
vec(Ω2(0)) =
[
0.2636 0.3165 −0.3165 0.2636]ᵀ,
vec(Ω4(0)) =
[
0.1909 −0.3642 0.3642 0.1909]ᵀ,
vec(Ω6(0)) =
[−0.1909 0.3642 −0.3642 −0.1909]ᵀ.
Solving the ODEc via (40) we get P (τ) on [0, h] as shown in Figure 1.
Fig. 1. P (τ) as determined from Ω1(τ) in (40).
Note that P (0) = Ω1(0) = 0.7072 × I2. From (5a), V (φ) =
φ(0)ᵀP (0)φ(0) is the cost over the trajectories of (1) assuming an initial
function such that φ(0) 6= 0 and φ(θ) = 0 for h ≤ θ < 0. This is validated
by writing y(t) =
∫ 0
−1 e
AdθBdx(t+ θ)dθ to get
x˙(t) = A0x(t) + Cdy(t) +A1x(t− 1),
y˙(t) = Bdx(t)−Ady(t)− e−AdBdx(t− 1).
(41)
One can then use a delay differential equation solver, such as dde23
of MATLAB in our case, to compute the cost-to-go of (41) for different
φ(0) to validate V (φ), and thus implicitly P (0).
Remark 1. Equation (1) can be written as (41) for AD(θ) = Cde
AdθBd.
One may use existing results for a constant delay system, see [15], to
obtain an analytic solution Pˆ (τ) for the resulting DDEc system whose
DDE is double the rows and double the columns of the original DDE
(2a). However, writing P (τ) of the DDE (2a) in terms of Pˆ (τ) is not
obvious.
Remark 2. In recent work [19], see also [20]; the author comments on
the insufficiency of the boundary conditions provided in [1]. To address
existence and uniqueness, the author adds a new group of boundary
conditions in the form of integral constraints. The result therefore is no
longer an ordinary differential equation system with algebraically related
split-boundary conditions.
V. CONCLUSION
This work provides a method to compute the quadratic cost functional
(5a) for systems with distributed delays. Future directions include
extensions to multiple commensurate delays and generalized quadratic
cost functionals suitable for optimal control applications.
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