Abstract-Understanding the consequences of applying constraints in arbitrary waveform design can benefit the decision making process of an adaptive system by providing insight into selection of the transmit signal. In this paper, we discuss the role of the integrated sidelobe (ISL) parameter for adaptive radar signal design as it pertains to signal-to-interference-ratio (SINR) performance. We do so by undertaking a design methodology that limits the basis dimension of the waveform while placing a finite energy constraint on the optimal ISL solution. We further extend the analysis by developing performance models for the integrated sidelobe metrics corresponding SINR degradation, from optimal. Included are Monte Carlo simulation trials designed to measure the impact of ISL on SINR.
I. INTRODUCTION AND MOTIVATION
The optimal waveform design solution for signal-tointerference-ratio is the Rayleigh solution or the eigen-vector corresponding to the minimum eigenvalue of the noise and interference covariance matrix [1] . However, this waveform is unlikely to exhibit low integrated sidelobes, low peak sidelobe ratio (PSLR), or efficiently use the available power resource. Thus, constraints are placed on the signal design to improve the practicality for radar. For example, we desire low integrated sidelobes to prevent masking of low SINR targets while low peak sidelobes reduces false alarms.
Results pertaining to the impact of each of these constraints with respect to SINR performance were reported in [2] . Additionally, in-depth analysis and performance models of the modulus constraint are shown in [3] and we note the same signal design approach is employed in this paper, albeit for a different signal parameter, i.e. ISL. These considerations significantly impact waveform design for cognitive and/or fully adaptive radar (FAR), especially when rapid waveform refinement is called for in a dynamically changing environment.
The integrated sidelobe constraint as a signal design criteria has been studied in great depth [4] - [9] and we note its important role in multiple radar functions, including reducing the number of false alarms, improving multiple target resolution and efficient spreading of the energy contained within the signal. Others have investigated performance models for similar metrics, integrated sidelobe ratio and peak-sidelobe ratio but limited the data models of noise and interference modeled to Bernoulli distributions [10] , [11] .
The literature also mentions several design methodologies for limiting sidelobe levels, including; periodic autocorrelation function technique that has zero sidelobes [12] , and similarly a cyclic technique PeCAN [8] , [13] or a competing technique Signal Waveform's Optimal Under Restriction Design for Active Sensing (SWORD) [14] , among others. However, the progressive consequence to SINR when synthesizing waveforms with these techniques is unclear.
In this paper, a technique where the optimized signal is a subset of a linear combination of eigenvectors of the noise and interference covariance matrix is employed, also seen in [2] . We point out that any waveform may be viewed as a linear combination of the eigenvectors of this matrix but, what is uncertain, is how the signal interaction with the noise subspace degrades SINR performance. For the Rayleigh solution, the waveform is defined by a single eigenvector, but applying waveform constraints implies additional eigendimensions must be spanned. This is problematic, for as the design leaks, or projects, waveform energy into the higher noise and interference subspace, SINR will invariably degrade.
Defining how constraints affect SINR performance can improve the decision making process of such an adaptive system. For example, one might sacrifice peak-to-average-power (PAPR) for ISL performance in a high SINR environment to resolve near-in targets. Conversely, the most efficient use of power might be necessary, limiting the degrees of freedom for ISL performance. This paper will give insight into the behavior of the trade-space between the competing signal traits of SINR and ISL levels. Certainly, the PAPR of the signal should be considered in practice, however, we focus our concern on the ISL constraint for this paper to better understand its role in signal performance.
In Section II, we discuss fundamentals and theory used to illustrate our work. Section III outlines the problem statement and technical approach, and in Section IV we give empirical results derived from Monte Carlo computer simulations using MATLAB [15] . We state conclusions, insights and intended future work in Section V. The appendix contains the associated gradient and Hessian of the primary cost function and a discussion of non-convexity.
Column vectors are denoted as underlined lowercase letters. The ℎ entry of a column vector s is denoted s . Matrices are shown using boldface capital letters. Scalar quantities are given as capital letters. ℝ{⋅} and {⋅} represent the real and imaginary components of a complex argument, respectively.
The Hermitian operator is given as (⋅) , while the expectation operator is E{⋅}. The L 2 norm is represented as ∥ ⋅ ∥ 2 and the optimal solution is denoted as (⋅) * . Finally, the partial derivative operator is indicated by the ∂ identifier with the gradient as ∇ and the Hessian denoted ℋ.
II. PRELIMINARIES
We define the transmit signal s ∈ ℂ ×1 , and the unprocessed received signal
where n ∈ ℂ ×1 is interference and wide sense stationary additive noise. For the ideal case of known range, we project the recieved signal onto the transmit subspace giving
and assume a power constrained transmit signal enforced by the constraint ∥s∥ 
where
is the clairvoyant interference and noise covariance matrix. For our analysis, the covariance is assumed known but in practice can be well estimated using a multitude of techniques with necessary sample size (≈ 2M) conforming to Brennan's rule [16] .
Consequently, quadratic optimizations, where the objective function is seen in the denominator of (3),
often appear in radar waveform design applications. Again, s is the waveform to be designed and K is Hermitian positive definite, and represents the clutter, interference and noise covariance matrix capturing the second-order statistical properties. Examples of this problem form are seen in [17] , [18] . For our purposes, we express the designed waveform as a linear combination of an ordered subset of the eigenvectors of the interference and noise covariance matrix. For an eigen decomposition
, we set out to use the smallest number of eigenvectors from the low-noise subspace to represent the signal. The waveform is represented as
where ∈ ℂ 1×1 is the th eigenvector weight, and ≤ eigenvectors comprise the support of s [19] , [20] . In our analysis, we report the results over the entire eigen-basis to form a performance model of ISL and SINR as a function of the basis dimension of the signal, i.e., .
The ISL is defined as the total energy of the sidelobes of the waveform's autocorrelation sequence (ACS). However, we are able to exploit the symmetry of the ACS to simplify and compute this quantity as
where E ∈ ℝ × is a zero matrix with 1's on the ℎ upper superdiagonal. This formulation assumes a single lag mainlobe width to compute the energy, a possible over simplification in some cases.
Also, and pragmatically, a finite energy limit is placed on the signal. This is the case in practice and the convex constraint on the L 2 norm (∥s∥ 2 2 = 1) imposes this restriction in the analysis. While the value can be chosen arbitrarily, we have set it equal to unity, for ease of use.
To generalize the data representation we use a well known result in random matrix theory that states, in the limit of large data, that the statistical behavior of eigenvalues of large random Hermitian matrices, under the assumption of a fullrank covariance with ∑ =1 = (equivalent to assuming constant noise power), adheres to the following, simplified, Marčenko-Pastur (MP) density when the matrix is square [21] 
This data model is unique due to the closed form expression of the eigen-value distribution, allowing simplified development of the E{SINR} model. See [3] for depiction of this density and the corresponding cumulative distribution function. Figure  1 shows two instantiations of the PSD for this data model. Additionally, the MP density allows for a convenient mathematical model of the eigenvalues and we define the covariance
where Z are ℂℕ(0, 1). Lastly, the expected SINR of the output of a matched filter, with fixed energy constraint (∥s∥ 2 2 = 1), can be expressed as a linear combination of weighted eigenvalues,
In our case, the eigenvalues are computed in closed-form via the MP distribution and are considered known for a length signal. The problem becomes a matter of selecting the weights to compute SINR, where, for example, the "best" SINR corresponds to 1 = 1 and all others as zero. The "worst" performance would be inclusion of only the th eigenvalue while an average would put an equal weight on each of the values.
III. PROBLEM FORMULATION
Employing the technique in [3] allows us to investigate the degradation in SINR while explicitly designing the signal to minimize its energy outside the mainlobe. Using the definition in (7) of the ACS, we define our optimization problem as
A closed-form representation for ∑ −1 =1 |s E k s| 2 in terms of specific eigenvectors v corresponding to a single instantiation of noise and interference is mathematically intractable. We note the eigenvectors cannot be represented by a random variable (due to the norm restriction) nor do they offer any favorable structure in regards to the ACS, that we are aware of. Thus, the expected value cannot be found analytically and we are forced to develop an empirical model that accurately represents the average.
A. Initialization
In [2] it is shown (11) is non-convex. This is problematic in the sense that a global critical point is not guaranteed, and the solution will, most likely, be highly dependent on the initial submission to the solver. For our purposes, it is important to determine the degradation of SINR from optimal as we include additional eigenvectors to minimize ISL. It is appropriate then to initialize with the optimal waveform (eigenvector associated with minimum eigenvalue) and place no emphasis with other eigenvectors (e.g. = [1 0
−1×1 ]), where is the number of eigenvectors used in the design.
B. ISL Performance
Intuitively, it is understood that minimizing the sidelobes whitens the waveforms spectral properties. However, to understand the behavior of the cost function, when the MP data matrix is used, we compute the average Wiener Entropy (i.e, spectral flatness measure (SFM)) of the eigenvectors of the interference and noise covariance matrix as well as the waveform itself over many Monte Carlo trials. It is computed as
or simply, the ratio of the PSD geometric mean to its arithmetic mean where a value of 1 would imply a spectrally flat PSD [22] . Without giving full details on the simulation (see section IV), we show in Figure 2 the computed E{SFM} for two signals: (1) the designed waveform, and (2) the raw data or eigenvectors. We notice immediately the E{SFM} of the eigenvectors remains relatively constant, implying no change in the spectral properties across the eigen-basis. For the signal E{SFM}, the analysis yields three distinct zones that can be tied the ISL performance (overlaid). We classify the zones in the following manner:
• Zone 1. Exponential increase in SFM, implies exponential decrease in ISL • Zone 2. Linear increase in SFM, implies linear decrease in ISL • Zone 3. Flat SFM, implies no ISL improvement This is an important observation and if identification of the transitions can be defined for arbitrary signal and data models, this result would provide useful information in an adaptive system deciding where to place emphasis with the available degrees of freedom. 
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C. SINR Performance Model
Since the MP asymptotic distribution allows computation of an eigen-spectrum for a large matrix, whose column dimension corresponds to signal length, we consider the eigenvalues, to be deterministic, and have modeled for the optimal weights * . It is then a straightforward process to calculate E{SINR(s * )} under these assumptions. Applying the inverse transform sampling method to (8) , a closed form representation of cumulative CDF, thus a mechanism to compute the expected eigenvalues is possible. We can define the CDF as
and compute the inverse survival function, ( ) to describe the eigen-spectrum for discrete, as
Shown in Fig. 3 is the MP eigen-spectrum ( ) as well as sample eigen-spectrum from 25 random instantiations. Letting the magnitude of the weights be model by an exponential decay function |¯( )| = exp{− } ∥ exp{− }∥2
. We now write the E{SINR(s * )} as
which allows for a simple representation of the consequences to SINR as the ISL tightens and forces a larger design space. 
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IV. SIMULATIONS
The experimental approach shows the effect of the waveform basis dimension on the ISL objective and SINR degradation, from optimal, via computer simulations. The covariance matrix is assumed known and the eigen-spectrum represented by the MP asymptotic conclusion. We also hold transmit and noise power constant (and unit-less) throughout, and report the mean values derived from the MC trials.
The MATLAB software package, including the Optimization Toolbox, [15] was used to generate data, charts and perform the optimization routines. Algorithm 1 describes the process performed to generate the numerical results.
In Figure 4 , the for all = 1 : do 10: Initialize:
11:
Split the complex coefficient:
Perform Optimization in (11) using 13: Unsplit the complex: coefficient *
14:
Compute waveform: s = V *
15:
Compute Integrated Sidelobe
Compute SINR: end for 19 : end for ( ) dimension is reported. The chart also gives the overall lowest (best) and highest (worst) calculated ISL. In the case of the worst performance, the solution is trapped in a suboptimal local minimum. To escape, or achieve a different result, a different initialization would need to be investigated. Figure 5 shows the average SINR degradation, from optimal. We note the large dynamic range is due to the minimum eigenvalue being, approximately, zero. Interestingly, the SINR of the highest ISL solution outperforms the average tion (15) and shows good performance (small mismatch) for higher dimensions but a more conservative estimate for smaller basis. While we consider this a good first order approximation of SINR degradation, additional investigations are necessary to provide a more accurate model. We extend the qualitative analysis to include an investigation of the signal ACS as a function of the basis dimension. As expected, as the basis increases, the sidelobe performance improves (i.e. lower average sidelobe levels). However, the improvement is nonlinear, as shown in Figure 6 and explained in detail in section III-B.
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V. CONCLUSIONS AND INSIGHTS
The transmit signal ISL level affects many of a radar systems core functions and the ability to understand how it affects the SINR will drive an adaptive system to place the DOF where they are most valuable, for example, in resolving targets vs. improving signal strength. In this introductory work we have developed a model for the SINR performance as a function of the eigen-basis dimension. We have also analyzed the ISL metric and identified opportunities to pursue additional analytical work to find the transition points of each zone.
We also note, this work showcases some of the challenges inherent with performance estimation (i.e. analytical intractability's, data model mismatch loss, etc.), but also allows for quick-but-rough estimates of a complicated trade-space.
Future work calls for improved analytical results. To do so, assumptions and allowances on the eigenvectors to be represented as random distributions is necessary. For example, as complex Gaussian distributed. Additional data models, including K-Distributed clutter or auto-regressive models of the interference and noise spectrum would also be appropriate for investigation.
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VII. APPENDIX:
A. Gradient of J isl (s)
Given the cost function in (11) we compute the gradient vector. To facilitate the derivative operation we write (11) as a function of real variables using the following transformations
and
where subscripts (⋅) and (⋅) denote the real and imaginary components [23] . After simplification, this allows us to write the argument in the summation of (11) 
where y =
. The gradient vector is simply computed with multiple applications of the chain rule. The complete gradient is then given as ∇ y J isl (y) = 2 
B. Hessian of J isl (s)
The Hessian is computed using the above gradient and applying multiple applications of the chain rule. We define the Hessian as 
Using the same definitions as above to simplify, we compute the complete Hessian as ] .
Of course, the Hessian can be further simplified for symmetric B 1,2 , allowing for ease of computation of the determinant.
