An explicit formula for the probability that a Brownian motion crosses a piecewise linear boundary in a finite time interval is derived. This formula is used to obtain approximations to the crossing probabilities for general boundaries which are the uniform limits of piecewise linear functions. The rules for assessing the accuracies of the approximations are given. The calculations of the crossing probabilities are easily carried out through Monte Carlo methods. Some numerical examples are provided.
Introduction
Let W(t), t 2 0, be a standard Brownian motion with E W(t) =0, E W(t) W(s) =min(t, s) and c(t) be constants with c(0) > 0. We are concerned with the boundary crossing probability (1) Q(c(t); T) =P(W(t) 2 c(t), for some t 5 T), where T > 0 is fixed. Calculations of this kind of probability occur frequently in many fields of statistics. One example is the test of structural change in the regression model, where the asymptotic local power of the CUSUM test of Brown et al. (1975) , the fluctuation test of Kramer et al. (1988) and some other test statistics turn out to be the probabilities of the Brownian motion crossing certain nonlinear boundaries. Other examples are the Kolmogorov-Smirnov (and similar) statistics, sequential analysis, cumulative sum techniques and optional stopping times. See, e.g., Sen (1981) and Siegmund (1986) and references therein. Many methods and techniques for the calculation of (1) have been developed for various boundaries. However, most methods use differential or integral equations and only give numerical approximations to the corresponding probabilities. Explicit analytic formulae have been obtained only for linear and a few special nonlinear boundaries. See, e.g., Durbin (1971 Durbin ( , 1985 , Sen (1981) , Siegmund (1985 Siegmund ( , 1986 , Lerche (1986) and Loader and Deely (1987) . Durbin (1985) derived an asymptotic formula for a general boundary, which depends on the limit of certain conditional expectations.
In this paper we use a new and direct method to derive an explicit formula for probability (1) for piecewise linear boundaries, which can be very easily calculated, for example by using the Monte Carlo simulation method. This formula is used to obtain approximations to the crossing probabilities for general (nonlinear) boundaries which are the uniform limits of piecewise linear functions. The accuracy of the approximation may be assessed by the difference between the crossing probabilities of the two piecewise linear boundaries which approximate the general boundary from each side. An approach for determining the number and the locations of the vertices for the approximating piecewise linear functions is proposed, so that a prescribed precision is achieved. Finally, some numerical examples are presented.
Linear boundary
First we cite some known results concerning the linear boundary case which are needed for later development. Suppose c(t) =at +b, t E [0, TI and b > 0. Then using the well-known formula of Siegmund (1986, p. 375) we have 2b (aT+ b-x) where is the probability density function of W(T) and @(.) is the standard normal distribution function.
Piecewise linear boundary
In this section we generalize the formula (3)to a boundary that is a polygonal function on the interval [0, TI. Specifically, let O=t,< t1< ...< t,,= T and c(t) be linear on each of the intervals [t,_,, t,] , j = 1 , 2,..., n and c(0)> 0. To avoid the trivial case we assume n > 1. Then we derive a formula for the probability ( 1 ) for c(t).The method of derivation is based on the idea that the event that W ( t )does not cross c(t) on the interval [0, TI may be split into n conditional events that W ( t ) does not cross c ( t ) on the interval (t,, t,,,] given that W ( t )does not cross c(t) on the interval (t,-,, t,] , and on each such interval the conditional probability may be calculated by (2) or (3).
Formally, denote c, = c (t,), j =0, 1, 2,..., n and c=(c,,..., c,) '. Then we have the first main result of this paper. Proof. By the strong Markovian property of W ( t ) (Billingsley 1986 , Section 37), we have
-Q (c (t); T ) = P( W ( t ) < c (t), t 5 T )
By (2) the first factor in the last integral is Further note that given W ( t l ) = x l , the process W ( t+t l ) -x l is again a Brownian motion starting from 0 and therefore the second factor in the last integral is Apply the same steps to the probability P( W(t) < c(t+ t2) -x2,t 5 T-t2)and repeat this procedure until we obtain By the definition of W(t), j = 1, 2,..., n, where it is assumed that x,=O. Thus, we have finally where x =(x,,..., x,)', and the region of integration is ( -a ,c)= (-a ,c,) (-m, c,,) . The theorem follows from the fact that the function f ( x ) is exactly the probability density function of ( W ( t l ) , . . . , W(t,,) )' (Billingsley 1986, p. 523) .
It is easily seen that ( 5 ) is exactly (3) for n = 1 and hence (4) is a generalization of (3).
General boundary
We have obtained (4) for the crossing probability for a piecewise linear boundary. In this section we use this formula to obtain an approximation to the crossing probability for a general boundary c(t),provided c ( t )may be uniformly approximated by a sequence of piecewise linear functions. Let 0 = to< tl < ... < t,,= T and throughout this section denote by c,(t) the polygonal function taking the points c,=c (t,) , j =0, I,..., n, as vertices. Then we have the following result. Proof The result is an immediate consequence of the uniform convergence of cll(t) to c ( t ) and the continuity property of the probability measure.
Theorem 2. Ifc,,(t) -+ c ( t ) as n
By Theorem 2, the probability ( 1 ) for a general boundary may be approximated through (4) with sufficiently large n. However, as in every numerical problem, a crucial issue is then to be able to assess the accuracy of the approximation. In the following we consider two approaches to achieve this.
The first approach is to approximate the general boundary c ( t ) by piecewise linear boundaries from each side. In this case the upper and lower bounds for the crossing probability of the general boundary are given by the corresponding crossing probabilities of the approximating polygonal boundaries. For simplicity of notation let us consider a boundary c ( t ) which is concave on the interval [0, TI. Then cll(t)converges to c ( t ) from below uniformly. Now define Then d,(t) converges to c ( t )uniformly from above. By the monotonicity of the probability measure the crossing probability for c ( t ) lies between the crossing probabilities for c,, (t) and d,,(t): and the precision of the approximation is given by Some examples of this approach are given in the last section. While this approach is intuitive and easy to implement, it is a 'passive' method in the sense that the accuracy of the approximation is simply reported and not previously controlled.
The second approach we propose is to give a rule of the choice of the number of partitions n, so that a prescribed precision is achieved. To this end we show first the following result. 
Proof. Define d(t)=c(t)-el2; then we have
A = l Q<c(t>; -Q<c,
(t); T)I = IP(W(t)< ~( t ) , t 5 T ) -P ( W ( t ) < c,,(t), t 5 T)I 5 IP(W(t)< d(t)+E, t 5 T ) -P ( W ( t ) < d(t), t 5 T)I (10)

I P( W ( t ) < d ( t ) +~, t q)-P ( W ( t )< d(t), t q)I + I P ( W ( t ) < d ( t ) + & , I j t T ) -P ( W ( t ) < d ( t ) , y S t T)I : = A l + A 2 .
Now, for any 0 < y 5 qo, 
last equation follows from (3). For A2, note that the process W ( t ) -E is also a Brownian motion starting from -E and hence, if q ( u ) = P ( W ( t )< d(t), y < t 5 T / W ( y )=u ) , then Combining ( l o ) , ( 1 1 ) and (12) we obtain (9). To show the second part of the theorem, we first use the inequalities 1 -@(u) < 4(u)lu and @(u)-112 < u 4 ( 0 ) and have
Then it is obvious that one way to choose y(&) is, for example, to differentiate the function $(E,11) for y and set the derivative to zero. This will lead to However, for simplicity of calculation we choose which is equivalent to (14) in terms of E -+ 0. Inserting y(c) into both sides of (13) we obtain which is easily seen to be o ( E J~) for any 1 > 0.
and, in turn, to be o (~l -" ) ,
Now we turn to consider the question of how to determine the number n, so that (7) is satisfied. First we consider the case where the partition of the interval [0, TI is equally spaced. For this case we have the following result.
Theorem 4. Suppose the function c(t) E C1([O, TI) and thejrst derivative cl(t) satisfies the Lipschitz condition I cl(t)-c'(s)I 5 LI t -sl, Vs, t E [O, TI. rfthepolygonalfunction c,,(t)
takes the equidistant vertices t, =j Tln, j =0 , 1;.., n, then (7) Then (15) follows by setting the right-hand side of (17) to be less than or equal to ~1 2 . The second part of the theorem is an immediate consequence of the mean-value theorem.
Remark 1. The results of Theorem 4 are based on the approximation ( 17).According to the theory of approximation by splines, a rate of convergence of O(lln2)is the best possible rate for general g E W: (De Vore and Lorentz 1993) .In fact, a rate of convergence of O(lln2)implies that g is a polynomial of degree 1 , i.e. linear on [0, TI. (17) with L being the sup-normlc"(.)lI , . In the next theorem we point out that this bound may be further improved by replacing the sup-norm by the squared L,-norm JWI:,, where if the polygonal function c,(t) may take the arbitrary vertices to< tl < ... < t, which are not necessarily equidistant. (15) is giuen by l l , /~l l : , , $the function c,(t) takes the jln quantile of the probability density I as the uertex t , , j = 1 , 2,..., n.
From the proof of Theorem 4 we see that, if the polygonal function c,,(t) takes equidistant vertices, then an upper bound for the approximation (7) is given by
Theorem 5. Suppose c(t) E C2([0, T I ) and is nonlinear. Then the constant L in
Proof. We give here an outline instead of a detailed proof, which is straightforward but somewhat tedious. The basic idea is that the 'optimal' vertices to< t ,< ... < t,,should be such that the approximation errors in all intervals are equal, i.e.
e l = sup Ic(t)-c,,(t)l=e* l ,~,~l~l ,
for all j = 1 , 2,. .., n. This implies that up to an additive term which is of order o(lt,-tJ_,l) for all j = 1 , 2 ; . . , n, where C i s a constant. Further we may show that (19)is satisfied if t, are chosen to be the jln quantiles, respectively, of the probability density (18).
Numerical computation
In this section we consider the aspect of numerical calculation of probability (1). First note that the calculation of (4) involves evaluation of a multiple integral J(c)= Eg (W(tl);.., W(t,,) ; c), which cannot always be expressed by an explicit formula and hence must be calculated numerically. In this case there is another approximation besides (7) in calculating probability (4). This approximation may be done straightforwardly using Monte Carlo simulation. The accuracy of this approximation can then be assessed through standard procedures for Monte Carlo simulations (Ripley 1987 , Niederreiter 1992 .
It turns out to be more convenient in computer programming to use a transformed version of (4), instead of (4) itself. In fact, J(c) may be written in the form of an expectation with respect to a multivariate normal distribution. To see this note that, through variable substitution, the integral J(c) in (4) may be written as where xo=c,, 1=MDM', D =diag(tl-to, t2 -t],..., t,, -t n l ) and Mis the lower triangular matrix with all non-zero elements equal to one: Therefore, if and the random vector X= (X,;.., X,) ' has the Normal distribution N(c, C), then J(c)=Eh (X) .This suggests the following steps to calculate the crossing probability (4).
( 1 ) Generate an i.i.d. sample u =(u,, u,;.., u,) ' from the standard Normal distribution N(O, 1).
(2) Compute the transformation x =c +MD1I2u, where Dln =d i a g ( 6 , . ..,Jz). 
The probability Q(c(t); T ) is then estimated by 1 -j ( c ) .
The standard error of this estimator is given by (Niederreiter 1992) In the remaining part of the paper we calculate some examples for general boundaries using the approaches proposed in Section 4. For simplicity of notation we consider three boundaries c(t) which are either concave or convex on the interval [0, TI. Thus the vertices for the function 4 ( t ) may be calculated by d,, (t] 1=c, (t, +max I c(il -c,(i1 11, when c(t) is concave and when c(t)is convex, where t, < i,5 t, satisfies cl(iJ) = c:, (i,)=n(c,-c,_ ,) . Without loss of generality we take T = 1 and the equidistant partition t,=jTln, j=O, 1,2,..., n. To apply Theorems 3 and 4, we take qo= 112. For the three boundaries in Table 5 .1, the c,= l,0.6, 1 respectively and the Lipschitz constants (by (16)) are L=0.25, 1,2. For various E,the minimum number of partitions n, is calculated by the right-hand side of (15)and the $ (E,y (~) ) by (9)with q (~) given by (14). To use Table 5 .1, for example, for the boundary c(t)=f i , at least n =25 partitions are needed to achieve the approximation accuracy $ =0.00036. Next we use the Monte Carlo method of this section to calculate the lower and upper bounds of the crossing probabilities for the three boundaries. In order to obtain some idea about the performance of (4), we calculate the probabilities for the partitions n = Minimum numbers of partitions n, and bounds of approximations I ) (&, q(c)) in Theorems 3 and 4, with q,= 112 TABLE5.2 Upper and lower bounds of the crossing probability ( 1 ) for various boundaries calculated by (4) with sample size N=200000. Standard errors are in parentheses Table 5 .2 contains the simulated upper and lower bounds (UB and LB) and the differences (DFF) of the bounds. These examples have been calculated before by Loader and Deely (1987) . From these results we see that the precision of the approximations becomes significantly better when the partitions of the intervals become finer. We see also that the standard errors of the estimators do not change significantly across n. These variabilities may be reduced by either increasing the sample size or using some more advanced techniques such as importance sampling (see, e.g., Ripley 1987 , Niederreiter 1992 . However, one advantage of our approach in this paper is that the computations are much easier to implement than for previously derived methods in the literature.
