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Introduction Figure 1 presenting the production value of the total business economies of EU countries in 2008-2010 clearly shows that current financial and economic crisis has hit the new EU member states from Central and Eastern Europe (CEECs) more than most old EU member states. With the ongoing economic recession in some and only slow recovery of corporate activity in other CEECs the question arises what kind of firms show better resistance to economic recession. More precisely, what are those firm characteristics that make some firms more resistance to crisis than the others? The answer(s) to this question may contribute to more adequate policy measures for faster economic recovery. In this context, the objective of this paper is to identify those determinants of firms' growth which proved to help them resisting to crisis. The paper is put in the context of the literature on firm's growth, i.e. we look at the existing empirical research on the determinants of firm growth and identify (see Coad, 2009 , for an overview) the following factors which may impact firm's resistance to crisis and which we test in our model: (i) firm's size, (i) firm's age, (iii) firm's export propensity, (iv) type of firm where we distinguish between foreign-owned and locally-owned firms, (v) firm's financial sources, i.e. the impact of financial constraints, (vi) firm's productivity, (vii) and the dynamics of firm's growth in the pre-crisis period. Apart from firm specific determinants, the literature puts forward two other sets factors which impact firm's resistence to crisis. The first is sectoral differences in behaviour during economic recession where we distinguish between industry and services, and the third is different country specific settings which obviously have an important impact on the depth and length of the cycle. GDP, GDP per capita, market capitalization of listed firms, inward and outward FDI stock, current account balance, exports of goods, as well as indicators of legal, political and economic institutions are used to look at the impact of different country specific settings on firm's resistence to crisis.
We apply panel VAR analysis to identify firm-level and country-level determinants of firm employment and investment to cyclical fluctuations in nine CEECs (Bulgaria, Czech republic, Croatia, Hungary, Macedonia, Poland, Romania, Slovenia, and Slovakia). First, we explore which firm-level characteristics determine different responses of firms pre-and during the economic recession by splitting our panel of firms into two distinct samples on the chosen dimension and we evaluate the difference in impulse responses for the two samples. Second, we split firms on the country of residence basis and compare the responses of key variables between distinct country groups. The micro data on firms from nine CEECs is derived from the AMADEUS database of firm financial accounts for the period 2000-2012 which is provided by the Bureau Van Dijk. We extracted data for all firms with at least one employee and positive total revenues which resulted in an unbalanced panel of 6.185 million firm-year observations and an excess of 1.7 million firms. Country-level variables included in the model to account for country-level variation in cyclical shocks and institutional environment in which firms operate are from the WDI database, UN COMTRADE data and Institutional Quality Dataset 1990-2010 of Kunčič (2014) .
We find a positive response of firms' emplyoment to a shock in demand, i.e. a drop in demand decreases employment in the next periods. Old firms and especially small old firms reacted more swiftly to cyclical shocks and reduce employment when demand decreases. Number of employees adjusts less severely in exporters and in foreign-owned firms. During the boom employment is more reactive to demand shocks than during recession. Stronger cyclical responses of service firms' employment may be to a great extent due to construction. Investment generally does not respond to demand shocks, but in the majority of specifications firms of various characteristics respond negatively to the reduction of cash flow. It is large young firms that are the most and the small young firms the least responsive to financial shocks. In contrast to employment adjustments, exporters adjust their investment activity to cash flow to a larger extent than non-exporters. In the first year the shock initiates significantly larger response of investment in foreign owned firms, yet in the following years the potency of responses reverses in favour of domestically owned firms. Services are much more procyclical in terms of investment than industry. Differences in country specific settings also show important impact of firms resistence to crisis. More developed countries and larger domestic markets exhibit lower sensitivity of employment and investment to business cycles and financial factors. Better functioning capital markets are associated with greater sensitivity of both variables. Inward as well as outward FDI both lower the cyclical responsiveness of employment and investment. Exports exhibit positive correlation with the responsiveness of employment and investment, but these exports only relate to arms-length trade The quality of legal institutional environment in a country is positively correlated with the employment sensitivity to shocks but it has no discernible effect on investment sensitivity. On the other hand, political and economic institutions make employment more stable over the cycle.
The contributions of the paper are: (i) to the best of our knowledge this is the first attempt to analyse a complex set of determinants of firm's resistence to crisis, not only for CEECs but in general; (ii) firm level data are combined with country level data to see the impact of different country settings for firm's resistence to crisis.
The paper is structured as follows. In section two we look at the relevant findings of existing literature. Section three describes the methodology of panel VAR analysis while section four presents the data and descriptive statistics. Section five discusses the results and section six concludes.
Determinants of firm growth and recession resistance: literature review
We look at the determinants of CEECs firms' resistence to crisis in the context of the literature on the determinants of firm's growth 1 and its application to specificities of economic recession. Overview of existing empirical studies reveals the following determinants of firm's growth which we, consequently, use as explanatory variables of firm's resistence to crisis in our model: firm's size, firm's age, firm's export propensity, type of firm where we distinguish between foreign-owned and locally-owned firms, firm's financial sources, i.e. the impact of financial constraints, firm's productivity, the dynamics of firm's growth in the pre-crisis period, 2 as well as industry specific and macro-economic factors. Below we briefly look at the main findings of the literature on the scope and direction of the above factors' impact on firms' activity, in general and in circumstance of recession in particular.
Firm size is one of the basic variables included in empirical analyses of firm's growth determinants. Most analyses demonstrate negative relationship between firm's size and growth (Zhou and de Wit, 2009; Yasuda, 2005; Almus and Nerlinger, 2002; Bottazzi and Secchi, 2003; Calvo, 2006; Dunne and Hughes, 1994; Goddard et al., 2002; McPherson, 1996; Jensen, 2005) . Smaller firms grow faster if nothing else because they have to reach the size of minimal efficiency (Audretsch et al., 2004) . On the other hand, smaller firms seem to be more sensitive to economic cycles (Gertler and Gilchrist, 1994; Hardwick and Adams, 2002; Fort et al., 2013) and economic recession hit them more than larger firms (Bugamelli et al., 2009 ). Difficulty to get external financing is one of the main reasons that smaller firms have more problems in recession than larger firms.
Firm age is the second basic variable included in empirical analyses of firm's growth determinants. The predominant finding is that there is a negative relationship between firm's age and growth (Fizaine, 1968; Dunne et al., 1989; Evans, 1987; Gugler, 2004, Glancey, 1998 etc.) although some analyses do not confirm this (Das, 1995; Barron et al., 1994) . Fort et al. (2013: 27) who specifically analyse the role of firm's age and size in business cycles, find that young/small 1 See Coad (2009) for an overview of growth theories of the firm and for a comprehensive review of empirical studies dealing with determinants of firm's growth.
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Apart from these, the literature also puts forward R&D and innovation activity and human capital as determinants of firm's growth (see Coad, 2009; Dugal and Morbey, 1995; Mansfield, 1962; Geroski and Machin, 1992; Geroski and Toker, 1996; Roper 1997; Freel, 2000; Hall and Mairesse, 2006; Rauch et al., 2005) .
businesses are more cyclically sensitive so that the relative decline in employment during the 2007-2009 recession is greater for young and small businesses than for large and mature buisnesses.
Export propensity and geographical structure of firm exports may be important for firm's resistance to recession not only because of the relationship between firm's performance and export propensity, but also because of the nature of the crisis in terms of its geographical structure and spread. The dominant conclusion of the literature is that export oriented firms are more productive and generally more successful than local market oriented firms (Bernard and Jensen, 1997a , 1997b , 1999a , 1999b Bernard et al., 2005; Bernard and Wagner, 1997; Aw et al., 1997 Aw et al., , 1998 Clerides et al., 1996; Hahn, 2004; Van Biesebroeck, 2003; Hallward-Driemeier et al., 2002; Criscuolo et al., 2005; Head and Ries, 2003; Burger et al., 2006) , therefore, one expects that they will be, in principle, more successful in handling the recession problems. However, other aspects are also of importance here; i.e. is recession of a local character, is it concentrated on certain parts of the world or is it global. If the recession is global or if it hits firm's main markets, then export orientation is not necessarily an advantage. The time factor is also important. At the beginning of the present recession, world trade decreased much more than GDP (see, for instance, Eaton et al., 2011) , meaning that exporters were relatively more hit in that period (Bugamelli et al. 2009 ). Thus, in principle, one would expect better resistance of exporters to economic recession, but much depends on the geographical structure and spread of the crises and of the fact that different parts of the world are in different stages of crisis.
The literature suggest that firm's resistance to crisis may also depend on the type of firm in terms of foreign-owned firms versus locally-owned internationalised firms with subsidiaries abroad versus other (non-internationalised) locally-owned firms. Foreign-owned and internationalised locallyowned firms are the most productive firms (Helpman et al., 2003) and have, in principle, better capabilities (ownership specific advantages including better access to financial resources, multinationality, economies of scale, capacity to optimise business processes based on geographical relocation of processes) to achieve higher performance than locally-owned non-internationalised firms (see, for instance, Dunning, 1993; Head and Ries, 2003; Jaklič and Svetličič, 2003; Dunning and Lundan, 2008; Pfaffermayr and Bellak, 2000; Damijan et. al., 2008) . In principle, this gives them better capacity to cope with the recession. Empirical analyses on the role of multinational enterprises (MNEs) in economic recession go both ways (Varum and Barros Rocha, 2011) ; some claim that they are a factor of stabilisation (Athukorala, 2003; Narjoko and Hill, 2007; Blalock et al., 2005; Chung and Beamish, 2005; Desai et al., 2004; Alvarez and Görg, 2007; Rajan and Zingales, 1998; Manova et al., 2009; McAleese and Counahan, 1979; Fukako, 2001; Wang et al., 2005) , while the others believe that they make the situation even worse for the host countries (Flamm, 1984, Görg and Strobl, 2003; Lee and Makhija, 2009; Gao and Eshaghoff, 2004; Lipsey, 2001; Alvarez and Görg, 2009) . The reaction of MNEs on crisis also depends on basic motivation for foreign direct investment (FDI) . Vertical FDI subsidiaries demonstrate much better responses to crisis than domestic firms, while horizontal FDI subsidiaries respond less positively (Alfaro and Chen, 2010; Varum and Barros Rocha, 2011) .
The literature suggests that firms with lower level of indebtness and those which are less dependent on external sources of financing have better chances to resist the pressures of economic recession; i.e. financial limitations which are typical for periods of crises is one of the main factors that restrains firms' growth in economic recession (Kroszner et al., 2007; Braun and Larrain, 2005; Bugamelli et al., 2009; Desai et al., 2004; Manova et al., 2009; Bricogne et al., 2009; Luzzi, 2006 ).
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Any model of firm's growth must contain productivity as a control variable (see Alvarez and Görg, 2009 ). According to Coad (2009: 25) , it is logical to expect that more productive firms grow while less productive ones reduce in size. Still, empirical analyses do not confirm this (Bottazzi et al., 2006) . One possible explanation is that firms may increase their productivity with increasing or decreasing the extent of their operations (Foster et al., 1998) . One may expect that firms with higher productivity will be more resistant to economic recession, but one may also expect that in economic recession firms will be on average more tempted to increase productivity by reduction of employment.
Dynamics of firm's growth before the crisis may also impact its resistance to economic recession. Geroski and Gregg (1996) and Knudsen (2011) find that firms with high growth rates in the prerecession period may be less resistant to economic recession, because the recessionary contraction of demand is higher in the case of these firms. According to Lien (2010) , firms with high pre-recession growth rates are more vulnerable to recessionary pressures because the marginal customers who enter a market in the later stages of a boom and cause the growth, are likely to be the first to exit the market when the good times end (see Knudsen, 2011: 5) .
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Industrial sector in which a firm operates importantly co-determines its growth dynamics (see Coad, 2009; Audretsch, 1995; Gabe and Kraybill, 2002; Audretsch and Mahmood, 1994; Geroski and Toker, 1996) and resistance to economic recession (see Roubinchtein and Ayala, 2009; Jiang et al., 2009; Eaton et al., 2011; Bricongne et al., 2010; Levchenko et al., 2010; Chor and Manova, 2010; Bugamelli et al., 2009 ). According to Kim and Barrett (2002) , one may distinguish among the following sectors with regrad to their behaviour in economic recession: (i) declining sectors whose growth during recession is negative and is further slowing down (basic chemistry, machine-building, electrical equipment, natural gas and rubber products; (ii) growing sectors, whose growth during the recession is positive and is increasing (food and beverages, pharmaceuticals, computers and office equipment, production of hydro and nuclear energy, sales of electricity to households); (iii) sectors with decreasing but positive growth dynamics during the recession (communication equipment, semiconductors and related electronic components, commercial and other sales of electricity); (iv) fast recovering sectors which have negative growth rates during the recession, but their growth is fast increasing (various household appliances, plastics, wooden products, car tyres, light trucks and steel for final consumers).
Coad (2009) also puts forward the importance of macro-economic factors for firm's growth. No doubt, differences in country specific settings have an important impact on the depth and length of the cycle and, thus, also on firms' resistence to crisis. To include country specific factors in our analysis we follow the approach of Dall'Olio et al. (2013) . In modelling the factors of productivity growth in Europe they combine Amadeus firm-level data on productivity anf firm characteristics with various country-level data (business environment, FDI, infrastructure quality, credit availability). They claim that in the new EU member states country characteristics are more important for productivity growth than firm level characteristics, and vice versa in old EU member states. Following this approach, we test to what extent differences in firms' resistence to crisis are due to country specific factors.
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To conclude, based on the above literature review we will test the following hypotheses:
-Smaller and younger firms are more cyclically sensitive than large and mature firms and, thus, exhibit larger declines in employment during the recession.
-In principle exporters are expected to exhibit better resistance to economic recession, but much depends on the geographical structure and spread of the crises.
-Foreign-owned and internationalised locally-owned firms have better capabilities to cope with the recession than locally owned firms.
-Firms with lower level of indebtness and those which are less dependent on external sources of financing have better chances to resist the pressures of economic recession.
-Firms with higher productivity will be more resistant to economic recession but in economic recession they will be on average more tempted to increase productivity by reduction of employment.
-Firms with unusually high growth rates in the pre-recession period may be less resistant to economic recession.
-Industrial sector in which a firm operates importantly co-determines its reaction and behaviour in economic recession.
-Country specific characteristics have an important impact on differences in firm's resistence to crisis.
Methodology: Panel VAR analysis
Panel VARs have been used to address a variety of issues of interest to applied macro-and microeconomists and policymakers (for an overview see Canova and Ciccarelli, 2013) . We apply a panel VAR methodology using firm-level panel data to achieve identification with a relatively small number of variables after controlling for state, year and firm fixed effects. The former two fixed effects indicate we are controlling for economy-wide determinants for each country-year strata in an unrestricted way, while firm fixed effects capture firm-specific time-invariant unobservable characteristics. Using in addition a Cholesky ordering of the variables in the panel VAR we are able to estimate orthogonalized shocks in the system. In other words, the approach allows us to distinguish between the impact of sales-to-capital ratio (proxy for capital productivity and external demand shocks) and cash flow-to-capital ratio (proxy for financial factors) on firm employment and investment activity independently of their influence on each other and of the impact of aggregate macro shocks and firm-level time-invariant characteristics. The fact that cash flow is likely to be correlated with future investment profitability makes it difficult to distinguish the response of investment and employment to the fundamental factors such as marginal profitability of capital and labour, and financial factors, such as net worth (see Himmelberg, 1995, 1998 for further discussion). Panel VAR approach overcomes this problem by isolating the response of investment and employment to financial and fundamental factors (Love and Zicchino, 2006) .
Panel VARs exhibit the same structure as VAR models, meaning that all variables are assumed to be endogenous and interdependent, but a cross sectional dimension is introduced to the specification. The first-order version of the model can be presented as follows:
where is a vector of covariates for firm i at time t, is firm-specific time-invariant unobserved heterogeneity, denotes country-time-specific dummy, and are identically and independently distributed erors. The panel VAR used in micro studies is based on the pioneer work by Holtz-Eakin et al. (1988) or, more recently, by Vidangos (2009) . It disregards interdependencies between different cross-section units and typically assumes cross sectional slope homogeneity (allowing for certain time-invariant individual characteristics). These features distinguish it from panel VAR approaches typically used for macroeconomic and financial analyses, that allow for the intercept, the slope and the variance of the shocks to be unit specific (Canova and Cicarelli, 2013) . In estimating panel VAR we follow the approach developed by Holtz-Eakin et al. (1988) and make use of Inessa Love's STATA code (pvar.ado) kindly provided by the author. For we assume a four-variable vector {SKB, CFKB, LKB, IKB} where SKB denotes sales to capital ratio, our proxy for capital productivity and external demand shocks, CFKB is cash flow per unit of capital employed, LKB is employment scaled by capital, and IKB is investment in fixed assets per capital stock.
In our model sales to capital ratio (SKB) capture the fundamental factors that determine the marginal productivity of labour and capital. Positive shocks to these fundamental factors, such as economywide boom in aggregate demand should lead to an increase in employment and investment as firms business opportunities improve. Likewise, a negative shock such as studied in this analysis that comes through recessionary fall in demand should lead to employment redundancies and investment standstill.
CFKB variable in the above model is defined as EBIT (earnings before interest and taxes) over capital stock and is a proxy for cash flow. Cash flow is commonly used in investment models as an indicator for internally available funds (for a review see Hubbard, 1998) . As cash flow data are not available in the Amadeus data we use data for operating profit/loss as a valid alternative. 4 Free cash flows as well as EBIT are widely used measures of financial performance yet both have their own advantages and shortcomings. EBIT takes an enterprise perspective (whereas free cash flow is a capital measure of profit because it identifies how much cash the company can distribute to providers of capital, regardless of the company's capital structure), is a hybrid accounting/cash flow metric because it ignores other adjustments you would typically see on free cash flow, like changes in working capital, and is easier to calculate. Where EBIT falls short compared to free cash flow is that if a capitalintensive firm invests heavily in new capital expenditures that are expected to generate higher future return on investment capital (ROIC), EBIT, which does not subtract capital expenditures, completely ignores that, and you may be left incorrectly assuming that the higher ROIC company is overvalued. Furthermore, if one only looks at free cash flows for a company after it secured a major contract with a customer its free cash flows may be very low as it ramps up working capital investments. On the other hand, firm's EBIT show a much more accurate picture of profitability (since the accrual method used for calculating net income matches revenues with costs). Here, we consider cash flow variable, for which we use EBIT, also as a proxy for 'financial factors'. EBIT is also closely related to marginal productivity of capital and pick up some additional part of productivity not explained by our main measure of marginal productivity of capital and labour. If the investment expenditure lowers costs 9 but leaves sales unchanged (increased firm productivity), the sales to capital ratio variable would not identify the effect, yet the cash flow to capital variable would. CFKB thus captures some fundamental factors as well as financial factors affecting the investment and employment activities of firms. VAR methodology enables us to implicitly base the analysis on an investment model in which we first control for the marginal profitability (SKB), whereas the subsequent effect of the financial variables (CFKB) on employment and investment is interpreted as indication of financial constraints. This interpretation rests on the orthogonalization of impulse responses. By keeping the fundamentals constant, using the orthogonalized shocks, i.e. the impulse response of employment and investment to cash flow isolates the effect of the financial factors. We interpret this orthogonalized response of employment and investment to financial factors as a measure of market frictions and financing constraints (Love and Zicchino, 2006) .
The impulse-response functions show the response of a variable to the innovations in another variable in the VAR system, holding all other shocks equal to zero. For identification, we use a Cholesky causal ordering, since the actual variance-covariance matrix of the errors is unlikely to be diagonal. The Cholesky decomposition is based on a particular ordering of variables in the system and allocates any correlation between the residuals of any two variables to the variable that comes first in the ordering. The identifying assumption is that the variable that come earlier in the ordering (weakly exogenous variable) affects the following variable in the sequence contemporaneously, as well as with a lag. The variables that appear later affect the preceding variables only with a lag. In short, the variables that appear earlier in the systems are more exogenous whereas the ones that appear later are more endogenous.
The ordering of variables in the vector of covariates conforms to the above identifying assumption. In Equation 1, we assume that current shock to the marginal productivity of capital (proxied by SKB) have a contemporaneous effect on the value of employment and investment, while employment and investment have an effect on the marginal productivity of capital only with a lag. This assumption has two justifications. First, the sales to capital ratio is likely to be the most exogenous firm-level variable since it depends on the demand for firms' output, which is to a large extent determined by aggregate cyclical factors. Second, changes in employment and investment is likely to influence cash flow and sales with some delay since they require time for a firm to adapt to new employment structure and new production processes (the so-called "time-to-build" effect). Setting the CFKB after SKB, we assume that the effect of sales on cash flow is likely to be contemporaneous and that any reverse effect takes place with a lag. Furthermore, we assume that employment and investment respond to cash flow contemporaneously, while cash flow responds to changes in employment and investment only with a lag. Finally, we assume that because of institutional setting in most of the CEECs in our sample employment deems more exogenous than investment. Due to firing restrictions and costs, we assume that employment affects investment contemporaneously, whereby investment activities only have lagged effects on firm employment. Nevertheless, the results are robust to changing the order of employment and investment. Consequently, IKB is the most endogenous variable in the system, thus capturing all the contemporaneous shocks to other variables.
In applying the VAR procedure to panel data, we need to impose the restriction that the underlying structure is the same for each cross-sectional unit. Since this constraint is likely to be violated in practice, one way to overcome the restriction on parameters is to allow for "individual heterogeneity" in the levels of the variables by introducing fixed effects, denoted by in the model. The problem appears, since fixed effects and lagged dependent variables are inherently correlated, so that the mean-differencing procedure commonly used to eliminate fixed effects would create biased coefficients. Consistent with Love and Zicchino (2006) , we avoid this problem by using forward mean-differencing, also referred to as the 'Helmert procedure' (see Arellano and Bover, 1995) . This procedure removes only the forward mean, which is the mean of all the future observations available for each firm-year. The transformation preserves the orthogonality between transformed variables and lagged regressors, so we can use lagged regressors as instruments and estimate the coefficients by system GMM.
Our identification strategy recognizes that many factors outside firms' control influence their growth activity. We address this in several ways. First, as noted above, we place sales-to-capital ratio first in the causal ordering. Second, our model also allows for country-specific time dummies, , to control for aggregate, country-specific macro shocks (demand, supply and credit conditions) that may affect all firms in a given country and year in the same way. We eliminate these dummies by subtracting the means of each variable calculated for each country-year. SKB therefore captures an innovation to a generic country-specific cyclical shock in demand, supply and other factors that affects the business conditions of an individual firm. Since the innovation part of the cash flow variable is orthogonal to the sales variable and country-time-specific shocks have been controlled for, it does not reflect the general business conditions in the country and in the firm. Instead, the orthogonalized cash flow innovation stems from the supply, demand or financial factors affecting cash flows that again are not associated with general business conditions.
To analyse the impulse-response functions we need an estimate of their confidence intervals. Since the matrix of impulse-response functions is constructed from the estimated VAR coefficients, their standard errors need to be taken into account. We calculate standard errors of the impulse response functions and generate confidence intervals with Monte Carlo simulations. To compare the impulse responses across two samples of firms (for example small vs. large firms) we simply take their difference. Because our two samples are independent, the impulse responses of the differences are equal to the difference in impulse responses (the same applies to the simulated confidence intervals).
Finally, we also perform variance decompositions, which show the share of the variation in one variable that is explained by the shock to another variable, accumulated over time. The variance decompositions show the magnitude of the total effect. We report the total effect accumulated over the 10 years.
Our main objective is to identify firm-level and country-level determinants of the response of firm employment and investment to cyclical fluctuations in nine CEECs. We proceed in two directions. First, we inquire which firm-level characteristics determine different responses of firms pre and during the economic recession by splitting our panel of firms into two distinct samples on the chosen dimension and we evaluate the difference in impulse responses for the two samples. Similar approach was chosen by Powell et al. (2002) and Love and Zicchino (2006) . Following the determinants of firm's growth identified in the literature, the sample is split into two groups according to the following firm characteristics: size (small and large firms), age (young and old firms), export orientation (exporters and non-exporters), foreign ownership (subsidiaries and domestic ownership), sector (industry and services), and time period (before and during the great recession). Regarding the last dimension, it is worth emphasising that panel VAR technique does not allow us to identify asymmetric responses to cyclical and financial constraints innovations, meaning expansions vs. contractions. By splitting the sample into boom and bust periods, however, we do come closer to assessing the true difference in firm responses between the phases of the cycle. Second, we split firms on the country of residence basis and compare the responses of key variables between distinct country groups. In fact, we run regressions on all possible subsets of countries and investigate whether the estimates significantly correlate with the corresponding characteristics of countries included in the estimation. Explanatory variables included in this meta regression are GDP per capita, GDP, market capitalization of listed firms, inward FDI stock, outward FDI stock, current account balance, and export of goods. In addition, we separately analyse the correlation between the two coefficient of main interest and legal, political, and economic institutional index. The explanatory variables are constructed as weighted averages of individual country characteristics where weights are the number of observations that enter the estimation from each country.
Data and descriptive statistics
The micro data on firms from nine CEECs is derived from the AMADEUS database of firm financial accounts which is provided by the Bureau Van Dijk. We extracted data for all firms with at least one employee and positive total revenues from the following countries: Bulgaria, Czech Republic, Croatia, Hungary, Macedonia, Poland, Romania, Slovenia, and Slovakia. We excluded the Baltic countries from our sample because export data for these countries was unfeasible whereas for Bosnia and Herzegovina too few firms is available in the Amadeus database compared to the population number. For the sample of selected companies we extracted data on the number of employees, the turnover, the cost of employees, fixed assets, total assets, operating profit/loss, export revenues, date of incorporation, the 4-digit industry NACE-code, and the nationality of the parent company for the period 2000 to 2012. Originally, all the data were expressed in current euros, so we deflated the variables with producer price indices for the corresponding 2-digit NACE code. The number of firms included in the sample varies greatly across the countries. Furthermore, while offering a rich and detailed database, AMADEUS coverage is skewed towards large firms and hence underestimating the small business population. In addition, not all the firms in the database report all the information we chose as our variables. In order to improve representativeness and reduce the bias, we applied a resampling procedure where we tried to align sample distribution of firms across size classes and industries with the true population distribution of firms provided by the Eurostat Structural Business Statistics database. We created five sample sizes of firms (1-9, 10-19, 20-49, 50-249 and 250+) and performed clustered sampling from the stratification criteria of size and sector. Where size-industry stratum in the sample lacked observations, we multiplied the firm clusters by the corresponding factor. Where stratum in the sample exceeded the required structural share, we drew a random sample of firm clusters (without replacements) according to the population distribution figures. Clustered sampling allowed us to make a compromise between strict conformity with population structure and not losing too many valuable observations of firms in time dimension when we drew random samples for each year separately. After the resampling procedure, the total number of observations remained roughly the same in each country, yet its structure in terms of industry and size now closely resembled the population image. The procedure resulted in an unbalanced panel of 6.185 million firm-year observations and an excess of 1.7 million firms. We include several country-level variables to account for country-level variation in cyclical shocks and institutional environment in which firms operate. From the WDI database we extracted the annual growth rate of GDP, GDP per capita in constant 2005 US $ (PPP), GDP in constant 2005 US $, market capitalization of listed companies (in % of GDP), domestic credit to private sector (in % of GDP), inward and outward FDI stock (in % of GDP), net current account position (in % of GDP), and export of goods (in % of GDP). Using UN COMTRADE data, we calculated for each country in our sample a weighted average of major ten export partners' growth rates, giving us the measure of the external demand conditions. Making use of Kunčič (2014 ) Institutional Quality Dataset 1990 -2010 provided us with additional three country-level synthetic institutional indices obtained with principal component analysis on more than thirty established institutional indicators, capturing the quality of legal, economic and political institutions. Table 1 summarizes all the variables used in the panel VAR analysis (note that we normalized all the firm-level variables by the current capital stock). All the variables exhibit downward shift during the crisis when compared to precrisis period. With the exception of employment, the indicators also increased their variability during the recession. Next, we turn to the results of our empirical analysis.
Results
We estimate the panel VAR system as specified in Equation 1 and after the variables have been cleansed of country-year and firm-specific fixed effects. Table 2 reports coefficients of the system with the vector of variables {SKB, CFKB, LKB, IKB}. The results of our particular interest are the responses of employment and investment to cyclical and financial shocks, proxied by SKB and CFKB, respectively. The response of employment-to-capital ratio and of investment in fixed assets relative to total assets on innovations in sales and cash flow per capital stock are presented in Table 2 and Employment shows an expected positive response to a shock in the sales-to-capital ratio (marginal profitability), which is corroborated in the estimated coefficients and in the impulse responses. In line with the hypothjesis, negative shock to demand, for example, conveys itself as a drop in SKB, which decreases employment in the next periods. Next, we compare the estimates in different subsamples with each other and with the estimates of the full sample. Contrary to our expectations, small and young firms exhibit less intensive response of employment to demand shocks than large and old firms. Thus, firms with less than 10 employees exhibit less intensive response of employment to demand shocks both compared to full sample as well as to the sample of large firms. The difference in impulse responses is nevertheless insignificant. Firms older than 10 years seem to be more responsive to cyclical shocks and the difference is significant also in impulse response functions. Since most of the young firms are also small and vice versa, most of the old firms grow large, we ran an estimation on a sample of old small firms in order to check which of the two characteristics, age or size, is driving the results. It turns out that size plays a larger role in firm responses to cyclical shocks since the difference in coefficients between old small and young (and also mostly small) firms is minor compared to the difference between large and small firms reactions to a SKB shock. The difference in impulse responses is significant and of the similar magnitude as the difference in impulse responses between old and young firms, whereas there is no significant difference in impulse responses between small and large firms. This means that old firms and especially small old firms reacted more swiftly to cyclical shocks in the observed period. Of course, these results could be driven by sample selection process where small firms exhibit higher propensity to exit the market than larger and older firms. Since we observe only the more resilient segment of young firms, the ones that survive show less labour shedding although most of the churning was already performed by the closure of their less successful young counterparts. As hypothesised, number of employees adjusts less severely in exporters than in non-exporters, the finding confirmed both in terms of coefficient values as well as the difference in impulse response functions. Anecdotal evidence abounds that exporters can more easily switch to other markets where recession is less deep, having already covered sunk costs of establishing export links. According to our expectations, similar pattern holds for foreign owned firms. Subsidiaries operate in a global value chains where cyclical shocks can be absorbed more readily than in domestic firms. Regarding the sectors of the economy, coefficient values and impulse response functions suggest that employment in services experienced larger declines in the recession. Here, most of the response is probably due to notable cyclicality of construction where most of the net gain and consequent decline in employment was observed. Finally we checked whether there are differences in employment responses during different phases of the economic cycle by splitting the sample into two subperiods, one before 2008 and the other afterwards. The results show that during the boom employment was more reactive to shocks in SKB whereas during recession, firms responded less intensely in the other direction. Various labour market rigidities (i.e. minimum wages, unemployment insurance, severance pay, advance notice, labour taxes) and proactive government anticrisis measures obviously diminish the negative outcome of economic downturn in labour market, causing the employment response during the crisis less sensitive than in the period of expansion. Our second major point of interest is the response of firm investment to economic fluctuations. In general, investment does not respond to shocks to sales, except in few isolated cases (exporters, non-exporters, and industry). Like in Love and Zicchino (2006) , investment responds positively to the cash flow variable, cleansed off of innovations in sales per capital and therefore corresponding to financial factors such as market frictions and financing constraints. In the majority of specifications we find positive and significant coeffcients indicating that firms of various characteristics respond positively to increases in cash flow and negatively when funds run dry. Impulse response function on the full sample confirms the value of coefficients (Figure 2) . Where large firms investment exhibit no significant response to CFKB shocks, small firms are much more affected by shocks in financial factors. Impulse response analysis suggests a different conclusion as the CFKB shock, once fed through the entire system produces stronger reactions in large firms. The difference in impulse responses is significant in favour of larger firms which obviously respond to the same shock to CFKB with a more extensive investment activity. In this sense the pattern is the same as in the response of employment. Young firms reveal smaller coefficient on the response of past CFKB on temporaneous investment, yet impulse response function displays much stronger affect than in the group of old firms. The difference between the impulse response function is significant: young firms respond more intensely to cash flow shocks than older firms. These two findings combined suggest that it is large young firms that should be the most responsive and the small young firms the least responsive to credit market conditions. The proposition is confirmed by the results of the analysis on the sample of small old firms that exhibit significantly smaller impulse responses than the comparison group of young firms. Exporters adjust their investment activity to a larger extent than non-exporters since the coefficient as well as the impulse responses exhibit larger values and the difference between the groups is significant. This is in contrast to employment adjustment revealed by exporters. This can be of no surprise since exporters can exploit more investment opportunities when the conditions are suitable due to their advantage of larger scale and opportunities to hedge downturns across different markets. Foreign ownership status also appears to be important to some extent. Coefficients prom panel VAR analysis reveal that only domestic firms respond significantly to past innovations in CFKB whereas impulse response functions show that in the first year the shock initiates significantly larger response of investment in foreign owned firms, yet in the following years the potency of responses reverses in favour of domestically owned firms. Services are much more procyclical in terms of investment than industry as both coefficients and impulse responses confirm. As was the case in employment responses, investment activity was again more vibrant to firm financial factors in the expansionary years. Next, we analyse the variance decomposition for various samples of firms, which explains how much of the forecast error variance of each of the variables can be explained by exogenous shocks to the other variables. In the full sample, SKB and CFKB explain very little variation in employment and investment activity of the firms. However, the magnitude of the effect is larger in some of the subsamples of firms. In small firms sales to capital ratio is more important in explaining employment while in large firms cash flow contributes much more than in smaller firms in evolution of firm investment. Namely, SKB explains about 6.2% of total variation in employment in small firms (negligible share in large firms), whereas CFKB explains almost 16% of total variation in investment in large firms (negligible share in small firms). Old small firms are particularly sensitive to cycles when it comes to employment as SKB explains as much as 14.6% of the variation in this production factor. The shocks in CFKB in young firms account for considerably larger part of the variation in investment than in the older counterparts (3.1% vs. 0.06%). Exporters again exhibit greater employment resilience since only 1% of the total variation in employment can be explained with the shocks in sales per capital, while the share in non-exporters stays much higher at 13.7%. The same pattern can be observed with regards to investment where more than twice as much variation in investment is explained by CFKB in non-exporters than in exporters. In firms with home ownership, investment is to a larger extent driven by shocks in CFKB (1.6% vs. 0.08% in foreign owned) but on the other hand, SKB explains more of the change in employment 10 periods ahead in the sub-sample of foreign subsidiaries. Additionally, industry investment is to a larger extent driven by fundamental (0.7%) and financial factors (2.4%) than services. Lastly, pre-crisis years exhibit stronger influence of cash flow to capital on investment compared to the crisis years. In the following part we investigate which country-level characteristics are correlated with the sensitivity of firm employment and investment to fundamental and financial factors. We do this by running panel VAR on all possible subsets of nine countries in our sample (510 different subsets or 255 different splits of countries into two groups) and regress the realizations of the two coefficients of our interest on the corresponding country group characteristics. The coefficients that we retrieve from each panel VAR estimation are the effect of past sales to capital ratio on employment-to capital ratio and the effect of past cash flow to capital ratio on investment relative to total capital stock. Apart from using the coefficients for each distinct group separately, we also create the difference between the value of coefficient in each country group and the coefficient in the corresponding subgroup of the remaining countries. We then compare the differences in coefficients with the differences in group characteristics for each of the 255 possible splits of 9 countries. The results of the regression are shown in Table 4 and Table 5 . More developed countries in terms of GDP per capita and larger domestic markets in terms of GDP exhibit lower sensitivity of employment and investment to business cycles and financial factors. Better functioning capital markets (market capitalization of listed companies) are associated with greater sensitivity of both variables. Inward as well as outward foreign direct investment stock both lower the cyclical responsiveness of employment and investment, corroborating firm-level results from above. Interestingly, exports exhibit positive correlation with the responsiveness of employment and investment, however, we have to bear in mind we are already controlling for inward and outward FDI stock which explains a lot of variation in the importance of trade flows. What remains is obviously the part of total exports that cannot be explained by global value chain phenomenon and represents the arms-length trade. This type of flows is more erratic, possibly driving the positive association with the sensitivity of employment and investment activity. Current account is only significant in one specification; nonetheless, it suggests that countries with larger current account deficit react to cyclical shocks more fervently than countries with balanced or surplus current accounts. Using Institutional quality dataset provided by Kunčič (2014) , we exploit a wide range of institutional indices clustered into three homogenous groups of formal institutions: legal, political and economic, which capture to a large extent the complete formal institutional environment of a country. The quality of legal institutional environment is positively correlated with the employment sensitivity to shocks but it has no discernible effect on investment sensitivity. Rule of law obviously enables firms to be more flexible in hiring and firing throughout the business cycle. On the other hand, political and economic institutions make employment more stable over the cycle. Flexible labour and goods markets render the unemployment less necessary if wages and prices are allowed to adjust to new fundamentals.
Conclusions
Current financial and economic crisis has hit the new EU member states from Central and Eastern Europe (CEECs) harder than most old EU member states. The paper analyses what kind of firms show better resistence to economic recession, i.e. what are those firm characteristics that make some firms more resistence to crisis than the others. The analysis is performed in the context of the literature on firm growth. We test for the following factors which may impact a firm's resistence to crisis and which we explore in our model: (i) firm size, (i) firm age, (iii) export propensity, (iv) type of firm where we distinguish between foreign-owned and locally-owned firms, (v) firm's financial sources, i.e. the impact of financial constraints, (vi) firm's productivity, (vii) and the dynamics of firm's growth in the pre-crisis period. Apart from firm specific determinants, the literature puts forward two other sets factors which impact firm's resistence to crisis, i.e. sectoral differences and different country specific settings. By the panel VAR system we estimate the responses of firms' employment and investment to cyclical and financial shocks. The AMADEUS firm level data for 2000-2012 for all firms with at least one employee and positive total revenues are used resulting in an 20 unbalanced panel of 6.185 million firm-year observations and an excess of 1.7 million firms, and combined with country-level variables.
The panel VAR system results show expected positive response of firms' emplyoment to a shock in demand, i.e. a drop in demand decreases employment in the next periods. Old firms and especially small old firms reacted more swiftly to cyclical shocks and reduce employment when demand decreases. Size plays a larger role in firms' employment responses to cyclical shocks than age. Exporter adjustment of the number of employees is less pronounced than in non-exporters, in foreign-owned than domestic firms and in manufacturing industry compared with service firms. Exporters seem to switch to other markets where recession is less deep more easily, having already covered sunk costs of establishing export links, while foreign subsidiaries operate in a global value chains where cyclical shocks can be absorbed more readily than in domestic firms. Stronger cyclical responses of service firms' employment may be to a great extent due to construction. The results also show that during the boom employment was more reactive to demand shocks whereas during the recession, firms responded less intensely in the other direction. Various labour market rigidities and a proactive government's anticrisis measures obviously diminish the negative outcome of economic downturn in labour market.
In response of firms' investment to economic fluctuations some interesting differences appear as compared to reaction in employment. In general, investment does not respond to demand shocks. However, in the majority of specifications firms of various characteristics respond positively to increases in cash flow and likewise, negatively when funds run dry. As far as the size and age of firms is concerned, it is large young firms that are the most and the small young firms the least responsive to financial shocks, i.e. to credit market conditions. In contrast to employment adjustments, exporters adjust their investment activity to cash flow to a larger extent than non-exporters. Obivously exporters can exploit more investment opportunities than non-exporters. Foreign ownership status is also important. Only domestic firms respond significantly to past innovations in cash flows whereas impulse response functions show that in the first year the shock initiates significantly larger response of investment in foreign owned firms, yet in the following years the potency of responses reverses in favour of domestically owned firms. Services are much more procyclical in terms of investment than industry. As in the case in employment responses, investment activity was again more vibrant to firm financial factors in the expansionary years.
The variance decomposition explains how much of the forecast error variance of each of the variables can be explained by exogenous shocks to the other variables. In general, demand shocks (sales to capital ratio) and cash flow changes explain very little variation in employment and investment activity of firms, however, considerable differences exists among subsamples of firms. Changes in sales to capital ratio explains about 6.2% of total variation in employment in small firms (negligible share in large firms), whereas cash flow changes explains almost 16% of total variation in investment in large firms (negligible share in small firms). Old small firms are particularly sensitive to cycles when it comes to employment as demand shocks explain as much as 14.6% of the variation in this production factor. The cash flow shocks in young firms account for considerably larger part of the variation in investment than in the older counterparts (3.1% vs. 0.06%). Exporters again exhibit greater employment resilience to demand shocks (only 1%) than non-exporters (13.7%). The pattern is the same with regards to investment reaction to cash flow changes. In domestic as compared to foreign-owned firms, investment is to a larger extent driven by shocks in cash flow, but not so in case of employment responsiveness to sales to capital ratio changes, where foreign-owned firms respond more.
Differences in country specific settings also have an impact on the depth and length of the cycle and, thus, also on firms' resistance to crisis. By panel VAR we investigate which country-level characteristics are correlated with the sensitivity of firm employment and investment to fundamental (demand) and financial factors. More developed countries and larger domestic markets exhibit lower sensitivity of employment and investment to business cycles and financial factors. Better functioning capital markets are associated with greater sensitivity of both variables. Inward as well as outward FDI both lower the cyclical responsiveness of employment and investment. Interestingly, exports exhibit positive correlation with the responsiveness of employment and investment, but these exports only relate to arms-length trade (controlling for inward and outward FDI explains a lot of variation in the importance of trade flows), which tend to be more erratic, possibly driving the positive association with the sensitivity of employment and investment activity. The quality of legal institutional environment in a country is positively correlated with the employment sensitivity to shocks but it has no discernible effect on investment sensitivity. Rule of law seems to enable firms to be more flexible in hiring and firing throughout the business cycle. On the other hand, political and economic institutions make employment more stable over the cycle. Flexible labour and goods markets render the unemployment less necessary if wages and prices are allowed to adjust to new fundamentals. 
