This paper presents a novel framework for modeling embodied conversational agent for crisis communication focusing on the H5N1 pandemic crisis. Our system aims to cope with the most challenging issue on the maintenance of an engaging while convincing conversation. What primarily distinguishes our system from other conversational agent systems is that the human-computer conversation takes place within the context of H5N1 pandemic crisis. A Crisis Communication Network, called CCNet, is established based on a novel algorithm incorporating natural language query and embodied conversation agent simultaneously. Another significant contribution of our work is the development of a Automated Knowledge Extraction Agent (AKEA) to capitalize on the tremendous amount of data that is now available online to support our experiments. What makes our system differs from typical conversational agents is the attempt to move away from strictly task-oriented dialogue.
Introduction
The ability of computers to converse with users in natural language would arguably increase their usefulness and flexibility. Research in practical dialogue systems has matured tremendously in recent years [1, 2] . Today's dialogue systems typically focus on helping users complete a specific task, such as information search, planning, event management, or diagnosis. Recent advances in Natural Language Processing (NLP) and Artificial Intelligence (AI) in general have approached this idea to the point where such systems begin to appear in reality. It has been speculated by several known futurists that computers will reach capabilities comparable to human reasoning and understanding of languages by the year 2020 [3] .
Due to the complexity of natural language information and the open-domain nature of the World Wide Web, these modern-day question-answering systems have relied on techniques based on keywords and pattern matching. Such systems however have their drawbacks. In addition, many people would also like to create an application of personal natural language conversation agent on specialized interest with unique personalities. This will enable the user to interact with them on the web in a personal way. This project is therefore intended to fulfill this objectives and the ongoing development is reported in this paper.
AINI's Conversational Agent Architecture
This research project involves the establishment of a Crisis Communication Network (CCNet) portal 1 . The objective is to use an embodied conversational agent based on an architecture called Artificial Intelligent Neuralnetwork Identity (AINI) [4] . Our real-time prototype relies on distributed agent architecture designed specifically for the Web. The software agent is based on a conversation engine using a multi-domain knowledge model and with multimodal human-computer communication interface. It also offers multilevel natural language query which communicates with one another via TCP/IP. In short, AINI or AINIBot is a conversation agent or chatterbot designed by the authors that is capable of having a meaningful conversation with the users. From another perspective, AINIBot can be considered as a software conversation robot. It uses a form of human-computer communication system which is a combination of natural language processing and multimodal communication. A human user can communicate with the developed system using typed natural language conversation. The embodied conversation agent system will reply textprompts or Text-to-Speech Synthesis together with appropriate facial-expressions.
For the purposes of this research, the application area chosen for designing the conversation agent is primarily within the context of pandemic crisis, Bird Flu using scripting and incorporation of artificial intelligence.
As illustrated in Fig. 1 , AINIBot adopts a hybrid architecture that combines multi-domain knowledge bases, multimodal interface and multilevel natural language query. Given a question, AINIBot first performs question analysis by extracting pertinent information to be used in query formulation, such as Noun Phrases and Verb Phrases. AINIBot employs an Internet three-tier, thin- client architecture that may be configured to work with any web application. It comprises of a data server, application and client layers. This Internet specific architecture offers a flexible solution to the unique implementation requirements of the AINIBot system.
Data Layer
The data server layer serves as storage for permanent data required by the system, where the pandemic knowledge bases are stored. These databases are Dictionary, Domain-Specific, Open Domain and conversation logs. The Dictionary is ispell which was first ran on TOPS-20 systems at MIT-AI lab 2 . Domain-Specific database is extracted by the Automated Knowledge Extraction Agent (AKEA) which consists of Full Parsing NLUR, FAQChat and Metadata Index. The development of AKEA has been reported in [5] which was designed to establish the knowledge base for a global crisis communication system called CCNet. CCNet was proposed during the height of the SARS epidemic in 2003. As reported in [6] , the AINIBot architecture is portable. It can be scaled up and port to any new application domain such as Bird Flu pandemic in the absence of principle approach.
The Open-Domain database is taken from the existing award winner from the Turing Test. This trained Knowledge Base is also called Annotated ALICE Artificial In-2. http://www.mit.edu/afs/sipb/project/sipb-athena/src/ispell/ telligence Markup Language (AAA) [7] where the conversation logs reside. These web-enabled databases are accessible via the SQL query standard for database connectivity using MySQL database.
Application Layer
The application server layer handles the processing of logic and information requests. Here, one or more application servers are configured to compute the dialogue logic through the multilevel natural language query algorithm as reported in [8] . In this layer we simulated goaldriven or top-down natural language query (NL-Query) approach as humans process their language. Humans examine a sentence or phrase as whole and if they do not recognize it, they will break it down into its component parts until they can recognize the parts of speech (POS). Recently in the field of AI, researchers are debating whether bottom-up or top-down approach can be best used to model human brain. Mentalese or 'language of thought' and conceptual representation support the ideas of a top-down approach [9] . However in robotic, the MIT Cog Robot Team fervently supports the bottom-up approach when modeling the human brain [10] . Top-down approaches are more often found in generation schemas [11] , rhetorical structure theory [12] and plan-based approaches [13] . These are examples of top-down approaches, where the schema or plan specifies the kind of information to be included in a generated text. The top-down approach seems to be a good model to explain how humans use their knowledge in conversation. After much literature search, we believed that in the field of NLP, it seems that the top-down approach is by far the best approach. Therefore, we use top-down approach as our NL-Query. As shown in the 
Client Layer
The user interface resides in the thin-client layer and is completely browser based which employs Multimodal Agent Markup Language (MAML) interpreter or Microsoft SAPI to handle the users interface. MAML is a prototype multimodal markup language based on XML that enables animated presentation agents or avatars. It involves a talking virtual lifelike 3D agent character that is capable of involvement in a fairly meaningful conversation. The conversation engine is Web-based and is implemented by open-source architecture employing PHP, Perl scripting language and Apache Server. The knowledge base of the system is stored in a MySQL server.
NL-Query for H5N1 Conversational Agent System
The AINIBot domain knowledge model usually incorporates several knowledge domains. This is similar to the merging of expertise and knowledge from one or more experts. A "sales" domain knowledge for instance, would contain expertise on improving sales, but it would also incorporate with an Open-Domain knowledge. Multiple domain knowledge, merged into the AINIBot's single domain knowledge would give the users a meaningful conversation.
In this paper, Bird Flu pandemic is our DomainSpecific research focus. This is because, H5N1 pandemic has become increasingly important to demonstrate this research in real-world applications. According to the Wall Street Journal Online [14] , this pandemic could be worse than that relatively mild one, and even worse than the deadliest of the past century, in 1918, which killed at least 20 million people at a time when the world had a smaller population which traveled less. In addition, the World Health Organization estimates the H5N1 virus could infect up to 30 percent of the world's population. Shigeru Omi, the WHO official who issued a warning, said that estimates of 2-7 million deaths were "conservative" and that the maximum range could go as high as 50 million deaths [15] .
We pre-defined the Open-Domain and DomainSpecific in the data layer. Based on the type of input provided by the user, the agent's response state moves smoothly from one domain knowledge base and NLquery Level to another respectively as shown in the Fig. 2 . According to K. Mori et al. [16] , these two intermediate states transition called "Reluctant" and "Concede".
Even though the conversation agent allows the user to carry the conversation beyond their domain knowledge, however the conversational agent will continue to remind and recall the user by bringing back to the current topic of the presentation. This is to convey and direct the users' attention to move back to its original Open-Domain or Domain-Specific state. However, the priority will be Domain-Specific. Therefore, the conversation agent will always give higher priority to Domain-Specific in an attempt to keep the user focused on the topic of the pre- sentation. An example of interaction domain knowledge model and NL-Query conversation between Isabel and AINIBot on the bird flu pandemic is shown in Fig. 3. 
Experimental Setup
In our experiment, we used three chatterbots, ELIZABot, ALICEBot and AINIBot. ELIZABot is the best known Artificial Intelligence program in the world. It is also one of the oldest. Created in the early 1960's by MIT scientist Joseph Weizenbaum [17] and named after Eliza Doolittle, its mission was to attempt to replicate the conversation between a psychoanalyst and a patient. ALICEBot [18] was general conversation robot which was an off-the-shelf ALICE ProgramD chatterbot loaded with the Annotated ALICE Artificial Intelligence Markup Language (AAA) rule set consisting of knowledge base of approximately 46,424 categories that can be freely obtained from www.alicebot.org. Each of the knowledge categories consists of a pattern to match against the user's input and a template response corresponding to the pattern. ALICEBot wons three times Turing Test [7] . However AINIBot, was essentially identical to ALICEBot except that the knowledge base has been enhanced with Pendemic Domain-specific knowledge base which was extracted using AKEA and parsing with full Natural Language Understanding engine.
We have designed a Response Satisfaction metric for this experiment. Response Satisfaction is measured for each user input/response pair on a Likert scale of one to seven. This measure is then aggregated for each chatterbot and is therefore the summation of all Response Satisfaction scores for the chatterbot divided by the total number of user inputs.
In this control experiment, domain responses are expected to be more effective than dialog. The control dialog set question was given as shown in Fig. 3 . The Response Satisfaction measures of the ELIZABot, ALICEBot and AINIBot are broken down into constituent dialog and domain knowledge responses and calculated against one another. The control dialog question set was submitted to the three difference URLs 3 where the three chatterbot engines was reside. The responses of the queries are displayed in three frames in the single windows interface as shown in Fig. 4. 
Results from Selected Conversation Logs in H5N1
As shown in Fig. 4 , given the question "Where did bird flu occur?," ELIZABot will response "Please go on." which is an incorrect answer generated randomly from ELIZABot knowledge base. This answer tries to encourage the user to continue with the conversation. For the ALICEBot, instead of giving a random answer, 'she' tries to convince the user by guessing the question from the wh-question "where" token. Therefore, ALICEBot generates an uncertain answer "I think it was in America. I will try to find out." However for AINIBot, the response was "Thailand, Malaysia, Vietnam, Germany" which is generated from the Domain-specific knowledge base using Natural Language Understanding parsing from the Level 1. In this query, four answers were discovered by AINIBot which they come from difference sources 4 extracted from AKEA. In our observation, ELIZABot and ALICEBot are unable to answer domain-specific question. But this is not the case with AINIBot. The full control dialog test set generated by AINIBot is shown in Fig. 3 .
From this AINIBot conversation logs, the transition states in dialog pair A1-A4 and C1-C2 used OpenDomain from the NL-Query Level 4 where pattern matching and case base reasoning (PMCBR) approach has been carried out. In the dialog pair B1, the NL-query cannot proceed because the system found an error. The word "today" was misspelled as [toda] which has been highlighted in the response. In the dialog pair D1-D2, NL-Query Level 3 has been imposed where the search done by identifying the keyword or phrase using probabilistic or statistical approaches from the metadata index. In the dialog pair E1, FAQChat approach captured the logical ontology of a given domain. In this Level 2, FAQChat is constrained to reply with the given Answers without NL generation to recreate well formed answers. However in dialog pair F1-F2, full-discourse NLUR through Network Based Advanced Reasoning technique with Domain-specific has been used. In the dialog pair, G1 shows that the AINIBot is unable to answer user question but she will forward the random statement such as "I would do a search for it.", "Did I misunderstand your meaning?", "That's an interesting question.", "I'll come back to that in a minute" etc. and these statements will be monitored and submitted into the unanswered conversation logs data layer. In this Level 5, domain expert will be responsible to pick up the proper matching result from a list of possible matches. Finally, the newly generated matching rules subsequently will be stored and upgraded into the Domain-specific knowledge set. Another significant result shows that in the dialog pair G2, the user had control of the conversation although the agent reminded the user of the topic of the current presentation in the dialog pair F2. In addition, in the Level 5, the domain expert can also integrate the answer with relevance source from the internet using the "URL Push" technique. This will make the conversation more interesting and the information forwarded to the user is up-to-date.
Discussion and Conclusion
Despite all the advances in Internet, search technology and dialog system, it is still difficult for appropriate answers to be provided. AINIBot strives to be an effective means to provide answers from the Internet.
In this experiment we may conclude that the use of a chatterbot as a knowledge acquisition tool appears to be a reliable instrument in gathering both conversation and domain-related knowledge. In addition, natural language dialog systems AINIBot in particular, shows a promising future in domain-restricted areas. Although we studied only one particular area of domain expertise in pandemic Bird flu, it would be useful to further pursue other domains. We also need to test the flexibility of AINIBot system as well. Furthermore, we found that domainspecific knowledge acquisition has higher Response Satisfaction levels than the corresponding conversational-style responses. This is regardless of the chatterbot being involved.
In conclusion, it can be anticipated that Embodied Conversational Agent will play an important role in popularizing the concept of conversational agent. This will pave the way for more humanoid user interface based on human language technologies. Based on this experiment,
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Journal of Advanced Computational Intelligence Vol.11 No.3, 2007 and Intelligent Informatics the top-down NL-query approach shows more natural and appropriate behavior. In this paper, we only worked on selected pandemic crisis websites where we performed knowledge extraction for Domain-Specific databases on the server. Although we simulated the proxy conversation log, it is expected that new results from other conversation sessions will be different from the results referred in this paper.
