People regularly use web search and social media to investigate health related issues. This type of Internet data might contain "misinformation" i.e incorrect information which contradicts current established medical understanding. If people are influenced by the presented misinformation in these sources, they can make harmful decisions about their health. Our research goal is to investigate the affect of Internet data on people's health. Our current findings suggest that people can be potentially harmed by search engine results. Furthermore, we successfully built a high precision approach to track misinformation in social media. In this paper, we briefly discuss our ongoing work results. Thereafter, we propose a research plan to understand possible mechanisms of misinformation's effect on people and possible impacts of these misinformation on public health.
INTRODUCTION
The massive amount of information and its accessibility on the Internet makes it easier for people to seek health related issues using online search. It has been reported that 44% of people had changed their decisions about how to treat an illness after consulting online search results [12] . However, online information is not always correct which suggests that there is a huge threat on people's health when using online resources. Towards this direction, my PhD research thesis tackles the research question of how web search and social media interactions affect human beliefs and how to protect public health awareness against harmful content. In the following sections, I briefly present a description of my proposed research followed by the research methodology and future plans.
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DESCRIPTION OF PROPOSED RESEARCH
During my doctoral dissertation, I plan to use mixed-methods approach in order to undestand how online incorrect information affects people's health. Similar to [3] , we define misinformation as a peace of information spreading in the media confirmed to be false by reliable sources. The proposed research has the following two major research aspects:
• Misinformation in web search: Using controlled experiments to measure the positive and negative influence of search results on people's health-care decisions (whether or not to take a treatment) and the main causes of this influence. Examples of factors that may affect people's decision making, which we plan to explore, are: prior-knowledge, the trustworthiness of sources, visual display quality and the quality of information.
• Misinformation in social media: Using machine learning methods to detect misinformation messages. In this regard, we plan to explore how the volume of misinformation relates to real-world human behavior through social media. We will investigate how misinformation dynamics affect people's health-care decisions (whether or not to visit hospitals or to immunize) or explore the affect of misinformation on anxiety level and what are the resulting implications (high hospitals visits, low birth rate). Further, we plan to explore online health misinformation susceptible cohorts.
CURRENT RESULTS
My proposed research will be built on prior work as well as my own recent conducted work which I summarize as follows: Building on prior work, where authors [2, 10, 13, 14] designed user studies to understand how trust, source reliability and prior knowledge influence health decision making, my colleagues and I conducted a controlled laboratory study, with 60 participants (all students), where we biased search results towards correct or incorrect information for 10 different medical treatments aiming to determine the extent to which people can be influenced by search engine results. We found that search engine results can significantly influence people both positively and negatively. Results biased towards correct information can lead to increased accuracy up to 70%, while lowering harmful decisions from 20% to 6%. Conversely, results biased towards incorrect information significantly reduces accuracy from 43% to 23%Furthermore, people tend to be more negatively influenced when exposed to incorrect web pages than when no search engine results exist. The findings of this project suggest that search engine researchers need to build more robust algorithms that take into account the correctness of results in addition to relevance when evaluating pages.
Moving to social media where literature work [6] [7] [8] [9] aimed at detecting sickness and understanding rumor spread. In this context, I was recently working with my colleagues in a project where we aimed at detecting health related rumors and tracking rumors' spread in Twitter. This work is the first of its kind to relate health informatics, machine learning and social network analysis to detect health-related rumors in a social media site. We chose Zika virus as a case study in tracking misinformation around health concerns in Twitter. Using Twitter API, we collected more than 13 million tweets regarding the Zika outbreak. We used high-precision approaches such as Latent Dirichlet allocation topic model and keyword search to capture rumors, outlined by the World Health Organization. Later, we identified their geographic distribution and propagation over time. Finally, we used machine learning techniques to build an automatic classifier with a 98% precision to identify rumor-bearing tweets for a specific Zika related questionable topic. Results showed an extremely bursty behavior of rumor-related topics: Tweets of humor/jokes nature and the ones of pedestrian nature maintained a longer presence than those originated by advocacy websites. The findings of this work help public health authorities control the communication during health crisis and act upon rising rumors.
PROPOSED RESEARCH METHODOLOGY
Extending the work about the positive and negative influence of search engine results, we are planning to design controlled laboratory studies in order to understand the reasons behind people being influenced by online search results. People might be influenced because of a large number of factors, such as: prior-knowledge, the trustworthiness of sources, visual display aids. For space limitation reasons, we will only explain the experimental setup of one user study that looks into the affect of the prior-knowledge factor. During this specific study, we will ask about the efficacy of two types of medical treatments: treatments that are popular for a specific medical condition, assuming people already have a prior knowledge about them, and rare treatments for medical condition that few people know about. Later, we will ask participants to decide whether the treatment is helpful or not for the specific medical condition after being exposed to correct and incorrect search result pages. Based on the participants' answers, if there is a statistical significance between popular and non-popular treatments, then prior-knowledge has an impact on people's health-care decisions.
Second, building on our prior work that detects and tracks rumors in social media, we plan to understand the effect of healthrelated rumors in social media on people's behavior i.e. whether people talking about a rumor are more likely to have some specific event/outcome/personal experience. To achieve this, we will first build a medical rumor classifier that identifies who is spreading rumors and we plan to incorporate the following set of features that, to the best of our knowledge, have not yet been used for similar purposes. Word embedding features: we will compute these features as we expect that text rumors share certain semantic features. Medical features: we will use MetaMap tool in order to identify Metathesaurus concepts referred in a text [1] . Reliability of resources: we will identify the truthfulness of sources using Health On the Net tool 1 that lists over 7,300 certified trusted medical websites and BotOrNot tool that computes the likelihood that a Twitter account is a bot [5] . Memorability features: based on Danescu-Niculescu-Mizil et al. [4] 's work, we plan to measure a text memorability score.
Next, we aim to understand how the detected rumors affect people's health-care decisions. Inspired by the work done by Olteanu et al. [11] , we plan to use stratified propensity score matching analysis in order to understand possible personal experiences rumor cohorts might have. We define the treatment group as people who spread specific rumor about a health related topic and the control group as people who do not spread the health rumor but rather general information or clarification about the health topic. Possible outcomes we might be looking at are: word likelihood/distribution explaning personal experiences behavior [7, 8] , anxiety level and emotions level changes, possible medical related outcomes: hospital visits, immunization decisions, social network behavior: are people spreading rumors more likely to have larger network than other? Do people spread rumors to be more famous? and the tweeting behavior: rates after talking about rumors: we can look if control people are more important than influential/treatment people in passing on a rumor.
CONCLUSION
Through this report, we present two approaches to address misinformation in search and in social media. After measuring the effect of misinformation in search results, we propose future directions to understand the reasons behind misinformation influence on people's heath-care decisions. This work helps better understand people's health decision when searching for information online, and also helps researchers improve search engine results for the public health benefit. Next, we aim at understanding how rumors affect real health-care behavior. This work is important toimprove health crisis management, where health authorities need to manage efficiently resources during massive waist caused by rumors.
