Introduction
Sign languages produced by Deaf people in everyday conversation differ in some interesting ways from spoken languages. Sign languages are perceived by the eyes and articulated through movements of the hands and the face, while spoken languages are perceived primarily by the ears and articulated through movements of the mouth and vocal tract. In spite of these fundamental differences in 'signal properties' the past 30 years of research on different sign languages has demonstrated that in several domains (e.g. comprehension, production and first language acquisition) there are remarkably similar patterns across the speech and sign modalities at both the behavioral and the neural level (Emmorey, 2002; MacSweeney et al., 2008) . Through examinations of these similarities, and of differences between modalities, we are beginning to understand more about how sign languages and more generally the faculty of 'language' works.
The question we ask in this chapter is this: What parts of the sign guide sign recognition in Deaf people looking at the signing stream? We know that vowels and consonants have different roles in speech recognition (van Ooijen, 1996) , so it is possible that the main parameters of signs contribute in different ways to their recognition. This question relates to an emerging area of sign language linguistics, which looks at the parameters of signs and how they combine (i.e., the phonotactics of sign language), and at how parameters contribute to how signs are perceived and understood. In this chapter we first outline some of this related research. We then describe our research on segmentation in sign language. In particular, we describe our methods based on a sign-spotting task (derived from the word-spotting task as developed for spoken language by Cutler and Norris, 1988) . Using the sign-spotting task, we tested the segmentation of real signs embedded in nonsense contexts (Orfanidou, Adam, Morgan & McQueen, 2010) . During the task participants sometimes misperceived nonsense signs as real signs, just as listeners sometimes misperceive spoken nonsense words as real words in the word-spotting task (van Ooijen, 1996) . These misperceptions of nonsense signs as real signs can give us some important clues to what parts of the sign are important in sign comprehension.
The Phonological Structure Of Signs
The study of the phonological structure of visual-spatial languages such as American Sign Language (ASL) or British Sign Language (BSL) has revealed that they have a level of linguistic organization based on a set of parameters that are meaningless in isolation but become meaningful in combination. The main parameters of a sign identified by Stokoe, Casterline and Croneberg (1965) were handshape, movement, and location. Although there is no set of defined rules on sign well-formedness in BSL, studies in ASL sign phonology (Brentari, 1998; Sandler, 1989) agree that these three parameters must always be present in a sign. Others have suggested the addition of two other components: orientation (the direction in which the palm and fingers face) and facial expression (Liddell & Johnson, 1989) .
The location parameter specifies where the hand is located in space in relation to the body (e.g., chest, nose, head, chin), the movement parameter describes how the hand moves in the sign space (e.g., arc, circle, and with internal movements such as wiggling fingers), and the handshape parameter indicates the form the hand itself takes (e.g., fist, flat hand or indexfinger pointing). These parameters combine in rule-governed ways to create lexical signs with meanings (Brentari, 1998; Stokoe, 1960; Sutton-Spence & Woll, 1999) . Based on these parameters, there are minimal pairs of signs which differ in only one parameter. For example, the BSL sign meaning NAME uses the same handshape and movement parameters as the sign AFTERNOON, but they differ in location. Path movements are considered to be the "vowels" of signs (Liddell & Johnson, 1989) , and locations are considered to be the "consonants" of signs (Brentari, 1998) .
Sign parameters are also implicated in sign comprehension and production. In particular, different parameters appear to contribute in different ways to sign processing (Carreiras, Gutierrez-Sigut, Baquero, & Corina, 2008; Corina & Emmorey, 1993; Corina & Knapp, 2006; Dye & Shih, 2006; Emmorey & Corina, 1990) .
An experiment on sign segmentation and misperception
We began this research project by asking how sign comprehenders segment continuous signed input into discrete lexical units during sign comprehension. Much more is known about the segmentation and recognition of lexical units in speech than in sign language. In our research into sign language segmentation we therefore began by testing the predictions of a theory derived from research on spoken language segmentation. It has been proposed that listeners segment continuous speech so as to leave no residues that themselves are not viable words (Norris, McQueen, Cutler, & Butterfield, 1997) . More specifically, according to the Possible Word Constraint (PWC), a lexical hypothesis is disfavored if the stretch of speech between the edge (the beginning or end) of that word and a likely word boundary does not contain a vowel. A stretch of speech without a vowel is not a possible word (in English and most other spoken languages) and thus cannot be part of a meaningful lexical parse. When listeners hear the phrase "sign comprehension", for example, they will entertain not only the hypothesis that they might have heard "sign" but also that they might have heard "sigh" (for review of the evidence on the parallel evaluation of multiple lexical hypotheses during speech recognition, see McQueen, 2007) . But the stretch of speech between the end of "sigh" and the likely word boundary between the [n] of "sign" and the [k] (McQueen, 1998) . Thus, a spuriously embedded word such as "sigh" in "sign" will be disfavored, making it easier for the listener to reject "sigh" and hence recognize the word the speaker intended: "sign".
The question we asked (Orfanidou et al., 2010) was whether sign comprehenders would have the same kind of segmentation procedure available to them, to help them segment continuous signed language into individual signs. There were two reasons to suppose that they would. First, in spite of the substantial physical differences between signed and spoken languages, sign comprehenders and listeners have the same computational problem to solve: How to segment meaningful units out of a quasi-continuous input stream? Since listeners appear to have a lexical viability constraint to help them segment speech, it was at least plausible that sign comprehenders would have a similar procedure to help them segment signed input. Second, experiments across a variety of spoken languages (e.g., English, Norris et al., 1997; Dutch, McQueen, 1998; Japanese, McQueen, Otake & Cutler, 2001; Sesotho, Cutler, Demuth & McQueen, 2002) have repeatedly found evidence for the operation of the PWC. This is true even in languages where a subset of single consonants are closed-class words -as in Slovak, which has four vowel-less single-consonant prepositions (Hanulíková, McQueen & Mitterer, 2010) . We thus asked whether the PWC does indeed apply in BSL.
3.1 How would the PWC apply to sign languages?
Our study into lexical segmentation (Orfanidou et al., 2010) investigated how Deaf BSL users perceive real BSL signs embedded in BSL nonsense signs. We adapted for use with BSL a method previously used to examine segmentation in the spoken-language domain: the word-spotting task (Cutler & Norris, 1988; McQueen, 1996) . In word spotting, listeners hear a list of nonsense sequences, press a response button when they detect a real word embedded in the nonsense, and then say aloud the word that they have spotted. The target real words are not specified in advance, and so must be segmented and recognized just like words in normal continuous speech. For example, in the first test of the PWC, English listeners spotted words such as "apple" more slowly and less accurately in "fapple" than in "vuffapple" (Norris et al., 1997) , even when the words and contexts were cross-spliced (e.g., the "apple" from "fapple" spliced onto the "vuff" from "vuffapple", and the "apple" from "vuffapple" spliced onto the "f" from "fapple"), thus controlling for any acoustic differences between the tokens of the target words. In sequences such as "fapple" there is an impossible English word preceding the target "apple" (the single consonant "f"). Following the predictions of the PWC, word spotting was easier for contexts where the targets were preceded by possible words, as in "vuffapple" ("vuff" is not an English word, but could be).
In the sign language version of this task we created possible and impossible nonsense signs and paired them with real sign targets. Deaf BSL users saw nonsense sequences consisting of two signs. On some trials, the second sign was a real BSL sign. The participants' task was to press a button when they spotted BSL signs, and then to sign them to camera. We predicted that, if BSL signers use a lexical viability constraint (i.e., a PWC procedure) in sign segmentation, then they would find it more difficult to spot a BSL sign in the context of an impossible nonsense sign (which is not a viable member of the BSL lexicon), and thus should not be easily accepted as a residue in sign segmentation) than in the context of a possible nonsense sign (which is a potential BSL word, and thus a more acceptable residue). One possible difference with the speech situation is that both fapple and vuffapple are themselves possible words, whereas in sign a sequence of two signs probably cannot be seen as a single sign. Such a sequence could be two signs in the process of becoming compounds, but there are fairly strict limits on what can count as a simple sign (e.g., the sequence should usually involve not more than two changes). Nevertheless, the task in both modalities measures the ability of the participant to spot a real word or sign in a longer nonsense sequence, and hence whether this is easier or harder as a function of the residue that is left over. The fact that the complete sequences in the spoken modality are themselves possible words, while those in the sign modality probably are not, simply makes the task (across conditions) harder in the spoken modality.
The way the sign-spotting task was set up (i.e., the presence of nonsense signs in the materials) also gave us the opportunity to look at misperception errors of nonsense signs as real signs and thus to examine the role that each of the different phonological parameters of BSL play in sign recognition. This analysis paralleled previous analyses of misperceptions in spoken wordspotting. Van Ooijen (1996) found that misperceptions of spoken nonsense words more often involved a misperception of a vowel (e.g., listeners saying they heard "less" when they heard "feliss") than a misperception of a consonant (e.g., listeners saying they heard "miss" when they heard "feliss"). Van Ooijen argued that consonants are therefore more important than vowels in constraining lexical access. Previous research on BSL and ASL (e.g., Dye & Shih, 2006; Emmorey & Corina, 1990; Hildebrandt & Corina, 2002) , including developmental (e.g., Karnopp, 2002; Meier, 2000; Morgan, 2006; Siedlecki & Bonvillian, 1993) as well as neuropsychological studies (Corina, 2000) , has found differences between parameters in sign comprehension and production. Would there thus be differences between parameters in sign misperceptions? If so, these differences would provide insights into the relative importance of different parameters during the recognition of lexical signs. The sign-spotting task methodology, new to sign-language research, therefore has the capacity to advance understanding not only of how continuous sign is segmented into discrete lexical units, but also of how sign parameters are used in lexical access.
Stimuli
We wanted to look at how signers perceive real signs in the context of nonsense signs. There were 32 real BSL signs: DOG, DUCK, NUT, LIGHT, EGG, WINE, CURTAINS, CASTLE, MOON, POLICE, HOUSE, TREE, MONKEY, TROUSERS, SHIRT, BANANA, AEROPLANE, SISTER, NAME, PIANO, ALARM, SPORT, WEEKEND, AFTERNOON, BOY, THEATRE, UNIVERSITY, GOLD, HOLIDAY, UMBRELLA, HOSPITAL, and BANK. There were two sets of signs which needed to be in the stimuli along with these target signs: possible nonsense signs and impossible nonsense signs. The possible nonsense signs were made by replacing one or two phonological parameters of a real BSL sign (i.e., handshape, movement, location and orientation). The possible nonsense signs were judged to be legal by four native signers of BSL. The impossible nonsense signs were illegal combinations of these phonological parameters (as outlined for ASL and potentially other sign languages by Brentari, 2006) . These signs were judged to be illegal by four native signers of BSL. In order to make the impossible sign stimuli, we used illegal parameter combinations (i.e., phonotactically illegal combinations of handshape, movement, location and orientation). For example, it is extremely rare in BSL to see a non-compound lexical sign with a movement between two different phonological locations (e.g., from head to non-dominant hand). Both sets of nonsense signs included a variety of handshapes (marked and unmarked), locations (major body areas -head, trunk, neutral space, non-dominant hand -and specific locations within these major areas), and movements (straight, arc, circle and internal movements such as aperture changes). Ten of the nonsense signs in first position were disyllabic (i.e., had two movements; Brentari, 2006) . In these cases, either the same movement was repeated, or a circle and straight movement were combined. There were no other combinations (such as straight and arc, straight and circle). We coded the stimuli in terms of these types of phonological complexity (i.e., in terms of which and how many phonological parameters they included: handshape, path movement, internal movement, location, orientation and one or two hands). The 32 pairs of possible and impossible nonsense signs (one pair for each target sign) could therefore be matched for complexity (for further details, see Orfanidou, Adam, McQueen & Morgan, 2009) .
In addition to these 64 target-bearing sequences (32 targets each paired with a possible and an impossible nonsense sign) there were a further 64 filler sequences containing no real BSL sign (32 sequences of two possible nonsense signs and 32 sequences of an impossible nonsense sign followed by a possible nonsense sign). The possible and impossible nonsense signs in the fillers were made in the same way as those in the target-bearing items.
All the nonsense signs were reviewed by four native Deaf signers of BSL and were judged by them as being nonexistent signs in BSL or in its regional dialects, and also as being possible or impossible. A Deaf native BSL signer (the first author) practiced each sign in isolation and then produced them in the specified two-sign sequences (either, for the target-bearing sequences, a nonsense sign followed by a real sign, or, for the filler sequences, a pair of nonsense signs). The materials were filmed in a professional studio with a blue background; video clips were then edited into separate files using iMovie software. The signer recorded the stimuli in a seated position. Video clips showed the signer's head, his body from the waist up, and his arms. Fifty-two deaf BSL signers aged between 18 and 60 years took part. Twentynine were native deaf BSL signers (who had first been exposed to sign before age 5), 10 were childhood BSL signers (who had first been exposed to sign between age 6 and age 12), and 13 were adolescent BSL signers (who had not been exposed to sign before age 12). There were some differences in performance between these groups but in this chapter we will deal only with phonological parameter errors collapsed across all three groups (see Orfanidou et al., 2009 for the group differences).
Procedure
This study was carried out using DMDX (Forster & Forster, 2003) on a 19-inch computer screen. (DMDX is experiment-running software that controls screen and stimulus presentation and timing, and records responses and their timing.) The experiment started with a practice block which was followed by two blocks of the main experiment, each of which had 32 nonsense combinations (fillers) and 16 combinations of nonsense signs followed by a real BSL sign (target-bearing items). Participants were asked to press a button on a button-box if they saw a real BSL sign and then sign just the single sign that they thought they saw to a camera. Further procedural details can be found in Orfanidou et al. (2009 Orfanidou et al. ( , 2010 .
Summary of results
Participants correctly spotted approximately 75% of the target signs (for comparison, participants in Experiment 1 in the Norris et al. 1997 study spotted approximately 60% of the targets with preceding nonsense contexts). As reported in detail elsewhere (Orfanidou et al., 2010) , participants found it harder to spot real BSL signs embedded in nonsense-sign contexts which were impossible BSL signs (2742 ms and 25% error rate) than in nonsensesign contexts which were possible BSL signs (2702 ms and 22% error rate). It appears that a lexical viability constraint is applied in sign segmentation, just like in the segmentation of spoken language. Here we report on the participants misperceptions of the nonsense signs as real BSL signs. A more extensive report of these misperceptions, including statistical analyses supporting the following summary, is given in Orfanidou et al. (2009) .
Most false alarms were to nonsense signs in second position. However, although the target signs were always second in a pair of signs, subjects sometimes identified the first sign as a target sign. Note that they were not informed that only the second sign could be a proper sign. When subjects reported they had seen a real BSL sign when in fact it had been a nonsense sign, they changed some aspect of the sign in order to make it more like a real sign. We define here three types of major phonological parameter: Handshape, Movement, and Location (cf. Stokoe et al., 1965; Brentari, 1998) . It is important to note that sign-internal movements (e.g., changes in aperture, wiggling, twisting, and bouncing) can be classified either as "Hand" parameters (Sandler, 1989) or as "Movement" parameters (Brentari, 1998) . Here, we take the latter option, and classify internal movements along with path movements (i.e., straight, arc or circle movements). Analyses based on other categorisations of the data are given in Orfanidou et al. (2009) .
We also defined five different types of error: Substitutions (substituting a parameter in the stimulus with a different one; e.g., an arc movement substituted by a straight movement); Omissions (omitting a stimulus parameter from the response); Reductions (reducing a parameter; e.g., a smaller movement); Additions (adding a parameter); and Fusions (blending of parameters across the two signs in the stimulus, e.g., blending a index-extended handshape with a pinky-extended handshape to produce an index-and pinkyextended handshape). There were very few fusions, so they were therefore omitted from the present analysis.
In summary, therefore, we looked at each of the participants' false alarms in sign spotting and how a major parameter (handshape, movement or location) underwent substitution, omission, reduction or addition errors. We found differences between the three major phonological parameters in the four types of errors. This is shown in Table 1. Note that these errors were made when subjects attempted to repair a sign by making it into a real sign, regardless of whether the input was an impossible or a possible nonsense sign. 
Movement
Movement (path and internal movements) was the parameter most frequently perceived erroneously. The most frequent error type was omission, but substitutions were also quite common. The behaviour of the participants in these cases of substitution and omission was consistent with the phonotactics of BSL. For example, some combinations of path movements (e.g., arc plus straight movements) are not permissible in BSL. The path substitutions can thus be characterized as simplifications, in which a marked arc or circle movement was substituted by an unmarked straight movement, or as legalizations, where the misperception consisted of a permissible combination of path movements.
One reason why movement is more likely to be misperceived than location is that movement is more variable than location. Movements have different sizes and speeds (e.g., in different communicative settings) while locations are more fixed. Movements can also be reduced in magnitude when a signer copies the signs of the current conversational turn holder by way of feedback to the turn-holder. If sign comprehenders normally have to cope with variability in movements, then they may be more willing to change how they interpret movements, and thus more prone to movement misperceptions.
Handshape
The most frequent error type involving the handshape parameter was a substitution error, particularly where subjects replaced a more marked handshape with a less marked one. The fragility of handshape perception has been reported in several previous studies on sign language processing (Carreiras et al., 2008; Corina & Emmorey, 1993; Corina & Knapp, 2006; Dye & Shih, 2006; Emmorey & Corina, 1990) . This is potentially related to the large inventory size and the reduced saliency of the handshape parameter, especially for complicated, marked handshapes, which are harder to perceive and to produce than unmarked handshapes. The substitution of a marked handshape with an unmarked one is an example of simplification, which has also been documented in developmental studies of speech (Smith, 1973) and sign (e.g., Morgan, 2006) .
With respect to omission errors with handshapes, when there were two handshapes in the nonsense sign, one of those two handshapes was always deleted. Omissions of handshapes usually involved the second handshape in the nonsense sign, but sometimes an unmarked handshape was substituted for the second handshape instead of being omitted. The behaviour of the signers in the present task is thus consistent with the phonotactic structure of BSL, which shows a preference for unmarked handshapes across the board (i.e., even when there are two handshapes in a sign).
Location
We found that the location parameter was the least affected major phonological parameter. As with movement, the most frequently occurring type of error was omission. In line with the phonotactics-based account, omissions of the second location in the nonsense sign resulted in an acceptable phonotactic structure.
As location had the fewest errors, it may be said that this is the least ambiguous parameter and that it is the most important parameter for sign recognition. This may be due to the fact that, from a perceptual point of view, the location of a sign is easier to perceive than its handshape and movement. Data from non-signers in a non-sign repetition task provide some support of this idea. Mann, Marshall, Mason & Morgan (2010) carried out a study where Deaf signing and hearing non-signing children were asked to repeat single legal nonsense signs and their productions were scored for accuracy. Non-signers were able to repeat location information without difficulty, but made more mistakes in repeating handshapes and movements. Location thus appears to be the easiest of the major parameters to perceive accurately for individuals who do not know sign language and for whom the task is thus purely perceptual. However, given that data from non-signers cannot be related in a straightforward manner to the behaviour of signers (for whom the task is not only perceptual but also linguistic), we will refrain from making any strong conclusions based on these data.
Sign legality
While participants often used phonotactic knowledge to correct illegal signs, this tendency cannot explain all of the data. In an additional analysis we examined only the errors that were made to signs in first position in the filler nonsense sequences (remember that half of these were impossible signs and half were possible signs). A purely phonotactics-based account of the process underlying sign misperceptions would predict that all false alarms would be in response to illegal signs (i.e., would be attempts to legalize the input), and that no false alarms would be made to legal signs (because in these cases there is nothing to legalize). In contradiction of this prediction, we did not find significantly more errors for the nonsense signs in first position that violated phonotactic constraints of BSL (i.e., the impossible signs; 95 errors in total) than for nonsense signs that did not (i.e., the possible signs; 81 errors in total).
Discussion
The different levels of misperceptions of parameters possibly indicate that each of these parameters has a different role in the sign recognition process. In previous research involving priming tasks, inhibition between primes and targets sharing location (Carreiras et al., 2008; Corina & Emmorey, 1993) has been interpreted as evidence that location is present in the early stages of sign recognition. Location has also been found to be the first parameter to be identified in gating tasks (Emmorey & Corina, 1990; Grosjean, 1981) , Corina and Knapp (2006) . This suggests that the elements in words and signs that are recognized first may be more important for recognition than other elements.
Like vowels and consonants in speech, the sign parameters also differ in inventory size and saliency, as well as in articulatory variability. The BSL dictionary (British Deaf Association, 1992) gives an inventory of 57 different handshapes, but only 36 different locations, and 34 types of movement (including internal movements). Handshape is frequently involved in production errors (Hohenberger, Happ, & Leuninger, 2002) because of the combination of a large inventory size and the fine motor skills which are required to deal with the various hand configurations. These factors can lead to errors during sign production. Although there are no more movements than locations, researchers are not in agreement about how these movements are classified or categorized. The movement inventory is also greatly increased both because of the use of movement in classifier constructions for example (which lead to variations in speed, size and rhythm, which have morphemic status in BSL) and because of the use of movement in poetry (Sandler & Lillo-Martin, 2006) . It is important to note, however, that analyses of effects of vowel inventory size in spoken-language processing (Cutler, Sebastián-Gallés, Soler-Vilageliu, & van Ooijen, 2000) have shown that the size of the vowel inventory does not change the amount of weight assigned to vocalic information in speech perception. It is thus less likely that parameter inventory size influences sign (mis)perception.
Perceptual saliency may provide another explanation for differences in perception accuracy of the parameters. The small articulators (hand, fingers) reduce the handshape parameter's perceptual saliency, increasing the likelihood of errors. Movements on the other hand are easier to perceive and are considered to be a sign's most sonorous element (e.g., Brentari, 1990; Coulter & Anderson, 1992; Perlmutter, 1992) . For this reason they are more salient than handshapes and locations (but the combination of movement and location are possibly the most salient aspect of a sign; Corina & Knapp, 2006; Dye & Shih, 2006; Hildebrandt & Corina, 2002) . The fact that salient movements were more often misperceived than less salient handshapes, however, makes it unlikely that saliency is the sole source of these parameter differences.
We have also suggested that amount of variability may be a possible reason for the observed differences in misperception rate across parameters. In particular, as noted earlier, movements are more variable than locations. But it has also been suggested that location is more variable than handshape (Emmorey, McCullough, & Brentari, 2003) . Thus, while greater variability is associated with more errors in one case (movement vs. location), it is associated with fewer errors in another case (location vs. handshape). Again, it appears that variability is not the source of the parameter effect.
A more likely explanation for the difference in proportion of misperceptions across parameters is one based on perceptual ambiguity. The location parameter is the least ambiguous and can be recognized the fastest (Carreiras et al., 2008; Corina & Emmorey, 1993; Corina & Knapp, 2006; Emmorey & Corina, 1990; Grosjean, 1981) . One reason why location may be relatively unambiguous is that it is a static parameter (i.e., it does not change over time). In contrast, movement may be more perceptually ambiguous, and thus recognized the most slowly (Grosjean, 1981; Thompson, Emmorey & Gollan, 2005) , because it is a dynamic parameter (movements, by definition, change over time, so they will necessarily take more time to recognize). Consistent with this perceptual ambiguity account, it appears that the parameter that is recognized the fastest, location, is the least prone to errors in lexical access, while the parameter that is recognized the slowest, movement, is the most prone to errors in lexical access.
This may not be a complete account, however, since handshape, like location, is a static parameter that ought to be recognized relatively easily, and yet there are more handshape than location errors. One possible explanation for this difference is that, in spite of their static nature, handshapes are more perceptually ambiguous than locations (perhaps because, as discussed above, handshape information is perceptually less salient than location infor-mation). Another (not mutually exclusive) possibility is that location information constrains lexical search more extensively than handshape information, making recognition of sign location more robust. Once a major body location has been identified, all other locations are ruled out, helping narrow the search to the subset of signs in that particular location. Handshape (and movement) parameters do not constrain lexical search in this way. It appears that comprehenders of BSL indeed use location cues to narrow lexical search during sign recognition (Orfanidou, Adam, McQueen & Morgan, 2008) . Future research will be required to establish which components (perceptual ambiguity and saliency, lexical constraints) contribute to the observed ranking of parameters in sign misperceptions.
It is important to note that while phonotactic knowledge appeared to be used regularly in the misperceptions, resulting in simplifications and legalizations which obeyed the phonotactic constraints of BSL, phonotactic legality cannot provide a complete account of the participants' behaviour. As mentioned earlier, misperceptions of impossible signs were not more frequent than misperceptions of possible signs. It thus appears that while phonotactic knowledge was frequently used during the process of generating a misperceived sign, phonotactic irregularity was not necessary to trigger the misperceptions in the first place. In the real world of sign comprehension, where the input is presumably usually phonotactically legal, misperceptions can of course still arise. Imperfections in articulation, signal transmission and perception can all be sufficient to generate occasional misperceptions.
In conclusion, our data from errors in sign spotting are similar to errors in spoken language word spotting. Van Ooijen (1996) found that speakers changed the vocalic characteristics of the original stimuli most frequently, that is, that vowel changes outnumbered consonant changes. This finding is reflected in the present study, where there were more errors with movement, which is seen as vocalic (Liddell & Johnson, 1989) , than with location, which is seen as consonantal (Brentari, 1998) . It is important to recall that the results of the sign-spotting study also reflected a parallelism between signed and spoken language (Orfanidou et al., 2010) . As for listeners of many spoken languages, comprehenders of BSL appear to be sensitive to a lexical viability constraint: The participants found it harder to detect real signs in impossible-than in possible-sign contexts. The PWC thus appears to be modality general: It is a language-segmentation procedure rather than only a speech-segmentation procedure. The sign-spotting and misperception findings together thus lead us to believe that there are basic, modalityindependent distinctions in the signal properties of language and in the way those properties are used during language comprehension. The parallelism presented here is that signers tend to preserve mostly location parameters while speakers rely on consonants. These phonological components, whether signed or spoken, appear to be more reliable in guiding lexical access in online language comprehension.
