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Abstract
Given a graph G = (V,E) and a subset T ⊆ V of terminals, a Steiner tree of G is a tree that
spans T . In the vertex-weighted Steiner tree (VST) problem, each vertex is assigned a non-negative
weight, and the goal is to compute a minimum weight Steiner tree of G. Vertex-weighted problems
have applications in network design and routing, where there are different costs for installing or
maintaining facilities at different vertices.
We study a natural generalization of the VST problem motivated by multi-level graph con-
struction, the vertex-weighted grade-of-service Steiner tree problem (V-GSST), which can be stated
as follows: given a graph G and terminals T , where each terminal v ∈ T requires a facility of a
minimum grade of service R(v) ∈ {1, 2, . . . `}, compute a Steiner tree G′ by installing facilities on a
subset of vertices, such that any two vertices requiring a certain grade of service are connected by a
path in G′ with the minimum grade of service or better. Facilities of higher grade are more costly
than facilities of lower grade. Multi-level variants such as this one can be useful in network design
problems where vertices may require facilities of varying priority.
While similar problems have been studied in the edge-weighted case, they have not been studied
as well in the more general vertex-weighted case. We first describe a simple heuristic for the
V-GSST problem whose approximation ratio depends on `, the number of grades of service. We
then generalize the greedy algorithm of [Klein & Ravi, 1995] to show that the V-GSST problem
admits a (2 ln |T |)-approximation, where T is the set of terminals requiring some facility. This result
is surprising, as it shows that the (seemingly harder) multi-grade problem can be approximated
as well as the VST problem, and that the approximation ratio does not depend on the number of
grades of service.
Finally, we show that this problem is a special case of the directed Steiner tree problem and
provide an integer linear programming (ILP) formulation for the V-GSST problem.
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1 Introduction
Let G = (V,E) be an undirected, connected graph, and let T ⊆ V be a set of terminals. A
Steiner tree is a subtree of G that spans T , possibly including other vertices. In the classical
Steiner tree (ST) problem, each edge of G has a positive weight, and the goal is to find a
Steiner tree of minimum weight. The ST problem is NP-hard [19]; it is also APX-hard [3]
and cannot be approximated within a factor of 96/95 unless P = NP [9].
In the vertex- (or node-) weighted Steiner tree (VST) problem, the vertices of the graph
are assigned positive weights, rather than the edges. The ST problem with edge and/or
vertex weights can be formulated as an instance of VST by replacing each edge uv with two
edges {uw,wv}, where the weight of w equals the weight of uv. Vertex-weighted problems
have many applications in network routing, where there may be different costs for installing
or maintaining facilities at different vertices. The VST problem is provably harder than ST,
and cannot be approximated within a factor of (1− ε) ln |T | unless P = NP [14], via a simple
reduction from the set cover problem [21]. There are nearly best-possible approximation
algorithms for the VST problem that achieve an O(log |T |) approximation ratio [17, 21].
In many applications, the terminals may require different levels, priorities, or grades of
service [2, 7, 10, 23, 24]. For example, when connecting cities with a network, larger cities
(hubs) often require higher-quality facilities than smaller ones.
1.1 Problem definition
We state the problem naturally in terms of facilities and grades of service. Given an
undirected graph G = (V,E), let T ⊆ V be a subset of terminals. Each terminal v ∈ T
has a required grade of service R(v) ∈ {1, 2, . . . , `}. The goal is to install facilities on a
subset of vertices, where each terminal v ∈ T contains a facility of grade R(v) or higher,
while ensuring connectivity between vertices requiring the same grade of service or higher.
Given v ∈ V and 1 ≤ i ≤ `, let ci(v) denote the cost of installing a facility of grade i on
vertex v. Naturally, facilities of a higher grade of service are more costly, so we stipulate
0 ≤ c1(v) ≤ c2(v) ≤ . . . ≤ c`(v) for all v ∈ V .
I Definition 1 (Vertex-weighted Grade-of-Service Steiner Tree (V-GSST) problem). Given
an undirected graph G = (V,E), a set of terminals T ⊆ V with required grades of service
R : T → {1, 2, . . . , `}, and installation costs ci(v), compute a Steiner tree G′ of G with
(integer) assigned grades of service y(v) such that the following hold:
For all v ∈ T , the assigned grade of service of v is greater than or equal to its required
grade of service R(v), i.e., 1 ≤ R(v) ≤ y(v) ≤ ` for all v ∈ T .
For all terminals u, v ∈ T , the u-v path in G′ uses vertices with assigned grade of
service min(R(u), R(v)) or higher. That is, for each w along the u-v path in G′, we have
y(w) ≥ min(R(u), R(v)).
The cost of a solution is defined as the sum of the costs of all installed facilities in G′, namely∑
v∈V (G′) cy(v)(v). The V-GSST problem is to find a minimum cost subtree G∗ of cost OPT.
We assume w.l.o.g. that edges have zero cost, as an instance with edge and vertex costs
can be converted to an instance with only vertex costs. We may define c0(v) = 0 and y(v) = 0
for vertices v ∈ V \ V (G′); that is, no facility is installed on v. Additionally, because edges
have zero cost, a solution can be found given only y(v)|v∈V by finding a spanning tree over
the vertices {v | y(v) = `}, then iteratively contracting the tree and computing a spanning
tree over vertices with y(v) = `− 1, and so on. The case ` = 1 is the VST problem.
XX:2 Approximation algorithms for the V-GSST problem
In the VST problem, it is conventional to assume that terminals have zero cost, as the
terminals must be involved in any feasible solution [17]. Similarly for the V-GSST problem,
we can assume w.l.o.g. that c1(v) = . . . = cR(v)(v) = 0 for each v ∈ T ; this ignores the
“required” cost
∑
v∈T cR(v)(v), which can be helpful in assessing the quality of a solution. In
both problems, an instance with positive terminal costs can be converted to an instance with
zero terminal costs. For the V-GSST problem, one can create a dummy vertex v′ for each
v ∈ T with zero installation cost, add edge vv′, and use v′ as a terminal instead of v. Lastly,
we assume w.l.o.g. that there exists v ∈ T with R(v) = `; otherwise ` can be reduced.
1.2 Related work
The (edge-weighted) ST problem admits a simple 2-approximation [15], via a minimum
spanning tree of the metric closure1 of T . The linear program (LP)-based approximation
algorithm of Byrka et al. [4] gives a ratio of ρ = ln 4 + ε < 1.39. Details about the ST
problem and its variants can be found in [18, 29, 32], with more edge-weighted network
design problems in [16].
Klein and Ravi [21] give a greedy 2 ln |T |-approximation to the VST problem (see Section 3)
over terminals T . Guha and Khuller [17] improve the approximation ratio to 1.5 ln |T | via
minimum-weight “3+ branch spiders;” however, the algorithm is not practical for large
graphs. Demaine et al. [12] showed that the VST problem admits a polynomial time constant
approximation when restricted to planar graphs. Other variants of the VST problem have
also been studied, including bi-criteria [25], multi-commodity [22], k-connectivity [27], and
degree constrained [30]. Exact or near-exact approaches for VST based on Lagrangian
relaxation have also been studied [11, 13].
Chekuri et al. [8] study the similar node-weighted buy-at-bulk network design problem,
defined in terms of sending flows δi to node pairs si-ti. The cost of routing xv flow through
a node v is given by a sub-additive function fv(). The authors show that the single-source
problem (NSS-BB) with non-uniform flow costs admits an O(log |T |)-approximation by giving
a randomized algorithm for NSS-BB, then derandomizing it using an LP relaxation. Another
somewhat related problem is the online vertex-weighted Steiner tree problem, in which the
terminals T arrive online. At any stage, a subgraph must connect all terminals that have
arrived thus far. Naor et al. [26] describe a randomized O(log |V | log2 |T |)-approximation
algorithm to the online problem.
Several results are known on multi-level or grade-of-service Steiner tree problems, where
edges are weighted. Balakrishnan et al. [2] give a (4/3)ρ-approximation algorithm for the
2-level network design problem with proportional edge costs. Charikar et al. [7] describe
a simple 4ρ-approximation for the Quality-of-Service (QoS) Multicast Tree problem with
proportional edge costs (termed the rate model), which is improved to eρ through randomized
doubling. Karpinski et al. [20] use an iterative contraction scheme to obtain a 2.454ρ-
approximation. Ahmed et al. [1] further improve the approximation ratio to 2.351ρ. Xue et
al. [33] show that the grade-of-service Steiner tree problem in the Euclidean plane admits 43ρ
and 5+4
√
2
7 ρ-approximations for 2 and 3 grades, respectively.
Node-weighted problems on graphs can often be converted to equivalent edge-weighted
problems, by requiring that the converted graph is directed. Segev [31] gives a simple
reduction from VST to the directed Steiner tree (DST) problem, where each edge uv ∈ E is
1 Given G = (V,E), the metric closure of T ⊆ V is the complete graph K|T |, where edge weights are
equal to the lengths of corresponding shortest paths in G.
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replaced with two directed edges (u, v) and (v, u), and the weight of edge (u, v) equals the
weight of its incoming vertex v. The DST problem with k terminals admits a i(i− 1)k1/i-
approximation in time O(nik2i) for fixed i ≥ 1 [6] using a recursive greedy approach, which
implies a polynomial time O(kε)-approximation for fixed ε > 0. By setting i = log k, DST
can be O(log2 k)-approximated in quasi-polynomial time. We show that the V-GSST problem
is also a special case of DST; see Appendix A.
1.3 Our contributions
We consider simple top-down and bottom-up approaches (Section 2) and show that the
top-down approach is an `-approximation to the V-GSST problem, where ` is the number
of grades of service, if one is allowed access to a VST oracle. If one replaces an oracle with
an approximation, this gives a polynomial time O(` log |T |)-approximation to the V-GSST
problem. However, the bottom-up approach can perform arbitrarily badly.
The main result is the following:
I Theorem 2. There is a polynomial time (2 ln |T |)-approximation algorithm for the V-GSST
problem with arbitrary costs ci(v) for each vertex and grade of service.
The algorithm, which we refer to as GreedyVGSST (Section 3), relies on a generalization of
the methods by Klein and Ravi [21]. This result is surprising, as it shows that the (seemingly
harder) multi-level problem can be approximated as well as the VST problem, and the
approximation ratio does not depend on the number of grades of service. Unless P = NP,
the approximation ratio is within a constant factor of the best possible.
The GreedyVGSST algorithm maintains a set of “grade-respecting trees” and carefully
merges a subset of these trees so that the newly-formed tree is also grade respecting. The
main tool of the analysis is based on the existence of a “rooted spider decomposition.” Similar
graph decompositions are often used in network design problems [5, 8, 17, 21, 22, 27, 28, 30],
and we expect them to be applicable to other multi-level network design problems.
Finally, we show that the V-GSST problem is a special case of the directed Steiner
tree problem (Appendix A), and provide an integer linear programming (ILP) formulation
(Appendix C).
2 Top-down and bottom-up approaches for V-GSST
In this section, we describe two simple heuristics, the top-down and bottom-up approaches.
2.1 Top-down approach
Assume an oracle can compute a minimum-weight VST for an input graph G over terminals
T with vertex costs c(·), denoted E′ = V ST (G, c, T ). A top-down approach is as follows:
compute a VST of G over terminals v ∈ T with the highest required grade of service
(R(v) = `), using vertex costs c`(v), and install a facility of grade ` on each vertex spanned
by this VST. The cost incurred at this step, which we denote by TOP`, equals the total
cost of installing these facilities of grade `. Then, contract this tree into a single terminal
with required grade `− 1 and zero cost. Compute a VST of G over the remaining terminals
satisfying R(v) = `− 1, and install facilities of grade `− 1 on each vertex spanned by this
VST. Continue this process iteratively until a feasible solution is obtained. This approach is
summarized in Algorithm 1.
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Algorithm 1 Top-down approach
1: procedure TopDownVGSST(G, c,R)
2: for i = `, . . . , 1 do
3: Ei := V ST (G, ci, {v : R(v) ≥ i})
4: Set y(v) := i for each v spanned by Ei
5: if i > 1 then
6: Contract subtree Ei to a single terminal t with R(t) = i− 1 and zero cost
7: end if
8: end for
9: end procedure
Let TOP be the cost of the V-GSST returned by the top-down approach (Algorithm 1),
let TOPi be the total cost of all vertices in the returned solution containing a facility of
grade equal to i, so that TOP =
∑`
i=1 TOPi.
I Proposition 3. The top-down heuristic (with an oracle) returns a solution whose cost is
not worse than ` ·OPT.
The proof is given in Appendix B. The ratio of ` is tight as shown by example in Figure 1.
In this example, the top-down approach avoids a non-terminal “hub” v whose cost is only
slightly more than the cost of all other non-terminals. If an oracle for VST is replaced with
an O(log |T |)-approximation, then this gives a polynomial time O(` log |T |)-approximation
to the V-GSST problem.
` `
`− 1 `− 1
`− 2 `− 2
1 1
v
`
`− 1
`− 2
1
` `
`− 1 `− 1
`− 2 `− 2
1 1
v
`
`− 1
`− 2
1
Figure 1 The `-approximation for the top-down V-GSST heuristic is asymptotically tight. Left:
Input graph, with terminals and required grades of service in red. The cost of installing a facility of
any grade of service on v is 1+ε (i.e., c1(v) = c2(v) = . . . = c`(v) = 1+ε), while the cost of installing
a facility of any grade of service on any other non-terminal is 1. Center: The top-down approach
installs a facility of cost 1 on each of the ` non-terminals except v, giving TOP = `. Right: The
minimum cost solution installs a facility of grade ` on v, giving OPT = 1+ ε. Hence TOPOPT =
`
1+ε ≈ `.
2.2 Bottom-up approach
An analogous “bottom-up” approach is to compute a VST over the set of all terminals T ,
using cost function c`(·). Installing facilities of grade of service equal to ` on each vertex of
this VST produces a valid solution. We can then demote these vertices’ assigned grade of
service to locally improve the cost of the solution. However, this poses challenges as c`(·)
may add vertices v of grade ` which cannot be demoted, where c`(v) c`−1(v).
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3 The GreedyVGSST algorithm
We first review the (2 ln |T |)-approximation algorithm by Klein and Ravi [21] for the VST
problem (referred to as KR) and then describe the generalization to the V-GSST problem.
The KR algorithm maintains a forest F ; initially, each terminal is a singleton tree. At
each iteration, a vertex v as well as a subset S ⊆ F consisting of two or more trees
(|S| ≥ 2) is merged to form a single tree, with the objective of minimizing the quotient
cost
c(v)+
∑
T ∈S d(v,T )
|S| . Here, d(v, T ) is the shortest distance from v to any vertex in the
tree T , excluding endpoint costs. For any given vertex v, an optimal subset S and its
corresponding quotient cost can be found in polynomial time, as the only subsets S that
need to be considered are those consisting of the 2, 3, . . . , |F| nearest trees from v. The
algorithm terminates when |F| = 1.
3.1 Setup
We use the observation that given an instance of V-GSST consisting of a graph G, required
grades of service R(v), and vertex costs ci(v), there exists an optimal solution G∗ (in terms
of assigned grades of service y∗(·)) such that from any vertex r ∈ T with R(r) = `, the path
from r to any other terminal uses vertices of non-increasing assigned grades of service.
I Definition 4 (Grade-Respecting Tree (GRT)). Let G be a graph, and T be a subtree of G.
Let y : V (G)→ {0, 1, . . . , `} be a labeling function that assigns grades of service to vertices
in G. Let r ∈ T be a root vertex. We say that T is a grade-respecting tree rooted at r if, for
all v ∈ V (T ), the path from r to v in T uses vertices of non-increasing grade of service.
Our generalization to the V-GSST problem relies on maintaining a set F of GRTs. The
notion is similar to that of the rate-of-service Steiner tree [33] or QoS Multicast Tree [7]
except that we grow and maintain a collection of such trees during the algorithm. The trees
in F are not necessarily vertex-disjoint as the same vertex may appear in different GRTs;
hence, we avoid the term “forest.”
For v ∈ V (G), let y(v) denote the grade of service of v at the current iteration of the
algorithm. Initially, y(v) = R(v) for each v ∈ T , and y(v) = 0 for v ∈ V (G) \ T . The grades
y(·) are updated in each iteration, and are returned as output. On each iteration, a subset of
the current set F of GRTs is greedily chosen and connected via their roots to form a new
GRT Tnew. The set F is updated, as well as the root and grade of service assignments y(·)
for vertices in Tnew. The size of |F| is strictly decreasing at each iteration; once |F| = 1, the
resulting GRT is returned as a feasible solution to the V-GSST problem.
To decide which trees to connect, define ` cost functions w1, w2, . . . , w` : V (G) → R≥0
with the interpretation that wi(v) denotes the “incremental” cost of upgrading vertex v from
its current grade of service y(v) to i. Initially, wi(v) = ci(v) for all i ∈ {1, . . . , `} and v ∈ V .
The cost wi(v) is reduced when v is included in Tnew to reflect that we have already paid a
certain cost for v. Additionally, let di(u, v) be the cost of a shortest path from u to v using
cost function wi(·), not including the costs of the endpoints u and v. As the costs wi(·) are
updated at each iteration, the distances di(u, v) also update at each iteration.
3.2 Initialization
Initialize F so that each terminal v ∈ T is its own GRT; initially |F| = |T |. Initialize
y(v) = R(v) for all v ∈ T , and y(v) = 0 for all v ∈ V \ T . Lastly, initialize wi(v) = ci(v) for
all i ∈ {1, . . . , `} and v ∈ V .
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3.3 Iteration step
Each iteration consists of selecting a root GRT T ∈ F rooted at r, a center vc ∈ V (the
center may or may not be r), an integer i ≤ R(r) representing the grade of service that vc is
“promoted” to, and a nonempty subset S = {Tk} ⊂ F of GRTs, such that R(rk) ≤ i for all
roots rk associated with S. By properly connecting r to vc using facilities of grade i, then
connecting vc to each root rk using facilities of grade R(rk), we can substitute the |S|+ 1
GRTs with a new GRT Tnew rooted at r. Figure 2 illustrates an iteration step.
r
T
vc
S ⊂ F
Figure 2 Illustration of an iteration step in GreedyVMLST for some set S with |S| = 3. The
root of the newly formed tree Tnew is r.
At each iteration, we select a root GRT, vc, i, and S in order to minimize the cost-to-
connectivity ratio γ, defined as follows:
γ =
di(r, vc) + wi(vc) +
∑|S|
k=1 dR(rk)(vc, rk)
1 + |S| (1)
The expression di(r, vc)+wi(vc) is the cost of upgrading all vertices (including vc) along a
shortest r-vc path to grade i. The summation
∑|S|
k=1 dR(rk)(vc, rk) represents the incremental
cost of upgrading the vertices from vc to each root rk to the appropriate grade of service;
this may overcount costs of vertices that appear on multiple center-to-root paths. The
denominator 1 + |S| represents the number of GRTs that are merged.
Once we have selected r, vc, i, and S that minimizes γ, we update the assigned grades
y(·) for vertices spanned by Tnew as follows: for each v on a shortest r-vc path, set y(v)←
max(y(v), i). For each v on a shortest vc-rk path, set y(v)← max(y(v), R(rk)). If v appears
on multiple center-to-root paths, then y(v) is set to the maximum over all such R(rk) grades
that v connects.
The GreedyVGSST algorithm is summarized in Algorithm 2. Figure 3 shows a concrete
example of the execution of GreedyVGSST, using proportional vertex costs to simplify the
presentation. Recall we assume c1(v) = . . . = cR(v)(v) = 0 for each v ∈ T .
Algorithm 2 The GreedyVGSST algorithm
1: procedure GreedyVGSST(G, c,R)
2: Initialize F so that each terminal v ∈ T is a singleton GRT with y(v) = R(v)
3: For each i = 1, . . . , ` and v ∈ V , initialize wi(v) = ci(v)
4: while |F| > 1 do
5: Find root GRT T ∈ F , center vc, integer i, and S ⊂ F minimizing γ.
6: Update y(v) for v on the r-vc path, as well as for center-to-root paths
7: Delete T and all GRTs in S from F . Add GRT Tnew to F .
8: Update weight functions: for v ∈ V (Tnew), set wj(v) = 0 if j ≤ y(v), and
wj(v) = wj(v)− wy(v)(v) if j > y(v).
9: end while
10: end procedure
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(a) (b)
(c) (d)
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1
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6
1
1
1 5
r
2
7
2
8
2
3
vc
2
3
2
6
1
1
2
Figure 3 Illustration of GreedyVGSST. (a): Input graph with ` = 2, with terminals and positive
required grades of service R(·) shown in red, and proportional costs (e.g. the terminal v with cost 8 has
(c1(v), c2(v)) = (0, 8), while the non-terminal u with cost 3 has (c1(u), c2(u)) = (3, 6)). (b): Initial
set of singleton GRTs F with |F| = 4. (c): Result after choosing r and vc as shown, i = 1, and S of
size 2, which minimizes γ. The value of γ is γ = 1·1+1·3+0+01+2 =
4
3 . Note that w1(vc), w2(vc) = (3, 6)
initially; after the first iteration, we have (w1(vc), w2(vc)) = (0, 3). (d): Choosing r and vc as shown,
i = 2, and S of size 1 minimizes γ. In this case, d2(r, vc) = 2 · 7 + 1 · 8 = 22, w2(vc) = 3, and
d2(vc, r1) = 1 where r1 is the root of the single tree in |S|. The value of γ is γ = 22+3+11+1 = 13. Since
|F| = 1, GreedyVGSST terminates after two iterations with a cost of 2 · 7+ 1 · 8+ 2 · 3+ 2 · 1 = 30.
Observe that, as edges are not weighted, the actual trees in F at each iteration are not
very important until after the final iteration; it suffices to only keep track of roots in F along
with the vertices associated with each root.
I Lemma 5. A choice of r, vc, i, and S that minimizes γ can be found in polynomial time.
Proof. For a fixed center vc and integer i, sort all trees in F whose root rk has R(rk) ≤ i
by their “distance” to vc, namely dR(rk)(vc, rk). The best choice for subset S can be found
through checking only subsets with the nearest 2, 3, . . . , |F| trees. Therefore, for fixed vc and i,
we can find S that minimizes wi(vc)+
∑|S|
k=1
dR(rk)(vc,rk)
|S| in polynomial time. If i > maxk R(rk),
then we can improve γ by setting i = maxk R(rk).
Lastly, find a GRT T ′ ∈ F with root r′ satisfying R(r′) > i, whose root is closest to vc
under cost function wi(·). If such a GRT exists, and if choosing r′ as the root lowers γ, then
accept this GRT as the root GRT. Otherwise, use one of the GRTs in S whose root has grade
equal to i as the root tree, remove it from S, set it as the root GRT T , and set i as the
maximum grade of the remaining GRT roots in S. Therefore, for a fixed center vertex vc and
grade i, we can find a root r and subset S that minimizes γ. As there are |V |` choices for vc
and i, a choice of r, vc, i, and S that minimizes γ can be found in polynomial time. J
Compared to the KR algorithm, an iteration in the GreedyVGSST algorithm requires
determining two new elements: a root GRT T , and an integer i representing the grade of
service that vc is upgraded to. However, the above proof indicates that a GreedyVGSST
iteration is only ` times more expensive than one for the KR algorithm.
3.4 Analysis of GreedyVGSST
The analysis of the KR algorithm [21] uses a spider decomposition of the optimal VST
solution. First, we introduce the notion of a “locally optimal solution” with respect to a
subset M of vertices. Recall that y(v) denotes the assigned grade of service of v.
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I Definition 6 (M−Optimized GRT). Let T be a GRT rooted at r, and let M ⊆ V (T ) such
that r ∈ M . Then T is M -optimized if all leaves of T are contained in M , and for any
vertex v ∈ V (T ) \M , we have that y(v) = max y(w) for all w ∈M in the subtree rooted at v.
Thus, an M -optimized GRT does not unnecessarily use higher grades of service to reach
vertices in M from r; see Figure 4a-4b for an example. There necessarily exists a minimum
V-GSST G∗ that is T -optimized due to the following simple argument: if there is a vertex
v /∈ T, for which y∗(v) > y∗(w) for all w ∈ T in the subtree rooted at v, then demoting y∗(v)
to equal maxw y∗(w) over all w in the subtree rooted at v leads to a solution whose cost is
less than or equal to that of G∗. Further, given a GRT T rooted at r, and a set M ⊆ V (T )
with r ∈M , it is not difficult to compute an M -optimized subtree of T .
4
3
2
1
322
2 2 1
2
3
2
r
(a) A GRT T with vertices
in M shown in black.
4
2
2
1
22
2 1
3
r
(b) An M -optimized GRT,
obtained from Fig. 4a.
4
2
2
1
22
2 1
3
(c) Rooted spider decomposi-
tion of the GRT from Fig. 4b.
Figure 4 A GRT with |M | = 7 and assigned grades y(·), an M -optimized GRT, and a rooted
spider decomposition.
The following definition is due to Klein and Ravi [21]:
I Definition 7 (Spider [21]). A spider is a tree where at most one vertex has degree greater
than two. A spider is identified by its center, a vertex from which all paths to the leaves of
the spider are vertex-disjoint. A nontrivial spider is a spider with at least two leaves.
A foot of a spider is a leaf; if the spider has at least three leaves, then its center is unique,
and is also a foot. Klein and Ravi [21] show that given a connected graph G = (V,E) and a
subset M ⊆ V of vertices, a set of vertex-disjoint nontrivial spiders can be found such that
the union of the feet of the spiders contains M . We generalize the notion of a spider to the
multi-grade setting, which we refer to as a rooted spider.
I Definition 8 (Rooted spider). A rooted spider is a GRT T which is also a spider. It is
identified by a center vc and a root r, such that the following properties hold:
The root r is either the center or a leaf of T , and the path from r to every vertex in the
spider uses vertices of non-increasing grade of service y(·)
The paths from vc to each non-root leaf of T are vertex-disjoint and use non-increasing
grades of service
The resulting tree in Figure 3 is a rooted spider whose root is distinct from its center.
I Lemma 9. Let T be an M -optimized GRT rooted at r, where |M | ≥ 2 and r ∈M . Then
T can be decomposed into vertex-disjoint rooted spiders such that the rooted spider leaves
and roots belong to M (a rooted spider center may or may not belong to M), and the rooted
spider leaves, roots, and centers cover the set M .
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Proof. We use induction on |M |. For the base case |M | = 2, the decomposition consists of a
single rooted spider, namely the path in T from r to the other vertex in M , where r is also
the root of its rooted spider.
For |M | ≥ 3, find a vertex v ∈ T with the property that the subtree T ′ rooted at v
contains at least two vertices in M , such that v is furthest from r by number of edges. If
v = r, then T is already a rooted spider, as no other vertex in V (T ) \ {r} can have degree
greater than 2; if there existed w 6= r with degree greater than 2, then the subtree rooted at
w has at least two leaves (which belong to M), contradicting the choice of v = r. In this
case, set r to be the root and center of its rooted spider.
Thus, we assume v 6= r. The vertex v and its subtree forms a rooted spider with center v.
If v ∈M , then set v to be the root of its rooted spider. If v /∈M , then since T isM -optimized,
there exists w ∈M in the subtree rooted at v with grade of service y(w) = y(v); set w to be
the root of its rooted spider. Remove this rooted spider from the original tree T , as well as
the edge from v to its parent, to produce a smaller tree T ′.
Let M ′ ⊂M be the set of vertices in M that remain in T ′ upon removing the subtree
rooted at v. If |M ′| = 0, then the subtree rooted at v is the only rooted spider, giving a
valid decomposition. If |M ′| = 1, then M ′ = {r}, so connecting r to v produces a single
rooted spider with root r and center v as y(r) ≥ y(v). Otherwise |M ′| ≥ 2, so we may prune
the r-v path so that T ′ is an M ′-optimized GRT. By the induction hypothesis, T ′ can be
decomposed into vertex-disjoint rooted spiders over M ′. J
Figure 4c gives a rooted spider decomposition of the M -optimized GRT from Figure 4b.
I Corollary 10. Let T be an M-optimized GRT. Consider a rooted spider decomposition
containing s rooted spiders X1, . . . ,Xs, generated using the method in the proof of Lemma 9.
Let rj be the root of the Xj , and let Lj = (M ∩ V (Xj)) \ rj be the vertices in M contained in
Xj, not including the root rj. Then
∑s
j=1(1 + |Lj |) = |M |.
Proof. This statement follows as every vertex in v ∈M is either a root of its rooted spider,
or is reachable from its spider’s center. In particular, the path from the rooted spider’s center
v to any leaf w ∈M does not encounter any other vertices in M , as this would contradict
the choice of v when computing such a decomposition. J
For the next lemma, we define the following notation. Let Fn (n ≥ 1) denote the set
of GRTs at the beginning of iteration n, and let Mn denote the set of GRT roots at the
beginning of iteration n. Thus, |Fn| = |Mn|, and |F1| = |T |. Let G∗ be a minimum V-GSST
with assigned grades y∗ : V → {0, 1, . . . , `} and cost OPT.
Consider the Mn-optimized GRT obtained by optimizing G∗ with respect to Mn and
y∗. By Lemma 9, this GRT contains a rooted spider decomposition containing s rooted
spiders X1, . . . ,Xs. Consider the jth rooted spider Xj (1 ≤ j ≤ s) with root rj , center vc,j ,
and terminals Lj ⊂Mn not including its root rj . Let c(Xj) be the cost of the vertices in Xj
within G∗, given by c(Xj) =
∑
v∈V (Xj) cy∗(v)(v). On the current iteration, a candidate for
GreedyVGSST is to select root r = rj , center vc = vc,j , i = y∗(vc), and S the set of GRTs
in Fn whose root is in Lj (so that |S| = |Lj |). Let ĉj be the cost that GreedyVGSST
computes for this candidate (i.e., the numerator in the expression for γ, eq. (1)). We show in
Lemma 11 that this computed cost is not more than the cost of the jth rooted spider Xj .
I Lemma 11. Consider the jth rooted spider Xj in a rooted spider decomposition of the
Mn-optimized GRT of G∗, and consider the candidate choice r, vc, i, and S as described
above with computed cost ĉj. Then ĉj ≤ c(Xj).
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Proof. Let p(u, v) denote the u-v path in the rooted spider Xj not including endpoints u and
v, and let c∗(u, v) =
∑
v∈p(u,v) cy∗(v)(v) denote the sum of vertex costs along path p(u, v).
Because the paths from vc,j to the root rj or to each w ∈ Lj are vertex-disjoint by Def. 8,
we have
c(Xj) ≥ c∗(rj , vc,j) +
|Lj |∑
k=1
c∗(vc,j , rk).
However, ĉj considers the minimum-cost vertex-weighted paths between rj and vc,j , as well
as from vc,j to each rk ∈ Lj . Thus c(Xj) ≥ ĉj as desired. J
Let hn ≥ 2 denote the number of GRTs in Fn that are merged on the nth iteration,
including the root GRT. Let ∆Cn denote the actual cost incurred on the nth iteration of
GreedyVGSST; for example, ∆C1 = 4 and ∆C2 = 26 in the example in Fig. 3. Let γn
denote the minimum cost-to-connectivity ratio computed by the GreedyVGSST algorithm
on the nth iteration (e.g. γ1 = 43 and γ2 = 13 in Fig. 3).
I Lemma 12. For each iteration n ≥ 1 of GreedyVGSST, we have ∆Cn
hn
≤ OPT|Fn| .
Proof. Fix an iteration n ≥ 1, and consider the Mn-optimized GRT obtained from G∗.
Recall that for n = 1, G∗ is already T -optimized (M1 = T ). By Theorem 9, there exists a
rooted spider decomposition over Mn, containing s ≥ 1 rooted spiders X1, . . . ,Xs.
As GreedyVGSST aims to minimize γ, we necessarily have
γn ≤ ĉj1 + |Lj | ≤︸︷︷︸
Lemma 11
c(Xj)
1 + |Lj | . (2)
The computed cost in γn is greater than or equal to ∆Cn, as the computed cost may
overcount vertex costs appearing on multiple center-to-root paths. Hence (2) implies ∆Cnhn ≤
γn ≤ c(Xj)1+|Lj | for all rooted spiders Xj .
We use the simple algebraic fact that for non-negative numbers a, x1, . . . , xs, y1, . . . , ys,
if a ≤ xiyi for all 1 ≤ i ≤ s, then a ≤ (
∑s
j=1 xj)/(
∑s
j=1 yj); this is easily verified by
writing ayi ≤ xi, then summing over i. Applying this fact over all rooted spiders, we have
∆Cn
hn
≤
∑s
j=1
c(Xj)∑s
j=1
(1+|Lj |) .
Observe that
∑s
j=1 c(Xj) ≤ OPT, as the vertices in a rooted spider decomposition of G∗
are a subset (not necessarily a proper subset) of V (G∗). The denominator,
∑s
j=1(1 + |Lj |),
equals |Mn| = |Fn| by Corollary 10. The lemma follows. J
We are ready to prove Theorem 2, that GreedyVGSST is a (2 ln |T |)-approximation to
the V-GSST problem.
Proof of Theorem 2. Lemma 12 rearranges to hn ≥ ∆CnOPT |Fn|. Division by zero can occur
if OPT = 0, e.g. there is a solution where every vertex v is assigned its minimum grade of
service R(v). In this case, GreedyVGSST necessarily returns a solution with zero cost, as
γn = 0 on every iteration. Hence, we assume OPT > 0.
Suppose there are I iterations, where |FI | ≥ 2 and |FI+1| := 1. As hn ≥ 2, we equivalently
have 12hn ≤ hn − 1. We have |Fn+1| ≤ |Fn| − (hn − 1) for each iteration 1 ≤ n ≤ I, so
Lemma 12 implies the following.
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|Fn+1| ≤ |Fn| − (hn − 1) ≤ |Fn| − 12hn
≤ |Fn|
(
1− 12 ·
∆Cn
OPT
)
(3)
The remainder of the proof relies on unraveling the inequalities and taking the logarithm
of both sides.
|FI+1| ≤ |F1|
I∏
n=1
(
1− 12 ·
∆Cn
OPT
)
ln |FI+1| ≤ ln |F1|+
I∑
n=1
ln
(
1− 12 ·
∆Cn
OPT
)
≤ ln |F1| −
I∑
n=1
∆Cn
2 ·OPT (4)
where (4) uses the fact that ln(1− x) ≤ −x for x ∈ [0, 1). Note that 0 ≤ ∆Cn2·OPT < 1 as (3)
implies 1− 12 · ∆CnOPT ≥ |Fn+1||Fn| > 0. Then (4) implies
I∑
n=1
∆Cn ≤ 2 ·OPT(ln |F1| − ln |FI+1|) = 2 ·OPT(ln |T | − ln 1) = 2 ln |T |OPT.
completing the proof, as
∑I
n=1 ∆Cn is the cost of the solution GreedyVGSST returns. J
It is worth noting that the proof of Theorem 2 differs from that of Klein and Ravi [21] in
how a rooted spider decomposition in G∗ is considered at each iteration. Once the inequality
relating hn with ∆Cn, OPT, and |Fn| (Lemma 12) is established, the remainder of the proof
is similar to that of Klein and Ravi. Note that |Fi| is strictly decreasing on each iteration,
so the number of iterations I is at most |T | = O(|V |). Each iteration can be carried out in
polynomial time (Lemma 5), thus GreedyVGSST runs in polynomial time.
In summary, several key techniques allow for the generalization of the KR algorithm [21]
to the V-GSST problem. First, merging multiple GRTs is non-trivial, as we must ensure
that the resulting tree is also a GRT. Our approach is to connect a root GRT, to a center,
to a subset S of GRTs. This leads to a time complexity increase by a factor of `. Second,
the analysis of the KR algorithm [21] relies on the existence of a spider decomposition in
the optimal VST solution. For our analysis, we introduce grade-respecting “rooted spiders,”
characterized by a root, center, and terminal leaves. Third, instead of contracting subtrees
computed on iteration i into “supernodes,” in the GreedyVGSST algorithm, it is sufficient
to only consider distances between GRT roots, and compute the actual tree at the end.
4 Conclusions and future work
We presented a generalization of the VST problem to multiple levels or grades of service
and showed that the resulting V-GSST problem admits a (2 ln |T |)-approximation, which is
surprising as the approximation ratio is optimal (to within a constant), and nearly matches
that of the VST problem. The analysis relies on what we call a rooted spider decomposition,
which we believe can be of use in other multi-level network design problems. It will be
interesting to investigate whether similar generalizations of other graph sparsification problems
can be approximated equally as well as their corresponding single-grade problems, and to
evaluate the performance of these algorithms on large real-world graphs.
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A V-GSST to DST reduction
The directed Steiner tree problem (DST) is often defined as follows: given a directed graph
G = (V,E) with edge weights, a set T of terminals, and a root vertex r ∈ V , compute a
Steiner arborescence (directed tree) rooted at r, so that there exists an r-v path for each
v ∈ T . Segev [31] shows that the VST problem can be transformed into an instance of DST,
by replacing each edge uv with two directed edges (u, v), (v, u), where the weight of an edge
(u, v) equals the weight of its incoming vertex. Set the root r to be any terminal.
Similarly, we show that the V-GSST problem with arbitrary costs ci(v) can be formulated
as an instance of DST. Given a graph G = (V,E), terminals T with required grades of service
R : T → {1, 2, . . . , `}, and vertex costs ci(v), construct ` directed copies of G, denoted G`,
G`−1, . . . , G1. Given v ∈ V , let vi denote the copy of vertex v in Gi. For all {u, v} ∈ E,
set the costs of directed edges (ui, vi) and (vi, ui) in Gi to be ci(v) and ci(u), respectively.
Finally, for all v ∈ V and i = 1, 2, . . . , `− 1, add the directed edge (vi+1, vi) with cost zero.
The interpretation is that if vi is spanned in a Steiner arborescence, then vi−1, . . . , v1 are
also spanned.
Finally, assign all vertices vR(v) to be terminals in the transformed instance of DST. For
the root vertex, select any vertex w with R(w) = `, and set w` to be the root. Thus, the
transformed instance of DST contains |V |` vertices, 2|E|`+ |V |(`− 1) directed edges, and
|T | terminals. It is not too hard to show that, given an optimal solution to the V-GSST
problem, one can construct an equivalent solution to the DST solution with the same cost,
and vice versa.
B Proof of Proposition 3
Proof. Here, we can show that TOPi ≤ OPT for all 1 ≤ i ≤ `. Note that, when determining
a set of vertices to install grade i facilities on (line 3 in Algorithm 1), a candidate solution is
to consider the set of all vertices containing a facility of grade i or greater within the optimal
V-GSST G∗, and install facilities of grade i for each vertex in this set. As some vertices may
already have facilities of a higher grade installed, the cost incurred when determining Ei is
not more than the cost of the facilities of grade i or greater in G∗, which is upper bounded
by OPT. Hence TOPi ≤ OPT. This immediately implies TOP ≤ ` ·OPT. J
C Integer linear programming formulation for V-GSST
The following ILP formulation generalizes the cut-based ILP formulation for VST given by
Demaine et al. [12].
Given some integer i ≤ ` and S ⊆ V , let fi(S) = 1 if at least one terminal in T , but not
every terminal, with required grade of service at least i, is in S. Let fi(S) = 0 otherwise.
Let Γ(S) be the neighborhood of S, defined as the set of vertices adjacent to at least one
vertex in S but not in S. For v ∈ V and i ∈ {1, . . . , `}, let xiv be a binary indicator variable
defined as follows:
xiv =
{
1 vertex v contains a facility of grade i or higher
0 otherwise
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An ILP formulation for the V-GSST problem is as follows:
min
∑
v∈V
∑`
i=1
(wi(v)− wi−1(v))xiv subject to (5)∑
v∈Γ(S)
xiv ≥ fi(S) ∀v ∈ V ;S ⊆ V (6)
xiv ≥ xi+1v ∀v ∈ V ; i ∈ {1, 2, . . . , `− 1} (7)
xiv ∈ {0, 1} ∀v ∈ V ; i ∈ {1, 2, . . . , `} (8)
The objective (5) splits the cost of installing a facility on v into incremental costs, where
w0(v) = 0 by definition. Constraint (6) enforces that, for any subset S containing at least
one but not all vertices of required grade at least i, the cut is crossed by at least one edge in
the solution. Constraint (7) enforces that if a facility is installed on v with grade i+ 1 or
higher, then it is installed with grade i, i− 1, . . . or higher. Finally, constraint (8) ensures
the xiv’s are binary.
Such an ILP will only output the xiv’s, though one can easily extract the assigned grades
of service y(v) and construct a valid V-GSST solution given this information.
