We present an acoustic model adaptation method where the transformation matrix for a new speaker is given by the product of bases and a weight matrix. The bases are built from the parallel factor analysis 2 (PARAFAC2) of training speakers' transformation matrices. We perform continuous speech recognition experiments using the WSJ0 corpus. key words: maximum likelihood linear regression, parallel factor analysis, PARAFAC2, speaker adaptation, speech recognition
Introduction
In hidden Markov model (HMM) based speech recognition [1] , speaker adaptation techniques are used to update an HMM system such that the updated model better captures the acoustic characteristics of target speakers. One class of speaker adaptation techniques is a transformation-based technique such as the maximum likelihood linear regression (MLLR) adaptation [2] . In the MLLR adaptation, the model for a new speaker is expressed as a linear transformation of a speaker-independent (SI) model, and the transformation is estimated by maximizing the likelihood of adaptation data. In the eigenspace-based MLLR (EMLLR) adaptation [3] , the set of MLLR transformation matrices of training speakers is decomposed by principal component analysis (PCA) to build bases, and the transformation matrix for a new speaker is expressed as a linear combination of bases. Thus, the EMLLR adaptation is an application of the eigenvoice adaptation [4] in the transformation space. In the eigenvoice adaptation, training acoustic models are decomposed by PCA to obtain bases and the model for a new speaker is represented as a linearly weighted sum of bases. Our approach is closely related to the EMLLR adaptation, but bases are built from the parallel factor analysis 2 (PARAFAC2) [5] , [6] of MLLR transformation matrices of training speakers. In our approach, the transformation matrix for a new speaker is expressed as a product of bases and a weight matrix. We derive the weight in a maximum likelihood (ML) criterion. We evaluate the performance of the proposed method on large vocabulary continuous speech recognition (LVCSR) experiments. In this letter, the adaptation of acoustic models to a new speaker is performed by updating the Gaussian mean parameters of output distributions among continuous density HMM (CDHMM) parameters. The rest of this letter is organized as follows. Section 2 explains the MLLR adaptation and Sect. 3 explains the EM-LLR adaptation. In Sect. 4, we present the proposed speaker adaptation method using PARAFAC2. Section 5 presents experiments and Sect. 6 concludes this work.
MLLR Adaptation
In the MLLR adaptation, the updated HMM mean vector for mixture component r (r = 1, · · · , R) is given bŷ
where W r denotes the transformation matrix, and
T the extended mean vector of an SI HMM corresponding to mixture component r (ω is the bias offset term: ω = 1 to include an offset or ω = 0 otherwise). Here, we use a single transformation matrix for all mixture components, thus we drop out the index r in the transformation matrix. Given adaptation data O = {o 1 , · · · , o T }, the D × (D + 1) transformation matrix is estimated in an ML criterion:
In finding the transformation matrix using the expectationmaximization (EM) algorithm [7] , the auxiliary Q-function to be optimized is given as (discarding the terms that are independent of W)
where γ r (t) denotes the a posteriori probability of occupying mixture component r at t given O, Σ r the covariance matrix for Gaussian mixture component r of an SI HMM (which is a diagonal matrix in this letter), and s r (W) = W ξ r . Setting ∂Q(W)/∂W = 0 produces
The above equation can be solved for W in the row-by-row fashion as [2] .
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Eigenspace-Based MLLR (EMLLR) Adaptation
The EMLLR [3] adaptation is closely related to our approach. In the EMLLR adaptation, PCA is applied to MLLR transformation matrices. Let {W 1 , · · · , W S } be transformation matrices of S training speakers. The transformation matrices are converted to vectors and let {w 1 , · · · , w S } be the set of vectorized transformation of training speakers. The set of training vectors is decomposed by PCA. The sample covariance matrix is given by
The K dominant eigenvectors (φ's) of the sample covariance matrix are obtained as the basis vectors and the transformation for a new speaker is expressed aŝ
So, the updated model for mixture component r is given bŷ
where mat(·) denotes the matricization of a vector (i.e., con-
Given adaptation data O, the K × 1 weight x is estimated in an ML criterion:
The weight can be computed by the EM algorithm. The auxiliary Q-function is given as
where s r (x) = mat Φ K x +w ξ r . Setting ∂Q(x)/∂x = 0 and solving for x yieldŝ
and G r (:, k) denotes the kth column vector of G r ∈ R D×K .
Speaker Adaptation Using the PARAFAC2 Model
In the previous section, transformation matrices are converted to vectors before decomposition. In our approach, transformation matrices are decomposed in their matrix forms by PARAFAC2. Given MLLR transformation matrices of training speakers, {W 1 , · · · , W S }, the collection of centered transformation matrices {W s } S s=1 = {W s − W} S s=1 whereW = (1/S ) s W s is expressed as follows by PARAFAC2:
where F s is a D × K matrix of factor scores for the row units, H s a K × K weight matrix forW s , A a (D + 1) × K matrix of weights for the column units, and R s the residual matrix. The PARAFAC2 model is depicted in Fig. 1 . If F s = F in Eq. (12), the PARAFAC2 model becomes the PARAFAC model [8] . In a least squares criterion, the model can be fitted to {W s } by minimizing
A representative algorithm for finding the components that minimize the squared error is the alternating least squares (ALS) [6] . The basic idea is to minimize Eq. (13) over each of F s , H s , and A alternatingly while the rest of components are fixed. When all components except one are fixed, the problem becomes a linear modeling problem so the component can be found by using singular value decomposition (SVD); please refer to [6] for more details.
We modify the PARAFAC2 model to our application by setting B s = F s H s in Eq. (12):
so that B s becomes the speaker-dependent weight "matrix" and A becomes the matrix of bases which is common across training speakers. Based on Eq. (14), the transformation matrix for a new speaker is expressed as Given adaptation data O, we derive the D × K weight matrix B for a new speaker in an ML criterion. The weight can be obtained by the EM algorithm; the auxiliary function is given as (discarding the terms that are independent of B):
where
The above equation can be solved for B using a similar technique in [2] . We define the left-side term in Eq. (18) as
and we also define
Then, the weight can be computed bŷ
whereb ( j) and z ( j) denote the jth row vectors ofB and Z, respectively. The obtained weightB is plugged into Eq. (16) and utterances from the new speaker are recognized by the updated model.
Experiments
In experiments, we used the Wall Street Journal corpus WSJ0 with 5k vocabulary [9] . As the acoustic feature vector, the 39-D vector consisting of 13 mel-frequency cepstral coefficients (MFCCs) including the 0th coefficient, Δ coefficients, and Δ-Δ coefficients, was extracted from waveforms with the 20-ms Hamming window with the frame sliding of 10 ms. In the training phase, we used 7,138 utterances of 83 speakers form the standard SI-84 training set (the total training utterances amounted to about 14 h). With HMM toolkit (HTK), we built a tied-state triphone (cross-word triphone) model with 3,120 tied states and a mixture of 8 Gaussians. So, the number of mixture components R = 3,120 × 8 = 24,960. From the SI HMM, we obtained a transformation matrix for each training speaker by the MLLR technique with 32 regression classes followed by the maximum a posteriori (MAP) adaptation [10] . These 83 transformation matrices were used to build bases for the EMLLR and the PARAFAC2-based model. For the adaptation test, we used the adaptation data of 8 testing speakers from the WSJ0 corpus, i.e., the November 92 NIST evaluation set [11] . We used 1 to 5 utterances from the adaptation set (an adaptation utterance was about 6 s in length). The adaptation was performed in a supervised mode. We performed recognition test on 330 utterances from the testing set using the WSJ 5K non-verbalized 5k closed-vocabulary set and the language model of WSJ standard 5K non-verbalized closed bigram. Approximately 40 utterances were tested by updated models for each testing speaker. Figure 2 shows results. Good performance is obtained by the PARAFAC2-based method with K = 32 (the number of adaptation parameters is 39 × 32), the EMLLR technique with K = 70 (the number of adaptation parameters is 70), and the MLLR adaptation with a diagonal regression matrix (the number of adaptation parameters is 39 × 2). The PARAFAC2-based method exhibits better performance than the EMLLR and MLLR adaptation methods for adaptation sentences ≥ 4. The EMLLR technique shows the best performance for adaptation sentences ≤ 2. Using bases (a kind of prior information about training speakers) contributes to better performance of the PARAFAC2-based method (for adaptation sentences ≥ 2) and the EMLLR technique (for adaptation sentences ≥ 1) over the MLLR adaptation. Because the dimension of the PARAFAC2-based method is given by D× K, the amount of adaptation data needed for reliable estimation of weight should be larger than the amount needed in the EMLLR technique where the dimension of the weight is given by K. We think this is the reason for which the PARAFAC2-based method exhibits worse performance than the EMLLR technique for adaptation sentences ≤ 2 and better performance than the EMLLR technique for adaptation sentences ≥ 4. Moreover, we think that the good performance of the PARAFAC2-based model for large amounts of adaptation data is due to its bases built by PARAFAC2 where the structure of transformation "matrix" is preserved during decomposition whereas the matrix structure is lost during decomposition by PCA in the EMLLR technique.
Conclusions
In this letter, we presented a basis-based speaker adaptation method in the MLLR framework. In our approach, the transformation matrices of training speakers in matrix form are decomposed by PARAFAC2 to build bases. In continuous speech recognition experiments, the proposed method outperforms the MLLR and EMLLR adaptation techniques for adaptation data ≥ 24 s.
