Let 1 p ∞ and B(S n p ) be the unit ball of the Schatten trace class of matrices on C n or on R n , normalized to have Lebesgue measure equal to one. We prove that 
Introduction
Let K be a symmetric convex body in R d , and let E ∈ Ell = {E an ellipsoid, |E| = ω d } where |E| denotes the volume of E and ω d is the volume of the Euclidean unit ball in R d . For every q 1 consider the L q normalized norm of the Euclidean norm associated to E:
where λ is the Lebesgue measure on R d .
Conjecture (C). There exist a universal constant C > 0 and a function φ(d) tending to infinity with d, which satisfy the following: for every centrally symmetric convex body K in R d there is an ellipsoid E ∈ Ell such that, for all q φ(d),
.
Equivalently, this means that I q (K, E) CI 2 (K, E).
The goal of this paper is to verify conjecture (C) for the case of Schatten trace classes of matrices and their subspaces which are of particular interest. Observe that for every α > 0 and every q 1, I q (αK, E) = I q (K, E) and for every linear transformation T ∈ SL n (R),
By (1) , it is clear that in order to check the conjecture (C), our goal is to find a position of the symmetric convex body K for which the desired estimates can be obtained with E = B d 2 . The isotropic constant L K of a symmetric convex body K is defined by
It is well known that the hyperplane conjecture is equivalent to the fact that L K is uniformly bounded for all symmetric convex bodies (see [13] ). We say that a symmetric convex body K is in isotropic position when the minimum at Eq. (2) is attained by the Euclidean unit ball B d 2 . It is natural to expect that the conjecture (C) will be satisfied for a convex body in isotropic position. By Borell's inequality [6] , we know that for any symmetric convex body K ∈ R d ,
2 . Moreover, if K is a symmetric convex body of R d in isotropic position, Alesker [1] proved that for every q 2,
2 . For general symmetric convex bodies, this is the best known estimate but it is very far from the conjecture. If we translate this result in terms of concentration of measure, it says that for every t 1,
where K denotes the homothetic image of K of volume 1.
It turns out that the claimed conjecture is equivalent to some type of concentration of mass inequality for convex bodies. This is part of Theorem 1.1 in [15] , where other equivalent formulations of the question are studied. In the particular case of isotropic 1-unconditional convex bodies K (1-unconditional means that for every point Bobkov and Nazarov [5] proved a sharp concentration inequality for the Euclidean norm with respect to the normalized Lebesgue measure on K:
Theorem. [5] There exists a universal constant C > 0 such that for every isotropic 1-unconditional convex body K in R d , if K denotes the homothetic image of K of volume 1, then for every t 1,
But it is well known (see [13] ) that sup{L K , K1-unconditional convex bodies} is finite. So that in this case, there exists a constant c > 0 such that
The previous result states that the mass of an isotropic 1-unconditional convex body is highly concentrated inside a Euclidean ball of radius c √ d. This shows that, for this class of bodies, the conjecture (C) is true with
Our purpose is to show that for all p 1, the unit balls of the Schatten trace classes of matrices B(S n p ) of every classical ensemble of matrices (real matrices, complex matrices, real symmetric matrices, complex Hermitian matrices, symplectic matrices or antisymmetric Hermitian matrices) share the same property, where the appropriate Euclidean norm is the Hilbert-Shmidt norm of an operator (which is the norm associated to the unit ball B(S n 2 )). As observed in [11] , in the case of real and complex matrices, these unit balls are in isotropic position. However, we believe that this is not the case for every classical ensemble of matrices. For example, it is known that the situation may be different for real symmetric matrices as indicated in the paper [4] . We prove here: Theorem 1. There exist universal constants c 1 , c 2 > 0 such that for every n 1, for every 1 p ∞ and 2 q c 1 min{n 2 , n 1+p/2 }, 
Remark. Theorem 1 states that the conjecture (C) is valid for
1/2+p/4 n } where d n n 2 is the corresponding dimension of the convex body K (see Section 1).
The next theorem is a translation of the previous result in terms of concentration of measure. 
The same result holds if we replace B(S n p ) with B(S n p ) ∩ E, the unit ball of S n p ∩ E normalized to have Lebesgue measure one, where E is the subspace defining one of the classical ensembles of matrices.
The proof relies on the same method for general matrices in the real or complex case and for different classical ensembles of matrices. The computation of the integrals I q will use a method similar to the one used in [11] to prove the uniform boundedness of the isotropic constants of the unit balls of S n p (for real or complex matrices). For all particular ensemble of matrices, classical change of variables reduces the computation of the integrals I q to the computation of integrals over B n p with different type of densities of the form
where a, b are positive integers and c is a nonnegative integer. A usual trick in convexity makes the computation of the integrals I q tractable. Surprisingly, some evaluations are possible and give a very sharp comparison between I q and I 2 whenever q is not too large (depending on n and p). The organization of the paper is as follows. In Section 1, we indicate that the desired estimate of Theorem 1 can be reduced to an estimate of integrals over R n . In Section 2 we make the computations that complete the proof of Theorem 1. Finally in Section 3 we explain why Theorem 1 and Theorem 2 are equivalent.
Notations
For n 1, we work on R n or C n which are equipped with their canonical Euclidean structure. The spaces M n (R) and M n (C) of n×n matrices with real or complex entries are equipped with the associated Euclidean structure defined by T 2 HS = tr (T T ) for any T ∈ M n , embedded in R n 2 or R 2n 2 endowed with the Lebesgue measure denoted by dT . For every x ∈ R n , let
. , s n (T )) be the non-increasing rearrangement of the singular values of T i.e. the eigenvalues of (T
be the Schatten trace class of matrices on the n-dimensional Euclidean space equipped with the norm σ p , and denote
. We denote by |A| the Lebesgue measure of any Borel set A ⊆ S n p , when it is finite and when 0 < |A| < +∞, we denoteÃ = λA where λ is chosen such that |Ã| = 1.
Whenever we write a b we mean that there exist universal constants c 1 , c 2 > 0 such that c 1 a b c 2 a.
Reduction to integrals over R n
A function F : R n → R is said to be a symmetric function if for every permutation π on {1, . . . , n},
The function F : R n → R is said to be positively homogeneous of degree k ∈ R if for every α ∈ R * + ,
Following the book of Mehta [12] , it is natural to consider the spaces of real self-adjoint matrices, complex Hermitian matrices, antisymmetric Hermitian matrices, symplectic matrices and we refer to this book for the definitions of these ensembles. We will denote by E the subspace of M n that defines these ensemble (whatever is the field of the considered manifolds, real or complex). In each of these cases, it is well known [12] that there exists a, b positive integer, a nonnegative integer c and a constant c n depending only on n, a, b, c such that for any symmetric continuous function F : R n → R,
where
A similar type of change of variables is discussed and explained in the work of Saint-Raymond [17] . He proved that the same result holds when we consider the space E of complex (or real) matrices [17] with a = 2, b = 2, c = 1 (or a = 2, b = 1, c = 0). Since f a,b,c is positively homogeneous of degree abn(n − 1)/2 + cn, define d n by d n = abn(n − 1)/2 + (c + 1)n, then in each of these examples, d n = dim E. We will use the following lemma which is exactly in the same spirit as Lemma 1 in [11] .
Lemma 1.
For any symmetric continuous function F : R n → R, positively homogeneous of degree k, for every p 1, one has
Proof. We recall here a proof of this result for reason of completeness. It follows from Fubini's theorem:
since F is positively homogeneous of degree k and f a,b,c of degree d n − n. We conclude using (3). 2
Next, we need some estimates about the volume of the sets B(S n p ) ∩ E. Exact computations of these volumes are done in the paper of Saint-Raymond [17] for the unit balls of matrices of S n p with real entries or complex entries. In the next proposition, we give a proof of an estimate of (|B(S n p ) ∩ E|) 1/d n valid for every ensembles of matrices that we consider in this paper. Recall that in each case, the dimension of E, d n , is equivalent to n 2 (up to constants depending only on a and b). We will need the following classical estimate about the operator norm of a random Gaussian operator in E.
Lemma 2. Let E be one of the classical ensemble considered in this paper. Let G E be a Gaussian vector in E.
There exists a constant c 2 such that for every integer n,
Proof. By Chevet's inequality [9] , it is well known that
is a n × n Gaussian matrix with independent real Gaussian N (0, 1) entries. In the case of complex entries, we decompose the matrix as sum of its real and imaginary part and use triangle inequality to get that
2n. In the case of quaternionic entries, we separate it in a sum of four terms and get that E G M n (H) B(S n ∞ ) 8 √ 2n. We can also refer to the survey [10] where better constants are obtained. Now, let Σ be one of the field R, C, or H then for every ensemble E, it is clear that if we denote by G E a Gaussian vector in E then G E = P E (G M n (Σ) ) where P E is the orthogonal projection on E. Since an orthogonal projection has norm 1, the estimate of the lemma follows. 2
We are now able to state the proposition. 
where G is a Gaussian vector in R d with independent N (0, 1) entries, K o = {y ∈ R d , ∀x ∈ K, x, y 1} denotes the polar of K and c is a universal constant. Since
Moreover, by reverse Santaló inequality [7] there exist universal constant c 1 such that
Using again Urysohn's inequality for K o and the fact that
Therefore, we get that for every symmetric convex body
We will apply this inequality in the situation we are interested in.
Remark that the norm in S n
∞ corresponds to the operator norm. By Hölder's inequality, for any matrix T ∈ E, for every p 1,
where 1/p + 1/p * = 1. Let G E be a Gaussian vector in E then, by Lemma 2, there exists a constant c > 0 such that for every n,
where 1/p + 1/p * = 1, and
Since d n n 2 , this proves the estimate (4). 2
We are now able to explain how the estimates of the L q norms in Theorem 1 is related to the estimate of integrals with respect to the measure M a,b,c,p defined by 
For the measures M a,b,c,p , we can provide exact computations of some integrals which are presented in the next section. The result which is of interest for our problem is as follows and will be proved in the next section. Proof of Theorem 1. It is well known (see [13] ) that for every symmetric convex body
where B d 2 is the Euclidean ball associated to · 2 and C is a universal constant. When p 2, the assertion of the theorem follows from the following observation:
Indeed,
is well known using concentration of measure on the sphere [14] that
and a classical use of Brunn-Minkowski inequality (see [6] ) proves that for every symmetric convex body K, 
By Lemma 5, we get that there exist c 1 and c 2 depending only on a, b, c such that for every n, for every 2 q c 1 n 1+p/2 ,
This ends the proof of the theorem. 2
Computation of integrals with respect to the measures M a,b,c,p
First we need some precise results concerning the computation of the integrals of positively homogeneous functions with respect to the measures M a,b,c,p . We shall prove a generalization of Lemma 3 in [11] , which is based on a method developed by Aomoto [3] for the study of Jacobi polynomials associated to Selberg integrals. We start by recalling the notations. Let a, b ∈ N * , c ∈ N and f a,b,c : R n → R defined by
Denote by M p,a,b,c = M p the measure in R n with density
i.e. for every f : R n → R,
Denote by d n = abn(n − 1)/2 + (c + 1)n. Observe that f a,b,c is a positively homogeneous function of order abn(n − 1)/2 + cn. Note also that for every function g : R n → R positively homogeneous of order s > −n such
Lemma 6. Let β 0, s −d n − β and f : R n → R + a positively homogeneous function of order s and C 1 on R n \{0}. Then 
Proof of Theorem 2
In fact, Theorem 1 and Theorem 2 are equivalent. This is a consequence of the following more general but simple lemma (for a proof see [15] Also, in [15] an equivalent formulation of Lemma 8 can be found, showing that the initial conjecture (C) is related to the central limit properties of the convex bodies. We refer to [2, 5] and [15] for more information in this direction.
