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Abstract Within this thesis, molecular dynamics of diatomic molecules is studied
using the XUV–IR pump–probe technique. Here, a single extreme ultraviolet (XUV)
photon created by high-harmonic generation ionizes the diatomic target molecule.
The initiated dynamics is probed after a variable time delay by an ultrashort (12 fs)
infrared (IR) laser pulse. The 3-dimensional momenta of all charged fragments are
measured using a reaction microscope.
In an experiment on O2, a nuclear wave-packet oscillation is observed on the bind-
ing potential-energy curve (PEC) of the O+2 (a
4Πu) electronic state. By comparing
simulated results with experimental data, theoretically predicted PECs are tested.
The experimental results are best reproduced if the wave packet is propagated on a
Morse potential adjusted to the experimental data. This demonstrates the sensitivity
of our method and its ability to predict accurate PECs from the measured wave-packet
evolution.
In an N2 experiment, the pump–probe delay dependent yield of stable N++2 is ob-
served. It is interpreted as a sequential double ionization via a highly excited anti-
bonding cationic state. The dissociation of the intermediate state is temporally resolved
and can be interrupted by multi-photon ionization with the IR pulse within ≈ 15 fs
after XUV ionization.
Abstract Für diese Arbeit wurden Moleküldynamiken mit Hilfe der Pump-Probe
Technik untersucht. Dabei ionisiert ein einzelnes durch hohe harmonische Erzeu-
gung hervorgebrachtes, extrem ultraviolettes (XUV) Photon das zu untersuchende
zweiatomige Molekül. Die so in Gang gesetzte Dynamik wird nach einer variablen Ver-
zögerungszeit von einem ultrakurzen (12 fs) infraroten (IR) Laserpuls abgefragt. Die
dreidimensionalen Impulse aller Fragmente werden mit einem Reaktionsmikroskop
gemessen.
In der Untersuchung von O2 wird ein Kernwellenpaket auf der bindenden Potential-
kurve (PEC) des elektronischen O+2 (a
4Πu) Zustandes beobachtet. Durch den Ver-
gleich von simulierten Ergebnissen mit den experimentellen Daten werden theoretisch
vorhergesagte PECs überprüft. Die experimentellen Ergebnisse werden am Besten
wiedergegeben, wenn das Wellenpaket in einem Morsepotential entwickelt wird,
welches an die experimentellen Daten angepasst wurde. Dies demonstriert die Emp-
findlichkeit unserer Methode und ihre Fähigkeit genaue PECs aus der gemessenen
Wellenpaketdynamik vorherzusagen.
In einem Experiment zu N2 wird die von der Verzögerungszeit abhängige Erzeugung
von stabilem N++2 beobachtet. Dies wird durch eine sequentielle Doppelionisation mit
einem instabilem Zwischenzustand erklärt. Die Dissoziation des Zwischenzustandes
wird zeitlich aufgelöst und kann innerhalb von etwa 15 fs durch eine Mehrphotone-
nionisation mit dem IR Puls unterbrochen werden.

List of Publications
Probing calculated O+2 potential-energy curves with an XUV-IR pump-probe exper-
iment
P. Cörlin, A. Fischer, M. Schönwald, A. Sperl, T. Mizuno, U. Thumm, T. Pfeifer, and
R. Moshammer
Phys. Rev. A 91, 043415 (2015)
Molecular wave-packet dynamics on laser-controlled transition states
A. Fischer, M. Gärttner, P. Cörlin, A. Sperl, M. Schönwald, T. Mizuno, G. Sansone,
A. Senftleben, J. Ullrich, B. Feuerstein, T. Pfeifer, and R. Moshammer
Submitted
arXiv:1410.8032 [physics] (2014)
Measurement of the autoionization lifetime of the energetically lowest doubly ex-
cited Q1 1Σ+u state in H2 using electron ejection asymmetry
A. Fischer, A. Sperl, P. Cörlin, M. Schönwald, S. Meuren, J. Ullrich, T. Pfeifer,
R. Moshammer and A. Senftleben
J. Phys. B: At. Mol. Opt. Phys. 47, 021001 (2014)
Electron Localization Involving Doubly Excited States in Broadband Extreme Ultra-
violet Ionization of H2
A. Fischer, A. Sperl, P. Cörlin, M. Schönwald, H. Rietz, A. Palacios, A. González-
Castrillo, F. Martín, T. Pfeifer, J. Ullrich, A. Senftleben, and R. Moshammer
Phys. Rev. Lett. 110, 213002 (2013)

Contents
1. Introduction 3
2. Diatomic molecules (in light fields) 9
2.1. Born-Oppenheimer approximation . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1. Molecular orbitals . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2. Spectroscopic notation and symmetries . . . . . . . . . . . . . . . 14
2.1.3. Potential-energy curves . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.4. Vibrational states . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2. Resonant transitions between electronic states . . . . . . . . . . . . . . . 18
2.3. Ionization and related phenomena . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1. Franck-Condon principle . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2. Strong-field ionization . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.3. High-harmonic generation . . . . . . . . . . . . . . . . . . . . . . 28
2.4. Wave-packet dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.1. Quantum-beat period TQB and revival time Trev . . . . . . . . . . 32
2.4.2. Adjusting a Morse potential to measured times TQB and Trev . . 34
2.5. Simulation of molecular dynamics . . . . . . . . . . . . . . . . . . . . . . 36
2.5.1. Propagation of a wave packet on PECs . . . . . . . . . . . . . . . 36
2.5.2. Coupled-channel simulation . . . . . . . . . . . . . . . . . . . . . 37
2.5.3. Split-step algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3. Ultrashort laser pulses and optical setup 43
3.1. Theoretical description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1.1. Modelocking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.1.2. Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.3. Nonlinear optics and self-phase modulation . . . . . . . . . . . . 47
3.2. Generation of XUV pump and IR probe pulses . . . . . . . . . . . . . . . 48
3.2.1. Ti:sapphire oscillator . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.2. Ti:sapphire multi-pass amplifier . . . . . . . . . . . . . . . . . . . 51
3.2.3. Hollow-core fiber and chirped-mirror compressor . . . . . . . . . 52
3.2.4. High-harmonic generation and pump–probe interferometer . . . 54
3.2.5. Pulse overlap and determination of the pulse duration . . . . . . 59
ix
Contents
4. Reaction microscope 61
4.1. Working principle and technical specifications . . . . . . . . . . . . . . . 61
4.1.1. Gas jet and vacuum . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.1.2. Electric and magnetic field . . . . . . . . . . . . . . . . . . . . . . 66
4.1.3. Micro-channel-plate detector and delay-line anodes . . . . . . . . 66
4.2. Momentum reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2.1. Ions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2.2. Electrons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.2.3. 4π acceptance and momentum resolution . . . . . . . . . . . . . 72
4.3. Experimental techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.1. Optimizing the pulse overlap . . . . . . . . . . . . . . . . . . . . . 75
4.3.2. Post analysis and particle coincidences . . . . . . . . . . . . . . . 76
5. Probing O+2 potential-energy curves with an XUV–IR pump–probe experiment 79
5.1. Historical overview of wave-packet dynamics in diatomic molecules . . 80
5.2. Experimental spectra and vibrational wave-packet dynamics . . . . . . . 82
5.2.1. Experimental parameters . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.2. Pump–probe delay independent spectra and identification of
reaction channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.3. Wave-packet dynamics and pump–probe scheme . . . . . . . . . 86
5.2.4. Adjusting a Morse potential to the experimental data . . . . . . . 90
5.2.5. Fourier transform and QB energies . . . . . . . . . . . . . . . . . 90
5.2.6. Angular dependence of the time-dependent O+ yield . . . . . . 95
5.2.7. Photoelectron spectra . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3. Comparison between experimental data and simulated spectra . . . . . 99
5.3.1. Using the repulsive PEC from Marian et al. [MMP+82] . . . . 102
5.3.2. Using the repulsive PEC from Magrakvelidze et al. [MAT12] 106
5.4. Limitations of the quantum simulation . . . . . . . . . . . . . . . . . . . 109
5.4.1. Influence of pump step on the simulated spectra . . . . . . . . . 110
5.4.2. Influence of probe pulse parameters on the simulated spectra . . 111
5.5. Summary of the O2 experiments . . . . . . . . . . . . . . . . . . . . . . . 113
6. Sequential XUV–IR double ionization of N2 via an anti-bonding cationic state 115
6.1. Experimental parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.2. Pump–probe delay independent spectra and identification of N++2 events 117
6.3. Pump–probe delay dependent yield of N++2 . . . . . . . . . . . . . . . . 118
6.3.1. Pump–probe scheme . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.3.2. Ion spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.3.3. Photoelectron spectra . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.4. Comparison between simulation and experiment . . . . . . . . . . . . . 126
6.5. Pump–probe delay dependent yield of N+ fragments . . . . . . . . . . . 131
6.6. Summary of the N2 experiments . . . . . . . . . . . . . . . . . . . . . . . 133
x
Contents
7. Summary and outlook 135
7.1. Summary of the O2 experiments . . . . . . . . . . . . . . . . . . . . . . . 135
7.2. Summary of the N2 experiments . . . . . . . . . . . . . . . . . . . . . . . 137
7.3. Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
Appendices 142
A. Atomic unit system and other non-SI units 142
B. Hamilton operator of diatomic molecule 143
C. Results of coupled-channel simulations for varying IR pulse parameters 144
Bibliography 149
1

1. Introduction
A detailed understanding of reaction pathways and their intermediate states is of great
interest to many fields of chemistry and even life sciences. Due to the typical bond
strength in the range of a few electronvolt [BE03] and the small bond length on the order
of an Angstrom (1× 10−10 m) [HL07], the formation and the breakup of molecular
bonds (and thus a chemical reaction) occurs within tens of femtoseconds1. Such
processes cannot be captured on camera with classical photography, as no mechanical
shutter or electronic circuit operates at these timescales.
Due to this, the temporal resolution necessary for the study of transition states was not
reached for several decades. At the molecular level, chemistry was therefore restricted
to the investigation of the ‘before’ and ‘after’ of chemical reactions [Smi87]. The
situation changed drastically in the late 1980s, when so-called pump–probe experiments
employing ultrashort laser pulses reached a temporal resolution on the femtosecond
timescale enabling the observation of transition states of chemical reactions [Zew88].
These groundbreaking experiments ultimately led to the birth of a new scientific field,
the femtochemistry [Zew00].
At about the same time, improvement of recoil-ion momentum spectrometers was
stimulated by ion-collision experiments [USB87]. By charge-state-resolved detection
of the recoil ions, this type of experiment allowed to measure charge-differential
ionization cross sections at very small scattering angles (corresponding to large impact
parameters) [USBK88]. Additional cooling of the target atoms in a supersonic expansion
enhanced the momentum resolution in these apparatuses significantly. In reaction
microscopes [MUU+94], the latest generation of momentum spectrometers, coincident
detection of ions and electrons over the full solid angle and with high momentum
resolution is made possible by an additional magnetic field. This allows to conduct
kinematically complete experiments on the ionization of atoms and small molecules.
Combining these momentum spectrometers developed for collision experiments
with the ultrashort laser pulses allows to conduct experiments on ultra-fast quantum
dynamical processes in single atoms and molecules. The pump–probe technique
applied in these measurements is illustrated in Fig. 1.1 for the special case of an
XUV–IR2 pump–probe experiment on diatomic molecules. The underlying principle,
however, is independent of the utilized laser pulses: First a so-called pump pulse
1This estimation from T = sv =
s√
2E/m
≈ 30 fs with s = 1× 10−10 m, E = 1 eV, and m = 16 amu turns
out to be in surprisingly good agreement with the timescales of the quantum-dynamical processes
measured within this thesis.
2In this thesis, the abbreviations for extreme ultraviolet (XUV) and infrared (IR) are used.
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Fig. 1.1. Illustration of a typical XUV–IR pump–probe scheme used to investigate the
nuclear dynamics in diatomic molecules with a reaction microscope. Panel (1): Ionization
by the XUV pump pulse creates a nuclear wave packet on an ionic potential-energy
curve (orange curve). The emitted photoelectron (red ball) is detected with the reaction
microscope. Panel (2): The wave packet evolves for a variable time delay. Panel (3): The IR
probe pulse promotes the nuclear wave packet to an anti-bonding potential-energy curve
(green curve). Panel (4): The molecular ion dissociates and the charged fragments are
detected using a reaction microscope. Repeating the experiment for various pump–probe
delays allows to reconstruct the temporal evolution of the nuclear wave packet.
initiates a dynamical process, typically by electronic excitation or ionization of the
target. Afterwards, the system evolves freely, until its current state is probed by a
second laser pulse. Repeating the experiment for varying pump–probe delays allows to
image the field-free evolution of the system.
Employing an IR–IR pump–probe scheme, the dissociation of H+2 and D
+
2 – and
thus the break of the arguably simplest chemical bond – on timescales of a few
tens of femtoseconds was traced in real time [AUT+05, ERF+05, ALO+06]. In the
following years, vibrational wave packets in the cations of various diatomic molecules
were observed in a series of experiments [REF+06, ERF+06, NVC06, KLS+09, DBM+10,
DMB+11]. Measuring the time evolution of these wave packets over a large range
of pump–probe delays allows to deduce detailed information about the vibrational
level spacing and the shape of involved binding potentials. Interpretation of pump–
probe experiments on poly-atomic molecules is more challenging due to the additional
degrees of freedom in the nuclear motion. The time-resolved observation of a hydrogen
migration in acetylene (C2H2), however, proves that isomerization and the formation of
chemical bonds can be imaged in real time [HMFT07, JRH+10, MFTH11].
The ability to trace molecular dynamics in the time domain is considered an im-
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portant step towards the steering of chemical reactions with laser pulses. While the
laser-control of complex chemical reactions is still fiction, many proof-of-principle ex-
periments have already been performed. The fragmentation dynamics of H2 [KFF+09]
but also that of larger molecules such as acetylene [AKS+14] has been influenced
substantially by the carrier-envelope phase of few-cycle laser pulses. Generation of
tailored laser pulses using evolutionary algorithms allows to modify the branching
ratios in the fragmentation of poly-atomic molecules [LMR01] or influence energy
transfer mechanisms in light-harvesting complexes [HWC+02].
The temporal resolution achieved in pump–probe experiments is usually limited
by the pulse duration. Common femtosecond laser systems emit light at a center
wavelength of about 800 nm. At this wavelength, state-of-the-art few-cycle pulses [BK00]
approach the fundamental single-cycle limit of 2.5 fs. This is short enough to resolve
most nuclear dynamics. The beating between electronic states separated by a few
electronvolts, however, occurs at timescales of T ≲ h/(1 eV) ≈ 4 fs. Thus, the dynamics
of deeply bound electrons can only be resolved with laser pulses in the ultraviolet or
even extreme ultraviolet (XUV) regime where the single-cycle limit is pushed into the
attosecond timescales.
This became feasible with the discovery of the high-harmonic generation (HHG)
process [MGJ+87, FLL+88] which allows to generate attosecond pulses in the XUV
energy regime with pulse durations below 100 as [GSH+08, ZZC+12]. This is short
enough to track down electron dynamics. Although single-attosecond pulse sources
are still not intense enough to perform XUV–XUV pump–probe experiments on a daily
basis, first prototype experiments already exist [TSN+11] and it is only a matter of time
until further experiments will be performed [LIV14].
Today, an increasing number of laboratories routinely conduct XUV–IR pump–probe
experiments using the fundamental IR pulse as a probe for dynamics initiated by the
XUV pulse. Due to the HHG process, the phase relation between the two pulses is
intrinsically fixed. This allows to perform new types of measurements. In attosecond
streaking, for example, photoelectrons created by XUV ionization are accelerated by
the IR laser field. By measuring the photoelectron momentum as a function of the
pulse delay, the electric field of the driving IR laser pulse and the duration of the
attosecond pulse can be precisely reconstructed [KGU+04]. Using streaking techniques,
experiments on ionization delays can be conducted with temporal resolutions down to
a few attoseconds [SFK+10, MGA+14]. In XUV–IR transient absorption experiments,
the optical density of a target is investigated in the presence of an additional strong
IR field. This is, for example, used to study Fano resonances [OKR+13, KOB+14] or
electron correlations [OKA+14].
For this thesis, time resolved experiments have been performed on diatomic molecules
using different XUV–IR pump–probe schemes. This has several advantages compared
to an IR–IR pump–probe experiment: First of all, only a single XUV photon is absorbed
in the pump step. Thus, if the XUV spectrum is known, detection of photoelectrons and
5
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ions in a kinematically complete experiment allows to determine the electronic states
participating in the observed reaction [GRT+07, CDS+10]. Due to the large number of
electronic states in molecules, this simplifies the interpretation of experimental spectra
tremendously. Furthermore, the single-photon ionization cross sections are usually
well known from synchrotron experiments or calculations. Finally, field-dressing by
the XUV pulse in the pump step is negligible and the excitation of vibrational states is
well described by the Franck-Condon principle.
In this work, O2 and N2 have been investigated. Due to their large number of binding
electronic states, identification of experimentally observed reaction channels is often
challenging. As a result, they have been investigated less frequently in pump–probe
experiments than e.g. H2 or D2, although being very interesting and important due to
their abundance in the earth’s atmosphere. In spite of featuring many states, O2 and
N2 are well understood by theory and their single nuclear degree of freedom allows to
explain the nuclear dynamics on one dimensional Born-Oppenheimer potential-energy
curves (PECs). Thus, the experimental data can be interpreted using comparably
simple quantum calculations. This is in contrast to pump–probe experiments on poly-
atomic molecules which often require sophisticated time-dependent quantum-chemistry
calculations in order to be interpreted [CAT+14].
The first experiment presented in this thesis investigates the vibrational wave-packet
dynamics in the binding a 4Πu electronic state of the O+2 molecular ion. The measured
time-evolution of this wave packet is used to adjust a Morse potential. With this, we
able to predict the shape of the a 4Πu PEC and therefore the molecular bond strength
as a function of the internuclear distance. Using a large range of pump–probe delays,
the vibrational level spacing in the binding PEC is determined with a high accuracy. In
contrast to the results of a previous IR–IR pump–probe experimentDe2011, our data is
in good agreement with the computed vibrational levels of the a 4Πu PEC predicted by
Ref. [MAT12].
Furthermore, the experimental data is compared to results of coupled-channel sim-
ulations. Our simulations show that the shape of some PECs predicted in Refs.
[MMP+82, MAT12] contradicts our experiment. Moreover, certain features in the exper-
imental spectra cannot be reproduced with any of the theoretical PECs. On the other
hand, we find an excellent agreement with the experimental data, if the wave-packet
dynamics is simulated with the Morse potential. This demonstrates that highly accurate
PECs can be predicted by measuring the time-evolution of a nuclear wave packet.
In addition, our method is sensitive to small variations in the shape of the binding
potential and can be used test PECs calculated by theory.
In a second measurement, the delay-dependent sequential double ionization of
N2 has been investigated with an XUV–IR pump–probe experiment. In an earlier
experiment, an increase of the N++2 yield was observed in the temporal overlap of the
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laser pulses. However, due to the rather long IR pulse durations (28 fs), the authors
were not able to investigate details of the involved reaction [GRT+07, Supplementary
Material].
That measurement has been repeated with shorter (12± 3) fs IR pulses, in this work.
Due to the resulting superior temporal resolution, we were able to measure the nature
of this two-step process in more detail. The new features observed in our data can be
explained by a sequential double ionization via a highly excited cationic intermediate
state. Since this state is anti-bonding, its population by ionization with the XUV
pulse causes the molecule to dissociate immediately. This bond breaking is temporally
resolved in our experiment. For pump–probe delays smaller than about 15 fs, further
ionization with the IR laser pulse interrupts the molecular fragmentation and leads
to the formation of stable N++2 . By comparing the experimental results with a simple
quantum simulation, we obtain additional information on the PEC of the highly excited
intermediate state. The agreement between our experimental data and the simulation
is best, if we include an intermediate state in our calculations that was not considered
to be significantly populated by XUV ionization in Ref. [GRT+07].
Structure of this thesis An introduction to the physics of diatomic molecules with
a focus on the Born-Oppenheimer approximation is given in Chap. 2. Within this
approximation, nuclear dynamics occurs on PECs. This is used throughout this thesis
for an intuitive interpretation of the measured molecular dynamics. Subsequently, a
brief introduction to resonant transitions and (strong-field) ionization of molecules is
given. Methods for the simulation of molecular dynamics are described afterwards.
Chap. 3 introduces the theoretical description of ultrashort laser pulses and presents
the optical setup including the laser system and the high-harmonic generation vacuum
chamber. The working principle of the reaction microscope is explained in Chap. 4.
Afterwards, the experimental data on the vibrational wave-packet dynamics in O+2 is
presented and compared to simulations in Chap. 5. Results of an XUV–IR pump–probe
experiment on the sequential double ionization of N2 via an anti-bonding cationic
intermediate state are discussed in Chap. 6.
Finally the results of this work are summarized in Chap. 7. In addition, an outlook
on planned improvements of our experimental setup and on future experiments is
given.
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2. Diatomic molecules (in light fields)
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The observation of the Balmer series in the hydrogen spectrum [Bal85] – among other
experimental discoveries such as the photo-electric effect [Her87] and the black-body
radiation [Kir60] – triggered the invention of quantum physics in the beginning of the
20th century. Since then, the urge to understand the increasingly detailed experimental
spectra of atoms has substantially contributed to the development of quantum theories.
The pinnacle of this evolution was the theory of quantum electrodynamics which could
explain the so-called Lamb shift [LR47], not described by Dirac’s theory, for the first
time.
Today, quantum electrodynamics is the most precise fundamental theory in physics.
Unfortunately, describing molecules with this theory is too complicated. Worse, without
approximations, even the (comparably simple) non-relativistic Schrödinger equation
cannot be solved analytically for any molecule. As a result, theoretical predictions
can only be made by solving the equations numerically and/or by applying certain
approximations. Thus, modern experiments performed on atoms or molecules with
many active electrons – possibly involving strong external (laser) fields – are often
used to test existing and trigger the development of new numerical methods and
approximations. Performing time-resolved pump–probe experiments on molecular
dynamics using ultrashort laser pulses, we are able to trace the time evolution of
nuclear wave packets on femtosecond timescales. The experimental results allow to
extract information about the shape of the involved potential-energy curves which can
be compared to potential curves predicted by theory.
This chapter begins in Sec. 2.1 with an introduction to the Born-Oppenheimer approx-
imation which is commonly used to calculate molecular orbitals and potential-energy
curves. Afterwards, in Sec. 2.2, resonant electronic transitions in dipole approxima-
tion are explained. In Sec. 2.3, the chapter continues with a description of ionization
with a focus on the Franck-Condon principle and strong field ionization (including
9
2. Diatomic molecules (in light fields)
e−1
e−2
A
B
RB
RA
R = |RB − RA|
r1 r2
Fig. 2.1. Coordinates in the center-of-mass system for a diatomic molecule with two
electrons (orange balls).
high-harmonic generation). Properties of the dynamics of nuclear wave packets within
molecular potential-energy curves are explained in Sec. 2.4. The chapter ends in Sec. 2.5
with a description of the numerical simulations used to compare theoretical predictions
with experimental data in Chaps. 5 and 6.
2.1. Born-Oppenheimer approximation
Even for the simplest neutral molecule, H2 (illustrated in Fig. 2.1), consisting of two
electrons and two protons only, the Schrödinger equation1
Hˆ(r, R)Ψ(r, R) = EΨ(r, R) (2.1)
(the Hamilton operator Hˆ(r, R) describing a diatomic molecule is introduced in Ap-
pendix B) cannot be solved analytically [Dem10, p. 15-17]. Thus, molecular eigenstates
and spectra must be calculated numerically. In order to simplify the numerical problem,
the Born-Oppenheimer approximation [BO27] is often applied.
In this approximation the nuclear frame is considered to be stationary on the time-
scales of the electronic motion. In other words, the electrons adapt instantaneously to
the Coulomb potential created by the nuclei. In most situations, this approximation is
well justified due to the small mass of the electrons compared to the nuclear masses. In
the Born-Oppenheimer approximation, the total wave function Ψ(r, R) is split into a
purely electronic wave function ϕ(r; R) and a nuclear wave function ψ(R):
Ψ(r1, . . . , rN , R) = ϕ(r1, . . . , rN)ψ(R) = ϕ(r; R)ψ(R). (2.2)
The molecular orbitals (see Sec. 2.1.1) obtained and the spectroscopic notation (see
Sec. 2.1.2) used in the Born-Oppenheimer approximation are introduced in the fol-
lowing. This product ansatz will lead to so-called potential-energy curves (PECs)
introduced in Sec. 2.1.3 within which the nuclear vibrational states (see Sec. 2.1.4) are
1Unless otherwise noted, the atomic unit system is used throughout this chapter. See Appendix A for
conversion to SI units.
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embedded. All interpretations of our experimental data will involve these PECs, as
the Born-Oppenheimer approximation often provides an intuitive picture of nuclear
dynamics.
2.1.1. Molecular orbitals
By considering the nuclear frame as frozen, the electronic part of the Hamilton operator
for a fixed internuclear distance R is given by
Hˆel = Tˆe +V(r, R) (2.3)
[see Appendix B for introduction of the electron kinetic energy operator Tˆe and the
Coulomb potential V(r, R)] and the Schrödinger equation is written as
Hˆelϕγ(r; R) = Uγ(R)ϕγ(r; R). (2.4)
Here, the electronic wave functions ϕγ(r; R) and the eigenenergies Uγ(R) depend on a
set of quantum numbers (indicated by γ) and the internuclear distance R which is a
parameter. Thus the internuclear distance is taken into account by solving the electronic
problem for different values of R which will (with an additional term describing the
Coulomb repulsion between the nuclei) lead to the PECs (see Fig. 2.3 and Sec. 2.1.3).
For now, we focus on methods to solve Eq. (2.4) and properties of the electronic wave
functions ϕγ.
A standard approach for finding approximations for the eigenenergies Uγ(R) and
for the wave functions ϕγ is a variational method. In this, a suitable parametrized “trial
function” Φ(r; R) is chosen and the Schrödinger equation [Eq. (2.4)] is rewritten as
HˆΦ = WΦ with
W = min
∫
Φ∗HˆΦd3r∫
Φ∗Φd3r
. (2.5)
By variation of the parameters defining Φ, the eigenenergy W(Φ) is minimized in
order to obtain the best eigenenergy W and orbital Φ [HS15, p. 179]. Two different
approaches to find suitable “trial functions” Φ(r; R) are introduced in the following
for the special case of H2. As we will see, the choice of Φ(r; R) can strongly influence
the magnitude of the calculated dissociation energy De of the H2 ground state.
Heitler-London approximation [HL27] In the Heitler-London approximation, the two-
electron wave function of the H2 ground state is constructed from a linear combination
of two functions ΦHL1/2. These are product wave functions of two hydrogen atom 1s
orbitals:
ΦHL1 = ΦA(r1) ·ΦB(r2) (2.6)
ΦHL2 = ΦA(r2) ·ΦB(r1). (2.7)
11
2. Diatomic molecules (in light fields)
Experimental Heitler-London Simple MO Improved MO Ref. [KR60]
value
(4.7470± 0.0003) eV 3.14 eV 2.7 eV 4.02 eV 4.7467 eV
Tab. 2.1. Measured and calculated dissociation energy of the H2 electronic ground
state. Experimental value from Ref. [Dem10, p. 339].
Here ΦA(r1) describes the 1s orbital of electron 1 centered at nucleus A and ΦB(r2) de-
scribes electron 2 centered around nucleus B. Since the electrons are indistinguishable,
Eq. (2.7) where electron 1 and electron 2 are exchanged, must be taken into account as
well. The total wave function of the H2 molecule is described by
ΦHLH2 (r; R) = c1Φ
HL
1 + c2Φ
HL
2 = c1ΦA,B(r1, r2) + c2ΦA,B(r2, r1). (2.8)
Here we use the abbreviations ΦA,B(r1, r2) = ΦA(r1) · ΦB(r2) for the product wave
functions. Due to the Pauli principle, the spatial wave function must be either symmetric
or antisymmetric under particle exchange2. This implies c1 = c = ±c2 and two
molecular wave functions are obtained
ΦHLH2 (r; R) = c[ΦA,B(r1, r2)±ΦA,B(r2, r1)], (2.9)
where c is a normalization constant3. Depending on the sign, either a ‘gerade’ or
‘ungerade’ molecular wave function is obtained (see Sec. 2.1.2 and Fig. 2.2). Energet-
ically the symmetric wave function (with plus sign) is more favorable and features
a dissociation energy De of 3.14 eV [Dem10, p. 339]. This value is compared to the
experimentally measured dissociation energy of (4.7470± 0.0003) eV [Dem10, p. 339]
in Tab. 2.1.
Molecular orbital approximation: In the molecular orbital (MO) approximation, first
the single electron wave function of the H+2 molecular ion is constructed from a linear
combination of atomic orbitals (LCAO). In a second step the two-electron wave function
of H2 is constructed from the orbitals of two H+2 . This is conceptually different from
the Heitler-London approximation where the two-electron wave function of H2 was
directly written as a product of two atomic orbitals [Dem10, p. 338].
The total H+2 wave function constructed by the LCAO describing a single electron
orbiting either nucleus A or B is written as [Dem10, p. 331]
ΦLCAOH+2
(r1; R) = c1ΦA(r1) + c2ΦB(r1) = cH+2 [ΦA(r1)±ΦB(r1)] (2.10)
2The total wave function including the electron spin must be antisymmetric. The electron spin is not
considered in the following simple examples.
3The coefficient c depends on the spatial overlap of the two atomic orbitals and therefore on the
internuclear distance R.
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where the expression c1 = cH+2 = ±c2 was used. This is required due to symmetry
arguments. Again, a symmetric (plus sign) and an antisymmetric (minus sign) spatial
wave function was constructed. The bonding symmetric orbital is energetically favorable
whereas the antisymmetric orbital is anti-bonding [Dem10, p. 333]. Since we are
interested in the electronic ground state of H2, the two-electron wave function is
constructed from a product of symmetric H+2 molecular orbitals [plus sign in Eq. (2.10)]
ΦMOH2 (r; R) = Φ
LCAO
H+2
(r1; R) ·ΦLCAOH+2 (r2; R) (2.11)
= c2H+2 [ΦA,B(r1, r2) +ΦA,B(r2, r1) +ΦA,A(r1, r2) +ΦB,B(r1, r2)] . (2.12)
Compared to the Heitler-London approximation [Eq. (2.9)], two additional terms
ΦA,A(r1, r2) and ΦB,B(r1, r2) appear. These describe a molecule where both electrons
are localized at the same nucleus. The dissociation energy of H2 calculated in this
simple MO approximation is 2.7 eV only and in less agreement with the experiment
than the Heitler-London approximation (see Tab. 2.1). This is because all terms in
Eq. (2.12) are weighted equally, although the latter two terms should be suppressed.
Ignoring these terms the Heitler-London approximation gives the better results. The
MO approximation is easily improved by adding a parameter 0 < λ < 1 in Eq. (2.12).
In the resulting improved MO approximation
ΦMOH2 (r; R) (2.13)
= c1 (ΦA,B(r1, r2) +ΦA,B(r2, r1) + λ [ΦA,A(r1, r2) +ΦB,B(r1, r2)]) . (2.14)
the parameter λ = λ(R) is optimized [using Eq. (2.5)] such that the eigenenergy is
minimized for each internuclear distance R. This reduces the weight of the latter terms
and a dissociation energy of 4.02 eV is obtained (see Tab. 2.1)4.
At this state, the agreement with the experimental data is not very convincing. One
reason is that only spherical 1s orbitals were used to construct the MOs. The defor-
mation of the electron orbitals due to electron-electron interaction and the interaction
between one electron and the other nucleus is not described by a 1s orbital centered
around a nucleus. This can be taken into account by using non-spherical basis wave
functions. Using 50 basis functions, the binding energy of the H2 ground state was
calculated to −4.7467 eV in Ref. [KR60] in excellent agreement with the experiment (see
Tab. 2.1).
With modern computers and quantum chemistry programs, molecular potentials
and wave functions can be calculated very accurately – at least for small molecules and
not too high electronic excitations. Large basis sets of atomic and molecular orbitals in
4By adding the ionic H−H+ terms in the Heitler-London approximation and introducing the parameter λ
as well, Heitler-London and the MO approximation yield identical results at this state of improvement
[Dem10, p. 339].
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Λ = 0 1 2 3
Name of state: Σ Π ∆ Φ
Tab. 2.2. Designation of states with different quantum numbers Λ. Adapted from
[HS15, p. 191].
combination with elaborated Hartree-Fock methods (HF-SCF) including configuration
interaction (CI) are employed by these programs [HS15, p. 211]. However, larger
molecules, molecular ions, excited states and open shells are still difficult to calculate
and experiments are necessary in order to test theoretically predicted potential-energy
curves (see Chap. 5).
2.1.2. Spectroscopic notation and symmetries
Diatomic molecules exhibit a rotational symmetry around the nuclear axis (in contrast
to atoms which feature a spherical symmetry). In this case the operator for the
orbital angular momentum Lˆ does not commute with the Hamilton operator and the
corresponding quantum number l is not a good quantum number [HS15, p. 190]. The
projection of Lˆ on the molecular axis Lˆz with eigenenergies h¯ml , however, is conserved
and λ = |ml | is a good quantum number5.
For many-electron wave functions, the quantum number for projection of the total
orbital angular momentum on the molecular axis is called Λ and Λ ≤ ∑ λi due to the
vectorial addition of the angular momenta [HS15]. Λ is important for the designation
of molecular states [see Eq. (2.17) and Tab. 2.2].
The wave functions of homonuclear diatomic molecules are either symmetric or
antisymmetric under inversion at the center of mass r → −r and thus can be categorized
in two groups, gerade and ungerade wave functions:
gerade: Φg(r) = Φg(−r) (2.15)
ungerade: Φu(r) = −Φu(−r) (2.16)
The dipole selection rules for resonant excitation will be introduced in Sec. 2.2. It
will be shown that the angular momentum Λ, the parity and the electron spin of the
initial and final molecular state pose strict selection rules onto dipole allowed electronic
transitions. Molecular states are therefore denoted by these quantities:
X 2S+1Λg,u (2.17)
Here the quantum number S of the total electron spin has been introduced. This causes
a multiplicity of 2S + 1 of all electronic states similar to the atomic case. States are
5The sign of the quantum number ml does not influence the energy.
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Σup p + p
Πgd p− p
Πup p + p
Σgs p− p
Σup s− s
Σgs s + s
united
atom
molecular
orbital
separated
atoms
Fig. 2.2. The superposition of atomic orbitals with equal quantum number λ (right column)
forms the molecular orbitals if the internuclear distance is reduced (center column). In the
limit of vanishing internuclear distance, the “molecule” is described by atomic quantum
numbers. Without an external field, the molecular orbitals of diatomic molecules feature a
rotational symmetry around the nuclear axis. Figure adapted from Ref. [HS15, p. 193].
additionally classified by roman letters (X, A, B, . . . ) where X is the ground state, A
labels the first excited state etc. Due to a different total electron spin, certain stated
cannot be accessed from the X state by a resonant dipole transition. These states are
labeled (a, b, c, . . . ). Some states have been discovered after the assignment of known
a state and are labeled (A′, B′ . . . ) accordingly [Dem10, p. 338f].
Exemplary molecular orbitals with different quantum number Λ and parity are
illustrated in Fig. 2.2. This figure also indicates, how the superposition of atomic
orbitals of separated atoms combine to a molecular orbital when the internuclear
distance is decreased. In the limit of R = 0, the nuclei are united into a single atom.
The parity of the wave function does not change in this process.
2.1.3. Potential-energy curves
So far, we mainly discussed the molecular orbitals obtained when solving the electronic
Schrödinger equation in Born-Oppenheimer approximation [see Eq. (2.4)]
Hˆelϕγ(r; R) = Uγ(R)ϕγ(r; R).
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united
atoms
separated
atoms
equilibrium
distance
Vγ(R)
Vγ(∞)
De
R0
R
van der Waals
attraction ∝ −1/R6
overlapping
electron clouds
⇒ molecular bonding
not overlapping
electron clouds
⇒ antibonding
Fig. 2.3. Schematic potential-energy curves (PECs) of a diatomic molecule. Bonding
electronic states form binding potentials with a depth De and an equilibrium distance R0.
Antibonding electronic states form repulsive PECs. Stable molecules do not exist in such
electronic configurations. Figure adapted from Ref. [HS15, p. 141].
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For the interpretation of our experimental results, however, the electronic energy
eigenvalues Uγ(R) are of higher importance. Calculating (and plotting)
Vγ(R) = Uγ(R) +
ZAZB
R
(2.18)
as function of the internuclear distance results in so-called potential-energy curves
(PECs) shown in Fig. 2.3. Each PEC corresponds to an electronic state. The PECs
are usually labeled according to the notation introduced in Eq. (2.17)6. For large
internuclear distances, the PECs asymptotically reach the total energy of two separated
atoms which is called the dissociation limit. Depending on the electronic excitation of
the atoms, a great variety of dissociation limits (and PECs) exists. For small internuclear
distances, the energy of all PECs diverges due to the Coulomb repulsion between the
two nuclei [HS15, p. 141].
Depending on whether or not the PECs feature a potential minimum, they are either
called binding or repulsive PECs. The former ones lead to stable molecules while an
excitation to the latter ones causes the molecule to break apart. These two types of PECs
are sketched in Fig. 2.3. De denotes the depth of the binding PEC relative to the limit of
two separated atoms. In the case of a binding PEC, the potential minimum at R = R0
is in the following called the equilibrium distance. For molecules in the vibrational
ground state, this distance is usually in good agreement with the expectation value of
the internuclear distance. There are, however, exceptions from this rule, such as the He
dimer (4He2). The ground-state PEC of this molecule features an equilibrium distance
of R0 = 5.6 a.u. [TTY95], whereas the expectation value of the internuclear distance R
was measured as 98 a.u. [GST+00].
2.1.4. Vibrational states
Up to now, only the solution of the electronic Schrödinger equation has been discussed.
In the following, we consider the nuclear problem. The Hamilton operator describing
the nuclei in the Born-Oppenheimer approximation is given by (see Ref. [HS15, p. 142f]
for a derivation)
Hˆn = Tˆn +Vγ(R) = − 12µ∇
2
R +Vγ(R) (2.19)
and the corresponding Schrödinger equation is
Hˆnψ(R) =
[
− 1
2µ
∇2R +Vγ(R)
]
Ψ(R) = Enψ(R). (2.20)
Solutions of this equation are illustrated in Fig. 2.4. The nuclear wave functions ψ(R)
are confined by the PEC in analogy to the wave functions in a harmonic oscillator. The
6For convenience we informally use the label of the corresponding electronic state to refer to certain
PECs throughout this work.
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Fig. 2.4. Calculated vibrational energies of O+2 in a Morse potential. The level spacing is
not constant due to the anharmonicity. Still, in contrast to e.g. the Coulomb potential, only
a finite number of bound states exists. Calculated eigenfunctions (red curves) are plotted
for some quantum numbers.
states can be described by a single quantum number which is usually designated v
and the eigenenergy Ev of the vibrational states increases monotonically with v. In
contrast to the harmonic oscillator, the vibrational levels within molecular PECs are not
equidistant and the level spacing decreases towards the dissociation limit due to the
potential’s anharmonicity (see Fig. 2.4).
The absolute square of the vibrational wave functions |ψ(R)|2 gives the probability
density for finding a molecule at a certain internuclear distance R. In most cases, the
potential minimum of binding PECs can be approximated by a harmonic potential. In
this case the vibrational ground-state wave function is well described by a Gaussian
function that is symmetric around R0.
2.2. Resonant transitions between electronic states
This section introduces resonant transitions between electronic states in the dipole
approximation. Such transitions (and their selection rules) are relevant for the un-
derstanding of the pump–probe scheme applied for the observation of the molecular
wave-packet dynamics in O2 (see Chap. 5).
The quantum mechanical transition from an initial state Ψi to a final state Ψ f is
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described by a transition amplitude
A f i = ⟨Ψ f | Hˆ |Ψi⟩ = ⟨ϕ f , ψ f , χ f | Hˆ |ϕi, ψi, χi⟩ (2.21)
where Hˆ is the interaction Hamilton operator. Here the Born-Oppenheimer approxi-
mation was used to express the total wave function as a product of an electronic wave
function ϕ, a nuclear wave function ψ and a spin wave function χ.
In the following we consider the special case of a dipole transition induced by a
laser field linearly polarized in z-direction. It features an amplitude E and a carrier
frequency ω0. The interaction Hamilton in dipole approximation is given by7
HˆD = −zE cos (ω0t) (2.22)
and Eq. (2.21) is written as
A f i = ⟨ϕ f , ψ f , χ f | HˆD |ϕi, ψi, χi⟩ (2.23)
= ⟨χ f |χi⟩ ⟨ψ f | ⟨ϕ f | HˆD |ϕi⟩ |ψi⟩ (2.24)
= ⟨χ f |χi⟩ ⟨ψ f |M f i |ψi⟩ . (2.25)
where the electric dipole operator does not act on the nuclear wave functions and the
spin wave functions χ.
From the first term we obtain the dipole selection rule
⟨χ f |χi⟩ ̸= 0 ⇔ △S = 0.
Thus, the total electron spin must be conserved in order to obtain a non-vanishing
dipole transition amplitude.
The second term imposes restrictions on the electronic wave functions ϕ f and ϕi.
Arguments from group theory can be used to evaluate very efficiently for which
combinations of ϕ f and ϕi the integral
M f i = ⟨ϕ f | HˆD |ϕi⟩ (2.26)
does vanish and the transition is dipole forbidden. Without going into detail, one can
show that for diatomic, homonuclear molecules a dipole transition is allowed if the
relation [HS15, p. 310]
Γ f ⊗ ΓHˆD ⊗ Γi ⊃ Σ+g (2.27)
is fulfilled. Here Γ denotes the so-called irreducible representation (irrep) of the initial
and final electronic state as well as that of the dipole operator. The whole argument
boils down to a very simple idea: If the direct product of all irreps in Eq. (2.27) does
not include the fully symmetric irrep Σ+g , the transition is dipole forbidden since the
integral over all electron coordinates r in Eq. (2.26) vanishes.
7Here we do not consider rotational states and their excitation.
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ϕi⧹ϕ f Σ+g Σ−g Σ+u Σ−u Πg Πu
Σ+g P∥ P⊥
Σ−g P∥ P⊥
Σ+u P∥ P⊥
Σ−u P∥ P⊥
Πg P⊥ P⊥ P∥
Πu P⊥ P⊥ P∥
Tab. 2.3. Dipole transitions from initial state ϕi to final state ϕ f allowed for parallel
(P∥) and perpendicular (P⊥) alignment of laser polarization and molecular axis. Table
adapted from [Dun62, Gop10].
The irrep of the dipole operator ΓHˆD depends on the orientation of laser polarization
and molecular axis. The electric field E can be expressed as a superposition of a field
parallel to the molecular axis E|| and a field perpendicular to the molecular axis E⊥,
E = E|| cos (θ) + E⊥ sin (θ), (2.28)
where the angle θ between the molecular axis and the polarization of the laser field
was introduced. Thus it is useful to consider two special cases for the evaluation of
this term: The so-called parallel transitions, where the molecular axis and the laser
polarization are aligned and perpendicular transitions where the molecular axis is
perpendicular to the laser polarization direction.
For the parallel transition, the irrep of the dipole operator is Σ+u and only transitions
labeled P∥ in Tab. 2.3 are dipole allowed. For perpendicular transitions, the irrep of the
dipole operator reads Πu and only dipole transitions labeled P⊥ in Tab. 2.3 are possible.
If the molecular axis is neither perpendicular nor parallel to the laser polarization,
the transition amplitudes will depend on the angle θ, because A f i depends on the
electric field strength [see Eq. (2.22)].
2.3. Ionization and related phenomena
In the XUV–IR pump–probe experiments conducted in the framework of this thesis,
a single photon from the XUV pump pulse ionizes a target molecule. This leads to
a population of vibrational states according to the Franck-Condon principle which is
introduced in the following in Sec. 2.3.1. Afterwards, in Sec. 2.3.2 strong-field ionization
in the multi-photon and tunnel regime is discussed. The former is relevant for the
pump–probe scheme used in the experiments on nuclear fragmentation dynamics of N2.
The latter is closely related to the process of high-harmonic generation (HHG), which
is discussed in the end of this section in Sec. 2.3.3 with a focus on the semi-classical
three-step model.
20
2.3. Ionization and related phenomena
2.3.1. Franck-Condon principle
In single photon ionization of molecules, vibrational states in the ionic PEC are excited
according to the Franck-Condon principle. This is described in the following. Ignoring
the electron spin, the total transition amplitude A f i = ⟨Ψ f | Hˆ |Ψi⟩ for an ionization
from an initial state |Ψi⟩ to a final state |Ψ f ⟩ can be written as
A f i = ⟨ϕ f , ψ f | HˆD |ϕi, ψi⟩ (2.29)
=
∫
ψ∗γ f ,v f (R)
[∫
ϕ∗f (r; R)HˆD(r)ϕi(r; R) dr
]
ψγi ,vi(R) dR (2.30)
=
∫
ψ∗γ f ,v f (R)M f i(R)ψγi ,vi(R) dR (2.31)
where the dipole transition matrix element M f i =
∫
ϕ∗f (r; R)HˆD(r)ϕi(r; R) dr explicitly
depends on R. The separation of these two integrals will be possible, if M f i varies
only slowly with R and at least one of the vibrational wave functions is localized to a
small range of R [HS15, p. 305]. These conditions are usually fulfilled (especially for
ionization from the vibrational ground state) and thus Eq. (2.31) is approximated by
A f i = M f i
∫
ψ∗γ f ,v f (R)ψγi ,vi(R) dR.
The integral over the vibrational wave functions is incorporated in the Franck-Condon
factor
FC(γ f , v f ← γi, vi) = | ⟨ψ f |ψi⟩ |2 = |
∫
ψ∗γ f ,v f (R)ψγi ,vi(R) dR|2. (2.32)
This factor describes the overlap integral of two nuclear wave functions with quantum
numbers vi and v f within the electronic states with quantum numbers γi and γ f . This
is equivalent to the relative population amplitude of the vibrational states in the final
electronic state after ionization.
The Franck-Condon principle can be understood in a simple semi-classical picture:
The photo ionization occurs very fast compared to the timescales of nuclear dynamics.
As a result, electronic transitions are vertical as illustrated in Fig. 2.5. The transition
amplitude is usually largest close to the classical turning points of the vibrational
motion. In the semi-classical picture, this is explained by a conservation of nuclear
kinetic energy during the transition. Quantum mechanically this is due to the large
wave-function overlap at the classical turning points.
2.3.2. Strong-field ionization
The theoretical description of strong-field ionization by intense laser fields is challeng-
ing. Thus, a variety of interesting physical processes is observed in experiments on
ionization by ultrashort and intense laser pulse [Zro05, Erg06, Kre09, EPC+08, PCS+11].
In the experiments on N2 , discussed in Chap. 6, multi-photon ionization occurs in the
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Fig. 2.5. Upon ionization, the vibrational wave function of the neutral molecule (green
curve) is vertically promoted to the ionic PEC (blue). The eigenenergies in this PEC are
drawn as (grey) horizontal lines. For some of these states, the vibrational wave functions
are drawn (red curves). The initial wave function (green curve) must be expanded in the
new basis, since it is no eigenfunction to the ionic PEC. The expansion coefficients given
by the Franck-Condon factors | ⟨ψ f |ψi⟩ |2 are plotted as a function of the excited states’
quantum number v with purple dots.
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Fig. 2.6. Keldysh parameter (logarithmic color scale) as a function of center wavelength
λ0 and peak intensity I of laser pulse (logarithmic y-axis). The ionization potential
Ip = 15.76 eV of argon was used to calculate the Keldysh parameter. Figure adapted
from [Fec14, p. 34].
probe step. The high-harmonic generation process important for the creation of the
XUV pump pulses, is closely related to another regime of strong field ionization, the
so-called tunnel ionization. Therefore basic principles of multi-photon ionization and
tunnel ionization are introduced in the following.
Strong field ionization can be described by two different pictures, the tunnel ion-
ization and the multi-photon ionization, depending on the laser parameters and the
ionization potential. These regimes can be classified by the Keldysh parameter [Kel65]
(in SI units)
γ = ω0h¯
√
2Ip
I
= Eh¯ω
√
2Ip
I
=
hc
λ0
√
2Ip
I
(2.33)
where I denotes the peak intensity of the laser pulse. ω0, λ0, and Eh¯ω denote center
frequency, center wavelength and photon energy, respectively. The ionization potential
of the target atom is given by Ip.
The Keldysh parameter γ for ionization of argon is plotted in Fig. 2.6 as a function
of the center wavelength λ0 and peak intensity I. Additionaly, γ as a function of the
laser peak intensity I and the ionization potential Ip is plotted in Fig. 2.7 for a fixed
center wavelength λ0 = 760 nm. For Keldysh parameters γ ≫ 1, the ionization is
well described by the multi-photon picture, whereas γ ≪ 1 indicates the regime of
tunnel ionization. As shown in the following, the theoretical treatment of those two
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Fig. 2.7. Keldysh parameter (logarithmic color scale) as a function of ionization potential Ip
and peak intensity I of laser pulse (logarithmic y-axis). The center wave length λ0 is fixed
to 760 nm, a typical value in our experiments. Keldysh parameters for the HHG process
(see Sec. 2.3.3) and the ionization of highly excited molecules by the IR probe pulse in
the Remi (see Chap. 6) are marked. The former process is clearly in the tunneling regime
while the latter process is described by multi-photon ionization.
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regimes is fundamentally different. The multi-photon regime is well described by the
time-dependent perturbation theory, if the electric field of the laser is small compared
to the atomic or molecular field strength [DK00, p. 85ff.]. In contrast, for strong field
ionization, the electric field of the laser pulse is in the same order of magnitude as the
electric field of the Coulomb potential. In the intermediate regime at γ ≈ 1, effects from
both regimes must be taken into account [ISS05, Rei08] and a theoretical description
proves to be difficult [BK00, p. 565].
Multi-photon ionization
For a given ionization potential Ip, the ionization process is well described by the
multi-photon picture if the field intensity is small (compared to the tunneling regime)
or if the photon energy is high8 [see Fig. 2.6 and Eq. (2.33)]. The process is illustrated
in Fig. 2.8: By simultaneous absorption of multiple low energetic photons, the target
molecule is ionized [BK00, p. 570]. The process can be understood as a sequential
excitation to intermediate virtual states by single photons [GM31]. In principle all
possible intermediate states (including continuum states) must be taken into account.
For practical reasons, however, states which are very far of resonance can usually be
neglected [GM31].
At very high laser intensities, more photons than necessary for the ionization may be
absorbed. This process is called above-threshold ionization [AFM+79, SYDK93] and
manifests in distinct peaks in the photoelectron energy spectrum (illustrated in Fig. 2.8).
Tunnel ionization
The tunnel ionization regime is reached for laser pulses with small photon energies (and
thereby large center wavelengths λ0) and large field intensities. For low frequencies of
the laser field, the electron wave function reaches a quasi-static state before the laser
field changes significantly [BK00, SPDC90]. In this case the electron can tunnel through
the potential barrier formed by the superposition of the Coulomb field and laser field.
This process is illustrated in Fig. 2.9. Right after tunneling the electron is assumed to
be at rest in most theoretical models. The observed (non-zero) kinetic energy of the
photoelectrons is due to an acceleration within the laser field after it has been removed
from its parent atom. For certain combinations of ionization time and phase of the
(linearly polarized) laser field, the electron trajectories may be closed. In this case the
electron can recollide with its parent ion. Among other processes, this can lead to an
emission of a highly-energetic photon by the process of high-harmonic generation (see
Sec. 2.3.3).
The ionization rate in the tunneling regime is described by the ADK9 theory [ADK86].
This model, however, does not take the laser frequency into account and depends only
8If the photon energy is larger than Ip, single photon ionization occurs.
9Ammosov, Delone, and Krainov.
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Fig. 2.8. Illustration of multi-photon ionization of a diatomic molecule for Keldysh
paramters γ ≫ 1. An electron (orange balls) is excited “vertically” by absorption of
several IR photons (red arrows) and overcomes the ionization potential Ip. If additional
photons are absorbed, so-called above-threshold ionization (ATI) peaks are formed in the
photoelectron spectrum (orange curve). Figure adapted from [Fis15, p. 11].
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Fig. 2.9. Illustration of tunnel ionization of a diatomic molecule for Keldysh paramters
γ≪ 1. The laser field is polarized parallel to the molecular axis (z-axis). The superposition
of the laser potential (dashed red line) and the molecular potential (dashed black curve)
leads to a potential barrier (solid black curve). An electron (orange balls) can tunnel
“horizontally” through this barrier (indicated by the orange arrow). Figure adapted
from [Fis15, p. 7].
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Fig. 2.10. Typical XUV spectrum created by HHG in argon. The green data is taken from
Ref. [FLL+88]. The red line indicates the plateau region.
on the laser field intensity and (effective) quantum numbers of the target atom’s state.
The theory therefore breaks down for fast oscillating laser field where the electron
wave function cannot follow the rapid change of the electric field adiabatically. For
very strong laser fields, the electron may escape the atom over the barrier instead of by
tunneling. In the ADK model saturation is reached at such fields [HS15, p. 437].
The ionization of diatomic molecules cannot be described by the original ADK theory,
due to the rotational symmetry of the molecular orbitals. The MO-ADK theory [TZL02]
describing tunnel ionization rates in diatomic molecules must therefore take the angle
between molecular axis and laser polarization into account.
2.3.3. High-harmonic generation
If intense infrared or visible laser pulses are focused into a dense gas target, a beam
of highly-energetic photons in the XUV or even soft X-ray regime [SSV+05, PCA+10,
PCP+12, SSL+14] is emitted in the forward direction. This phenomenon is called
high-harmonic generation (HHG) and was observed for the first time in the late
1980s [MGJ+87, FLL+88, LSK91]. A typical photon energy spectrum is shown in
Fig. 2.10. It features distinct peaks at the odd harmonics of the fundamental laser
pulse’s center frequency ω0. The intensity of these harmonics is almost constant over a
large range of frequencies in the so-called plateau region. At a certain cutoff energy,
the intensity drops rapidly.
These findings triggered numerical quantum simulations [KS89] which correctly
predicted the 2h¯ω0 spacing of the harmonics and revealed a dependence of the cutoff
energy on the laser pulse intensity. By further numerical calculations, the cut-off energy
Ecutoff was predicted (in good agreement with experiment) as [KSK92]
Ecutoff = Ip + βUp. (2.34)
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Fig. 2.11. Illustration of the three-step model. (1) The Coulomb potential of a target atom
is deformed by the strong laser field and the atom is tunnel-ionized. (2) The quasi-free
photoelectron (orange ball) is accelerated by the oscillating laser field on a closed trajectory.
(3) The photoelectron recollides with its parent ion (and is possibly recaptured by emission
of a high energetic photon).
The parameter β ≈ 3 was determined empirically. Here Ip denotes the ionization
potential of the target atom. The ponderomotive energy Up is defined as
Up =
I
4ω0
. (2.35)
This is the cycle-averaged kinetic energy a free electron gains in a laser field [BK00, p.
565]. It depends on the pulse intensity I and the center frequency ω0.
Three-step model The semi-classical three-step model [Cor93] gives an intuitive ex-
planation for the origin of the high-harmonic radiation and can predict the parameter
β = 3.17 correctly. It is therefore instructive to discuss this model (illustrated in
Fig. 2.11) in more detail.
In the first step, the the target gas is ionized by the fundamental laser pulse. This
process is described by tunnel ionization. As illustrated in Fig. 2.12 (a), the ionization
probability is largest at the maximums of the fundamental laser field. The photoelectron
is assumed to be at rest directly after the ionization.
In the second step, the electron is accelerated by the alternating electric field of
the laser pulse. In the three-step model, the electron trajectories within the external
field are calculated classically and the Coulomb potential is neglected. Only closed
trajectories, in which the electrons returns to the vicinity of the parent ion, are relevant
for the HHG process. As shown in Fig. 2.12 (b), these trajectories occur, if the electron
tunnels after the external field has reached its maximum. If the electron tunnels at
time t0, the recollision time t′0 can be determined geometrically by drawing a tangent
(orange solid line) to the electric field [Cha11, p. 168f]. Analytically, the return time
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Fig. 2.12. Important quantities of the three step model as function of the laser phase. In all
panels, the laser electric field is plotted as a red curve. Panel (a): The tunnel-ionization
rate WI [Cha11, p. 185] as a function of the laser phase is given by the green curve. Panel
(b): Flight time ToFe− (blue curve) of the quasi-free electron in units of laser cycles as a
function of the tunneling time t. The return time t′ can be determined geometrically, as
illustrated by the orange tangent. For certain t, closed trajectories do not exist. Panel (c):
The kinetic energy Ekin (purple curve) of the electron upon recollision with the nuclei as a
function of the tunneling time.
cannot be calculated. The electron’s flight time ToFe− = t′ − t is plotted as a function
of the tunneling time t in Fig. 2.12 (b) (blue solid curve). The kinetic energy Ekin of
the electron at the moment of recollision, plotted in Fig. 2.12 (c) (purple curve), only
depends on the tunneling time t and the ponderomotive potential of the laser field.
The electron will gain the maximum kinetic energy Emaxkin = 3.17Up, if it tunnels at a
phase of 0.05× 2πrad [Cha11, p. 171].
In the third and final step of the three step model, the electron is recaptured by its
parent ion into its original orbital. In this case the total energy of
h¯ωXUV = Ip + Ekin ≤ Ip + 3.17Up (2.36)
is converted into a single highly-energetic photon [Cor93].
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Fig. 2.13. Illustration of an attosecond pulse train. It is created by emission of attosecond
pulses (blue pulses) at every half-cycle of the driving IR laser pulse (red pulse).
To improve the three-step model, a fully quantum mechanical description of the HHG
was developed in the beginning of the 1990s [LBI+94]. In this model the strong-field
approximation is applied and the electron wave function is propagated in the oscillating
laser field neglecting the influence of the atomic Coulomb potential (compare [BLHE12,
p. 1018f] and Refs. therein). Except for a minor correction in the first term, the cutoff
energy predicted by the three-step model is confirmed by the quantum mechanical
calculations.
Experimentally, high-harmonic generation is done in a gas target and the process
described above takes place in many target atoms simultaneously. This has two
important consequences not discussed so far: First, the XUV radiation emitted from
individual target atoms will interfere. This interference has a strong impact on the
emitted intensity. The optimization process towards constructive interference is called
phasematching [Cha11, p. 281]. Furthermore, the process described by the three-step
model takes place at every half cycle of the laser pulse. As a result, usually a train
of attosecond pulses is emitted (as illustrated in Fig. 2.13). The temporal duration of
each of these pulses is on the order of only 250 as [PTB+01] due to the very narrow
time window within which tunnel ionization is possible and closed electron trajectories
occur [Cha11, p. 186]. Due to its temporal structure, the attosecond pulse train features
a spectrum of distinct frequencies separated by 2ω0 in the Fourier domain.
With fundamental laser pulses featuring only a single pronounced field maximum
or by applying one of various gating techniques (see Ref. [CZC14] and Refs. therein),
it is possible to create an isolated attosecond pulse with a duration of less than
100 as [SBC+06, GSH+08, ZZC+12]. The experimental control over the XUV light fields
increases steadily and nowadays for instance elliptically polarized high-harmonics
can be generated [FKD+14, KGT+15]. The interested reader is referred to the Re-
views [Ede04, AD04] for further information about HHG.
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2.4. Wave-packet dynamics
Upon ionization of a molecule, a multitude of vibrational states are excited in the
molecular ion according to the Franck-Condon principle (see Sec. 2.3.1). Thus, the
resulting time-dependent nuclear wave function ψ(R, t) in the ionic PEC is described
by a superposition of eigenstates ψv(R):
ψ(R, t) =∑
v
avψv(R)e−iφv(t) =∑
v
avψv(R)e−iEvt. (2.37)
Here, the eigenenergies are given by Ev and the expansion coefficients av are determined
by the overlap integral av =
∫
ψ∗i (R)ψv(R)dR with the nuclear wave function ψi(R)
of the initial (neutral) molecule. The temporal evolution of ψ(R, t) depends on the
vibrational energies Ev and therefore on the shape of the PEC. Due to this, time
resolved experiments can be used to test theoretically predicted PECs as demonstrated
in Chap. 5.
This section begins in Sec. 2.4.1 with the definition of the characteristic times TQB
and Trev of the wave-packet dynamics. Afterwards, Sec. 2.4.2, a method to adjust a
Morse potential to the experimentally observed times TQB and Trev is introduced.
2.4.1. Quantum-beat period TQB and revival time Trev
Assuming a dense number of vibrational states, the vibrational eigenenergies Ev can
be approximated as a continuous function E(v) of the quantum number v. If the
vibrational wave packet is composed of a number of eigenstates around a central
quantum number v0, the eigenenergies E(v) can be expanded as
E(v) ≈ E(v0) + E′(v0)(v− v0) + E
′′(v0)
2
(v− v0)2 + E
′′′(v0)
6
(v− v0)3 + . . . (2.38)
where E′(v0) = (dEv/dv)v=v0 and so forth [Rob04, p. 7].
The phase evolution φv(t) = Evt in Eq. (2.37) is then given by
φv(t) = −it
[
E(v0) + E′(v0)(v− v0) + E
′′(v0)
2
(v− v0)2 + . . .
]
(2.39)
= −i [E0t + 2π(v− v0)t/TQB + 2π(v− v0)2t/Trev + . . . ] , (2.40)
where the substitution
TQB ≡ 2π 1|E′(v0)| ; Trev ≡ 2π
2
|E′′(v0)| (2.41)
has been made. The term E0t in Eq. (2.40) is independent of v and cannot be accessed
in our experiments. It is therefore ignored in the following discussion. The other terms,
however, depend on v and describe the dynamics of the wave packet. As explained
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Fig. 2.14. Simulated wave-packet dynamics on a Morse potential. The amplitude of the
wave function (color scale) is plotted as function of the internuclear distance R and the
propagation time t. The expectation value ⟨R⟩ is plotted as a red curve.
in the following, the period TQB and the so-called revival time Trev, are important
characteristic times for the wave-packet evolution.
The results of a simulated wave-packet oscillation on a Morse potential is shown in
Fig. 2.14. The amplitude of the nuclear wave function (color scale) is given as a function
of the internuclear distance R and the propagation time t. The expectation value ⟨R(t)⟩
of the internuclear distance is plotted as a red curve. The fast oscillation of ⟨R(t)⟩
occurs with a period of TQB. The timescales of the revival time Trev are usually much
longer [Rob04, p. 9].
For t ≪ Trev the phase evolution of all vibrational state is described by
φv(t) = Evt ≈ 2π(v− v0)t/TQB
according to Eq. (2.40). Since the quantum numbers v are integers, φv(t = nTQB) =
φv(t = 0) for all v and for all n ∈N. Thus the wave packet is localized at its original
position after multiples of the time t = TQB.
If only two vibrational states are excited, they will beat with a period of TQB. Thus,
TQB is referred to as the quantum-beat (QB) period throughout this work. The quantum-
beat energy EQB which is equivalent to the level spacing △E is then given by
EQB := ωQB = 2π
1
TQB
= △E (2.42)
As a result, time resolved spectroscopy of nuclear wave packets allows to determine
the eigenenergies of vibrational states.
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The third term in Eq. (2.40) describes a dephasing and a delocalization of the wave
packet which causes the oscillatory behavior in Fig. 2.14 to vanishes after a few QB
periods. After the revival time Trev all vibrational modes are in phase again and the
wave packet revives into its original10 shape at t = 0. The revival time is inversely
proportional to E′′(v) and therefore to the change in the level spacing. Thus it only
plays a role in anharmonic potentials and there is no dephasing of the wave packet in
the Harmonic oscillator.
At so-called fractional revivals at times
t =
p
q
Trev, p, q ∈N,
parts of the vibrational modes are in phase. A special case is the so-called half-revival
at p/q = 1/2 which compared to a full revival only incorporates an additional phase
factor [Rob04, p. 14]. The experimentally observed oscillation amplitude, however, is
similar to that of a full revival (see Fig. 2.14). The revival structure observed in the
experimental data is actually a half-revival (see Sec. 5.2.3). The experimentally observed
characteristic times TQB and Trev can be used to adjust a Morse potential with a method
described in the following.
2.4.2. Adjusting a Morse potential to measured times TQB and Trev
So far no restrictions have been made to the binding potential. In the following the
special case of a Morse potential [Mor29]
V(R) = De
(
e−2a(R−R0) − 2e−a(R−R0)
)
(2.43)
is discussed. Morse potentials with various depths De and widths a are plotted in
Fig. 2.15. The potential minimum R0 is set to R0 = 2.6.
The eigenenergies of the Morse potential can be calculated analytically and are given
by
EMorse(v) = a
√
2De
µ
·
[(
v +
1
2
)
− a
√
2
µDe
(
v +
1
2
)2]
, (2.44)
where µ denotes the reduced mass. Using Eq. (2.41), the characteristic times for the
Morse potential are computed to
2π
TQB
=
∣∣∣∣∣a
√
2De
µ
− a
2
µ
(
v0 +
1
2
)∣∣∣∣∣ (2.45)
2π
TRev
=
∣∣∣∣− a2µ
∣∣∣∣ . (2.46)
10This is only true if higher order terms in Eq. (2.40) can be neglected. They are not discussed here since
they are not observed in our experiment.
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drawn.
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Using Eq. (2.46), the parameter a can be determined directly from measurement the of
the revival time Trev. The QB period TQB, however, depends on the depth De as well as
the central quantum number v0 of the excited states. But without input from theory,
it is not possible to measure v0 in our experiment. In Sec. 5.2.4, this is overcome by
comparing the adjusted Morse potential for varying v0 to theoretically predicted PECs.
2.5. Simulation of molecular dynamics
By comparing the experimental data presented in Chaps. 5 and 6 with simulated results,
deeper insight into the involved processes is gained. In addition, this allows to test
PECs predicted by theory. The methods used to compute the nuclear dynamics in
the N2 and O2 experiment are introduced in Sec. 2.5.1 and Sec. 2.5.2, respectively. In
both cases, the occurring time-dependent Schrödinger equations are solved numerically
using a split-step algorithm introduced in Sec. 2.5.3.
2.5.1. Propagation of a wave packet on PECs
In Chap. 6, experimental results on molecular dynamics in highly-excited electronic
states of N+2 are presented. In the applied pump–probe scheme (which will be described
in detail in Sec. 6.3.1), the nuclear wave function of the N2 ground-state is promoted
to the ionic PEC. The wave packet evolves on this PEC, until it is further promoted to
the dicationic ground state by multi-photon ionization with the IR pulse. For small
pump–probe delays, this creates stable N++2 ions which are detected experimentally.
This sequential double ionization is described by a simple quantum mechanical model
introduced in the following.
In this model, all nuclear dynamics is described by the Schrödinger equation in the
Born-Oppenheimer approximation (introduced in Sec. 2.1.4)
Hˆnψ(R, t) =
[
− 1
2µ
∇2R +V(R)
]
Ψ(R, t) = Enψ(R, t). (2.47)
Here V denotes the PEC and µ denotes the reduces mass of N+. The experiment is
modeled in four steps. The first three steps are illustrated in Fig. 2.16.
1. XUV ionization: The ionization by the XUV pulse is described by the Franck-
Condon principle. Thus after ionization at t = 0, the wave function in Eq. (2.47)
is given by ψ(R, t = 0) = ψ0, where ψ0 denotes the vibrational ground-state wave
function of N2.
2. Propagation on the N+2 PEC: The propagation of the initial wave function
ψ(R, t = 0) up to the time t = τ is described by Eq. (2.47) with V = VN+2 .
Equation (2.47) is solved numerically with a split-step algorithm that will be
introduced in Sec. 2.5.3.
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Fig. 2.16. Illustration of the model used to simulate the pump–probe dependent yield of
N++2 observed in Chap. 6.
3. Multi-photon ionization: At time τ, the wave packet is probed by multi-photon
ionization with the IR pulse. In the simulation, this process is taken into ac-
count with a very simple model: The wave function ψ(R, t = τ) is promoted
instantaneously to the dicationic PEC with unit probability.
4. Propagation on cationic PEC: After the probe step, the propagation of the wave
packet ψ(R, t = τ) is again described by Eq. (2.47) but using the dicationic PEC
V = VN++2 . The wave function is propagated from t = τ to t = tend with the split-
step algorithm until the bound parts are clearly separated from the dissociating
parts of the wave packet. The simulated yield of stable N++2 is then given by the
integral ∫ R0
0
|ψ(R, t = tend)|2 dR (2.48)
where R0 denotes the position of the potential barrier of the dicationic PEC
(compare Fig. 2.16).
The four steps listed above are repeated for varying τ, in order to compute the N++2
yield as function of the pump–probe delay. The simulated results are compared to the
experimental data in Sec. 6.4.
2.5.2. Coupled-channel simulation
In the pump–probe experiments on O2 presented in Chap. 5, a time-dependent nuclear
wave packet is observed. Properties of such wave packets and their evolution on a
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single binding PEC have been introduced in the previous section (Sec. 2.4). In our
experiments the wave-packet dynamics can only be observed by transferring population
to a repulsive PEC with the IR pulse and detection of the resulting molecular fragments.
Thus, in order to simulate the experimental pump–probe scheme, the coupling between
the two electronic states must be taken into account. By comparing simulated results
with the experimental spectra, the shapes of predicted PECs will be tested. For these
simulations, a software framework developed by A. Fischer has been used. An
introduction to the basic principles of this so-called coupled-channel simulation is
given in the following. The interested reader is referred to the PhD thesis of A.
Fischer [Fis15, p. 88-100] for a more detailed description of the method.
The coupled-channel simulation is based on the Born-Oppenheimer approximation.
As discussed in Sec. 2.1, this allows to express a molecular state Ψγ(r, R) as a product
state of an electronic wave function ϕγ(r; R) and a nuclear wave function ψγ(R). A
superposition of two molecular states is then written as
Ψtot(r, R, t) = aγ1Ψγ1(r, R, t) + aγ2Ψγ2(r, R, t) (2.49)
= aγ1ϕγ1(r, t; R)ψγ1(R, t) + aγ2ϕγ2(r, t; R)ψγ2(R, t) (2.50)
where population of the states is described by the coefficients aγ.
Without an external field, the electronic states are eigenstates of the Hamilton
operator. As a result, the two terms above are decoupled and the time evolution of the
nuclear wave functions ψγ(R, t) is described by two separate Schödinger equations.
These can be expressed as a matrix
i
d
dt
(
ψγ1(R, t)
ψγ2(R, t)
)
=
(−p2/(2µ) +Vγ1 0
0 −p2/(2µ) +Vγ2
)(
ψγ1(R, t)
ψγ2(R, t)
)
(2.51)
in which Vγ denote the PECs. In the simulation, this system of (decoupled) differential
equations is used to describe the field free propagation of the nuclear wave packet prior
to and after the interaction with the probe pulse.
The probe process itself couples the two Schrödinger equations because the additional
laser field can induce transitions between the electronic states. As a result, these
electronic states are not longer eigenstates. In dipole approximation and for a linear
laser polarization in z-direction, this is described by
i
d
dt
(
ψγ1(R, t)
ψγ2(R, t)
)
=
( −p2/(2µ) +Vγ1 − ⟨ϕγ1 | z |ϕγ2⟩ E(t)
− ⟨ϕγ2 | z |ϕγ1⟩ E(t) −p2/(2µ) +Vγ2
)(
ψγ1(R, t)
ψγ2(R, t)
)
(2.52)
with the time-dependent laser field E(t) = E cos (−ωt). For non-zero off-diagonal
terms, the coupling matrix mixes the nuclear wave functions on the two different PECs
and describes population transfer between the electronic states. The off-diagonal terms
are given by the dipole matrix elements M f i = ⟨ϕ f | HˆD |ϕi⟩ introduced in Eq. (2.25).
The magnitude ⟨ϕγ1 | z |ϕγ2⟩ depends in the internuclear distance R. For the simulations
38
2.5. Simulation of molecular dynamics
performed in the framework of this theses, this quantity is taken from Ref. [MAT12]
(plotted in Fig. 5.15).
The coupling matrix in Eq. (2.52) can be split into a sum of matrices
Hˆ(t) =
−p22µ 0
0 −p
2
2µ
+(Vγ1 0
0 Vγ2
)
+
(
0 − ⟨ϕγ1 | z |ϕγ2⟩ E(t)
− ⟨ϕγ2 | z |ϕγ1⟩ E(t) 0
)
(2.53)
= T +V0 +Vint(t) = T +V(t). (2.54)
The matrix T contains the kinetic energy operators, V0 contains the (time-independent)
PECs and Vint(t) describes the time-dependent coupling terms. The sum of latter two
is given by V(t).
In principle, the coupled-channel model is valid in the presence of a strong laser
field as long as all PECs with a significant mutual coupling are taken into account in
Eq. (2.52). If the density of states is high, the probability for finding more than two PECs
that can be coupled resonantly increases. Especially if multi-photon transitions become
relevant in very strong laser fields (such as the ones simulated in Sec. 5.4.2), a coupling
matrix involving only two states might not describe the probe process correctly.
2.5.3. Split-step algorithm
The split-step algorithm described in the following is used to solve the time-dependent
Schrödinger equations Eq. (2.47), and Eq. (2.52) encountered in the simulations of
the N2 and O2 pump-probe experiments, respectively. This section gives only a
brief introduction to the topic, for details see for example Refs. [Fis15, p. 88-100]
and [Nie07, p. 7-25].
The time evolution from t0 to t of a known state |ψ, t0⟩ is described by
|ψ, t⟩ = U(t, t0) |ψ, t0⟩ (2.55)
where U(t, t0) is the so-called time-evolution operator. For an infinitesimal time step
dt, the operator is written as [Sak09, p. 83]
U(t + dt, t) = 1− iHˆ(t)dt. (2.56)
The time evolution operator for a small finite time △t, is given by a product of
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infinitesimal time steps
U(t0 +△t, t0) = lim
N→∞
U(t0 +△t, t0 + N − 1N △t) · · ·U(t0 +
1
N
△t, t0) (2.57)
= lim
N→∞
(
1− iHˆ
(
t0 +
N − 1
N
△t
) △t
N
)
· · ·
(
1− iHˆ(t0)△tN
)
(2.58)
≈ lim
N→∞
U
(
t0 +
△t
N
, t0
)N
= lim
N→∞
(
1− iHˆ(t0)△tN
)N
(2.59)
= e−iHˆ(t0)△t (2.60)
where the time-dependent Hamilton operator Hˆ(t) was approximated as Hˆ(t) ≈ Hˆ(t0)
for t ∈ (t0, t0 +△t). By choosing a suitable step size △t and reevaluating H(t) after
each time step, the propagation over a macroscopic time t0 → t is approximated
arbitrarily well by
|ψ, t⟩ = e−iHˆ(t−△t)△t · e−iHˆ(t−2△t)△t · · · e−iHˆ(t0)△t |ψ, t0⟩ . (2.61)
This is the basis the numerical solution of the time-dependent Schrödinger equation
with the split-step method, as described in the following for the special case of the
coupled-channel simulation.
Using the time-dependent Hamilton operator Hˆ(t) from Eq. (2.54), the time evolution
by a step △t is approximated by
U(t +△, t) ≈ e−iHˆ(t)△t = e−i[T(p)+V(x,t)]△t. (2.62)
The kinetic energy operator T(p) is diagonal in momentum space. In the field-free
situation, the potential V(x, t) is diagonal in coordinate space [see Eq. (2.51)]. In the
general case, with an external laser field, the matrix V(x, t) can be diagonalized using
transformation matrices11 Ü† and Ü
VD(x, t) = ÜV(x, t)Ü
†. (2.63)
The diagonal operators VD(x, t) and T(p) are used in the split-step algorithm in
which the time evolution operator is further approximated by
U(t +△, t) ≈ e−iT(p)△t/2 · e−iVD(x,t)△t · e−iT(p)△t/2. (2.64)
In this, the operators T(p) and VD(x, t) are evaluated in momentum space and real
space, respectively. The flowchart of the propagation of a wave function ψ(p, t0) for a
single time step △t by the split-step algorithm is given in Fig. 2.17.
11The letter Ü is not to be confused with the second derivative U¨ = ∂2U/∂t2.
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Perform half step in p space:
ψpe−iT(p)△t/2 → ψp
Fourier transform from p to x space:
FT−1[ψp]→ ψx
Diagonalize V(x, t0):
VD(x, t0) = Ü V(x, t0)Ü
†
Transform ψx into diagonal basis:
Üψx → ψxD
Perform full step in x space:
ψxD e
−iVD(x,t0)△t → ψxD
Transform back into original basis:
Ü†ψDx → ψx
Fourier transform from x to p space:
FT[ψx]→ ψp
Perform half step in p space:
ψpe−iT(p)△t/2 → ψp
Fig. 2.17. Flow chart of a single time step △t in the coupled-channel simulation. The wave
packet is propagated in momentum space as well as in real space.
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Only few inventions influenced experimental techniques in atomic or molecular physics
as much as that of the laser in 1960 [Mai60]. Since then, the rapid development of
lasers led to a great number of applications. Today lasers exist in all sizes, reaching
from diode lasers on chips [SIKS79] to gigantic machines filling entire experimental
halls. Some fields in laser physics strive for the highest possible optical peak intensities,
reaching up to hundreds of terawatts in pulsed systems [YCK+08]. Other research
groups construct lasers with extremely low lasing thresholds which can be operated
at a few hundred nano watts input power [MA13]. Narrow bandwidth continuous
wave laser reach linewidths below a Hertz [KHG+12] whereas spectra of pulsed lasers
can span more than an octave. The latter ones are used for example in the creation of
frequency combs [ZGH+04, FKZ+04] or for the generation of ultrashort laser pulses.
For the time-resolved pump–probe experiments performed in the framework of
this thesis, a titanium-doped sapphire (Ti:sapphire) femtosecond laser was used. In
our system, pulse durations of about 12 fs are reached. We will see in Sec. 3.1 that
the minimal duration of a laser pulse is limited by its spectral width which in our
experiment is in the order of 100 nm. This chapter intends to give a brief overview
over the theoretical description and the experimental generation of such ultrashort
laser pulses. For further information, the interested reader is referred to the Review
[SCBK94].
We begin in Sec. 3.1 with an introduction to theoretical concepts important for the
generation of femtosecond pulses and for their propagation through optical media.
Afterwards, in Sec. 3.2, the laser system as well as the Mach-Zehnder interferometer
used to create the pump and the probe pulses are presented.
3.1. Theoretical description
This section gives a brief introduction to the theoretical description of ultrashort laser
pulses and their interaction with optical media. At the pulse intensities used in our
experiments, only the electric part of the electro-magnetic field is relevant for the
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description of transitions in atoms or molecules. Thus the magnetic field is neglected
in the following. The oscillating electric field of a monochromatic light wave at a fixed
point in space is given by
E(t) = A˜ cos (ωt + ϕ) = Re
{
A˜ei(ωt+ϕ)
}
(3.1)
with the field amplitude A˜, the angular frequency ω and a phase ϕ. To describe a laser
pulse we superimpose an infinite number of monochromatic waves with frequencies ω,
(spectral) amplitudes A˜(ω), and phases ϕ(ω)
E(t) = Re
{∫ ∞
−∞
A˜(ω)ei[ϕ(ω)+ωt]dω
}
= Re
{∫ ∞
−∞
E˜(ω)eiωtdω
}
. (3.2)
Here the complex amplitude E˜(ω) = A˜(ω)eiϕ(ω) was introduced. The quantity A˜(ω) is
called the spectral amplitude and the quantity ϕ(ω) is called the spectral phase. The
complex amplitude E˜(ω) and the electric field in the time domain E(t) are related by a
Fourier transform
E(t) = Re
[
FT
{
E˜(ω)
}]
. (3.3)
Due to this Fourier relation, the duration of a laser pulse is limited by its the spectral
width. Therefore broadband gain media are used in femtosecond oscillators which emit
light on a large number of longitudinal cavity modes. In order to create the shortest
possible laser pulses, all these modes must oscillate in phase. This is explained in
the following (Sec. 3.1.1) where a brief introduction to modelocking is given. This
technique is the foundation for the creation of ultrashort laser pulses with Ti:sapphire
laser oscillators. Due to their large spectral bandwidth, the temporal shape of such
pulses is modified when they propagate through dispersive media (including air) as
described in Sec. 3.1.2. Experimentally this usually increases the pulse length, thus an
understanding of dispersion is important. This section ends (Sec. 3.1.3) with a brief
discussion of self-phase modulation which can be used to spectrally broaden the laser
pulses generated by a commercial laser system in order to further reduce the pulse
duration.
3.1.1. Modelocking
The frequency separation of adjacent longitudinal modes1 in a confocal resonator is
given by [Dem14, p. 283]
△ω = 2πc
2d
(3.4)
where c denotes the speed of light and d is the cavity length.
1Here we assume that only the fundamental axial TEM00 mode (see [Dem14, p. 270ff, 283] for further
information) is excited.
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Fig. 3.1. Calculated laser pulses (red curves) obtained by superposition of cavity modes
with frequencies ωl . The spectral amplitude A˜(ωl) of the cavity modes (green dots) is
equal for all panels. The phase ϕl (purple dots) of the cavity modes is varied from panel
(a) to (d). Panel (a): ϕl(ωl) = 0 results in a Fourier limited pulse. Panel (b): ϕl(ωl) ∝ ωl
results in a Fourier limited pulse delayed in time. Panel (c): ϕl(ωl) ∝ ω2l results in a
chirped pulse. Panel (d): ϕl(ωl) is random which results in a stochastic field.
The electric field created by the superposition of 2n + 1 longitudinal modes with
spectral amplitudes A˜(ωl), equidistant frequency ωl = ω0 + l△ω and phase ϕl(ωl)
reads [in analogy to Eq. (3.2)]
E(t) = Re
{
n
∑
l=−n
A˜(ωl)ei[ϕl(ωl)]+ωl t
}
= Re
{
n
∑
l=−n
E˜(ωl)eiω0t
}
(3.5)
where the substitution
E˜(ωl) = A˜(ωl)ei(l△ωl t+ϕl) (3.6)
has been made.
So far no restriction has been made to the phases ϕl of the cavity modes. The phases
ϕl , however, influence the temporal structure of the oscillator pulses drastically, as
illustrated in Fig. 3.1 and discussed in the following. As long as △ϕ = ϕl+1 − ϕl is
constant for all l or zero for all l [Fig. 3.1 (a) and (b)], the modelocking generates
Fourier-limited pulses [Sve10, p. 343]. Their instantaneous electric field E(t)
E(t) = Re
{
A(t)eiω0t
}
(3.7)
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is described by a slowly varying time-dependent pulse envelope A(t) and a single center
frequency ω0. Due to the Fourier-relation between temporal domain and frequency
space, the pulse duration △τ of a Fourier-limited pulse is limited by the spectral width
△A˜(ωl) [Sve10, p. 341]:
△τ ∝ 1△A˜(ωl)
. (3.8)
If the phases ϕl of the cavity modes are neither constant nor linear in ωl , the resulting
pulse durations are always longer than the Fourier limit. This is illustrated in Fig. 3.1
(c), where the quadratic dependence ϕl ∝ ω2l causes the pulses to be chirped. In this
case, the instantaneous laser frequency ω(t) is time dependent. For random phases ϕl ,
no pulses are created at all. Note, however, that the periodicity Trep ∝ 1/(△ω) of the
electric field still exists and is independent of ϕl . In pulsed operation, the time Trep
corresponds to the round-trip time of the pulse inside the cavity.
There are various techniques to achieve the modelocking condition (see e.g. [Sve10,
Sec. 8.6]). Inside a Ti:sapphire osciallator, the modelocking is usually achieved by
the so-called Kerr-lens effect which will be briefly explained in Sec. 3.1.3. For further
information on Kerr-lens modelocking and femtosecond oscillator design principles,
the interested reader is referred to the Reviews [Kel10] and [SCBK94], respectively.
3.1.2. Dispersion
As discussed before, femtosecond laser pulses feature a large spectral bandwidth. The
index of refraction n0(ω) of most optical media is frequency dependent. Thus the
spectral phase [DR06, p. 22]
ϕ(L,ω) = ϕ(0,ω) +
ωn0(ω)
c
L (3.9)
accumulated by a pulse propagating through a medium with length L will depend in
the frequency as well. This effect is called dispersion.
If the index of refraction is constant (which over a large spectral range is only given
in vacuum), the accumulated phase ϕ(L, ω) will be linear in ω. In this case the pulse
envelope A(t) of a Fourier-limited pulse is not altered. In all other situations, the pulse
envelope of a the Fourier-limited pulse will have spread in time according to Eq. (3.2).
As dispersion will always increase the temporal duration of a Fourier-limited pulse, it
is kept as low as possible in the experiment. Sometimes, however, the use of dispersive
media e.g. in glass windows cannot be circumvented and even the propagation through
air will modify the spectral phase according to Eq. (3.9). Thus methods must be
employed to (pre-)compensate dispersion in order to get the shortest possible laser
pulses within the reaction microscope. Such methods will be introduced in Sec. 3.2.3.
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3.1.3. Nonlinear optics and self-phase modulation
In the previous discussion of the dispersion, a frequency dependent index of refraction
n0(ω) was assumed. If, however, the laser intensities are large, an intensity dependent
contribution to the refractive index [DR06, p. 193]
n = n0 + n2 I(t) (3.10)
must be taken into account. In this, n0 is the “normal” index of refraction encountered
in linear optics. The second term n2 I(t) becomes relevant for the high laser intensities
I(t) in the focus of a femtosecond pulse.
Let us consider a Fourier-limited femtosecond pulse with center frequency ω0 that
propagates tightly focused through a medium of length L. Neglecting the “normal”
dispersion, we only consider the instantaneous phase2 ϕNL(t) accumulated due to the
second term in Eq. (3.10). ϕNL(t) is given by [Boy08, p. 375]
ϕNL(t) = −n2 I(t)ω0c L, (3.11)
where ω0 denotes the center frequency. We further introduce the instantaneous fre-
quency [Boy08, p. 376]
ω(t) = ω0 + δω(t) = ω0 +
d
dt
ϕNL(t) (3.12)
which describes a time-dependent frequency of the laser pulse. The frequency shift
δω(t) is then given by
δω(t) =
d
dt
ϕNL(t) = −n2 ω0c L
d
dt
I(t). (3.13)
δω(t) depends on the time-derivative of the intensity envelope I(t). Therefore inside
the medium, frequency components ω(t) < ω0 are created at the rising edge of the
pulse. At the falling edge, frequency components ω(t) > ω0 are generated. This
process is called self-phase modulation and does not alter the intensity envelope as
illustrated in Fig. 3.2. In that figure, panel (a) shows a Fourier limited pulse. After
self-phase modulation, the instantaneous frequency ω(t) is time dependent as shown
in panel (b). The intensity envelope (green Gauss function) remains unchanged. The
change in frequency δω(t) is proportional to the derivative of the Gaussian intensity
envelope − ddt I(t) (blue curve). The pulse shown in panel (b) is not Fourier limited and
thus can be further compressed in time.
The above considerations are simplified. In fact, besides the neglected “normal”
dispersion, nonlinear effects like self-steepening (see [Boy08, p. 568] for further infor-
mation) and finite nonlinear response times (see [Boy08, p. 211] for further information)
2In contrast to the spectral phase ϕ(ω) the instantaneous phase describes the laser pulse in the time
domain.
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Fig. 3.2. Illustration of the self-phase modulation. Electric fields are plotted as a red curve.
The intensity envelopes are given by the green Gauss function. Note: Normal dispersion
and nonlinear effects other than self-phase modulation are not considered. Panel (a): A
Fourier limited pulse. Panel (b): Pulse after self-phase modulation. The modification of
the center frequency is proportional to − ddt I(t) (plotted as a blue curve).
must be considered. In reality, the pulse will be chirped and will not resemble the ideal
pulse shown in Fig. 3.2 (b).
In our setup, the self-phase modulation takes place inside an neon-filled hollow-
core fiber and the recompression of the chirped pulse is done with a chirped-mirror
compressor. Both setups will be introduced in Sec. 3.2.3.
3.2. Generation of XUV pump and IR probe pulses
In this section, the experimental setup used for the generation of ultrashort XUV
and IR laser pulses is introduced. It is illustrated in Fig. 3.3 and can be divided in
four segments. These define the outline of this section, beginning in Sec. 3.2.1 with a
description of the Ti:Sapphire laser oscillator (green box in Fig. 3.3). Afterwards (in
Sec. 3.2.2) the working principle of the chirped-pulse amplification system (blue box in
Fig. 3.3) is explained. The section continues (Sec. 3.2.3) with introducing the hollow-core
fiber setup and the chirped-mirror compressor (orange box in Fig. 3.3). We continue
(Sec. 3.2.4) with a description of the HHG vacuum chamber (purple box in Fig. 3.3). In
this chamber, the fundamental laser pulses are split into two parts. One part is used to
generate an XUV pulse by the HHG process and the other part is delayed in time. Both
pulses are focused into the reaction microscope where they are used to perform pump
and probe experiments. Finally, in Sec. 3.2.5, experimental data of IR assisted XUV
ionization of argon is presented. The pulse duration and the spatial overlap between
the laser pulses can be estimated from the occurring sidebands.
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Fig. 3.3. Schematics of the experimental setup including the Ti:sapphire oscillator system
(green), the chirped-pulse amplifier (blue), the hollow-core fiber and chirped-mirror compressor
(orange), the HHG vacuum chamber (purple), and the reaction microscope. Figure adapted
from [Spe13, p. 42].
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Oscillator pulses
Pulse duration 18 fs
Center wavelength 785 nm
Repetition rate 80 MHz
Average power 680 mW
Pulse energy 9 nJ
Tab. 3.1. Oscillator pulse properties.
Pin Pout
Ti:sapphire
Aperture
High power
Low power
Fig. 3.4. Illustration of the Kerr lens effect. This can be used to suppress low power modes in a
Ti:sapphire oscillator. Figure adapted from [Sve10, p. 354].
3.2.1. Ti:sapphire oscillator
The commercially available Ti:sapphire laser oscillator manufactured by Kapteyn-
Murnane Laboratories used in our experimental setup is illustrated in Fig. 3.3 (blue
box). The properties of the oscillator pulses created with this system are listed in
Tab. 3.1. For general design principles of femtosecond oscillators, the interested reader
is referred to Ref. [SCBK94]. The band structure of titanium-doped sapphire (Ti:Al2O3)
which leads to a broadband gain in mode-locked operation of the oscillator is explained
in Ref. [Sve10, p. 394].
In our setup, the Ti:sapphire crystal inside the oscillator is pumped by a continuous-
wave, frequency-doubled Nd:YVO solid-state laser (Verdi V6 manufactured by Coherent)
with an optical power of about 6 W. In mode-locked operation, the oscillator pulse
duration is about 18 fs at a repetition rate of 80 MHz. The center wavelength is 785 nm
and the average output power is 680 mW. Due to the high repetition rate, this corre-
sponds to a very low pulse energy of only 9 nJ. The modelocking is achieved by the
Kerr-lens effect which is briefly explained in the following.
Kerr-lens modelocking The refractive index of Ti:sapphire is intensity dependent
which leads to nonlinear optical effects [see Sec. 3.1.3 and Eq. (3.11)]. In combination
with the Gaussian intensity distribution of the laser beam, this results in an increased
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index of refraction in the center of the beam. Thus, the Ti:sapphire crystal itself
focuses the intense parts of the laser beam. This phenomenon is called optical Kerr
lens [Sve10, p. 354]. This effect can be used to design the cavity such that low power
parts of the beam are attenuated, for example with an iris aperture (as illustrated in
Fig. 3.4) or by using a tightly focused pump laser. With such a setup, high intensity
spikes in a noisy pulse [as the ones illustrated in Fig. 3.1 (d)] are amplified whereas
other modes are attenuated. Within a very short time the mode competition leads to the
formation of a single pulse oscillating inside the cavity and a mode-locked operation.
For further information about Kerr-lens modelocking, the interested reader is referred
to the Refs. [Dem15, Kel10].
3.2.2. Ti:sapphire multi-pass amplifier
The pulse energy of femtosecond oscillators is very low due to their high repetition
rate (which is given by the cavity length). While it is possible to create XUV radiation
by HHG with such pulses [JMTY05, GUH+05], the obtained XUV intensities to low
to be used in our experiment. Thus amplification of the oscillator pulses is necessary.
This is done with the Chirped-pulse amplifier illustrated in Fig. 3.3 (blue box). This
type of amplifier was realized for the first time in the 1980s (see for instance Refs.
[SM85,PMM87]) and its functional principle is explained in the following. The interested
reader is referred to the Review [BDMK98] for additional information about the design
principles of chirped-pulse amplifiers.
Chiped pulse amplification Amplification of the oscillator pulses is achieved by fo-
cusing them (multiple times) into a Ti:sapphire crystal that is pumped simultaneously
by a high-power pump laser. Without precautions the direct amplification process of
the femtosecond pulses leads to very high peak intensities inside the gain medium
exceeding its damage threshold. Thus a technique to reduce the peak intensities during
the amplification process is required.
In the chirped-pulse amplification scheme, this is achieved by stretching the fem-
tosecond pulses in the time domain to a duration of typically 100 ps [BDMK98, p. 1208].
In our setup, the stretcher (illustrated in Fig. 3.3 blue box) consists of a set of gratings
which introduce a wavelength dependent optical path length and thereby introduce a
chirp. The chirped pulses are then focused into the optically pumped gain medium for
13 times3 in a ring amplifier (illustrated in Fig. 3.3 blue box). After amplification, the
pulses are sent through a grating compressor (illustrated in Fig. 3.3 blue box) which
recompresses the pulses in the time domain. Besides the chirp introduced inside the
stretcher, the dispersion introduced by the gain medium, is compensated.
3Depending on the design parameters, 4 to 50 passes through the gain medium are typically needed
[BDMK98, p. 1208].
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Amplifier pulses
Pulse duration 32 fs
Center wavelength 785 nm
Repetition rate 8 kHz
Average power 8 W
Pulse energy 1 mJ
Tab. 3.2. Properties of the amplified laser pulses.
Compared to the original oscillator pulses, the spectral width of the amplified pulses
is usually reduced due to gain narrowing. Thus Fourier limited amplifier pulses feature
increased durations of typically above 20 fs [BDMK98, p. 1215 & 1218]. Nowadays, the
average power of high repetition rate chirped-pulse amplification systems is limited to
a few tens of watts by the power of available pump-lasers. Thus, in order to generate
amplifier pulses in the millijoule energy range, it is necessary to reduce the MHz
repetition rate of the oscillator to a few kilohertz prior to amplification. In our setup,
this is achieved with a Pockels cell (illustrated in Fig. 3.3 blue box) followed by a
polarizer.
The Dragon multi-pass chirped-pulse amplifier used in our laboratory was manu-
factured by Kapteyn-Murnane Laboratories. The Ti:sapphire gain medium is pumped
by a frequency doubled, Q-switched Nd:YAG laser manufactured by Lee Laser, Inc.
Parameters of the amplified pulses generated by the lasersystem are listed in Tab. 3.2.
3.2.3. Hollow-core fiber and chirped-mirror compressor
The temporal resolution of a pump-probe experiment is (in many cases) determined
by the pulse duration of pump and probe pulse. To be able to observe the molecular
dynamics investigated in this work (see Chap. 6) which features typical timescales of
10 to 20 fs, it is necessary to further reduce the duration of 30 fs amplifier pulses. Due
to the Fourier relation between spectral width and pulse length [see Eq. (3.8)], this
requires a spectral broadening. In our setup, this is achieved by focusing the pulses
into a 1 m long neon-filled hollow-core fiber with an inner diameter of 250 µm. Inside
the fiber, the beam is collimated over a long distance and due to the high intensities
additional frequencies are generated by the nonlinear optical process of self-phase
modulation (compare Sec. 3.1.3).
The hollow-core fiber used in our experiment (illustrated in Fig. 3.3 orange box) was
set up and characterized by A. Sperl. The interested reader is referred to his PhD
thesis [Spe13] and the references therein for further information. A typical spectrum
after spectral broadening inside the fiber is shown in Fig. 3.5 (a). Assuming a flat
spectral phase, the electric field of the corresponding Fourier-limited pulse can be
calculated using Eq. (3.3). The result is shown in Fig. 3.5 (b), where the electric field
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Fig. 3.5. Panel (a): Spectrum of the femtosecond laser pulses measured behind the hollow-
core fiber. Panel (b): Electric field (red curve) and corresponding intensity envelope (green
curve) obtained by Fourier transform of the experimental spectrum plotted in panel (a)
assuming a flat spectral phase. The reconstructed Fourier-limited pulse features a temporal
duration of 9.6 fs (FWHM of intensity) and a central wave-length of λ0 = 760 nm.
is given by the red curve and the intensity envelope is given by the green curve. The
calculated Fourier-limited pulse duration is 9.6 fs (FWHM of intensity) and the center
wavelength is λ0 = 760 nm.
After propagation through the hollow-core fiber, the pulses are no longer Fourier
limited due to the self-phase modulation and additional normal dispersion. In order
to obtain a (close to) Fourier-limited pulse, this dispersion is compensated4 with a
chirped-mirror compressor. Chirped mirrors are multi-layer mirrors coated in such a
way that the penetration depth into the substrate is wavelength dependent [SSKF94]. If
the design of the mirrors is matched to the experimental conditions, even high orders
of dispersion can be efficiently compensated at low losses [PTS+08].
Usually chirped mirrors are employed in pairs of two complementary coated mirrors.
The chirped mirrors5 used in our setup, however, all feature the same multi-layer
coating. Instead of using different coatings, the mirrors must be hit in pairwise
different incident angles. This design principle simplifies the coating process and
reduced the variance in performance between different charges [PAT+09].
4In addition, dispersion created by later propagation through air and glass windows must be precom-
pensated.
5Manufactured by UltraFast Innovations GmbH.
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3.2.4. High-harmonic generation and pump–probe interferometer
After spectral broadening inside the hollow-core and recompression by the chirped
mirrors, the pulses are send into the high-harmonic generation vacuum chamber
(illustrated in Fig. 3.6). The Mach-Zehnder interferometer located inside this chamber
creates mutually delayed XUV-pump and IR-probe pulses with which experiments are
performed inside the reaction microscope. The two interferometer arms are described
in the following.
In one interferometer arm, the XUV pump pulses are created by the process of
high-harmonic generation (HHG). For this, the fundamental pulses are focused by
a spherical mirror with 50 cm focal length into an aluminum tube filled with argon
gas [Fig. 3.6 panel (a)]. A train of XUV attosecond pulses is created by HHG in the
noble gas (for further information about and characterization of the XUV source, see
H. Rietz [Rie07, Rie12]). The created XUV radiation co-propagates with the remainder
of the fundamental IR light. The latter is blocked by an aluminum filter [Fig. 3.6 panel
(b)] which is opaque for photon energies below 17 eV. Afterwards, the XUV beam is
focused into the reaction microscope by a pair of gracing incident mirrors [Fig. 3.6
panel (e)]. The energy spectrum the XUV pulses generated in our beamline is shown in
Fig. 3.7.
Within the second interferometer arm, the IR probe pulse is delayed by a movable
retro-reflector [Fig. 3.6 panel (d)] with respect to the XUV pulse. With this setup,
pump–probe delays of up to 10 ps can be realized. For the observation of molecular
dynamics on timescales of tens of femtoseconds, this setup is superior to (grazing
incidence) split-mirror setups which can cause significant beam walk-offs for delay
ranges larger than 50 fs [Ott12, p. 54]. The intensity of the IR probe pulse can be tuned
by a motorized iris [Fig. 3.6 panel (f)].
Finally, the beams from both interferometer arms are spatially overlapped behind a
holey parabolic mirror [Fig. 3.6 panel (c)] which focuses the IR beam into the reaction
microscope.
In the framework of this thesis, the interferometer was redesigned in order to reduce
interferometric drifts (see Ref. [Rie12, p. 61] for old setup). This was achieved by
decreasing the interferometer arm length from about 4 m to 2 m and reducing the total
number of reflections inside the interferometer arms from 23 to 13. With the new setup,
the interferometric drift is estimated to be less than 2.5 fs over the period of 24 hours
(see Fig. 3.8). When the femtosecond laser is switched on, the interferometer drifts
rapidly within the first two hours due to a heating of optical elements. Therefore the
laser should be aligned into the chamber as early as possible such that the drifts have
slowed down when the data acquisition is started.
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Fig. 3.6. Illustration of the Mach-Zehnder interferometer used to create the XUV-pump
and IR-probe laser pulses. The whole breadboard is located inside a vacuum chamber.
Components described in the text are pictured in panels (a) to (f): Panel (a): High-harmonic
generation target. Panel (b): Aluminum filter. Panel (c): Holey parabolic mirror. Panel
(d): Delay stage. Panel (e): XUV focusing mirrors. Panel (f): Motorized iris.
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Fig. 3.7. Typical spectrum of the XUV pulses generated in our experiment. Data from
Ref. [Sch15, p. 95].
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Fig. 3.8. Drift of the pump-probe interferometer over the period of 25 hours measured
within the reaction microscope. At time zero, the femtosecond laser is switched on. The
rapid drift at the beginning is due to a heating of optical elements by the laser beam.
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α2 = 6.31◦
α1 = 6.55◦
g1 = 451 mm b2 = 745 mmd = 30 mm
ROC2 = 65 mm
ROC1 = 5000 mm
HHG source Reaction microscope
Cylindrical mirror
Spherical mirror
Fig. 3.9. Focusing of the XUV beam by a combination of a spherical and cylindrical mirror.
If both mirrors are hit under the correct angle of incidence, an astigmatism free focus is
obtained inside the reaction microscope.
Focusing of XUV pulses
The success of all pump–probe experiments depends on the spatial overlap of the XUV
focus with the IR focus. The existing XUV focusing system (see [Rie12, p. 64]), however,
had turned out to create an XUV focal spot much larger than the IR focal size. This
is undesired, since it will prevent target molecules pumped by the XUV pulse from
being probed by the IR pulse. In the framework of this thesis, the focusing system was
redesigned in order to optimize the focusing of the XUV beam. The new setup with
measured distances is illustrated in Fig. 3.9. The incidence angles α1 and α2 on the
mirrors are calculated such that an astigmatism free focus is obtained in the center of
the reaction microscope. Both mirrors used in the new setup are coated with a 30 nm
B4C (boron carbide) layer which features an improved reflectivity compared the to Au
(gold) coating which was used before [see Fig. 3.10 (b)].
The two-mirror focusing system illustrated in Fig. 3.9 includes a spherical and a
cylindrical mirror. Such a setup is required because broadband XUV radiation in
the energy range of 20 to 40 eV is not efficiently reflected under normal incidence, as
illustrated in Fig. 3.10 (a). Thus all XUV mirrors must be hit under grazing incidence
and the beam cannot be focused by a single spherical mirror as explained in the
following.
If a spherical mirror with focal length f is hit under an angle6 α ̸= 90◦, the rays in
the tangential (sometimes also called meridional) plane are focused closer to the mirror
than rays within the sagittal plane. The effective focal lengths for tangential and sagittal
6Here and in the following the angle of incidence is defined with respect to the mirror surface and not
with respect to the surface normal. See Fig. 3.9 for illustration.
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Fig. 3.10. Calculated reflectivity of mirrors coated with a 30 nm layer of Au (gold) and B4C
(boron carbide) for p-polarized light. Panel (a): As function of angle of incidence for a
fixed photon energy of 30 eV. Panel (b): As function of photon energy for a fixed angle of
incidence α = 6.5◦. Data from Ref. [fXRO].
rays are given by
f taneff = f cos (α) ≤ f =
ROC
2
(3.14)
f sageff = f
1
cos (α)
≥ f = ROC
2
, (3.15)
where ROC denotes the radius of curvature. Therefore, in order to create an astigmatism
free focal spot within the reaction microscope, either a single non-spherical mirror
(such as a toroidal or a elliptical mirror) or multiple mirrors must be utilized. In our
setup, a combination of a spherical mirror and a cylindrical mirror is employed. The
alignment of the incidence angles is crucial for focusing the saggital rays and tangential
rays at the same spot.
Figure 3.11 shows a photograph of the XUV focal spot on a phosphor screen inside
the reaction microscope obtained with the new focusing system. The focal diameter
is estimated to 60 µm (FWHM) which is still about a factor of two larger than the
calculated focal size of the IR probe pulse. Experiments in argon discussed in the next
section, however, show that the spatial overlap between pump and probe pulse was
improved significantly by the redesign of the focusing system.
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Fig. 3.11. Photograph of the XUV beam focused onto a phosphor screen inside the reaction
microscope.
3.2.5. Pulse overlap and determination of the pulse duration
Spectra of so-called photoelectron sidebands obtained by ionization of argon inside
the reaction microscope are presented in this section. A very brief introduction to
the topic is given in the following. The focus of this section, however, lies on the
estimation of the pulse duration with the help of these sidebands. In addition, the
spatial overlap between the pulses (and thereby the focusing of the XUV pulse) can
be tested in these experiments. For additional information, the interested reader is
referred to Ref. [Rie12, p. 33].
The attosecond pulse train created by the process of HHG features a spectrum of
distinct energies separated by 2h¯ωIR ≈ 3.2 eV. In the ionization of argon, this photon
spectrum is imprinted onto the kinetic energies of the photoelectrons. Therefore the
electron spectrum will as well feature peaks separated by 3.2 eV. This changes if an
additional IR pulse is temporally and spatially overlapped with the XUV pulse. In this
situation, an IR photon with energy h¯ωIR ≈ 1.6 eV may be absorbed or emitted during
the ionization. Thus sidebands in the electron spectrum appear in between the main
peaks.
The photoelectron yield as a function of the pump–probe delay and the kinetic
energy Ee is plotted in Fig. 3.12. In this figure, the pulses are temporally overlapped
at zero pump–probe delay. Outside the temporal overlap, the harmonic spectrum is
clearly imprinted onto Ee for both datasets. Within the temporal overlap, the harmonic
structure is washed out [best visible in panel (a)] due to the formation of sidebands. The
increased intensity of the sidebands in panel (a) compared to panel (b) demonstrates
the improved spatial overlap between the XUV and IR pulse after the optimization of
the XUV focusing mirrors.
The temporal envelope of the sidebands is a cross correlation between the temporal
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Fig. 3.12. Sidebands measured in argon after [panel (a): April 2014] and before [panel (b):
April 2013] the redesign of the XUV focusing system. Plotted is the photoelectron yield as
a function of the pump–probe delay and the electron’s kinetic energy. The intensity of the
sidebands created in the temporal pulse overlap is a measure for the quality of the spatial
pulse overlap. Projections of the kinetic energy spectrum within the temporal overlap (red
curve) and outside the overlap (green curve) are shown.
profiles of the XUV and IR pulse [GSCS96]. Assuming Gaussian temporal profiles,
the width τcross of the sidebands is related to the XUV pulse duration τXUV and the IR
pulse duration τIR by [LMMJ+04]
τ2cross = τ
2
XUV + τ
2
IR. (3.16)
The sidebands in Fig. 3.12 (a) – obtained immediately before beginning the N2 pump–
probe experiment presented in Chap. 6 – feature a width τcross = 14 fs (FWHM).
Assuming an XUV pulse duration of τXUV ≈ 0.65τIR [Rie12, p. 89], the pulse durations
(intensity FWHM) can be estimated to
τXUV ≈ 8 fs and τIR ≈ 12 fs, (3.17)
respectively.
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The experiments performed in the framework of this thesis are dedicated to the study
of molecular (fragmentation) dynamics using the pump–probe technique. In our setup,
the 3-dimensional momenta of charged molecular fragments are measured as a function
of the delay time with a reaction microscope (REMI) [MUU+94]. This apparatus allows
the detection of electrons and ionic fragments over the full 4π solid angle over a
large range of kinetic energies. With this, molecular dynamics can be studied on a
single-molecule level.
The working principle and technical specifications of the REMI used in this work are
explained in the following section (Sec. 4.1). Afterwards, in Sec. 4.2, the reconstruction
of the initial momenta from measured flight times and hit positions is explained. The
chapter ends (Sec. 4.3) with a technical discussion of the pulse alignment and the use
of particle coincidences in the data evaluation.
4.1. Working principle and technical specifications
Reaction microscopes are multi-purpose detectors used in atomic and molecular
physics. While they are utilized in a wide range of experiments, the underlying
principle is always the same: projectiles (e.g. electrons, ions or photons) ionize (and
possibly dissociate) target atoms or molecules. The initial momenta of all charged
fragments is reconstructed from their flight times and hit positions on particle detectors.
The REMI used for all experiments presented throughout this work is illustrated in
Fig. 4.1. It was constructed in the framework of R. Gopal’s PhD thesis and is described
in detail in Ref. [Gop10, p. 53-61]. For the purpose of this work, the coordinate system
shown in Fig. 4.1 is used. The z-direction parallel to the electric and magnetic field
(and the laser polarization) is referred to as the longitudinal (momentum) direction.
Transversal (momentum) direction denotes directions perpendicular to the spectrometer
axis.
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Fig. 4.1. Illustration of a REMI used in XUV–IR pump–probe experiments. Target molecules
in a supersonic gas jet (green) are ionized (and possibly dissociated) by XUV (blue) and IR
(red) laser pulses. Created photoelectrons (orange) and ions (purple) are guided towards
position sensitive MCP detectors by electric and magnetic fields. Neutral fragments
(turquoise) cannot be detected. Helmholtz coils not to scale.
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Jet stagnation pressure (typ.) 2 bar
Background pressure in the main chamber (typ.) 1× 10−10 mbar
Nozzle diameter [Gop10, p. 54] 30 µm
Skimmer 1 diameter [Gop10, p. 54] 200 µm
Skimmer 2 diameter [Gop10, p. 54] 400 µm
Jet stage length [Gop10, p. 55] 112 mm
Jet temperature (expansion direction) O(10 K)
Jet momentum spread (expansion direction) ≈ 1.3 a.u.
Jet temperature (transversal) [Gop10, p. 55] O(0.1 K)
Jet momentum spread (transversal) ≈ 0.2 a.u.
Tab. 4.1. Jet and vacuum parameters.
In our experiments, XUV and IR laser pulses are focused into a supersonic gas jet
of target atoms or molecules1. The setup for the creation of this target jet and its
properties are described in Sec. 4.1.1. Ionization by the laser pulses creates electrons
and ions which are guided by homogeneous electric and magnetic fields towards
position sensitive particle detectors (labeled ‘MCP’ in Fig. 4.1). The fields are created by
spectrometer anodes (labeled ‘Spectrometer plates’ in Fig. 4.1) and a pair of Helmholtz
coils (not to scale in Fig. 4.1). Properties of the electric and the magnetic fields are
briefly described in Sec. 4.1.2. The particle detectors consist of micro-channel-plate
(MCP) detectors with a delay-line anode as described in Sec. 4.1.3. With these, the
time-of-flight (ToF) and hit position of all charged particles is measured. This allows
to reconstruct the 3-dimensional momenta of the particles with methods described in
Sec. 4.2.
4.1.1. Gas jet and vacuum
Cold target molecules are crucial for recoil ion momentum spectroscopy experiments
since typical recoil momentum transfers from photoelectrons to the ions are on the
order of 1 a.u. whereas the mean quadratic momentum from the Maxwell–Boltzmann
distribution at room temperature is in the order of 10 a.u. for N2 and O2. This problem
is solved by cooling the target gas in a supersonic expansion2. Important parameters
of the jet and properties of the vacuum are summarized in Tab. 4.1. For a detailed
description of the jet stage used in our REMI, the reader is referred to Ref. [Gop10, p.
53-55].
1From hereon the target is assumed to be molecular (N2 or O2) unless mentioned otherwise.
2In a so-called MOTRemi (see for example [SZS+11, FGG+12, SBGG+13]), the target atoms are stored in
a magneto optical trap.
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Fig. 4.2. Illustration of the jet stage. Figure adapted from Ref. [Spe13].
Jet stage and vacuum
The jet stage is illustrated in Fig. 4.2. The stagnation pressure of the target gas at room
temperature is typically 1 to 5 bar. The gas escapes through a nozzle ( = 30 µm)
into the vacuum of the first jet stage (typical pressure of 1× 10−4 mbar). This leads
to a supersonic expansion [Cam84]. A skimmer ( = 200 µm), placed in to zone of
silence separates the supersonic beam from the warm background gas [Gop10, p. 53].
In addition the skimmer acts as a differential pump stage separating the first and the
second jet stage. The latter is at a typical pressure of 1× 10−7 mbar. Finally the gas
jet escapes into the main chamber through a second skimmer ( = 400 µm). In order
to maintain the very low background pressure within the main chamber (typically
1× 10−10 mbar), the jet is dumped in a dedicated chamber, separated from the main
reaction chamber by a differential pump stage.
Momentum spread in the target jet
In the following, the momentum spread in the target jet is estimated from the jet
temperature. These values are needed to estimate the momentum uncertainty in the
experiments. It is important to note that the temperature in the jet propagation direction
Ty depends on the expansion process while the temperatures perpendicular to the
expansion direction Tz,x are mostly governed by the geometrical setup of the jet stage.
For a comprehensive introduction of this topic, the reader is referred to Ref. [Mil88].
The most important concepts and formulas are summarized in Ref. [Sch14, p. 50-51].
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Target A B C6/kB T0 p0 S∞ Ty
species (10−43 cm6 K) (K) (bar) (K)
N2 0.78 0.35 6.2 (9.2)b 300 2 8.9 (9.3)b 13 (12)b
O2 0.78 0.35 8.3 300 2 9.2 12
Tab. 4.2. Numbers from Ref. [Mil88, p. 30 & p. 46]. b Alternative set of values.
The jet temperature in propagation direction Ty can be estimated by
Ty = T0
γ
γ− 1
1
S2∞
(4.1)
where γ = 1+ 2/ f . Here, f denotes the number of motional degrees of freedom. For
diatomic molecules at room temperature with 3 translational and 2 rotational degrees
of freedom3 f = 5 → γ = 1.4. The speed ratio S∞, given by the ratio between the
longitudinal jet velocity vy and the thermal velocity vtherm is empirically described with
(compare [Mil88] and [Sch14, p. 51])
S∞ =
vy
vtherm
= A
[√
2
P0d
kBT0
(
53C6
kBT0
)1/3]B
. (4.2)
Here the nozzle diameter d, the stagnation pressure P0 and the initial temperature T0
are experimental parameters. kB is the fundamental Boltzmann-constant. A, C6 and B
are empirical constants which depend on the target species. All constants as well as the
speed ratio S∞ and the jet temperature Ty for the target species presented in this work
are listed in Tab. 4.2.
For the species N2 and O2, the momentum spread in propagation direction is given
by
△pytherm =
√
kBTymi ≈ 1.3 a.u., (4.3)
using Ty = 10 K and mi = 30 amu.
Typically, the momentum spread perpendicular to the expansion direction △px,ztherm is
lower than △pytherm since it is determined geometrically by the skimmers. In our setup,
the gas beam divergence is θ = 2 · 0.4◦ (calculated for a  = 400 µm second skimmer at
a distance of 3 cm from the nozzle). For an N2 or O2 gas jet with an initial temperature
T0 ≈ 300 K, the momentum in jet direction can be estimated to [Fis03, p. 41]
py ≈
√
5kBT0mi ≈ 16 a.u. (4.4)
The transversal momentum spread is therefore estimated by
△px,ztherm = tan (θ)py ≈ 0.2 a.u.. (4.5)
According to Eq. (4.3), this corresponds to a temperature of Tx,z ≈ 0.2 K.
3Vibrational degrees of freedom are not excited at ambient temperature.
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4.1.2. Electric and magnetic field
In order to provide a near 4π solid angle acceptance for ions and electrons, electric and
magnetic fields are used in the REMI to project charged particles onto MCP detectors.
For a successful reconstruction of the initial momenta from the particles’ measured ToFs
and hit positions, homogeneous extraction fields are of utter importance. A detailed
description of the spectrometer and the Helmholtz coils is given in Ref. [Gop10, p.
55-58].
The electric field created by 32 spectrometer plates (illustrated in Fig. 4.1) guarantees
a full solid angle acceptance for recoil ions and charged fragments of low energetic
molecular dissociations. Typical photoelectron energies in our experiments, however,
are in the range of 10 to 25 eV (compare Fig. 3.12). Due to their high energy, an additional
homogeneous magnetic field is needed to maintain a full solid angle acceptance for these
electrons4. This results in helical electron trajectories within the REMI (as illustrated in
Fig. 4.1). The magnetic field of typically 7.9 G is provided by a pair of Helmholtz coils
with a diameter of 710 mm separated by 400 mm [Gop10, p. 57].
4.1.3. Micro-channel-plate detector and delay-line anodes
The micro-channel-plate detectors (MCP) are an array of microscopic channels, each
acting as a photomultiplier: The primary particle is accelerated by a potential towards
the front side of the MCP. If the particle enters one of the micro channels, it will
eventually hit its inner surface. This is schematically shown in Fig. 4.3. The impact
energy may create a free secondary electron which is accelerated by a large potential
towards the backside of the MCP. Each secondary electron frees further electrons upon
hitting the channel’s inner surface. This leads to an avalanche of electrons which carry
a macroscopic current. In order to further increase the current amplification, two MCPs
are stacked in a so-called Chevron configuration where the channels of the first plate
are tilted with respect to those of the second one (see Fig. 4.3).
Experimentally the electron avalanche (and therefore the primary particle) is detected
by a small drop in the potential. This signal at time TMCP is used to determine the ToF
of the primary particle from
ToF = TMCP − Tpulser + T0 (4.6)
where Tpulser is a time reference obtained from a photo diode for each laser pulse. T0 is
a constant offset. A typical ion ToF spectrum is shown in Fig. 4.4(a).
In order to reconstruct the transversal momentum pR, the hit position is measured.
This is done with two perpendicular delay-line anodes (see Fig. 4.5). These are copper
wires forming a grid of parallel, equidistant wires positively biased compared to the
4Increasing the spectrometer potential in order to guide the electrons to the detectors by means of the
electric field alone is not an option, since the energy resolution for low energetic ions suffers from high
spectrometer potentials.
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Fig. 4.3. Illustration of the MCP stack in Chevron configuration. Primary particles (purple)
are accelerated towards the front side of the MCP. Secondary electrons (orange) are
accelerated by a high voltages (blue) which leads to an electron multiplication within the
micro channels. This results in a macroscopic current. After escaping the micro channel,
the electron cloud impinges onto the delay-line anodes (see Fig. 4.5 for details).
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Fig. 4.4. Typical raw spectra obtained with the REMI. Panel (a): ToF spectrum created in
(dissociative) ionization of N2. Panel (b): Corresponding hit position. Due to the velocity
of the target jet in y-direction, the N+2 ions are displaced with respect to the events resulting
from ionization of residual gas .
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Fig. 4.5. The cloud of secondary electrons (orange) emerging from the MCP stack creates a
signal on the delay-line anode which propagates through the wires. The impact position
can be reconstructed from the times Tx/y1/2 at which the signal reaches the ends of the wire.
The x-position is obtained by the propagation time within the green wire. The red wire is
used to determine the y-position.
backside of the MCP stack. The cloud of secondary electrons impinges onto these wires
of which one is used to determine the x position and the other one measures the y
position. The hit position (x, y) is reconstructed from(
x
y
)
∝
(
Tx2 − Tx1
Ty2 − Ty1
)
(4.7)
where T2 and T1 are the times at which the signals reach the two ends of the respective
wire. Thus, the hit position is determined from the traveling time of the signals to the
wire ends as indicated in Fig. 4.5. A typical ion detector image is shown in Fig. 4.4(b).
4.2. Momentum reconstruction
After having established fundamental knowledge on how the ToF and the hit position
of a detected particle is determined experimentally, this section deals with the recon-
struction of its momentum. The motion of particles with charge q and mass m within
an electric field E⃗ and a magnetic field B⃗ is described by the Lorentz force
F⃗(⃗r) = q
(
E⃗ + ˙⃗r× B⃗) = m ¨⃗r. (4.8)
For the parallel magnetic and electric fields of a REMI, analytic solutions of this
differential equation exist. This allows to derive formulas used for the reconstruction of
68
4.2. Momentum reconstruction
the initial 3-dimensional momenta of ions (see Sec. 4.2.1) and electrons (see Sec. 4.2.2).
Limitations of our setup in terms of acceptance and momentum resolution are pointed
out in Sec. 4.2.3.
4.2.1. Ions
Due to their large charge-to-mass ratio, effects of the magnetic field on the ion trajecto-
ries can be neglected as has been formally shown in Ref. [Sen09, p. 57-59]. By taking
only the homogeneous electric field E⃗(⃗r) = Ez into account, Eq. (4.8) simplifies toFxFy
Fz
 = qi
 00
Ez
 = mi
x¨y¨
z¨
 . (4.9)
Here qi and mi denote the ion’s charge and mass respectively. Since the differential
equations are not coupled, they can be treated component wise.
By integration of the z component and using that the detector is hit at z = l and at
t = ToF,
l =
1
2
qi
mi
U
l
ToF2 +
pz
mi
ToF+ z0 (4.10)
is obtained. Here l denotes the spectrometer length and the electric field is expressed
as5 Ez = U/l. The (x, y) components can be written as(
x
y
)
=
(
px
py
)
ToF
mi
+
(
x0
y0
)
. (4.11)
We assume in the following that the molecules are ionized in the center of the REMI
and therefore (x0, y0, z0) = 0.
Ion mass spectrometry
Identification of different particle species is important, when experiments involving the
fragmentation of molecules are conducted. In a REMI, this is possible by measuring
the ToF. Assuming6 pz = 0, Eq. (4.10) can be rearranged to
ToF =
√
2
mi
qi
l2
U
∝
√
mi
qi
. (4.12)
Thus the measured ToF depends on the charge-to-mass ratio. Particles with equal
mass-to-charge ratios will exhibit similar ToFs. This is shown in Fig. 4.4(a) where the
N++2 and N
+ fragments have the same charge-to-mass ratio. Note, however, that the
N+ peak is much broader, since these fragments feature larger initial momenta.
5This is convenient since experimentally Ez is chosen by setting the potential U with a voltage supply.
6This approximation is justified since typically the center of a ToF peak is used to identify the particle
species.
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Ion momenta
After having established a method to identify particle species, we are interested in the
longitudinal momentum of single particles. This is calculated by rearranging Eq. (4.10)
to
pz = l
mi
ToF
− 1
2
qiU
l
ToF. (4.13)
Obviously for fixed spectrometer parameters and a specific particle species, pz only
depends on the ToF.
Similarly, Eq. (4.11) is used to determine the (px, py) momentum components from
the hit position (x, y) with (
px
py
)
=
mi
ToF
(
x
y
)
. (4.14)
4.2.2. Electrons
Electrons are affected by the magnetic field, due to their small mass. In this case, for
parallel and homogeneous electric and magnetic fields, Eq. (4.8) is written asFxFy
Fz
 = e[
 00
Ez
+
 y˙Bz−x˙Bz
0
] = me
x¨y¨
z¨
 . (4.15)
Here, e and me denote the electrons charge and mass, respectively.
Longitudinal momentum
The z component of the above equation is similar to that of Eq. (4.9) since it is not
affected by the magnetic field. Thus, the electrons’ longitudinal momenta are calculated
with
pz = l
me
ToF
− 1
2
eU
l
ToF. (4.16)
Transversal momentum
The electrons’ helical cyclotron trajectories within the magnetic field Bz complicate the
reconstruction of the transversal momentum. A typical electron trajectory was shown
in Fig. 4.1 (orange trajectory). The projection of such a trajectory onto the xy-plane is
illustrated in Fig. 4.6.
The radius Rc of the cyclotron motion is calculated from the centrifugal force and the
Lorentz force by
Rc =
| p⃗R|
eBz
, (4.17)
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Fig. 4.6. Projection of the cyclotron trajectory of an electron onto the xy plane (detector
plane). Knowing the ToF and the magnitude of the homogeneous magnetic field B⃗, it is
possible to reconstruct the initial momentum p⃗R from the measured hit position (x, y).
Figure adapted from Ref. [UMD+03].
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Fig. 4.7. Ionization of argon by XUV photons. Plotted is the number of detected electrons
as a function of their hit distance from the MCP center R = |(x, y)| (as defined in Fig. 4.6)
and their ToF. Whenever the electrons have completed an integer number of cyclotron
motions, they will hit the center of the detector.
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where | p⃗R| denotes the magnitude of the initial transversal momentum. With this, the
hit distance |(x, y)| from the MCP center is given by
|(x, y)| = 2Rc| sin (α/2)|. (4.18)
Using the cyclotron frequency ωc = eBz/me, the angle α = ωc · ToF was defined.
Rearranging the above equation and substituting Rc = | p⃗R|/(eBz) yields
| p⃗R| = |(x, y)| eBz2| sin (α/2)| . (4.19)
This allows to calculate the magnitude of the initial transversal momentum from the
ToF and the hit distance from the the reaction center. In order to determine the direction
p⃗R, the angles Φ := arctan (x/y) and φ := arctan (px/py) must be considered. φ is
then given by
φ = Φ− α(mod 2π)
2
. (4.20)
The cyclotron motion of the electrons is visible in the experimental spectrum in
Fig. 4.7. This also shows a downside of using an additional magnetic field for the
projection of electrons onto the MCP detectors: For α = ωcToF = 2nπ (n ∈ N),
the electrons will always hit the detector in the center. In this case an unambiguous
reconstruction of the initial transversal momentum is not possible.
To overcome this problem, the magnetic field Bz and the acceleration potential U can
be chosen such that this situation does not occur for electron ToFs which are of interest.
This, however, is not always possible since for instance the full solid angle acceptance
for highly-energetic ions and their momentum resolution pose conditions on suitable
acceleration voltages as well. This is discussed in the next section.
4.2.3. 4π acceptance and momentum resolution
The confinement of charged particles in transversal directions works fundamentally
different for ions and electrons. The ions are solemnly guided by the electric field
towards the ion MCP while the confinement for the electrons is mainly due to the
magnetic field. We will discuss the ions first:
Ion transversal acceptance
The transversal acceptance for ions can be calculated from Eq. (4.14). For this, we
express the ToF in terms of the spectrometer potential U and the spectrometer length
l (assuming zero longitudinal momentum). In addition the transversal momenta in
Eq. (4.14) are expressed by the transversal kinetic energy Etrans =
∣∣(px, py)∣∣2 /(2mi).
An ion will hit the detector, if |(x, y)| < RMCP. Therefore the transversal acceptance is
given by
Etransion <
(
RMCP
√
Uq
2l
)2
≈ 3 eV. (4.21)
72
4.2. Momentum reconstruction
With the typical spectrometer parameters of RMCP = 40 mm, U = 136 V and l =
13.5 cm, singly charged ions with kinetic energies above Ekin = 3 eV do not hit the
detector for certain emission angles. In order to detect such ions, the acceleration
voltage U must be increased. This, however, has negative impact on the ion momentum
resolution.
Ion momentum resolution
The ion momentum uncertainty is governed by two terms: the momentum spread in
the gas jet △pz,x,ytherm and the resolution of the spectrometer △pz,x,yspec . The jet momentum
spread is anisotropic and was calculated to
△pytherm ≈ 1.3 a.u. and △pz,xtherm ≈ 0.2 a.u.. (4.22)
in Sec. 4.1.1 [Eqs. (4.3) and (4.5)] for the experiments presented in this work.
The resolution of the spectrometer in the pz (ToF direction) momentum direction is
limited by the error in the ToF measurement △T ≈ 1 ns and the size of the laser focus
which effectively adds an uncertainty to the spectrometer length △l ≈ 50 µm. In px,y
direction, the uncertainty in the determination of the hit position △x = △y ≈ 1 mm
[Fis03, p. 55] limits the resolution. From Eqs. (4.10) and (4.11) the uncertainties are
given by
△pzspec =
[(
5.68× 10−3 a.u.qU
eV
cm
l
△t
ns
)2 
qU in eV
l in cm
△t in ns
(4.23)
+
(
8.18× 10−4 a.u.
√
qU
eV
√
mi
amu
cm
l
△l
µm
)2]1/2
△l in µm (4.24)
and
△px,yspec =
(
5.78 a.u.
√
qU
eV
√
mi
amu
△x
l
) 
qU in eV
mi in amu
l in cm
△x in cm
(4.25)
Using a spectrometer length of l ≈ 14 cm, an acceleration voltage of U = 136 V, and a
mass of mi = 15 amu (N+ fragment), numerical values for these uncertainties are given
by
△pzspec ≈ 0.13 a.u. and △px,yspec ≈ 1.26 a.u.. (4.26)
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The total momentum uncertainties are7
△pz =
√
(△pzspec)2 + (△pztherm/2)2 ≈ 0.16 a.u. (4.27)
△px =
√
(△pxspec)2 + (△pxtherm/2)2 ≈ 1.3 a.u. (4.28)
△py =
√
(△pyspec)2 + (△pytherm/2)2 ≈ 1.4 a.u.. (4.29)
In the worst case scenario (particle is emitted in y-direction), the kinetic energy resolu-
tion △E for an O+ fragment is then given by
△E =
√
2E
mi
△py ≈
{
2× 10−3 eV for E = 1 eV.
8× 10−4 eV for E = 0.1 eV. (4.30)
The momentum uncertainty can be estimated experimentally by evaluation of so-
called momentum sum distributions. The measured uncertainties are
△pexpz ≈ 1.5 a.u. and △pexpx,y ≈ 7 a.u. (4.31)
for spectrometer settings and particle species used in the calculations above. Thus,
the calculations significantly underestimate the momentum uncertainty observed ex-
perimentally. This discrepancy was explained in Ref. [Sch14, p. 83] by additional
uncertainties due to inhomogeneities of the electric field and tilts of the MCP detectors
with respect to the spectrometer axis.
Electron transversal acceptance
The radius of the electron’s cyclotron trajectory is given by Rc [Eq. (4.17)]. As a result,
the distance between the electron and the detector center |(x, y)| is always smaller
than 2Rc (compare Fig. 4.6). Rearranging Eq. (4.17) and expressing the transversal
momentum | p⃗R| by the transversal kinetic energy, we calculate a 4π acceptance of
electrons with energies up to
Etranse− = R
2
MCP
e2B2z
8me
≈ 22 eV. (4.32)
Here, the spectrometer parameters RMCP = 40 mm and B = 7.9 G are used. Increasing
the magnetic field Bz will increase the acceptance.
7If a fragment with mass mi of the parent molecule with mass mM is detected, the momentum uncertainty
due to the jet temperature will be reduced by a factor of mi/mM. Since in this work, only momenta
of fragments of homonuclear diatomic molecules are measured, the thermal momentum spread is
reduced by a factor of 2 in the following equations.
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Fig. 4.8. Measured Ar+ time of flight spectra. Blue spectrum: Ionization by XUV pulse.
Red spectrum: Ionization by IR pulse after optimization of spatial overlap on CCD camera.
Green spectrum: Ionization by IR pulse after optimization of spatial overlap with the
flight-time method.
4.3. Experimental techniques
This technical section begins with the description of a method for finding the temporal
and spatial overlap of the XUV and the IR pulse inside the REMI. The quality of this
overlap is crucial for a successful pump-probe experiment. The method presented in
Sec. 4.3.1 was used to tune the pulse overlap in all experiments presented in this work
and has proven to be very reliable. Afterwards, in Sec. 4.3.2, the post analysis of the
recorded data is described briefly with a focus on so-called particle coincidences which
are routinely used in the data evaluation.
4.3.1. Optimizing the pulse overlap
For a coarse alignment of the XUV and IR beam, the aluminum filter pictured in
Fig. 3.6 (b) can be removed from the beam path remotely. In this case, the fundamental
light from both interferometer arms enters the REMI. The focal volume is imaged by
a set of lenses onto a CCD camera. This allows to measure and to tune the spatial
overlap. At the same time the collinearity of the beams is guaranteed if the IR probe
beam is centered on the holey parabolic mirror in Fig. 3.6 (c)8. However, the spatial
overlap achieved with this method alone is not very good. Therefore a different method
is applied for the fine tuning, as explained in the following.
8Due to technical reasons, the beam is aligned to the center of the motorized iris instead of the parabolic
mirror, whenever the HHG chamber is evacuated.
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Different Ar+ ToF spectra are shown in Fig. 4.8. The blue spectrum is obtained by
ionization with the XUV pulse. The red spectrum is created by ionization with the IR
pulse after alignment of the spatial overlap with the CCD camera image. Since the ToF
depends on the effective spectrometer length, these spectra can be used to evaluate
the spatial overlap in longitudinal direction (ToF direction). The discrepancy between
the blue and red spectrum corresponds to a misalignment of about 200 µm which is
much larger than the focal diameter of the pulses. By optimizing the alignment of
the IR pulse, the ToF spectrum created by IR ionization can be shifted such, that it
overlaps with the ToF spectrum obtained with the XUV pulse (see Fig. 4.8 blue and
green spectra). This overlap can be set to an accuracy of about 2 ns corresponding to a
spatial accuracy of about 10 µm. This is much less than the diameter of the XUV focus
(which was estimated to 60 µm in Sec. 3.2.4).
This method works best, if the ToF uncertainty is small compared to the ToF. Therefore
heavy targets like Ar and low acceleration voltages should be used according to
Eq. (4.12). The spatial overlap in y-direction (see Fig. 4.1 for definition) is optimized
by a similar technique. For this the Ar+ hit position on the detector is compared for
ionization with IR and XUV pulse9.
If the beams are overlapping spatially, the coarse temporal overlap is found by
changing the pump–probe delay with the motorized translation stage [Fig. 3.6 (d)]
until an interference pattern is observed on the CCD camera. Afterwards, the pulse
overlap is confirmed with a short reference measurement with an argon target. In this
ionization by XUV and IR pulses, the kinetic energy spectrum of photoelectrons will
feature sidebands if both pulses are overlapping temporally and spatially (as described
in Sec. 3.2.5). The peak-to-peak ratio between the sideband and the main band is a
good measure for the quality of the pulse overlap. If such a measurement is performed
right before starting the intended experiment, the temporal position of these sidebands
can be used to determine the temporal overlap between the pulses very precisely.
4.3.2. Post analysis and particle coincidences
During a single experiment, the ToFs and the hit positions of about 1000 to 2000 ionic
fragments per second are detected over dozens of hours. This information is boiled
down in the post analysis to be plotted in histograms.
First, digitalized timing signals from the MCPs and delay-line anodes (see Sec. 4.1.3)
are converted into ToFs and hit positions on the detector. This is done on a shot-to-shot
basis of the laser which is important to identify so-called particle coincidences as
described below. In addition the momentary position of the pump–probe delay stage
obtained from an ADC is stored with each valid event.
9Due to the lower momentum resolution in this direction, the achieved accuracies are lower than for the
longitudinal directions. However, by fitting Gaussian functions to the spectra obtained by IR and XUV
ionization, respectively, the centers of the distributions can be determined reliably.
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By identifying ToF intervals with certain particle species, the 3-dimensional momenta
are reconstructed from the ToF and hit position (see Sec. 4.2). All other kinematic
properties like kinetic energy and emission angles are calculated from the momenta.
The real power of the REMI is given by the possibility to analyze particle coincidences
which can be used to obtain additional information about reaction pathways. This is
explained with two examples:
• By correlating electron spectra with the ToF of coincident ions, electrons can be
classified. This allows for example to compare the kinetic energies of electrons
which were created in coincidence with N++2 ions to the kinetic energy of those
created in coincidence with N+2 . That method is especially useful if one is
interested in electrons created in processes with low rates (double ionization)
compared to the main reaction channel (single ionization).
• The sum momentum of coincident particles can be used to identify reaction
channels. For example if dissociative (double) ionization of N2 is investigated,
N+ is a rather abundant reaction product. To distinguish the channels
(a) N2
single ionization−−−−−−−−→ N+ +N and (b) N2 double ionization−−−−−−−−−→ N+ +N+ (4.33)
it is useful to consider the sum momenta of the N+ ions, whenever more than one
is detected in a laser shot. Due to momentum conservation, particles originating
from the same parent molecule will have a vanishing momentum sum. This
allows to distinguish the N+ ions created in process (b) (which typically has a
low rate) from those created in process (a) (which typically has a high rate).
Both techniques described above are used in the data analysis in Chap. 6. Moreover,
coincidences can be used to obtain additional kinematic information. This is used in
so-called energy-correlation maps where the kinetic energy of particle A is plotted
as a function of the kinetic energy of a coincident particle B. This method allows to
obtain additional information about the involved reactions as shown for example in
Refs. [FSC+13, FSC+14]. Another application is the correlation of emission angles of
the two photoelectons created in double ionization of Ar, as done in Ref. [Cam13].
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The experimental data and parts of the results presented in this chapter have been
published in the following article
Probing calculated O2+ potential-energy curves with an XUV-IR pump-probe
experiment
P. Cörlin, A. Fischer, M. Schönwald, A. Sperl, T. Mizuno, U. Thumm, T. Pfeifer,
R. Moshammer
PRA 91, 043415– (2015)
cited as Ref. [CFS+15].
This chapter discusses a vibrational wave-packet oscillation within the Born-Oppen-
heimer potential-energy curve (PEC) belonging to the O+2 (a
4Πu) electronic state. We
begin with an overview of previous experiments on nuclear dynamics in diatomic
molecules in Sec. 5.1. In Sec. 5.2 the experimental results are presented and discussed.
Furthermore the pump–probe scheme is introduced and the involved electronic and
vibrational states are identified. Afterwards, in Sec. 5.3 coupled-channel simulations
are used to show that the wave-packet dynamics is sensitive to the shape of the binding
PEC. In contrast, the kinetic energies of measured O+ fragments strongly depend
on the PEC associated with the final anti-bonding adiabatic O+2 ( f
4Πg) state of the
molecular cation. This allows to test the predicted PECs. Minor discrepancies between
the experimental data and our simulations are addressed in Sec. 5.4. The chapter is
briefly summarized in Sec. 5.5.
79
5. Probing O+2 potential-energy curves with an XUV–IR pump–probe experiment
5.1. Historical overview of wave-packet dynamics in diatomic
molecules
During the 1980s and 1990s breakthroughs in laser science led to increasingly in-
tense and short laser pulses. In the early 1990s, pulse durations down to 50 fs were
reached [DJZ91, BGTG91]. Using such pulses in pump–probe experiments allowed the
observation of ultra-fast molecular dynamics with a temporal resolution in the order of
the pulse length [Zew00].
Around 1990 molecular vibrational wave packets were experimentally observed for
the first time. Due to the – from our point of view – rather long pulse durations, the
nuclear dynamics was measured in heavy molecules such as I2 [DJZ91] or loosely bound
systems like Na dimers (Na2) [BGTG91]. Both properties result in a narrow spacing
of the vibrational levels and thus in extremely large beating periods of hundreds of
femtoseconds. The observation of increasingly fast processes was made possible in to
following years by shorter and shorter pulse lengths [AGH+96, AHW+96, SBN04].
Sub 10 fs pulse durations achieved ten years later allowed to observe the wave-packet
oscillation on the Born-Oppenheimer PEC belonging to the H+2 (X
2Σ+g ) and D
+
2 (X
2Σ+g )
electronic state1. Both molecules were studied extensively throughout the last decade
with various pump–probe techniques [LLL+05, AUT+05, ERF+05, FER+07, NVC06,
KLS+09, HT10, FGC+14]. They are especially attractive since they are well understood
by theory and feature only a single cationic bound state.
This is in contrast to the large number of bound states found in the cations of more
complex diatomic molecules such as O2 , N2 or CO. A selection of the corresponding
PECs is shown in Fig. 5.1 for O+2 . The number of states and the resulting competing
reaction channels complicate the interpretation of experimental spectra. This could
explain why the wave-packet evolution in the cations of medium sized diatomic mole-
cules such as N2 or O2 [DBM+10, DMB+11, MAT12, BAT+11] has been in investigated
less frequently than in H+2 and its isotopes [CFS
+15].
In 2011, IR–IR experiments on molecular oxygen revealed the vibrational wave-packet
dynamics in the O+2 (a
4Πu) PEC [DMB+11] (blue PEC in Fig. 5.1). In that experiment,
O2 molecules were ionized by the strong field of the IR pump pulse. This launched a
molecular wave packet due to the excitation of multiple vibrational states. The wave
packet evolved in time for up to 1.2 ps before it was probed by a second IR pulse to the
repulsive O+2 ( f
4Πg) state (green PEC in Fig. 5.1). In this case, the molecule dissociates
and a pump–probe delay dependent yield of low energetic O+ ions can be measured.
The observed oscillation period was identified with the calculated vibrational level
spacing of the binding O+2 (a
4Πu) PEC. The exact numerical values, however, could not
be explained [DMB+11]. Quantum simulations performed soon after that could resolve
these issues in parts but discrepancies between the measured and simulated quantum-
1For convenience, PECs will be be identified by the electronic state they belong to, e.g. “[...] wave-packet
oscillation on the H+2 (X
2Σ+g ) PEC [...]”, in the following.
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Fig. 5.1. Selection of O+2 PECs from Ref. [MMP
+82]. Ionization to the O+2 (a
4Πu) state
creates a vibrational wave packet that oscillates within the corresponding PEC (blue curve)
and can be probed to the O+2 ( f
4Πg) PEC (green curve). The vibrational ground-state wave
function of the neutral O2 ground state is given by the light green Gaussian curve. The
Franck-Condon region is indicated by the dashed light green lines.
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beat (QB) frequencies remain [MAT12]. In addition, the experimental kinetic-energy
release (KER) spectra of O+ showed distinct maxima in the O+ yield which were not
reproduced in simulated spectra.
In order to solve these issues, we repeated this experiment with an XUV–IR pump–
probe setup. In this, the O2 molecules are ionized by a single XUV photon. Thus the
occupation of the vibrational states is described very well by the Franck-Condon prin-
ciple whereas strong field ionization of molecules preferably populates low energetic
vibrational states [UFSC+04]. In our experimental scheme the population is probed
by a weak IR pulse to the repulsive O+2 ( f
4Πg) state. Because of its low peak intensity
of about 3× 1012 W/cm2 (compared to 3× 1014 W/cm2 in the experiment described in
Ref. [DMB+11]) the perturbation of the PECs is significantly reduced in our experiment.
The very good agreement between our quantum simulations and the experimental
data which will be shown in Sec. 5.3 is at least in parts due to the above mentioned
advantages of an XUV–IR pump–probe technique.
5.2. Experimental spectra and vibrational wave-packet
dynamics
The wave-packet oscillation discussed in the following sections as well as the kinematic
properties of O+ fragments and photoelectrons can be understood intuitively with the
help of PECs. PECs of the O+2 molecular ion calculated in Ref. [MMP
+82] are given in
Fig. 5.1. The ground-state vibrational wave function of the neutral O2 PEC (calculated
in Ref. [BMR10]) is plotted as a light green curve and the FC region is indicated by
light green vertical lines. In principle ionization by XUV photons with energies up
to 40 eV can excite all ionic states plotted in Fig. 5.1. Thus bound O+2 and atomic O
+
fragments are created via a large number of competing reaction channels, although the
ionization cross section to some of the states is rather low. The most important PECs
for interpretation of the experimental results presented in this chapter is the binding
O+2 (a
4Πu) PEC (blue curve) within which the wave packet oscillates and the weakly
repulsive O+2 ( f
4Πg) PEC (green curve) to which population is transferred in the probe
step.
This section begins (Sec. 5.2.1) with a summary of the experimental parameters used
during the measurement. Afterwards, in Sec. 5.2.2, pump–probe delay independent
spectra are presented and reaction channels are identified. Pump–probe delay depen-
dent spectra of the wave-packet motion are shown in Sec. 5.2.3 and a Morse potential
is fitted to the experimental oscillation periods in Sec. 5.2.4. By Fourier transforming
the experimental spectra, the vibrational states involved in the molecular dynamics
are identified in Sec. 5.2.5. In Sec. 5.2.6 we will see that the influence of the strong
IR field on the wave-packet oscillation period is negligible. Finally, in Sec. 5.2.7, the
kinetic energy of photoelectrons detected in coincidence with low energetic O+ ions
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are presented. These spectra confirm the identification of the involved PECs.
5.2.1. Experimental parameters
The experimental data presented in this section has been recorded in a single exper-
imental run beginning at 12:26pm on May 27th 2014 and ending 33 hours later at
09:34pm on May 28th 2014. The raw data was saved to the files:
2014_05_27_03_XUV_IR_O2_2100fs_2200ct_G300V_[0001-1142].lmd
The spectrometer was operated at an acceleration voltage of 300 V corresponding to
an electric field of approximately 22.4 V cm−1. At this field a 4π solid angle acceptance
was guaranteed for O+ with kinetic energies up to 4.6 eV [see Eq. (4.21)].
The IR average power was measured to be 125 mW behind the reaction microscope.
At this power the IR intensity was just below the threshold for strong field ionization
of O2. Within the spatial overlap with the XUV beam, the effective IR intensity was
estimated to be 3× 1012 W/cm2. The IR pulse length was estimated to be (12± 3) fs
from an XUV-IR cross correlation (compare Sec. 3.2.5). The central wavelength of
the IR pulse was 750 nm which corresponds to a photon energy of 1.65 eV. The total
pump–probe delay range was 2120 fs.
5.2.2. Pump–probe delay independent spectra and identification of reaction
channels
In the following, only pump–probe delay independent spectra are shown. These are
used to identify the reaction channels involved in the ionization of O2 by the broadband
XUV pulse. Due to the large number of electronic states in molecular oxygen, this
identification is not trivial.
The measured ion time-of-flight (ToF) spectrum integrated over the whole pump–
probe delay range is shown in Fig. 5.2. The peaks in the ToF spectrum are assigned to
particle species. Note that O++2 and very low energetic O
+ feature similar ToFs due to
their equal charge-to-mass ratio. The relevant reaction channels (for now ignoring the
influence of the IR pulse) are given by
O2
XUV−−→ O+2 + e− (5.1)
O2
XUV−−→ O+ +O+ e− (5.2)
O2
XUV−−→ O++2 + e− + e− (5.3)
O2
XUV−−→ O+ +O+ + e− + e−. (5.4)
Of those, the dominant channel is the ionization to stable O+2 [Eq. (5.1)]. Dissociative
ionization of O2 [Eq. (5.2)] has the second highest cross section and creates the majority
of the counts in the O+ ToF peak. The last two channels involve a double ionization
process by a single XUV photon which has a reduced cross section compared to single
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Fig. 5.2. Ion ToF spectrum obtained in the O2 experiment. All relevant peaks are assigned
to the corresponding particle species.
ionization. The double ionization is additionally suppressed by its high threshold of
about 43 eV such that only the high energy tail of the harmonic spectrum can contribute
to this process.
As introduced in Sec. 4.2, the initial 3-dimensional momenta of ions and electrons
are reconstructed with the reaction microscope. From this the kinetic energy of the
particles is calculated. In the dissociative ionization given by Eq. (5.2), the neutral O
fragment cannot be detected. Its momentum can, however, be reconstructed from the
O+ momentum by exploiting momentum conservation. Since O+ and O feature the
same mass2, they will have equal kinetic energies. This is used to determine the KER
defined as
KER = EkinO+ + E
kin
O = 2E
kin
O+ . (5.5)
The KER spectrum associated with events within the O+ and O++2 ToF peak is plotted
in Fig. 5.3(a). The KER of randomly aligned molecules is plotted as a red curve. The
peaks at 1.6, 3.8, and 5.7 eV are known for many decades (compare Ref. [DSS68]). The
one at 1.6 eV results from a predissociation out of the B 2Σ−g PEC (see Fig. 5.4) to the
O+(4S) + O(3P) continuum (see Fig. 5.4) [DSS68]. Predissiociation out of the c4Σ−u
state (not plotted in Fig. 5.4) into the O+(4S) +O(3P) and O+(4S) +O(1D) dissociation
continua (see Fig. 5.4) results in KERs of 3.8 and 5.7 eV respectively (compare Refs.
[AMW+85, FRC85, CFR85, RVDL+85, LHC+98] and Refs. therein).
2The electron mass as well as the small recoil momentum induced by the electron can be neglected.
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Fig. 5.3. Experimental KER spectrum of O+ ions. Red curve: The measured KER averaged
over all molecular orientations. Green curve: The KER spectrum for molecules aligned
parallel to the laser polarization. See text for identification of the peaks.
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Fig. 5.4. O+2 PECs calculated in Ref. [MMP
+82]. The O+2 (B
2Σ−g ) PEC relevant for the
experimentally observed predissociation is given as a red curve. Relevant dissociation
continua are indicated by purple and orange colored dashed lines. The vibrational ground-
state wave function of the neutral O2 ground state is given by the light green Gaussian
curve. The Franck-Condon region is indicated by the dashed light green lines.
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The KER distribution of the O+ fragments emitted under a small angle θ < 18◦ to
the laser polarization is given by the green curve in Fig. 5.3. Since the momentum
resolution is best in longitudinal direction (see Sec. 4.2.3), the vibrational levels of the
B 2Σ−g and the c4Σ−u states can be energetically resolved in the peaks at 1.6 and 3.8 eV
respectively.
Figure 5.3(b) shows a magnified view of the low energy part of Fig. 5.3(a). The
peak at very low KERs (smaller than 0.01 eV) is created by the detection of stable
O++2 dications. At KERs of 0.12, 0.22, and 0.33 eV another series of vibrational levels
appears in the KER spectrum [best visible for the fragments emitted parallel to the
laser polarization (green curve)]. This is due to the predissociation out of the B 2Σ−g
(red curve in Fig. 5.4) state into the O+(4S) + O(1D) continuum (see Fig. 5.4) which
is possible for vibrational quantum numbers v ≥ 4. The peak at 0.02 eV (only visible
for KERs where molecular axis is aligned to the laser polarization) is created by the
probing of the molecular wave packet as discussed in the following sections.
5.2.3. Wave-packet dynamics and pump–probe scheme
After having identified the dominant features in the pump–probe delay independent
O+ KER spectrum, the following sections focus on the O+ yield as function of pump–
probe delay and KER. The experimental data is shown in Fig. 5.5. In Fig. 5.5 (a), the
experimentally observed O+ ion counts (encoded in the color scale) are shown as a
function of the KER and the pump–probe delay τ between the XUV and IR pulse.
Experimental data for KER < 0.013 eV is not shown as the count rate of stable O++2
(which has the same ToF as very low energetic O+) dominates for these energies. For
positive pump–probe delays, the XUV pulse precedes the IR pulse. The temporal
overlap at τ = 0 fs was determined from the sidebands measured in argon (compare
Secs. 3.2.5 and 4.3.1). The variation of the O+ yield is clearly visible for KER < 0.08 eV
and is most pronounced around τ ≈ 1270 fs. The projection of the O+ counts within
the black frame onto the time delay axis is plotted in Fig. 5.5 (b).
The XUV–IR pump–probe scheme is given by the reaction (illustrated in Fig. 5.6)
O2
XUV−−→ O+2 (a4 Πu) + e− IR−→ (O+ +O)( f 4Πg) + e−. (5.6)
Ionization by the XUV pulse prepares a vibrational wave packet in the O+2 (a
4 Πu) PEC.
The experimentally observed oscillation in the O+ yield with a period of TQB = 40 fs is
due to the oscillation of this wave packet which is probed resonantly by the IR pulse to
the repulsive O+2 ( f
4Πg) PEC (as illustrated in Fig. 5.6). The pump–probe scheme and
details of the spectra shown in Fig. 5.5 are discussed in more detail in the following.
According to the Franck-Condon principle, ionization to the the O+2 (a
4Πu) electronic
state by the XUV pulse excites multiple vibrational states in the corresponding PEC.
These states feature different phase evolutions due to their different eigenenergies. As
a result the superposition of these states leads to a time-dependent vibrational wave
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Fig. 5.5. Number of detected O+ fragments as a function of the pump–probe delay τ
and the KER. Panel (b): Projection of events within the dashed black box in panel (a)
onto the time-delay axis. For positive delays, the XUV pulse precedes the IR pulse. The
variation of the O+ ion yield as function of τ with a period of TQB = 40 fs is a signature of
a nuclear wave-packet oscillation within the O+2 (a
4Πu) PEC. Due to the anharmonicity of
this potential, the oscillation amplitude decreases and reappears after TRev/2 = 1270 fs.
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Fig. 5.6. XUV–IR pump–probe scheme. Population is transferred from the neutral electronic
ground state (X 3Σ−g ) (black curve) to the ionic O+2 (a
4Πu) PEC (blue curve) by single
photon ionization. For certain pump–probe delays, population is further elevated to the
repulsive O+2 ( f
4Πg) PEC (green curve) by the IR probe pulse. In this case, the molecular
ion will dissociate. Vibrational energies are plotted as gray horizontal lines. The nuclear
wave packet observed in this work is created by excitation of the vibrational levels with
quantum numbers v = 8 . . . 11 (colored in red).
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packet (see Sec. 2.4). This wave packet oscillates back and forth within the O+2 (a
4Πu)
PEC with a period TQB that is inversely proportional to the level spacing of the excited
vibrational states (see Sec. 2.4). After a variable pump–probe delay, the IR resonantly
couples the O+2 (a
4Πu) state to the repulsive O+2 ( f
4Πg) state. This coupling is most
efficient at internuclear distances of Rc ≈ 3.2 a.u. where the PECs are separated by
approximately 1.65 eV, corresponding to the energy of a single IR photon. As a result
only population of a small number of the excited vibrational states can actually be
probed to the repulsive state. These vibrational levels are drawn as red horizontal lines
in Fig. 5.6.
Since the IR pulse duration is shorter than the oscillation period, most population
will be transfered to the repulsive state if the wave packet is localized at R ≈ Rc. In
this case, the molecule dissociates into a neutral O atom and an O+ ion. The repulsive
O+2 ( f
4Πg) PEC is almost flat for R > Rc and thus the detected O+ ions feature a low
KER. If, on the other hand, the IR pulse interacts with the molecule at times when the
wave packet is localized at R ≪ Rc, no population is transfered to the repulsive state
and the molecule does not break apart. These two cases illustrate the origin of the
experimentally observed fast oscillation in the O+ yield with a period of TQB = 40 fs in
Fig. 5.5.
The additional slow modulation of the oscillation amplitude is caused by the anhar-
monicity of the binding potential. The wave packet dephases due to the non-equidistant
level spacing and is maximally delocalized at τ ≈ 640 fs. In this case the probe pulse can
transfer population to the repulsive state independent of the pump–probe delay. After
640 fs the wave packet begins to rephase again and the pump–probe delay dependence
increases again.
Surprisingly the oscillation amplitude within the half-revival at TRev/2 = 1270 fs is
much larger than close to the temporal overlap of pump and probe pulse. This is in
contrast to previous experiments on H2 where the modulation within the revivals at
increasingly larger time-delay was observed to be decreasing [FER+07]. A possible
explanation for this interesting feature in our data might be an increased ionization
cross section to the O+2 (a
4Πu) state for perpendicular orientation between the molecular
axis and the XUV polarization. For photon energies between 30 and 40 eV, where our
XUV spectrum is most intense, this assumption is supported by quantum mechanical
calculations in Ref. [LL02]. Due to dipole selection rules (see Sec. 2.2), the resonant
probing process is only allowed for parallel transitions, where the molecule is oriented
along the IR-pulse polarization direction. Thus, the molecular ion might require
some time to align correctly to the probe field and the wave packet cannot be probed
efficiently for very small pump–probe delays. This is further plausible since typical
rotational periods of O2 are (depending on the excited rotational states) of the order of
hundreds of femtoseconds to a few picoseconds [CFS+15].
For negative pump–probe delays, the IR pulse precedes the XUV pulse. Due to its
low intensity, the IR pulse has no measurable effect on the target as it cannot ionize the
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oxygen molecule. Afterwards the trailing XUV pulse ionizes the target molecule. As a
result no pump–probe delay dependence is expected for these time delays.
5.2.4. Adjusting a Morse potential to the experimental data
In the following, a Morse potential
V(R) = De
(
e−2a(R−R0) − 2e−a(R−R0)
)
(5.7)
is adjusted to the experimentally observed oscillation period of TQB = 40 fs and the
half-revival time of TRev/2 = 1270 fs. The parameter De tunes the depth of the potential,
a determines its width and R0 sets the equilibrium internuclear distance. The latter
cannot be deduced from our data and is set to R0 = 2.61 a.u., as measured in a previous
experiment [HH79]. The first two parameters are computed from TQB and TRev/2 using
Eqs. (2.45) and (2.46) derived in Sec. 2.4.1:
2π
TQB
=
∣∣∣∣∣a
√
2De
µ
− a
2
µ
(
v0 +
1
2
)∣∣∣∣∣ (5.8)
2π
TRev
=
∣∣∣∣− a2µ
∣∣∣∣ . (5.9)
Here, µ denotes the reduced mass of the oxygen ion and v0 is the quantum num-
ber of the central vibrational level involved in the beating signature. The width of
a = 1.320 a.u. is directly determined from Eq. (5.9). However, v0 is required for the
calculation of the depth De from TQB with Eq. (5.8). Without input from theory, it
is impossible determine which vibrational levels contribute to the beating. Thus the
adjusted Morse potential is plotted in Fig. 5.7 for different values of v0 (red dashed
PECs) and compared to theoretically predicted PECs from Refs. [MMP+82, MAT12].
For v0 = 9 (red solid PEC), the depth is in best agreement with these PECs. In this
case, De is calculated to De = 0.1007 a.u. which is used in the following.
The Morse potential’s shape (for v0 = 9) is very similar to the two predicted PECs.
Quantum simulations, however, will show that only the results obtained using the
Morse potential reproduce all features of the experimental data (compare Sec. 5.3). This
demonstrates the sensitivity of our experimental method onto the exact shape of the
PEC.
5.2.5. Fourier transform and QB energies
In order to analyze the QB oscillation quantitatively it is convenient to change from
the time-domain picture to the frequency domain by performing a Fourier transform.
Since additionally the KER dependency of the oscillation shall be investigated, Fourier
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Fig. 5.7. Morse potentials adjusted to the experimentally observed QB period TQB = 40 fs
and half-revival time TRev/2 = 1270 fs for different parameters v0 [see Eq. (5.8)] are plotted
as dashed red curves. The potential minimum of R0 = 2.61 a.u. was determined in a
previous experiment [HH79]. The depth of the Morse potential with v0 = 9 (plotted
as solid red curve) is in best agreement with the predicted O+2 (a
4Πu) PECs from Refs.
[MMP+82, MAT12] (plotted as blue and green curves, respectively).
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Fig. 5.8. QB spectrum of the data shown in Fig. 5.5 (a). The absolute value |A(EQB, KER)|
of the Fourier amplitude (color scale) is plotted as function of KER and QB energy EQB.
The signals (1), (2), and (3) are discussed in the text.
transforms of the O+ count rate NO+(τ, KER) are performed at fixed KER over the time
interval [0, 2 ps]. This results in a complex amplitude
A(EQB, KER) = FT {NO+(τ, KER)} . (5.10)
Here the QB energy EQB is related to the frequency ωQB by EQB = h¯ωQB and ωQB is the
Fourier complementary variable of the pump–probe delay τ.
A(EQB, KER) is a complex number and thus can be expressed as
A(EQB, KER) = |A(EQB, KER)|eiϕA(EQB,KER). (5.11)
|A(EQB, KER)| is a measurement for the intensity of a certain frequency component.
Dynamical information about the dissociation process is encoded within the phase
ϕA(EQB, KER) [FGC+14], [Fis15, p. 114]. The energy resolution of this Fourier transform
method is fundamentally limited by the sampling time Tsampl = 2 ps and is given by
△EQB = h¯ 2πTsampl = 2× 10
−3 eV. (5.12)
|A(EQB, KER)| obtained from the experimental data is plotted in Fig. 5.8. In total
three different signals are visible. Their origin is explained in the following:
• Signal (1): This signal corresponds to the visible oscillation in the time domain
(compare Fig. 5.5) and is created by the beating between neighboring vibrational
92
5.2. Experimental spectra and vibrational wave-packet dynamics
 
 
φA (pi)
K
E
R
(e
V
)
QB energy EQB (eV)
(3)
(2)
(1)
−0.75 −0.5 −0.25 0 0.25 0.5 0.75
0.07 0.1 0.13 0.16 0.19 0.22
0.08
0.16
0.24
0.32
Fig. 5.9. The Fourier amplitude’s phase value ϕA(EQB, KER) (color scale) is plotted as
function of KER and QB energy EQB. In order to reduce the background, only parts of the
signal where the absolute value |A(EQB, KER)| is larger than 20 % of the maximum value
are plotted. The phase is independent of the KER for all signals.
states. The quantum-beat (QB) energy EQB is in good agreement with the expected
vibrational level spacings Ev=10 − Ev=9 = 0.103 eV and Ev=9 − Ev=8 = 0.106 eV
of the O+2 (a
4Πu) PEC calculated in Ref. [MAT12]. Experimentally these two
energies are not resolved because the pump–probe delay range of 2 ps is to short
to allow their separation in the energy domain. Quantum simulations show
that a delay range of 4 ps would be sufficient to resolve these lines. The QB
energies measured are significantly lower than those reported in an earlier IR–IR
experiment [DMB+11] and in much better agreement with theory.
• Signal (2): This weak signal is created by the beating between the higher lying
vibrational states (most likely with quantum numbers v = 10 and v = 11). It
features a slightly lower QB energy compared to signal (1). This is due to a
smaller vibrational spacing.
• Signal (3): Another weak signal at EQB ≈ 0.207 eV is caused by the beating
between vibrational states with △v = 2 (most likely v = 10 and v = 8).
The Fourier phase ϕA(EQB, KER) [introduced in Eq. (5.11)] is plotted in Fig. 5.9. A
phase ϕA varying with the KER indicates that the fragment’s kinetic energy depends on
the relative phase between the intensity envelope of the laser pulse and the wave-packet
oscillation. It has been shown previously, that in this case the time delay between XUV
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Fig. 5.10. Sliding window Fourier transform of the experimental signal from Fig. 5.5 (b).
The width of the Gaussian window function is 200 fs (FWHM). The QB energy is indepen-
dent of the window function’s position.
and IR pulse can be used to control the KER of H+ fragments by field-dressing the
PEC during the dissociation process [FGC+14]. In the experiments presented here, the
IR intensity is lower and the dressing of the PECs is negligible3. As a result, no KER
dependence of the phase ϕA is observed within each of the lines shown in Fig. 5.9.
It is often discussed whether or not the IR probe-pulse influences the measured QB
energy of the wave-packet dynamics. While there is no debate that the vibrational
levels are shifted in the field-dressed PESs, it is often ignored that no field dressing is
present until the IR pulse interacts with the molecule. In this work, this translates into
a field-free evolution of the wave packet for up to 2 ps and an evolution in the dressed
potential for about 10 fs. The ratio between the field free evolution and the evolution
in the dressed potential is smaller for small pump–probe delays. In the limit of the
temporal overlap, the molecular ion “lives” for most of the time within the IR field.
As a result, the influence of the IR field on the measured QB energy can be tested by
calculating EQB for different pump–probe delays using a so-called short-time Fourier
transform.
For this, the time-dependent O+ yield plotted in Fig. 5.5 (b) is multiplied with a
Gaussian window function with a width (FWHM) of 200 fs and center τ0. The product
is Fourier transformed and the absolute value of the amplitude is encoded in the color
3The smaller dipole coupling amplitude (see Fig. 5.15) between the relevant O+2 states compared to the
H+2 states further reduces the field dressing.
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Fig. 5.11. QB spectrum of the delay-dependent yield of low energetic O+ ions with KER
smaller 0.08 eV as a function of cos (θ). The angle θ designates the orientation of the
molecular axis relative to the identical linear polarization directions of the XUV and IR
pulses. The QB energy is independent of θ. The signal is strongest if molecular axis and
laser polarization are aligned.
scale and plotted as a function of the QB energy (x-axis) and τ0 (y-axis). This calculation
is repeated while sliding the center t0 of the Gaussian window along the pump–probe
delay axis.
The result is shown in Fig. 5.10. Due to the Gaussian window function, the effective
sampling time for the Fourier transform is smaller and thus the energy resolution is
reduced to △EQB = 2× 10−2 eV [see Eq. (5.12)]. Nevertheless, no dependence of the
QB energy on the pump–probe delay is observed. The conclusion that for our pulse
parameters field-dressing of the PEC does not influence the QB energy significantly
will be further confirmed in the next section and by simulations in Sec. 5.4.2.
5.2.6. Angular dependence of the time-dependent O+ yield
The O+2 (a
4Πu) and O+2 ( f
4Πg) states can only be coupled by the field component
parallel to the molecular axis due to dipole selection rules. Thus, if a molecule is
not aligned parallel to the laser polarization, the effective field strength is reduced
according to Eq. (2.28). As a result, the coupling between (and the perturbation of)
the electronic states depends on the angle θ between IR laser polarization and the
molecular axis. With the reaction microscope, the latter can be reconstructed for each
fragmentation from the momentum vector of the O+ ion.
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A Fourier transform of the O+ yield with KER < 0.08 eV as a function of the pump–
probe delay and cos (θ) is plotted in Fig. 5.11. The values cos (θ) = ±1 and cos (θ) = 0
correspond to molecules aligned along and perpendicular to the laser polarization,
respectively [CFS+15]4. The signal strength clearly depends on cos (θ). This is expected
since the probing is most efficient for parallel alignment of molecular axis and laser
polarization. The QB energy on the other hand, does not depend on cos (θ). This is a
further indication for the independence of the measured QB energy on the IR intensity.
5.2.7. Photoelectron spectra
So far only ionic fragments have been discussed. Using the reaction microscope, we are
able to detect photoelectrons as well. The QB spectrum of the photoelectrons detected
in coincidence with O+ ions with a KER between 0.013 and 0.08 eV – the KER region in
which the oscillation is most pronounced – is plotted in Fig. 5.12 (a). This spectrum is
used in the following to further confirm that the PECs involved in the nuclear motion
have been identified correctly (compare for example Refs. [CLD+11, GRT+07] for a
similar approach). As in the ion spectra, a clear signal is visible at EQB ≈ 0.1 eV. The
red bold curve in Fig. 5.12 (b) shows a projection of events belonging to this signal onto
the Ee axis. This electron spectrum therefore corresponds to photoelectrons created by
ionization to the O+2 (a
4Πu) state.
In addition, the energy spectrum of electrons measured in coincidence with O+
ions with KERs between 0.10 and 0.14 eV is given in Fig. 5.12 (b) (green bold curve).
The O+ yield in this KER interval is pump–probe delay independent and so is the
corresponding photoelectron spectrum.
In the following paragraph the origin of this time-independent spectrum is discussed
in more detail. Afterwards the envelope of the time-dependent spectrum [red thin
curve in Fig. 5.12 (b)] is compared to the envelope of the background signal [green thin
curve in Fig. 5.12 (b)].
Pump–probe delay independent photoelectron spectrum The channel discussed in
the following is illustrated in Fig. 5.13 (green color). The peaks in the time-delay
independent electron signal are separated by 3.2 eV which is the odd-harmonic spacing
of the XUV spectrum (△EHHG = 2h¯ωIR). The fact that the harmonic spectrum is
clearly imprinted onto the electron energies is an indication that all PECs significantly
contributing to this channel feature the same dissociation limit Ediss1 , since the electron
energy Ee is given by
Ee1 = h¯ωXUV −KER− Ediss1 ≈ h¯ωXUV − Ediss1 . (5.13)
4Plotting as function of cos (θ) instead of θ is convenient since this automatically features the solid angle
correction of the experimental data.
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Fig. 5.12. Panel (a): QB spectrum of photoelectrons measured in coincidence with low
energetic O+ (KER interval between 0.013 and 0.08 eV). Plotted is the Fourier amplitude
as a function of the QB energy and the photoelectron kinetic energy Ee. Panel (b): Red
bold curve: Projection of the QB signal at EQB ≈ 0.1 eV shown in panel (a) onto the
Ee axis. Green bold curve: Pump–probe delay independent background spectrum of
electrons detected in coincidence with O+ in a KER interval from 0.10 to 0.14 eV. For better
comparison, the curves in panel (b) are smoothed and normalized. In addition schematic
envelopes of the spectra are shown (thin red and green curve).
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Fig. 5.13. Processes leading to the photoelectron spectra plotted in Fig. 5.12 (b). A spectrum
of the XUV pulses generated in our experiment (data from Ref. [Sch15, p. 95]) is given as
a gray inlay. Photoelectrons with kinetic energy Ee2 are created by ionization to the a
4Πu
PEC (red PEC) and are associated with the observed wave-packet oscillation. Their energy
distribution is given by the red spectrum in Fig. 5.12 (b). Photoelectrons with kinetic energy
Ee1 created by ionization into the B
2Σ−g state (green PEC) cause the time-independent signal
in Fig. 5.12 (b) (green spectrum). Due to the lower ionization potential, photoelectrons
associated with the wave-packet oscillation feature a higher kinetic energy than those
created in ionization into the B 2Σ−g state.
Since the KERs of the coincident O+ ions (between 0.1 and 0.14 eV) are small compared
to Ee, they can be neglected. As discussed in Sec. 5.2.2, the low-energetic, time-
delay independent ion yield at KER ≈ 0.12 eV is caused by the predissociation of
the O+2 (B
2Σ−g ) state (green PEC in Fig. 5.13). It is therefore assumed that the time-
delay independent spectrum [green bold curve Fig. 5.12 (b)] of electron measured in
coincidence with ions of such a KER results from the ionization to this state. The B 2Σ−g
state predissociates into the O+(4S0) + O(1D) continuum with dissociation energy
Ediss1 = 20.7 eV (compare Fig. 5.13).
Pump–probe delay dependent photoelectron spectrum The channel discussed in the
following is illustrated in Fig. 5.13 (red color). The time-dependent electron spectrum
[red bold curve in Fig. 5.12 (b)] results from the ionization to the O+2 (a
4Πu) state and
subsequent absorption of an additional IR photon. In this reaction, the molecule dis-
sociates into the O+(4S0) +O(3P) continuum with Ediss2 = 18.7 eV (compare Fig. 5.13).
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Thus the electron energy is given by
Ee2 = h¯ωXUV + h¯ωIR −KER− Ediss2 ≈ h¯ωXUV + h¯ωIR − Ediss2 . (5.14)
As before, the KERs are negligible.
Comparing Eq. (5.13) and Eq. (5.14), a relative shift of the envelopes of the photo-
electron spectra by
Ediss1 − (Ediss2 − h¯ωIR) ≈ 3.7 eV. (5.15)
is expected in Fig. 5.12 (b). The predicted shift is in qualitative agreement with the
relative offset between the envelopes in Fig. 5.12 (b). This is a further indication that the
PECs involved in the wave-packet dynamics have been identified correctly. The above
argument is only valid because the photo-ionization cross sections to the O+2 (B
2Σ−g )
and the O+2 (a
4Πu) states are calculated to be almost constant for photon energies
between 30 and 40 eV [LL02].
Additionally the electron spectrum can be used to exclude a second reaction pathway,
namely
O2
XUV−−→ O∗2 IR−→ O+ +O+ e−. (5.16)
In this, the XUV pulse resonantly excites the molecule and the wave packet oscillates in
the PEC corresponding to a neutral state. In this process strong-field ionization takes
place in the probe step and a low energetic electron is emitted. ATI peaks created by
multi-photon ionization are separated by 1.6 eV and their intensity typically decreases
with increasing photon numbers (see Sec. 2.3.2). This process cannot be excluded
experimentally if only ion spectra are considered.
The electron-energy spectrum plotted as a red curve in Fig. 5.12 (b) excludes this
process for two reasons: first the electron yield increases with increasing Ee. Second the
maxima in the electron yield are separated by ≈ 3.2 eV. Both features are signatures of
ionization by a single, highly-energetic photon created in HHG [CFS+15].
5.3. Comparison between experimental data and simulated
spectra
Having identified the electronic states involved in the wave-packet dynamics, we
compare the experimental data with results of quantum simulations in this section.
This enables us to test PECs predicted in Ref. [MMP+82] and in Ref. [MAT12]. These
are shown in Fig. 5.14. In addition the Morse potential adjusted to the experimental
data is plotted in the same figure.
In the following, the coupled-channel calculation introduced in Sec. 2.5.2 is used to
simulate the wave-packet dynamics and the probing process (for the used method see
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Fig. 5.14. Calculated binding O+2 (a
4Πu) and repulsive O+2 ( f
4Πg) PECs calculated in
Ref. [MAT12] (green curves) and in Ref. [MMP+82] (blue curves). The Morse potential
adjusted to our experimental data is plotted in red.
for example Ref. [DMB+11, MAT12, MHJ+12, LNDD+13]). The code used in these cal-
culations was developed by A. Fischer [Fis15]. The Schrödinger equation underlying
the coupled-channel simulation is given by
i
d
dt
(
ψg(R, t)
ψu(R, t)
)
=
( −p2/(2µ) +Vg − ⟨ϕg| z |ϕu⟩ E(t)
− ⟨ϕu| z |ϕg⟩ E(t) −p2/(2µ) +Vu
)(
ψg(R, t)
ψu(R, t)
)
. (5.17)
In this, the indexes u, and g are identified with the eletronic states O+2 (a
4Πu), and
O+2 ( f
4Πg), respectively. The molecule is described in the Born-Oppenheimer approx-
imation and the PECs are given by V. The electronic wave functions are denoted
by ϕ, and the nuclear wave functions are labeled with ψ. The dipole matrix element
⟨O+2 ( f 4Πg)| z |O+2 (a 4Πu)⟩ computed in Ref. [MAT12] (shown in Fig. 5.15) is used in
our calculations.
The diagonal terms in the coupling matrix describe the propagation of the nuclear
wave packet on the O+2 (a
4Πu) and O+2 ( f
4Πg) PECs. In the absence of a laser field
E(t) the propagation on the two PECs is decoupled. If, however, an electric field E(t) is
present, the electronic states are coupled and population can be transferred from one
PEC to the other.
In the following sections (Secs. 5.3.1 and 5.3.2) the results of our simulation for
six different pairs of binding and repulsive PECs are presented and compared to the
experiment. These combinations are illustrated in Fig. 5.16. The PECs calculated by
Magrakvelidze et al. [MAT12] are plotted as green curves in Fig. 5.14 and those
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Fig. 5.15. Dipole coupling ⟨O+2 ( f 4Πg)| z |O+2 (a 4Πu)⟩ used in the coupled-channel simula-
tion. Data from Ref. [MAT12].
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Fig. 5.16. Combinations of PECs used in our simulations. The colors of the labels corre-
spond to the colors of the PECs in Fig. 5.14.
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Photon energy Pulse length Peak intensity
(intensity FWHM)
1.65 eV 12 fs 3× 1012 W/cm2
Tab. 5.1. IR pulse parameters used for all simulations discussed in Sec. 5.3.
predicted by Marian et al. [MMP+82] are plotted as blue curves in Fig. 5.14. As
the simulated results using these curves show some discrepancies to the experimental
data, we additionally propagate the wave packet on the Morse potential (red curve in
Fig. 5.14) adjusted to the experimental data (as described in in Sec. 5.2.4).
In all simulations presented throughout this section, the initial occupation of the
vibrational states within the binding O+2 (a
4Πu) PEC is determined from the Franck-
Condon overlap with the vibrational ground-state wave function of the neutral O2
molecule. For the calculation of this wave function, the PEC from Ref. [BMR10] is used
(shown in Fig. 5.6).
The IR pulse parameters used for all simulations discussed throughout this section
are summarized in Tab. 5.1 and match the parameters in our experiment.
5.3.1. Using the repulsive PEC from MARIAN ET AL. [MMP+82]
Panels Binding PEC Repulsive PEC Shift (a.u.)
(a) Exp. data Exp. data
(b) Morse [MMP+82] 0.08 (dashed curve)
(c) [MMP+82] [MMP+82] 0.00 (solid curve)
(d) [MAT12] [MMP+82] 0.08 (dashed curve)
Tab. 5.2. Input PECs for the coupled-channel simulations in Sec. 5.3.1. (a), (b), (c) and
(d) refers to panels in Figs. 5.17 to 5.19. The last column denotes whether or not the a
shifted version of the repulsive PEC has been used. All PECs are plotted in Fig. 5.14.
The simulated results presented in this section have been obtained by using the repulsive
O+2 ( f
4Πg) PEC calculated by Marian et al. [MMP+82] (see Fig. 5.14). For certain
binding PECs, the simulated spectra are in better agreement with experiment if this
repulsive curve is shifted by 0.08 a.u. towards larger internuclear distances. This shifted
PEC is displayed in Fig. 5.14 as a dashed blue curve. The used combinations of PECs
are summarized in Tab. 5.2. The simulated spectra in the panels (b), (c) and (d) of
Figs. 5.17 to 5.19 are discussed in the following.
Morse potential [panels (b)] If the coupled-channel simulation is performed using
the Morse potential and the repulsive curve calculated in Ref. [MMP+82], the sim-
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Fig. 5.17. Simulated and experimental yield of O+ fragments as a function of the pump–
probe delay and the KER. All calculations are performed with the pulse parameters listed
in Tab. 5.1 and either the repulsive PEC from Ref. [MMP+82] or its shifted version (see
Tab. 5.2). Panel (a): Experimental spectrum. Panel (b): Simulation using the Morse
potential. Panel (c): Simulation using the binding PEC calculated by Marian et al.
[MMP+82]. Panel (d): Simulation using the binding PEC calculated by Magrakvelidze et
al. [MAT12].
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Fig. 5.18. Projections of the lower KER bands in Fig. 5.17. Panel (a): Experimental
spectrum. Panel (b): Simulation using the Morse potential. Panel (c): Simulation using
the binding PEC calculated by Marian et al. [MMP+82]. Panel (d): Simulation using the
binding PEC calculated by Magrakvelidze et al. [MAT12].
ulated KER spectrum is shifted by about 50 meV towards lower KERs compared to
the experimental data [CFS+15]. By treating the position of the repulsive PEC as a
free parameter, it was found that the agreement with the experimental spectra is best,
if the repulsive potential is shifted by 0.08 a.u. towards larger internuclear distances.
This modified PEC is plotted as a dashed blue curve in Fig. 5.14 and was used for the
simulation with the Morse potential. The results of the coupled-channel simulation are
given in Fig. 5.17 (b). While in the experimental data, the O+ yield-oscillation in the
time domain is only visible for small KERs, an additional oscillation at KER ≈ 0.2 eV is
present in the simulated spectrum.
A projection of the lower KER band (KER < 0.08 eV) is plotted in Fig. 5.18 (b). The
agreement between the experimental and simulated half-revival time is excellent. This
is expected, since the Morse potential was adjusted to the experimentally observed
half-revival time (as described in Sec. 5.2.4).
The simulated QB spectrum is shown in Fig. 5.19 (b). The position of the experi-
mentally observed QB signals are indicated by white boxes. The agreement between
theory and experiment is very good near the dominant QB energies (EQB ≈ 0.1 eV).
For the large QB energies (EQB ≈ 0.2 eV), the experimental KER distribution is not
reproduced. The relative intensities of the Fourier signals are not reproduced very well
either. Possible reasons for this are discussed in Sec. 5.4.
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Fig. 5.19. Simulated and experimental QB spectra. See Tab. 5.2 and caption of Fig. 5.17
for details on the PECs used. Panel (a): Experimental spectrum. Panel (b): Simulation
using the Morse potential. Panel (c): Simulation using the binding PEC calculated by
Marian et al. [MMP+82]. Panel (d): Simulation using the binding PEC calculated by
Magrakvelidze et al. [MAT12].
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MARIAN ET AL. [MMP+82] potential [panels (c)] Here, the coupled-channel simulation
is performed with the binding PEC calculated in Ref. [MMP+82]. As in the previous
case, the simulated O+ yield as a function of the pump–probe delay and the KER
is shown in Fig. 5.17 (c). For this binding potential, the best agreement with the
experimentally observed KER distribution is obtained if the original unshifted repulsive
f 4Πg PEC is used.
The projection of the lower KER band is shown in Fig. 5.18 (c). The revival structure
is close to 1500 fs and thus at larger times than in the experimental spectrum. The QB
energies in Fig. 5.19 (c) are considerably smaller than the ones obtained in experiment.
Also the KER distribution is shifted (especially in the time domain plot) compared to
the experiment.
MAGRAKVELIDZE ET AL. [MAT12] potential [panels (d)] Finally, the results of the quan-
tum calculations using the binding PEC calculated in Ref. [MAT12] are plotted in
Fig. 5.17 (d). Similar to case (b), the shifted version of the repulsive PEC is used.
A projection of the lower KER band (KER < 0.08 eV) is plotted in Fig. 5.18 (d). The
revival time at 1750 fs occurs 500 fs later than in our experiment. The QB spectrum
corresponding to the simulated time-domain spectrum is shown in Fig. 5.19 (d). For
low QB energies (EQB ≈ 0.1 eV) the agreement between theory and experiment is very
good. The experimental KER distribution is also well reproduced.
Summarizing, the main features of the experimental spectra are reproduced by the
simulations for all binding PECs: The dominant QB energy is about 0.1 eV and the
revival time is between 1 and 2 ps in all cases. On a quantitative level, however, the
simulated revival times obtained using the theoretically predicted PECs overestimate
the experimental revival time by several hundred of femtoseconds. In addition the sim-
ulated QB energies using the binding a 4Πu PEC from Ref. [MMP+82] are significantly
lower than the experimental ones. The intensity distribution of the simulated Fourier
amplitudes differs from the experimental distribution for all PECs used. Possible
reasons for this will be discussed in Sec. 5.4.
5.3.2. Using the repulsive PEC from MAGRAKVELIDZE ET AL. [MAT12]
In the following, the results of the quantum simulations using the repulsive O+2 ( f
4Πg)
PEC calculated by Magrakvelidze et al. [MAT12] (see Fig. 5.14) and different
binding PECs are presented. The used combinations of PECs are summarized in
Tab. 5.3. The time-domain specta are plotted in Fig. 5.20 and the QB spectra are plotted
in Fig. 5.21.
Using this repulsive curve has no significant influence on the simulated revival times
and QB energies. Therefore the discussion from the previous section applies here as
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Panels Binding PEC Repulsive PEC Shift (a.u.)
(a) Exp. data Exp. data
(b) Morse [MAT12] 0.00 (solid curve)
(c) [MMP+82] [MAT12] 0.00 (solid curve)
(d) [MAT12] [MAT12] 0.00 (solid curve)
Tab. 5.3. Input PECs for the coupled-channel simulations in Sec. 5.3.2. (a), (b), (c) and
(d) refers to panels in Figs. 5.20 and 5.21. The last column denotes whether or not a
shifted version of the repulsive PEC has been used. All PECs are plotted in Fig. 5.14.
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Fig. 5.20. Simulated and experimental yield of O+ fragments as a function of the pump–
probe delay and the KER. All calculations are performed with the pulse parameters listed
in Tab. 5.1 and the repulsive PEC calculated in Ref. [MAT12] (see Tab. 5.3). Panel (a):
Experimental spectrum. Panel (b): Simulation using the Morse potential. Panel (c):
Simulation using the binding PEC calculated by Marian et al. [MMP+82]. Panel (d):
Simulation using the binding PEC calculated by Magrakvelidze et al. [MAT12].
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Fig. 5.21. Simulated and experimental QB spectra. See Tab. 5.3 and caption of Fig. 5.20 for
details on the PECs. Panel (a): Experimental spectrum. Panel (b): Simulation using the
Morse potential. Panel (c): Simulation using the binding PEC calculated by Marian et
al. [MMP+82]. Panel (d): Simulation using the binding PEC calculated by Magrakvelidze
et al. [MAT12].
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Fig. 5.22. Comparison between the O+2 ( f
4Πg) PEC calculated in Refs. [MMP+82] (blue
PEC) and [MAT12] (green PEC). The energy region within the dashed box is magnified in
the inset. The coupling to the binding PEC (red PEC) occurs at R ≈ 3.2 a.u.. The potential
barrier of the PEC from Ref. [MAT12] causes the missing amplitude at KERs below 0.1 eV
in Figs. 5.20 and 5.21.
well. Instead the following discussion focuses on the missing amplitude at very low
KER visible in Figs. 5.20 and 5.21 for all binding PECs used in the simulation.
As mentioned before, the coupling between the two electronic states is most efficient
for R ≈ 3.2 a.u.. The repulsive PEC predicted by Ref. [MAT12] features a local maximum
in the potential at R ≈ 4.5 a.u. (see Fig. 5.22). Therefore a part of the population probed
to the repulsive state is trapped in a shallow potential well. Only the parts of the wave
function which at the moment of being probed, have energy to overcome the barrier
may contribute to a dissociation of the molecule. Since this barrier has a height of about
0.1 eV relative to the dissociation limit, no O+ ions with KER ≲ 0.1 eV are observed as
illustrated in Fig. 5.22. Since the experimentally observed KERs reach down to almost
zero, a potential barrier in the repulsive PEC is in contradiction to the results of our
experiment.
5.4. Limitations of the quantum simulation
So far only the position of the signals (1) and (2) at EQB ≈ 0.1 eV in the QB spectrum
(Fig. 5.19) has been discussed. This section explains the discrepancy between the
experimentally measured and simulated Fourier amplitude as well as the shift of the
simulated signal (3) at EQB ≈ 0.2 eV towards larger KERs compared to the experiment.
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Fig. 5.23. All panels: Results of quantum simulation using the Morse potential and the
(shifted) repulsive curve from Ref. [MMP+82]. All calculations are performed using the
pulse parameters listed in Tab. 5.1. Panels (a) and (b): The original neutral PEC from
Ref. [BMR10] is used. Panels (c) and (d): The neutral PEC calculated in Ref. [BMR10] is
shifted by 0.1 a.u. towards larger internuclear distances R.
The measured (and simulated) Fourier amplitude is determined by two factors: The
occupation of the vibrational levels during the pump step (discussed in Sec. 5.4.1) and
the probing efficiency of the wave packet (discussed in Sec. 5.4.2).
5.4.1. Influence of pump step on the simulated spectra
The ionization during the pump step is not described by our quantum simulation.
Instead the vibrational levels in the ionic PEC are occupied according to the Franck-
Condon principle. Simulations show that the Franck-Condon overlap is very sensitive
to the relative position of the neutral and ionic PECs. By shifting the neutral ground-
state PEC from Ref. [BMR10] by only ±0.1 a.u., changes the relative amplitudes of the
Fourier signals significantly as shown in Fig. 5.23, due to the modified Franck-Condon
factors. A small shift of the neutral ground state towards larger internuclear distances
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reduces the population of higher lying vibrational states. In this case, the agreement
with the experimental amplitudes is increased.
In addition the quantum simulation does not take a possible dependence of the
ionization cross-section on the internuclear distance R into account. This could influence
the occupation of the vibrational modes as well. The effect, however, is assumed to
be small since the ground-state vibrational wave function is well localized and not
distributed over a large range of R.
5.4.2. Influence of probe pulse parameters on the simulated spectra
No matter which vibrational states are occupied during the ionization, only those
which can be coupled by the IR pulse to the dissociation continuum contribute to the
beating signal observed in the experimental data. This coupling is sensitive to the IR
probe pulse parameters. Besides the probe intensity and the photon energy, the exact
IR pulse shape5, prepulses or a chirp could further influence the probing efficiency.
Last but not least, the probing efficiency depends on the dipole coupling (see Fig. 5.15)
and the exact shape of the PECs in the coupling region.
The impact of moderate changes to the pulse length and to the intensity of pulse
pedestals have been tested with the coupled-channel simulation. The obtained spectra
are given in Appendix C. It turns out, that the QB energy and revival time are both
insensitive to small variations of these parameters and so is the adjustment of the Morse
potential. The KER distribution and the relative amplitudes between the QB signals, on
the other hand, both are more sensitive to these parameters.
The influence of the IR pulse intensity on the simulated spectra is discussed in the
following. It will turn out that for large intensities, the observed QB energies are shifted.
This could explain why the QB energies observed in a previous IR–IR experiment
[DMB+11] investigating the same wave-packet dynamics, are in contradiction to our
experimental and simulated values.
In Figs. 5.24 and 5.25, the experimental data is compared with the results of quantum
simulations using three different probe pulse peak intensities. For increasingly large
intensities [Figs. 5.24 and 5.25, (c) and (d)], the KER distribution is shifted towards larger
KERs and deeper bound vibrational states are probed. This leads to an effective shift of
the QB energy observed low KERs. In the IR–IR pump–probe experiment presented in
Ref. [DMB+11], very high IR probe intensities of up to 3× 1014 W/cm2 were used. This
might explain, why in that experiment the beating between neighboring vibrational
states was observed at QB energies between 0.124 and 0.144 eV (these are significantly
larger than the QB energies observed in our experiment).
The simulated KER spectrum is almost continuous at the highest intensity. This could
be caused by the so-called elevator mechanism in which the final ionic KER is modified
by the time-dependent electric field of the laser pulse [FGC+14]. Note, however, that
5A Gaussian temporal field envelope is assumed in the simulations.
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Fig. 5.24. Comparison of experimental results with the results of simulations using different
IR pulse peak intensities. The other pulse parameters are as listed in Tab. 5.1. The Morse
potential and the (shifted) repulsive curve from Ref. [MMP+82] are used in the simulation.
Panel (a): Experimental data. Probe pulse intensities: Panel (b): 3× 1012 W/cm2 peak
intensity. Panel (c): 1× 1013 W/cm2 peak intensity. Panel (d): 1× 1014 W/cm2 peak
intensity.
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Fig. 5.25. QB spectrum of Fig. C.2. Panel (a): Experimental data. Probe pulse intensities:
Panel (b): 3× 1012 W/cm2 peak intensity. Panel (c): 1× 1013 W/cm2 peak intensity. Panel
(d): 1× 1014 W/cm2 peak intensity. See caption of Fig. 5.24 for more details.
the simulated results obtained at the highest probe intensities must be treated with
care because coupling to additional electronic states (which have not been taken into
account) might occur in this case (see Sec. 2.5.2).
For probe intensities well below the 3× 1012 W/cm2 used in our experiment, the
simulated KER distribution and the QB energies do not change (compare Fig. C.1 in
appendix). This leads to the conclusion that perturbation of the PECs during the probe
process is negligible in our experiment.
5.5. Summary of the O2 experiments
A nuclear wave packet within an O+2 PEC was observed for the first time in an XUV–
IR pump–probe experiment (see Fig. 5.6 for the pump–probe scheme). Using a long
pump–probe delay of 2 ps, the first half-revival is fully resolved in our data (see Fig. 5.5)
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and a high energy resolution is obtained in the Fourier domain (see Fig. 5.8). The
measured QB energies are in good agreement with the level spacing of the vibrational
states embedded in the O+2 (a
4Πu) PEC calculated in Ref. [MAT12].
Performing coupled-channel simulations with the PECs from Refs. [MMP+82] and
[MAT12], however, results in simulated half-revival times which are larger than the one
observed the experimental data. Using a Morse potential adjusted to the experimental
data, on the other hand, reproduces the experimental revival time to a high accuracy
(see Fig. 5.18). This allows to test the quality of calculated PECs and additionally proves
the sensitivity of our method to small changes in the shape of the involved binding
PEC.
The simulated KER spectra obtained with the repulsive O+2 (a
4Πu) PEC calculated
in [MAT12] does not show the very low KERs observed in the experimental data (see
Fig. 5.21). This is due to the potential barrier of that PEC at R ≈ 4.5 a.u. (shown in
Fig. 5.22).
In simulations with IR intensities much larger than the 3× 1012 W/cm2 used in our
experiment, the simulated QB energies are shifted because population from deeper
bound vibrational levels is promoted to the repulsive PEC (see Fig. 5.25). This effect
might explain why larger QB energies where measured in a previous IR–IR experiment
at intensities up to 3× 1014 W/cm2. Coupled-channel calculations performed with very
low probe intensities, on the other hand, do not show a shift of the QB energies towards
smaller values (compare Fig. C.1 in the appendix).
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In this chapter, the sequential double ionization of N2 by the XUV and the IR pulse is
discussed. The reaction is described by
N2
XUV−−→ (N+2 )∗ + e− IR−→ N++2 + e− + e−, (6.1)
which is closely related to the reaction
N2
XUV−−→ (N+2 )∗ + e− IR−→ N+ +N+ + e− + e− (6.2)
measured and discussed in Ref. [GRT+07]. In that XUV–IR pump–probe experiment
a delay dependent yield and KER of two coincident N+ fragments was observed. It
turned out that the two step ionization followed by a fragmentation [Eq. (6.2)] is possible
even for very large pump–probe delays of several hundred femtosecond [GRT+07]. In
the same experiment, an increased yield of stable N++2 due to the reaction given in
Eq. (6.1) was observed in the temporal overlap of the pulses. Due to a limited temporal
resolution resulting from the usage of rather long IR laser pulses (28 fs), the nature
of this increased yield could not be further analyzed (see [GRT+07, Supplementary
Material]).
In this work, a similar experiment was repeated with (12± 3) fs IR pulses. This
provides an increased temporal resolution which reveals an asymmetric increase in the
N++2 yield for small pump–probe delays shown in Fig. 6.1. In this chapter, the main
features of this spectrum are explained by the sequential double ionization mechanism
given in Eq. (6.1). By comparing the experimental results with simulations, it will
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Fig. 6.1. Experimentally observed N++2 yield as a function of the pump–probe delay.
The XUV pulse precedes the IR pulse for positive delays. The increased yield for small
(positive) pump–probe delays is due to a sequential double ionization by XUV and IR
pulse.
turn out that the fragmentation dynamics of highly excited N+2 ions is encoded in the
pump–probe dependent N++2 yield.
This chapter begins in Sec. 6.1 with a summary of the experimental parameters used.
Afterwards, in Sec. 6.2, pump–probe delay independent spectra obtained by ionization
of N2 are discussed. These spectra are used to identify the involved reaction channels,
in particular the creation of N++2 dications. The yield of these dications features a
pronounced pump–probe time dependency as shown in Sec. 6.3. This observation is
explained by a sequential double ionization via highly excited cationic satellite states.
By comparing the experimental data to simulated spectra in Sec. 6.4, restrictions on
the shape of involved PECs are made and a deeper understanding of the involved
fragmentation dynamics is gained. In Sec. 6.5, the pump–probe dependent yield and
KER of N+ fragments is analyzed. The chapter ends with a brief summary (in Sec. 6.6).
6.1. Experimental parameters
All experimental data presented in this section was recorded in a 51 hours experimental
run beginning at 17:12pm on April 15th 2014. The raw data is saved in the files:
2014_04_15_05_XUV_IR_N2_1000ct_120fs_G136V_[0001-1085].lmd.
The acceleration voltage of the reaction microscope was set to 136 V which corre-
sponds to an electric field of 10.2 V cm−1. Thus N+ ions with kinetic energies up to
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Fig. 6.2. Ion time-of-flight (ToF) spectrum obtained in the N2 experiment. All relevant
peaks are assigned to the corresponding particle species.
3 eV were detected over the full 4π solid angle [see Eq. (4.21)].
During the experiment, the average power of the IR probe beam was 125 mW.
The effective IR intensity within the focus of the XUV beam was estimated to be
3× 1012 W/cm2. The IR probe pulse duration was determined with an XUV–IR cross
correlation (compare Sec. 3.2.5) to (12± 3) fs. The central wavelength of the IR pulse
was 750 nm corresponding to a photon energy of 1.65 eV. The total pump–probe delay
range was 126 fs.
6.2. Pump–probe delay independent spectra and identification
of N++2 events
As in Chap. 5, the time-of-flight (ToF) spectrum is used to identify ion species created
in the experiment. The ToF spectrum integrated over the whole range of pump–probe
delays is given in Fig. 6.2. Dominant peaks in this spectrum are created by N+2 (and its
isotope) as well as N+. Additional peaks are caused by the ionization of residual gas
(H2O+ and O+2 ). The N
++
2 dications discussed in the next section (Sec. 6.3) feature a
charge-to-mass ratio equal to that of N+. In contrast to the dissociation product N+,
the dications have very small kinetic energies as they only get a recoil momentum from
the two photoelectrons. Thus the N++2 ToF peak at 7.2 µs is sharp and it is located at
the center of the N+ peak.
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Fig. 6.3. Experimentally obtained KER spectrum of N+ ions. See text for identification of
the peaks.
Having identified the particle species, the 3-dimensional momenta of all particles
can be calculated. From these the kinetic-energy release (KER) defined as KER =
EkinN+ + E
kin
N = 2E
kin
N+ can be calculated. The measured KER integrated over all pump–
probe delays is shown in Fig. 6.3.
In the following, the peaks in the KER spectrum are briefly identified with the help
of PECs and data from previous experiments. The main focus of this work, however,
lies on the counts at very low KERs in Fig. 6.3(b) created by the detection of stable N++2
ions which will be discussed in the next section (Sec. 6.3).
Potential-energy curves of N+2 calculated in Refs. [AIH
+06, Gil65] are plotted in
Fig. 6.4. In Fig. 6.3(a) several sharp peaks at KERs below 2 eV are clearly visible. These
are created by the predissociation of the N+2 (C
2Σ+u ) state (blue PEC in Fig. 6.4) into
the N(4S) +N+(3P) continuum (see Refs. [LL74, RLB75, TA75, Erm76, EWK+06] and
Refs. therein for further information). The broad peak centered at about 2 eV is created
by the ionization to the repulsive N+2 (F
2Σ+g ) state (red PEC in Fig. 6.4) followed by a
fragmentation of the molecule [LKC+12].
6.3. Pump–probe delay dependent yield of N++2
In this section experimental data on the pump–probe delay dependent yield of N++2 is
presented and interpreted as a sequential double ionization described by
N2(X 1Σ+g )
XUV−−→ (N+2 )∗ + e− IR−→ N++2 (X 1Σ+g ) + e− + e−. (6.3)
We begin (in Sec. 6.3.1) with a discussion of the pump–probe scheme and an introduc-
tion of the PECs involved in the reaction given by Eq. (6.3). The N++2 ion spectra are
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Fig. 6.4. N+2 PECs calculated in Refs. [AIH
+06, Gil65]. Predissociation of the N+2 (C
2Σ+u )
state (blue curve) and dissociating of the N+2 (F
2Σ+g ) state (red curve) contribute to the
pump–probe delay independent KER spectrum plotted in Fig. 6.3(a). PECs calculated in
Ref. [GRT+07] are plotted as green, orange and turquoise curves. These PECs play a role
in the pump–probe delay dependent N++2 yield discussed in Sec. 6.3.
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Fig. 6.5. Illustration of the pump–probe scheme resulting in a delay dependent yield of
N++2 . Ionization by the XUV pulse and by the IR pulse is illustrated by blue and red
arrows, respectively. The dictionic ground state is given by the green curve. Two cationic
satellite states are given in orange (4 σu state) and turquoise (3 σu state). All PECs are taken
from Ref. [GRT+07]. Depending on the pump–probe delay between XUV and IR pulse,
either a stable N++2 dication is created or the molecule fragments into two N
+ ions. The
first case is illustrated by the solid red arrow and the purple wave packet, the second case
is indicated by the dashed red arrow and the dashed purple wave packet. The inset shows
a magnified view of the 3 σu PEC within the Franck-Condon region.
presented in Sec. 6.3.2. Afterwards, in Sec. 6.3.3, photoelectron spectra measured in
coincidence with N++2 are presented.
6.3.1. Pump–probe scheme
To explain the pump–probe delay dependent N++2 yield plotted in Fig. 6.1, we consider
the ionization of a 3 σg valence electron by a highly-energetic XUV photon. In this
process another 3 σg electron is excited to a high lying Rydberg satellite state. These
states can be considered as an independent electron orbiting an N++2 dication. Of those
satellite states, the final 4 σu orbital has the largest overlap with the initial 3 σg orbital
and is therefore predominantly populated at photon energies of 43 eV according to
Ref. [GRT+07]. The PEC of this N+2 (4 σu) state is plotted as an orange curve in Fig. 6.5.
It will turn out in Sec. 6.4 that for the interpretation of our experimental data the
N+2 (3 σu) satellite state must be considered as well. The corresponding PEC calculated
in Ref. [GRT+07] is given by the turquiose curve in Fig. 6.5.
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The ground-state vibrational wave function within the neutral N2(X 1Σ+g ) PEC is
plotted as a gray curve in Fig. 6.5. This wave function is promoted to the cationic
satellite states by the ionization by the XUV pulse. The potential minimum of the 4 σu
PEC is shifted compared to the center of the Franck-Condon region. The 3 σu PEC does
not feature a (high) potential barrier at all. Thus excitation of either electronic state
will cause the N+2 ion to dissociate immediately. Within the Franck-Condon interval,
the 4 σu PEC is much steeper than the almost flat 3 σu PEC. Thus the dissociation will
occur on very different timescales. In addition, small parts of the wave function will be
trapped in the minimum of the 4 σu PEC and form (meta-)stable N+ ions.
The molecular dynamics can be understood with a simple quantum-mechanical
model that will also be used for simulations in Sec. 6.4. In this model, after photoion-
ization, the wave packet propagates on the PECs of the satellite states. The IR probe
pulse can interrupt the dissociation of the molecular ion by further ionizing it to the
X 1Σ+g ground state of the dication. This is illustrated in Fig. 6.5 by the solid red arrow
promoting the wave packet drawn as a solid purple curve. The strong-field ionization
is well described by the multi-photon picture since the Keldysh parameter is given
by1 γ ≈ 4 (see Sec. 2.3.2 and Fig. 2.7). The ionization is a non-resonant process (the
photo-electron can carry away any excess energy) and it is in principle allowed for a
large range of internuclear distances. Thus in the most simple model, the ionization
cross-section is independent of R.
As the momentum of the wave packet is conserved during ionization, stable N++2 is
only formed for small pump–probe delays. For larger pump–probe delays – a situation
illustrated by the dashed red arrow promoting the dashed purple wave packet – the
kinetic energy gained on the cationic potential is large enough to overcome the potential
barrier of the dicationic state. As a result the molecular dication will fragment in a
Coulomb explosion and no stable N++2 is detected. This explains the decrease of the
N++2 yield for increasing positive pump–probe delays in Fig. 6.1.
Parts of the wave packet will be trapped in the potential minimum of the 4 σu satellite
state. Even at large pump–probe delays, this population will form stable N++2 when
being probed by the IR pulse. This explains why the the N++2 yield shown in Fig. 6.1
does not decrease to its original level even for large pump–probe delays. Quantum
simulations in Sec. 6.4 will show that no population remains trapped within the shallow
potential minimum of the 3 σu state for times longer than a few tens of femtoseconds.
6.3.2. Ion spectra
The measured N++2 yield as a function of the pump–probe delay is given in Fig. 6.6.
Clearly visible is a rapid increase in the yield close to the temporal overlap of the XUV
and IR pulse at τ = 0. The temporal overlap between the pulses has been determined
in an independent measurement using the method described in Secs. 3.2.5 and 4.3.1.
1Here an IR intensity of 3× 1012 W/cm2 and an ionization potential of 6 eV was assumed.
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Fig. 6.6. Experimentally observed N++2 yield as a function of the pump–probe delay. The
temporal overlap between the pulses at τ = 0 fs has been determined from the sidebands
created in ionization of argon. The delay range is divided into two regions: (1) Negative
delays where the IR precedes the XUV pulse including the temporal overlap, and (2)
positive delays where the XUV pulse precedes the IR pulse. In those two regions, the N++2
yield is given by the red, and the green histograms, respectively. In region (1) an Gauss
error function (red curve) has been fitted to the data, whereas the yield in region (2) is well
described by an exponential fit (green curve). See Tabs. 6.1 and 6.2 for functions and fitted
parameters.
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a
(
1
2 erf
[
x√
2b
]
+ 1/2
)
+ c a b FWHM c
429 4.24 fs 10 fs 1024
Tab. 6.1. Fitting parameters of the Gauss error function (plotted as a red curve
in Fig. 6.6). The parameter b is related to the FWHM of a Gaussian function by
FWHM = 2.355b.
For positive delays where the XUV pulse precedes the IR pulse, the yield decreases
more slowly. In the following, first the rising edge and afterwards the falling edge is
discussed.
Negative delays and rising edge The two step process illustrated in Fig. 6.5 is only
possible, if the molecule interacts with the IR pulse after it has been ionized by the XUV
pulse. Thus the N++2 cations created for negative delays (τ < −15 fs) originate from
direct double ionization by an XUV photon.
In order to simplify the discussion of the increasing N++2 yield close to the temporal
overlap we (for now) consider an infinitely short XUV pulse and an IR pulse with
a finite length. Let us further assume that the molecule does not dissociate after
ionization and thus further ionization by the IR pulse can create stable N++2 even for
large positive delays. In this case, the probability for a multi-photon ionization by the
IR pulse depends on the integrated IR intensity trailing the XUV pulse. Assuming a
Gaussian intensity envelope, the rising edge of the distribution is therefore described
by a Gauss error function2.
It turns out that the above argument with the infinitely short XUV pulse is not
necessary and a similar result is obtained for finite durations of the XUV pulse. In this
case, the width of the Gauss error function depends on the cross correlation of XUV
and IR pulse.
An error function fitted to the rising edge of the experimental data is plotted in
Fig. 6.6 as a red curve. The fitting parameters are given in Tab. 6.1. The parameter
b = 4.24 fs corresponds to a cross correlation with a FWHM of 10 fs. This is slightly
smaller than the 14 fs cross correlation measured in the photoelectron spectrum of
argon (compare Sec. 3.2.5). This discrepancy can be explained by the multi-photon
ionization during the probe step. The probability for such a transition involving n
photons is proportional to I(t)n. For a Gaussian IR pulse intensity envelope I(t) with a
width of τIR, this leads to a reduced effective IR pulse duration
τeffIR =
τIR(√
2
)n−1 ≈ 12 fs(√
2
)n−1 .
2The Gauss error function is defined by erf(x) := 2√
π
∫ x
0 e
−x′2 dx′.
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a e−bx + c a b T1/2 = ln (2)/b c
524 (0.060± 0.008) fs−1 (11.6± 1.5) fs 1076
Tab. 6.2. Fitting parameters of the exponential fit (plotted as a green curve in Fig. 6.6).
Thus the width of the effective cross correlation is reduced as well.
Falling edge The N++2 yield decreases on a slower timescale for positive pump–probe
delays. Also the functional dependence of the yield on the pump–probe delay clearly
differs from the rising edge. This indicates that a dynamical progress occurring within
the molecule is measured and not an increased double ionization cross-section due to
the superposition of XUV and IR field.
The falling edge is well described by an exponential fit plotted as a green curve in
Fig. 6.6. The fitting parameters are listed in Tab. 6.2. The “half-life” of this exponential
is T1/2 = (11.6± 1.5) fs. Our simulations will show in Sec. 6.4 that such a timescale is
consistent with the interpretation of a dissociating cationic state which can be probed
to the potential minimum of the N++2 PEC for small pump–probe delays.
The photoelectron spectra discussed in the following further confirm the above
described sequential double ionization by XUV and IR pulse.
6.3.3. Photoelectron spectra
The number of photoelectrons detected in coincidence with N++2 ions is shown in
Fig. 6.7 as a function of the pump–probe delay τ and the electrons kinetic energy Ee. Due
to the increased N++2 yield at small pump–probe delays, the number of photoelectrons
detected at such delays is increased as well. The kinetic-energy distribution peaks
at small energies for all pump–probe delays. In Fig. 6.7 the pump–probe delays
where the IR pulse precedes the XUV pulse are labeled IR first. For these delays, the
sequential double ionization is not possible. Therefore, this distribution is considered
as a background in the following. The delays where the IR pulse trails the XUV pulse
(plus the temporal overlap) are labeled XUV first.
A background-free electron spectrum is shown in Fig. 6.8. This spectrum is obtained
by bin-wise subtracting the average electron spectrum in the IR first region in Fig. 6.7
from the electron spectrum in Fig. 6.7. By integrating this background free electron
spectrum in the pump–probe delay range from 5 to 20 fs, the kinetic energy spectrum
given in Fig. 6.9 is obtained. The kinetic-energy distribution of electrons created during
the sequential double ionization on N2 is reflected in that spectrum.
The increased yield of low energetic photoelectrons in Fig. 6.9 can be explained by
the multi-photon ionization of highly excited N+2 ions with the IR pulse. This further
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Fig. 6.7. The number of photoelectrons detected in coincidence with N++2 ions is plotted
as a function of the electron kinetic energy Ee and the pump–probe delay τ. Mostly low
energetic electrons are detected.
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Fig. 6.8. Background free photoelectron yield measured in coincidence with N++2 ions.
This spectrum is obtained by bin-wise subtraction of the average electron spectrum in the
IR first region of Fig. 6.7 from the total electron spectrum.
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Fig. 6.9. Background corrected kinetic-energy distribution of electrons measured in coinci-
dence with N++2 for the delay interval from 5 and 20 fs obtained with a method described
in the text.
confirms the hypothesis that pump–probe delay dependent yield of N++2 is due to
a sequential double ionization by XUV and IR pulse as described in Sec. 6.3.1. By
comparing experimental and simulated spectra in the following section, predictions on
the shape of the intermediate PEC can be made.
6.4. Comparison between simulation and experiment
The measured delay dependent N++2 yield is compared to results of simulations in this
section. The model used to describe the pump–probe scheme makes use of an assumed
process consisting of four steps briefly explained in the following (details have been
described in Sec. 2.5.1):
1. XUV ionization: The vibrational ground-state wave function ψ0 of neutral N2 is
promoted to the cationic PEC according to the Franck-Condon principle.
2. Propagation on the N+2 PECs: The initial nuclear wave function ψ(R, t = 0) = ψ0
is propagated on the PECs of the 4 σu and 3 σu satellite states up to the time t = τ.
3. Multi-photon ionization: The wave packet ψ(R, t = τ) is promoted to the di-
cationic PEC at time τ instantaneously with unit probability. Details about the
strong-field ionization by the IR pulse are not taken into account.
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a e−bx + c a b T1/2 = ln (2)/b c
4 σu PEC 406 (0.33± 0.03) fs−1 (2.1± 0.2) fs 1280
3 σu PEC 521 (0.0566± 0.0003) fs−1 (12.2± 0.6) fs 1029
Tab. 6.3. Fitting parameters of the exponential fit to the simulated data sets. In two
different simulations, the 4 σu intermediate PEC and the 3 σu PEC were used (both
shown in Fig. 6.5). The fitted functions are plotted as a green curve in Figs. 6.10
and 6.11.
4. Propagation on cationic PEC: Finally, the wave function is propagated on the
dicationic PEC until the bound parts (corresponding to the formation of stable
N++2 ) are clearly separated from the dissociating parts of the wave packet. The
absolute square of the bound amplitude as a function of τ gives the simulated
N++2 yield as a function of the pump–probe delay.
The results of the simulations using the PECs from Fig. 6.5 are shown in Figs. 6.10
and 6.11. The computed N++2 yield is given by the blue curve in both figures. In
the applied model, the action of both laser pulses occurs instantaneously. In order to
take the finite experimental pulse duration (and thus the finite temporal resolution)
into account, the simulated N++2 yield is convoluted with a Gaussian function of
10 fs FWHM. This width corresponds to the experimental resolution estimated in
Sec. 6.3.2 from the rising edge of the delay dependent N++2 yield. In Figs. 6.10 and 6.11,
the convoluted data is given by the red curve (rising edge) and green curve (falling
edge). The simulations take neither the time-independent production of N++2 nor the
absolute amplitude of the delay dependent N++2 yield into account. Thus the offset
of the simulated yield at negative delays and the peak amplitude are adjusted to the
experimental data. An exponential function is fitted to the falling edge (plotted as a
dashed purple curve). The fit parameters are summarized in Tab. 6.3.
The simulated results using the 4 σu satellite state are shown in Fig. 6.10. Two aspects
of this spectrum contradict the experimental data. First, even for large positive pump–
probe delays, the simulated N++2 yield is high. This can be explained with the shape of
the 4 σu PEC. Due to its pronounced potential minimum, parts of the Franck-Condon
wave packet remain trapped. This bound amplitude will lead to the formation of stable
N++2 even for large delays which (to this extend) is not observed in the experimental
spectrum. Thus the experimental data contradicts a PEC with a potential minimum
within the Franck-Condon region.
The second discrepancy is the extremely short “half-life”3 T1/2 = (2.1± 0.2) fs fitted
to the simulated data. This is explained by the steepness of the 4 σu PEC and the
resulting acceleration of the wave packet. Thus, within a few femtoseconds the unbound
parts of the wave packet gain enough kinetic energy to overcome the potential barrier
3This also causes the rising edge of the convolution to be shifted compared to the experiment.
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Fig. 6.10. Results of the simulation using the 4 σu satellite PEC from Ref. [GRT+07] (see
Fig. 6.5) compared to the experimental data (gray histogram). The blue curve gives the
simulated N++2 yield. The convolution with a 10 fs FWHM Gaussian function is plotted as
a red and green curve. An exponential fit to the falling edge is plotted as a dashed purple
curve. The fitted “half-life” is 2.1 fs. All fit parameters are summarized in Tab. 6.3.
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Fig. 6.11. Results of the simulation using the 3 σu satellite PEC from Ref. [GRT+07] (see
Fig. 6.5) compared to the experimental data (gray histogram). The blue curve gives the
simulated N++2 yield. The convolution with a 10 fs FWHM Gaussian function is plotted as
a red and green curve. An exponential fit to the falling edge is plotted as a dashed purple
curve. The fitted “half-life” is 12.2 fs. All fit parameters are summarized in Tab. 6.3.
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of the dicationic PEC. Therefore, the large “half-life” in the experimental data can only
be explained by an (almost) flat intermediate PEC.
These two constraints (flat PEC without potential minimum) are fulfilled by the 3 σu
satellite state calculated in Ref. [GRT+07] (see Fig. 6.5). The results of our simulation
using this PEC are shown in Fig. 6.11. The (12.2± 0.6) fs “half-life” of the exponential
fit is in excellent agreement with the experiment [T1/2 = (11.6± 1.5) fs]. In addition,
the overall shape of the simulated N++2 yield compares very well to the experiment.
Critical discussion of the simulation Despite the astonishing agreement between the
experimental data and the simulated results using the 3 σu PEC, the simulated data
must be treated with care due to the following reasons.
• Quality of the cationic PECs: For all simulations presented, the PECs of N+2
satellite states calculated in Ref. [GRT+07] were used. These states were calculated
using a mean-field method. In this, the energy of the excited electron is calculated
in an effective potential created by the N++2 ion. Electron correlations are thus
not considered.
• XUV ionization cross section and population of satellite states: The XUV ion-
ization cross section to different satellite states is not taken into account by our
simulation. According to Ref. [GRT+07], the N+2 (4 σu) satellite state is populated
predominantly by ionization with a 40 eV photon. Simulations performed with
this state, however, are in contradiction to the experimental data. Only by using
the N+2 (3 σu) satellite state, our calculations agree with the experiment. To which
degree this specific state is populated by XUV ionization, is not discussed in
Ref. [GRT+07].
• N+2 PECs from other references: N+2 PECs are predicted by various references
[RLB75,BLK+92,HCR97,AIH+06]. Unfortunately none of the other highly excited
PECs found in literature features a shape similar to that of the N+2 (3 σu) satellite
state calculated in Ref. [GRT+07]. Instead other predicted PECs are rather steep
in the Franck-Condon region (see Fig. 6.4). All of these PECs will lead to a
dissociation of the molecular ion within a few femtoseconds much faster than the
timescales observed in the experiment. This has been verified for all PECs shown
in Fig. 6.4 with quantum simulations.
• Strong-field ionization: The multi-photon ionization in the probe step is de-
scribed in our simulation by a simplified model assuming a constant ionization
cross section independent of the internuclear distance R. The simulated N++2
yield might be modified if the ionization process is taken into account more
accurately.
• Coupling between N+2 PECs: The density of states in highly excited N+2 is rather
high (compare Fig. 6.4). Thus avoided crossings exist and Landau-Zener tunneling
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processes [Zen32, Lan32] between different PECs might play a role. As a result,
a single cationic PEC might not be enough to accurately describe the molecular
dynamics.
• N+ KERs: Ionization to the N+2 (3 σu) satellite state followed by dissociation leads
to very high KERs of about 13 eV. A pump–probe delay dependent yield of N+
ions with this KER is expected because this dissociation is interrupted for small
pump–probe delays by the probe pulse. In the experimental KER spectrum,
however, such a delay dependence is not observed. This topic will be discussed
in more detail in Sec. 6.5.
Taking these points into account, we conclude this section with the following remark:
Only if a highly excited N+2 PEC which is flat in the Franck-Condon region is used in
our calculations, the simulated results will be compatible with the experiment. To our
knowledge, the only PEC predicted in literature fulfilling this condition is the N+2 (3 σu)
satellite state calculated in Ref. [GRT+07]. It will be shown in Sec. 6.5, however, that
no delay dependence of the N+ yield is observed for the KERs associated with the
dissociation of the 3 σu state. This indicates that the “real” PEC features a shape similar
to the 3 σu PEC predicted by Ref. [GRT+07], but with a different dissociation limit. Due
to possible Landau-Zener transitions between different PECs, however, a combination of
PECs featuring an effective shape similar to that of the 3 σu satellite state must be as well
considered as candidates for an intermediate state. A recently started collaboration with
a theory group [GM15] will hopefully solve these issues and result in an unambiguous
interpretation of the experimental data.
6.5. Pump–probe delay dependent yield of N+ fragments
So far, only the delay dependence of the N++2 yield has been discussed. According to
the pump–probe scheme illustrated in Fig. 6.5, however, a delay dependence of the
experimental N+ yield is expected as well: The N+2 (4 σu) satellite state is populated
at an energy of about 39 eV and the dissociation limit is about 36 eV (see Fig. 6.5).
As a result, if not further ionized by the IR pulse, N+ ions with a KER of about 3 eV
are created by the pump step (see also Ref. [GRT+07]). For positive pump–probe
delays, however, the number of events with such a KER should be reduced due to the
strong-field ionization by the IR pulse which either results in stable N++2 or highly
energetic N+ ions due to the Coulomb explosion into N+ +N+.
The experimental N+ counts as a function of the KER and the pump–probe delay
are shown in Fig. 6.12. In this figure, the large number of N+ ions resulting from the
dissociation of the N+2 (F
2Σ+g ) state (compare Sec. 6.2) masks the rather small delay
dependent effects. For the pump–probe delays labeled IR first, the two step double
ionization is not possible as discussed before. The average KER distribution for these
pump–probe delays can therefore be considered as a background spectrum. By bin-wise
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Fig. 6.12. Experimental N+ yield as a function of the KER and the pump–probe delay.
subtracting this background from the KER distribution, the spectrum shown in Fig. 6.13
is obtained.
As expected, this spectrum shows a reduced number of N+ ions with KERs between
2 and 3.5 eV for positive pump–probe delays. This is due to the multi-photon ionization
by the IR pulse which results in stable N++2 and in highly energetic fragments of the
Coulomb explosion into N+ +N+. The reason for the slightly decreased N+ yield at
KERs between 3.5 and 4.5 eV at τ ≈ 35 fs as well as between 0.5 and 2 eV at τ ≈ 20 fs is
unknown at this stage of the data evaluation.
As discussed in the previous section (Sec. 6.4), ionization to the N+2 (3 σu) satellite
state is favored by our simulations over the population of the N+2 (4 σu) satellite state.
The 3 σu state is excited at about 37 eV and features a dissociation limit of only 24 eV.
Thus population of this state would create a dissociation products with KERs of about
13 eV. For those KERs, however, no delay dependence is observed in our experimental
data. The possibility that the 3 σu PEC calculated in [GRT+07] does not resemble
every detail of the “real” PEC involved in the sequential double ionization of N2 must
therefore be considered.
The number of two coincident N+ fragments created with zero momentum sum (see
Sec. 4.3.2) in the Coulomb explosion N++2 → N+ +N+ is plotted as a function of the
KER and the pump–probe delay in Fig. 6.14. The yield is increased for positive pump–
probe delays. In addition the KER decreases with increasing pump–probe delays. This
was observed in Ref. [GRT+07] over a larger range of pump–probe delays up to 500 fs.
The increased yield can be explained by a sequential double ionization via the N+2 (4 σu)
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Fig. 6.13. Background subtracted experimental N+ yield as a function of the KER and
the pump–probe delay. The average KER spectrum for pump–probe delays labeled IR fist
serves as a background spectrum. The N+ yield at KERs between 2 and 3.5 eV is reduced
for positive pump–probe delays.
satellite state. The KER decreases for increasing delay, because the separation between
the 4 σu PEC and the dicationic ground state decreases for increasing internuclear
distance (compare Fig. 6.5).
6.6. Summary of the N2 experiments
In the XUV–IR pump–probe experiment discussed in this chapter, a sequential double
ionization of N2 has been observed. The pump–probe scheme is illustrated in Fig. 6.5.
For small time delays, the two-step process leads to the formation of stable N++2 ions
(see Fig. 6.1) and thus to an increased N++2 yield. This yield decreases again with
increasing pump–probe delay. The functional dependence on the time delay can be
fitted by an exponential function with a “half-life” T1/2 = (11.6± 1.5) fs (see Fig. 6.6
and Tab. 6.2).
Results calculated with a simple quantum simulations were compared to the experi-
mental data in Sec. 6.4. Using the N+2 (4 σu) intermediate PEC in the simulation – which
according to Ref. [GRT+07] is predominantly populated by the XUV ionization – yields
results that are not compatible with our experiment (see Fig. 6.10). In contrast, the
simulated results obtained with the N+2 (3 σu) PEC are in excellent agreement with the
experimental data as shown in Fig. 6.11.
The pump–probe delay dependent KER spectra of N+ and coincident N+ + N+
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Fig. 6.14. Experimental yield of two coincident N+ fragments as a function of the KER
and the pump–probe delay. For positive pump–probe delays the yield is increased and the
KER distribution is pump–probe delay dependent.
fragments (see Figs. 6.13 and 6.14) on the other hand are consistent with the N+2 (4 σu)
intermediate state. No pump–probe delay dependent N+ yield caused by a dissociation
of the N+2 (3 σu) state could be identified.
In conclusion, the N+2 (3 σu) satellite state cannot be unambiguously identified as the
intermediate state in the sequential double ionization of N2. Of all PECs known from
literature, however, the 3 σu is the only one being highly excited and nearly flat in the
Franck-Condon region. Both properties are necessary to explain the experimental data.
Thus the intermediate PEC either is the 3 σu satellite state described in Ref. [GRT+07]
or features many similarities to it in the Franck-Condon region.
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In this thesis O2 and N2 was studied in XUV–IR pump–probe experiments. For this,
the target molecules were ionized by a single photon from attosecond pulse train in
the XUV energy region. The molecular dynamics triggered by the ionization was
interpreted as a propagation of nuclear wave packets on Born-Oppenheimer potential
energy curves (PEC). After a variable time delay, the wave packets are probed by an IR
pulse, either by excitation (in the O2 experiments) or by multi-photon ionization (in the
N2 experiments). Charged molecular fragments created in this process were detected
using a reaction microscope.
These experiments are technically challenging since an XUV beam at constant in-
tensity is needed for up to 72 hours acquisition time. Additionally, the interferometer
used to mutually delay the pulses must be stable during this time. By a redesign of this
interferometer as part of this thesis, the number of mirrors inside the interferometer
arms was reduced by almost a factor of two. This and the accompanied reduction
of the arm length resulted in an improved interferometric stability (see Sec. 3.2.4).
Furthermore a good spatial overlap between XUV and IR pulse is required in order
to obtain the highest possible contrast in pump–probe dependent reactions. By re-
designing the XUV focusing system, the focal diameter of the pump–pulse was reduced
significantly resulting in an improved pulse overlap (see Sec. 3.2.4). In addition, the
XUV intensity within the reaction microscope was increased by the use of boron carbide
coated (instead of gold coated) XUV focusing mirrors. Without those improvements on
the experimental setup, the measurements summarized in the following could not have
been performed successfully.
7.1. Summary of the O2 experiments
The experiments on O2 performed in the framework of this thesis were discussed
in Chap. 5. In these measurements, the oscillating wave packet in the O+2 (a
4Πu)
PEC was examined for the first time with an XUV–IR pump–probe experiment. In
the applied pump–probe scheme, the a 4Πu electronic state is coupled to the anti-
bonding O+2 ( f
4Πg) state at internuclear distances of Rc ≈ 3.2 a.u.. Thus population
localized at Rc is probed to a weakly repulsive PEC leading to a dissociation of the
molecular ion. Experimentally, the wave-packet oscillation manifests in a pump–probe
delay dependent oscillatory yield of low energetic O+ ions with a period of 40 fs (see
Sec. 5.2.3). Using a large pump–probe delay range of 2 ps, we were able to fully trace
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the first half-revival of the wave-packet oscillation at 1270 fs.
The QB energies, which can be identified with the vibrational level spacing in
the binding potential, were obtained by a Fourier transform of the delay dependent
O+ yield (see Sec. 5.2.5). The QB energy EQB = 0.104 eV of the strongest signal is
in good agreement with the spacing between the vibrational levels with quantum
numbers v = 8, 9, 10 in the a 4Πu PEC predicted in Ref. [MAT12]. There is a significant
discrepancy between the QB energies observed in our experiment and those reported in
a previous IR–IR pump–probe experiment (EQB between 0.124 and 0.144 eV) [DMB+11].
The latter are not compatible with the theory either. This could be explained by the
much higher probe intensity used in the IR–IR experiment.
Comparing the experimental results with coupled-channel simulations using different
pairs of binding and repulsive PECs allows to test PECs calculated by Magrakvelidze
et al. [MAT12] and Marian et al. [MMP+82] (see Sec. 5.3). Our simulations show
that the repulsive f 4Πg PEC predicted by Ref. [MAT12] is not compatible with the
experimental KER distribution. The experimental QB energies are very well reproduced
if the binding a 4Πu PEC predicted by Ref. [MAT12] is used in our quantum calcu-
lations. Using the binding PEC from Ref. [MMP+82] results in smaller QB energies
which contradict the experimental data. For both a 4Πu PECs predicted by theory, the
simulated half-revival time is much larger than the experimental one.
Adjusting a Morse potential to the experimental data (see Sec. 5.2.4) allows to
demonstrate the sensitivity of our method to small changes in the shape of the binding
potential. Although the theoretically predicted PECs look very similar to the Morse
potential, only simulations using the Morse potential can reproduce the experimentally
observed half-revival time.
The energy resolution of the QB energies obtained from a Fourier transforming
the experimental data, is only limited by the pump–probe delay. As shown in this
work, an observed beating between only 3 vibrational states is sufficient to adjust a
Morse potential which can be compared to predicted PECs. Thus XUV–IR pump–
probe experiments could be used for high precision spectroscopy of vibrational states
in molecular ions. A major drawback in our method is the necessity to resonantly
couple two electronic states with the probe pulse. This limits the number of accessible
vibrational states and the number of suitable PECs. If, however, the photon energy of
the probe pulse could be tuned, XUV–IR pump–probe experiments could be used to
obtain the shape of binding PECs in a large variety of diatomic molecules. Furthermore,
tuning the probe wavelength would allow to access a larger number of vibrational
states within a single PEC. With this, the shape of binding PECs could be “scanned” at
varying internuclear distances [TNF08, MKBT14].
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7.2. Summary of the N2 experiments
In the N2 experiments presented in Chap. 6, a dependence of the N++2 yield on the
XUV–IR pump–probe delay was observed. The increased N++2 yield in the temporal
overlap of the two pulses had been observed earlier but its underlaying mechanism
could not be investigated due to a limited temporal resolution [GRT+07, Supplementary
Material]. Employing shorter probe pulses, we observe a Gauss-error-function-like
increase of the N++2 yield in the temporal overlap. For small positive pump–probe
delays (where the XUV pulse precedes the IR pulse), an exponential-like decrease of
the N++2 yield with a “half-life” of (11.6± 1.5) fs is observed.
Both features are explained in this work by a sequential double ionization involving
an anti-bonding intermediate state (see Sec. 6.3.1). The cationic intermediate state
is populated by ionization with the XUV pulse and its repulsive nature causes the
molecular ion to dissociate. For small pump–probe delays, this dissociation can be
interrupted by a multi-photon ionization with the IR pulse. This results in the formation
of stable N++2 .
Properties of the intermediate PEC were deduced by comparing the results of a simple
quantum calculation with the experimental data. It turns out that the intermediate
PEC is (almost) flat within the Franck-Condon region. Furthermore, the intermediate
state must be highly excited to allow a few-photon ionization to the dicationic ground
state. Of all PECs found in literature, these properties are only fulfilled by the N+2 (3 σu)
satellite state predicted in Ref. [GRT+07]. Simulations with this intermediate state are
in excellent agreement with the experiment (see Sec. 6.4). Ref. [GRT+07], however,
states that ionization with 40 eV XUV photons predominantly populates a different
satellite state, namely the N+2 (4 σu) state. Unfortunately, simulated results involving
this intermediate state are in contradiction to the experimental data.
The situation is further complicated by the pump–probe delay dependent kinetic
energy spectrum of N+ fragments which shows signatures of a population of the 4 σu
state (see Sec. 6.4). A significant population of the 3 σu state, on the other hand, is not
supported by the N+ spectrum.
In conclusion, an unambiguous identification of the intermediate state was not
possible. The good agreement between our calculations and the experimental N++2
yield indicates, however, that the involved intermediate state either is the N+2 (3 σu)
state predicted by Ref. [GRT+07] or resembles it within the Franck-Condon region. We
are currently in contact with a theory group that might be able to calculate the PECs of
the satellite states mentioned in Ref. [GRT+07] with a more sophisticated method. Due
to their high excitation, this is a challenging task [GM15]. With the improved PECs, we
might be able to resolve the remaining issues in the interpretation of our data.
137
7. Summary and outlook
7.3. Outlook
Ionization of molecules with broadband XUV radiation results in the excitation of a
large number of electronic states. It has been shown in the analysis of the O2 data
that reactions in diatomic molecules can still be disentangled if PECs available. The
N2 experiments, on the other hand have shown that without reliable PECs predicted
by theory, an unambiguous data interpretation is often very difficult and sometimes
even impossible. This is even worse, if poly-atomic molecules are investigated, as
the molecular dynamics occurs on multi-dimensional surfaces due to the additional
degrees of freedom in the nuclear frame [Cör12, Sch15].
These issues are partially solved by reducing the bandwidth of the XUV pulse. If the
energy Eh¯ω of the absorbed photon is known precisely, the coincident measurement of
the photoelectron energy Ee and the KER with the reaction microscope allows to pin
down the electronic state populated during an ionization using the equation
Eh¯ω = KER+ Ee + Ediss. (7.1)
Here Ediss denotes the dissociation limit of the excited state. We are therefore working
on methods to reduce the XUV bandwidth.
If the high-harmonic generation (HHG) occurs inside a glass capillary, the XUV
spectrum can be tuned by varying the target gas pressure [DRB+99]. Such an HHG
source is currently set up in our lab and characterized in the framework of a bachelor’s
project [Pal15]. In addition to that, normal incidence multi-layer optics instead of
grazing incidence mirrors could serve as a wavelength filter in the XUV region as
demonstrated in other experimental setups [GRT+07, SGS+08, ZRH+12].
The XUV pulses currently used in our experiment are created by HHG in an argon
gas target. This results in photon energies up to 40 eV with the most intense harmonics
being in the energy region between 30 and 38 eV (see Sec. 3.2.4). The double ionization
threshold of most diatomic molecules and noble gases lies above1 38 eV. Thus the study
of processes involving a double ionization in the pump step is difficult with the existing
XUV source. By using a neon gas target, our beamline is capable of creating photon
energies above 70 eV [Rie07, p. 57]. In this case, however, the conversion efficiency is
drastically reduced. Thus, the XUV pulse intensities obtained by HHG in neon are
currently to low for experiments with the reaction microscope.
The XUV photon flux could be increased by several methods in the near future. First,
the already mentioned use of a glass capillary as a HHG target might lead to a better
conversion efficiency compared to the aluminum tube. Replacing the 200 nm aluminum
filter by a 100 nm filter can further increase the XUV flux inside the reaction microscope.
Finally, replacing the two-mirror XUV focusing system described in Sec. 3.2.4 by a
single toroidal mirror would decrease the losses. A possible side effect of the last
1Xenon is an exception with a double ionization potential of about 33 eV.
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measure is a reduced focal spot size of the XUV beam which would improve the spatial
overlap with the IR probe pulse.
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A. Atomic unit system and other non-SI
units
In atomic and molecular physics, the atomic unit system is commonly used. In this
system, electron mass me, elementary charge e, the classical Bohr radius a0, the Planck’s
constant h¯ and 1/(4πϵ0) with the electric constant ϵ0 are set to unity. “a.u.” is the
symbol used for any quantity given in atomic units. Table A.1 gives a selection of
atomic units and their conversion factor to SI units.
Quantity Expression Value in SI units
mass me 9.109× 10−31 kg
charge e 1.602× 10−19 C
length a0 5.292× 10−11 m
angular momentum h¯ = h/(2π) 1.055× 10−34 kg m2 s−1
energy h¯2/(mea20) 4.360× 10−18 J
time mea20/h¯ 2.419× 10−17 m s−1
velocity h¯/(mea20) = cα 2.188× 106 kg
momentum h¯/a0 1.993× 10−24 kg m s−1
Tab. A.1. Atomic units. Table copied from [Sen09].
The unit gauss with the abbreviation G is used to quantify the magnetic field of the
reaction microscope. The conversion to the SI unit Tesla is
1 G = 1× 10−4 T.
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B. Hamilton operator of diatomic molecule
The Hamilton operator of a diatomic molecule (see illustration in Fig. 2.1) is introduced
in the following. In the center-of-mass coordinates, the kinetic energy operator of the
nuclei Tˆn and that of the N electrons Tˆe (in atomic units) reads
Tˆn = − 12µ∇
2
R and Tˆe = −
N
∑
i=1
∇2ri , (B.1)
respectively. Here we use the reduced mass µ = MA MB/(MA + MB).
The Hamilton operator describing a molecule with N electrons is then given by1
Hˆ = Tˆn + Tˆe +V(r, R), (B.2)
with the Coulomb potential V(r, R) for all particle pairs
V(r, R) = −
N
∑
i=1
ZA
|ri − RA| −
N
∑
i=1
ZB
|ri − RB| +∑i<i′
N
∑
i=1
1
|ri − r′i |
+
ZAZB
R
, (B.3)
introducing the internuclear distance R = |RB − RA| and the electron coordinates ri.
1Here and in the following, vectors are represented by bold variables.
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C. Results of coupled-channel simulations
for varying IR pulse parameters
The coupled-channel simulation is used in the following to test the influence of various
IR pulse parameters, such as a pulse pedestal, the IR intensity and the IR pulse length.
The Morse potential (red curve in Fig. 5.14) and the repulsive O+2 ( f
4Πg) PEC calculated
in Ref. [MMP+82] (blue curve in Fig. 5.14) were used in all simulations presented here.
Low IR intensities The quantum-beat energies do not shift, if the simulation is per-
formed with lower probe intensities than the 3× 1012 W/cm2 used in our experiment.
This is shown in Fig. C.1.
IR pulse pedestal Due to their spiky frequency spectrum, femtosecond laser pulses
spectrally broadened with a hollow-core fiber are known to have so-called pulse
pedestals reaching up to a few percent of the pulse peak intensity. The influence of
a pedestal with several hundred femtosecond duration on the observed wave-packet
dynamics is simulated in this section. The results are plotted in Figs. C.2 and C.3.
In these the experimental data is plotted in panels (a). In panel (b), the simulation is
performed with a Gaussian probe pulse with 12 fs (intensity) FWHM envelope without
a pedestal. In panels (c) and (d) an additional Gaussian pedestal of 120 fs (intensity)
FWHM intensity is taken into account. The peak intensity of this pedestal is 0.25 % and
1 % of the pulse peak intensity in the panels (c) and (d) respectively.
Figures C.2 and C.3 show, that the pulse pedestal has very little effect on the QB
spectrum and the revival time. The simulated KER distribution in the time domain
(Fig. C.2) is strongly modified. Due to the pedestal, the KER distribution gets more
confined to two bands at KER ≈ 0.22 eV and KER ≈ 0.02 eV. This has been simulated
for example in Refs. [TNF08,MAT12] resulting in comparable effects. The interpretation
is that the temporal resolution is decreased due to the longer effective pulse duration.
Thus according to Heisenberg’s uncertainty principle the (kinetic) energy resolution
increases [MAT12].
IR pulse length It was discussed before that the laser pulse length in a pump–probe
experiment must be shorter than typical timescales of motion in order to temporally
resolve the dynamics. In this section, the experimental results are compared to the
quantum simulations using different probe pulse lengths. In the pump–probe delay
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Fig. C.1. Simulated spectra. Panel (a) and (b): Simulated data for a probe pulse intensities
of 3× 1012 W/cm2 peak intensity corresponding to the experimental pulse parameters.
Panel (c) and (d): Simulated data for a probe pulse intensities of 3× 1011 W/cm2 peak
intensity much lower than the experimental parameter.
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Fig. C.2. Comparison of experimental results with the results of simulations using different
Gaussian IR pulse pedestals with 120 fs intensity FWHM. The other pulse parameters
are as listed in Tab. 5.1. The Morse potential and the (shifted) repulsive curve from
Ref. [MMP+82] are used in the simulation. Panel (a): Experimental data. Simulations:
Panel (b): No pulse pedestal. Panel (c): Pedestal peak intensity is 0.25 % of the pulse peak
intensity. Panel (d): Pedestal peak intensity is 1 % of the pulse peak intensity.
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Fig. C.3. QB spectrum of Fig. C.2. Panel (a): Experimental data. Simulations using
different pedestal peak intensities: Panel (b): No pulse pedestal. Panel (c): Pedestal peak
intensity is 0.25 % of the pulse peak intensity. Panel (d): Pedestal peak intensity is 1 % of
the pulse peak intensity. See caption of Fig. C.2 for more details.
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Fig. C.4. Comparison of experimental results with the results of simulations using different
IR pulse lengths. The other pulse parameters are as listed in Tab. 5.1. The Morse potential
and the (shifted) repulsive curve from Ref. [MMP+82] are used in the simulation. Panel
(a): Experimental data. Probe pulse length (intensity FWHM): Panel (b): 12 fs. Panel (c):
20 fs. Panel (d): 40 fs.
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Fig. C.5. QB spectrum of Fig. C.4. Panel (a): Experimental data. Probe pulse length
(intensity FWHM): Panel (b): 12 fs. Panel (c): 20 fs. Panel (d): 40 fs. See caption of Fig. C.4
for more details.
dependent plots (Fig. C.4), the modulation depth of pump–probe dependent count rate
is clearly reduced for larger pulse lengths. In the QB spectra (Fig. C.5), however, the QB
energy of the signals does not change drastically. Note that for increasing pulse length
(Fig. C.5 (c) and (d)) the line at EQB ≈ 0.1 eV splits into two signals separated in the
KER. This is why this line might seem to have shifted in Fig. C.5 (d) on the first glance.
The splitting in KER can be explained by resolving the vibrational states in the KER
spectrum (this is related to the simulations with a pulse pedestal and their discussion).
This has been observed in simulations of an XUV–IR pump–probe experiment in H2
previously and was interpreted in terms of Floquet states [KLS+09].
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