In this paper, a cost effective block truncation coding (CE-BTC) 
Introduction
Block truncation coding (BTC) was introduced by Delp and Mitchell in 1979 [1] . The algorithm divides an image into non-overlapped blocks and represents each pixel in a block by its high mean or low mean. It is a simple and efficient image compression algorithm [2] . The bit rate of the BTC is limited, because the image quality decreases rapidly when bit rate is decreased.
In the literature, many studies have been done to improve the computational complexity, bit rate, and visual quality of the BTC. Such as variable block truncation coding with optimal threshold, where the image is divided into variable size blocks rather than fixed size, and an optimal threshold is adopted to minimize the mean square error [3] ; adopting universal hamming codes and a differential pulse code modulation (PCM) to the bit plane and the side information of the BTC to reduce bit rate and preserving the low computational complexity [4]; using optimization techniques for searching of better initial and iterative thresholds to enhance the performance in visual quality of BTC [5] ; using a set of predefined bit planes to independently encode image, where the huffman coding is also adopted to further reduce the bit rate [6] . These studies proposed good solutions in quality or coding gain improvement. However, the complexity is increased as well. Some more recent works are proposed for other applications: Han et al., [7] proposed a color compression method based on VQ-BTC to reduce the response time of Liquid-Crystal (LC) and minimize the motion blur on LC Displays (LCD). Wang et al., [8] proposed an advanced hybrid image codec based on the human visual system to improve the overdrive performance in LCD. These works effectively adapt the BTC to various value-added applications.
To reduce the bit rate of BTC while maintaining good visual quality and low computational complexity, we propose a cost effective block truncation coding (CE-BTC) using low cost approach for color image compression.
Background overview

Basic BTC
In the BTC algorithm the input image is divided into non-overlapping blocks of size m×n pixels. Figure 1 shows the diagram of BTC algorithm for grayscale image compression. Each data block is separately encoded as follows: Figure 1 . Image compression using BTC algorithm Let P(i, j) be the grey-level of the pixel at position (i, j), i = 1, 2, …, m and j= 1, 2, …, n. The pixels are then divided into high intensity pixels and low intensity pixels using a local threshold (t) which is the mean of the block. The relative positions of the high and low intensity pixels are specified by the bit-map, B(i, j):
At the decoder, the reconstructed pixel grey-level Q(i, j) is formed as
where a and b are calculated as
The summation is taken over all pixels in the data block. The BTC algorithm compresses the input image only by transmitting or storing the bit-map, B(i, j) (1 bit/pixel) and the pair of representative levels (a and b, 16 bits per block). This gives an overall bit rate of 2.00 bits per pixel (bpp) in case of block size 4×4 for grayscale image.
Adaptive quantization coding (AQC)
In this section, we briefly describe the AQC algorithm which is developed in our previous research [9] . The AQC algorithm divides the input image into non-overlapping blocks of size m×n pixels, adapts the quantization step to the difference of the block, and quantizes these data, which have been subtracted by the minimum of the block, with three-bit-codes. The image can be reconstructed by the minimum, the quantization step and the three-bit-codes. Each data block is separately encoded and decoded as follows:
Let P(i, j) be the grey-level of the pixel at position (i, j), i = 1, 2, …, m, j = 1, 2, …, n. MIN is minimum of P(i, j) and MAX is maximum of P(i, j). The quantization step (q step ) and the quantized three-bit-code (3 bit/pixel), Q code (i, j), are formed as 
code step
Compared with the BTC, the AQC algorithm has some characteristics. The AQC uses more bits per pixel than the BTC, so that the bit rate will be higher than the BTC at the same level of block size. But the coding performance of AQC has been proved much better than that of the BTC at the same level of bit rate, especially when the variety of the block is low [9] .
Proposed CE-BTC
Algorithm of cost effective BTC
As described above, we try to propose a cost effective BTC (CE-BTC), which can improve not only bit rate but also the performance of BTC while maintains a low hardware implementation cost. How to achieve both the low-cost target and reasonably high performance? We first reduce the size of coding block because coding method of BTC with smaller block size tends to obtain higher coding performance and need less line buffers, which leads to lower hardware implementation cost. The remained key problem is how to improve the bit rate. To achieve it there are two possible approaches. One is to compress the bit-maps, and the other is to compress the representative values. The proposed algorithm optimally integrates the two approaches. The block diagram of CE-BTC algorithm can be expressed in Fig. 2 .
Macro-block consist of four 3x3 blocks R, G, B bit-maps
Representative values (RVs) , we try to compress them by an efficient compression method. Although the correlation among these values is very low, the representative values (e.g.: a R0 , a R1 , a R2 , a R3 ) of neighboring blocks are highly correlated. Neighboring four blocks form a macro-block. We select the previously proposed algorithm of AQC [9] to compress the representative values of the macro-block as shown in Fig. 2 . In terms of three color bit-maps, we take advantage of the correlation of them and generate a single bit-map to efficiently represent them. The detail for compressing the bit-maps is described in the next subsection, and that for the three pairs of representative values is in the following subsection.
Compressing the bit-maps
Three bit-maps (B R , B G , B B ) are generated when BTC is used to compress a color image. Each bitmap represents the texture information of each color component. Since there is a texture in a block, it is not necessary to employ three bit-maps to represent the texture information in the block. The key problem is determining how to generate a single bit-map that represents the texture information more exactly. Considering that luminance can be represented by R, G, and B components and that it reflects the sensitivity of the human visual system, we employ the luminance as the first candidate to generate the single bit-map and denote this method by BTC_Y. The luminance bit-map, B Y (i, j), is calculated as
where Y(i, j) is luminance in a coding block, T is local threshold which is the average of the block, and α, β, and γ are conversion parameters which is set to 1, 2, and 1, respectively. The a R, G, B and b R, G, B , which are low and high representative values (RVs) of R, G, and B, respectively, can be calculated by the luminance bit-map as , ,
Two other candidates to be used to generate the single bit-map are also considered. The one denoted by BTC_A averages the R, G, and B values of each pixel as
The other one denoted by BTC_M averages the minimum and maximum of R, G, and B for each pixel as
They generate bit-maps as the same as BTC_Y does. The RVs of R, G, and B may not be calculated by using the luminance bit-map, but using R, G, and B bit-maps, respectively. This method is denoted by BTC_Ync. 
Comparisons of coding performances in PSNR and the visual qualities are shown in Table 1 and Fig.  3 , respectively. Table 1 shows that BTC_Y performs best in PSNR except for basic BTC and that BTC_Ync performs worst among the candidate methods. Regarding image visual quality in Fig. 3 , obvious artifacts can be observed in the images produced by BTC_Ync, BTC_A and BTC_M. In contrast, the image produced by BTC_Y exhibits good visual quality and its quality is comparable to that produced by basic BTC. The results of PSNR and visual quality show that the luminance bit-map is the best candidate for the single bit-map approximation, and that using the single bit-map to calculate the two RVs effectively improves the coding performance. Therefore, the luminance bit-map is employed to represent the three bit-maps and calculate the RVs. 
Compressing the representative values
As mentioned in subsection 3.1, we exploit the correlation of RVs from neighboring blocks and try to compress them by AQC. The following considers the problem of optimizing the sub-block size, the macro-block size, and the block size of AQC. Among the potential options, an optimal approach could be 6×6 CE-BTC with a sub-block size of 3×3, because the method using square sub-and macro-blocks tends to achieve the best coding performance. One cost effective approach is 12×3 CE-BTC with subblock size 3×3, because the usage of line buffer memory in 12×3 CE-BTC is only half that of 6×6 CE-BTC. The AQC block size might be 4×1, 4×2, or 4×3, and these schemes are denoted by 6×6 CE-BTC Scheme 1 (S1), S2, and S3, respectively. The representative values are classified into 6 groups in S1, 3 groups in S2, and 2 groups in S3, as shown in Fig. 4 . The coding performances of these methods are reported in Table 2 . Experiment results show that S1 and S2 perform better in PSNR compared with S3. Although S1 shows a litter better performance than S2, the bit rate of S1 is much higher than that of S2. As a tradeoff option of bit rate and PSNR performance, S2 can be regarded as the optimal scheme for 6×6 CE-BTC and 12×3 CE-BTC. When the CE-BTC algorithm is implemented in hardware, line buffer usage is crit of the BTC 0.02d The PSNR results of the proposed CE-BTC and the other compared methods are presented in Fig. 5 . The CE-BTC obtains 32.693 dB on average and the best performance (34.513 dB) in Lena. It improves the conventional BTC significantly in PSNR up to 1.779 dB and in bit rate from 6 to 4 bpp. Compared with VQ-BTC [7] , the CE-BTC achieves 1.673 dB higher average performances in PSNR, especially in Couple the improvement is up to 3.020 dB. The CE-BTC also performs slight better by 0.425 dB on average than the most competitive method of AHIC [8] .
Si
The subjective visual quality is compared using Lena and House, as shown in Fig. 6 and Fig. 7 , respectively. In the BTC, the edge of the cap is damaged as shown in Fig. 6 (c) by color and block artifacts. Fig. 6 (d) shows less block artifact than resulted image by BTC in Fig. 6 (c) due to different representative vectors in every sub-block in the VQ-BTC, though color artifact also can be found in Fig.  6 (d) . In Fig. 6 (e) resulted by AHIC, good visual quality can be observed in edge, but several color artifacts are noticeable in the area changed gradually. In Fig. 6(f) , the proposed method generates less color artifact than the others while preserving the curved edge well, and shows best visual quality in the mass. The comparison of visual quality with House in Fig. 7 shows that the proposed CE-BTC achieves better visual quality than other methods do due to smaller core coding block and optimal combination for the compression of bit-maps and RVs.
Conclusions
In this paper, we present a cost effective block truncation coding (CE-BTC) using low cost approach for color image compression. The usage of line buffer memory in low cost approach CE-BTC is only a half of that in the optimal approach in CE-BTC. Therefore, the low cost approach CE-BTC can be suit to apply to some resource restrained applications such as frame memory reduction in LCD overdrive. Simulation results show that the proposed CE-BTC outperforms the VQ-BTC in PSNR up to 3 dB and much better subject visual quality. Compared with our previous research AHIC, the CE-BTC also performs a litter better in subjective visual quality and in PSNR by 0.425 dB on average. 
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