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Integro-differential equations arise in both engineering and sci-
entific fields. These equations have been found to describe
physical phenomena such as wind ripple in the desert, nono-
hydrodynamics, dropwise consideration, glass-forming process
[1]. Also such equations are important mathematical models of
viscoelasticity [2], and appear in theoretical physics such as the
Lane Emden equation [3]. This paper studies the Genocchi
polynomials method in solving the following system of
Volterra integro-differential equations:
XM
j¼1
pi;jðxÞDni;j yjðxÞ ¼ hiðxÞ þ
Z x
0
Xk
j¼1
Ki;jðx; tÞyjðtÞdt
i ¼ 1; . . . ; k
ð1Þwhere among the M functions yjðxÞ, total of k unknown func-
tions to be determined (some yjðxÞ may share the same func-
tion for certain j), Ki;jðx; tÞ are the integral kernel, Dni;j is the
ni;j-th order derivative, pi;jðxÞ; hiðxÞ are the coefficient func-
tions. To solve systems of linear and nonlinear integro-
differential equations, various methods have been proposed
in the past few years such as shifted Jacobi polynomials [4],
Bernoulli matrix method [5], Euler polynomials [6], Fibonacci
polynomials [7], Bernstein polynomials [8,9], Single Term
Walsh Series [10], Legendre wavelets [11–13], approximation
method by biorthogonal system [14], Taylor expansion method
[15], Hybrid Euler-Taylor matrix method [16]. Different from
those previous methods, we use one of the Appell polynomials,
which are Genocchi polynomials to solve the system of linear
Volterra integral equations and Volterra integro-differential
equations. These Genocchi polynomials can be grouped into
semi-orthogonal type of polynomials and are relatively new
in its application in numerical analysis.
The rest of the paper is organized as follows: Section 2 gives
basic definition of Genocchi polynomials. Section 3 gives a. (2017),
2 J.R. Loh, C. Phangbrief overview of function approximation by Genocchi polyno-
mials. Section 4 shows how to approximate the integral kernel
in terms of Genocchi polynomials and derives the analytical
expression of the kernel matrix. Section 5 derives the Genocchi
polynomials operational matrix of integer order derivative.
Section 6 discusses about the error analysis of Genocchi poly-
nomials approximation. Section 7 provides the Genocchi poly-
nomials approach to solve linear Volterra integro-differential
equations. Section 8 shows numerical results of the Genocchi
polynomials method for a few examples of linear Volterra inte-
gral equations and linear Volterra integro-differential equa-
tions. Section 9 is the conclusion of this paper.
2. Preliminaries
2.1. Genocchi polynomials and some properties
Genocchi polynomials and Genocchi numbers have been stud-
ied in some branches of mathematics, such as elementary num-
ber theory, complex analysis number theory and so on. The
Genocchi polynomials GnðxÞ is defined as follows:
Deﬁnition 1. The Genocchi Polynomial GnðxÞ is defined by the
generating function Qðx; tÞ [17–19]:
Qðx; tÞ ¼ 2te
xt
et þ 1 ¼
X1
n¼0
GnðxÞ t
n
n!
GnðxÞ ¼
Xn
k¼0
n
k
 
gnkx
k ¼ 2BnðxÞ  2nþ1BnðxÞ
ð2Þ
where gk ¼ 2Bk  2kþ1Bk is the Genocchi number, Bn;BnðxÞ is
the Bernoulli number and Bernoulli polynomials respectively.
Some of the important properties of Genocchi polynomials
are as follows:
dGnðxÞ
dx
¼ nGn1ðxÞ; nP 1 ð3Þ
dkGnðxÞ
dxk
¼
0; n 6 k
k!
n
k
 
GnkðxÞ; n > k
8<
: k; n 2 N [ f0g ð4Þ
Gnð1Þ þ Gnð0Þ ¼ 0; n > 1 ð5Þ3. Function approximation by Genocchi polynomials
We may approximate a function fðxÞ in terms of Genocchi
polynomials GnðxÞ as the basis. This can be done by the
following infinite series:
fðxÞ ¼
X1
k¼1
cnGnðxÞ ð6Þ
where GnðxÞ are the Genocchi polynomials and the Genocchi
coefficients cn.
In practice, we truncate the infinite series up to N number
of Genocchi polynomials according to the desired accuracy
of the problem, into the following truncated Genocchi series:
fðxÞ ’
XN
k¼1
cnGnðxÞ ¼ CTGðxÞ ð7ÞPlease cite this article in press as: J.R. Loh, C. Phang, A new numerical scheme for so
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GðxÞ ¼ ½G1ðxÞ;G2ðxÞ; . . . ;GNðxÞT is the Genocchi basis
matrix.
Using relation Eq. (5), the Genocchi coefficients cn can be
computed as follows:
cn ¼ 1
2n!
ðfðn1Þð0Þ þ fðn1Þð1ÞÞ; n ¼ 1; 2; . . .N ð8Þ
Theorem 1. Given any two Genocchi polynomials GnðxÞ;GmðxÞ,
for xP 0
cn;mðxÞ ¼
Z
GnðxÞGmðxÞdx ¼
Z x
0
GnðxÞGmðxÞdx
¼
Xn1
r¼0
ð1Þr nðrÞ
ðmþ 1Þðrþ1Þ
GnrðxÞGmþ1þrðxÞ  gnrgmþ1þr
 
ð9Þ
where gnr ¼ Gnrð0Þ is the Genocchi number, nðrÞ; ðmþ 1Þðrþ1Þ
are the falling and rising factorial, respectively.
Proof. Using the following expression:
dGmðxÞ
dx
¼ mGm1ðxÞZ x
0
GmðxÞdx ¼ Gmþ1ðxÞ  gmþ1
mþ 1
We obtain
cn;mðxÞ ¼
Z
GnðxÞGmðxÞdx ¼ GnðxÞ Gmþ1ðxÞ  gmþ1
mþ 1
 

Z
ðnGn1ðxÞÞGmþ1ðxÞ  gmþ1
mþ 1 dx
¼ GnðxÞGmþ1ðxÞ  gngmþ1
mþ 1
 
 n
mþ 1
Z
Gn1ðxÞGmþ1ðxÞdx
cn;mðxÞ ¼
GnðxÞGmþ1ðxÞ  gngmþ1
mþ 1 
n
mþ 1 cn1;mþ1ðxÞ
¼ GnðxÞGmþ1ðxÞ  gngmþ1
mþ 1
þ ð1Þ1 n
mþ 1
Gn1ðxÞGmþ2ðxÞ  gn1gmþ2
mþ 2
 
þ ð1Þ2 nðn 1Þðmþ 1Þðmþ 2Þ cn2;mþ2ðxÞ
Continuing this relation recursively for n times, we arrive
¼
Xn1
r¼0
ð1Þr nðn 1Þ . . . ðn rþ 1Þðmþ 1Þ . . .ðmþ rÞ GnrðxÞGmþ1þrðxÞgnrgmþ1þr
 
¼
Xn1
r¼0
ð1Þr nðrÞ
ðmþ1Þðrþ1Þ
GnrðxÞGmþ1þrðxÞ gnrgmþ1þr
 
4. Approximation of integral kernel by Genocchi polynomials
Given an integral kernel Kðx; tÞ, we may approximate it in
terms of Genocchi polynomials GnðxÞ by following Theorem 2:lving system of Volterra integro-diﬀerential equation, Alexandria Eng. J. (2017),
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CN1ð½0; 1Þ. Then, Kðx; tÞ can be approximated in terms of
Genocchi polynomials up to order N asKðx; tÞ 
XN
i¼1
XN
j¼1
kijGiðxÞGjðtÞ ¼ GTðxÞKGGðtÞ;N 2 Zþ ð10Þ
where
KG¼½kijNN
kij¼ 1
4ði!j!Þ K
ði1;j1Þð0;0ÞþKði1;j1Þð0;1Þ þKði1;j1Þð1;0ÞþKði1;j1Þð1;1Þ
Proof. Assume the kernel Kðx; tÞ is approximated using N
number of Genocchi polynomials, i.e.
Kðx; tÞ 
XN
i¼1
XN
j¼1
kijGiðxÞGjðtÞ ¼
XN
j¼1
XN
i¼1
kijGiðxÞ
 !
GjðtÞ
Let /jðxÞ ¼
PN
i¼1kijGiðxÞ. Hence, Kðx; tÞ ¼
PN
j¼1/jðxÞGjðtÞ.qij ¼
0; i < nþ j 1
1
2ðj!Þ
i!giðj1Þn
ðiðj1ÞnÞ! þ
Xin
r¼j1
i!girn
ðirnÞ!ðrÞ!
 !
; iP nþ j 1
8><
>: i; j 2 Zþ; n 2 N [ f0gUsing Eq. (8), we have
/jðxÞ ¼
1
2ðj!Þ
@j1
@tj1
Kðx; tÞjt¼0 þ
@j1
@tj1
Kðx; tÞjt¼1
 
Now applying the same formula of Eq. (8) for /jðxÞ (i.e. for
GiðxÞ) with respect to x instead, we obtain
kij ¼ 1
2ði!Þ
@i1
@xi1
/jðxÞjx¼0 þ
@i1
@xi1
/jðxÞjx¼1
 
¼ 1
2ði!Þ
@ i1
@xi1
1
2ðj!Þ
@j1
@tj1
Kðx; tÞjt¼0 þ
@ j1
@tj1
Kðx; tÞjt¼1
 
jx¼0

þ @
i1
@xi1
1
2ðj!Þ
@j1
@tj1
Kðx; tÞjt¼0 þ
@j1
@tj1
Kðx; tÞjt¼1
 
jx¼1

¼ 1
4ði!j!Þ
@i1
@xi1
@j1
@tj1
Kðx; tÞjx¼0;t¼0 þ
@i1
@xi1
@ j1
@tj1
Kðx; tÞjx¼0;t¼1

þ @
i1
@xi1
@j1
@tj1
Kðx; tÞjx¼1;t¼0 þ
@ i1
@xi1
@j1
@tj1
Kðx; tÞjx¼1;t¼1

5. Genocchi polynomials operational matrix of integer order
differentiation
In this section, we derive the analytical expression of the
Genocchi polynomials operational matrix of an n-th order
derivative, which is the NN matrix PnG where
DnGðxÞ ¼ PnGGðxÞ
Dn
G1
G2
..
.
GN
2
66664
3
77775 ¼
q11 q12    q1N
q21 q22    q2N
..
.       ...
qN1 qN2    qNN
2
66664
3
77775
G1
G2
..
.
GN
2
66664
3
77775Please cite this article in press as: J.R. Loh, C. Phang, A new numerical scheme for so
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tional matrix of integer order n-th derivative PnG is given by
the following Theorem 3.
Theorem 3. Given a set GiðxÞ; i ¼ 1; . . . ;N where GiðxÞ are
Genocchi polynomials of i-th order. Then, the Genocchi Poly-
nomials Operational Matrix of integer order n-th derivative over
the interval ½0; 1 is the NN matrix given by
PnG ¼
q11 q12    q1N
q21 q22    q2N
..
.       ...
qN1 qN2    qNN
2
66666664
3
77777775
ð11Þ
wherelving system of Volterra integro-diﬀerential equation, Alexandria Eng. J. (2017Proof. First, we derive the analytical expression of DnGiðxÞ:
DnGiðxÞ ¼ d
n
dtn
GiðtÞ ¼ d
n
dtn
Xi
r¼0
i
r
 
girx
r
¼
Xi
r¼0
i
r
 
girn!
r
n
 
xrn ¼
Xi
r¼n
i!gir
ði rÞ!ðr nÞ! x
rn
¼
Xin
r¼0
i!girn
ði r nÞ!ðrÞ! x
r n 2 Zþ; iP n
Let
Pin
r¼0
i!girn
ðirnÞ!ðrÞ! x
r PNj¼1qijGjðxÞ.
Applying Eq. (8) for the Genocchi coefficients qij of
DnGiðxÞ,
For i n < j 1,
qij ¼ 0
Therefore, for iP nþ j 1,
qij ¼
1
2ðj!Þ
dj1
dxj1
Xin
r¼0
i!girn
ði r nÞ!ðrÞ! x
rjx¼0
 
þ d
j1
dxj1
Xin
r¼0
i!girn
ði r nÞ!ðrÞ! x
rjx¼1
!
¼ 1
2ðj!Þ
i!giðj1Þn
ði ðj 1Þ  nÞ! þ
Xin
r¼j1
i!girn
ði r nÞ!ðrÞ!
 !

Genocchi polynomial is defined via the Bernoulli polyno-
mial as given in Eq. (2). Therefore, the absolute error of apply-
ing Genocchi polynomial to solving system of Volterra
integro-differential equation and that of using Bernoulli poly-
nomial are almost the same. However, if we observe that the),
Table 1 Comparison of CPU time (Maple) for computation
of operational matrix of integer-order derivative Pn between
Genocchi polynomials (N ¼ 5; . . . ; 10) and Bernoulli polyno-
mials (N ¼ 4; . . . ; 9) where derivative order n ¼ 1.
N Genocchi P1G
CPU time (s)
N Bernoulli P1B
CPU time (s)
5 0.031 4 0.062
6 0.047 5 0.063
7 0.047 6 0.078
8 0.047 7 0.078
9 0.063 8 0.094
10 0.078 9 0.110
4 J.R. Loh, C. PhangCPU time (calculated using Maple code) for Genocchi polyno-
mial is better than Bernoulli polynomial. Table 1 shows the
CPU time (computed in Maple) for N ¼ 5; . . . ; 10 of Genocchi
polynomial compared with N ¼ 4; . . . ; 9 of Bernoulli polyno-
mial. Note that we are comparing both polynomials with the
same degree, so degðG10ðxÞÞ ¼ degðB9ðxÞÞ ¼ 9. This prompts
us to consider Genocchi polynomial in this paper.6. Error analysis
In this section, error analysis of Genocchi polynomials approx-
imation will be discussed. Theorem 4 gives an upper bound for
L1 maximum error e1;N approximation by Genocchi polyno-
mials of order N.
Theorem 4. Consider yðxÞ 2 C1ð½0; 1Þ an arbitrary continu-
ously differentiable function and has bounded derivative of any
order j dn1yðxÞ
dxn1
j 6Mn1; n 2 N over interval ½0; 1. If yðxÞ is
approximated by N order Genocchi series of polynomials, i.e.
yðxÞ  yðxÞ ¼PNn¼1cnGnðxÞ, then the maximum error in
L1ð½0; 1Þ norm, e1;N is bounded by:
kyðxÞ  yNðxÞk1 6
X1
n¼Nþ1
Xn
k¼1
Mn1jgnkj
ðk!Þðn kÞ!
Proof.
kyðxÞ  yNðxÞk1 ¼ sup
x2½0;1
jyðxÞ  yðxÞj ¼ sup
x2½0;1
X1
n¼Nþ1
cnGnðxÞ


6 sup
x2½0;1
X1
n¼Nþ1
jcnGnðxÞj
¼
X1
n¼Nþ1
jcnj sup
x2½0;1
jGnðxÞj
On the other hand, by Eq. (8)
jcnj ¼ 1
2ðn!Þ
dn1yð0Þ
dxn1
þ d
n1yð1Þ
dxn1
 

6 1
2ðn!Þ
dn1yð0Þ
dxn1

þ dn1yð1Þdxn1


 
¼ 1
2ðn!Þð2Mn1Þ ¼
Mn1
n!Please cite this article in press as: J.R. Loh, C. Phang, A new numerical scheme for so
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sup
x2½0;1
jGnðxÞj ¼ sup
x2½0;1
Xn
k¼1
n
k
 
gnkx
k

 6
Xn
k¼1
n
k
 
jgnkj sup
x2½0;1
jxkj
¼
Xn
k¼1
n
k
 
jgnkj
Thus,
kyðxÞ  yNðxÞk1 6
X1
n¼Nþ1
Xn
k¼1
Mn1
n!
n
k
 
jgnkj
¼
X1
n¼Nþ1
Xn
k¼1
Mn1jgnkj
ðk!Þðn kÞ! 
Theorem 5. Consider yðxÞ 2 C1ð½0; 1Þ an arbitrary continu-
ously differentiable function and has bounded derivative of
any order j dk1yðxÞ
dxk1 j 6Mk1; k 2 N over interval ½0; 1. If yðxÞ
is approximated by N order Genocchi series of polynomials,
i.e. yðxÞ  yðxÞ ¼PNn¼1cnGnðxÞ, then the maximum error for
integer order derivative in L1ð½0; 1Þ norm, e1;N is bounded
by:
kDayðxÞ DayNðxÞk1 6
X1
k¼Nþ1
Xk
r¼0
Mk1jgkrj
ðk rÞ!Cðn aþ rþ 1Þ
where aP 0 is integer.
Proof. yðxÞ ¼ P1
k¼1
ckGkðxÞ
yNðxÞ ¼
PN
k¼1
ckGkðxÞ
yðxÞ  yNðxÞ ¼
P1
k¼Nþ1
ckGkðxÞkDayðxÞDayNðxÞk1 ¼ sup
x2½0;1
jDayðxÞDayðxÞj
¼ sup
x2½0;1
1
CðnaÞ
Z x
0
ðx tÞna1ðyðtÞyNðtÞÞdt


¼ sup
x2½0;1
1
CðnaÞ
Z x
0
ðx tÞna1
X1
k¼Nþ1
ckGkðtÞ
 !
dt


6 1
CðnaÞ
X1
k¼Nþ1
jckj sup
x2½0;1
Z x
0
ðx tÞna1ðGkðtÞÞdt


On the other hand, by Eq. (8)
jckj ¼ 1
2ðk!Þ
dk1yð0Þ
dxk1
þ d
k1yð1Þ
dxk1
 

6 1
2ðk!Þ
dk1yð0Þ
dxk1

þ dk1yð1Þdxn1


 
¼ 1
2ðk!Þ ð2Mk1Þ ¼
Mk1
k!
Also, by factoring x and using the substitution u ¼ t
x
, we
obtainlving system of Volterra integro-diﬀerential equation, Alexandria Eng. J. (2017),
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x2½0;1
Z x
0
ðx tÞna1ðGkðtÞÞdt


¼ sup
x2½0;1
xnaþr
Xk
r¼0
k
r
 !
gkr
Z 1
0
ð1 uÞna1urdt


6 sup
x2½0;1
jxnaþrj
Xk
r¼0
k
r
 !
jgkrj
Z 1
0
ð1 uÞna1urdt


¼
Xk
r¼0
k
r
 !
jgkrjBðrþ 1; n aÞ
Thus,
kDayðxÞDayNðxÞk1 6
1
CðnaÞ
X1
k¼Nþ1
Mk1
k!
Xk
r¼0
k
r
 
jgkrjBðrþ1;naÞ
¼
X1
k¼Nþ1
Xk
r¼0
Mk1jgkrj
ðk rÞ!Cðnaþ rþ1Þ 
Note that this error analysis is also applicable for a of
arbitrary order.7. Solving system of Volterra integro-differential equations by
Genocchi polynomials operational matrix of integer order
derivative with collocation method
We use Genocchi polynomials operational matrix of integer-
order derivatives together with collocation method to solve
numerically the system of Volterra integro-differential equa-
tions. From the following system of Volterra integro-
differential equations,
XM
j¼1
pi;jðxÞDni;j yjðxÞ ¼ hiðxÞ þ
Z x
0
Xk
j¼1
Ki;jðx; tÞyjðtÞdt
i ¼ 1;    ; k
ð12Þ
where among the M functions yjðxÞ, total of k unknown func-
tions to be determined (some yjðxÞ may share the same func-
tion for certain j), Ki;jðx; tÞ are the integral kernel, Dni;j is the
ni;j-th order derivative (ni;j positive integers), pi;jðxÞ; hiðxÞ are
the coefficient functions.
Now, we approximate each term with the corresponding
approximation using N order of Genocchi polynomials.
Dni;jx yjðxÞ  CTj PnjGGðxÞ
Ki;jðx; tÞ  GTðxÞKi;jGðtÞ
where CTj ; j ¼ 1; . . . ; k are the unknown Genocchi coefficients
corresponding to the unknown functions yjðxÞ.
Since pi;jðxÞ; hiðxÞ are functions known a priori in the prob-
lem and we are using collocation method, we do not need to
approximate these functions in terms of Genocchi polynomials
which may increases the error. Hence, the original Volterra
integro-differential equations are transformed into the follow-
ing set of algebraic equations:
XM
j¼1
GTðxÞPni;jTG Cj ¼ hiðxÞ þ
Xk
j¼1
GTðxÞKi;jTð0;xÞCj
i ¼ 1;    ; k
ð13ÞPlease cite this article in press as: J.R. Loh, C. Phang, A new numerical scheme for so
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0
GðtÞGTðtÞdt ¼ ½cn;m and Tð0;1Þ ¼R 1
0
GðtÞGTðtÞdt ¼ ½cn;m  cn;m.
Then, using collocation points at N equally-spaced points
within the interval ½0; 1, i.e. vr ¼ rN ; r ¼ 0; . . . ;N, we reduce
to solving a system of k N algebraic equations.
Together with the given k  r initial conditions (if any):
y
ðqÞ
j ðapÞ ¼ GTðxÞCj ¼ bp; j ¼ 1; . . . ; k; p ¼ 1; . . . ; r; q ¼ 0; . . . ; r;
the unknown Genocchi coefficients CTj ; j ¼ 1; . . . ; k can be
solved and thus obtaining the approximate solutions of the k
unknown functions yjðxÞ:
yj;NðxÞ ¼ CTj GðxÞ  yjðxÞ:8. Numerical examples
We present a few examples of system of linear Volterra
integro-differential equations which are solved using the pro-
posed method of Genocchi polynomials. In addition, we com-
pute the maximum error function of the approximate function
for an arbitrary N-order approximation which is adopted from
[5]:
e1ðNÞ ¼ kfðxÞ  fNðxÞk1 ¼ max kfðxÞ  fNðxÞk ð14Þ
where a 6 x 6 b; fðxÞ is the exact solution and fNðxÞ is the
approximate solution.
Also, we compute the absolute error of an N-order approx-
imate function at a particular point x:
eNðxÞ ¼ jfðxÞ  fNðxÞj ð15Þ
For certain cases, the relative error at a particular point x is
computed:
rNðxÞ ¼ jfðxÞ  f

NðxÞj
jfðxÞj ð16Þ
All numerical computations are carried out using Maple 18.
Example 1. Consider the following system of k ¼M ¼ 2 linear
Volterra integral equations [6]:
y1ðxÞ ¼ xþ
1
2
x3 þ 1
12
x4  1
5
x5 þ
Z x
0
ðt2  xÞðy1ðtÞ þ y2ðtÞÞdt
y2ðxÞ ¼ x2 
1
3
x3  1
4
x4 þ
Z x
0
tðy1ðtÞ þ y2ðtÞÞdt
ð17Þ
where K1;1 ¼ K1;2 ¼ t2  x and K2;1 ¼ K2;2 ¼ t. h1ðxÞ ¼
xþ 1
2
x3 þ 1
12
x4  1
5
x5 and h2ðxÞ ¼ x2  13x3  14 x4.
We use N ¼ 3 Genocchi polynomials to approximate the
solution, i.e.
yi ¼
X3
n¼1
ci;nGnðxÞ; i ¼ 1; 2
Using the proposed Genocchi polynomials method, Eq.
(17) is transformed into a matrix equation:
ðGTðxÞP0TG  K11Tð0;xÞÞC1  K12Tð0;xÞC2  h1ðxÞ ¼ 0
ðGTðxÞP0TG  K22Tð0;xÞÞC2  K21Tð0;xÞC1  h2ðxÞ ¼ 0
ð18Þlving system of Volterra integro-diﬀerential equation, Alexandria Eng. J. (2017),
6 J.R. Loh, C. PhangBy solving this matrix equation using collocation method at
the following set of collocation points: x1 ¼ 0; x2 ¼ 12 ; x3 ¼ 1,
we obtain the Genocchi coefficients as follows:
C1 ¼ ½c1;1c1;2c1;3T ¼ 1
2
1
2
0
 T
C2 ¼ ½c2;1c2;2c2;3T ¼ 1
2
1
2
1
3
 T
Thus we obtain the solutions as
y1ðxÞ ¼ c1;1G1ðxÞ þ c1;2G2ðxÞ þ c1;3G3ðxÞ
¼ 1
2
ð1Þ þ 1
2
ð2x 1Þ þ 0ð3x2  3xÞ ¼ x
y2ðxÞ ¼ c2;1G1ðxÞ þ c2;2G2ðxÞ þ c2;3G3ðxÞ
¼ 1
2
ð1Þ þ 1
2
ð2x 1Þ þ 1
3
ð3x2  3xÞ ¼ x2
which are the exact solutions.Figure 1 Comparison exact solution and Genocchi approximate
Example 2 [6].
Table 2 Example 2 [6]: Numerical results of approximate y1;8ðxÞ of N
polynomials method N ¼ 7 [6].
x Exact y1ðxÞ Genocchi y1;8ðxÞ G
0.0 1.0000000000000000 0.9999999999999700 3
0.2 1.4918246976412700 1.4918246986504000 1
0.4 2.2255409284924600 2.2255409519419400 2
0.6 3.3201169227365400 3.3201169271910500 4
0.8 4.9530324243951100 4.9530325263124700 1
1.0 7.3890560989306500 7.3890563758300900 2
Table 3 Example 2 [6]: Numerical results of approximate y2;8ðxÞ of
Euler polynomials method N ¼ 7 [6].
x Exact y2ðxÞ Genocchi y2;8ðxÞ G
0.0 1.0000000000000000 0.9999999999999940 1.
0.2 0.6703200460356390 0.6703200530048440 6.
0.4 0.4493289641172210 0.4493289941169280 2.
0.6 0.3011942119122020 0.3011942586124300 4.
0.8 0.2018965179946550 0.2018966504944940 1.
1.0 0.1353352832366120 0.1353356434809080 3.
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Volterra integral equations [6]:
y1ðxÞ ¼ e2x 
1
2
x2 þ 1
4
xþ 1
 
 3
4
x 1
4
þ
Z x
0
xty1ðtÞdt
þ
Z x
0
ðxþ tÞy2ðtÞdty2ðxÞ ¼ e2x 2x2 þ xþ
5
4
 
 1
4
e2x
 1
2
x2 þ
Z x
0
ðx tÞy1ðtÞdtþ
Z x
0
ðxþ tÞ2y2ðtÞdt ð19Þ
The exact solutions are y1ðxÞ ¼ e2x; y2ðxÞ ¼ e2x. Fig. 1
shows exact solutions y1ðxÞ and y2ðxÞ, together with the
respective approximate solutions y1;4ðxÞ, y1;8ðxÞ and y2;4ðxÞ,
y2;8ðxÞover the interval ½0; 1. Tables 2 and 3 show the numer-
ical results comparing N ¼ 8 Genocchi approximate solutions
y1;8 and y

2;8, respectively to N ¼ 7 Euler approximate solutionssolutions y1;NðxÞ and y2;NðxÞ respectively, when N ¼ 4; 8 for
¼ 8 Genocchi polynomials method with respect to y1;7ðxÞ Euler
enocchi e1;8ðxÞ Euler y1;7ðxÞ Euler e1;7ðxÞ [6]
.00000E14 0.999999999992805 7.1950000E12
.00913E09 1.491824327866170 3.6977510E07
.34494E08 2.225541034945145 1.0645267E07
.45451E09 3.320117055262351 1.3252580E07
.01917E07 4.953032107075754 3.1731937E07
.76899E07 7.389056591685637 4.9275499E07
N ¼ 8 Genocchi polynomials method with respect to y2;7ðxÞ by
enocchi e2;8ðxÞ Euler y2;7ðxÞ Euler e2;7ðxÞ [6]
60000E14 1.000000000001179 1.1800000E12
96920E09 0.670320008413868 3.7621771E08
99997E08 0.449329032499058 6.8381836E08
67002E08 0.301194331874493 1.19962291E07
32499E07 0.201896693043736 1.75049081E07
60244E07 0.135335930465289 6.47228676E07
lving system of Volterra integro-diﬀerential equation, Alexandria Eng. J. (2017),
System of Volterra integro-differential equation 7y1;7 and y

2;7, respectively of [6] in terms of their corresponding
absolute errors. Note that N ¼ 8 gives Genocchi polynomials
up to degree x7, while for Euler polynomial, N ¼ 7 gives the
polynomials up to degree x7.Table 4 Example 2 [6]: L1 maximum absolute error e1ð1;NÞ
of approximate solutions y1ðxÞ using N ¼ 4; . . . ; 13 orders of
Genocchi polynomials with respect to Euler method
N ¼ 3; 5; 7; 8; 10; 12 [6].
N Genocchi e11;N N Euler [6] e
1
1;N
4 4.6009E02 3 3.3934E02
6 3.5358E04 5 2.9720E04
8 1.1582E06 7 1.1469E06
11 6.0913E10 10 4.1474E09
Table 5 Example 2 [6]: L1 maximum absolute error e1ð2;NÞ
of approximate solutions y2ðxÞ using N ¼ 4; . . . ; 13 orders of
Genocchi polynomials with respect to Euler method
N ¼ 3; 5; 7; 8; 10; 12 [6].
N Genocchi e12;N N Euler [6] e
1
2;N
4 4.6009E02 3 1.7421E02
6 1.2371E04 5 1.2025E04
8 4.0331E7 7 6.4723E07
11 1.5552E10 10 1.3517E09
Table 6 Example 3 [10]: Relative Error of approximate y1;8ðxÞ of N
Single Term Walsh Series (STWS) [10].
x Exact y1ðxÞ Genocchi y1;8ðxÞ STWS [10] y1ðxÞ m ¼ 2
0.1 1.10517 1.1051709190815000 1.10517
0.2 1.22140 1.2214027604253900 1.22140
0.3 1.34986 1.3498588120285900 1.34986
0.4 1.49182 1.4794255491637800 1.49183
0.5 1.64872 1.6487213103343100 1.64872
0.6 1.82212 1.8221188601404000 1.82212
0.7 2.01375 2.0137527558210100 2.01376
0.8 2.22554 2.2255409161970200 2.22555
0.9 2.45960 2.4596030061719500 2.45961
1.0 2.71828 2.7182816427315700 2.71829
Table 7 Example 3 [10]: Relative Error of approximate y2;8ðxÞ of N
Single Term Walsh Series (STWS) [10].
x Exact y2ðxÞ Genocchi y2;8ðxÞ STWS [10] y2ðxÞ m ¼ 2
0.1 1.09983 1.0998334168919300 1.10517
0.2 1.19867 1.1986693313167700 1.22140
0.3 1.29552 1.2955202077038200 1.34986
0.4 1.38942 1.3894183464457100 1.49183
0.5 1.47943 1.4794255491637800 1.64872
0.6 1.56464 1.5646424894375600 1.82212
0.7 1.64422 1.6442176997234700 2.01376
0.8 1.71736 1.7173560851871700 2.22555
0.9 1.78333 1.7833268751749100 2.45961
1.0 1.84147 1.8414709230482400 2.71829
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polynomials to N ¼ 7 and that of Euler polynomials [6].
Example 3. Consider the following system of M ¼ 3; k ¼ 2
linear second order Volterra integro-differential equations [10]:
y
ð2Þ
1 ðxÞ þ 2x  yð1Þ1 ðxÞ  y1ðxÞ ¼ 2þ x ex þ 2xex  cosðxÞ
þ
Z x
0
ðy1ðtÞ  y2ðtÞÞdtyð2Þ2 ðxÞ þ yð1Þ2 ðxÞ  2xy2ðxÞ
¼ 3x ex  sinðxÞ þ 2 cosðxÞ  2x sinðxÞ
þ
Z x
0
ðy1ðtÞ þ y2ðtÞÞdt
y1ð0Þ ¼ y2ð0Þ ¼ yð1Þ1 ð0Þ ¼ yð1Þ2 ð0Þ ð20Þ
The exact solutions are y1ðxÞ ¼ ex; y2ðxÞ ¼ 1þ sinðxÞ.
Tables 6 and 7 show the relative error comparing N ¼ 8
Genocchi approximate solutions y1;8 and y

2;8, respectively to
Single Term Walsh Series (STWS) method [10] that using
m ¼ 200.
Example 4. Consider the following system of M ¼ 2; k ¼ 2
linear second order Volterra integro-differential equations [14]:
y
ð1Þ
1 ðxÞ þ y2ðxÞ ¼ 1þ xþ x2 
Z x
0
ðy1ðtÞ þ y2ðtÞÞdt
y
ð1Þ
2 ðxÞ  y1ðxÞ ¼ 1 x
Z x
0
ðy1ðtÞ  y2ðtÞÞdt
y1ð0Þ ¼ 1; y2ð0Þ ¼ 1
ð21Þ¼ 8 Genocchi polynomials method with respect to m ¼ 200 by
00 Genocchi rel. error N ¼ 8 STWS rel. error [10] m ¼ 200
9.10139E10 2.28E07
1.85461E09 4.89E07
3.29855E09 7.74E07
1.07693E08 1.08E06
2.40393E08 1.38E06
3.27914E08 1.69E06
2.40101E08 2.00E06
5.52469E09 2.29E06
4.26837E08 2.56E06
6.83253E08 2.81E06
¼ 8 Genocchi polynomials method with respect to m ¼ 200 by
00 Genocchi rel. error N ¼ 8 STWS rel. error [10] m ¼ 200
2.22861E10 1.79E07
4.35240E10 3.09E07
8.04688E10 3.99E07
2.97754E09 4.58E07
7.13762E09 4.91E07
1.02531E08 5.03E07
7.59375E09 4.96E07
3.32624E09 4.72E07
1.93192E08 4.31E07
3.35382E08 3.70E07
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Table 8 Example 4 [14]: Absolute Error of approximate
y1;8ðxÞ of N ¼ 8 Genocchi polynomials method with respect to
h ¼ 4; j ¼ 33 by biorthogonal system [14].
x Genocchi rel.
error N ¼ 8
Rel. error [14]
h ¼ 4; j ¼ 33
0.2 1.19266E08 4.94774E08
0.4 1.31366E08 2.72109E07
0.6 1.21589E08 8.98239E07
0.8 1.57033E08 3.11105E07
1.0 2.57296E08 1.50285E05
Table 9 Example 4 [14]: Absolute Error of approximate
y2;8ðxÞ of N ¼ 8 Genocchi polynomials method with respect to
h ¼ 4; j ¼ 33 by biorthogonal system [14].
x Genocchi rel.
error N ¼ 8
Rel. error [14]
h ¼ 4; j ¼ 33
0.2 7.56814E09 3.47816E06
0.4 6.17369E09 1.51051E05
0.6 3.71515E09 3.71146E05
0.8 2.14741E08 7.24787E05
1.0 1.95063E08 1.24516E04
8 J.R. Loh, C. PhangThe exact solutions are y1ðxÞ ¼ xþ ex; y2ðxÞ ¼ x ex.
Tables 8 and 9 show the relative error comparing N ¼ 8
Genocchi approximate solutions y1;8 and y

2;8, respectively to
approximation method using biorthogonal system [14] that
using h ¼ 4; j ¼ 33.9. Conclusion
In this paper, we apply Genocchi polynomials operational
matrix of integer order derivative with collocation method to
solve a system of Volterra integro-differential equation. The
comparison of the results with the existing methods involving
other types of polynomial shows that the proposed Genocchi
polynomials operational matrix method with collocation able
to achieve the same degree or larger accuracy by using a com-
paratively smaller number N of polynomials bases. Further-
more, when comparing with Bernoulli polynomial, we able
to solve the problem by using lesser CPU time.
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