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a b s t r a c t
In this paper, we present an enhanced version of the minimax algorithm of Chen, Ni,
and Zhou that offers the additional guarantee that the solution found is a fix-point of a
projector on a cone. Positivity, negativity, and monotonicity can be expressed in this way.
The convergence of the algorithm is proved by means of a ‘‘computational deformation
lemma’’ instead of the usual deformation lemma used in the calculus of variations.
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1. Introduction
Minimaxmethods have become essential tools in the analysis of semilinear PDE since the seminalwork of Ambrosetti and
Rabinowitz who introduced the famous ‘‘mountain pass theorem’’ in the 70’s [1]. A numerical counterpart of this theorem
was proposed twenty years later in [2] and subsequently refined in [3]. Li and Zhou also proved the stability and convergence
of the numerical algorithm [4]. This algorithm has been extensively used as a tool of discovery and visualization—e.g., the
fact that ground state solutions of the Henon equation may be non-radial was first observed numerically [3]; the buckling
energy and the buckled shape of a cylinder were investigated in [5]; new n-body choreographies were studied [6]—and in
computer assisted proofs [7].
In this paper, we propose a modification of Chen, Ni, and Zhou’s algorithm that guarantees that the critical points found
are fix-points of a ‘‘metric projector’’ PK on a closed convex cone K pointed at 0. Note that K is not required to be salient
so it can be a closed subspace. In addition to the symmetries coming from the underlying domain (e.g. K being the set of
radially symmetric functions), positivity, negativity, monotonicity, . . . are examples of properties that can be formulated as
such fix-points. Abstract existence theorems in this setting were obtained by H. Brezis and L. Nirenberg [8,9]. The important
assumption that they require concerning the projector PK is that it does not increase the energy:
∀u ∈ H, JPK (u) ⩽ J(u) (1)
where J : H → R is the functional whose critical points we seek and H is a Hilbert space. Here, we slightly relax this
assumption (see Eqs. (3)–(4)) which allows us to avoid introducing a modified functional just for the sake of satisfying (1).
Inspired in [4], the second ingredient in our algorithm is a computable ‘‘K -peak selection’’ ϕ (see Definition 2.1). The map ϕ
can be seen as a projector on a Nehari-like ‘‘manifold’’ in K on which weminimize J to find a nontrivial critical point. Under
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the additional assumption that t → J(tu) possesses a unique global maximum that varies continuously with u ∈ K \ {0},
our algorithm finds a critical point in K at level c where c is defined by the following minimax principle:
c = inf
v∈K\{0} maxu∈{tv|t>0}
J(u).
Convergence is a paramount property of any numerical algorithm. Following [4], we show that our algorithm is stable and
convergent.
The paper is organized as follows. Section 2 presents a ‘‘computational deformation lemma’’ which must be seen as a
local version of the usual ‘‘deformation lemma’’. In Section 3, we introduce our ‘‘minimax algorithmwith projector’’ (MPAP)
and prove its stability and convergence. Finally, Section 4 presents some applications to semilinear elliptic problems. The
first example concerns monotone solutions of a problem inspired by the work of Smets and Willem [9]. The second one
deals with positive solutions to a semilinear elliptic problem. In both cases, we give an explicit formula for the projector PK
and an algorithm for computing it.
2. The computational deformation lemma
Throughout this paper,H will be a Hilbert space with inner product ⟨·|·⟩ and norm ‖ · ‖, K a closed cone pointed at zero
(but not necessarily salient) ofH , and J : H → R a C1 functional. For all u ∈ H, PK (u) will denote the projection of u on
K , i.e. the unique element of K such that
‖u− PK (u)‖ = min
v∈K ‖u− v‖. (2)
The projector PK : H → K is well defined, positively homogeneous, and continuous. The main assumption linking PK and
J is that there exists a functionalK : H → R such that
∀u ∈ H, JPK (u) ⩽ J(u)+K(u), (3)
where
K(u) = odist(u, K) locally on K . (4)
By (4), we mean that, for any u0 ∈ K and any ε > 0, there exists a neighborhood V ⊆ H of u0 such that, for all u ∈ V (not
necessarily in K ), |K(u)| ⩽ ε dist(u, K). Note that (4) is true ifK ∈ C1 and, for all u0 ∈ K ,K(u0) = 0 and ∂K(u0) = 0 (this
follows from the estimateK(u) = K(PK (u))+ ∂K

λu+ (1−λ)PK (u)

(u− PKu) obtained from the Mean Value Theorem).
Definition 2.1. We say that ϕ : K \ {0} → K \ {0} is a K -peak selection iff for every u ∈ K , ϕ(u) is a local maximizer of the
energy on the half-line {tu|t > 0} and ϕ(λu) = ϕ(u) for all λ > 0.
The basic tool for our result is an analog of the classical deformation lemma tailored to computational needs. It is
embodied in the following lemma.
Lemma 2.2 (Computational Deformation Lemma). Let ϕ be a K-peak selection which is continuous at some u0 ∈ Imϕ and
suppose (3)–(4) hold. If ∇J(u0) ≠ 0 then there exists some s0 > 0 such that for any s ∈ ]0, s0[
J

ϕ ◦ PK (us)
− J(u0) < −14 s‖∇J(u0)‖ (5)
where
us := u0 − s ∇J(u0)‖∇J(u0)‖ . (6)
Proof. First of all, since u0 ∈ Imϕ, note that PK (u0) = u0 ≠ 0. As PK is continuous, there exists ε1 > 0 such that
∀|s| < ε1, PK (us) ≠ 0. To ease the notation, we will write d := −∇J(u0)/‖∇J(u0)‖. Obviously, we have
⟨∇J(u0)|d⟩ < −‖∇J(u0)‖√
2
.
As we know that J is C1, there exists ε2 ∈ ]0, ε1] and t1, t2 such that 1√2 < t1 < 1 < t2 < 2 and
(i) u0 is a maximizer on ]t1u0, t2u0[,
(ii) ∀u ∈ B(u0, ε2), ⟨∇J(u)|d⟩ < −‖∇J(u0)‖/
√
2,
(iii) ∀t ∈ ]t1, t2[, ∀s ∈ [0, 12ε2[, tu0 + sd ∈ B(u0, ε2).
Moreover, as a consequence of (4), one can in addition assume that, taking ε2 smaller if necessary,
(iv) ∀u ∈ B(u0, ε2), |K(u)| ⩽ 18‖∇J(u0)‖ dist(u, K).
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TheMean Value Theorem and (ii)–(iii) imply that for any t ∈ ]t1, t2[ and for any s ∈ ]0, 12ε2[, there exists σ ∈ ]0, s[, such
that
J(tu0 + sd)− J(tu0) = ⟨∇J(tu0 + σd)|sd⟩ < −s‖∇J(u0)‖√
2
.
But property (i) implies
∀t ∈ ]t1, t2[, ∀s ∈
]
0,
1
2
ε2
[
, J(tu0 + sd)− J(u0) < −s‖∇J(u0)‖√
2
.
As tus = tu0 + tsd, we can write
∀t ∈ ]t1, t2[, ∀s ∈
]
0,
ε2
2t2
[
, J(tus)− J(u0) < −ts‖∇J(u0)‖√
2
< −s 1√
2
‖∇J(u0)‖√
2
since the condition st < 12ε2 is satisfied when s < ε2/(2t2). As PK is positively homogeneous and satisfies (3), we have
∀t ∈ ]t1, t2[, ∀s ∈
]
0,
ε2
2t2
[
, J(tPK (us))− J(u0) < − s2‖∇J(u0)‖ +K(tus).
Now, (iv) implies |K(tus)| ⩽ 18‖∇J(u0)‖ dist(tus, K). Because dist(tus, K) ⩽ ‖tus − tu0‖ = ts < 2s, one concludes that
∀t ∈ ]t1, t2[, ∀s ∈
]
0,
ε2
2t2
[
, J(tPK (us))− J(u0) < − s4‖∇J(u0)‖.
Let T : K \ {0} → R+ be the function defined by ϕ(u) = T (u)u. Clearly, T is continuous at u0 and T (PK (u0)) = T (u0) = 1.
Therefore, we can find s0 < ε2/(2t2) such that ∀s < s0, T (PK (us)) ∈ ]t1, t2[. Finally, we obtain that, for all s < s0,
J

ϕ ◦ PK (us)
− J(u0) = JT (PK (us))PK (us)− J(u0) < − s4‖∇J(u0)‖. 
Remark 2.3. The factor 1/4 in formula (5) can of course be replaced by any constant less than 1.
Theorem 2.4. Let ϕ be a K-peak selection and suppose that PK satisfies (3). If u⋆ ∈ Imϕ is a local minimum of J on Imϕ at
which ϕ is continuous, then u⋆ is a critical point of J.
Proof. If we suppose on the contrary that u⋆ is not a critical point of J, we can apply Lemma 2.2 to obtain an s0 > 0 such
that, for any s ∈ ]0, s0[,
J

ϕ ◦ PK (u⋆s )

< J(u⋆)− s
4
‖∇J(u⋆)‖ < J(u⋆)
where u⋆s = u⋆ − s∇J(u⋆)/‖∇J(u⋆)‖. This contradicts the fact that u⋆ is a minimum of J on Imϕ. 
Remark 2.5. Note that Theorem 2.4 is interesting for numerical implementation because it is a two-level local minimax—
minimum on Imϕ, maximum for computing ϕ—in contrast to some classical ones such as the mountain pass or the linking
theorem.
3. A local minimax algorithm with projection
First, let us define the step size which appears in the algorithm.
Definition 3.1. Let u0 ∈ H and
S↓(u0) :=

s > 0|PK (us) ≠ 0 and J(ϕ ◦ PK (us))− J(u0) < − s4‖∇J(u0)‖

where us is defined by (6). The step size set S(u0) at u0 is defined as S↓(u0) ∩ [min{1, 12 sup S↓(u0)},+∞[.
Remark 3.2. Note that if J is bounded from below on Imϕ, S↓(u0) is bounded. Moreover, when ∇J(u0) ≠ 0 for some
u0 ∈ Imϕ, Lemma 2.2 ensures the existence of an s0 > 0 such that ]0, s0[⊆ S↓(u) and thus S(u) ≠ ∅.
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Let us now introduce the minimax algorithm with projection (MPAP):
MPAP :

Choose u0 ∈ Imϕ,
If ∇J(un) = 0, then
Stop : un is a critical point of J
else
un+1 := ϕ ◦ PK

un − sn ∇J(un)‖∇J(un)‖

, where sn ∈ S(un).
Remark 3.3. To get the initial estimate u0 ∈ Imϕ, we can pick a v0 ∈ K such that v0 ≠ 0 and consider u0 = ϕ(v0). Note
that, by definition of S(un), none of the un vanish.
The rest of this section is devoted to the convergence of the MPAP. Without loss of generality, we can assume that
∇J(un) ≠ 0 for all n ∈ N (and so sn exists for all n).
Let us first mention that this algorithm is stable in the sense of [4].
Theorem 3.4 (Stability of the MPAP). Let ϕ be a continuous K-peak selection, u0 ∈ Imϕ an initial guess for the MPAP and
suppose (3)–(4) hold. Then the functional J is decreasing along the sequence (un)n∈N generated by the MPAP.
Proof. Let (un)n∈N and (sn)n∈N be the sequences generated by the algorithm. By definition of the step size,
J(un+1)− J(un) = J

ϕ ◦ PK

un − sn ∇J(un)‖∇J(un)‖

− J(un) ⩽ −14 sn‖∇J(un)‖ < 0.
Hence J(un+1) < J(un). 
The next lemma pinpoints the important feature of the step size set as chosen above.
Lemma 3.5. Let ϕ be a continuous K-peak selection and assume (3)–(4). If u0 ∈ Imϕ is such that ∇J(u0) ≠ 0, then there exists
a neighborhood V of u0 and a positive s0 such that S(u) ⊆ [s0,+∞[ for all u ∈ V .
Proof. Let u0 ∈ Imϕ. As PK is continuous, there exists an open neighborhood V1 of u0 such that for every u ∈ V1, PK (u) ≠ 0
and ∇J(u) ≠ 0. Let s ∈ S(u0) ≠ ∅. It satisfies
J

ϕ ◦ PK

u0 − s ∇J(u0)‖∇J(u0)‖

− J(u0) < − s4‖∇J(u0)‖. (7)
Observe that the mapping
V1 → R : u → 4J

ϕ ◦ PK (us)
− 4J(u)
s‖∇J(u)‖ , where us := u− s
∇J(u)
‖∇J(u)‖ ,
is continuous. Thus inequality (7) is satisfied in a neighborhood V ⊆ V1 of u0. Similarly, possibly shrinking V , one can
have PK (us) ≠ 0 for u ∈ V . Hence s ∈ S↓(u) holds for all u ∈ V and thus S(u) ⊆ [min{1, 12 s},+∞[⊆ [s0,+∞[ where
s0 := min

1, 14 sup S↓(u0)

. 
Lemma 3.6. Let c > 0. For any u, v ∈ H such that ‖u‖ ⩾ c and ‖v‖ ⩾ c, u‖u‖ − v‖v‖
 ⩽ c−1‖u− v‖.
Proof. This is an immediate consequence of the following simple calculation: u‖u‖ − v‖v‖
2 = 2− 2 ⟨u|v⟩‖u‖ ‖v‖ = 1‖u‖ ‖v‖ 2‖u‖ ‖v‖ − 2⟨u|v⟩
⩽
1
‖u‖ ‖v‖
‖u‖2 + ‖v‖2 − 2⟨u|v⟩ = ‖u− v‖2‖u‖ ‖v‖ . 
Lemma 3.7. Let (un)n∈N ⊆ Imϕ and (sn)n∈N ⊆]0,+∞[ be the sequences given by the MPAP and suppose that infu∈Imϕ ‖u‖ >
0. If
∑∞
n=0 sn < +∞ then (un)n∈N converges in Imϕ.
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Fig. 1. Projector P : u → u+ in H10 (]0, 1[).
Proof. Let vn := un/‖un‖, α := infu∈Imϕ ‖u‖ > 0, and dn := − ∇J(un)‖∇J(un)‖ . Note that un = ϕ(vn). Also
‖PK (un + sndn)− (un + sndn)‖ ⩽ ‖sndn‖ = sn
since un ∈ K and PK is the metric projector. Therefore, we have that
‖PK (un + sndn)− un‖ ⩽ ‖PK (un + sndn)− un − sndn‖ + ‖sndn‖ ⩽ 2sn. (8)
This leads to the following estimate:
‖PK (un + sndn)‖ ⩾ ‖un‖ − 2sn ⩾ α − 2sn.
Choosing n0 in order to have sn < α/2 for all n ⩾ n0, we have that
∀n ⩾ n0, ‖PK (un + sndn)‖ ⩾ α − 2max
n⩾n0
sn =: β > 0.
As vn+1 = PK (un+sndn)‖PK (un+sndn)‖ and ‖un‖ ⩾ α ⩾ β , Lemma 3.6 implies that, for all n ⩾ n0,
‖vn+1 − vn‖ ⩽ β−1‖PK (un + sndn)− un‖ ⩽ 2β−1sn.
Hence (vn)n∈N is a Cauchy sequence, and thus converges in K \ {0}; therefore (un)n∈N is convergent because ϕ : K \ {0} →
K \ {0} is continuous. 
Remark 3.8. The motivation for choosing the ‘‘metric projector’’ PK on K instead of a more usual one comes from the
preceding lemma. For example, for H = H10 (]0, 1[) with K being the cone of nonnegative functions, it would be natural
to consider P : u → u+ := max{u, 0}. However an estimate like (8) does not hold for P . Indeed, consider for example the
functions u, d ∈ H10 (]0, 1[) of Fig. 1: nomatter how small d is, P(u+d)−u can bemade arbitrarily large by a suitable choice
of u.
Theorem 3.9 (Convergence of the MPAP). Let ϕ be a continuous K-peak selection such that 0 ∉ Imϕ, let u0 ∈ Imϕ be an initial
guess for the MPAP and suppose (3)–(4) hold. If J satisfies the Palais–Smale condition on Imϕ and
inf
u∈Imϕ J(u) > −∞ (9)
then the sequence (un)n∈N ⊆ Imϕ generated by the MPAP possesses a subsequence (unk)k∈N converging to a critical point of J.
Moreover, the limit of any convergent subsequence of (un)n∈N is a critical point of J in K .
Proof. Let (un)n∈N and (sn)n∈N be the sequences generated by the MPAP. The main estimate is the following:
∀n ∈ N, J(un+1)− J(un) ⩽ − sn4 ‖∇J(un)‖. (10)
Suppose there exist δ > 0 and n0 ∈ N such that ∀n ⩾ n0, ‖∇J(un)‖ ⩾ δ. Then
∀n ⩾ n0, J(un+1)− J(un) ⩽ − sn4 δ. (11)
Adding up the relations (11), we obtain
lim
n→+∞J(un)− J(un0) =
+∞−
n=n0

J(un+1)− J(un)

⩽ − δ
4
+∞−
n=n0
sn. (12)
The left hand side exists because the sequence

J(un)

n∈N is nonincreasing (Theorem 3.4) and bounded from below
(Eq. (9)). In particular,
∑∞
n=0 sn must be finite and thus, according to Lemma 3.7, we have that un → u∗ ∈ Imϕ ⊆ K \ {0}
with ‖∇J(u∗)‖ ⩾ δ. Lemma 3.5 implies the existence of a neighborhood V of u∗ and an s∗ > 0 such that S(u) ⊆ [s∗,+∞[
for all u ∈ V . In particular, for n sufficiently large, sn > s∗ which contradicts the fact that∑∞n=0 sn is finite.
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Therefore, there exists a subsequence

unk

k∈N such that ‖∇J(unk)‖ → 0 when k → +∞. Moreover,

J(unk)

k∈N is
convergent. As J satisfies the Palais–Smale condition,

unk

k∈N possesses a subsequence which converges to a critical point
of J.
Finally, let

unk

k∈N be a convergent subsequence and suppose on the contrary that u = limk→∞ unk is not a critical point
of J. Thus there exist δ > 0 and k1 ∈ N such that ∀k ⩾ k1, ‖∇J(unk)‖ ⩾ δ. Combining this and (10), we have
∀k ⩾ k1, J(unk+1)− J(unk) ⩽ −
1
4
δsnk .
On the other hand, because u ∈ Imϕ ⊆ K \ {0}, passing to the limit on ϕ(unk) = unk , one concludes that u ∈ Imϕ. Thus we
can apply Lemma 3.5 and deduce that
∃s > 0, ∃k2 ∈ N, ∀k ⩾ k2, snk ⩾ s.
In particular, for all k ⩾ max{k1, k2},J(unk+1)−J(unk) ⩽ − 14δ s < 0. But, this is absurd because

J(un)

n∈N is a convergent
sequence. 
4. Applications to semilinear elliptic PDE’s
4.1. Monotone solutions
In this section, we will apply the MPAP to the following one-dimensional semilinear elliptic problem (inspired by [9]) in
order to obtain nondecreasing solutions:
u′′(t) = V ′u(t + 1)− u(t)− V ′u(t)− u(t − 1), for t ∈ R,
u(0) = 0, (13)
where V ∈ C1(R) satisfies the following conditions:
(P1) V (0) = 0, V ′(ξ) = o(ξ) as ξ → 0;
(P2) ξ → V ′(ξ)/ξ is increasing on [0,+∞[ and limξ→+∞ V ′(ξ)/ξ = +∞.
This problem can be viewed in variational form as ∇J(u) = 0 where
J(u) = 1
2
∫
R
|u′(t)|2 dt −
∫
R
V

u(t + 1)− u(t) dt, (14)
is a C1 functional defined on the Hilbert space
X := {u ∈ L2(R)|u′ ∈ L2(R) and u(0) = 0}.
The inner product and corresponding norm defined on X are respectively
⟨u|v⟩ :=
∫
R
u′v′ and ‖u‖ :=
∫
R
(u′)2
1/2
.
It is well known that X is continuously embedded in C(R). To obtain a nondecreasing solution of this problem, we will
introduce the following closed cone:
K := {u ∈ X |u is nondecreasing}. (15)
To complete the tools used by the MPAP, we have to compute the projector on K . The following lemma gives the form of
this projector.
Lemma 4.1. The projector on K defined by (2) is the following PK (u) = t →
 t
0 (u
′)+.
Proof. First of all, note that PK (u)′ = (u′)+ ⩾ 0; thus, PK (u) ∈ K . Moreover, we have that P2K = PK . To prove that PK is the
metric projector on K , we have to establish the following property (see e.g. [10]):
∀v ∈ K , ⟨u− PK (u)|v − PK (u)⟩ ⩽ 0. (16)
Let v ∈ K i.e. v′ ⩾ 0. Note that (u − PK (u))′ = u′ − (u′)+ = −(u′)− ⩽ 0. Remembering that (u′)+ and (u′)− have disjoint
non-zero sets, we have
⟨u− PK (u)|v − PK (u)⟩ = ⟨u− PK (u)|v⟩ − ⟨u− PK (u)|PK (u)⟩
=
∫
R
(u− PK (u))′v′ −
∫
R
(u− PK (u))′(PK (u))′
= −
∫
R
(u′)−v′ +
∫
R
(u′)−(u′)+ = −
∫
R
(u′)−v′ ⩽ 0. 
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Theorem 4.2. The MPAP applied to the problem (14)–(15) produces a sequence (un)n∈N such that, up to a subsequence, there
exists a sequence of translations (xn) with un(· + xn) ⇀ u⋆ where u⋆ is a nontrivial nondecreasing solution of (13). If moreover
J(un)→ infImϕ J, then the above convergence is strong.
Proof. Let us check the assumptions of Theorem 3.9. As in [9, Lemma 5], one proves using assumption (P1) that 0 is a local
minimum of J. Let us write A for the operator defined by (Au)(t) = u(t + 1) − u(t). Let u ∈ K and let us take c > 0 large
enough that 12‖u‖2 − c

R |Au|2 < 0. Thanks to (P2), there exists a ξ0 > 0 such that V (ξ) ⩾ cξ 2 whenever ξ ⩾ ξ0 and V ⩾ 0
on [0,+∞[. Since u ∈ K ⇒ Au ⩾ 0, one hasJ(su) ⩽ s2 12‖u‖2 − c {Au⩾ξ0/s} |Au|2 and, when s → +∞, the right hand
side becomes negative thanks to the choice of c. Therefore, J has at least one local maximum. To show its uniqueness, one
remarks that the differential s−1∂J(su)u = ‖u‖2 − R 1s V ′(sAu(t))Au(t) dt is decreasing in s. Using this uniqueness and the
local boundedness of ϕ, it is easy to show that ϕ is continuous on K \ {0}.
Again, because 0 is a strict local minimum of J, 0 ∉ Imϕ and inf{J(u)|u ∈ Imϕ} > 0.
Now let us show that (3)–(4) hold. First notice that Au ⩽ APK (u) because Au(t) =
 t+1
t u
′ ⩽
 t+1
t (u
′)+ = APK (u)(t).
Using the fact that V (ξ) is increasingw.r.t. ξ ∈ [0,+∞[, one has that, for all t such that Au(t) ⩾ 0, V (Au(t)) ⩽ V APK (u)(t).
Moreover, as APK (u) ⩾ 0, V

APK (u)(t)

⩾ 0 for all t ∈ R. Thus
J

PK (u)
 = 1
2
∫
R

(u′)+
2
dt −
∫
R
V

APK (u)(t)

dt
⩽
1
2
∫
R
(u′)2 dt − 1
2
∫
R

(u′)−
2
dt −
∫
{Au⩾0}
V

Au(t)

dt
= J(u)− 1
2
∫
R

(u′)−
2
dt +
∫
{Au<0}
V

Au(t)

dt =: J(u)+K(u).
Since Au ⩾ 0 holds when u ∈ K ,K vanishes on K . Let us define V˜ ′(ξ) = V ′(ξ) if ξ ⩽ 0 and V˜ ′(ξ) = 0 otherwise. Then
V˜ (ξ) :=
∫ ξ
0
V˜ ′(x) dx =

V (ξ) if ξ ⩽ 0,
0 if ξ ⩾ 0.
With that notation, it is easy to see that the Fréchet differential ofK is given by
∂K(u)v = −
∫
R
(u′)− v′ +
∫
R
V˜ ′

Au(t)

v(t) dt
and therefore ∂K(u) also vanishes for u ∈ K .
Finally, it remains to prove that Palais–Smale sequences on Imϕ have nontrivial weak accumulation points up to
translations. Let (un) ⊆ Imϕ be a sequence such that J(un)→ c and ∂J(un)→ 0. Set vn := un/‖un‖, so that un = ϕ(vn).
As a consequence of (P2),
∀s ∈ 0, ‖un‖, 0 ⩽ J(svn) ⩽ J(un). (17)
Suppose ‖un‖ → +∞. If Avn → 0 in measure on R, one concludes that
∀s ⩾ 0, 0 ⩽ lim
n→∞J(svn) =
1
2
s2 ⩽ c
(see [9, Theorem 7] for the computation proving

V (sAvn) → 0). Letting s → +∞ gives a contradiction. Thus Avn ↛ 0
and, by Lieb’s lemma [11], there exists a sequence (xn) in R and a subsequence of (vn), still denoted by (vn), such that
Avn(· + xn) ⇀ v∗ ≠ 0 in H1(R). Taking again a subsequence if needed, one can assume that v¯n := vn(· + xn)− vn(xn) ⇀ v¯
in X . Necessarily v¯ ≠ 0; otherwise Av¯n = Avn(· + xn) ⇀ 0. Moreover v¯ ∈ K because K is convex and closed. Let us
define V∞ := limR→∞ lim supn→∞

R\[−R,R] V

sAv¯n(t)

dt ⩾ 0. This quantity characterizes the mass ‘‘lost at infinity’’ by the
sequence

V (sAv¯n)

. Noting that (17) remains true with vn replaced by v¯n, splitting the integral

R V (sAv¯n) as an integral
over [−R, R] plus one over R \ [−R, R], and passing to the limit n →∞ and then R →∞ yields
∀s ⩾ 0, 0 ⩽ lim inf
n→∞ J(sv¯n) =
1
2
s2 −
∫
R
V

sAv¯(t)

dt − V∞ ⩽ c. (18)
Using (P2) and letting s → +∞ yields a contradiction with the lower bound. Thus (un) is bounded and we can argue as
in [9, Theorem 7] to conclude that un(· + xn) ⇀ u⋆ where u⋆ is a nontrivial nondecreasing solution of (13).
Finally, ifJ(un)→ infImϕ J, nomass canbe lost at infinity (see [12, Lemma2.6]which characterizes thenon-compactness
of P.S. sequences) and thus the convergence is strong. 
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Fig. 2. Increasing solution computed with the MPAP.
Fig. 3. Some iterates computed with the MPA.
Let us now give a simple algorithm for computing the projector PK in the case where the finite element method with
P1 elements is used. Let xn− < · · · < x−1 < x0 = 0 < x1 < · · · < xn be the nodes. We work with the subspace V of X
consisting of functions that are continuous on R and affine on each of the intervals [xi, xi+1], −n ⩽ i < n and constant on
] −∞, x−n] and [xn,+∞[. Any function u ∈ V is determined by its values at the nodes xi and so can be represented as the
array u = (u−n, . . . ,u0, . . . ,un) :=

u(x−n), . . . , u(x0), u(x1), . . . , [1]u(xn)

(strictly speaking, u(x0) is not needed since it
comes from the boundary conditions, but it is convenient to keep it for the algorithms of this paper). Clearly, if u ∈ V , then
PK (u) ∈ V . The algorithm is as follows:
ProjectionK (u) =
v0 ← 0
for i = 1 to n do[
let d = ui − ui−1 in
if d ⩽ 0 then vi ← vi−1else vi ← vi−1 + d
for i = −1 downto − n do[
let d = ui+1 − ui in
if d ⩽ 0 then vi ← vi+1else vi ← vi+1 − d
return(v)
Here we used the classical notation ‘‘x ← e’’ to say that the variable x is assigned the value of the expression e. The
expression ‘‘let x = e1 in e2’’ means that, inside expression e2, x is bound to the value of e1.
For example, the MPAP on the following problem:
u′′ = 4u(t + 1)− u(t)3 − 4u(t)− u(t − 1)3 on R,
u(0) = 0,
with xi = i/50,−5000 ⩽ i ⩽ 5000 and u0(t) = PK

tan−1(0.01t)

, gives the increasing solution of Fig. 2. Experimentally, the
convergence rates of the MPAP and the standard mountain pass algorithm (MPA) [13,3] are the same but the MPAP avoids
the iterates ‘‘wiggling’’ (see Fig. 3) and thus guarantees that they do not get ‘‘stuck’’ near to multibump solutions [12,14].
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4.2. Positive and negative solutions
In this section, wewill apply theMPAP to the semilinear elliptic problem in order to obtain positive or negative solutions.
The problem that we are looking at is the following:−1u(x) = f (x, u(x)) for x ∈ Ω,
u = 0, on ∂Ω, (19)
whereΩ is an open bounded subset of RN and f is a function fromΩ × R to R satisfying the following conditions:
(P1) f is a Carathéodory function;
(P2) there exist two positive constants a1, a2 and p ∈ [2, 2NN−2 [ if n > 2 while p ∈ [2,+∞[ otherwise, such that
∀x ∈ Ω, ∀ξ ∈ R, |f (x, ξ)| ⩽ a1 + a2|ξ |p−1;
(P3) f (x, ξ) = o(|ξ |) uniformly in x as ξ → 0;
(P4) for almost every x ∈ Ω, ξ → f (x, ξ)/ξ is increasing on [0,+∞[ and limξ→+∞ f (x, ξ)/ξ = +∞.
It is well known that under conditions (P1)–(P2), the problem (19) can be rewritten in variational form as ∇J(u) = 0
where
J(u) := 1
2
∫
Ω
|∇u(x)|2 dx−
∫
Ω
F(x, u(x)) dx (20)
is a C1 functional on H10 (Ω). We endow H
1
0 (Ω) with the usual inner product ⟨u|v⟩ =

Ω
∇u∇v and norm ‖u‖ =
Ω
|∇u|21/2. Here, as we would like to obtain a positive solution to the problem (19), we choose the cone of nonnegative
functions:
K := u ∈ H10 (Ω)|u(x) ⩾ 0 a.e. onΩ. (21)
To find negative solutions, it suffices to use the cone−K instead of K .
Theorem 4.3. The MPAP applied to (20)–(21) produces a sequence that converges, up to a subsequence, to a nontrivial positive
solution of (19).
Proof. Let us again check the assumptions of Theorem 3.9.With the exception of (3)–(4), the arguments are similar to those
developed in the proof of Theorem 4.2, so we do not repeat them here.
Let u ∈ H10 (Ω). From the characterization of the projection on a convex set (Eq. (16)) with v = sPK (u), s ∈ [0,+∞[, one
deduces that
⟨u− PK (u)|PK (u)⟩ = 0. (22)
Then (16) becomes ∀v ∈ K , ⟨u − PK (u)|v⟩ ⩽ 0, and the maximum principle implies u ⩽ PK (u). Eq. (22) also implies that
‖PK (u)‖ ⩽ ‖u‖. These last two inequalities, together with the fact that ξ → F(x, ξ) is nonnegative and nondecreasing on
[0,+∞[ for almost all x, imply
J

PK (u)
 = 1
2
‖PK (u)‖2 −
∫
Ω
F

x, PK (u)(x)

dx
⩽
1
2
‖u‖2 −
∫
{u⩾0}
F

x, u(x)

dx = J(u)+
∫
{u<0}
F

x, u(x)

dx =: J(u)+K(u).
Arguments similar to those used in the proof of Theorem 4.2 show thatK satisfies (4). 
To conclude this section, let us study the form of the metric projector on the nonnegative cone K whenΩ =]a, b[. Let us
first recall the following notion.
Definition 4.4. Let u : D ⊆ R→ R. We denote as co u the closed convex envelope [15] of u defined by
(co u)(x) := supl(x)|l is affine and ∀y ∈ D, l(y) ⩽ u(y).
The following property holds.
Lemma 4.5. Let u ∈ C(]a, b[) and ]α, β[⊆]a, b[ be such that ∀x ∈ ]α, β[, u(x) ≠ co u(x); then
∀x ∈ ]α, β[, co u(x) = co u(α)+ co u(β)− co u(α)
β − α (x− α).
Proof. The assumption means that ∀x ∈ ]α, β[, co u(x) < u(x). Without loss of generality, we can assume that co u(α) =
co u(β). In this situation, we have to prove that ∀x ∈ ]α, β[, co u(x) = co u(α). Suppose on the contrary that ∃x ∈
]α, β[, co u(x) < co u(α). Since co u is convex, that implies ∀x ∈ ]α, β[, co u(x) < co u(α). Let x0 ∈ argmin[α,β] u. If x0 ∈
2034 N. Tacheny, C. Troestler / Journal of Computational and Applied Mathematics 236 (2012) 2025–2036
{α, β}, let us pick instead an arbitrary x0 ∈ ]α, β[. Set
δ = 1
2

co u(x0)+min{u(x0), co u(α)}

.
We have that ∀x ∈ ]α, β[, co u(x0) < δ < u(x). Moreover convexity implies that δ < co u(α) ⩽ co u(x) ⩽ u(x) for x
outside ]α, β[ Thus the affine function defined by l(x) = δ is strictly above co u(x0) and below u on ]a, b[which contradicts
the definition of the convex envelope of u. 
Let us now direct our attention to the regularity of co u.
Lemma 4.6. If u ∈ H10 (]a, b[), then co u ∈ H10 (]a, b[).
Proof. Let u ∈ H10 (]a, b[) ⊆ C([a, b]). Let us start by proving that co u(a) = 0. First, notice that co u(a) ⩽ u(a) = 0. Let
ε > 0. By the continuity of u, it is easy to show that there exists a c ∈ R such that c(x− a)− ε ⩽ u(x) for all x ∈ [a, b]. By
definition of the convex envelope, c(x− a)− ε ⩽ co u(x) and, in particular, co u(a) ⩾ −ε. As ε is arbitrary, co u(a) ⩾ 0. One
proves similarly that co u(b) = 0. The above argument also shows the continuity of co u at a and b and thus co u ∈ C([a, b]).
Let us now establish that the distributional derivative of v := u − co u belongs to L2(]a, b[). Since A := {v ≠ 0} =
x|co u(x) < u(x) is open, it can be written as the at most countable disjoint union of its connected components:
A =i∈I ]ai, bi[. Of course, ai, bi ∈ {A, so v(ai) = 0 = v(bi). Lemma 4.5 implies that
v(x) = u(x)− u(ai)− u(bi)− u(ai)bi − ai (x− ai) on [ai, bi].
Let ϕ ∈ C(]a, b[). Performing an integration by parts on each interval [ai, bi], one has∫ b
a
v ∂xϕ dx =
∫
A
v ∂xϕ dx =
−
i∈I
∫ bi
ai
v ∂xϕ dx =
−
i∈I
∫ bi
ai

∂xu(x)− u(bi)− u(ai)bi − ai

ϕ dx
and therefore
∂xv = −
−
i∈I

∂xu− u(bi)− u(ai)bi − ai

1]ai,bi[ (23)
where 1X denotes the characteristic function of the set X . To conclude, it suffices to prove that w := ∑i∈I u(bi)−u(ai)bi−ai 1]ai,bi[
belongs to L2(]a, b[). The Cauchy–Schwarz inequality yields the estimate |u(bi)− u(ai)|2 = |
 bi
ai
∂xu|2 ⩽ (bi− ai)
 bi
ai
(∂xu)2.
Thus ∫ b
a
w2 =
−
i∈I
∫ bi
ai
(u(bi)− u(ai))2
(bi − ai)2 dx ⩽
−
i∈I
∫ bi
ai
(∂xu)2 ⩽ |∂xu|2L2(]a,b[) < +∞. 
The following theorem gives the form of the metric projector on K .
Theorem 4.7. The projector on K defined by (2) is the following:
PK (u) = u− co u.
Proof. First of all, note that u ⩾ co u, and thus PK (u) ∈ K . To establish that PK is the metric projector on K , it is necessary
and sufficient to prove property (16) for which it is enough to have
⟨u− PK (u)|PK (u)⟩ = 0 and ∀v ∈ K , ⟨u− PK (u)|v⟩ ⩽ 0.
The equality comes from formula (23) and the fundamental theorem of calculus:∫ b
a
∂x(co u) ∂x(u− co u) dx =
−
i∈I
∫ bi
ai
u(bi)− u(ai)
bi − ai

∂xu(x)− u(bi)− u(ai)bi − ai

dx = 0.
For the inequality, let us first remark that, without loss of generality, one can assume that v ∈ C∞c (]a, b[). Also, taking the
convolution of co uwith amollifier sequence, one constructs a sequence of convex functionswn ∈ C∞ such thatwn → co u
uniformly. Thus,∫ b
a
∂x(co u) ∂xv dx = −
∫ b
a
co u ∂2x v dx = limn→∞−
∫ b
a
wn ∂
2
x v dx = limn→∞−
∫ b
a
∂2xwn v dx ⩽ 0
where the inequality results from the fact that v ⩾ 0 and ∂2xwn ⩾ 0 for all n. 
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Fig. 4. Projection on the positive cone.
As before, we now give a simple algorithm for computing the projector PK in a space V of P1-finite elements on the
nodes a = x0 < x1 < · · · < xn = b (see Section 4.1 for the notation). Clearly, if u ∈ V , then co u ∈ V and thus
co u can be represented as the array v = co u(x0), co u(x1), . . . , co u(xn). The algorithm Conv(u) described below first
creates a stack s = (xi,ui)i∈I , with {0, n} ⊆ I ⊆ {0, 1, . . . , n}, from which it obtains v by linear interpolation. We make
use of the following notation. The function call ‘‘push s e’’ adds the element e to the top of the stack s, ‘‘pop s’’ removes
the top element from s, ‘‘top s’’ (resp. ‘‘second s’’) returns the top (resp. second) element from s without modifying it,
and ‘‘length(s)’’ returns the number of elements on the stack s. The subroutine slope

(ξ , v), (ξ ′, v′)

is just shorthand
for (v′ − v)/(ξ ′ − ξ). The function interpolatex, (ξ , v), (ξ ′, v′) returns the ordinate corresponding to the abscissa x
computed through linear interpolation: v x−ξ
′
ξ−ξ ′ + v′ x−ξξ ′−ξ . We will not call these functions in situations where their behavior
is not defined by the above explanations. The algorithm is as follows:
Conv(u) =
push s (x0,u0)
push s (x1,u1)
for i = 2 to n do[
while length(s) ≥ 2 ∧ slope(second s, top s) ≥ slopetop s, (xi,ui) do pop s
push s (xi,ui)
for i = n downto 0 do let (x, _) = second s inif xi < x then pop s
vi ← interpolate

xi, second s, top s

return(v)
Note that this method has an algorithmic complexity of O(n); it is therefore not substantially more costly than the
computation of u+.
For several dimensions, we proved above that the MPAP works but the projector PK is more difficult to compute. An easy
way to do it is to use the excellent L-BFGS-B routine [16]. Theorem 4.7 however is not expected to remain true. Indeed,
numerically computing the projection of the function u(x, y) = sin(πx)(1 − y2) on the positive cone of H10 (] − 1, 1[2)
indicates that u− PK (u) is not convex (see Fig. 4).
From a practical point of view, theMPAP does not perform better on this problem than the classical MPAwhen one starts
from an initial estimate u0 ∈ K . This is because, if the step sizes of theMPA are properly chosen, the iterates that it generates
do not leave the positive cone. The purpose of this approach is to pave the way to a proof of convergence for an algorithm
similar to the modified mountain pass one [17].
Remark 4.8. In this section, we have been focusing on K being the cone of positive functions. WhenΩ is symmetric under
a group G of isometries and f possesses the same symmetries w.r.t. x, one can take for K the set of symmetric functions
K := {u|∀g ∈ G, gu = u}where gu(x) := u(g−1x). In this case PK (u) =

G
gu dµ(g)where µ denotes the Haar measure on
G such that µ(G) = 1 (one easily verifies that u− PK (u) ⊥ K ). Thus (1) holds and Theorem 3.9 applies.
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