Two methods for reducing the computation involved in vector quantization picture coding are presented. First, a data structure (k-d trees, developed by Bentley) is demonstrated to be appropriate for implementing exact nearest neighbor searching in time logarithmic in codebook size. Second, the Pairwise Nearest Neighbor (PNN) algorithm is presented as an alternative to the generalized Lloyd (Linde-Buzo-Gray) algorithm. The PNN algorithm derives a vector quantization codebook in a diminishingly small fraction of the time previously required, without sacrificing performance. Simulations on a variety of images coded at 1/2 bit per pixel indicate that PNN codebooks can be developed in roughly 5% of the time required by the LBG algorithm. The PNN algorithm can be used with squared error and weighted squared error distortion measures. These results are generalizable to any vector quantization application with the appropriate distortion measure.
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VECTOR QUANTIZATION
Vector quantization [1,2] is a process in which data to be encoded is broken into small "blocks" which are then sequentially encoded block by block. The idea is to identify a set, or "codebook", of possible blocks of data which are representative of the information to be encoded.
Since 1980, vector quantization has been successfully applied to picture coding by at least four separate groups [3, 4, 5, 6] . In all these cases, the "vector" being quantized was a group of adjacent pixel intensity values. Typically, a rectangular block of size four to sixteen pixels was used. In all cases, the algorithm used for developing the codebook was some variation of the algorithm interchangeably known as the generalized Lloyd algorithm (GLA) or the Linde-Buzo-Gray (LBG) algorithm [7] .
FAST ALGORITHMS Multidimensional Searching with K-d Trees
The Search Problem The greatest drawback of vector quantization is that it is very computationally demanding. To develop a normal sized codebook for encoding pictures (256 4x4 codes) using the basic LBG algorithm takes several hours of CPU time on a large computer and even once the codebook is developed, the actual encoding process is quite time consuming. In both these situations the bulk of the time is spent doing exhaustive searches to find the closest match to a given codeword vector from among a candidate set. Different authors have developed computation saving search techniques, but unfortunately, these methods achieve their savings at the cost of performance.
If one considers each vector to be a point in multidimensional space, the problem of finding the codeword that results in the lowest distortion with respect to a particular test vector is equivalent to finding the ''closest'' codeword to that test vector. The distance between two vectors is defined as the distortion incurred when representing one of the two vectors by the other.
K-d Trees K-d trees (short for k-dimensional trees) were developed by J. L. Bentley [8] and provide a data structure which allows for log(N) multidimensional "nearest-neighbor" searches to be accomplished. K-d trees (see figure 1) consist of a set of interconnected nodes and a set of "buckets" located at the lowest level of the tree. The nodes serve to organize the The coordinate being tested is the same for all vectors being "partitioned" at a given node, but can be different at each node of the k-d tree.
One can consider a particular k-d tree to be a partitioning of k-dimensional space. Each node represents a hyper-plane parallel to all but one dimension and this hyper-plane separates the data on the basis of that dimension. For example, consider the two-dimensional case which is the simplest non-trivial example (see figures 1 and 2). Here there are twelve records to be stored (represented by the letters A-L) and the top node acts as the first partition, dividing the two-dimensional region into two half planes. The next level of the tree divides these half planes once again, and so on. The lines (hyper-planes in general) dividing up the "space" correspond to nodes, and the regions defined by the nodes correspond to buckets. Each partition could, in theory, be done with respect to any coordinate, although to get the most effectivcp&titions one would normally use a variety of different coordinates for the partitioning. 
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Pairwise Nearest Neighbor Clustering
The Algorithm The process of generating vector quantization codewords from a training set is equivalent to the process of grouping the training set into "clusters", where each cluster is to be represented by a single codeword. The Pairwise Nearest Neighbor (PNN) algorithm begins with a separate cluster for each vector in the training set and merges together two clusters at a time until the desired codebook size in achieved. At the start of the clustering process, one starts with N clusters each containing one vector, and creates the optimal (M -1) cluster codebook by merging together into a single cluster the two training vectors which are separated by the smallest distance. The codeword for this new cluster is chosen to minimize the error incurred by replacing these two vectors with a single codeword. In other words, it is the centroid of the two vectors now in the new cluster.
Unfortunately, once clusters have more than one member, things become more. complicated. However, if one assumes that relative to the entire set of points the members of a cluster can be approximated by their centroid, then it becomes possible to optimally derive (K -1) clusters given an optimal assignment of K clusters. One does this by merging the two clusters which minimize the additional distortion introduced by representing the two clusters worth of data with a single codeword. The clustering process is halted when the numbers of clusters equals the desired number of codewords and the centroid of each cluster is used as a codeword. Of course it is not true that the "optimal" size C codebook will necessarily be achievable by developing the optimal codebooks of decreasing size, but this is the approximation on which the algorithm is built. The pair of clusters which will introduce the least error when merged can be calculated as follows. If C; = the ith cluster, n; = the number of elements in C; , 2; = the mean (centroid) of the elements in Ci, and if our distortion measure is squared error (the calculations are similar for weighted squared error):
This derivation is given in [lo] . Notice that the only statistics one need keep track of for each cluster are 2; and n;. In fact, Ci can be considered to be a vector of "weight" ni located at the centroid of the cluster, 2;, The distortion introduced by merging two clusters is called the "weighted distance" between the two clusters because it is the product of the Euclidean distance between the clusters' centroids and a function of the cluster "weights". One can also keep track of an upper bound on the distortion introduced by the clustering process by tracking the distortion introduced as the clustering proceeds (see [ 101) . This allows one to terminate the clustering process when a certain distortion is reached, rather than when a certain number of clusters are obtained.
The PNN codebook development algorithm is therefore simply a matter of progressively merging together pairs of clusters with minimal weighted distance. The key to quick execution of this algorithm is to be able to quickly find the closest pairs of points among an essentially randomly distributed set. The obvious (slow) way is to explicitly findeach point's nearest neighbor ( d log(N) search using k-d trees). This leads to closest pair computation cost on the order of N log(N) for each merge. It is possible, however, to approximately find many close pairs of clusters at once and this leads to the efficient clustering algorithm described below. Simple Search PNN Clustering The method used for cfficiently finding close pairs is to search for a vector's near neighbors only within a small region, with neighborhoods being defined by a k-d tree partitioning of the multidimensional space. In addition, several close pairs are merged at a time. A k-d tree is built to organize all the training vectors and the closest pair of vectors found in each k-d partition, or "bucket", is considered as a candidate for merging. The clustering process is then cyclical with three steps in each cycle. First, candidate pairs for merging are generated by doing local comparisons within each k-d bucket, then a fraction (such as 1/2) of these candidate pairs are merged, and finally the k-d tree is readjusted to account for the loss of the merged vectors and the addition of the results of these merges. This tree readjustment has the effect of keeping the number of clusters in each bucket roughly constant. With this newly adjusted tree new candidate pairs are generated and the process continues. The reason for merging only a fraction of the candidate pairs at each pass is that some partitions (buckets) won't have any close pairs. process is approximately 2T (since half of the searches result in merges). Therefore, the complexity of the PNN clustering algorithm is linear in the size of the training set and essentially independent of the size of codebook generated (even though larger codebooks take slightly less time than small ones).
PNN Execution Time
EXPERIMENTAL RESULTS
All tests were performed on either a Vax 11/780 or a Vax 11/750 with programs written in the C programming language. Execution time is measured in Berkeley UNIX internal accounting units. These "units" are measured in seconds and are similar to CPU seconds, except that they are adjusted for system load. All performance tests shown in a single table were run on the same computer. All tests involving the LBG algorithm were run until there was less than a . 1% change in the distortion introduced by representing the training set with the codebook being developed. All pictures were 512x512 pixels, and all codebooks were developed using a training set made up of all blocks of the picture to be encoded. Pictures were all 8 bits (256 possible gray levels) per pixel. All codebooks developed contained 256 codewords and vectors were 4x4 blocks of pixel intensity values for a coding rate of 1/2 bit per pixel.
K-d Tree Search in LBG Algorithm
K-d tree searching was used to speed execution of the LBG algorithm and simulations indicate that in typical applications k-d tree searching takes less than half the computation required by exhaustive searching. Since k-d tree searches are true nearest neighbor searches (not approximations) distortion is guaranteed to be identical for both search methods. Numerical PNN Quality vs. LBG Quality The quality of images generated by the PNN algorithm is of great importance. After all, even though it may be extremely fast the algorithm is useless if it produces bad pictures. Table 2 shows squared error distortion for the PNN and LBG algorithm and PNN quality is comparable in all cases and even better in some. Admittedly, squared error is a poor error criterion, but since that is what is used in the codebook generation algorithm to "optimize" the codewords it seems a useful measure of the effectiveness of the algorithms. Observations of the reconstructed pictures SUPported the numerical results by indicating that picture quality was equivalent using the PNN and LBG algorithms. tures that were coded, subjective quality issues were observed which were not necessarily captured in the numerical quality ratings. A feature of the PNN algorithm is its tendency to come up with codebooks containing more "edges" (transitions from a light region to a dark region). This is possibly because with LBG random initialization, there are less likely to initially be many "edge" codes (since edges typically compose only a small fraction of the picture) and the edge blocks are then likely to get compromised by being grouped with other blocks from the training set. One might argue that it is the initialization of
Pairwise Nearest Neighbor
Total
18.1.3
the Lloyd algorithm that is at fault here, rather the the algorithm itself, but the fact is that the initialization is such an important part of the algorithm that the algorithm as a whole deserves the "cri ticisq." The inclusion of more edge code blocks is an advantage beyond simple squared error reduction, because poorly reconstructed edges are more offending to the observer than overall DC level errors.
PNN as LBG Initializer As can be seen by table 2, when the output from the pairwise nearest neighbor (PNN) clustering algorithm was used as the initializer for the LBG algorithm, total coding error was lower in all cases than for the LBG codebook with random initialization. In addition, with the PNN initializer the Lloyd algorithm always converged in fewer iterations (often half as many), so the computation time overall was lower also, as one or two iterations alone take more time than the entire execution of the PNN algorithm. Performance Outside Training Set Tests were performed to determine if the PNN algorithm would continue to perform comparably with the LBG algorithm when coding pictures outside the training set. In these cases, picture reconstruction was understandably worse, but picture quality with PNN codebooks remained comparable with that achieved using LBG codebooks. Naturally, the computational advantage of the PNN algorithm over the LBG algorithm becomes more pronounced as the size of the training set increases.
CONCLUSIONS
This paper presented two ways to reduce the amount of computation needed in vector quantization picture coding, and although these results were presented in the context of picture coding, the results are generalizable to any vector quantization system. First, K-d trees by Bentley were presented as a means of reducing time spent in searching without sacrificing any performance. The new search scheme was demonstrated to take less than half the time required for an exhaustive search on relatively small search problems and the time needed to search grows only logarithmically with the size of the codebook being searched.
Second, the Painvise Nearest Neighbor (PNN) algorithm was presented as a non-iterative way to generate vector quantization codebooks comparable to those generated by the LBG algorithm. The PNN algorithm's main "feature" is that it develops codebooks in a diminishingly small fraction of the time previously required, even when the LBG algorithm is enhanced with k-d tree searching. The PNN algorithm is shown to take slightly less time the larger the codebook desired and allows one the option of fixing the maximum desired coding error and letting the codebook size be minimized subject to this constraint. In addition, since practical implementations of the PNN algorithm use local nearest neighbor searching, processing can be done in parallel to take advantage of the added speed that extra hardware can bring. Reconstructed pictures generated with this new algorithm were shown to be at least as good as those generated with the old algorithm. It is interesting to note that the PNN algorithm makes it computationally feasible to develop a differctlt codebcjok for each image. Scnding the codebook LO the receiver before the encoded image would take an additional I /8 bit per pixel with parameters as stated.
It was also shown that using PNN codewords as an LBG initialization results in much better codebooks (with fewer iterations) than does "random initialization." This provides for a way to generate better codebooks and indicates that the LBG algorithm using random training vectors as an initializer typically converges to sub-optimal codebooks, a fact often not given adequate attention. It is the opinion of the author however, that the main usefulness of the PNN algorithm is as a fast alternative to the LBG algorithm which allows vector quantization to be used in situations where it had previously been computationally prohibitive.
