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Abstract
Some randomized algorithms, used to obtain a random n2 × n2 Su-
doku matrix, where n is a natural number, is reviewed in this study.
Below is described the set Πn of all (2n) × n matrices, consisting of
elements of the set Zn = {1, 2, . . . , n}, such that every row is a permu-
tation. It is proved that such matrices would be particularly useful in
developing efficient algorithms in generating Sudoku matrices. An al-
gorithm to obtain random Πn matrices is presented in this paper. The
algorithms are evaluated according to two criteria - probability evalua-
tion, and time evaluation. This type of criteria is interesting from both
theoretical and practical point of view because they are particularly
useful in the analysis of computer programs.
Keyword: randomized algorithms, random objects, permutation, binary ma-
trix, algorithm evaluation, Sudoku matrix
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1 Introduction
This work can be particularly useful to future computer engineers and their
lecturers (see also [7, 9]).
Let M be a finite set. A Random objects generator of M is every algorithm
AM randomly generating any element of M, while elements generated by a
random objects generator will be called random elements of M, i.e. random
numbers, random matrices, random permutations, etc. We take for granted
that probabilities to obtain different random elements of M by means of AM
are equal, and are also equal to
1
|M|
. We denote the time that the random
objects generator needs to obtain a random element of M with T (AM).
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A randomized algorithm is an algorithm which employs a degree of ran-
domness as part of its logic. The randomized algorithms are very useful math-
ematical methods for solving a class of problems, which uses a random objects
generator [4, 5]. In computing, a Monte Carlo algorithm is a randomized algo-
rithm whose running time is deterministic, but whose output may be incorrect
with a certain probability. The related class of Las Vegas algorithms is also
randomized, but in a different way: they take an amount of time that varies
randomly, but always produce the correct answer. A Monte Carlo algorithm
runs for a fixed number of steps, and produces an answer that is correct with
probability. A Las Vegas algorithm always produces the correct answer and
its running time is a random variable.
For the purpose of this study, some randomized algorithms are used to solve
the following class of problems: Let n and m = m(n) be natural numbers. Let
us take the set U , consisting of objects, dependent on m parameters, where
every parameter belongs to the finite set M. Let V ⊂ U . The problem is
to obtain (at least one) object, which belongs to the set V. The number of
the elements of the sets U and V depends only on the parameter m, which is
an integer function of the argument n. The standard that is most often used
to illustrate a randomized algorithm (in particular a Las Vegas algorithm)
develops as follows:
Algorithm 1.1
1) We obtain consequently m = m(n) random elements of M using random
objects generator AM with the help of which we initialize parameters of the
object u ∈ U ;
2) We check if u ∈ V. If the answer is no, everything is repeated.
In other words, if we already have a random objects generator, a random-
ized algorithm can be used as a generator of more complex random objects.
The benefit of these algorithms is that they provide a clear and simple de-
scription of any particular algorithm. Thus the randomized algorithms could
be the basis for the development of different algorithms, which solve one and
the same problem, and whose efficiency may vary in any particular case, as it
is shown below.
The efficiency of Algorithm 1.1 depends on the particular case in which it
is used and can be evaluated according to the following criteria [8]:
Probability evaluation: If p(n) denotes the probability after generating
m = m(n) random elements of M of obtaining an object of V, then according
to the classical probability formula:
p(n) =
|V|
|U|
(1)
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Time evaluation: We denote by τ(n) the time needed to execute one
iteration of Algorithm 1.1. Then
τ(n) = m(n)T (AM) + θ(n), (2)
where θ(n) is the time to examine if the obtained object belongs to the set V.
It is obvious that the efficiency of Algorithm 1.1 will be directly propor-
tional to p(n) and inversely proportional to τ(n).
The cases in which probability evaluation is equal to 1, i.e. the cases in
which the algorithm is constructed directly to obtain element of the set V
and there is no need of belonging examination, are of great interest, as only
one iteration is implemented then, i.e. there is no repetition. The algorithm
for obtaining random permutations, based on a randomized algorithm with
a probability evaluation is equal to 1, which is more efficient than the other
algorithm with probability evaluation p(n) =
n!
nn
, is described in section 2.
Let k be an integer. We denote by Zk the set of the integers Zk =
{1, 2, . . . , k} and by Sn the set of all permutations of elements of Zn. As
it is well known |Sn| = n! .
There are standard procedures for obtaining random numbers of the set
Zk in most of the programming environments. We take this statement for
granted and we will use it in the following examinations. Let Ak be a similar
procedure. We consider that T (Ak) ≈ T (Al) ≈ t0 = Const for k 6= l in the
current study.
Let Pij, 1 ≤ i, j ≤ n are n
2 in number square n × n matrices, whose
elements belong to the set Zn2 = {1, 2, . . . , n
2}. Then n2×n2 matrix P = [Pij]
is called a Sudoku Matrix, if every row, every column and every submatrix Pij,
1 ≤ i, j ≤ n make permutation of the elements of set Zn2 , i.e. every number
s ∈ {1, 2, . . . , n2} is present only once in every row, every column and every
submatrix Pij . Submatrices Pij are called blocks of P .
Below we will illustrate the above mentioned ideas by analyzing an arbi-
trary permutation of n elements, an arbitrary n2 × n2 Sudoku matrix and an
arbitrary (2n)×n matrix with 2n rows and n columns, every column of which
is a permutation of n elements, which are obtained by randomized algorithms.
We will prove that the problem for obtaining ordered n2 - tuple of (2n)×n
matrices, every row of which is a permutation of elements of Zn is equivalent
to the problem of generating a Sudoku matrix. We will analyze some possible
algorithms for generating a random Sudoku matrix.
The randomized algorithms are very often used to solve problems, which
are proved to be NP-complete. For detailed information about NP-complete
problems and their application see [3] or [6]. A proof that a popular Sudoku
puzzle is NP-complete is given in [10] and [11]. How to create computer pro-
gram for Sudoku solving, using the concept set combined with the trial and
error method is described in [12].
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2 Random permutations
If there is a permutation of all elements of the set Zn = {1, 2, . . . , n} then
m(n) = n.
We denote by p1(n) the probability to obtain a random permutation of Sn
with the help of Algorithm 1.1. Then according to formula (1) we obtain:
p1(n) =
n!
nn
(3)
Proposition 2.1 There is an algorithm working in time O(n) and checking
if ordered n-tuple ρ = 〈a1, a2, . . . an〉, ai ∈ Zn is a permutation, where i =
1, 2, . . . , n.
To prove this we shall use the following algorithm, which obviously works
in time O(n):
Algorithm 2.1 Check if given n-tuple ρ = 〈a1, a2, . . . an〉, ai ∈ Zn is a per-
mutation.
1) We declare array of n elements v[1], v[2], . . . , v[n] and initialize all of its
elements with 0;
2) for i = 1, 2, . . . , n do
begin
3) v[ai] := v[ai] + 1;
4) if v[ai] > 1 then {〈a1, a2, . . . , ai, . . . , an〉 /∈ Sn; exit; } /* because the
number ai is found more than once in ρ and exit of the algorithm with the
negative output */
end

Let τ1(n) denote the time for implementing one iteration of Algorithm 1.1
when a random permutation of elements of Zn is obtained, and let θ1(n) denote
the time for checking whether an arbitrary n-tuples of numbers of Zn belongs
to Sn. Then, having in mind the formula (2) and Proposition 2.1 we obtain
the following time evaluation:
τ1(n) = nT (An) + θ1(n) = nt0 +O(n) = O(n). (4)
The following algorithm is also randomized (random numbers are gener-
ated), but its probability evaluation is equal to 1, i.e. in Algorithm 1.1 step 2
is not implemented, because when the first random n numbers are generated
the obtained ordered n-tuple is a permutation.
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Algorithm 2.2 Obtaining random permutation ρ = 〈a1, a2, . . . , ai, . . . , an〉 ∈
Sn, where ai ∈ Zn, i = 1, 2, . . . , n, ai 6= aj when i 6= j.
1) We declare array with n elements v[1], v[2], . . . , v[n];
2) for k = 1, 2, . . . , n do v[k] := k;
3) for k = 1, 2, . . . , n do
begin
4) We generate random number x ∈ Zn−k+1 = {1, 2, . . . , n− k + 1};
5) ak := v[x];
6) for j = x, x+ 1, . . . , n− k do v[j] := v[j + 1]; /* We delete the element
v[x] and reduce the number of the elements of the array with 1*/
end
It is obvious that the following proposition is true:
Proposition 2.2 Algorithm 2.2 which obtains random permutation has prob-
ability evaluation:
p2(n) = 1 (5)
and time evaluation:
τ2(n) = t0 [O(n) +O(n− 1) + · · ·+O(1)] = O(n
2). (6)

The probability evaluation of Algorithm 2.2 is equal to 1. The probabil-
ity evaluation of Algorithm 1.1 is equal to p1(n) =
n!
nn
< 1 for n ≥ 2 and
lim
n→∞
p1(n) = 0. Therefore Algorithm 2.2 is more efficient in obtaining random
permutations than Algorithm 1.1 with respect to the probability evaluation.
3 Random (2n)×nmatrices, every row of which
is a permutation of elements of Zn
Let Πn denote the set of all (2n)×nmatrices, which are also called Πn matrices,
in which every row is a permutation of all elements of Zn. In this case M = Zn
and m(n) = 2n2. It is obvious that
|Πn| = (n!)
2n (7)
It is easy to see that the following proposition is true:
Proposition 3.1 When we obtain random Πn matrix with the help of Algo-
rithm 1.1 the following evaluations can be observed:
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Probability evaluation:
p3(n) =
|V|
|U|
=
(n!)2n
n2n2
(8)
Time evaluation:
τ3(n) = m(n)T (An) + 2nτ1(n) = 2n
2t0 + 2nO(n) = O(n
2), (9)
where τ1(n) is obtained according to formula (4).

As it could be seen below (Proposition 3.2) the following algorithm is more
efficient than Algorithm 1.1 in obtaining random Πn matrix according to the
probability evaluation.
Algorithm 3.1 Obtaining random Πn matrix with probability evaluation equal
to 1.
1) for k = 1, 2, . . . , n, n+1, . . . 2n do We obtain random permutation with
the help of Algorithm 2.2, which will be the k-th row of the matrix;
Practically, Algorithm 3.1 repeats Algorithm 2.2 2n times. As it is stated
in Proposition 2.2 that Algorithm 2.2 has a probability evaluation equal to 1,
it logically follows, that Algorithm 3.1 will have probability evaluation equal
to 1. Then, we obtain the following proposition could be obtained:
Proposition 3.2 Algorithm 3.1 which obtains random Πn matrix has prob-
ability evaluation:
p4(n) = 1 (10)
and time evaluation:
τ4(n) = 2nO(n
2) = O(n3). (11)

As we can see below Πn matrices can successfully be used to create algo-
rithms that are efficient in developing Sudoku matrices.
A matrix, whose elements are equal to 0 or 1 is called binary. A square
binary matrix is called permutation, if there is only one 1 in every row and
every column of the matrix. Let Σn2 denote the set of all permutation n
2× n2
matrices of the following type
A =


A11 A12 · · · A1n
A21 A22 · · · A2n
...
...
. . .
...
An1 An2 · · · Ann

 , (12)
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where for every s, t ∈ {1, 2, . . . , n} Ast is a square n × n binary submatrix
(block) with only one element equal to 1, and the rest of the elements are
equal to 0. As it is proved in [1]
|Σn2 | = (n!)
2n (13)
Therefore, if a random Σn2 matrix obtained by means of Algorithm 1.1 the
following probability evaluation is valid:
p5(n) =
(n!)2n
2(n2)2
=
(n!)2n
2n4
(14)
In order to obtain a random Σn2 matrix, we have to generate m(n) =
(n2)2 = n4 random numbers, which belong to the set {0, 1}. Hence, whatever
randomized algorithm is used, the result is the following time evaluation:
τ5(n) = m(n)T (A2) + θ5(n) = n
4t0 + θ5(n) = O(n
z), z ≥ 4, (15)
where θ5(n) is check-up time, if the given binary matrix belongs to the set Σn2 .
In order to check if the given binary matrix is Σn2 we can use, for example,
the following algorithm, working in time O(n4), i.e. θ5 = O(n
4) and therefore
z = 4.
Algorithm 3.2 Check if binary n2 × n2 matrix B = (bij) ∈ Σn2 .
1) for i = 1, 2, . . . , n2 do
begin
2) r:=0;
3) c:=0;
4) for j = 1, 2, . . . , n2 do
begin
5) r := r + bij;
6) if r > 1 then B is not a permutation matrix and exit of the algorithm;
7) c := c+ bji;
8 if c > 1 then B is not a permutation matrix and exit of the algorithm;
end;
9) if r = 0 or c = 0 then B is not a permutation matrix and exit of the
algorithm;
end;
10) for s = 0, 1, . . . , n− 1 do
11) for t = 0, 1, . . . , n− 1 do
begin
12) x := 0;
13) for i = 1, 2, . . . , n do
14) for j = 1, 2, . . . , n do x := x+ bsn+i tn+j;
15) if x 6= 1 then B /∈ Σn2 and exit of the algorithm;
end.
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When we compare (14) with (8) and (10), as well as (15) with (9) and (11)
we may assume that algorithms which use random Πn matrices are expected
to be more efficient regard to probability and time evaluation than algorithms
using random Σn2 matrices to solve similar problems. This gives grounds for
further examination of the Πn matrices’ properties.
Two Σn2 matrices A = (aij) and B = (bij), 1 ≤ i, j ≤ n
2 are called disjoint,
if there are no integers i, j ∈ {1, 2, . . . , n2} such that aij = bij = 1.
We will give a little bit more complex definition of the term ”disjoint”
regarding Πn matrices. Let C = (cij) and D = (dij), 1 ≤ i ≤ 2n, 1 ≤ j ≤ n
be two Πn matrices. We regard C and D as disjoint matrices, if there are
no natural numbers s, t ∈ {1, 2, . . . n} such that the ordered pair 〈cst, cn+t s〉 is
equal to the ordered pair 〈dst, dn+t s〉.
The following obvious proposition is given in [1]:
Proposition 3.3 [1] A square n2 × n2 matrix P with elements of Zn2 =
{1, 2, . . . , n2} is Sudoku matrix if and only if there are mutually disjoint ma-
trices A1, A2, . . . , An2 ∈ Σn2 such that P can be presented as follows:
P = 1 · A1 + 2 · A2 + · · ·+ n
2 · An2

The relationship between Πn matrices and Sudoku matrices is illustrated
by the following theorem, considering Proposition 3.3.
Theorem 3.1 There is a bijective map from Πn to Σn2 and the pair of disjoint
matrices of Πn corresponds to the pair of disjoint matrices of Σn2
Proof. Let P = (pij)2n×n ∈ Πn. We obtain an unique matrix of Σn2 from
P by means of the following algorithm:
Algorithm 3.3 Obtain just one Σn2 matrix, if P = (pij)2n×n ∈ Πn is given .
1) for s = 1, 2, . . . , n do
2) for t = 1, 2, . . . , n do
begin
3) k := pst;
4) l := pn+t s;
5) We obtain n× n matrix Ast = (aij)n×n such that akl = 1 and aij = 0 in all
other occasions;
end;
6) We obtain matrix A according to formula (12);
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Let s ∈ Zn = {1, 2, . . . , n}. Since ordered n-tuple 〈ps1, ps2, . . . , psn〉 which
is s-th row of the matrix P is a permutation, then in every row of n×n2 matrix
Rs =
[
As1 As2 · · · Asn
]
there is only one 1. For every j = 1, 2, . . . , n Asj is binary n×n matrix in this
case.
Similarly, since ordered n-tuple 〈pn+t 1, pn+t 2, . . . , pn+t n〉 which is (n+t)-th
row of P is a permutation for every t ∈ Zn, then in every column of n
2 × n
matrix
Ct =


A1t
A2t
...
Ant


there is only one 1, where Ait, i = 1, 2, . . . , n is a binary n× n matrix. Hence,
the matrix A which is obtained with the help of Algorithm 3.3 is Σn2 matrix.
Since a unique matrix of Σn2 is obtained for every P ∈ Πn by means of
Algorithm 3.3, then this algorithm provides a description of the map ϕ :
Πn → Σn2 . It is easy to see that if there are given different elements of Πn,
we can use Algorithm 3.3 to obtain different elements of Σn2 . Hence, ϕ is an
injection. But according to formulas (7) and (13) |Σn2 | = |Πn|, whereby it
follows that ϕ is a bijection.
Analyzing Algorithm 3.3, we arrived at the conclusion that P and Q are
disjoint matrices of Πn if and only if ϕ(P ) and ϕ(Q) are disjoint matrices of
Σn2 according to the above mentioned definitions. The theorem is proved.

4 Conclusion
Let Mn2 be the set of all square n
2 × n2 matrices with elements of the set
Zn2 = {1, 2, . . . , n
2}, and let σn be the number of all n
2 × n2 Sudoku ma-
trices. Obviously, |Mn2| = (n
2)n
2
= n2n
2
. Then if we use Algorithm 1.1 to
obtain random Sudoku matrix. According to formula (1) there is the following
probability evaluation:
p6(n) =
σn
n2n2
(16)
When n = 2 σ2 = 288 [12]. When n = 3, there are exactly σ3 =
6 670 903 752 021 072 936 960 ≈ 6.671 × 1021 in number Sudoku matrices
[2]. As far as the author of this study knows, there is not a universal for-
mula for the number σn of Sudoku matrices with every natural number n. We
consider it as an open problem in mathematics.
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If we employ random methods to create the matrix P ∈Mn2 with elements
of Zn2 , then according to Algorithm 1.1 we need to verify if every row, every
column and every block of P is a permutation of elements of Zn2 . According
to Proposition 2.1, every verification can be done in O(n) time. Hence, when
we employ Algorithm 1.1 to obtain a random Sudoku matrix we will obtain
the following time evaluation emerges:
τ6(n) =
(
n2
)2
+ 2nO(n) + n2O(n) = O(n4). (17)
Here we will present a more efficient algorithm for obtaining random Su-
doku matrix, based on the propositions and algorithms which are examined in
the previous sections of this paper. The main point is to obtain n2 in number
random Πn matrices (Algorithm 3.1). For every Πn matrix which is obtained,
it has to be checked if it is disjoint with each of the above obtained matri-
ces.The criteria, described in Theorem 3.1 and Proposition 3.3 are used in the
verification. If the obtained matrix is not disjoint with at least one of the above
mentioned matrices, it has to be replaced with another randomly generated
Πn matrix.
Algorithm 4.1 Obtaining random Sudoku matrix
1) We declare n2 × n2 matrix S and initialize all of its elements with 0;
2) for k = 1, 2, . . . , n2 do
begin
3) We declare n2 × n2 matrix B and initialize all of its elements with 0;
4) z := true;
5) while z do
begin
6) We obtain random matrix Pk ∈ Πn /* Algorithm 3.1 */
7) We obtain Σn2 matrix A = ϕ(Pk); /* Algorithm 3.3, where ϕ is defined
in Theorem 3.1 bijective map */
8) C := B + A;
9) if All elements of matrix C are equal to 0 or 1 then Pk = ϕ
−1(A) is
disjoint with each of the matrices P1, P2, . . . , Pk−1; /* (Theorem 3.1) */
begin
10) B := C;
11) S := S + k · A; /* Proposition 3.3 */
12) z := false;
end;
end;
end.
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