Abstract. This paper presents an empirical evaluation on a dissimilarity measure strategy by which dissimilarity-based classifications (DBCs) [10] can be efficiently implemented. In DBCs, classifiers are not based on the feature measurements of individual objects, but rather on a suitable dissimilarity measure among the objects. In image classification tasks, however, one of the most intractable problems to measure the dissimilarity is the distortion and lack of information caused by the differences in illumination and directions and outlier data. To overcome this problem, in this paper, we study a new way of performing DBCs in eigenspaces spanned, one for each class, by the subset of principal eigenvectors, extracted from the training data set through a principal component analysis. Our experimental results, obtained with well-known benchmark databases, demonstrate that when the dimensionality of the eigenspaces has been appropriately chosen, the DBCs can be improved in terms of classification accuracies.
Introduction
Dissimilarity-based classifications (DBCs) [10] are a way of defining classifiers among the classes. The process is not based on the feature measurements of individual objects, but rather on a suitable dissimilarity measure among the objects. The problem with this strategy is that we need to measure the inter-pattern dissimilarities for all the training data to ensure there is no zero distance between objects of different classes. Thus, the classification performance of DBCs relies heavily on how well the dissimilarity matrix is constructed. To improve the performance, therefore, we need to ensure that the dissimilarity matrix is well designed.
With regard to solving this problem, investigations have focused on measuring the appropriate dissimilarity by using various l p norms and traditional measures, such as those used in template matching and correlation-based analysis [10] . In image classification tasks, however, one of the most intractable problems that we encountered when employing these measuring systems is the distortion and lack of information caused by the environmental differences in computation. In face recognition, for example, there are many kinds of variations based on such factors as pose (direction), expression, illumination, and distance [1] , [4] .
To address this problem, several strategies, including a generalization of dissimilarity representations [2] , [9] , a dynamic programming technique [5] , a statistical similarity measuring method [6] , and classification of regions of interest (ROIs) [13] , have been developed and evaluated in the literature. On the other hand, subspace methods of pattern recognition are a technique in which the object classes are not primarily defined as bounded regions in a feature space, but rather given in terms of linear subspaces defined by the principal component analysis (PCA), one for each class [8] .
For example, in Eigenface [1] , [7] , a well-known PCA approach to face recognition, face images are first decomposed into a small set of eigenvectors (i.e., eigenfaces) using a PCA. Then, each individual face is represented in terms of a linear combination of the eigenfaces. Here, the eigenvalues are equal to the variance of the projection of the image data set onto the corresponding eigenvector. Thus, the eigenvectors associated with the higher valued eigenvalues encode the larger variations in the data set, while the eigenvectors associated with the lower valued ones encode smaller variations in the set. Since the latter features encode smaller variations, it is commonly assumed that they represent noise in the data set. From this point of view, when performing DBCs in eigenspaces spanned by the principal eigenvectors, we can expect that the noise could be excluded from the dissimilarity representation.
The major task of our study is to deal with how the dissimilarity measure can be effectively computed. The goal of this paper is to demonstrate that the classification performance of DBCs can be improved by measuring the dissimilarity in the eigenspaces after constructing them by class. In particular, this goal can be achieved by appropriately projecting the data set on the eigenspaces and effectively measuring the distance between the projected points 1 . However, there is an essential difference between what we do in this paper and what Oja [8] (and also O-Alzate, et al. [9] ) does. We characterize objects with distances in the subspace, while they use the distances to the subspace.
The remainder of the paper is organized as follows: In Section 2, after providing a brief introduction to DBCs, we present an explanation of the dissimilarity measure used in the eigenspaces and an improved DBC. In Section 3, we present the experimental results obtained with four benchmark image databases and UCI real-life data sets. In Section 4, we present our concluding remarks.
DBCs in Eigenspaces
Dissimilarity-based classifications (DBCs): A dissimilarity representation of a set of ∈ R d , a prototype set, is extracted from T , and the subscripts of D represent the set of elements on which the dissimilarities are evaluated. Thus, each entry, D T,P [i, j] , corresponds to the dissimilarity between the pairs of objects, x i and p j , where x i ∈ T and p j ∈ P .
Consequently, an object, x i , is represented as a column vector, δ(x i , P ), as follows:
Here, the dissimilarity matrix, D T,P [·, ·] , defines vectors in a dissimilarity space on which the d-dimensional object, x, is represented as an m-dimensional vector, δ(x). A conventional algorithm for DBCs is summarized in the following: 1. Select the prototype subset, P , from the training set, T , by using one of the selection methods described in the literature [10] .
2. Using Eq. (1), compute the dissimilarity matrix,
, in which each dissimilarity is computed on the basis of the measures described in the literature [10] .
3. For a testing sample, z, compute a dissimilarity column vector, δ(z), by using the same measure used in Step 2.
4. Achieve the classification by invoking a classifier built in the dissimilarity space and operating it on the dissimilarity vector δ(z).
Here, we can see that the performance of DBCs relies heavily on how well the dissimilarity space, which is determined by the dissimilarity matrix, is constructed. To improve the performance, we need to ensure that the matrix is well designed. Distance Measures in Eigenspaces [7] : The data set, T , can be decomposed into subsets, T i , as follows 2 :
Our goal is to design a DBC in an appropriate eigenspace constructed with this training data set, T , and to classify a new sample into an appropriate class. To achieve this, for each T i , we first find eigenvectors and eigenvalues, µ ih and
, of the covariance matrix, Σ i , using Σ i µ ih = λ ih µ ih , and sort them in decreasing order according to the corresponding eigenvalues, i.e., λ i1 ≥, · · · , ≥ λ id . Next, these eigenvectors are selected to form the row vectors of a transformation matrix,
We then project the data samples, x j , (j = 1, · · · , n i ), into c q-dimensional subspaces, called eigenspaces, spanned by the arranged principal eigenvectors, using a transformation formula for each class as follows:
where
, where x j ∈ T i . Let y ij ∈ T i and y kl ∈ T k be q-dimensional feature vectors defined in the eigenspace. Many measures exist for y ij and y kl , mostly constructed in an additive way after counting the differences for each feature separately. The basic measures come from the family of
Based on this distance, various measures can be defined as follows:
|y ijh −y klh | |y ijh |+|y klh | . Here, the dimensionality of the eigenspace, q, can be selected based on the criteria, such as a heuristic selection [7] , a cumulative proportion [8] , and an intra-set distance [3] . A criterion associated with the intra-set distance is defined as follow: For an arbitrary sample,
By conveniently rearranging the elements in the summation of D 2 (T i ), the intra-set distance can be expressed in terms of the unbiased variances of components of the given samples like:
. This is the rationale of the scheme for employing the intra-set distance as a criterion to select the dimensionality of the eigenspace. The details of the other criteria are omitted in the interest of compactness, but can be found in the related literature. Proposed Dissimilarity-Based Classification: To overcome the limitation caused by the variations in illumination and the outlier data, in this paper, we measure the dissimilarities in a transformed subspace, rather than in the input-feature space. The basic strategy of the technique is to solve the classification problem by first mapping the input-feature space to an eigenspace, and then constructing a dissimilarity matrix with the distance measures in the eigenspace; finally, DBCs are performed on the dissimilarity space to reduce the classification error rates. The proposed approach, which is referred to as an eigenspace DBC (EDBC), is summarized in the following: 1. Select the entire training set T as the prototype subset P . 4. This step is the same as Step 3 in the conventional DBC. 5. This step is the same as Step 4 in the conventional DBC. The time complexities of the above algorithm, EDBC, can be analyzed as follows: As in the case of DBC, almost all the processing CPU-time of EDBC is consumed in computing the transformation matrix and the dissimilarity matrices. More specifically, in DBC, Step 2 of computing the n × n dissimilarity matrix requires O(dn 2 ) time. On the other hand, the computation of that of EDBC needs O(d 3 + dn 2 + cn 2 ) time in executing Steps 2 and 3.
Experimental Results
Experimental Data: The proposed method has been tested and compared with the conventional ones. This was done by performing experiments on well-known benchmark databases, namely, Kimia2 (1024/216/2) [11] , Yale (1024/165/15) [4] , Nist38 (256/200/2) [14] , and CMU-PIE (256/1365/65) [12] , and other multivariate data sets cited from UCI Machine Learning Repository 3 . Here, three numbers in brackets represent the numbers of dimensions d, samples n, and classes c, respectively. Also, Kimia2 and Nist38 are of binary images, while Yale and CMU-PIE are of gray scale images. Experimental Method: In this experiment, first, data sets are randomly split into training sets and test sets in the ratio of 75 : 25. Then, the training and testing procedures are repeated 10 times and the results obtained are averaged. To evaluate the classification accuracies of DBCs designed in the input-feature spaces and the principal eigenspaces, different classifiers, such as k-nearest neighbor classifiers and support vector machines, are employed and implemented with PRTools 4 , and will be denoted as knnc and libsvm, respectively, in subsequent sections. Experimental Results: First, the experimental results obtained in the eigenspaces for Kimia2, Yale, Nist38, and CMU-PIE were probed into. Fig. 1 shows a comparison of the error rates of knnc and libsvm designed in the dissimilarity matrices constructed with the four distance measures in the eigenspaces for the Kimia2 and CMU-PIE databases.
The observations obtained from the figures are the following ones: -The reader first should observe that the classification accuracy of DBCs can be improved by means of appropriately choosing the distance measures in eigenspaces when the dimensionality of the subspaces is appropriately chosen.
-It should also be pointed out that the error rate of d Canbe , marked with symbol, decreases at first as the dimension increases, but rapidly increases. This overtraining observed is the result of the normalization. If many eigenvectors are used, also the ones with small eigenvalues are included. Their contributions are close to the origin and as a result they get large weights: noise is emphasized.
-For the experiment of Kimia2 (and Nist38), which are relatively well represented data sets, the error rates of libsvm show the peaking effect before arriving at the lowest values (refer to Fig. 1 (c) ). On the other hand, the error rates of CMU-PIE (and Yale), which are an example of small sample size (SSS) problems, do not show the phenomenon (refer to Figs. 1 (b) and (d) ).
-For the experiment of CMU-PIE, in which the face images have been resized into 16 × 16 pixels of having only facial components, the error rates obtained with d Canbe and d M anh are completely different; the error rates of the latter measure steadily decrease, while those of the former sharply decrease till an optimal or near optimal dimension, but abruptly increase after passing that point (refer to Figs. 1 (b) and (d) ). Also, in Fig. 1(b) , the error rates of d Eucli and d SSE do not appear, which means that the two distance measures did not work well for the database. The similar characteristics could also be observed in the Yale and Nist38 databases.
Second, to investigate the difference of DBCs and EDBCs, the experiment (of estimating error rates) was repeated in the two spaces. In this experiment, the dissimilarity matrices were constructed with the four distance measures, where the dimensionality of the matrices was determined as follows: The dimensions of the feature spaces for all DBCs and the d M anh , d Eucli , and d SSE measures of EDBCs are the same as d. However, for the d Canbe measure, it was selected based on the criterion value of the intra-set distance (because of the characteristics shown in Fig. 1 ). The selected dimensions for Kimia2, Yale, Nist38, and CMU-PIE are 64, 8, 64, and 8, respectively. Table 1 shows a numerical comparison of the error rates of knnc and libsvm for the four databases. We observed the same characteristics in Table 1 as in Fig. 1 To further investigate the advantage of using the proposed scheme, and, especially, to find out which kinds of significant data set are more suitable for the scheme, we repeated the experiment with a few of UCI data sets. Table 2 shows a numerical comparison of the error rates obtained with d M anh for the UCI data sets. From the table, it should be observed that the classification accuracy of the proposed scheme can be improved when applied to high-dimensional image data. However, the scheme does not work satisfactorily with low-dimensional data sets.
Additionally, it is interesting to note that PCA was applied separately to each subset T i , (i = 1, · · · , c), of the training data, not the entire set. In order to compare two ways of using an eigenspace for each class and a single eigenspace obtained with all training data, we performed two EDBCs for UCI data sets in Table 2 . From the experiment, it was observed that the error rates of the latter are generally higher than those of the former. For example, the error rates of the latter knnc and libsvm are 0.0894 and 0.0562 for Nist and 0.2235 and 0.1804 for Sonar, respectively.
In review, it is not easy to crown one particular measuring method with superiority over the others in terms of solving the dissimilarity measuring problem. However, in terms of classification accuracies, the Manhattan distance measured in eigenspaces seems to be more useful for certain kinds of significant data sets than the Euclidean one does. This observation is very interesting. It deserves further discussion and exploration.
