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Abstract
Let {k(z)}∞k=0 be the family of orthonormal Laurent polynomials on the unit circle which spans  in the
“ordering” induced by p(n) = E[(n + 1)/2]. From the three-term recurrence relation satisﬁed by {k(z)}∞k=0 we
deduce a Christoffel–Darboux formula. Particular examples are considered and a Favard-type theorem is proved. A
connection with the ordering induced by p(n)= E[n/2] is also established.
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1. Introduction
In this paper, we shall be concerned with a positive Borel measure  supported on the unit circle
T := {z ∈ C : |z|=1} and with functions like L(z)=∑qj=p j zj where p, q ∈ Z (pq) and j ∈ C for
all j = p, . . . , q (Laurent polynomials). We set p,q = {L(z)=∑qj=p j zj : j ∈ C} and  the space of
all Laurent polynomials. We also denote by n the space of all (standard) polynomials of degree at most
n and by  the space of all polynomials (observe that 0,n =n for all n= 0, 1, 2, . . .).
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Laurent polynomials can be considered as the basic ingredient when dealing with approximation ques-
tions on the unit circle (recall that any continuous function can be uniformly approximated by Laurent
polynomials, see [15]), as Szegö quadratures, Trigonometric Moment Problem, Carathéodory–Féjer in-
terpolation problem and so on. Hence, as indicated in [13] it becomes interesting to ﬁnd sequences of
Laurent polynomials which are both orthogonal and span . Here, orthogonality should be understood
with respect to the inner product associated with the measure , i.e.,
〈f, g〉 =
∫ 
−
f (ei)g(ei) d()=
∫
T
f (z)g(z) d(z), f, g ∈ L2(T). (1.1)
Furthermore, a crucial property should be remarked: the space  is dense in L2(T) (with respect to the
L

2-norm) if and only if  does not fulﬁl the Szegö’s condition, i.e.,
∫
T
ln ′() d=−∞. However,  is
dense in L2(T) independently of this condition (see e.g., [2]). Here it should be taken into account that a
great number of interesting cases, e.g., that the Lebesgue measure, fulﬁls this condition. Thus, one sees
that Laurent polynomials are also needed to obtain a basis of L2(T) (see [11] and compare with [13]).
For this purpose and in order to generate a family of nested subspaces of Laurent polynomials similar to
{k}k0 in the standard polynomial case, we will start from two nondecreasing sequences of nonnegative
integers {p(n)}∞n=0 and {q(n)}∞n=0 such that p(n)+ q(n)= n for all n= 0, 1, 2, . . . and set
Ln = −p(n),q(n) = span{zj : −p(n)jq(n)}.
From this construction it holds thatL0= span{1}, dim(Ln)=n+ 1 andLn ⊂Ln+1.When one wishes
to guarantee that
⋃∞
n=0Ln =  we must assume that limn→∞ p(n)= limn→∞ q(n)=∞. If p(n)= 0,
then q(n)= n andLn = 0,n =n.
If {k(z)}nk=0 is a system of linearly independent functions inLn (e.g., {z−p(n), . . . , zq(n)}), by applying
the Gram–Schmidt orthogonalization process a new system of linearly independent functions {	k(z)}nk=0
can be obtained such that 	n(z) is a linear combination of the n+ 1 functions {k(z)}nk=0 and
〈	n(z),	m(z)〉 =
∫
T
	n(z)	m(z) d(z)= kn
n,m, kn > 0, 
n,m =
{
0 if n = m,
1 if n=m.
When the process is repeated for each natural n, an essentially unique system {	n(z)}∞n=0 of orthogonal
functions with respect to the measure  and the “ordering” induced by {p(n)}∞n=0 is obtained.
In the rest of the paper we will take p(n) = E[(n + 1)/2], where, as usual, E[x] denotes the integer
part of x (and hence, q(n)= n− p(n)= E[n/2]). This sequence induces the following “ordering” in 
L0 = 0,0, L1 = −1,0, L2 = −1,1, L3 = −2,1, L4 = −2,2, . . . . (1.2)
We will denote by {n(z)}∞n=0 the corresponding sequence of monic orthogonal Laurent polynomials on
the unit circle with respect to the measure  and the above ordering. This family satisﬁes
1. n ∈Ln\Ln−1, n= 1, 2, . . . .
2. 〈n,m〉 = kn
n,m, kn > 0
and the leading coefﬁcients (coefﬁcient of z−(n+1) in 2n+1(z) and zn in 2n(z)) are equal to 1. We
will also denote by {n(z)}∞n=0 the corresponding orthonormal sequence, i.e., when kn = 1 in 2. for
n= 1, 2, . . . .
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The paper is organized as follows. In Section 2 a connection between the Laurent polynomials n(z)
(n(z)) and the monic orthogonal (orthonormal) Szegö polynomials is given. From the three-term recur-
rence relation satisﬁed by the family {k(z)}∞k=0 a similar one for the family {k(z)}∞k=0 is deduced. A
connection between the family {k(z)}∞k=0 ({k(z)}∞k=0) and the family ofLaurent polynomials {˜k(z)}∞k=0
({˜k(z)}∞k=0) obtained from the nested sequence of Laurent polynomials L˜n = −q(n),p(n) is also given.
Themain results are established in the two following sections. In Section 3 a Christoffel–Darboux formula
for the family {k(z)}∞k=0 and a converse result are proved. This formula is illustrated with some particular
examples: Lebesgue measure and rational modiﬁcations of the Lebesgue measure. Finally, in Section 4
a Favard’s theorem is also obtained. The two topics studied in Sections 3 and 4 have been previously
considered in the framework of rational orthogonal functions (see Chapters 3 and 8 of monograph [2])
as well as in the framework of orthogonal polynomials on the unit circle (see e.g. [7]).
2. Preliminary results
Let {n(z)}∞n=0 be the family of (monic) Szegö polynomials (orthogonal with respect to the inner
product (1.1)), where we set n(z) = zn + · · · + 
n for all n = 0, 1, 2, . . . . The sequence {
n}∞n=0 is
called the sequence of Schur–Szegö parameters (reﬂection coefﬁcients or Verblunsky parameters) for the
measure . It is known that |
n|< 1 for all n= 1, 2, . . . . We will also denote by n(z)= nn(z) the nth
orthonormal Szegö polynomial, where
n =
1
‖n(z)‖
= 1√〈n(z), n(z)〉 > 0.
Consider also the so-called reversed polynomials ∗n(z) := znn∗(z), where in general, for a given function
f (z), the sub-star conjugation is deﬁned as f∗(z)= f (1/z). Hence, ∗n(z)= znn(1/z¯)= 
nzn + · · · + 1
and ∗n(z) := znn(1/z¯) = n
nzn + · · · + n (nth reversed monic and orthonormal Szegö polynomial,
respectively).
From the orthogonality conditions the following relation between n(z) and n(z) is deduced (see
[4,13]).
Lemma 2.1. Let {n(z)}∞n=0 be a sequence of monic Laurent polynomials so that n(z) = Nn(z)/zp(n)
withNn(z) ∈ n for n= 0, 1, 2, . . . and p(n)=E[(n+ 1)/2]. Then {n(z)}∞n=0 is the sequence of monic
orthogonal Laurent polynomials if and only if {n(z)}∞n=0 given by
2n(z)=N2n(z), 2n+1(z)=N∗2n+1(z), n= 0, 1, 2, . . . (2.1)
is the corresponding sequence of monic Szegö polynomials.
Remark2.2. Observe that this property has nothing to dowithwhat happenswhen consideringorthogonal
Laurent polynomials on the real line (see e.g. [10,4]).
Hence it follows that
‖n(z)‖ = ‖n(z)‖ = ‖∗n(z)‖. (2.2)
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From (2.1) and (2.2) a relation between n(z) and n(z) is also deduced:
2k(z)=
2k(z)
‖2k(z)‖
= 2k(z)‖2k(z)‖
1
zk
= 2k(z)
zk
, (2.3)
2k+1(z)=
2k+1(z)
‖2k+1(z)‖
= 
∗
2k+1(z)
‖∗2k+1(z)‖
1
zk+1
= 
∗
2k+1(z)
zk+1
. (2.4)
Now, we introduce the sequence of nonnegative real numbers {n}∞n=0 deﬁned by
n =+
√
1− |
n|2 ∈ (0, 1], n= 0, 1, 2, . . . . (2.5)
From [14] it holds for all n= 1, 2, 3, . . . the relation (n−1/n)2= 2n. Since n ∈ (0, 1] and n > 0 for all
n= 0, 1, 2, . . . , then
n =
n−1
n
, n= 1, 2, 3, . . . . (2.6)
It is known (see [13,4] for different proofs based upon certain continued fractions and the recurrence
relation satisﬁed by the Szegö polynomials, respectively) that the sequence of monic orthogonal Laurent
polynomials {n(z)}∞n=0 satisﬁes the three-term recurrence relation
n(z)= (An + An−1z(−1)
n
)n−1(z)+ 2n−1z(−1)
n
n−2(z), n2, (2.7)
where
0(z) ≡ 1, 1(z)= 
1 +
1
z
, An =
{

n if n is even,

n if n is odd.
(2.8)
Now, taking into account
‖n(z)‖2 = 〈n(z), n(z)〉 =
n
n−1
= 2n
n−1
n−2
, (2.9)
where n is the nth Toeplitz determinant for the trigonometric moments k =
∫
T
z−k d(z), k = 0,±1,
±2, . . . and making use of (2.2) and (2.9), from (2.7) we can easily deduce the following.
Lemma 2.3. The family of orthonormal Laurent polynomials {k(z)}∞k=0 satisﬁes the three-term recur-
rence relation
nn(z)= (An + An−1z(−1)
n
)n−1(z)+ n−1z(−1)
n
n−2(z), n2, (2.10)
where
i(z)=
i(z)
‖i(z)‖
i = 0, 1
and n and An are given by (2.5) and (2.8), respectively.
Remark 2.4. In the proofs of the two following sections relation (2.10) will be needed to be expressed
for k1 as
2k2k(z)= (
2k + 
2k−1z)2k−1(z)+ 2k−1z2k−2(z)
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and
2k+12k+1(z)=
(

2k+1 + 
2k 1
z
)
2k(z)+ 2k
1
z
2k−1(z)
or, equivalently,
2k+12k(z)=−
2k+12k+1(z)+
1
z
(2k+22k+2(z)− 
2k+22k+1(z)) (2.11)
and
2k2k−1(z)=−
2k2k(z)+ z(2k+12k+1(z)− 
2k+12k(z)). (2.12)
We conclude this section by giving a connection between {k(z)}∞k=0 and the family of orthogonal
Laurent polynomials {˜k(z)}∞k=0 with respect to the measure  and the ordering induced by the sequences
p˜(n)= E
[n
2
]
, q˜(n)= n− p˜(n)= E
[
n+ 1
2
]
, n= 0, 1, . . . . (2.13)
Indeed, by settingLn∗={f ∈  : f∗ ∈Ln}, then it can be easily checked that L˜n=−p˜(n),q˜(n)=Ln∗.
Therefore, if {˜k(z)}∞k=0 and {˜k(z)}∞k=0 denotes the corresponding sequences of monic and orthonormal
Laurent polynomials induced by the ordering (2.13), then ˜n(z) = n∗(z) and ˜n(z) = n∗(z) for n =
0, 1, 2, . . . . As a consequence, taking sub-star conjugation in both hand sides of equalities (2.7)–(2.8)
and (2.10) we deduce the following.
Corollary 2.5. The family of monic orthogonal Laurent polynomials {˜k(z)}∞k=0 satisﬁes the three-term
recurrence relation
˜n(z)= (An + An−1z(−1)
n+1
)˜n−1(z)+ 2n−1z(−1)
n+1
˜n−2(z), n2, (2.14)
where
˜0(z) ≡ 1, ˜1(z)= 
1 + z, An =
{

n if n is even,

n if n is odd. (2.15)
Corollary 2.6. The family of orthonormal Laurent polynomials {˜k(z)}∞k=0 satisﬁes the three-term re-
currence relation
n˜n(z)= (An + An−1z(−1)
n+1
)˜n−1(z)+ n−1z(−1)
n+1
˜n−2(z), n2, (2.16)
where
˜i(z)=
˜i(z)
‖˜i(z)‖
i = 0, 1, An =
{

n if n is even,

n if n is odd. (2.17)
Remark 2.7. In [13] Thron considered the families {k(z)}∞k=0 and {˜k(z)}∞k=0 separately and proved
relations (2.7)–(2.8) and (2.14)–(2.15) considering two certain continued fractions. From the above,
taking ∗-operation (since it is an involution) in both sides of the three-term recurrence relation for one
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of such families, the three-term recurrence relation for the other family is automatically deduced. On the
other hand, in [11] biorthogonal systems of trigonometric polynomials were introduced giving rise to
orthogonal systems of Laurent polynomials with respect to the ordering induced by p(n)= n/2; n even,
i.e., 0,0,−1,1,−2,2,−3,3,−4,4, . . . .
3. Christoffel–Darboux formula
In this sectionwewill give a simple expressionof the reproducingkernel function forLn,n=0, 1, 2, . . .,
similar to the Christoffel–Darboux formula for the standard polynomial case (that is, p(n) = 0 for all
n= 0, 1, 2, . . .) (see [6]). Recall that the reproducing kernel function forLn, namely
Kn(z, )=
n∑
k=0
k(z)k() (3.1)
takes its name since it satisﬁes the property
L(z)= 〈L(),Kn(, z)〉 for all L(z) ∈Ln. (3.2)
Theorem 3.1 (Christoffel–Darboux formula). If {k(z)}∞k=0 denotes the family of orthonormal Laurent
polynomials and z,  ∈ C\{0} then
Kn(z, )= n+1(−z)d(n)
× (n+1n()+ An+1n+1())n(z)+ (An+1n()− n+1n+1())n+1(z)
1− z , (3.3)
where
d(n)= (−1)
n + 1
2
, An =
{

n if n is even,

n if n is odd, (3.4)
{
n}∞n=0 being the reﬂection coefﬁcients for the measure  and {n}∞n=0 given by (2.5).
Proof. Recall thatLn= span{zj : −p(n)jq(n)} = −p(n),q(n) being p(n)=E[(n+ 1)/2], q(n)=
n− p(n)= E[n/2] and the fundamental property of the reproducing kernel:
〈R(z),Kn(z, )〉 =
∫
T
R(z)Kn(z, ) d(z)=
∫
T
R(z)
n∑
k=0
k(z)k() d(z)
=
∫
T
R(z)Kn(, z) d(z)= R(), ∀R ∈Ln. (3.5)
We distinguish two situations.
Case n= 2k: First of all, observe that
Ln = −k,k, Ln−1 = −k,k−1, Ln+1 = −(k+1),k.
If we takeM(t) ∈Ln−1, then (− t)M(t) ∈ −k,k=L2k=Ln. SettingR(t)= (− t)M(t) ∈Ln, then∫
T
R(z)Kn(, z) d(z)= R() and, when =  we obtain
∫
T
R(z)Kn(, z) d(z)= R()= 0. Hence,
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T
M(z)(− z)Kn(, z) d(z)= 0 ⇒
∫
T
M(z)(− z)Kn(z, ) d(z)= 0
⇒
∫
T
M(z)(− z)Kn(z, ) d(z)= 0
and since z ∈ T, z= 1/z, so
∫
T
M(z)
(
− 1
z
)
Kn(z, ) d(z)= 0
yielding (− 1/z)Kn(z, ) ⊥Ln−1, that is,〈
M(z),
(
− 1
z
)
Kn(z, )
〉
= 0, ∀M ∈Ln−1. (3.6)
Now, Kn(z, ) ∈ −k,k = Ln ⊂ Ln+1 and (1/z)Kn(z, ) ∈ −(k+1),k−1 ⊂ Ln+1. Then, ( −
1/z)Kn(z, ) ∈Ln+1 and one can write
(
− 1
z
)
Kn(z, )=
n+1∑
k=0
ak()k(z).
By (3.6) it holds ak() ≡ 0 for all 0kn− 1, so(
− 1
z
)
Kn(z, )= an()n(z)+ an+1()n+1(z)
⇒ z− 1
z
n∑
k=0
k(z)k()= an()n(z)+ an+1()n+1(z)
or equivalently (setting an+1()= bn()),
Kn(z, )(1− z)= (1− z)
n∑
k=0
k(z)k()=−z(an()n(z)+ bn()n+1(z)). (3.7)
Now, in this case it holds that
n−1(z)=
∗n−1(z)
zk
= 2k−1
2k−1z
2k−1 + · · · + 2k−1
zk
∈ −k,k−1,
n(z)=
n(z)
zk
= 2kz
2k + · · · + 2k
2k
zk
∈ −k,k,
n+1(z)=
∗n+1(z)
zk+1
= 2k+1
2k+1z
2k+1 + · · · + 2k+1
zk+1
∈ −(k+1),k. (3.8)
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If we compare the coefﬁcients of zk+1 and z−k in both sides of (3.7) we obtain the relations
nn()= nan()+ n+1
n+1bn()
n−1n−1()+ n
nn()=−n+1bn(),
respectively. From (2.6) these expressions imply
bn()=−n+1(nn−1()+ 
nn()), (3.9)
an()= n()−

n+1
n+1
bn(). (3.10)
Now from (2.12) and (3.9) an expression for b2k() in terms of 2k() and 2k+1() follows
b2k()= 2k+1¯(
2k+12k()− 2k+12k+1()) (3.11)
and hence from (3.10) it also holds that
a2k()= 2k+1¯(
2k+12k+1()+ 2k+12k()). (3.12)
If we combine (3.7), (3.11) and (3.12) then we deduce the Christoffel–Darboux formula for the even case
obtaining
Kn(z, )(1− z¯)= n+1(−z)[(n+1n()+ 
n+1n+1())n(z)
+ (
n+1n()− n+1n+1())n+1(z)]. (3.13)
Case n= 2k + 1: Proceeding in an analogous way to the even case, we can write
Kn(z, )(1− z)= (1− z)
n∑
k=0
k(z)k()= (an()n(z)+ bn()n+1(z)), (3.14)
where
an()= n+1
1

(n+1n()+ 
n+1n+1()) (3.15)
and
bn()= n+1
1

(
n+1n()− n+1n+1()). (3.16)
Thus, from (3.14)–(3.16) we also deduce the Christoffel–Darboux formula for the odd case obtaining
Kn(z, )(1− z¯)
= n+1[(n+1n()+ 
n+1n+1())n(z)+ (
n+1n()− n+1n+1())n+1(z)]. (3.17)
Finally, from (3.13) and (3.17) the Christoffel–Darboux formula (3.3) is deduced. 
In order to illustrate the above formula we will restrict ourselves to some examples of absolutely
continuous measures , i.e., d()= () d, ()> 0 a.e. on [−, ] (weight function) considering the
following.
R. Cruz-Barroso, P. González-Vera / Journal of Computational and Applied Mathematics 179 (2005) 157–173 165
Example 3.2 (Lebesgue measure). Consider d() = d/2. Since (see [12]) 
0 = 1 and 
k = 0 for all
k = 1, 2, . . . it results 
n+1 = 0 and n+1 = 1 for all n= 0, 1, 2, . . . and hence
Kn(z, )=
n∑
k=0
k(z)k()= (−z)d(n)
n()n(z)− n+1()n+1(z)
1− z . (3.18)
For this particular measure one can also write
n(z)= z(−1)
np(n), n0
and hence an expression for the reproducing kernel function can be obtained from (3.1) or from (3.18),
yielding
Kn(z, )= (z¯)
d(n)−p(n+1) − (z¯)d(n)+q(n+1)
1− z¯ , n0,
that is,
K2k(z, )= 1− (z¯)
2k+1
(1− z¯)(z¯)k , K2k+1(z, )=
1− (z¯)2k+2
(1− z¯)(z¯)k+1 , k0.
Example 3.3 (A rational modiﬁcation of the Lebesgue measure). Consider the measure
d()= d
2|h(ei)|2 ,
where h(z) is a polynomial of degree s without zeros on the unit circle T (if s = 0 then h(z) ≡ 1 and the
normalized Lebesgue measure is recovered). It is known (see [12] and also [8]) that the nth orthonormal
Szegö polynomial is given by n(z)= zn−sh(z) for all ns, 
s = (−1)s∏sk=1k and 
n= 0 for all n> s.
Hence n+1 = 1, An+1 = 0 for all ns and the reproducing kernel function is also given by (3.18) for
ns. From (2.3) to (2.4) it holds 2k(z)=zk−sh(z) for 2ks and 2k+1(z)=z−(k+1)h∗(z) for 2k+1s.
Now we distinguish:
• If n= 2ks
(1− z¯)K2k(z, )= (−z¯)[(z¯)k−sh(z)h()− (z¯)−(k+1)h∗(z)h∗()]
= (z¯)−kh∗(z)h∗()− (z¯)k+1−sh(z)h(). (3.19)
• If n= 2k + 1s
(1− z¯)K2k+1(z, )= (z¯)−(k+1)h∗(z)h∗()− (z¯)k+1−sh(z)h(). (3.20)
From (3.19) and (3.20) we ﬁnally obtain
Kn(z, )= (z¯)
−p(n)h∗(z)h∗()− (z¯)p(n+1)−sh(z)h()
1− z¯ . (3.21)
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When taking s = 1 and setting h(z) = (z − r)/(√1− r2) with 0<r < 1, a measure associated with
the Poisson kernel arises, namely
d()= (1− r
2)d
2(1− 2r cos + r2) , r ∈ (0, 1). (3.22)
Now, the orthonormal polynomials are given by 0(z) ≡ 1 and n(z) = (zn − rzn−1)/(
√
1− r2) for
n= 1, 2, . . . . Hence, from (2.3) to (2.4) it results
2k(z)=
zn−k − rzn−k−1√
1− r2 (k1), 2k+1(z)=
z−(k+1) − rz−k√
1− r2 (k0),
and then from (3.18) (or from (3.21)) it holdsK0(z, ) ≡ 1 and
Kn(z, )= (z¯)
p(n)L(r)− (z¯)−p(n)L∗(r)
(1− r2)(1− z¯) , n1
being L(r)=−r2 + r(z+ ¯)− (z¯) (z and  parameters).
This section is concluded with a converse result for Theorem 3.1.
Theorem 3.4. Let {k(z)}∞k=0 be a family of Laurent polynomials induced by the ordering p(n)=E[(n+
1)/2], i.e., for n= 0, 1, . . ., n ∈Ln\Ln−1 withLn = span{zj : −p(n)jq(n)}, q(n)= n− p(n),
satisfying relations (3.1) and (3.3) where, for all n = 0, 1, 2, . . ., {
n}∞n=0 is a complex sequence such
that |
n|< 1, {d(n)}∞n=0 and {An}∞n=0 two sequences given by (3.4) and {n}∞n=0 a real sequence given by
(2.5). Then the family {k(z)}∞k=0 satisﬁes the three-term recurrence relation (2.10).
Proof. From the relation n+1(z)n+1()=Kn+1(z, )−Kn(z, ) it follows
(1− z¯)n+1(z)n+1()= n+2(−z)d(n+1)[(n+2n+1()+ An+2n+2())n+1(z)
+ (An+2n+1()− n+2n+2())n+2(z)] − n+1(−z¯)d(n)
× [(n+1n()+ An+1n+1())n(z)
+ (An+1n()− n+1n+1())n+1(z)],
that is
(1− z¯)n+1(z)n+1()= n+2(−z¯)d(n+1)(An+2n+1()− n+2n+2())n+2(z)
+ [n+2(−z)d(n+1)(n+2n+1()+ An+2n+2())
− n+1(−z¯)d(n)(An+1n()− n+1n+1())]n+1(z)
− n+1(−z¯)d(n)(n+1n()+ An+1n+1())n(z). (3.23)
Assume ﬁrst that n is odd, i.e., n= 2k+ 1. If we compare the coefﬁcients monomials z−k in both sides
of Eq. (3.23) and from (3.4) it holds that
2k
2k2k()= − 2k+12k+1¯(
2k+12k()− 2k+12k+1())− 2k2k
2k
× (
2k2k−1()− 2k2k())− 2k2k−1(2k2k−1()+ 
2k2k()).
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Changing the variable  by z, dividing both sides by 2k+1 = 0 and from (2.6) it follows
2k+1
2k2k(z)= − 2k+1
2k+1z2k(z)+ 22k+1z2k+1(z)− 2k+12k|
2k|22k−1(z)
+ 22k2k+1
2k2k(z)− 32k2k+12k−1(z)− 22k2k+1
2k2k(z).
From deﬁnition (2.5) and dividing by 2k+1 = 0 it now holds that
−
2k+1z2k(z)+ 2k+1z2k+1(z)− 2k2k−1(z)− 
2k2k(z)= 0.
Finally, taking conjugates this equation implies (2.12).
The case n even is similarly treated yielding

2k+22k+1(z)− 2k+22k+2(z)+ 2k+1z2k(z)+ 
2k+1z2k+1(z)= 0.
Thus, taking again conjugates (2.11) is obtained and proof now follows by Remark 2.4. 
4. Favard’s theorem
In this section we prove a Favard-type theorem for the monic sequence of Laurent polynomials
{n(z)}∞n=0 by following rather closely the techniques introduced in the Chihara’s book [3]. For a proof
of Favard’s theorem on the unit circle, see e.g. [9] and also [5], where an alternative simpler approach is
used (see also [1]). For this purpose, we start by brieﬂy recalling the concept of orthogonality with respect
to a Hermitian linear functional. Indeed, let {n}∞n=−∞ be a complex sequence satisfying n= −n for all
n= 0, 1, 2, . . . (Hermitian) and denote by  the linear functional deﬁned on  by


 q∑
j=p
j z
j

 := q∑
j=p
j−j , j ∈ C −∞<pq <+∞.
In terms of  we deﬁne a bilinear functional 〈·, ·〉 on ×  by
〈L,M〉 := (L(z)M(1/z)), L,M ∈ . (4.1)
Now (see e.g. [9]), it will be said that the functional  is quasi-deﬁnite if and only if the principal
submatrices of the inﬁnite Toeplitz moment matrix associated with {n}∞−∞ are nonsingular and positive
deﬁnite if the determinants of these matrices are positive. Quasi-deﬁniteness is a necessary and sufﬁcient
condition for the existence of a family of orthogonal Laurent polynomials with respect to the linear
functional (4.1) in the sense that there exists a sequence {Rn(z)}∞n=0 of Laurent polynomials satisfying
Rn(z) ∈Ln\Ln−1, n= 1, 2, . . . and 〈Rn(z), Rm(z)〉= kn
n,m, kn = 0. On the other hand, if the linear
functional  is positive-deﬁnite then, the associated linear functional (4.1) is an inner product on × 
and it holds 〈Rn(z), Rm(z)〉 = kn
n,m with kn > 0. When kn = 1 for all n= 0, 1, 2, . . . {Rn(z)}∞n=0 will
be called “orthonormal”.
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Theorem 4.1 (Favard). Let {n(z)}∞n=0 be a sequence of Laurent polynomials deﬁned by the recurrence
relation
2n(z)= (
2n + 
2n−1z)2n−1(z)+ 2n−1z2n−2(z), n1, (4.2)
2n+1(z)=
(

2n+1 + 
2n
z
)
2n(z)+
2n
z
2n−1(z), n1 (4.3)
with the initial conditions
0(z) ≡ 1, 1(z)= 
1 +
1
z
, (4.4)
where {
n}∞n=0 is a given sequence of complex numbers (|
n| = 1 for all n= 1, 2, . . .) and n= 1−|
n|2.
Then, for a ﬁxed 0 ∈ R\{0} there exists a unique quasi-deﬁnite linear functional  such that (1)=0 and
{n(z)}∞n=0 is the sequence of monic orthogonal Laurent polynomials with respect to  and the ordering
induced in  by the sequences p(n)=E[(n+ 1)/2] and q(n)= n− p(n)=E[n/2]. Furthermore, if we
take 0> 0 then  is positive deﬁnite if and only if |
n|< 1 for all n= 1, 2, . . . .
Proof. We start constructing a sequence of complex numbers {n}∞n=−∞ satisfying m = −m for all
m= 0, 1, 2, . . . such that the linear functional (n) deﬁned on −p(n),q(n) for n= 1, 2, . . . by
(n)

 q(n)∑
k=−p(n)
ckz
k

 := q(n)∑
k=−p(n)
ck−k, ck ∈ C for all k =−p(n), . . . , q(n) (4.5)
satisﬁes
(n)(k(z))= 0, ∀k = 1, 2, . . . , n. (4.6)
Take 0 ∈ R\{0} ﬁxed and then proceed by induction. Since 0 = 0, (0) deﬁned by (4.5) satisﬁes (4.6)
trivially. It is also easy to check from (4.2) and (4.4) that setting 1 = −
10 and −1 = 1, (4.6) holds
for n= 1. Suppose now that for some n> 1
−p(n), . . . , 0, . . . , p(n) if n is even
or
1−p(n), . . . , 0, . . . , p(n) if n is odd
have been determined such that (n) deﬁned on −p(n),q(n) satisﬁes (4.6). So:
• If n is even then we can write
1
zp(n+1)
=
(
1
zp(n+1)
− n+1(z)
)
+ n+1(z)= n+1(z)+
n∑
k=0
a
(n)
k k(z)
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with a(n)k uniquely determined for k = 0, 1, . . . , n. Taking p(n+1) = a(n)0 0 then
(n+1)(n+1(z))= (n+1)
(
1
zp(n+1)
−
n∑
k=0
a
(n)
k k(z)
)
= p(n+1) − a(n)0 0 = 0.
• If n is odd then we can write
zp(n) = (zp(n) − n+1(z))+ n+1(z)= n+1(z)+
n∑
k=0
b
(n)
k k(z)
with b(n)k uniquely determined for k = 0, 1, . . . , n. Taking now −p(n) = b(n)0 0 then
(n+1)(n+1(z))= (n+1)
(
zp(n) −
n∑
k=0
b
(n)
k k(z)
)
= −p(n) − b(n)0 0 = 0.
In both situations, since (n+1) is an extension of (n) we also have (n+1)(k(z))=0 for k=1, 2, . . . , n.
The linear functional  deﬁned by

(
q∑
m=p
cmz
m
)
:=
q∑
m=p
cm−m, cm ∈ C, −∞<pq <+∞ (4.7)
is an extension of (n) for all n=0, 1, 2, . . . so (k(z))=0 for all k=1, 2, . . . . If we deﬁne the functional
〈·, ·〉 by
〈X(z), Y (z)〉 := 
(
X(z)Y
(
1
z
))
for all X, Y ∈  (4.8)
then it remains to check for n= 1, 2, . . . the orthogonality conditions,
〈2n(z), zm〉 = 0, −nmn− 1, (4.9)
〈2n(z), zn〉 = 0, (4.10)
〈2n+1(z), zm〉 = 0, −nmn, (4.11)〈
2n+1(z),
1
zn+1
〉
= 0. (4.12)
The condition k=−k for all k=0, 1, 2, . . . (equivalent to show a(k)0 =b(k+1)0 ) holds since k=(1/zk)=
〈1/zk, 1〉=〈1, zk〉=−k . Relations (4.9) and (4.11) are valid whenm=0 since 〈k(z), 1〉=(k(z))=0
for k=1, 2, . . . and 〈0(z), 1〉=〈1, 1〉=(1)=0 ∈ R\{0}. In order to state (4.9) and (4.11) we separate
in two cases:
Case 1:
〈2n(z), zq〉 = 0 q = 0, 1, . . . , n− 1
〈2n+1(z), zq〉 = 0 q = 0, 1, . . . , n
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Case 2:〈
2n(z),
1
zq
〉
= 0 q = 0, 1, . . . , n〈
2n+1(z),
1
zq
〉
= 0 q = 0, 1, . . . , n
We shall only prove Case 1 since Case 2 is similarly treated. Indeed, for r = 0, 1, 2, . . . we deﬁne the
statements
〈2n+1(z), zq〉 = 0, 0qr, n= r, r + 1, r + 2, . . . , (Ir)
〈2n(z), zq〉 = 0, 0qr − 1, n= r, r + 1, r + 2, . . . (Jr)
and prove by induction that both statements are valid for all r. For r = 0 (I0) is valid and (J0) is empty
so both hold. We assume that (Ir) and (Jr) are valid for some r > 0. For (Jr+1) we also have to check
〈2n(z), zq〉 = 0, 0qr, n= r + 1, r + 2, . . .
that is,
〈2n(z), zr〉 = 0, n= r + 1, r + 2, . . . .
From (4.2) we deduce
〈2n(z), zr〉 = 
2n〈2n−1(z), zr〉 + 
2n−1〈2n−1(z), zr−1〉 + 2n−1〈2n−2(z), zr−1〉 = 0
since 〈2n−1(z), zr〉 = 〈2n−1(z), zr−1〉 = 0 from (Ir) and 〈2n−2(z), zr−1〉 = 0 from (Jr). For (Ir+1)
we have to check
〈2n+1(z), zq〉 = 0, 0qr + 1, n= r + 1, r + 2, . . .
that is,
〈2n+1(z), zr+1〉 = 0, n= r + 1, r + 2, . . . .
From (4.3) we have
2n+1(z)=
1
2n+2
[z2n+3(z)− (z
2n+3 + 
2n+2)2n+2(z)]
so
〈2n+1(z), zr+1〉 =
1
2n+2
[〈2n+3(z), zr〉 − 
2n+3〈2n+2(z), zr〉 − 
2n+2〈2n+2(z), zr+1〉]
= −
2n+2
2n+2
〈2n+2(z), zr+1〉,
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since 〈2n+3(z), zr〉 = 0 from (Ir) and 〈2n+2(z), zr〉 = 0 from (Jr+1). Then, from (4.2),
〈2n+1(z), zr+1〉
= −
2n+2
2n+2
[
2n+2〈2n+1(z), zr+1〉 + 
2n+1〈2n+1(z), zr〉 + 2n+1〈2n(z), zr〉]
= −|
2n+2|
2
2n+2
〈2n+1(z), zr+1〉,
since 〈2n+1(z), zr〉 = 0 from (Ir) and 〈2n(z), zr〉 = 0 from (Jr+1). We conclude
〈2n+1(z), zr+1〉 =
−|
2n+2|2
2n+2
〈2n+1(z), zr+1〉
and since −|
2n+2|2/2n+2 =−|
2n+2|2/(1− |
2n+2|2) = 1 there must hold 〈2n+1(z), zr+1〉 = 0.
Once (4.9) and (4.11) have been proved, it remains to check the orthogonality relations (4.10) and
(4.12). Indeed, from (4.2) we deduce
〈2n(z), zn〉 = 
2n〈2n−1(z), zn〉 + 2n−1〈2n−2(z), zn−1〉, (4.13)
since 〈2n−1(z), zn−1〉 = 0. From (4.3) we also have
2n−1(z)=
1
2n
[z2n+1(z)− (z
2n+1 + 
2n)2n(z)]
so
〈2n−1(z), zn〉 =
1
2n
[〈2n+1(z), zn−1〉 − 
2n+1〈2n(z), zn−1〉 − 
2n〈2n(z), zn〉]
= − 
2n
2n
〈2n(z), zn〉,
since 〈2n+1(z), zn−1〉 = 〈2n(z), zn−1〉 = 0. Now from (4.13)
〈2n(z), zn〉 = −
|
2n|2
2n
〈2n(z), zn〉 + 2n−1〈2n−2(z), zn−1〉
which implies(
1+ |
2n|
2
2n
)
〈2n(z), zn〉 = 2n−1〈2n−2(z), zn−1〉
and so
〈2n(z), zn〉 = 2n2n−1〈2n−2(z), zn−1〉.
Continuing in this manner, we obtain
〈2n(z), zn〉 =
( 2n∏
k=1
k
)
0 =
2n∏
k=1
(1− |
k|2)0 = 0
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and (4.10) follows. We can proceed in a similar way to prove
〈
2n+1(z),
1
zn+1
〉
=
(2n+1∏
k=1
k
)
0 =
2n+1∏
k=1
(1− |
k|2)0 = 0.
In short, we can write
〈n(z),n(z)〉 =
n∏
k=1
(1− |
k|2)0 = 0, n= 0, 1, 2, . . . (4.14)
and since {k(z)}∞k=0 is a basis of , we see that  is quasi-deﬁnite.
For the proof of the uniqueness, let us assume that there exists another linear functional ˜ such that
{n(z)}∞n=0 given by (4.2) and (4.3) represents the sequence of monic orthogonal Laurent polynomials
for this functional and that ˜(1) = 0. We must show that  = ˜, i.e., (R) = ˜(R) for all R ∈ . Now,
{n(z)}∞n=0 is a basis of , and because of the orthogonality, for k1
(k(z))= 〈k(z), 1〉 = 0= 〈k(z), 1〉˜ = ˜(k(z)).
On the other hand, (1)= 0 = ˜(1) and the uniqueness follows. Finally, positive deﬁniteness follows in
a straightforward way from (4.14). 
Remark 4.2. From Lemma 2.1 together with (2.2) and (2.9) one clearly sees that the functional  is
positive-deﬁnite if and only if n > 0 for all n= 0, 1, 2, . . . .
Now then from the combination of Theorems 3.4 and 4.1 we get.
Corollary 4.3. Let {k(z)}∞k=0 denote a family of Laurent polynomials induced by the ordering p(n)=
E[(n+ 1)/2], satisfying the relations (3.1) and (3.3) where, for all n= 0, 1, 2, . . ., {
n}∞n=0 is a complex
sequence such that |
n|< 1,n=1, 2, . . ., {d(n)}∞n=0 and {An}∞n=0 two sequences given by (3.4) and {n}∞n=0
a real sequence given by (2.5). Then there exists a unique positive measure  such that {n(z)}∞n=0 is the
corresponding sequence of orthonormal Laurent polynomials with respect to .
Remark 4.4. Finally it should be observed that if we proceed as in Theorem 4.1, from the recurrence rela-
tions (2.14)–(2.15)we can also deduce a Favard’s theorem for the family ofmonic orthogonal polynomials
{˜n(z)}∞n=0 and a new quasi-deﬁnite linear functional ˜ appears. By assuming that (1)= ˜(1)= 0 = 0
and since it holds,
˜(n(z))= ˜(˜n∗(z))= ˜(1˜n(1/z¯))= 〈1, ˜n(z)〉˜ = 0= (n(z)), n= 1, 2, 3, . . . ,
it follows ˜= . Recall that both {n(z)}∞n=0 and {˜n(z)}∞n=0 are basis for .
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