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Within the research community involved in the studies of transfers in fractured media, special 38 emphasis is regularly put on experimentation and simulation of flow and transport in fractured 39 media for various reasons, e.g., prediction of oil production (Bourbiaux, 2010) , improvement of 40 storage capacity for gas ( Adler et al., 2005) . A large diversity of models exists, with differences on both the fracture 49 medium conceptualization and the way to represent physically and numerically the flow and 50 transport mechanisms. These differences make comparisons of the approaches a complex task 51 (Selroos et al., 2001 ). For spatially distributed models relying on Eulerian approaches to flow 52 and transport, the meshed representation of the fracture medium is the first difficulty to 53 overcome. The fracture network geometry can be explicitly accounted for or replaced by 54 equivalent properties mapped onto a regular or irregular (geological) grid mesh. It is then referred 55 to the so-called discrete and continuous approaches, respectively. 56
For discrete approaches, fractures are often modelled by means of planar objects (e.g., Cacas We note that the three points evoked above also apply to pieces of planar objects approximating 196 the shape of a warped fracture. The key point of suppressing some cells is illustrated in Figure 2 . distinct subsets. The first set, noted S set for "simple set", is that enclosing cells whose 214 neighbouring cells are all in the same plane. The second set, noted C (C stands for complex), 215 regroups two lines of N cells (denoted A and B in Figure 3 ). The property of a C set is to connect 216 two groups of S sets (i.e., C is the vertical part of a stair connecting two horizontal steps). be obtained by permutations between directions x, y, and z so that to deal with sub-vertical 279 fractures and flowing boundary conditions on the top and bottom facets (see Table 1 at the end of 280 Section 3). At this stage of the paper, we focus the analysis on fractures honouring the condition 281 °≥ > ≥°0 45 θ β and decomposed into S or C subsets of cells (see Section 2). The equivalent12 permeability tensor is computed analytically thanks to MHFE properties (Section 3.2) for S and C 283 groups of cells (Section 3.3). 284
3-2 Flow governing equation and MHFE scheme 285
The purpose of the present section is to provide the reader with some basic knowledge about the 286 MHFE scheme. In particular, through the introduction of additional unknowns termed head 287 traces, the water mass conservation principle can be formally established at the scale of a single 288 cell or of a group of cells. This property is fundamental for the FCVA presented here and leads to 289 the equivalent properties derived in the next Section. As previously introduced, our approach is 290 based on diagonal hydraulic conductivity tensors. The steady-state flow equations (1) and (2) are 291 rewritten in the form: 292 
315 Equation (7) can be easily written as 316 
Notably, S z K is not defined and can be set up at any value, for instance that of S y K 343
3-3-2 The C set of cells 344
The case of cells from the C set is trickier (Figures 3b and 5b) . We denote by A and B the top and 
With the assumption and Q z refer to the fluxes in the whole block along the x, y and z directions, respectively. Labels 512 "Ana" and "Num" refer to analytical solutions and numerical ones. The fluxes Q x , Q y and Q z are 513 calculated for three main head gradients along the x, y and z directions. 514
In a first stage, we study the fluxes in each of the four fracture families of the fracture network 515 independently ( Figure 7) . This is done in order to compare FCVA numerical flux values with 516 analytical ones. The error should be stronger than for the single fracture test case because there is 517 a side effect for the fractures which cross the fractured block from a vertical facet to a vertical 518 adjacent one. Indeed, for these fractures, the no-flow boundary condition is not respected for the 519 however, for coarse discretizations with rough representations of fracture intersections, the 572 general trend is that of errors on equivalent conductivity tensors increasing quickly with the 573 discretization size. The first criterion for providing accurate results is to respect the connectivity 574 of the fracture network; as a rule of thumb, the smallest matrix block between fractures should be 575
represented by a few cells. However, by considering the order of magnitude of errors with 576 reference to computation efforts, simulations based on coarse discretizations may be very 577 attractive for preliminary results. These computations efforts are summed up in Table 3 (0.2%, 11%, 4%), (11%, 15%, 1%), (26%, 33%, 16%) and (62%, 69%, 148%) for models I1, I2, 619
I3a and I3b, respectively. Models I1 and I2 (with hydraulic conductivity tensors assigned to 620 intersections of the same order of magnitude as that of fractures) lead to comparable results in 621 terms of fluxes. This is not the case for models I3a and I3b, in which the order of magnitude of 622 hydraulic conductivity tensors of fracture intersections significantly differs from the fracture 623 hydraulic conductivity. Notably, it could be expected from the I3a case, corresponding to very 624 low permeability at intersections, that it renders the largest differences between analytical and 625 numerical fluxes. Actually, this is not the case here because of the type of boundary conditions 626
