This brief article treats question of fundamentality of the translates of a polyharmonic spline kernel (also known as a surface spline) in the space of continuous functions on a compact set Ω ⊂ R d when the translates are restricted to Ω. Fundamentality is not hard to demonstrate when Ω = R d or when Ω is compact but a low degree polynomial may be added; the challenge of this problem stems from the presence of the boundary, for which all successful approximation schemes require an added polynomial.
Introduction
Interpolation using the thin-plate spline radial basic function φ(r) = r 2 log r requires the addition of a linear polynomial. This requirement is necessary to guarantee the solvability of the interpolation problem (see e.g. Light [7] ).
It can also be shown, that for any compact set Ω ⊂ R d (this will always denote a compact set in this paper) functions of the form y∈Y α y φ(|x − y|) + p 1 (x), where Y ⊂ Ω is a finite, are dense in C(Ω). Here p 1 is a polynomial of degree 1. The uniform norm on Ω is denoted by ∞,Ω . If the domain is the whole of Euclidean space we shall drop the Ω.
Definition 1.
A set A is fundamental in normed vector space X if, for every x ∈ X, given ǫ > 0, there exists a finite subset Y ⊂ A and coefficients a y , y ∈ Y , such that x − y∈Y a y y < ǫ.
In Cheney and Light [4] there is the excellent Chapter 18 which discusses the fundamentality of translates of positive definite and conditionally positive definite functions of order 1. The arguments presented therein follow that of Brown [3] , which are measure-theoretic and non-constructive. There is a measure theoretic proof for density of the thin-plate spline φ(r) = r 2 log r in R 2 , shown to us by Johnson [6] , but this approach does not generalise to other space dimensions. We do not follow that route here, but develop constructive proofs of fundamentality.
In this paper we will show that translates of the polyharmonic splines
are fundamental in the continuous functions on the closed unit ball B d = {x ∈ R d : |x| ≤ 1}. We shall denote these functions by C(B d ). As a step on the way we shall prove that for any compact set Ω ⊂ R d , such functions are fundamental in the set C 0 (Ω), of continuous functions which are zero on the boundary ∂Ω.
2 Density in C 0 (Ω), C(∂Ω) and C(Ω)
In this section we discuss approximation by integer shifts of a function satisfying a simplified type of Strang-Fix condition. We use this scheme to approximate functions vanishing on the boundary of a compact set Ω. We then discuss that the polyharmonic B-splines -particularly that they satisfy such a condition. Finally, we demonstrate that the polyharmonic splines are fundamental in C(Ω) if ∂Ω is such that their restriction is fundamental in C(∂Ω).
Approximation in Euclidean space
A standard way of constructing an approximation to a function is via convolution with an approximation to the identity. Given f ∈ C(R d ) and g ∈ L 1 (R d ), the convolution is
If we further insist that R d g = 1, then we can construct the approximate identity
If we discretise the convolution f * g h on the h-scaled multi-integer grid (this is sometimes referred to as the semi-discrete convolution) we arrive at the quasi-interpolant
We apply s h to functions that are uniformly continuous on R d , i.e. functions for which the modulus of continuity ω(f, δ, Ω) :
To prove this convergence we insist that g satisfies the following three conditions. Assumption 2. We assume the function g ∈ C(R d ) satisfies the following:
(I) The translates of g form a partition of unity: i.e., for any
(II) There exists an M such that for every
The rates of convergence of the quasi-interpolant operator s h and other shift-invariant approximation schemes have been studied extensively under the umbrella of shift invariant approximation. The approximation power of such schemes are related to Strang -Fix conditions (conditions on behavior of the Fourier transform of g at 2πZ). We note that Assumption 2 guarantees that g satisfies a Strang -Fix condition of order zero (i.e., g vanishes at the 2πZ \ {0} with a simple zero) since the semi-discrete convolution reproduces constants. See [5] for a discussion of approximation rates for this operator. We do not require the full force of this theory and develop what is necessary for our purposes in the following proposition. Proof: Since the translates of g form a partition of unity (item (I) of Assumption 2),
where B δ (x) = {y ∈ R d : |x − y| ≤ δ} is the ball of radius δ centred at x. Let us choose δ such that ω(f, δ) < ǫ/(2M ), and following this choice of δ, choose h < ǫδ/(4M ′ f ∞ ). Then, using Assumption 2 (II) and (III),
Approximating functions vanishing on the boundary of a compact set
The difficulties one faces when proving density results via discretisation of convolutions happen due to the boundaries of the region. Because of this it is much easier to prove results where the function is zero on the boundary of the domain of interest. This shall be the case for this section. Since our target function is continuous on the compact domain Ω, it is uniformly continuous. If we letf to be defined on the whole of R d by setting its value to zero on the complement of Ω, it is easy to show thatf is also uniformly continuous on R d . We define our approximation
Our first result, which we will use later, says that if f is small on Ω then s Ω h (f, ·) is small everywhere.
as a corollary of Proposition 3, we get our first approximation result for a compact domain:
Corollary 5. Let f ∈ C 0 (Ω) and g satisfy Assumption 2. Then, given ǫ > 0 there exists an
Polyharmonic B-splines
We employ the fact that, in the distributional sense, the iterated Laplacian ∆ k φ d,k = C d,k δ for some real number C d,k . Let {e j : j = 1, · · · , d} be an orthonormal basis for R d . We can now form the discrete Laplacian of a continuous function f
Then, as suggested by Rabut [10] , we can form the polyharmonic B-splines 1
When h = 1, we drop the third subscript:
Proposition 6 (From [10] ). The function B d,k = B d,k,1 satisfies Assumption 2. Additionally, the functions satisfy the dilation condition: for any h > 0,
Proof: Assumption 2 follows from [10] . Specifically, I follows from [10, Theorem 4] while (II) and (III) are a consequence of the decay
is homogeneous, and the dilation condition follows by a similar (in this case simpler) argument. Although we are primarily interested in proving density properties of B d,k , there exists an extensive literature on convergence rates for the operator s h and related schemes. We note in particular that the function B d,k satisfies a Strang-Fix condition of order 2m, which can be observed directly from the Fourier transform of B d,k in [10, Theorem 2] . We refer the reader to [5, Theorem 3.6] for a discussion of the approximation orders of this kind of approximation scheme.
Approximating on compact sets
We now give our main result.
Theorem 7.
Let Ω be a compact set. Assume that the restriction (x, α) → φ d,k (|x − α|) is fundamental in C(∂Ω). Let f ∈ C(Ω). Given ǫ > 0 there is a finite subset Y ⊂ Ω and a set of coefficients {α y : y ∈ Y } such that
Proof: In the proof of this theorem we will assume that the kernel g of Assumption 2 is B d,k . By assumption, we can select a finite subset W ⊂ ∂Ω and coefficients {α y : y ∈ W } such that
for all x ∈ ∂Ω. Here M is the specific constant used in Assumption 2 item (II).
For γ > 0 let us define the following neighborhoods:
• a γ neighborhood of Ω:
• an annular neighborhood of the boundary:
• a one-sided neighborhood
Then, since r is continuous and small on ∂Ω, there is a δ > 0 such that
for all x ∈ A δ . By multiplying by a continuous cut-off function σ
there is a continuous functionr = σ × r such thatr = r on Ω,r(x) = 0 when x ∈ Ω δ , and r ∞,S δ ≤ r ∞,A δ ≤ ǫ/(2M ). Thus, using Lemma 4 we have, for any h > 0,
Since B d,k satisfies Assumption 2 there exists an H > 0 such that, for h < H r − s
We approximate f (x) with s(x) := y∈W α y φ d,k |x−y| +s
for h < H, using (1) and (2) .
Finally, by Proposition 6, the terms making up the approximant s Ω\S δ h (r) can be expressed in terms of the hZ d shifts of φ. Indeed, we have
with c ζ = 0 when d j=1 |ζ j | > k. This means that so long as h < δ/k the centers used to construct s lie in Ω. To whit, consider the hz term in s Ω\S δ h (namely the term B d,k (h −1 x − z) centered at hz). It uses centers inside the closed ball B(hz, kh). If there is y ∈ B(hz, kh) so that y / ∈ Ω, then there is a point on the boundary between y and hz (and, hence, hz is nearer to the boundary than δ).
Density in C(B d )
In this section, we apply the scheme developed in Section 2 to prove fundamentality in Ω = B d . We will first show that we can approximate arbitrary continuous functions on the sphere using linear combinations of polyharmonic splines centred on the sphere. This fact, in conjunction with Theorem 7 will deliver our density result.
Approximation on the unit sphere
We begin by introducing the Fourier-Gegenbauer expansion of a function ψ : [−1, 1] → R. The Gegenbauer polynomials P λ k , λ > −1/2, k = 0, 1, . . ., are orthonormal polynomials (we will assume this normalisation in what follows) on the interval (−1, 1) with respect to the weight w λ (t) = (1 − t 2 ) λ−1/2 . In other words,
The Fourier-Gegenbauer coefficients of the function f :
The first step of our proof is to approximate f ∈ C(B d ) on the boundary S d−1 using polyharmonic splines. If x, y ∈ S d−1 then |x| = |y| = 1 and we can rewrite φ d,k (|x − y|) = ψ d,k (x · y), where
A crucial result for us is found in Sun and Cheney [11, Theorem 2] . An immediate consequence of the above lemma, using Proposition-8, we get the first new result presented in this paper:
This, in conjunction with Theorem 7 proves the following. 
Approximation on balls of arbitrary radius
We now consider density of φ d,k in B d (ρ), the ball of radius ρ > 0. In this case, the proof of Theorem 7 applies, if the analog to Theorem 10 is established for the sphere of radius ρ > 0:
Equivalently, this problem can be considered by simply rescaling 
In odd dimensions, φ d,k = φ d,k is scale invariant, while in even dimensions it is necessary to add a polynomial term (in this case, φ d,k depends on ρ as well as d and k). Thus, the odd dimensional case follows directly from Theorem 11 and we consider d ∈ 2N. The operator ∆ k annihilates polynomials of degree 2k − 1, so the only hinderance to obtaining density in
and it is only necessary to consider this when d is even).
The restriction of φ d,k to the unit sphere is from which we obtain ρ = e 1/6 and ρ = e −1/12 .
Conclusion
The results of this paper are a first attempt at treating a challenging problem in RBF theory:
Identify radial functions φ so that
This can be viewed as a modification of the density problem considered by Pinkus [9] to characterize the radial functions whose translates (from R d ) form a fundamental set in C(K)
for a compact K. It has been shown that for any radial φ ∈ L 1 (R d ) ∩ C(R d ), the set of translates {φ(· − ξ) | ξ ∈ R d )} is dense in C(K) for any compact K. This is not exhaustive: the class of functions for which this holds is significantly larger. The solution of problem (4) may be a much smaller class of functions, simply because it modifies the original problem in a nontrivial way. Making a challenging mathematical problem more difficult does not generally make it more elegant or interesting. We do so in spite of this observation because the resulting problem has value also in understanding of the role of the boundary in RBF approximation. It is well known that the presence of a boundary -where centers are kept to one side -is detrimental in a number of ways (it curtails approximation rates, forces instability by way of increased Lebesgue constants, causes blow up of error near the boundary, etc.). We pose this question because we wish to know when (or if) a polynomial term is needed to construct a good approximation and, secondly, in the hope that it will generate approximation schemes that adequately treat the boundary effects.
As a final remark, we consider the approach to solving (4) suggested in this paper in more general light. Of the two components of the approximant -the part that approximates in C 0 (Ω) and the part that approximates in C(∂Ω) -we have little to say about the former, since few radial basis functions are known to have a dilation invariant, rapidly decaying localization (this is a unique perk of working with polyharmonic splines). The latter component can be generalized quite easily, however.
For a radial function φ ∈ C(R d ), the restriction of (x, y) → φ(x − y) to S 
