Abstract Probabilistic models for biological sequences (DNA and proteins) have many useful applications in bioinformatics. Normally, the values of parameters of these models have to be estimated from empirical data. However, even for the most common estimates, the maximum likelihood (ML) estimates, properties have not been completely explored. Here we assess the uniform accuracy of the ML estimates for models of several types: the independence model, the Markov chain and the hidden Markov model (HMM). Particularly, we derive rates of decay of the maximum estimation error by employing the measure concentration as well as the Gaussian approximation, and compare these rates.
biological sequence is a priori unknown, a standard model selection test is typically carried out together with the parameter estimation. Stochastic models for biological sequences have been studied in many publications, particularly in Gatlin (1972) , Almagor (1983) , Borodovsky et al. (1986a, b) , Churchill (1989) , Tavaré and Song (1989) , Karlin and Macken (1991) , Karlin et al. (1992) , Durbin et al. (1998) .
The simplest model, called an independence model in bioinformatics literature, assumes that the components of random vector X are i.i.d. random variables. If p α designates the probability of the occurrence of symbol α, α ∈ A, at any sequence position, then the maximum likelihood (ML) estimate of the parameter p α is given by the ratiop α = N(α) /N, where N(α) is the number of symbols α observed in the random vector X.
A more general model is a homogeneous ergodic Markov chain of m-order with transition probabilities p α1,...,αm,αm+1 = P(x i = α m+1 |x i−1 = α m , ..., x i−m = α 1 ), α k ∈ A, i = m + 1, ..., N, and stationary distribution π . The ML estimate of the transition probability p α,β , α, β ∈ A, of the first-order Markov chain is given by the ratiô Our goal is to determine, as the length N of the sequence increases, the rate of convergence to zero (in probability) of the maximum error in estimation, Δ, where Δ = max i=1,...,k |p i − p i | for the independence model, and Δ = max i=1,...,k |π i − π i | or Δ = max i, j=1,...,k |p ij − p ij | for the Markov chain. Furthermore, we apply these results to assess the rate of convergence of the parameter estimation errors for a hidden Markov model (HMM). We explore the asymptotic behavior ofP = P(Δ ≤ ε) as N grows by employing both the normal approximation of the ML estimates and the method based on the measure concentration. This theoretical study has been motivated by bioinformatic applications. Many bioinformatics algorithms (e.g. Lawrence et al. 1993; Borodovsky and McIninch 1993; Burge and Karlin 1997) require computations of the probabilities of sequence fragments or the logarithm of these probabilities under a given type of probabilistic model, and these computations use the ML estimates of unknown model parameters. Knowledge of the bounds on the maximum error in estimation Δ allows us to assess error in the computations for such algorithms.
The bounds on the estimation error can be expressed in terms of the uniform confidence intervals for the model parameters. If the model in question is a Markov chain or an HMM, then the confidence intervals can be combined with the perturbation bounds derived in Mitrophanov (2005) and in Mitrophanov et al. (2005) for further investigation of the model properties.
In the earlier paper by Ekisheva and Borodovsky (2006) , the authors derived lower bounds onP for the same set of probabilistic models by employing the property of the asymptotic normality of the vector of the ML estimates. In the present work, the measure concentration approach allows us to show that the convergence of the probabilityP to one takes place with the faster rate than was proved in Ekisheva and Borodovsky (2006) .
Independence Model
Throughout this section we assume that the empirical sequence x = (x 1 , ..., x N ) is a realization of the random vector X = (X 1 , ..., X N ) with i.i.d. components
The ML estimatep i of the parameter p i , i = 1, ..., k, possesses the following well-known properties (Cox and Hinkley 1974) : it is unbiased, strongly consistent, and asymptotically normally distributed (i.e.
converges to zero almost surely as the sample size N increases to infinity, and the same holds true for the maximum error in estimation over all parameters,
Therefore, the convergence Δ → P 0 also takes place. The exponential lower bound on the rate of the convergence is given by the following theorem.
Theorem 2.1 The inequality
holds true for any positive ε.
Proof To get an explicit result on the uniform closeness ofp i to p i , i = 1, ..., k, we start with the absolute error of a single ML estimate, δ i = |p i − p i |. For a given i we consider random variables ν 1 (α i ), ..., ν N (α i ), where ν l (α i ) stands for the indicator of occurrence of symbol α i at site l of the sequence X. The random variable S N = p i N = N l=1 ν l (α i ) has the binomial distribution with parameters N and p i , and, therefore, we can apply to S N the concentration result by Chernoff (1952) : for any ε > 0,
Now, for the maximum estimation error Δ the inequality (2.2) implies that
This completes the proof.
The inequality (2.1) also yields confidence intervals
Alternatively, the error in estimation δ i can be studied by applying the property of asymptotic normality of the ML estimate. Let p i be positive, then for S N = N l=1 ν l (α i ), the Central Limit Theorem implies that, for any x ∈ R,
2)dt is the cumulative distribution function of the standard normal distribution. Let Δ N (x) be the absolute error of the normal approximation (2.4), i.e.
. Next, we use the result for non-uniform bounds Δ N (y) obtained by Nagaev (1965) and the inequality
for y > 0, to derive that
with a positive absolute constant C. From inequalities (2.7) and
.., k, it follows, similarly to Eq. 2.3, that, for any ε > 0,
(2.8)
There are other non-uniform estimates of the accuracy of the normal approximation applicable to this case, e.g. in Feller (1945) and in Osipov (1967) (the former paper deals specifically with the binomial distribution). However, for y = O( √ N) the substitution of any of these bounds Δ N (y) to Eq. 2.5 does not improve the polynomial lower bound on the rate of convergence obtained in Eq. 2.8.
Finally, from the asymptotic normality of the random vector Y with components (Cox and Hinkley 1974) and the inequality of Li and Shao (2002) , the following result was proved in Ekisheva and Borodovsky (2006) :
where [z] denotes the biggest integer that does not exceed z. This inequality, however, does not take into account the error of the multidimensional normal approximation; moreover, even without the error, B 1 > B 3 . Comparison of the lower bounds B 1 and B 2 shows that while B 1 tends to one faster than B 2 as N grows to infinity, for small N (i.e. for some real biological sequences) B 2 might be greater than B 1 . However, since the exact value of the constant C is unknown, for any sequence length N the inequality (2.1) is more useful for practical purposes of empirical sequence analysis (as B 1 has an explicit form) and it is more interesting as a theoretical result providing an exponential bound on the convergence rate rather than a polynomial one in Eq. 2.8. An example of important application of Theorem 2.1 is an evaluation of the error in estimation of the probability of local appearance of specific DNA and protein sequences fragments in the functionally inhomogeneous polymers. (The logarithms of the ratios of sequence fragment probabilities computed with two alternative models make log-odds scores, the important quantities used in many algorithms of biological sequence analysis; further discussions of the log-odds scores applications are available in Section 2.2 of Durbin et al. 1998 , and in Sections 4.2 and 5.2.1 of Borodovsky and Ekisheva 2006) . The bounds of the error can be estimated from inequality (2.1) for the maximum estimation error Δ.
Let us assume that k positive unknown parameters of the independence model are estimated from the database of size N. Then an error in estimation of the logprobability S of the sequence fragment
If l i is the number of symbols of type i in the fragment x, i = 1, ..., k, then Eq. 2.10 continues as
Theorem 2.1, equality (2.11) and standard calculations lead to the following result: for any positive ε such that ε < 3L 4
, we have
(2.12)
Here p * = min i p i . Note that the right-hand side of the inequality (2.12) converges to 1 as N grows only if the length of the fragment L = o( √ N). In this case Eq. 2.12 provides uniform weak convergence rate over all segments of the length L.
Markov Chain Model

ML Estimates of Stationary Probabilities
We consider the first-order homogeneous ergodic Markov chain X = (X 1 , ..., X N ) with transition probabilities p ij , i, j = 1, ..., k. (A Markov chain is said to be ergodic if it is irreducible and aperiodic). Then there exists a unique stationary distribution
.., k, and the ML estimates of the stationary probabilities are given by ratiosπ i =
From the theory of Markov processes it is known that estimatesπ i are consistent, and the random vector with components
is asymptotically a centered Gaussian vector (Lemma 3.2 and Theorem 3.3, Billingsley 1961) . It is easy to show thatπ i are unbiased if the initial distribution coincides with the stationary one. The consistency ofπ i implies that the error in estimation δ i = |π i − π i |, i = 1, ..., k, converges to zero in probability and the same holds true for the maximum error in estimation over all parameters,
To study the behavior ofP = P(Δ ≤ ε), ε > 0, we will use the concentration methods and some known results for some special types of Markov chains.
Definition 3.1 A homogeneous Markov chain Y is called uniformly ergodic if
as n → ∞. The supremum is taken over all states α of the Markov chain, ν designates the total variation of the measure ν, and π stands for the stationary distribution of Y.
Obviously, a homogeneous ergodic Markov chain with a finite state space is uniformly ergodic. In addition, for a uniformly ergodic Markov chain the convergence in Eq. 3.1 takes place at a uniform geometric rate (Theorem 16.0.2 in Meyn and Tweedie 1993) . Therefore, for the homogeneous ergodic Markov chain X there exist ρ, 0 ≤ ρ < 1, and R, 0 ≤ R < +∞, such that
where p (n) ij is the probability of transition in n steps from state i to state j.
Theorem 3.1 For a homogeneous ergodic Markov chain X and a positive ε, the following inequality holds
Here a * can be chosen to be equal to either π
Proof We will use a concentration-type technique, the method of bounded martingale differences (McDiarmid, 1998) . We start with an absolute error of a single ML estimate,
where ν l (α i ) denotes the indicator of occurrence of symbol α i at site l of the sequence X. Next, we define Doob's martingale sequence f 1 , ..., f N as follows. Let (Ω, F, P) be a probability space where X 1 , ..., X N are defined and let
N is Doob's martingale sequence. We have to show that the martingale differences 
.., k, we obtain from Eq. 3.2 that
for m = 1, ..., N. Next, we apply inequality in Remark 1 by Azuma (1967) to the martingale differences and, due to
where
. At last step, application of Eq. 3.5 for i = 1, ..., k gives inequality (3.3).
Remark 3.1 Theorems 3.1 remains true for a finite state Markov chain with one aperiodic ergodic class (thus, the unique stationary distribution will contain zero components corresponding to non-essential states) since such a chain is uniformly ergodic.
There exists an extensive literature on bounding geometric and subgeometric rate of convergence for Markov chains and Markov processes (see, e.g. Tuominen and Tweedie 1994; Roberts and Tweedie 1999; Fort and Roberts 2005 
Here the supremum is taken over all pairs of states α, β of the Markov chain Y. For the Markov chain X the condition (3.6) becomes
A proof of the following theorem uses the measure concentration result for Markov chains proved by Samson (2000) ; a similar statement was proved in Glynn and Ormoneit (2002).
Theorem 3.2 If a homogeneous ergodic
Markov chain X is also contracting with a contracting constant λ defined by Eq. 3.7, then for any ε > 0 we have
Proof First, we fix i, i = 1, ..., k, and define a Markov chainX as follows: 
P(|h(X) − Eh(X)|
Then, for any positive ε, the inequality
holds true. Finally, Eq. 3.10 implies the statement of the theorem. Now, let X be a homogeneous ergodic Markov chain with a uniform geometric rate of convergence with parameters R and ρ defined by Eq. 3.2. Let m be a minimum positive integer such that Since Y has the same stationary distribution π = (π 1 , ..., π k ) as the Markov chain X, and satisfies all conditions of Theorem 3.2, the following assertion holds true.
Theorem 3.3 For a homogeneous ergodic Markov chain X with R, ρ and m defined by Eqs.
3.2 and 3.11, and ε > 0,
Theorems 3.1, 3.2 and 3.3 provide exponential lower bounds D 1 , D 2 and D 3 on the rate of decay of the maximum error of the ML estimation of stationary probabilities π i , i = 1, ..., k, of a Markov chain X under different sets of conditions (in Theorem 3.3 the ML estimation is defined for m-skeleton of X). The inequalities (3.3), (3.8) and (3.12) also yield the k-dimensional confidence region for the stationary distribution (π 1 , ..., π k ) at the confidence level at least D 1 , D 2 , and D 3 , respectively.
Since for a homogeneous ergodic Markov chain X both inequalities (3.3) and (3.12) are valid, it is natural to find out which one provides the fastest rate of convergence. Obviously, an answer will depend on the values of constants m, R and
. If, additionally, X is contracting with a contraction constant λ, then inequalities (3.3) and (3.8) hold true. Theorem 3.1 provides faster uniform rate of convergence
; otherwise, D 2 > D 1 , and Theorem 3.2 guarantees the faster uniform rate of convergence of ML estimates to the stationary probabilities.
Remark 3.2 Both ergodicity and the contraction property do not seem to be an excessively restrictive condition on a Markov chain X being the probabilistic model of an empirical biological sequence, such as DNA sequence. A DNA sequence x = (x 1 , ..., x N ) normally possesses the property that N(αβ) > 0 for all α, β ∈ A. For the Markov chain X (with realization x) this property implies that all transition probabilities p ij are positive. Therefore, X is ergodic as well as contracting.
Remark 3.3 Note that we do not obtain any lower bound for P(|π i − π i | ≥ ε) from the asymptotic normality of π i , i = 1, ..., k (such as inequality (2.7) for the independence model) since, to best of our knowledge, the existing results on the accuracy of the one-or multi-dimensional normal approximation for the Markov chains (e.g. Dembo and Zeitouni 1998; Saulis and Statulevičius 1991, 2000 , and references thereof) do not cover our case. For example, the result on large deviations, Theorem 4 in Gudynas (2000) , allows to estimate the error of the normal approximation for
. We, however, are inter-
, that are not covered by this theorem.
ML Estimates of Transition Probabilities
The ML estimatesp ij =
N(αiα j) N(αi•)
, i, j = 1, ..., k, of the transition probabilities possess many useful properties. Billingsley (1961) proved that these estimates are consistent and that the k 2 -dimensional random vector η = (η 11 , ..., η 1k , ..., η k1 , .., η kk ) with components
is an asymptotically centered normal vector with covariance matrix
The consistency ofp ij implies that the error in estimation δ ij = |p ij − p ij |, i, j = 1, ..., k, converges to zero in probability and the same statement holds true for the maximum error in estimation over all transition probabilities, Δ = max i, j=1,...,k |p ij − p ij |. Below we obtain lower bounds on the rate of decay (in probability) of the maximum error Δ. Proof To study the asymptotic behavior of Δ, we start with the estimation error δ ij of the individual transition probability p ij and once again turn to the method of bounded martingale differences from McDiarmid (1998) . Let us select a pair of indices i, j = 1, ..., k, and consider the family of increasing σ -fields F m , m = 0, ..., N, the same as in proof of Theorem 3.1. Next, we define Doob's martingale sequence g m = E(g|F m ), m = 0, ..., N, associated with the random variable
Theorem 3.4 For a homogeneous ergodic Markov chain X and positive ε the following inequality holds true
where ν l (α i α j ) stands for the indicator of occurrence of the two-letter word α i α j starting at site l of the sequence X. Then the martingale differences
To make use of these martingale differences, we will need the one-sided version of Eq. 3.5: for δ > 0,
Next, after using the equalities g = g N , Eg = g 0 = π i p ij (N − 1) − π i p ij (N − 1) = 0, and Eq. 3.14, we apply Theorem 3.12 McDiarmid (1998) to the martingale differences and derive
(3.15)
If we choose
then the inequality
holds for any positive ε. Inequality (3.16) verifies the consistency of the ML estimatê p ij of the transition probability p ij , i, j = 1, ..., k and shows that the lower bound on the convergence rate of the estimation error δ ij depends on the parameters of the Markov chain. Finally, inequality (3.16) yields result (3.13). The proof is now complete.
Theorem 3.5 For a homogeneous ergodic Markov chain X which is also contracting
with the contraction constant λ defined by Eq. 3.7, the decay rate of the maximum 17) where π * = min i π i .
Proof The proof is similar to the proof of Theorem 3.4. By applying the one-sided version of Eq. 3.10, 18) repeating the same arguments as in Eq. 3.15, and selecting δ = επi 1− √ λ+ε > 0, we arrive at the inequality
Together Eq. 3.19 and π i ≥ π * imply Eq. 3.17.
In Theorems 3.4 and 3.5 we derived lower bounds E 1 and E 2 on the rate of decay of the maximum error of the ML estimation of transition probabilities which hold true for a Markov chain under different sets of conditions. The inequalities (3.13) and (3.17) yield confidence intervals (p ij − ε,p ij + ε) for parameters p ij , i, j = 1, ..., k, or, equivalently, the k 2 -dimensional confidence interval for k 2 -dimensional parameter ( p 11 , ..., p kk ) at the confidence level at least E 1 and E 2 , respectively.
Which bound, E 1 or E 2 , provides the fastest rate of convergence if a homogeneous Markov chain is both ergodic and contracting, depends on values of the contraction constant λ and constants R and ρ in inequality (3.2) that determines the uniform geometric rate of convergence of p (n) ij to the stationary probabilities π j , i, j = 1, ..., k.
Comparison of E 1 and E 2 shows that
. Note that the relationships between the bounds E 1 and E 2 are similar to the ones obtained for the bounds D 1 and D 2 on the rate of convergence of the maximum error of the ML estimates of the stationary probabilities. Ekisheva and Borodovsky (2006) have obtained a lower bound in the form:
Remark 3.4 For a Markov chain with
(3.20)
The proof has used the asymptotic normality of vector η and the inequality proved by Li and Shao (2002) . A Markov chain with positive transition probabilities is both ergodic and contracting; therefore, the lower bounds E 1 and E 2 remain valid.
Comparison of bounds E 1 , E 2 and E 3 reveals that E 3 converges to one faster than E i , i = 1, 2, for any values of R, ρ, π * , a * , and λ. Inequality (3.20), however, does not take into account an error of the multidimensional normal approximation and, therefore, should be used with caution (see also Remark 3.4 on the accuracy of Gaussian approximation for parameters of the Markov chain).
Finally, note that for a Markov chain with p ij > 0, i, j = 1, ..., k, term π * = min i π i in formulas for lower bounds E 1 , E 2 , E 3 may be replaced by p * = min i, j p ij .
Hidden Markov Models
The results obtained in the previous sections can also be used to determine bounds on the rate of convergence in probability for the ML estimates of the HMM parameters. Such bounds complement the obtained earlier results on consistency and asymptotic normality of these estimates (Petrie 1969; Bickel et al. 1998) . We assume that both a sequence of symbols and the corresponding sequence of hidden states are experimentally determined and available to use for parameter estimation. For instance, for the HMM based algorithm for protein secondary structure prediction, the training set consists of protein sequences with known secondary structures. In another example, parameters of the HMM describing gene organization in DNA can be estimated from the set of genomic sequences with known (annotated) genes (Durbin et al. 1998, p. 62) .
We consider an HMM with k 1 hidden states 1, 2, ..., k 1 , emitting k 2 distinct symbols x 1 , ..., x k2 . The parameters of the HMM are transition probabilities p ij , i, j = 1, ..., k 1 , and emission probabilities e i (x j ), i = 1, ..., k 1 , j = 1, ..., k 2 . We assume that the homogeneous Markov chain X of hidden states is both ergodic and contracting. The ML estimatesp ij of the transition probabilities are the same as for a (nonhidden) Markov chain, and the ML estimatesê i (x j ) of emission probabilities e i (x j ), i = 1, ..., k 1 , j = 1, ..., k 2 , are given by the equation
, where E i (x j ) designates the number of times that symbol x j was emitted from hidden state i in the training sequence (Durbin et al. 1998, p. 62) . A subsequence S i of the training sequence that includes only symbols emitted from a given hidden state i is generated by the independence model with parameters e i (x j ), j = 1, ..., k 2 .
(1) Assuming that sequence S i has length N i , from inequality (2.1) for any i = 1, ..., k 1 and ε > 0 we have
Since sequences S i , i = 1, .., k 1 , are independent, the following inequality for the ML estimates of emission probabilities holds:
(2) To obtain a similar result for the transition probabilities, we turn to the underlying sequence of hidden states whose probabilistic model is the Markov chain X. The lower bounds derived in Theorems 3.4 and 3.5 are valid for Markov chain X. Therefore, inequalities (3.13) and (3.17) imply that for the maximum estimation error over all transition probabilities, we have
Here π * = min i π i , the term a * can be chosen to be equal to either π * = max i π i , p * = max i, j p ij , or 1; and N is the length of the training sequence (equal to the length of the sequence of underlying hidden states). The constants R, ρ determine a geometric rate of convergence of p (n) ij to the stationary distribution π and are defined as in Eq. 3.2, while the contraction coefficient λ is defined by Eq. 3.7.
Note that the lower bound G 1 depends on both k 1 and k 2 , while G 2 depends on k 1 only, as the Markov chain of hidden states is completely independent of emissions and does not depend on the size k 2 of the alphabet of emitted symbols. Formulas (4.1) and (4.2) can yield confidence intervals for true values of parameters e i (x l ), l = 1, ..., k 2 , i = 1, ..., k 1 , and p ij , i, j = 1, ..., k 1 , at the specified confidence level G m , m = 1, 2, respectively.
Conclusion
We have derived lower bounds on the rate of convergence in probability of the maximum error Δ for ML estimates of parameters of the statistical models frequently used in applications, particularly in bioinformatics: the independence model, the Markov chain model, and the HMM. For these models, the inequalities (2.1), (2.9), (3.3), (3.8), (3.13), (3.17), (3.20)-(4.2) provide exponential lower bounds, while inequality (2.8) gives a polynomial bound. These inequalities also yield the uniform confidence intervals for unknown values of parameters at a specified confidence level. Lower bounds B 2 , B 3 and E 3 are derived from the normal approximation for the ML estimates, while the other lower bounds are found from the concentration properties of the corresponding probability measures. If more than one lower bound is obtained for the maximum estimation error for parameters of a particular model (e.g. B 1 − B 3 for the probabilities of symbols in the independence model), we compare the lower bounds in order to identify the best (highest) of them. Finding the bounds on the decay rate of the maximum error in estimation of parameters of several stochastic models constitutes a new theoretical result revealing yet another property of the maximum likelihood estimates.
A possible important application of Theorems 2.1, 3.1-3.5 is an evaluation of the error in estimation of the probability of biological sequence fragments or the logarithm of this probability used in many bioinformatic algorithms (e.g. described in Lawrence et al. 1993; Borodovsky and McIninch 1993; Burge and Karlin 1997; Durbin et al. 1998; Borodovsky and Ekisheva 2006) . The bound of the error is obtained in Eq. 2.12 from Theorem 2.1 for the independence model. Similarly, such bounds can be derived for a Markov chain and an HMM.
