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Abstract
We present an induction principle for pure type systems and use that principle to de2ne CPS
translations and to solve the problem of expansion postponement for a large class of pure type
systems. Our principle strengthens and generalises similar principles by Dowek et al. [12] and
Barthe et al. [6], which have been respectively used to de2ne -long normal forms and CPS
translations for the systems of Barendregt’s -cube [2; 3]. c© 2001 Elsevier Science B.V. All
rights reserved.
1. Introduction
Pure type systems (PTSs) provide a description of typed -calculi that is parametric
in the notion of type discipline [2, 3, 9, 13, 14, 26]. The parametricity of PTSs allows
many logics and type systems that have been studied in the literature to arise as spe-
ci2c instances of PTSs. Indeed, many well-known typed -calculi are embodied in
Barendregt’s -cube [2, 3], which provides a 2ne-grain analysis of the calculus of
constructions [11], in particular by relating it to other important calculi such as the
polymorphic -calculus (a.k.a. System F) of Girard [16] and Reynolds [25], the poly-
morphic higher-order -calculus (a.k.a. System F!) of Girard [16] and the logical
frameworks [17, 21].
Most de2nitions and theorems concerning pure type systems rely on some induction
principle. Typically, the induction proceeds on the structure of terms or the structure
of derivations. In some instances however, these induction principles prove inadequate,
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and alternative induction principles must be used. For example, Terlouw [27] uses a
di)erent induction principle to de2ne a model construction for a class of PTSs – strictly
speaking, Terlouw considers a variant of PTSs. The de2nitions of CPS translations [6]
and -long normal forms [12] provide yet other instances where alternative induction
principles are required. Both de2nitions introduce a function f mapping a context 
and a term M legal in  to a term f(M) and require an induction principle that
allows the value of f(M) to depend simultaneously on the value of f(A) where
A is a 
-normal type of M in  – actually we only need this dependency if M is a
variable, an application or a -abstraction – and on the value of f′(N ) for all subterms
N of M and relevant contexts ′. To the authors’ best knowledge, a weak form of
this induction principle is 2rst de2ned and proved correct in [12] for all systems of
Barendregt’s -cube.
The purpose of this paper is to de2ne and prove the correctness of the above in-
duction principle for a large class of pure type systems. The class contains most of
the systems that appear in the literature, including the systems of the -cube. We then
apply the induction principle to CPS translations and expansion postponement.
1. Continuation passing style (CPS) translations of typed -calculi have found numer-
ous applications in logic and computer science, including compilation, transforma-
tion, and analysis of typed programming languages, embedding of classical logics in
intuitionistic logics, techniques to infer strong normalization from weak normaliza-
tion in typed -calculi, and the construction of looping combinators in inconsistent
pure type systems. The 2rst study of CPS translations in the framework of PTSs is
due to Coquand and Herbelin [10], who introduce the notion of logical PTSs and
de2ne a CPS translation for the class of non-dependent logical PTSs. In [6], the
authors generalize the CPS translation to systems of dependent types. In this paper
we extend the translation of [6] to a large class of PTSs.
2. Expansion postponement (EP) is an open problem about the basic theory of PTSs.
Informally, EP states that one does not need to use 
-expansion in the (conversion)
rule of PTSs. Despite its simple statement, it has proved diGcult to establish EP
for a reasonable class of PTSs. To date, the most promising result in this direction
is due to Poll [23], who shows that a weak variant of EP holds for PTSs with
normalizing types. In this paper, we show that a strong variant of EP holds for
essentially the same class of systems. This is the 2rst proof that the strong variant
of EP holds for a large class of PTSs – however see [5] for a proof of the strong
variant of EP for a variant of PTSs.
A further contribution of the paper is to introduce the notion of aGliated term, which
provides an appealing alternative to the notion of label or mark. Intuitively, an aGli-
ated term is a pseudo-term that inherently contains its own type by being of the form
(x: A: x) M . Interestingly, the two approaches (labeled terms=aGliated terms) are dual
in the sense that labeled terms are an extension of the syntax of terms – the erasure
map which removes labels is a surjection from labeled terms to terms – while aGliated
terms are just special terms – the set of aGliated terms is a subset of the set of terms.
AGliated terms yield simpler proofs, mostly because there is no need to de2ne and
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study an alternative type system for labeled terms; when using aGliated terms, one
may take direct advantage of the standard theory of PTSs.
Contents. The paper is organized as follows. Section 2 provides a brief introduction
to pure type systems and summarizes the main results that are needed in the sequel.
Section 3 presents the induction principle and proves its correctness for a large class
of systems. Sections 4 and 5 apply the induction principle to the de2nition of CPS
translations and to the problem of expansion postponement, respectively. In Section 6,
we present a deductive system whose completeness is equivalent to the correctness of
the induction principle. We conclude in Section 7.
2. Pure type systems
This section introduces the basics of pure type system and is organized as follows:
the 2rst subsection introduces the notion of PTS and a few other notions that are
needed for this paper. The second subsection summarizes some important properties of
PTSs. The third subsection de2nes a class of PTSs for which the induction principle
holds.
2.1. De9nitions
Pure type systems provide a parametric framework for typed -calculi Ia la Church.
Parametricity is achieved through the notion of speci2cation.
Denition 1 (Speci9cation). A speci9cation is a triple S=(Sr;Ax;Rl) where
1. Sr is a set of sorts;
2. Ax⊆Sr×Sr is a set of axioms;
3. Rl⊆Sr×Sr×Sr is a set of rules; as usual, rules of the form (s1; s2; s2) are abbre-
viated as (s1; s2).
Every speci2cation S yields a pure type system S as de2ned below. Throughout this
section, S=(Sr;Ax;Rl) is a 2xed speci2cation.
Denition 2 (Pure type systems).
1. The set T of pseudo-terms is given by the abstract syntax:
T = V |Sr |TT | V : T:T |V : T:T
where V is a 2xed countably in2nite set of variables.
2. 
-reduction →
 is de2ned as the compatible closure of the contraction
(x: A:M)N →
 M{x := N}
where •{• := •} is the standard substitution operator. The transitive and reKexive-
transitive closures of →
 are denoted by +
 and 
 respectively.
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(axiom) 〈 〉 
 s1: s2 if (s1; s2)∈Ax
(start)
 
A : s
; x :A
 x :A if x∈V\dom()
(weakening)
 
A :B  
C : s
; x :C 
A :B if x∈V\dom()
and A∈V ∪Sr
(product)
 
A : s1 ; x :A
B : s2
 
 (x: A:B) : s3 if (s1; s2; s3)∈Rl
(application)
 
F : (x: A:B)  
 a :A
 
Fa :B{x := a}
(abstraction)
; x :A
 b :B  
 (x: A:B) : s
 
 x:A:b :x:A:B
(conversion)
 
A :B  
B′ : s
 
A :B′ if B=
 B
′
Fig. 1. Rules for pure type systems.
3. 
-equality =
 is the reKexive, symmetric, transitive closure of →
.
4. A pseudo-context is a 2nite ordered list x1 :A1; : : : ; xn :An where x1; : : : ; xn ∈V and
A1; : : : ; An ∈T. The empty context is denoted by 〈 〉. The domain of a context  is
dom() = {x | ∃t ∈T : x : t ∈ }:
The set of pseudo-contexts is denoted by C.
5. The notion of 
-reduction →
 is extended to pseudo-contexts by the clause
A →
 B ⇒ (; x : A; )→
 (; x : B; ):
The notion of 
-equality =
 on C is de2ned as the reKexive, symmetric, transitive
closure of →
 on C.
6. A judgment is a triple  
M :A where ∈C and M;A∈T.
7. The derivability relation 
 is given by the rules of Fig. 1. If  
M :A is derivable,
then ; M and A are legal. The set of legal pseudo-terms are denoted by Legal.
8. If  
M : s is derivable and s∈Sr then M is a type. The set of types is denoted
by Type.
9. The triple S=(T;C;
) is the Pure Type System (PTS) induced by S.
Note that the side condition A∈V ∪ S in the (weakening) rule is due to Pollack [24];
omitting it does not change the set of derivable judgments.
Normalization will play a central role in the development of this paper. The next
de2nition collects some important aspects of normalization.
Denition 3. Let S be a speci2cation.
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1. A 
-reduction path from M0 ∈T is a – possibly in2nite – sequence
M0 →
 M1 →
 M2 →
 · · · :
If the sequence is 2nite it ends in the last term Mn and has length n.
2. M ∈NF(
) i) there is no 
-reduction path from M of length 1 or more.
3. M ∈WN(
) i) there is a 
-reduction path from M which ends in some N ∈NF(
).
4. M ∈SN(
) i) all 
-reduction paths from M are 2nite.
5. Elements of NF(
);WN(
); and SN(
) are respectively called 
-normal forms,

(-weakly) normalizing and 
-strongly normalizing.
6. For X ⊆T, we write S |=X if Legal⊆X . We also write S(Type) |=X if Type
⊆X .
We conclude this subsection with some technical de2nitions that are used throughout
the paper. The 2rst de2nition introduces the notion of term in context, which arises
naturally in the de2nitions of CPS translation and -long normal forms and is central
to the paper.
Denition 4.
1. A term in context is a pair  
M where ∈C and M ∈T.
2. A term in context  
M is legal if  
M :A is derivable for some A∈T. The set
of legal terms in contexts is denoted by TC.
The next de2nition introduces several classes of pseudo-terms that will be used in the
de2nition of the induction principle. The 2rst class of pure pseudo-terms is made of
variables, applications and abstractions; those are in fact the pseudo-terms whose type
may not be a sort. Pure pseudo-terms are then divided into abstractions and obvious
pseudo-terms; the latter are either variables or applications.
Denition 5.
1. The set P of pure pseudo-terms is given by the abstract syntax:
P = V |TT | V : T: T
2. The set O of obvious pseudo-terms is given by the abstract syntax:
O = V |TT
3. The set L of -abstractions is given by the abstract syntax:
L = V : T: T:
The next de2nition de2nes a map from speci2cations to speci2cations. The purpose
of this map is to add enough rules so that one can form the function space A→A
whenever A is a legal type of the original speci2cation. Such a map is required to
express the correctness of the induction principle; this is a weakness of our results that
we have not been able to overcome, see Section 3.7.
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Denition 6. Let Sr? = {s∈Sr | ∀s′ ∈Sr: (s; s; s′) =∈Rl}. De2ne
Sr = Sr ∪ {?s | s ∈ Sr?}
and
Rl = Rl ∪ {(s; s;?s) | s ∈ Sr?}
The diagonal closure of S is the speci2cation
S = (Sr;Ax;Rl)
2.2. Results
This subsection summarizes some properties of PTSs that are used crucially through-
out the paper. Other properties can be found in standard texts on PTSs [3, 13, 14].
The 2rst lemma states that 
-reduction is conKuent.
Lemma 7 (ConKuence). The relation →
 is con?uent.
Hence normal forms are unique.
Corollary 8. If M ∈WN(
) there exists exactly one N ∈NF(
); denoted nf(M); such
that M
 N .
The second lemma provides a precise analysis of the possible ways in which a legal
judgment is derived.
Lemma 9 (Generation).
1.  
 s :C⇒∃(s; s′)∈Ax: C =
 s′
2.  
 x :C⇒∃s∈Sr; D∈T: C =
 D; (x :D)∈;  
D : s
3.  
 x:A: b :C⇒∃s∈Sr; B∈T:


C =
 x: A : B
; x :A
 b :B
 
x: A : B : s
4.  
x: A : B :C⇒∃(s1; s2; s3)∈Rl:


C =
 s3
 
A : s1
; x :A
B : s2
5.  
Fa :C⇒∃ x∈V; A; B∈T.


C =
 B{x := a}
 
F :x: A:B
 
 a :A
The third lemma collects a number of closure results. Below we write ⊆ if for
every (x :A)∈, also (x :A)∈, and 
 if ≡ x1 :C1; : : : ; xn : Cn and 
 xi :Ci for
i=1; : : : ; n. Note that 
 〈 〉 holds trivially for every ∈C.
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Lemma 10 (Closure properties).
1. Start 1. If  is legal and (s1; s2)∈Ax then  
 s1 : s2.
2. Start 2. If ≡ x1 :A1; : : : ; xn :An is legal then  
 xi :Ai for 16i6n.
3. Transitivity. If  
A :B;  is legal and 
 then 
A :B.
4. Thinning. If  
A :B and ⊆ with  legal then 
A :B.
5. Substitution. If ; x :A; 
B :C and  
 a :A; then ; {x := a} 
A{x := a} :
B{x := a} – substitution is extended from pseudo-terms to pseudo-contexts in the
usual way.
6. Correctness of types. If  
A :B then either B∈Sr or ∃s∈Sr:  
B : s. Moreover;
if A∈P then ∃s∈Sr:  
B : s.
The fourth lemma ensures that types are closed under 
-reduction.
Lemma 11 (
-subject reduction).
 
 M : A & M →
 N ⇒  
 N : A
The next lemma ensures that 
-convertible legal contexts may be interchanged with-
out a)ecting the set of derivable judgments.
Lemma 12 (Context conversion). Assume that ∈C is legal; 
M :A and =
 .
Then  
M :A.
Proof. By induction on the length of .
• If ≡〈 〉 then ≡〈 〉 and the result is trivial.
• If ≡0; y :B then ≡0; y :B′. Then, for each (x :A) in 0; 0 
 x :A and, by
the induction hypothesis, also 0 
 x :A, so by Thinning 0; y :B
 x :A. Also, 0;
y :B
y :B. Now, 0 
B′ : s′ for some s′ so by the induction hypothesis, 0 
B′ :
s′. By thinning 0; y :B
B′ : s′. Hence, by conversion 0; y :B
y :B′. Thus  
.
Hence by transitivity,
 
 M : A:
2.3. Instances
This subsection introduces a number of PTSs for which the induction principle holds.
Denition 13.
1. The calculus of constructions with universes is given by the speci2cation C∞:
Sorts ∗i i∈N
Axioms (∗i ; ∗j) i; j∈N & i¡j
Rules (∗i ; ∗j; ∗k) i; j; k ∈N & (i; j6k)
(∗i ; ∗0; ∗k) i; k ∈N
In short we write C∞=(Sr∞;Ax∞;Rl∞).
780 G. Barthe et al. / Theoretical Computer Science 266 (2001) 773–818
2. A speci2cation S=(Sr;Ax;Rl) is C∞-embeddable if there exists a morphism of
speci2cations H :S→C∞, i.e. a map H :Sr→Sr∞ such that
(a) for every (s; s′) ∈ Ax; (H s; H s′) ∈ Ax∞;
(b) for every (s; s′; s′′) ∈ RI; (H s; H s′; H s′′) ∈ RI∞:
All C∞-embeddable speci2cations enjoy the induction principle. One may envisage
considering a larger class but most of the speci2cations that appear in the litera-
ture, including those of Barendregt’s -cube, are C∞-embeddable. Yet there are some
speci2cations that enjoy the induction principle but are not C∞-embeddable. Below
we present three such speci2cations. The 2rst two already appear in the literature,
see e.g. [3].
Denition 14.
1. The speci2cation U− is de2ned by
Sorts ∗; ;
Axioms (∗; ); ( ; )
Rules (∗; ∗); ( ; ∗); ( ; ); ( ; )
2. The speci2cation U is de2ned by
Sorts ∗; ;
Axioms (∗; ); ( ; )
Rules (∗; ∗); ( ; ∗); ( ; ); ( ; ∗); ( ; )
3. The speci2cation U+ is de2ned by
Sorts ∗; ;
Axioms (∗; ); ( ; )
Rules (∗; ∗); ( ; ∗); ( ; ); ( ; ∗); ( ; ); ( ; )
We have:
Lemma 15. If S is C∞-embeddable then so in S.
Proof. Assume S=(Sr;Ax;RI) and H : Sr→Sr∞ is a morphism of speci2cations.
Then H : Sr→Sr∞ de2ned by
H(s) =
{
H (s) if s ∈ Sr;
H (s′) if s ≡ ?s′
is also a morphism of speci2cations.
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The next corollary is needed to apply the induction principle to the systems presented
above.
Corollary 16. Assume that S is C∞-embeddable or S=U−; U; U+. Then S(Type)
|=SN(
).
Proof. We treat both cases separately:
1. If S is C∞-embeddable. We have C∞ |=SN(
) [19] and
S′(Type) |= SN(
)⇒ S(Type) |= SN(
)
for every speci2cations S and S′ for which there exists a morphism of speci2cations
H : S→S′. Hence S |=SN(
) for every C∞-embeddable speci2cation S. A fortiori
S(Type) |=SN(
) for every C∞-embeddable speci2cation S. To conclude, invoke
Lemma 15.
2. If S=U−; U; U+ then there exists a morphism of speci2cations H :S→U+ –
that maps types to types – so it is enough to show U+(Type) |=SN(
). The types
of U+ may be encoded in ! (the PTS version of Girard’s System F!) and
! |=SN(
) so we are done.
3. The induction principle
This section presents an induction principle and a proof of its correctness for a large
class of PTSs. Technically, the induction principle is an instantiation of the principle
of well-founded induction to a certain relation ≺P ⊆TC×TC.
This section is organized as follows. In the 2rst subsection, we state the induc-
tion principle (IP) and a criterion for its correctness. In the second subsection, we
establish the equivalence between IP and weaker principles. In the third subsection,
we introduce aGliated pseudo-terms, which play a crucial role in the proof of the
criterion. In the fourth subsection, we show that every judgment derivable in S
arises as a 
-reduct of a judgment that only contains aGliated pseudo-terms and that
is derivable in S. In the 2fth subsection, we introduce and study 
A-reduction,
a sub-relation of multi-step 
-reduction under which the set of aGliated terms is
closed. In the sixth subsection, we prove the correctness of the criterion. In the
seventh and last subsection, we discuss whether one can generalize the induction
principle to a larger class of PTSs, namely the class of PTSs with normalizing
types.
Throughout this section, we let S=(Sr;Ax;RI) be a 2xed speci2cation.
3.1. The principle
The relation ≺ is de2ned as the union of three more primitive relations.
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Denition 17.
1. The immediate subterm relation /⊆TC×TC is de2ned by the clauses:
 
 M /1  
 M N
 
 N /2  
 M N
; x : A 
 M /3  
 x: A: M
 
 A /4  
 x: A: M
; x : A 
 B /5  
 x: A: B
 
 A /6  
 x: A: B
2. The containment relation l ⊆TC×TC is de2ned by
 
 A l1 ; x : A; ′ 
 M
;′ 
 M l2 ; x : A; ′ 
 M
3. For X ⊆T, the X -type relation JX ⊆TC×TC is de2ned by
( 
 M) JX ( 
 N ) ⇔ [ 
 N : M&M ∈ NF(
)&N ∈ X ]
4. The relation ≺X is de2ned as /∪l∪JX .
The main induction principle is a specialization of well-founded induction to the rela-
tion ≺P.
Principle 18. Let ≺≺X denote the transitive closure of ≺X and let P be a predicate
on TC. Then
(∀(′ 
 M ′) ≺≺P ( 
 M) : P(′ 
 M ′))⇒ P( 
 M)
The correctness of the induction principle may be stated as follows.
Theorem 19 (Induction principle). If S(Type) |=SN(
); then ≺P is well-founded.
Proof. See Section 3.6.
Considering ≺P instead of ≺T allows to weaken the hypotheses under which the
induction principle holds. In particular, the induction principle may be correct for spec-
i2cations whose relation Ax is not well-founded. For example, the following speci2-
cation is such that Ax and ≺T are not well-founded but ≺P is – this may be proved
directly or by appealing to Theorem 19 – :
Sorts ∗;
Axioms (∗; ) ( ; ∗)
Rules (∗; ∗)
The induction principle applies to most PTSs of interest.
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Corollary 20. ≺P is well-founded for C∞-embeddable speci9cations; U−; U and U+.
Note that the assumption S(Type) |=SN(
) is unnecessarily strong and shall be
weakened in Section 3.7.
3.2. Alternative principles
The purpose of this subsection is to establish the equivalence between various prin-
ciples. We 2rst introduce some relations that appear in the literature.
Denition 21.
1. The relation ¡¡¡X is de2ned as /∪JX .
2. For every relation %⊆TC×TC, we let the relation %nf ⊆TC×TC be given
by
( 
 M)%nf ( 
 N ) ⇔ [( 
 M)%( 
 N ) & M;N ∈ NF(
)]
The relation ¡¡¡Pnf was 2rst de2ned by Dowek et al. [12] for all the systems of
Barendregt’s -cube and may be used to de2ne -long normal forms. The relation
¡¡¡P was 2rst considered by Barthe et al. [6] for all the systems of Barendregt’s -
cube and may be used to de2ne CPS translations. The relation ≺P is de2ned here for
the 2rst time and may be used to prove Expansion Postponement. Finally, the relation
¡¡¡O 2rst appears in [4].
We now turn to some elementary results on the above de2ned relations. The 2rst
family of lemmas state some obvious inclusions between relations, whereas the second
family of lemmas establish some equivalence results concerning their well-foundedness.
Lemma 22. Let ◦ denote the composition of relations. Then /4⊆l1 ◦ /3 and /6⊆l1
◦ /5.
Proof. By inspection.
Lemma 23.
1: For %⊆TC×TC; %nf ⊆%.
2: For %;  ⊆TC×TC; if %⊆  then %nf ⊆  nf .
3: For X ⊆Y ⊆T; ¡¡X ⊆¡¡¡Y and ≺X ⊆≺Y .
4: For X ⊆T; ¡¡X ⊆≺X .
In particular
¡¡¡Onf ⊆ ¡¡¡Pnf ⊆ ¡¡¡P ⊆ ≺P :
Proof. Obvious.
We now prove that the well-foundedness of any of the relations in the above chain
implies the well-foundedness of all the others.
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Proposition 24. The following four conditions are equivalent:
1. ≺P is well-founded;
2. ¡¡¡P ∪l1 is well-founded;
3. ¡¡¡P is well-founded;
4. ¡¡¡Pnf is well-founded;
5. ¡¡¡Onf is well-founded.
The remaining of this subsection is devoted to a proof of Proposition 24. We begin
with the following observation taken from [4].
Lemma 25. ¡¡¡Onf is well-founded i@ ¡¡¡
P
nf is.
Proof. Only the left-to-right implication is interesting. We show that every in2nite
descending ¡¡¡Pnf -chain yields an in2nite descending ¡¡¡
O
nf -chain. To this end, observe
that:
1. An in2nite descending ¡¡¡Pnf -chain cannot contain a term in context of the form

 s with s∈Sr, since there is no ′ 
Q such that (′ 
Q)¡¡¡Pnf (
 s).
2. There cannot be two consecutive JPnf -steps (and in particular J
¡¡
nf -steps) in a de-
scending ¡¡¡Pnf -chain. It follows that an in2nite descending ¡¡¡
P
nf -chain must contain
in2nitely many ¡¡¡Onf -steps since ¡¡¡
P
nf =¡¡¡
O
nf ∪JLnf .
3. JLnf -steps may be eliminated or postponed from descending ¡¡¡
P
nf -chains; indeed,
assume that (′ 
M ′)¡¡¡Onf ( 
M)JLnf ( 
 x: A:N ). Necessarily M ≡x: A:B
and therefore either (′ 
M ′)≡ ( 
A) or (′ 
M ′)≡ (; x: A
B). In both cases,
the JLnf -step may be eliminated or postponed:
(a) If (′ 
M ′)≡ ( 
A) then (′ 
M ′)¡¡¡Onf ( 
 x: A:N ) so the JLnf -step may
be eliminated.
(b) If (′ 
M ′)≡ (; x: A
B) we proceed by a case analysis on N .
(i) If N ∈O then the JLnf -step may be eliminated:
(; x : A 
 B)JOnf (; x : A 
 N ) ¡¡¡Onf ( 
 x: A:N )
(ii) If N ∈L then the JLnf -step may be postponed:
(; x : A 
 B)JLnf (; x : A 
 N ) ¡¡¡′nf ( 
 x: A:N )
(iii) Otherwise M ′=B∈Sr, which by 1 cannot occur in an in2nite descending
¡¡¡Pnf -chain.
4. From 3, one concludes that the in2nitely many ¡¡¡Onf -steps in an in2nite descend-
ing ¡¡¡Pnf -chain may be collected together so as to form an in2nite descending
¡¡¡Onf -chain.
The following observation is taken from [6].
Lemma 26. ¡¡¡Xnf is well-founded i@ ¡¡¡
X is.
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Proof. Only the left-to-right implication is interesting so assume that there is an in2nite
sequence
· · · ¡¡¡X (2 
 M2) ¡¡¡X (1 
 M1)
The relation / is well-founded hence necessarily there must be some i such that
Mi+1 JX Mi with Mi+1 in 
-normal form. But then Mj is in 
-normal form for j¿i+1,
so we have
(j+1 
 Mj+1) ¡¡¡Xnf (j 
 Mj)
which contradicts the well-foundedness of ¡¡¡Xnf .
We also have the following equivalence.
Lemma 27. ¡¡¡X is well-founded i@ ¡¡¡X ∪l1 is.
Proof. Only the left-to-right implication is interesting. We prove it by considering the
set M(TC) of multisets of TC. We use:
• {{m1; : : : ; mk}} to denote multisets;
• d to denote the binary union of multisets;
• ¡¡¡Xmul to denote the multiset extension of ¡¡¡X , i.e. the smallest transitive relation
such that
{{m1; : : : ; mi−1; m′1; : : : ; m′k′ ; mi+1; : : : ; mk}} ¡¡¡Xmul {{m1; : : : ; mk}}
provided m′j ¡¡¡
X mi for j=1; : : : ; k ′. Note that the degenerate case k ′=0 yields
{{m1; : : : ; mi−1; mi+1; : : : ; mk}} ¡¡¡Xmul {{m1; : : : ; mk}};
• the fundamental theorem of multiset extensions, see e.g. [18], to conclude that ¡¡¡Xmul
is well-founded on M(TC) – because ¡¡¡X is well-founded on TC.
In addition, we de2ne a map  :TC→M(TC) by
*(x1 : A1; : : : ; xn : An 
 M)
= {{(
 A1); : : : ; (x1 : A1; : : : ; xn−1 : An−1 
 An); ( 
 M)}}
By abuse of notation, we write *(x1 :A1; : : : ; xn :An) for
{{(
 A1); : : : ; (x1 : A1; : : : ; xn−1 : An−1 
 An)}}
To conclude the proof of the lemma, it is enough to show
( 
 M)(¡¡¡X ∪l1)(′ 
 M ′)⇒ *( 
 M) ¡¡¡Xmul *(′ 
 M ′) (+)
(+) is proved by inspection. We treat some of the interesting cases.
• If ( 
A)l1(; x: A; 
M), then *( 
A)⊆ *(; x: A; 
M) so *( 
A)¡¡¡Xmul
*(; x: A; 
M) and we are done.
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• If ( 
A)JX ( 
M) then
*( 
 A) = *() d {{( 
 A)}}
*( 
 M) = *() d {{( 
 M)}}
Now ( 
A)¡¡¡X ( 
M) and hence *( 
A)¡¡¡Xmul *( 
M) and we are done.
• If (; x: A
M) /3 ( 
 x: A:M) then
*(; x : A 
 M) = *() d {{( 
 A); (; x : A 
 M)}}
*( 
 x: A:M) = *() d {{( 
 x: A:M)}}
Now ( 
A)¡¡¡X ( 
 x: A:M) and (; x: A
M)¡¡¡X ( 
 x: A:M). Hence
*(; x :A
M)¡¡¡Xmul *( 
 x: A:M) and we are done.
The remaining cases are similar.
Finally, we have the following equivalence.
Lemma 28. ¡¡¡X ∪l1 is well-founded i@ ≺X is.
Proof. Only the left-to-right implication is interesting. We show that every in2nite de-
scending ≺X -chain yields an in2nite descending ¡¡¡X ∪l1-chain. To this end, observe
that:
1. l2 is trivially well-founded hence every in2nite descending ≺X -chain must contain
in2nitely many ¡¡¡X ∪l1-steps.
2. For %= /i (i=1; : : : ; 6); JX ; l1, we have l2 ◦%⊆% ◦l2 ∪%, i.e. whenever
(′′ 
 M ′′)%(; ′ 
 M)l2 (; x : A; ′ 
 M)
either
(′′ 
 M ′′)%(; x : A; ′ 
 M)
or there exists ′′′ ∈C such that
(′′ 
 M ′′)l2 (′′′ 
 M ′′)%(; x : A; ′ 
 M)
This observation is proved by inspection. We treat some of the most interesting
cases:
(a) If % is l1 then there are three cases to distinguish:
(i) ′′≡0 with ≡0; y :B; 1 and M ′′≡B. In that case
(′′ 
 M ′′) ≡ (0 
 B)
l1 (0; y : B; 1; x : A; ′ 
 M)
≡ (; x : A; ′ 
 M)
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(ii) ′′≡ and M ′′≡B. In that case
(′′ 
 M ′′) ≡ ( 
 B)
l1 (; x : A; ′ 
 M)
(iii) ′′≡; 0 with ′≡0; y :B; 1 and M ′′≡B. In that case
(′′ 
 M ′′) ≡ (; 0 
 B)
l2 (; x : A; 0 
 B)
l1 (; x : A; 0; y : B; 1 
 M)
≡ (; x : A; ′ 
 M)
(b) If % is JX then M ∈X and M ′′ ∈NF(
) and ′′≡; ′ and ′′ 
M :M ′′.
By thinning, ; x : A; ′ 
M :M ′′ and hence
(; x : A; ′ 
 M ′′)JX (; x : A; ′ 
 M)
We also have
(; ′ 
 M ′′)l2 (; x : A; ′ 
 M ′′)
so we are done by taking ′′′=; x : A; ′.
3. From 2, one concludes that the in2nitely many ¡¡¡X ∪l1-steps in an in2nite de-
scending ≺X -chain may be collected together so as to form an in2nite ¡¡¡X ∪l1-
chain.
3.3. AAliated pseudo-terms
The induction principle mentioned in Theorem 19 is proved correct by de2ning an
order-preserving map from TC to a well-founded order (W;¡). More precisely, we
de2ne a map f :TC→W such that for every ( 
M); ( 
N )∈TC,
( 
 M) ≺P ( 
 N )⇒ f( 
 M) ¡ f( 
 N )
where ¡ is a well-founded relation on W. In this paper – except in Section 6 – we
take W to be T and ¡ to be the strict subterm relation on T. In order to account
for the normal type relation, we introduce the notion of aGliated term. Intuitively, an
aGliated term is a special kind of pseudo-term that carries its own type by being of
the form (x: A:x)N .
Denition 29 (AAliated pseudo-terms).
1. The set A of aAliated pseudo-terms is given by the abstract syntax
A = IAV |Sr | IA(AA) | V : A:A |V : A:A
where IA≡ x: A:x.
2. A judgment x1 :A1; : : : ; xn :An 
M :B is aAliated if A1; : : : ; An; M; B∈A.
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AGliated terms are not closed under substitution. However, one can de2ne the notion of
aGliated substitution under which A is closed. Below we assume the standard variable
conventions [1].
Denition 30 (AAliated substitution). For every M;N ∈A and x∈V , the aAliated
substitution M [x :=N ]∈A is de2ned inductively as follows:
(IAy)[y := N ] =N
(IAz)[y := N ] = (IA[y:=N ])z if z ≡ y
s[y := N ] = s
(IA(u v))[y := N ] = I(A[y:=N ])((u[y := N ])(v[y := N ]))
(z: B: c)[y := N ] = z: (B[y := N ]): (c[y := N ])
(x: A: B)[y := N ] =x: (A[y := N ]): (B[y := N ])
AGliated substitution is very similar to standard substitution. In fact, it only di)ers
from standard substitution in that it contracts some 
-redexes.
Lemma 31. If M;N ∈A and y∈V then M{y :=N}
 M [y :=N ]:
Proof. By induction on the structure of M .
We conclude this subsection by de2ning the erasure of an aGliated term.
Denition 32 (Erasure). The erasure map |:| :A→T is de2ned inductively as fol-
lows:
|IAy|= y
|s|= s
|IA(u v)|= |u||v|
|y: B: M |= y: |B|: |M |
|y: A: B|=y: |A|: |B|
In fact, erasure contracts 
-redexes.
Fact 33. For every M ∈A; M
 |M |.
Proof. By induction on the structure of M .
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3.4. AAliating derivable judgments
A judgment derivable in S may not have a 
-convertible aGliated judgment deriv-
able in S itself since A→A is not de2ned for every type A: for example, the judgment
A : ∗ 
 A : ∗
is derivable in  → but there is no corresponding aGliated judgmment in  → and we
need to work in ! to get
I∗A : ∗ 
 I∗A : ∗
However every judgment derivable in S is 
-convertible to an aGliated judgment
derivable in S.
Proposition 34. For every judgment  
M :A derivable in S there exists an aAliated
judgment ′ 
 M ′ :A′ derivable in S and such that
|′| ≡
|M ′| ≡M
|A′| ≡ A
Proof. By induction on the structure of derivations:
• (Axiom): obvious.
• (Start): assume the last rule is
 
 A : s
; x :A 
 x :A
By induction hypothesis, there exists an aGliated derivable judgment ′ 
 A′ : s′
with
|′| ≡
|A′| ≡ A
|s′| ≡ s
Hence s′≡ s and we can apply (start) to get
′; x :A′ 
 x :A′
By (abstraction) – since s∈Sr we may form the abstraction – ,
′ 
 y: A′: y :A′→A′
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By (application),
′; x :A′ 
 (y: A′: y)x :A′
′ and A′ are aGliated and hence so is (y: A′: y)x:
• (Weakening): assume the last rule is
 
 A :B  
 C : s
; x :C 
 A :B
By the induction hypothesis, there exist two aGliated derivable judgments
′ 
 A′ :B′ and ′′ 
 C′ : s′ with
|′| ≡ |′′| ≡
|A′| ≡ A
|B′| ≡ B
|C′| ≡C
|s′| ≡ s
By Fact 33, ′=
 ′′. By context conversion,
′ 
 C′ : s′
Moreover s′≡ s and hence by (weakening),
′; x :C′ 
 A′ :B′
The judgment is obviously aGliated.
• (Product): assume the last rule is
 
 A : s1 ; x :A 
 B : s2
 
 (x: A: B) : s3
with (s1; s2; s3)∈RI. By induction hypothesis, there exist aGliated derivable judg-
ments ′ 
 A′ : s′1 and ′′, x :A′′ 
 B′ : s′2 with
|′| ≡ |′′| ≡
|A′| ≡ |A′′| ≡ A
|B′| ≡ B
|s′1| ≡ s1
|s′2| ≡ s2
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By Fact 33, ′, x :A′=
 ′′, x :A′′. By context conversion,
′; x :A′ 
 B′ : s′2
Moreover s′1≡ s1 and s′2≡ s2 and hence by (product)
′ 
 (x: A′: B′) : s3
The judgment is aGliated. Indeed, ′ is aGliated by assumption, s3 is aGliated by
de2nition and x: A′: B′ is aGliated because A′ and B′ are.
• (Application): assume the last rule is
 
 F : (x: A: B)  
 a :A
 
 Fa :B{x := a}
By the induction hypothesis, there exist two aGliated derivable judgments ′ 
 F ′
(x: A′: B′) and ′′ 
 a′′ :A′′ with
|′| ≡ |′′| ≡
|A′| ≡ |A′′| ≡ A
|B′| ≡ B
|F ′| ≡ F
|a′′| ≡ a
By Fact 33, ′=
 ′′. By context conversion,
′ 
 a′′ :A′′
By generation and correctness of types, there exists s, s′, s′′ ∈Sr such that (s; s′;
s′′)∈RI and
′ 
 A′ : s
′; x :A′ 
 B′ : s′
Necessarily s; s′ ∈Sr – since (s; s′; s′′)∈RI. By Fact 33, A′=
 A′′ and hence by
(conversion),
′ 
 a′′ :A′
By (application),
′ 
 F ′a′′ :B′{x := a′′}
By substitution,
′ 
 B′{x := a′′} : s′
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By (start) and (abstraction) – here we use the fact that s′ ∈Sr – ,
′ 
 IB′{x:=a′′} :B′{x := a′′}→B′{x := a′′}
By (application),
′ 
 IB′{x:=a′′}(F ′a′′) :B′{x := a′′}
Both B′ and a′′ are aGliated and hence so is B′[x := a′′]. Moreover B′{x := a′′}

B′[x := a′′]. By 
-Subject Reduction,
′ 
 B′[x := a′′] : s′
and
′ 
 IB′[x:=a′′](F ′a′′) :B′{x := a′′}
By (conversion),
′ 
 IB′[x:=a′′](F ′a′′) :B′[x := a′′]
The judgment is easily shown to be aGliated.
• (Abstraction): assume the last rule is
; x :A 
 b :B  
 (x: A: B) : s
 
 x: A: b :x: A: B
By the induction hypothesis, there exist two aGliated derivable judgments ′; x :A′ 

b′ :B′ and ′′ 
 x: A′′: B′′ : s′′ with
|′| ≡ |′′| ≡
|A′| ≡ |A′′| ≡ A
|B′| ≡ |B′′| ≡ B
|b′| ≡ b
|s′′| ≡ s
By Fact 33, ′; x :A′=
 ′′; x :A′′. By context conversion,
′′; x : A′′ 
 b′ : B′
By generation – from ′′ 
 x: A′′:B′′ : s′′ –, there exists s0 ∈Sr such that
′′; x :A′′ 
 B′′ : s0
By Fact 33, B′=
 B′′ and hence by (conversion),
′′; x : A′′ 
 b′ : B′′
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Moreover s′′≡ s hence by (abstraction),
′′ 
 x: A′′: b′ : x: A′′:B′′
The judgment is easily shown to be aGliated.
• (Conversion): assume the last rule is
 
 A : B  
 C : s
 
 A : C
with B=
 C. By induction hypothesis, there exist aGliated derivable judgments
′ 
 A′ :B′ and ′′ 
 C′′ : s′′ with
|′| ≡ |′′| ≡ 
|A′| ≡ A
|B′| ≡ B
|C′′| ≡ C
|s′′| ≡ s
By Fact 33, ′=
 ′′. By context conversion,
′ 
 C′′ : s′′
Moreover s′′≡ s and B′=
 C′′ by Fact 33 again and transitivity of =
. By (con-
version),
′ 
 A′ : C′′
The judgment is obviously aGliated.
3.5. 
A-reduction and its properties
AGliated pseudo-terms are not closed under 
-reduction. However, one can de2ne
a notion of 
A-reduction under which A is closed.
Denition 35 (
A-reduction). The notion of 
A-reduction →
A is de2ned on A×A
as the compatible closure of the contraction
IA((z: C: M)N )→
A M [z := N ]
The reKexive transitive closure of →
A is denoted by 
A .
The following properties are easily derived.
Lemma 36.
1: →
A ⊆ +
 .
2: SN(
)∩A⊆ SN(
A).
Proof. Obvious.
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In the sequel we shall work extensively with 
A-normal forms. For our purpose, it
is convenient to give an inductive de2nition of this set.
Denition 37. The sets N of aAliated normal forms and B of aAliated base normal
forms are de2ned by the abstract syntax:
N = B |Sr | V :N:N |V :N:N
B = INV | IN(BN)
The set N does not contain all 
A-normal forms, e.g. ls (s s) =∈N when s∈Sr. How-
ever, the set N coincides with the set of 
A-normal forms when one restricts oneself
to the set of legal terms. To prove this result, we need a preliminary observation.
Lemma 38. Let M ∈N and B; N ∈A.
1: If lB(M N )∈N then M ∈B and B; N ∈N.
2: If lB(M N )∈NF(
A) and lB(M N ) is legal then M ∈B.
Proof. (1) By inspection. (2) For typability reasons, M can only be an element of
B or an abstraction (y: D:M ′). Here the second case is impossible since we have
lB(M N )∈NF(
A).
Lemma 39. Let M ∈A be legal. Then M ∈N i@ M ∈NF(
A).
Proof. The left-to-right implication is proved by induction of M ∈N. The right-to-
left implication is proved by induction of M ∈A. The only interesting case is when
M ≡ lA(M1 M2). In that case, it follows by induction hypothesis that M1; M2; A∈N. By
Lemma 38, M1 ∈B so we are done.
In order to establish the well-foundedness of ≺P, we shall need several results
concerning erasure and normal forms. These results are collected here.
Lemma 40. If M ∈N then |M | ∈NF(
).
Proof. By induction on the structure of M ∈N.
The next lemma provides a useful proof principle.
Lemma 41. If M;M ′ ∈N and M =
 M ′ then one of the possibilities below must hold:
1: M;M ′ ∈Sr and M ≡M ′;
2: M ≡x: A:B and M ′≡x: A′:B′ with A=
 A′ and B=
 B′;
3: M ≡ y: B:N and M ′≡ y: B′:N ′ with B=
 B′ and N =
 N ′:
4: M ≡ lA(M1 M2) and M ′≡ lA′(M ′1 M ′2) with M1 =
 M ′1 and M2 =
 M ′2:
5: M ≡ lAy and M ′≡ lA′y′ with y≡y′.
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Proof. Since |M |; |M ′| ∈NF(
) and |M |=
 M =
 M ′=
 |M ′|; |M | ≡ |M ′|. Now prove
the lemma by induction on the structure of M ∈N, using the fact that
|M | ≡ |M ′|.
The next result states that 
-convertible elements of B must have the same type.
Lemma 42. Assume that  
M :A and  
M ′ :A′ and M;M ′ ∈B and M =
 M ′. Then
A=
 A′.
Proof. By induction on the structure of M ∈B, using Lemma 41.
• If M ≡ lBy necessarily M ′≡ lB′y. In addition, there exists C ∈T such that (y :C)∈
with A=
 C =
 A′.
• If M ≡ lB(M1 M2) necessarily M ′≡ lB′(M ′1 M ′2) with M1 =
 M ′1 and M2 =
 M ′2. By
generation, there exists y: C:D;y: C′:D′ ∈T such that
 
 M1 : y: C : D
 
 M ′1 : y: C′ : D′
D{y := M2} =
 A
D′{y := M ′2} =
 A′
By induction hypothesis, y: C:D=
 y: C′:D′ and hence D=
 D′. Hence D{y :=
M2}=
 D′{y :=M ′2} and by transitivity of =
 , we get A=
 A′.
We now turn to show that 
-convertible elements of N are syntactically equal if
they have the same type in some context  – this is obviously wrong if they do not
have the same type.
Proposition 43. Assume that  
M :A and  
M ′ :A′ and M;M ′ ∈N and M =
 M ′.
Then M ≡M ′ provided any of the conditions below holds:
1. A=
 A′;
2. A; A′ ∈Sr.
Proof. By induction on the structure of M ∈N using Lemmas 41 and 42 and the fact
that |M | ≡ |M ′|.
• If M ∈Sr necessarily M ′ ∈Sr and M ≡M ′.
• If M ≡ lBy necessarily M ′≡ lB′y. Moreover B; B′ ∈N. By Lemma 42, A=
 A′. By
generation A=
 B and A′=
 B′ and hence B=
 B′. By correctness of types, there
exist sB; sB′ ∈Sr such that
 
 B : sB
 
 B′ : sB′
So by induction hypothesis B≡B′.
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• If M ≡ lB(M1 M2) necessarily M ′≡ lB′(M ′1 M ′2) with M1 =
 M ′1 and M2 =
 M ′2. By
generation, there exists y: C:D;y: C′:D′ ∈T such that
 
 M1 : y: C : D
 
 M ′1 : y: C′ : D′
 
 M2 : C
 
 M ′2 : C′
D{y := M2} =
 A
D′{y := M ′2} =
 A′
By Lemma 38, M1; M ′1 ∈B. By Lemma 42, y: C:D=
 y: C′:D′ and hence
C =
 C′. By induction hypothesis M1≡M ′1 and M2≡M ′2. Finally, D=
 D′ and
hence A=
 A′. By generation, A=
 B and A′=
 B′ and hence B=
 B′. By cor-
rectness of types, there exist sB; sB′ ∈Sr such that
 
 B : sB
 
 B′ : sB′
So by induction hypothesis B≡B′.
• If M ≡ y: C:N necessarily M ′≡ y: C′:N ′. Moreover C; C′; N; N ′ ∈N and A; A′ =∈
Sr. If A =
 A′ then we are done so assume A=
 A′. By assumption, y: C:N =
 y:
C′:N ′ and hence C =
 C′ and N =
 N ′. By correctness of types, there exist sC; sC′ ∈
Sr such that
 
 C : sC
 
 C′ : sC′
By induction hypothesis, C ≡C′. Finally, by generation,
; y : C 
 N : D
; y : C 
 N ′ : D′
for some D;D′ ∈T such that y: C:D=
 A and y: C′:D′=
 A′. Since A=
 A′ we
have y: C:D=
 y: C′:D′ and hence D=
 D′. By induction hypothesis, N ≡N ′.
• If M ≡y: B:C necessarily M ′≡y: B′:C′. Moreover B; B′; C; C′ ∈N and fur-
thermore B=
 B′ and C =
 C′. By generation, there exists s1; s2; s′1; s
′
2 ∈Sr such that
 
 B : s1
 
 B′ : s′1
; y : B 
 C : s2
; y : B′ 
 C′ : s′2
By induction hypothesis on B; B≡B′. By induction hypothesis on C – and using
the fact that B≡B′ – we get C ≡C′.
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The next corollary shows that under suitable conditions 
-convertible aGliated terms
of the same type are also 
A-convertible.
Corollary 44 (Soundness). Assume  
M :A and  
M ′ : A with M;M ′ ∈WN(
A)
∩A. If M =
 M ′ then M=
A M ′.
Proof. By assumption there exist M0; M ′0 ∈N s.t. M
A M0 and M ′
A M ′0. More-
over M0 =
 M ′0 since 
A ⊆=
 and =
 is reKexive, symmetric and transitive. By

-subject reduction,  
M0 :A and  
M ′0 :A. By Proposition 43, M0≡M ′0 and hence
we are done.
The last result of this subsection is concerned with the existence of 
A-normal forms.
Below we write S(Type) |=A X whenever Type∩A⊆X .
Proposition 45. Assume S(Type) |=AWN(
A) and let M ∈A be such that  
M :A
and |M | ∈NF(
). Then M ∈WN(
A).
Proof. By induction on the structure of M . The only interesting case is when M is an
aGliated application, say
M ≡ IFn (IFn−1 : : : (IF1 (P Q1)) : : : Qn)
where P is not an aGliated application. Now P cannot be:
• a -term or a sort for typing reasons;
• an abstraction since if P≡ y: C:N then
|M | ≡ (y: |C|:|N |)|Q1| : : : |Qn|
which is not in 
-normal form.
Hence P must be an aGliated variable, i.e. P≡ IBy. Now set
M ′ ≡ IFn−1 (IFn−2 : : : (IF1 (P Q1)) : : : Qn−1)
M ′ is legal and |M ′| ∈NF(
) and hence by induction hypothesis, M ′ ∈WN(
A), say
M ′
A M
′′ with M ′′ ∈NF(
A). By 
-subject reduction, M ′′ is legal and hence
M ′′ ∈N. Moreover we must have M ′′ ∈B. Similarly, Qn is legal and |Qn| ∈NF(
)
and hence by induction hypothesis, Qn ∈WN(
A), say Qn
A Q′n with Q′n ∈N. Finally
Fn is a legal type hence Fn ∈WN(
A), say Fn
A F ′n with F ′n ∈N. Now M
A IF′n
(M ′′Q′n) and IF′n (M
′′Q′n)∈N so we are done.
3.6. Proof of Theorem 19
The next proposition collects several results from previous subsections and is the
key to the proof of Theorem 19.
Proposition 46. Assume S(Type) |=AWN(
A) and  
M :A. If M ∈NF(
) then
there exists M ′ ∈N such that |M ′| ≡M and 
M ′ :A.
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Proof. By Proposition 34 and 
-subject reduction, there exists a judgment 
M ′′ :A
such that M ′′ ∈A and |M ′′| ≡M . Also, by Proposition 45, M ′′ ∈WN(
A). Let M ′
be its 
A-normal form. By 
-subject reduction, 
M ′ :A. Moreover, M ′′
 M ′

|M ′| and |M ′| ∈NF(
) by Lemma 40 so by Church–Rosser for 
-reduction |M ′| ≡M:
As a direct consequence of the uniqueness of 
A-normal forms, i.e. Proposition 43,
we conclude that M ′ is unique. It justi2es the following de2nition.
Denition 47. Assume S(Type) |=AWN(
A) and  
M :A. Then 0( 
M) is
de2ned by the properties:
1. 0( 
M)∈N;
2. |0( 
M)| ≡M;
3.  
 0( 
M) :A.
We 2nally turn to the proof of the correctness of the induction principle.
Proof (of Theorem 19): It suGces to show that for every ( 
M); ( 
N )∈TC;
( 
 M)nOnf (′ 
 N )⇒ 0( 
 M) ¡ 0(′ 
N ) (&)
where ¡ is the strict subterm relation on T. To show (&) it is enough to prove for
every ( 
 M); ( 
N )∈TC that
( 
 M) /nf (′ 
 N )⇒ 0( 
 M) ¡ 0( 
N ) (&/)
( 
 M)JOnf (′ 
 N )⇒ 0( 
 M) ¡ 0(′ 
 N ) (&J)
• The 2rst implication (&/) is proved by an easy induction on the structure of the
terms. We treat some of the interesting cases:
– ( 
M)(/1)nf (′ 
N ). Then ≡′ and N ≡M P. Necessarily 0( 
N ) will be
of the form IA(M ′ P′) with A; P′ ∈N and M ′ ∈B. Moreover
|M ′||P′| ≡ |0( 
N )|
≡N
≡MP
Necessarily |M ′| ≡M and so M ′=
 M . Now M =
 0( 
M) and hence M ′=

0(
M). Necessarily 0( 
M)∈B. Moreover, there exist C; C′ ∈T such that
 
0( 
M) : C
 
M ′ : C′
By Lemma 42, C =
 C′. By Proposition 43, 0( 
M)≡M ′ and hence
0( 
 M) ≡ M ′
¡ IA(M ′ P′)
≡ 0( 
 N )
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– ( 
M)(/3)nf (′ 
N ). Then  ≡ ′; x :B and, moreover, N ≡ x: B:M . Neces-
sarily 0(′ 
N ) will be of the form x: B′:M ′ with B′; M ′ ∈N. Moreover
x: |B′|:|M ′| ≡ |0(′ 
 N )|
≡N
≡ x: B:M
Necessarily |M ′| ≡M and so M ′=
 M . Now M =
 0( 
M) and hence M ′=

0(
M).
Moreover, there exists D∈T such that
; x : B 
 M : D
 
 N : x: B:D
Hence
; x : B
0(; x : B 
 M) : D
 
 0(′ 
 N ) : x: B : D
By generation, B=
 B′ and there exists D′ ∈T such that D=
 D′ and
; x : B′ 
 M ′ : D′
By context conversion,
; x : B 
 M ′ : D′
By Proposition 43, 0(; x :B 
 M)≡M ′ and hence
0(; x : B 
 M) ≡ M ′
¡ IA(x: B′:M ′)
≡ 0(′ 
N )
• The implication (&J) is proved as follows: assume ( 
M)JO(′ 
N ). Then ≡′
and by correctness of types there exists s∈Sr such that  
M : s. By Proposition 46,
 
0( 
M) : s.
Necessarily N ∈O and hence 0( 
N ) will be of the form IAN ′ with  
 IA
N ′ :M and A∈N. By generation, A=
 M . We also have M =
 0( 
M) and hence
A=
 0( 
M).
In addition, there exists s′ ∈Sr such that  
A : s′. We apply Proposition 43 to
conclude A≡ 0( 
M) and hence 0( 
M)¡0( 
N ).
3.7. Generalizing the induction principle
The careful reader will have noticed that we have in fact proved a strengthening of
Theorem 19.
Proposition 48. If S(Type) |=AWN(
A); then ≺P is well-founded.
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For some purposes however, it would be more convenient to relate the well-founded-
ness of ≺P to some property of S as opposed to some property of S. We are thus
led to formulate the following open question.
Open Question 49. If S(Type) |=WN(
); then ≺P is well-founded.
4. Application to CPS translations
Continuation passing style (CPS) translations of typed -calculi have found numerous
applications in logic and computer science, including compilation, program transforma-
tion and program analysis of typed programming languages, construction of semantics
de2nitions for languages with jumps, exceptions, and concurrency primitives – see [6]
for pointers to the literature.
The 2rst study of CPS translations in the framework of PTSs is due to Coquand and
Herbelin [10] who introduce the notion of logical PTSs and de2ne a CPS translation
for the class of non-dependent logical PTSs. In [6], the authors generalize the CPS
translations to the class of locally persistent logical speci2cations, which includes most
systems of dependent types including those of the -cube. The CPS translations are
de2ned in two di)erent ways: via the indirect method, which makes use of the notion of
domain-free pure type system (DFPTS) [8], and via the direct method, which relies on
the well-foundedness of ≺P. Below we brieKy review and compare both alternatives.
This section is organized as follows. The 2rst subsection provides an informal pre-
sentation of CPS translations and underlines some of the diGculties involved with
dependent types. The second subsection presents some preliminary de2nitions and
results on PTSs. The third subsection de2nes the CPS translation via the direct method
and states its correctness.
4.1. Presentation of the problem
Recall that the set 1 of untyped -terms is de2ned by the abstract syntax:
1  M ::= x | x:M |M1M2
where x ranges over a denumerable set of variables, and that the set S of simple types
is de2ned by the abstract syntax:
S  2 ::= 3 | 21→ 22
where 3 ranges over a set of base types, and that a context is a 2nite sequence
x1 : 41; : : : ; xn : 4n where the xis are pairwise disjoint variables and the 4is are simple
types.
Denition 50.
• The CPS translation of terms [22] C〈•〉 :1→1 is de2ned in Fig. 2.
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C〈x〉 = k:xk
C〈x: M 〉 = k:k(x:C〈M 〉)
C〈M1 M2〉= k:C〈M1〉(m:mC〈M2〉k)
Fig. 2. CPS translation of untyped -terms.
C〈[4]〉 =¬¬C〈4〉
C〈4→ 2〉=C〈[4]〉→C〈[2]〉
Fig. 3. CPS translation of simple types.
• Let ⊥ be a 2xed base type, and ¬4 ≡ 4→⊥. The CPS translation of types [20]
C〈[•]〉 :S→S is de2ned in Fig. 3.
• The CPS translation of contexts is de2ned by C〈[]〉= {x :C〈[4]〉|x : 4∈}.
The CPS translation satis2es the following embedding property:
 
 M : 4 ⇒ C〈[varGamma]〉 
 C〈[M ]〉 :C〈[4]〉
that is, the translation maps simply typable terms to simply typable terms.
The above translations are de2ned by induction over the structure of terms and
types. As shown in [6], this method of de2nition scales up to DFPTSs [8], whose
-abstractions are of the form x:M .
Now assume that we are interested in extending CPS translations to pure type sys-
tems, whose -abstractions are of the form x: 4: M: In this context the translation of
an abstraction x: 4: M must be of the form
C〈x: 4: M 〉 = k: 2: k(x: C〈[4]〉 :C〈M 〉) (*)
and the problem is: what should 2 be? It turns out that if we want the analogue of the
embedding property to hold, then 2 should be ¬C〈7〉 where 7 is the type of x: 4: M .
Thus, we need to take the type of a term into account when transforming the term; e.g.
one can simply add to the clause (∗) the side condition that 2 be ¬C〈[7]〉. For non-
dependent systems, this works perfectly well because there is a strati2cation of levels
into terms and types, where the latter do not depend on the former. This is the route
taken by Coquand and Herbelin [10] in their CPS translation of non-dependent logical
PTSs. In dependent systems, however, the categories of terms and types are mutually
dependent, so in this case the translations C〈•〉 on terms and C〈[•]〉 on types will be
mutually recursive, and the de2nition with side conditions are not well-founded, since
7 may contain x: 4: M as a subterm. However, a direct application of Theorem 19
shows that one may rule out the possibility that 7 may contain x: 4: M as a subterm
by requiring 7 to be in 
-normal form. Doing so essentially corresponds to de2ning
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CPS translations by well-founded ≺P-recursion and is cast as the direct approach
in [6]. The approach is further described in Section 4.3 and requires types in an
extended PTS to be strongly normalizing.
In contrast, the indirect method postpones the issue of tagging continuation variables
in the -abstractions by relying on the close correspondence between domain-free and
traditional pure type systems [8]. The indirect method proceeds by factoring out the
CPS translation of a term M in three steps: 2rst, one must erase the domains of the
-abstractions so as to obtain a domain-free pseudo-term |M |. Second, one translates
|M | into Cdf〈|M |〉, where Cdf〈•〉 is the domain-free CPS translation, described in full
detail in [6]. Third, one has to decorate -abstractions in Cdf〈|M |〉 so as to obtain a
pseudo-term N . In the last step, which is developed in full detail in [8], one needs to
assume that types are weakly normalizing.
Hence the indirect approach appears to be at least as general than the direct one;
both approaches would actually be equivalent if Open Question 49 can be answered
positively. In any case, it is of independent interest to de2ne a direct method for CPS
translations, as done below.
4.2. Logical speci9cations
Recall that a speci2cation is functional if both Ax and RI are partial functions.
Denition 51. A speci2cation S=(Sr;Ax;RI) is functional if it holds for all s1; s2; s′2;
s3; s′3 ∈Sr that
• (s1; s2)∈Ax & (s1; s′2)∈Ax⇒ s2 = s′2;
• (s1; s2; s3)∈RI & (s1; s2; s′3)∈RI⇒ s3 = s′3.
Functional speci2cations enjoy Uniqueness of Types, in the sense that a term has at
most one type – up to 
-conversion – in a given context.
Lemma 52.
 
 M :A &  
 M :A′ ⇒ A =
 A′
Digression. AGliated terms enjoy an even stronger property, which we do not need,
but which we mention for its remarkable character.
Lemma 53. If S is functional and M ∈A; then
 
 M :A & ′ 
 M :A′ ⇒ A =
 A′
Proof. By induction on the structure of the terms:
• M ≡ ICN . By generation there exists x: D: E such that both  
 IC :x: D: E
and  
 N :D with A=
 E{x :=N}. By generation C =
 D and C =
 E. Hence
A=
 C{x :=N}. But x =∈FV(C) and hence A=
 C. Similarly A′=
 C so A=
 A′.
• M ∈Sr. Immediate from functionality and Generation.
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• M ≡ y: B: C. By Generation,  
 B : s1 and ; x :B 
 C : s2 with A=
 s3 for some
(s1; s2; s3)∈RI. Similarly, ′ 
 B : s′1 and ′; x :B 
 C : s′2 with A′=
 s′3 for some
(s′1; s
′
2; s
′
3)∈RI. By induction hypothesis, s1 =
 s′1 and s2 =
 s′2. By conKuence, s1 ≡ s′1
and s2 ≡ s′2. By functionality, s3 ≡ s′3 and hence A =
 A′.
We now turn to logical speci2cations. The notions of logical and non-dependent
logical speci2cations are due to Coquand and Herbelin [10] whereas the notion of
locally persistent logical speci2cation is 2rst introduced in [6].
Denition 54.
1. A logical speci9cation is a quadruple S=(Sr;Ax;RI; Prop) where (Sr;Ax;RI) is a
functional speci2cation and Prop∈Sr is a sort s.t.
(a) there exists s∈Sr s.t. (Prop; s)∈Ax;
(b) there is no s∈Sr s.t. (s; Prop)∈Ax;
(c) (Prop; Prop; Prop)∈RI.
2. A logical speci2cation (Sr;Ax;RI; Prop) is locally persistent if it holds for all (s1; s2;
s3)∈RI that
s2 = Prop ⇔ s3 = Prop
3. A logical speci2cation (Sr;Ax;RI; Prop) is non-dependent if it is locally persistent
and for every (s1; s2; s3)∈RI,
s1 = Prop⇒ s2 = s3 = Prop
4.3. The translation
Throughout this subsection, we consider PTSs and let S=(Sr;Ax;RI; Prop) be a
locally persistent logical speci2cation such that S(Type) |= SN(
).
Denition 55. The CPS translation C〈·〉 :T→T is de2ned in Fig. 4.
The translation is correct in that it preserves typing.
Theorem 56.
 
 M :A ⇒ C〈[]〉 
 C〈M 〉 :C〈[A]〉
Proof (Sketch): We proceed in four steps:
1. show that for all  
M ∈TC such that  
M :A for some A∈T such that
 
A : Prop, one has C〈M 〉≡ k: ¬C〈[nf(A)]〉. M ′ for some M ′ and therefore
k: ¬C〈[nf(A)]〉:C〈M 〉k→
 C〈M 〉;
2. prove by well-founded ≺P-induction that for every legal  
M; ′ 
 M ∈TC with
⊆′; C〈M 〉=
 C′〈M 〉,
3. prove by well-founded ≺P-induction that, if ; x :C; 
M :B and  
N :C and:
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C〈x〉 =
{
k: ¬Cnf 〈D〉: xk
x
if   x :D : Prop
otherwise
C〈s〉 = s
C〈x: A: M〉 =
{
k:¬Cnf 〈D〉: k(x: C〈A〉:C(; x : A)〈M〉)
x: C〈A〉:C(; x:A)〈M〉
if   x: A: M :D : Prop
otherwise
C〈MM ′〉 =
{
k:¬Cnf 〈D〉:C〈M〉 (j:Cnf 〈D′〉: jC〈M ′〉k)
C〈M〉C〈M ′〉
if  M M ′ :D : Prop
and  M :D′
otherwise
C〈x: A: B〉 = x: C〈[A]〉:C(; x : A)〈[B]〉
C〈[M ]〉 =
{
¬¬C〈M〉
C〈M〉
if  M : Prop
otherwise
Cnf 〈M〉 = C〈nf(M)〉
C〈[[ ]]〉 = ⊥ : Prop
C〈[; x :A]〉 = C〈[]〉; x :C〈[A]〉
Fig. 4. CPS translation.
•  
C : Prop then
C;x:C;〈M 〉{x := C〈N 〉}


C;{x:=N}〈M{x := N}〉
•  
C : s with s = Prop then
C;x:C;〈M 〉{x := C〈N 〉} ≡ C;{x:=N}〈M{x := N}〉
4. prove by well-founded ≺P-induction that for every legal  
M ∈TC,
M →
 M ′ ⇒ C〈M 〉
 C〈M ′〉
5. prove by well-founded ≺P-induction that
 
 M : A ⇒ C〈[]〉 
 C〈M 〉 : C〈[A]〉:
In order to prove the above theorem, it would actually be enough to require S
(Type) |=AWN(
A) and S(Type) |=WN(
), or to restrict oneself to ≺XProp = /
∪¡· ∪JXProp where the relation JXProp is given by
( 
 M)JXProp( 
 N ) ⇔ [( 
 M)JX ( 
 N ) &  
 M : Prop]
Such a relation is natural from the point of view of CPS translations but is not studied
here since our CPS translation applies to all logical speci2cations of interest.
To close this section, observe that the above theorem leaves open the question
whether normalization is required to de2ne and prove the correctness of CPS transla-
tions for an arbitrary locally persistent logical speci2cation.
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5. Application to expansion postponement
The problem of expansion postponement, formulated by Barendregt in 1990, is con-
cerned with the possibility of typing a term without making use of 
-expansion in the
(conversion) rule. The problem has two variants.
Denition 57.
1. The relation  
R M :A is de2ned by the rules of Fig. 1, except for the rule (con-
version) which is replaced by
 
R A : B  
R B′ : s
 
R A : B′ if 

 B
′ (reduction)
2. The relation  
r M :A is de2ned by the rules of Fig. 1, except for the rule
(conversion) which is replaced by
 
r A : B
 
r A : B′ if 

 B
′ (lax reduction)
The above de2nition is taken form Pollack’s thesis [24], which provides an
introduction – and an historical account up to 1994 – to the problem.
Lemma 58 (Pollack [24]).

R ⊆ 
r ⊆ 

The problem of expansion postponement is stated as follows.
Open Problem 59. Let  be 
r or 
R.
 
 M : A ⇒ ∃A′ ∈T :   M : A′ & A
 A′
Expansion postponement for 
R obviously implies expansion postponement for 
r
since 
R ⊆ 
r . In [23], Poll solves the 
r-variant of the problem for PTSs with weakly
normalizing types. To our knowledge, no similar solution has been given for the 
R-
variant of the problem, except in [5] but for a variant of PTSs only. As a further
application of the induction principle, we solve the 
R-variant of the problem for the
class of PTSs that comply with the assumptions of Theorem 19.
Theorem 60. Assume that S(Type) |=WN(
). If  
M : A and
∀(′ 
 M ′) ≺≺P ( 
 M):′ 
 M ′ : A′ ⇒ ′ 
R M ′ : nf(A′)
then  
R M : nf(A).
Proof. By induction on the structure of the derivation of  
M :A.
• (Axiom): obvious.
806 G. Barthe et al. / Theoretical Computer Science 266 (2001) 773–818
• (Start): assume that the last rule is
 
 A : s
; x : A 
 x : A
and that for all (′ 
M ′)≺≺P (; x : A
 x),
′ 
 M ′ : A′ ⇒ ′ 
R M ′ : nf(A′)
By correctness of types, ; x :A
A : s. By 
-subject reduction, ; x :A
 nf(A) : s.
Now
( 
 A) ≺≺P (; x : A 
 x)
(; x : A 
 nf(A)) ≺≺P (; x : A 
 x)
Hence
 
R A : s
; x : A 
R nf(A) : s
By (start),
; x : A 
R x : A
By (reduction),
; x : A 
R x : nf(A)
• (Weakening): assume that the last rule is
 
 M : A  
 C : s
; x : C 
 M : A
and that for all (′ 
 M ′)≺≺P (; x :C 
M),
′ 
 M ′ : A′ ⇒ ′ 
R M ′ : nf(A′)
Now
( 
 M) ≺≺P (; x : C 
 M)
( 
 C) ≺≺P (; x : C 
 M)
Hence
 
R M : nf(A)
 
R C : s
By (weakening),
; x : C 
R M : nf(A)
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• (Product): assume that the last rule is
 
 A : s1 ; x : A 
 B : s2
 
 (x: A:B) : s3
and that for all (′ 
 M ′)≺≺P ( 
x: A:B),
′ 
 M ′ : A′ ⇒ ′ 
R M ′ : nf(A′)
Now
( 
 A) ≺≺P ( 
 x: A:B)
(; x : A 
 B) ≺≺P ( 
 x: A:B)
Hence
 
R A : s1
; x : A 
R B : s2
By (product),
 
R (x: A:B) : s3
• (Application): assume that the last rule is
 
 F : (x: A:B)  
 a : A
 
 Fa : B{x := a}
and that for all (′ 
M ′)≺≺P ( 
F a),
′ 
 M ′ : A′ ⇒ ′ 
R M ′ : nf(A′)
Let C ≡ nf(B{x := a}). Necessarily  
C : s for some s∈Sr. Now
( 
 F) ≺≺P ( 
 F a)
( 
 a) ≺≺P ( 
 F a)
( 
 C) ≺≺P ( 
 F a)
Hence
 
R F : nf(x: A:B)
 
R a : nf(A)
 
R C : s
By (application),
 
R Fa : nf(B){x := a}
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By (reduction),
 
R Fa : C
• (Abstraction): assume that the last rule is
; x : A 
 b : B  
 (x: A:B) : s
 
 x: A : b : x: A:B
and that for all (′ 
M ′)≺≺P ( 
 x: A : b),
′ 
 M ′ : A ⇒ ′ 
R M ′ : nf(A′)
Necessarily there exists (s1; s2; s)∈RI such that both  
A : s1 and ; x :A
B : s2.
By 
-subject reduction, ; x :A
 nf(B) : s2. Now
( 
 A) ≺≺P ( 
 x: A : b)
(; x : A 
 b) ≺≺P ( 
 x: A : b)
(; x : A 
 nf(B)) ≺≺P ( 
 x: A : b)
Hence
 
R A : s1
; x : A 
R nf(B) : s2
; x : A 
R b : nf(B)
By (product),
 
R x: A:nf(B) : s
and by (abstraction),
 
R x: A:b: x: A:nf(B)
Finally by Subject Reduction,
 
 nf(x: A:B) : s
Moreover ( 
x: nf(A):nf(B))≺≺P ( 
 x: A:b) and hence
 
R x: nf(A):nf(B) : s
By (reduction),
 
R x : A:b : x: nf(A):nf(B)
• (Conversion): obvious.
Corollary 61. If S(Type) |=SN(
) then
 
 M : A ⇒  
R M : nf(A):
In particular; S satis9es – both variants of – expansion postponement.
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Proof. Follows immediately from the previous theorem and from the well-foundedness
of ≺P.
Note that it would actually be enough to require S(Type) |=AWN(
A) and S
(Type) |= WN (
).
6. From the induction principle to PTS-rules
In Section 3.6, we proved the correctness of the induction principle by providing a
map f :TC→T such that for every ( 
M); ( 
N )∈TC,
( 
 M) ¡¡¡Onf ( 
 N )⇒ f( 
 M) ¡ f( 
 N )
where ¡ is the strict subterm relation on T. The de2nition of f is non-trivial and
relies on the new concept of aGliated pseudo-term. It is therefore natural to investigate
whether a more standard alternative could be used instead of f.
A more conventional approach would consist in de2ning a map g : TC→D; where
D is the set of derivations, and such that for every ( 
M); ( 
N )∈TC,
( 
 M) ¡¡¡Onf ( 
 N )⇒ g( 
 M) ¡D g( 
 N )
where ¡D is the inclusion relation on derivations. However, the choice of g is not
obvious either since the typing rules for 
 are not syntax-directed and there may be
more than one derivation to type a given pseudo-term is a given pseudo-context. To
overcome this problem, the standard solution consists in de2ning an alternative set of
typing rules 
ip that is syntax-directed and that is equivalent to 
 in some sense. More
precisely, one requires that:
1. 
ip is sound with respect to 
 i.e.
 
ip M : A ⇒  
 M : A
2. 
ip is complete with respect to 
 i.e.
 
 M : A ⇒ ∃A′ ∈T:  
ip M : A′ & A =
 A′
There are several choices for sound, complete and syntax-directed set of rules; most of
them have been introduced for the purpose of type-checking, see e.g. [5] for a recent
overview. However, none of these choices meet our last requirement, i.e.
3. for every ( 
M); ( 
N )∈TC, if ( 
N )¡¡¡Onf ( 
M) then every derivation of
the form  
ip M :A must contain a smaller derivation  
ip N :B.
This leads us to suggest a new set of typing rules for 
ip. The typing rules, which we
present below, only make sense for speci2cations with normalizing types. Throughout
this section, we therefore assume given a 2xed speci2cation S=(Sr;Ax;Rl) such that
S(Type) |=WN(
).
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(axiom) 〈 〉 
ip s1 : s2 if (s1; s2)∈Ax
(start)
 
ip A : s  
ip nf(A) : s
; x :A 
ip x : nf(A) if x∈V\dom()
(weakening)
 
ip A :B  
ip C : s
; x :C 
ip A :B if x∈V\dom()and A∈V ∪Sr
(product)
 
ip A : s1 ; x :A 
ip B : s2
 
ip (x: A: B) : s3 if (s1; s2; s3)∈RI
 
ip F : (x: A: B)  
ip a :A
(application)
 
ip nf(B{x := a}) : s
 
ip F a : nf(B{x := a})
; x :A 
ip b :B  
ip (x: A: B) : s
(abstraction)
 
ip nf(x: A: B) : s
 
ip x: A: b : nf(x: A: B)
Fig. 5. Rules for ip.
Denition 62. The relation 
ip is de2ned by the rules of Fig. 5.
However, we have been unable to come up with a direct proof of 2. The problem
is due to the substitution lemma, which cannot be proved directly. As a result, we
cannot prove subject reduction directly and cannot rely on subject reduction to prove
the equivalence between 
ip and 
. The problem occurs for example in the (start) rule.
Indeed, consider the induction step for (start), so assume the last rule is
 
 A : s
; x : A 
 x : A
By induction hypothesis, one would have
 
ip A : s
but one would lack of
 
ip nf(A) : s
to conclude
; x : A 
ip x : nf(A)
While we cannot prove 1–3 directly, it is of interest to prove that 1–3 is equivalent
to the induction principle. However, there exists a discrepancy between the (start) and
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(weakening) rules for 
ip and the de2nition of JO for variables. Indeed, compliance
with 3 would require that every derivation of ; x :A
ip x :A should contain as a sub-
derivation ; x :A
ip nf(A) : s, which is not true. So we need to modify either the typing
rules or the de2nition of ¡¡¡Onf . We choose to combine both options. First, we de2ne
a restriction of ¡¡¡Onf and show that it is well-founded i) ¡¡¡
O
nf is.
Denition 63. The relation ¡¡Onf is de9ned by the clause
( 
 M) ¡¡Onf ( 
 N ) ⇔ [( 
 M) ¡¡¡Onf ( 
 N ) & M =∈ Sr]
We have:
Lemma 64. ¡¡Onf is well-founded i@ ¡¡¡
O
nf is.
Proof. Only the left-to-right implication is interesting. It follows from the observation
that for every ( 
 s)∈TC there is no (
M)∈TC such that (
M) ¡¡¡Onf ( 
 s).
Second, we de2ne a restriction of 
ip and show that it types the same judgments
as 
ip.
Denition 65. The relation 
ipm de9ned by the rules of Fig. 6.
We have:
Lemma 66.  
ipM :A i@  
ipmM :A.
Proof. First prove that 
ip enjoys full weakening, i.e. if  
ip A :B and  
ip C : s then
; x :C 
ip A :B. It then follows by two straightforward inductions on the structure of
derivations that 
ipm and 
ip type the same judgments.
We are now in a position to prove:
Theorem 67. The following are equivalent:
1. ≺P is well-founded;
2.  
M :A⇒ 
ipM : nf(A).
Proof. (1)⇒ (2) is proved by induction on the structure of derivations. The proof is
very similar to that of expansion postponement. We prove that if S(Type) |=WN(
);
 
M :A and
∀(′ 
 M ′) ≺≺P ( 
 M) : ′ 
 M ′ : A′ ⇒ ′ 
ip M ′ : nf(A′)
then  
ipM : nf(A).
• (Axiom): obvious.
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(axiom) 〈 〉 
ipm s1 : s2 if (s1; s2)∈Ax
 
ipm A : s  
ipm nf(A) : s
(start)
; x : A 
ipm nf(A) : s
; x : A 
ipm x : nf(A) if x∈V\dom()
(weakening1)
 
ipm A : B ; x : C 
ipm B : s
; x : C 
ipm A : B if x∈V\dom()and B =∈Sr
(weakening2)
 
ipm A : B  
ipm C : s
; x : C 
ipm A : B if x∈V\dom()and B∈Sr
(product)
 
ipm A : s1 ; x : A 
ipm B : s2
 
ipm (x: A: B) : s3 if (s1; s2; s3)∈RI
 
ipm F : (x: A: B)  
ipm a : A
(application)
 
ipm nf(B{x := a}) : s
 
ipm F a : nf(B{x := a})
; x : A 
ipm b : B  
ipm (x: A: B) : s
(abstraction)
 
ipm nf(x: A: B) : s
 
ipm x: A: b : nf(x: A: B)
Fig. 6. Rules for ipm.
• (Start): assume that the last rule is
 
 A : s
; x : A 
 x : A
and that for all (′ 
M ′)≺≺P (; x :A
 x),
′ 
 M ′ : A′ ⇒ ′ 
ip M ′ : nf(A′)
By correctness of types, ; x :A
A : s. By 
-subject reduction, ; x :A
 nf(A) : s.
Now
( 
 A) ≺≺P (; x : A 
 x)
(; x : A 
 nf(A)) ≺≺P (; x : A 
 x)
Hence
 
ip A : s
; x : A 
ip nf(A) : s
By (start),
; x : A 
ip x : nf(A)
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• (Weakening): assume that the last rule is
 
 M : A  
 C : s
; x : C 
 M : A
and that for all (′ 
M ′)≺≺P (; x :C 
M),
′ 
 M ′ : A′ ⇒ ′ 
ip M ′ : nf(A′)
Now
( 
 M) ≺≺P (; x : C 
 M)
( 
 C) ≺≺P (; x : C 
 M)
Hence
 
ip M : nf(A)
 
ip C : s
By (weakening),
; x : C 
ip M : nf(A)
• (Product): assume that the last rule is
 
 A : s1 ; x : A 
 B : s2
 
 (x: A:B) : s3
and that for all (′ 
M ′)≺≺P ( 
x: A:B),
′ 
 M ′ : A′ ⇒ ′ 
ip M ′ : nf(A′)
Now
( 
 A) ≺≺P ( 
 x: A: B)
(; x : A 
 B) ≺≺P ( 
 x: A: B)
Hence
 
ip A : s1
; x : A 
ip B : s2
By (product),
 
ip (x: A: B) : s3
• (Application): assume that the last rule is
 
 F : (x: A: B)  
 a : A
 
 Fa : B{x := a}
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and that for all (′ 
 M ′) ≺≺P ( 
 F a);
′ 
 M ′ : A′ ⇒ ′ 
ip M ′ : nf(A′)
Necessarily  
 nf(B{x := a}) : s for some s∈Sr. Now
( 
 F)≺≺P ( 
 F a)
( 
 a)≺≺P ( 
 F a)
( 
 nf(B{x := a}))≺≺P ( 
 F a)
Hence
 
ip F : nf(x: A: B)
 
ip a : nf(A)
 
ip nf(B{x := a}) : s
By (application),
 
ip Fa : nf(B{x := a})
• (Abstraction): assume that the last rule is
; x : A 
 b : B  
 (x: A: B) : s
 
 x: A: b : x: A: B
and that for all (′ 
 M ′) ≺≺P ( 
 x: A: b);
′ 
 M ′ : A′ ⇒ ′ 
ip M ′ : nf(A′)
Necessarily there exists (s1; s2; s)∈RI such that both  
 A : s1 and ; x :A 
 B : s2.
By 
-subject reduction, ; x :A 
 nf(B) : s2. Now
( 
 A)≺≺P ( 
 x: A: b)
(; x : A 
 b)≺≺P ( 
 x: A: b)
(; x : A 
 nf(B))≺≺P ( 
 x: A: b)
Hence
 
ip A : s1
; x : A 
ip nf(B) : s2
; x : A 
ip b : nf(B)
By (product),
 
ip x: A: nf(B) : s
G. Barthe et al. / Theoretical Computer Science 266 (2001) 773–818 815
(axiom) 〈 〉 
nf s1 : s2 if (s1; s2)∈Ax
(start)
 
nf A : s
; x :A 
nf x : nf(A) if x∈V\dom()
(weakening)
 
nf A :B  
nf C : s
; x :C 
nf A :B if x∈V\dom()and A∈V ∪Sr
(product)
 
nf A : s1 ; x :A 
nf B : s2
 
nf (x: A: B) : s3 if (s1; s2; s3)∈RI
(application)
 
nf F : (x: A: B)  
nf a :A
 
nf Fa : nf(B{x := a})
(abstraction)
; x :A 
nf b :B  
nf (x: A: B) : s
 
nf x: A: b: nf(x: A: B)
Fig. 7. Rules for nf.
and by (abstraction),
 
ip x: A: b : x: A: nf(B)
Finally by subject reduction,
 
 nf(x: A: B) : s
Moreover ( 
 x: nf(A): nf(B)) ≺≺P ( 
 x: A: b) and hence
 
ip x: nf(A): nf(B) : s
By (abstraction),
 
ip x: A: b : x: nf(A): nf(B)
• (conversion): obvious.
(2) ⇒ (1) By Lemmas 64 and 66, it is suGcient to show that for every derivation
 
ip M :A and term in context ( 
 N ) such that ( 
 N ) Onf ( 
 M); there
is a smaller derivation of  
ipm N :B for some B∈T. This follows directly by
inspection.
We conclude this section by pointing out an interesting connection between 
ip and

nf; de2ned by Poll in [23].
Denition 68. The relation 
nf is de2ned by the rules of Fig. 7. We have:
Lemma 69. 
ip ⊆ 
nf ⊆ 
 :
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Proof. By an easy induction on the structure of derivations.
Moreover, Theorem 19 easily follows from a strong form of correctness of types for

nf.
Denition 70. S has the strong correctness of types property, written SCT (P); if for
every derivation  
nf M :A with M ∈P there exists a smaller derivation of  
nf A : s.
Unfortunately, we have not been able to come up with a direct proof of SCT (P).
Yet one has:
Lemma 71. If SCT (P) then 
nf ⊆ 
ip and ≺P is well-founded.
Proof. By induction on the structure of derivations and using SCT (P); show that
 
nf M : A ⇒  
ip M : A
It follows that
 
 M : A ⇒  
ip M : nf(A)
and hence by Theorem 67 ≺P is well-founded.
7. Conclusion
We have presented an induction principle for PTSs and proved its correctness for
a large class of PTSs. The induction principle strengthens and generalizes a previous
principle de2ned by Dowek et al. [12] for the systems of Barendregt’s -cube. It
also clari2es the proof-theoretic strength of the principle by showing that the principle
essentially relies on types being weakly normalizing, a crucial clari2cation for the use
of CPS translations in the Barendregt–Geuvers–Klop conjecture [7].
We have applied the induction principle to de2ne CPS translations and to prove the
strong variant of expansion postponement. In [4], the 2rst author extends the induction
principle to PTSs with 
-conversion and proves the existence and uniqueness of 
-
long normal forms for most systems of interest, thus generalizing the results of [12, 15].
Finally, the correctness of the induction principle is proved by using the notion of
aGliated term. As mentioned in the introduction, aGliated terms provide an appealing
alternative to labels. It remains to be seen whether aGliated terms may be applied
advantageously to other situations where labels have been used.
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