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Abstract 
Unobserved heterogeneity produced by spatial and temporal correlations of crashes often needs to 
be captured in crash frequency modeling. Although many studies have included either spatial or 
temporal effects in crash frequency modeling, only a limited number of studies have considered 
both. This study addresses the limitations of existing studies by exploring multiple models that 
best fit the spatial and temporal correlations. In this study, we used Bayesian spatio-temporal 
models to investigate regional crash frequency trends, and explored the effects of omitting spatial 
or temporal trends in spatio-temporal correlated data. The fast Bayesian inference approach, 
integrated nested Laplace approximation, was used to estimate parameters. It was found that fatal 
crashes showed decreasing trends in all Iowa counties from 2006 to 2015, but the decreasing rates 
varied by counties. Among all the covariates investigated, only vehicle miles traveled (VMT) was 
significant. None of the socio-economic or weather indicators were found to be significant in the 
presence of VMT. Both spatial and temporal effects were found to be important, and they were 
responsible for both over dispersion and zero inflation in the crash data. In addition, spatial effects 
played a more important role than did temporal effects in the studied dataset, but temporal 
component selection was still important in spatio-temporal modeling.  
 
Keywords: spatio-temporal modeling, Bayesian, Integrated Nested Laplace Approximation, 
conditional autoregressive, unobserved heterogeneity 
 
1 Introduction 
Traffic crashes have been one of the major sources of fatalities and injuries in the United States. 
Crash frequency models often are used to identify the factors influencing the propensity of traffic 
crashes. The most common crash frequency model is the Poisson model. When crashes show over 
dispersion, quasi-Poisson, Poisson log-normal model (PLN), and negative binomial (NB) models 
are often adopted. Unobserved heterogeneity is often an issue in crash frequency analysis, because 
many crash-related factors are often not observed by the analyst (Mannering et al., 2016). The 
excess zeros in crash data can be a result of unobserved heterogeneity (Mullahy, 1997), often 
causing zero-inflated and hurdle models to be adopted (Lord et al., 2005; Lord and Mannering, 
2010; Malyshkina and Mannering, 2010; Mannering et al., 2016; Mannering and Bhat, 2014). In 
addition, the zero-state Markov switching model, which allows observations to switch between 
zero and normal-count states over time, has been proven to be a viable alternative to zero-inflated 
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models (Malyshkina and Mannering, 2010). Because crash data are often aggregated over time 
and space, spatial and temporal correlations are often also responsible for a portion of unobserved 
heterogeneity, as crashes that occur close in space or time are very likely to share some unobserved 
characteristics (Lord et al., 2005; Lord and Mannering, 2010; Mannering et al., 2016; Mannering 
and Bhat, 2014; Savolainen et al., 2011). However, these spatial and temporal correlations are 
often overlooked in existing studies, and neglecting them may produce inefficient or biased 
estimated results (Mannering et al., 2016; Mannering and Bhat, 2014; Savolainen et al., 2011).  
The spatial correlation of traffic crashes may exist on a macro- or microscopic spatial scale. At a 
macroscopic level, factors such as census tract (Wang and Kockelman, 2013), traffic analysis zone 
(Matkan and Mohaymany, 2013), ZIP code level (Ponicki et al., 2013), census block group 
(Noland et al., 2013), census ward (Boulieri et al., 2016; Quddus, 2008), county (Aguero-Valverde 
and Jovanis, 2006; Eckley and Curtin, 2013; Song et al., 2006), and state/province (Erdogan, 2009; 
Truong et al., 2016), as well as similarity of economic and social activities, culture, land use, and 
enforcements within a given region, may explain the spatial correlation in traffic crashes. At a 
microscopic level, crashes occurring at nearby intersections (Abdel-Aty and Wang, 2006; Ahmed 
and Abdel-Aty, 2015; Guo et al., 2010; Liu et al., 2015; Mitra et al., 2007; Pulugurtha and 
Sambhara, 2011; Wang and Abdel-Aty, 2006; Xie et al., 2014) or adjacent road segments (Aguero-
Valverde, 2011; Aguero-Valverde and Jovanis, 2008; Jiang et al., 2014; Wang et al., 2011, 2009; 
Zeng and Huang, 2014) may be correlated as a result of geometric or traffic flow similarities 
(Levine et al., 1995). 
Temporal correlation captures the variability of traffic crashes with temporal scales such as year 
(Andrey, 2010; Boulieri et al., 2017; Brijs et al., 2008; El-Basyouny et al., 2014; Malyshkina and 
Mannering, 2010; Matkan and Mohaymany, 2013; Wang et al., 2011; Wang and Abdel-Aty, 2006; 
Yannis et al., 2011), month (Hu et al., 2013; Quddus, 2008), week (Kilamanua et al., 2011; Liu et 
al., 2015; Malyshkina et al., 2009; Sukhai et al., 2011), day (Brijs et al., 2008), and hour 
(Kilamanua et al., 2011; Liu et al., 2015). Temporal correlation reflects the influence of different 
traffic-related factors, such as economy, weather, environment, law, and travel demand, which 
often exhibit some temporal trends or periodicities. 
Depending on the study site, one of three scenarios is feasible: (a) the crash data may show both 
spatial and temporal effects, (b) these effects may exist individually, or (c) neither of them may 
exist. When spatial and temporal effects co-exist, their interaction (i.e. spatio-temporal effects) 
also needs to be considered. Although many studies have included either spatial effects or temporal 
effects in crash frequency modeling, only a limited number of studies have considered both of 
them. Miaou et al. (2003) first introduced the spatio-temporal modeling approach to traffic crash 
modeling in analyzing yearly county-level crash rates in Texas from 1992 to 1999 using multiple 
spatio-temporal models. Wang and Abdel-Aty (2006) analyzed spatial and temporal correlations 
for rear-end crashes at signalized intersections in Florida. However, they built separate models for 
spatial effects and temporal effects. Jiang et al. (2014) considered both spatial and temporal 
correlations in analyzing the crashes on urban four-lane divided arterial segments in the central 
Florida area. However, they assumed that the spatial and temporal effects followed normal 
distributions without presenting any data-driven evidence to support their assumption. Truong et 
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al. (2016) analyzed yearly crash fatalities of 63 provinces in Vietnam from 2012 to 2014 using the 
conditional autoregressive (CAR) spatio-temporal autocorrelation technique. The CAR spatio-
temporal model performed better than the random effects NB model and random parameters NB 
model did in terms of both goodness of fit and crash prediction. Aguero-Valverde and Jovanis 
(2006) had similar findings.  
The CAR model (Besag, 1974; Besag et al., 1991) often is used for modeling areal data in spatial 
statistics. Several researchers (Aguero-Valverde and Jovanis, 2006; Boulieri et al., 2017; Truong 
et al., 2016; Wang et al., 2011) have used the CAR model to illustrate spatial correlations paired 
with different temporal models. However, they all showed only one temporal model, despite the 
fact that the choice of a particular temporal model was also very important (Miaou et al., 2003). In 
this study, we used the spatio-temporal crash frequency model to identify the long-term county-
level fatal crash frequency trends in Iowa. Multiple temporal components were built and contrasted 
to choose the most appropriate model. A fast Bayesian estimation tool, integrated nested Laplace 
approximation (INLA), was used to estimate these spatio-temporal models.  
The workflow of the data analysis is as follows:  
 First, we discuss whether crashes have over dispersion and zero inflation.  
 Second, we examine spatial correlations and temporal correlations of crashes.  
 Third, we evaluate the necessity of including the spatial component, temporal component, 
and spatio-temporal component in modeling, and we also discuss the temporal component 
selection.  
 Finally, after determining the final model, the estimation results are discussed.  
The rest of paper is organized as follows. Section 2 comprises a discussion of the traffic crash data 
used for this study. Section 3 presents the statistical models and estimation methods used in this 
study. Section 4 includes the analyses and discussions of the observed results. A conclusion and 
future recommendations are provided in section 5. 
 
2 Data Description 
Traffic crash data for Iowa’s 99 counties from 2006 to 2015 were obtained from the Iowa 
Department of Transportation. Based on their severity, the crashes were divided into five 
categories: fatal, major injury, minor injury, possible injury/unknown, and property damage only. 
Fatal crashes were analyzed for this study, as they usually cause much more severe outcomes than 
do other types of crashes. The vehicle miles traveled (VMT) data for each county in each year 
from 2006 to 2015 were downloaded from the website of the Iowa Department of Transportation 
(2016). In addition, population and unemployment rate data were downloaded from the website of 
Iowa Community Indicators Program (2016), and per capita personal income data were 
downloaded from the website of the U.S. Bureau of Economic Analysis (2016). Because weather 
has been shown to significantly influence crash frequencies in many studies (Brijs et al., 2008; 
Golob and Recker, 2003; Knapp et al., 2000; Maze et al., 2005), rainfall amounts, snowfall 
amounts, and the number of days with a minimum temperature higher than 32°F (TH32) were 
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downloaded from the website of the Iowa Environmental Mesonet (2017). These weather data 
were collected based on the daily climate observations from the National Weather Service’s 
Cooperative Observer Program. A summary of the variables is given in Table 1.  
The variance of fatal crashes was larger than the mean, which implied that over-dispersion was 
occurring. The proportion of zero crashes, used to preliminarily check whether or not zero-inflated 
models are needed, is shown in the last column of Table 1. The zero proportion of fatal crashes 
was 0.113, much larger than 0.034, which was the supposed probability value of zero under a 
Poisson distribution with the mean being 3.383. This implies that the zero-inflated model may be 
considered. Additionally, the highest correlation among the covariates was –0.338 (between TH32 
and snowfall). Thus, no explanatory variables showed strong correlations in this study.  
Table 1 Descriptive statistics of collected variables 
Variables Mean Std. Error Median Min. Max. Zero-
proportion 
Fatal crash frequency 3.383 3.818 2.000 0.000 35.000 0.113 
VMT (1,000,000 miles) 0.320 0.487 0.186 0.047 4.215 — 
Population (10,000) 3.076 5.273 1.571 0.380 46.771 — 
Unemployment rate (%) 4.846 1.347 4.600 2.000 10.200 — 
Income ($10,000) 3.877 0.666 3.877 2.247 6.464 — 
Rainfall (inch) 38.390 8.570 38.610 17.850 64.990 — 
Snowfall (inch) 34.560 14.377 35.000 0.000 85.100 — 
TH32 (days) 222.600 15.733 221.000 174.000 272.000 — 
Note: VMT, vehicle miles traveled; TH32, number of days with minimum temperature higher 
than 32°F. 
 
Unobserved heterogeneity caused by spatial and temporal correlations of data often can be found 
by visualizing the data and corroborated with statistical methods. The yearly average fatal crash 
frequencies for each county in Iowa is shown in Figure 1. As expected, fatal crash data revealed 
a cluster of high numbers of crashes in the central counties around the yellow-shaded area, where 
the largest city of Iowa, Des Moines, is located. Fatal crash data also revealed a cluster of low 
numbers of crashes in the northern and southwestern parts of Iowa (deep-shaded areas). Next, 
statistical analysis was performed to investigate the presence of spatial correlations.  
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Figure 1 County-level yearly average fatal crash counts of Iowa (2006-2015) 
Moran’s I statistic is commonly used to test spatial correlations in traffic crash analysis (Guo et 
al., 2010; Quddus, 2008; Xie et al., 2014; Zeng and Huang, 2014). The global Moran’s I is defined 
as (Anselin, 1988):  
 𝐼𝐼 = 𝑛𝑛∑ ∑ 𝜔𝜔𝑖𝑖𝑖𝑖(𝑦𝑦𝑖𝑖−𝑦𝑦�)�𝑦𝑦𝑖𝑖−𝑦𝑦��𝑖𝑖𝑖𝑖
∑ 𝜔𝜔𝑖𝑖𝑖𝑖𝑖𝑖≠𝑖𝑖 ∑ (𝑦𝑦𝑖𝑖−𝑦𝑦�)2𝑖𝑖 , (1) 
where n is the total number of observations, 𝑦𝑦𝑖𝑖  and 𝑦𝑦𝑗𝑗  are the values of observation 𝑖𝑖  and 
observation 𝑗𝑗 , 𝑦𝑦�  is the average value of observations, and 𝜔𝜔𝑖𝑖𝑗𝑗  is the spatial weight between 
observations 𝑖𝑖 and 𝑗𝑗.  
Negative Moran’s I values indicate negative spatial autocorrelation, positive values indicate 
positive spatial autocorrelation, and zero indicates no spatial autocorrelation. The z-score of 
Moran’s I shows if the spatial autocorrelation is significant.  
The global Moran’s I statistics of fatal crashes in each year from 2006 to 2015 were calculated 
using the “spdep” package (Bivand and Piras, 2015) in the R platform (R Core Team, 2016) with 
queen continuity spatial weights, whereby counties with a shared border or vertex were considered 
as neighbors. When areas were neighbors, the spatial weights were 1; otherwise, they were 0. The 
results are shown in Table 2.  
Table 2 Global Moran's I statistics of fatal crashes in each year 
Year Moran's I P-value 
2006 1.986 0.024* 
2007 2.091 0.018* 
2008 1.520 0.064 
2009 1.661 0.048* 
2010 2.486 0.006* 
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2011 1.919 0.027* 
2012 1.240 0.108 
2013 2.387 0.008* 
2014 1.241 0.107 
2015 2.300 0.011* 
Note: *significant at P = 0.05. 
Significant spatial autocorrelations for fatal crashes existed in 7 out of 10 years at a 95% 
confidence level and at a 90% confidence level for the remaining 3 years. Thus, fatal crashes were 
highly likely to be spatially correlated at the county level in Iowa. These trends may be site specific. 
For example, Aguero-Valverde and Jovanis (2006) found the county-level yearly fatal crashes of 
Pennsylvania to not be significantly correlated. This suggests that the presence and type of spatial 
correlation is site and data sensitive. Therefore, no prior assumptions should be made about the 
presence or absence of spatial correlation, and it is recommended to statistically test the presence 
of spatial correlation prior to modeling.  
Temporal correlation was not directly tested, as there were only 10 time points in this dataset. 
However, as shown in Figure 2, the yearly fatal crash counts of Iowa from 2006 to 2015 revealed 
a linearly decreasing trend, which needed to be considered when building the model. 
 
Figure 2 Iowa state-level yearly fatal crash counts (2006-2015) 
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3 Methodology 
3.1 Statistical Framework 
The statistical framework uses a Bayesian hierarchical architecture, including both the spatial and 
temporal random effect components. The statistical model is presented in equations 2 and 3:  
 𝑦𝑦𝑖𝑖𝑖𝑖~𝑃𝑃𝑃𝑃𝑖𝑖𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝜆𝜆𝑖𝑖𝑖𝑖) (2) 
 log(𝜆𝜆𝑖𝑖𝑖𝑖) = 𝛼𝛼 +  𝛽𝛽 ∗ 𝑋𝑋𝑖𝑖𝑖𝑖 + υ𝑖𝑖 +  𝜈𝜈𝑖𝑖 + 𝜑𝜑𝑖𝑖 + 𝜂𝜂𝑖𝑖𝑖𝑖, (3) 
where 𝑖𝑖 is the county number, 1,2,… 99; t is the year, 1 (2006), 2 (2007), …,10 (2015); 𝑦𝑦𝑖𝑖𝑖𝑖 is the 
crash count of county 𝑖𝑖 in year 𝑡𝑡; 𝜆𝜆𝑖𝑖𝑖𝑖 is the mean crash frequency of county 𝑖𝑖 in year 𝑡𝑡; 𝛼𝛼 is the 
intercept term; 𝛽𝛽 is the regression coefficient vector; 𝑋𝑋𝑖𝑖𝑖𝑖 is the covariate vector of county 𝑖𝑖 in year 
𝑡𝑡; υ𝑖𝑖 is the structured spatial random effect of county 𝑖𝑖; 𝜈𝜈𝑖𝑖 is the unstructured spatial random effect 
of county 𝑖𝑖; 𝜑𝜑𝑖𝑖 is the temporal random effect in year 𝑡𝑡; and 𝜂𝜂𝑖𝑖𝑖𝑖 is the spatio-temporal interaction 
effect. 
The spatial and temporal components helped us to identify the underlying unobserved 
heterogeneity across county and year. For this study, we analyzed three kinds of spatio-temporal 
models that had the same spatial component but different temporal components. 
3.1.1 Spatial Component 
The spatial component, i.e. υ𝑖𝑖 +  𝜈𝜈𝑖𝑖, was assumed to follow the Besag-York-Mollie (BYM) model 
(Besag et al., 1991). The BYM model has been widely used in traffic accident analysis (Aguero-
Valverde and Jovanis, 2006; Boulieri et al., 2017; Wang et al., 2013; Xie et al., 2014) and has been 
recommended for traffic crash analyses (Boulieri et al., 2017). For the BYM model, the structured 
spatial effect, υ𝑖𝑖, is modeled using an intrinsic conditional autoregressive (ICAR) structure, and 
the unstructured spatial effect, 𝜈𝜈𝑖𝑖, follows a normal distribution.  
 υ𝑖𝑖|υ𝑗𝑗≠𝑖𝑖 ~ 𝑁𝑁(∑ υ𝑖𝑖𝑖𝑖∈𝑁𝑁(𝑖𝑖)#𝑁𝑁(𝑖𝑖) , 𝜏𝜏𝜐𝜐−1#𝑁𝑁(𝑖𝑖)) (4) 
 𝜈𝜈𝑖𝑖~𝑁𝑁(0, 𝜏𝜏𝜈𝜈−1), (5) 
where 𝑁𝑁(𝑖𝑖) are the neighbors of county 𝑖𝑖, #𝑁𝑁(𝑖𝑖) are the number of neighbors of county 𝑖𝑖, and 𝜏𝜏𝜐𝜐 
and 𝜏𝜏𝜈𝜈 are precisions.  
The ICAR part accounts for possible spatial correlations between counties, and the unstructured 
part is responsible for county individual heterogeneity. 
3.1.2 Temporal Component 
Three temporal models, including the linear temporal model, the 1st order autoregressive (AR1) 
model, and the 1st order random walk (RW1) model, were considered.  
The linear temporal model is defined in equations 6 and 7 (Bernardinelli et al., 1995):  
 𝜑𝜑𝑖𝑖 = (𝛽𝛽2 + 𝛿𝛿𝑖𝑖) ∗ 𝑡𝑡 (6) 
8 
 
 𝛿𝛿𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖~ 𝑁𝑁(0, 𝜏𝜏𝛿𝛿−1), (7) 
where 𝛽𝛽2 is the global time trend; 𝛿𝛿𝑖𝑖 is the interaction between time and county 𝑖𝑖, 𝛿𝛿𝑖𝑖 < 0 implies 
that the area-specific trend is smaller than the mean trend, whereas 𝛿𝛿𝑖𝑖 > 0, implies that the area-
specific trend is larger than the mean trend; and 𝜏𝜏𝛿𝛿 is the precision.  
𝛿𝛿𝑖𝑖  could reflect the degree to which spatial effects and temporal effects have interactions 
(Blangiardo et al., 2013).  
The AR1 model is defined in equations 8, 9, and 10:  
 𝜑𝜑𝑖𝑖~ �𝑁𝑁 �0, �𝜏𝜏𝜑𝜑(1 − 𝜌𝜌2)�−1�                  𝑓𝑓𝑃𝑃𝑓𝑓 𝑡𝑡 = 1
𝜌𝜌𝜑𝜑𝑖𝑖−1 + 𝜀𝜀𝑖𝑖                            𝑓𝑓𝑃𝑃𝑓𝑓 𝑡𝑡 = 2,3, . .10 (8) 
 |𝜌𝜌| < 1 (9) 
 𝜀𝜀𝑖𝑖~𝑁𝑁(0, 𝜏𝜏𝜀𝜀−1), (10) 
where 𝜌𝜌 is a correlation parameter, 𝜀𝜀𝑖𝑖 is the white noise, and 𝜏𝜏𝜀𝜀 is a precision.  
The RW1 model is defined in equations 11 and 12:  
𝜑𝜑𝑖𝑖+1 = 𝜑𝜑𝑖𝑖 + 𝛾𝛾𝑖𝑖 (11) 
𝛾𝛾𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖~ 𝑁𝑁�0, 𝜏𝜏𝛾𝛾−1�, (12) 
where 𝛾𝛾𝑖𝑖 is the white noise and 𝜏𝜏𝛾𝛾 is a precision. 
3.1.3 Spatio-Temporal Component 
The spatio-temporal component, 𝜂𝜂𝑖𝑖𝑖𝑖, is assumed to follow a zero-mean normal distribution.  
 𝜂𝜂𝑖𝑖𝑖𝑖
𝑖𝑖𝑖𝑖𝑖𝑖~ 𝑁𝑁�0, 𝜏𝜏𝜂𝜂−1�. (13) 
where 𝜏𝜏𝜂𝜂 is a precision. 
Due to the presence of 𝜂𝜂𝑖𝑖𝑖𝑖, this statistical model becomes the Poisson log-normal model.  
In addition, the performance of the best spatio-temporal model, which is the linear temporal 
component model as proven later, is compared against several traditional models discussed below.   
3.1.4 Other Comparison Models 
3.1.4.1 Spatial Effects and Temporal Effects Assessment 
Three models, one with no spatial or temporal effects, one with only spatial effects, and one with 
only temporal effects, were compared against the best spatio-temporal model to assess the 
importance of explicitly accounting for spatial and temporal effects.  
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3.1.4.2 Poisson Model vs. Zero-Inflated Poisson (ZIP) model 
As shown in Table 1, fatal crashes had zero inflation. Thus, the ZIP model was also built for 
comparison. It should be noted that for zero-inflated crash data, the zero-state Markov switching 
model has been shown to be superior to the zero-inflated model (Malyshkina and Mannering, 
2010). However, the zero-state Markov switching model is not discussed here, as the focus is on 
explaining zero inflation caused by spatial or temporal correlations and hence can be explicitly 
explained using a ZIP model.    
All combinations of spatial, temporal, and base case models explored in this study are listed in 
Table 3.  
Table 3 Summary of models developed for fatal crash frequency analysis 
No Model code Spatial effect Temporal effect Spatio-temporal effect Base model 
1 𝑆𝑆0𝑇𝑇0𝑆𝑆𝑇𝑇0𝑃𝑃 — — — Poisson 
2 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇0𝑆𝑆𝑇𝑇0𝑃𝑃 BYM — — Poisson 
3 𝑆𝑆0𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇0𝑃𝑃 — Linear — Poisson 
4 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇0𝑃𝑃 BYM Linear — Poisson 
5 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 BYM Linear 𝜂𝜂𝑖𝑖𝑖𝑖 Poisson 
6 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐴𝐴𝐴𝐴1𝑆𝑆𝑇𝑇1𝑃𝑃 BYM AR1 𝜂𝜂𝑖𝑖𝑖𝑖 Poisson 
7 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐴𝐴𝑅𝑅1𝑆𝑆𝑇𝑇1𝑃𝑃 BYM RW1 𝜂𝜂𝑖𝑖𝑖𝑖 Poisson 
8 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑍𝑍𝐼𝐼𝑃𝑃 BYM Linear 𝜂𝜂𝑖𝑖𝑖𝑖 ZIP 
Note: 0, component not included; 1, component included; L, linear temporal; BYM, Besag-York-
Mollie; AR1, 1st order autoregressive; RW1, 1st order random walk; ZIP, zero-inflated Poisson; 
“—” means non-existent. 
3.2 Integrated Nested Laplace Approximation (INLA)  
Bayesian models are usually solved with Markov chain Monte Carlo (MCMC) simulations. 
However, when the models are very complex without close-form posterior density available, as in 
this case, the MCMC method can be very time consuming if both spatial and temporal effects are 
included. Rue and Martino (2009) proposed the INLA method to numerically approximate the full 
Bayesian inference for latent Gaussian models. INLA can produce much faster results than can the 
MCMC approach for Bayesian models without compromising accuracy (Martins et al., 2013), as 
it can accurately derive the posterior densities by numerical approximation and significantly 
decrease the MCMC simulation workload.  
Assume 𝑦𝑦 is the response vector, 𝜃𝜃 is the target parameter vector, and 𝜓𝜓 is the hyper-parameter 
vector. The posterior probability densities of parameter elements and hyper-parameter elements in 
Bayesian models are (Blangiardo et al., 2013): 
 𝑝𝑝(𝜃𝜃𝑖𝑖|𝑦𝑦) = ∫𝑝𝑝(𝜓𝜓|𝑦𝑦)𝑝𝑝(𝜃𝜃𝑖𝑖|𝜓𝜓,𝑦𝑦)𝑖𝑖𝜓𝜓 (14) 
 𝑝𝑝(𝜓𝜓𝑘𝑘|𝑦𝑦) = ∫𝑝𝑝(𝜓𝜓|𝑦𝑦)𝑖𝑖𝜓𝜓−𝑘𝑘, (15) 
where 𝑖𝑖 is the 𝑖𝑖th observation; 𝜃𝜃𝑖𝑖 is the 𝑖𝑖th parameter; 𝜓𝜓𝑘𝑘 is the 𝑘𝑘th hyper-parameter; and 𝜓𝜓−𝑘𝑘 is 
the complement hyper-parameter set to 𝜓𝜓𝑘𝑘.  
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The INLAs for the posterior densities of interest can be written as (Blangiardo et al., 2013; Rue et 
al., 2009):  
 𝑝𝑝(𝜓𝜓|𝑦𝑦) = 𝑝𝑝(𝜃𝜃,𝜓𝜓|𝑦𝑦)
𝑝𝑝(𝜃𝜃|𝜓𝜓,𝑦𝑦) ∝ 𝑝𝑝(𝜓𝜓)𝑝𝑝(𝜃𝜃|𝜓𝜓)𝑝𝑝(𝑦𝑦|𝜃𝜃)𝑝𝑝(𝜃𝜃|𝜓𝜓,𝑦𝑦) ≈ 𝑝𝑝(𝜓𝜓)𝑝𝑝(𝜃𝜃|𝜓𝜓)𝑝𝑝(𝑦𝑦|𝜃𝜃)𝑝𝑝�(𝜃𝜃|𝜓𝜓,𝑦𝑦) |𝜃𝜃=𝜃𝜃∗(𝜓𝜓) =:𝑝𝑝�(𝜓𝜓|𝑦𝑦) (16) 
 𝑝𝑝(𝜃𝜃𝑖𝑖|𝜓𝜓,𝑦𝑦) = 𝑝𝑝�(𝜃𝜃𝑖𝑖,𝜃𝜃−𝑖𝑖)|𝜓𝜓,𝑦𝑦�𝑝𝑝(𝜃𝜃−𝑖𝑖|𝜃𝜃𝑖𝑖,𝜓𝜓,𝑦𝑦) ≈ 𝑝𝑝(𝜃𝜃,𝜓𝜓|𝑦𝑦)𝑝𝑝�(𝜃𝜃−𝑖𝑖|𝜃𝜃𝑖𝑖,𝜓𝜓,𝑦𝑦) |𝜃𝜃−𝑖𝑖=𝜃𝜃∗−𝑖𝑖(𝜃𝜃𝑖𝑖,𝜓𝜓) =:𝑝𝑝�(𝜃𝜃𝑖𝑖|𝜓𝜓,𝑦𝑦), (17) 
where 𝑝𝑝�(𝜓𝜓|𝑦𝑦)  is the Gaussian approximation of 𝑝𝑝(𝜃𝜃|𝜓𝜓,𝑦𝑦)  and 𝜃𝜃∗(𝜓𝜓)  is its mode and 
𝑝𝑝�(𝜃𝜃−𝑖𝑖|𝜃𝜃𝑖𝑖 ,𝜓𝜓,𝑦𝑦) is the simplified Laplace approximation based on the Taylor’s series expansion of 
the Laplace approximation of 𝑝𝑝�(𝜃𝜃𝑖𝑖|𝜓𝜓,𝑦𝑦).  
As compared to the Gaussian approximation, the simplified Laplace approximation in equation 17 
provides a good balance between speed and accuracy.  
INLA first obtains the marginal joint posterior of 𝑝𝑝�(𝜓𝜓|𝑦𝑦) to locate the mode by grid search. Then, 
for each 𝜓𝜓∗ with the corresponding weight 𝑤𝑤𝜓𝜓∗, the conditional posteriors 𝑝𝑝�(𝜃𝜃𝑖𝑖|𝜓𝜓∗,𝑦𝑦) are also 
obtained by grid search. Finally, the marginal posteriors 𝑝𝑝�(𝜃𝜃𝑖𝑖|𝑦𝑦)  are obtained by numerical 
integration:  
 𝑝𝑝�(𝜃𝜃𝑖𝑖|𝑦𝑦) ≈ ∑ 𝑝𝑝�(𝜃𝜃𝑖𝑖|𝜓𝜓∗,𝑦𝑦)𝑝𝑝�(𝜓𝜓∗|𝑦𝑦)𝑤𝑤𝜓𝜓∗𝜓𝜓∗∈𝐺𝐺 . (18) 
More details about INLA can be found elsewhere (Blangiardo et al., 2013; Hu et al., 2013; Martins 
et al., 2013; Rue et al., 2009). 
All eight models listed in Table 3 were implemented in the R environment (R Core Team, 2016) 
using the ‘INLA’ package (Lindgren and Rue, 2015; Martins et al., 2013; Rue et al., 2009). The 
regression coefficients 𝛽𝛽 were assigned independent normal distributions 𝑁𝑁(0, 1000). Six hyper-
parameters are defined in this study, i.e. the precision parameters 𝜏𝜏𝜐𝜐, 𝜏𝜏𝜈𝜈, 𝜏𝜏𝛿𝛿, 𝜏𝜏𝜀𝜀, 𝜏𝜏𝛾𝛾, and 𝜏𝜏𝜂𝜂. The 
logarithm of these values were assigned to follow the log-Gamma distribution 
𝑙𝑙𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(1,0.0005) (Blangiardo et al., 2013).  
3.3 Model Comparison and Checking 
The deviance information criterion (DIC) was used as a measure of assessing different Bayesian 
models (Spiegelhalter et al., 2002). DIC is defined as 
 𝐷𝐷𝐼𝐼𝐷𝐷 = 𝐷𝐷(?̅?𝜃) + 2𝑝𝑝𝐷𝐷 = 𝐷𝐷� + 𝑝𝑝𝐷𝐷, (19) 
where 𝐷𝐷(?̅?𝜃) is the deviance using the posterior mean values of the estimated parameters (?̅?𝜃), 𝐷𝐷� is 
the posterior mean of deviances, and 𝑝𝑝𝐷𝐷 is the effective number of parameters.  
Similar to Akaike’s information criterion (AIC), DIC considers both the Bayesian measure of fit 
or adequacy and the complexity of the model (Spiegelhalter et al., 2002). Models with smaller DIC 
values are expected to perform better. Roughly, differences of more than 10 might definitely rule 
out the model with the higher DIC, differences between 5 and 10 are substantial, and differences 
less than 5 might mean that the models are not significantly different (MRC Biostatistics Unit, 
2004).   
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However, DIC may under-penalize complex models with many random effects (Plummer, 2008), 
such as CAR models. Thus, the conditional predictive ordinate (CPO) (Pettit, 1990) and the cross-
validated probability integral transform (PIT) (Dawid, 1984) were also calculated for model 
assessment. Both of them are leave-one-out cross validation scores. 
 𝐷𝐷𝑃𝑃𝐶𝐶𝑖𝑖 = 𝜋𝜋(𝑦𝑦𝑖𝑖|𝒚𝒚−𝑖𝑖) (20) 
 𝑃𝑃𝐼𝐼𝑇𝑇𝑖𝑖 = 𝑝𝑝(𝑌𝑌𝑖𝑖 ≤ 𝑦𝑦𝑖𝑖|𝒚𝒚−𝑖𝑖), (21) 
where 𝑦𝑦𝑖𝑖𝑜𝑜𝑜𝑜𝑜𝑜 is the 𝑖𝑖th observation and 𝒚𝒚−𝑖𝑖 represents all the observations except the 𝑖𝑖th one.  
The negative mean logarithmic CPO was calculated as a measure of the predictive quality of the 
model (Gneiting and Raftery, 2007; Roos and Held, 2011).  
 𝐷𝐷𝑃𝑃𝐶𝐶������ = − 1
𝑛𝑛
∑ log (𝐷𝐷𝑃𝑃𝐶𝐶𝑖𝑖)𝑛𝑛𝑖𝑖  (22) 
Stone (1977) proved that the 𝐷𝐷𝑃𝑃𝐶𝐶������ was asymptotically equivalent to AIC. Thus, 𝐷𝐷𝑃𝑃𝐶𝐶������ can be used 
for model choice, and a lower value of 𝐷𝐷𝑃𝑃𝐶𝐶������ indicates a better model.  
A large or small PIT value indicates possible outliers, and the PIT values of a well-calibrated 
model should be uniformly distributed. Thus PIT histograms can be used to assess the calibration 
of a model (Czado et al., 2009). For count data, an adjusted PIT should be used instead to make 
the predictive distribution continuous (Czado et al., 2009).  
 𝐴𝐴𝑖𝑖𝑗𝑗𝐴𝐴𝑃𝑃𝑡𝑡𝐴𝐴𝑖𝑖 𝑃𝑃𝐼𝐼𝑇𝑇𝑖𝑖 = 𝑃𝑃𝐼𝐼𝑇𝑇𝑖𝑖 − 12 𝐷𝐷𝑃𝑃𝐶𝐶𝑖𝑖 (23) 
In addition, root mean square error (RMSE) and mean absolute error (MAE) were also calculated 
to evaluate the adequacy of model fit. 
 𝑅𝑅𝑅𝑅𝑆𝑆𝑅𝑅 = � 1
𝑛𝑛0
∑ �𝐶𝐶𝑗𝑗 − 𝑃𝑃𝑗𝑗�
2𝑛𝑛0
𝑗𝑗=1  (24) 
 𝑅𝑅𝐴𝐴𝑅𝑅 = 1
𝑛𝑛0
∑ �𝐶𝐶𝑗𝑗 − 𝑃𝑃𝑗𝑗�
𝑛𝑛0
𝑗𝑗=1 , (25) 
where 𝐶𝐶𝑗𝑗 is the 𝑗𝑗th observation value, 𝑃𝑃𝑗𝑗 is the predicted 𝑖𝑖th value from the model, and 𝑃𝑃0 is the 
number of observations. 
Similar to DIC, smaller MAE and RMSE values are desired. 
3.4 Spatial Fraction Analysis 
For the spatio-temporal analysis, one point of interest was to identify the contribution of the 
structured spatial effects 𝜎𝜎𝜐𝜐2 over the total marginal spatial variability 𝜎𝜎𝜐𝜐2 + 𝜎𝜎𝜈𝜈2 (Boulieri et al., 
2017). The spatial fraction of interest is given by  
 𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝜐𝜐 = 𝜎𝜎𝜐𝜐2𝜎𝜎𝜐𝜐2+𝜎𝜎𝜈𝜈2 = 1 𝜏𝜏𝜐𝜐⁄1 𝜏𝜏𝜐𝜐⁄ +1 𝜏𝜏𝜈𝜈⁄ , (26) 
where 𝜎𝜎𝜐𝜐2 is the variance of the structured spatial effects, 𝜎𝜎𝜈𝜈2 is the variance of the unstructured 
spatial effects, and 𝜏𝜏𝜐𝜐 and 𝜏𝜏𝜈𝜈 are the corresponding precisions.  
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When the spatial fraction is close to 1, the structured spatial effects explain most of the variability 
of the model. Otherwise, the unstructured spatial random effects play the main role. 
   
4 Results and Discussions 
All eight models listed in Table 3 were implemented in INLA. On an Intel(R) Xeon(R) CPU at 
3.70 GHz with 16 GB random access memory, it took a total of 73.074 sec to run these eight 
models. As a comparison, it took INLA 13.609 sec to estimate the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 model, whereas it 
took OpenBUGS (Sturtz et al., 2005) 1,053 sec to estimate the same model with the MCMC 
simulation settings of three simulation chains, 5,000 burn-in samples, and 5,000 adopted samples 
with a thin interval set at 2. The computation time was greatly reduced using INLA, and the 
computation time is expected to be saved more with the increase of data and parameters.   
The DIC, 𝐷𝐷𝑃𝑃𝐶𝐶������, RMSE, and MAE values of the eight models listed in Table 3 are shown in Table 
4. These four measures help in identifying the best spatio-temporal model. The following 
observations can be made from data shown in Table 4.  
Table 4 DIC, 𝐷𝐷𝑃𝑃𝐶𝐶������, and RMSE, MAE values for all the models  
No Model DIC 𝐷𝐷𝑃𝑃𝐶𝐶������ RMSE MAE 
1 𝑆𝑆0𝑇𝑇0𝑆𝑆𝑇𝑇0𝑃𝑃 4282.01 2.172 2.652 1.810 
2 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇0𝑆𝑆𝑇𝑇0𝑃𝑃 3791.62 1.920 1.851 1.350 
3 𝑆𝑆0𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇0𝑃𝑃 3860.00 1.953 1.987 1.421 
4 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇0𝑃𝑃 3749.39 1.896 1.757 1.315 
5 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 3746.13 1.894 1.757 1.314 
6 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐴𝐴𝐴𝐴1𝑆𝑆𝑇𝑇1𝑃𝑃 3750.60 1.899 1.762 1.316 
7 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐴𝐴𝑅𝑅1𝑆𝑆𝑇𝑇1𝑃𝑃 3752.33 1.896 1.765 1.319 
8 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑍𝑍𝐼𝐼𝑃𝑃 3749.35 1.895 1.756 1.314 
Note: 0, component not included; 1, component included; L, linear temporal component; BYM, 
Besag-York-Mollie; AR1, 1st order autoregressive; RW1, 1st order random walk; ZIP, zero-inflated 
Poisson; “—” means non-existent. 
4.1 Choice of the Temporal Component 
The DIC values do not show significant differences among the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃, 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐴𝐴𝐴𝐴1𝑆𝑆𝑇𝑇1𝑃𝑃, and 
𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐴𝐴𝑅𝑅1𝑆𝑆𝑇𝑇1𝑃𝑃 models, but the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 model with the linear temporal component had the 
lowest 𝐷𝐷𝑃𝑃𝐶𝐶������, RMSE, and MAE values. In addition, the adjusted PIT histogram of the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 
model is shown in Figure 3, where the adjusted PIT values show a very good uniform distribution. 
This implies that the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 model was well calibrated for the data. Thus, the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇L𝑆𝑆𝑇𝑇1𝑃𝑃 
model was considered as the best fit in this case; that is, fatal crash frequencies had some linear 
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changing trend. Although these models did not show large differences, the results still implied the 
necessity of temporal component selection, especially considering that different temporal models 
would lead to different interpretations of the data. For example, the linear temporal component 
implies that the number of fatal crashes would change linearly in the future, but the same 
conclusion may not be drawn from the RW1 temporal component.  
 
Figure 3 Histogram of the adjusted PIT values of the 𝑺𝑺𝑩𝑩𝑩𝑩𝑩𝑩𝑻𝑻𝑳𝑳𝑺𝑺𝑻𝑻𝟏𝟏𝑷𝑷 model 
 
4.2 Necessity of Including Spatial, Temporal, and Spatio-Temporal Effects 
The 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇0𝑃𝑃  model performed much better than did the 𝑆𝑆0𝑇𝑇0𝑆𝑆𝑇𝑇0𝑃𝑃 , 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇0𝑆𝑆𝑇𝑇0 , and 
𝑆𝑆0𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇0𝑃𝑃 models in terms of all four measures. This means that, in this case, both spatial and 
temporal effects played important roles in unobserved heterogeneity and thus needed to be 
considered. Meanwhile, because the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇0𝑆𝑆𝑇𝑇0𝑃𝑃 model had much lower DIC, 𝐷𝐷𝑃𝑃𝐶𝐶������, RMSE, and 
MAE values than did the 𝑆𝑆0𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇0𝑃𝑃 model, spatial effects had a greater influence than did temporal 
effects in this case. This finding indicates that fatal crashes have very strong correlations across 
counties in Iowa. Only 10 years of data were used for this study, and it may not be a long enough 
time span for crashes to show a big change over time. If more years of data were available or 
monthly data had been analyzed, the temporal effects may have played a more important role. The 
𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 model was slightly better than 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇0𝑃𝑃 model, which meant the spatio-temporal 
interaction effects were very weak.   
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4.3 Zero-Inflation of Crashes 
The 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 model had nearly the same performance as the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑍𝑍𝐼𝐼𝑃𝑃 model did in 
terms of all four measures. In addition, the zero-inflation probability value, which showed the 
probability of zero crashes being from the zero state, was only 0.0046 for the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑍𝑍𝐼𝐼𝑃𝑃 
model. This means that there was no longer a need to consider zero inflation after including spatial 
and temporal effects, as the zero inflation of fatal crashes could be well explained by spatial and 
temporal effects. This finding provides a new point of view for the explanation of where zero 
inflation comes from in crash data.  
Because the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 model had the best performance of all eight models, it was used in the 
following analysis. The estimated parameters, their standard errors, and 95% credible intervals are 
shown in Table 5. As expected, VMT had significant positive effects. However, all the other 
variables were statistically insignificant. It is thought that population, employment rate, and 
income indicators in Iowa had been relatively consistent from 2006 to 2015 because Iowa was a 
typical farming state and there were no significant changes in these variables. Thus, these 
indicators did not show significant influences. In addition, although adverse weather may increase 
the number of crashes in the short term, the results here show that weather may not have a big 
influence on fatal crashes in the long term in Iowa.  
Table 5 Estimated parameters of the 𝑺𝑺𝑩𝑩𝑩𝑩𝑩𝑩𝑻𝑻𝑳𝑳𝑺𝑺𝑻𝑻𝟏𝟏𝑷𝑷 model with all covariates  
Parameter Mean Std. Err. 0.025 quantile 0.975 quantile 
(Intercept) 0.427 0.431 –0.420 1.272 
VMT 0.887 0.082 0.727 1.049 
Population –0.003 0.003 –0.010 0.003 
Income –0.014 0.036 –0.085 0.058 
Unemployment rate 0.013 0.020 –0.027 0.053 
Rainfall –0.002 0.003 –0.007 0.003 
Snowfall 0.000 0.002 –0.003 0.003 
TH32 0.002 0.002 –0.001 0.006 
Year –0.041 0.006 –0.053 –0.029 
Note: VMT, vehicle miles traveled; TH32, number of days with minimum temperature higher 
than 32°F. 
 
Because only the VMT parameter was significant, the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 model was rebuilt using only 
VMT. The results are shown in Table 6.  
Table 6 Estimated parameters of the 𝑺𝑺𝑩𝑩𝑩𝑩𝑩𝑩𝑻𝑻𝑳𝑳𝑺𝑺𝑻𝑻𝟏𝟏𝑷𝑷 model with only VMT  
 Intercept VMT (𝛽𝛽1) Year (𝛽𝛽2) 𝜏𝜏𝜐𝜐 𝜏𝜏𝜈𝜈 𝜏𝜏𝛿𝛿 𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝜐𝜐 
Mean 0.923  0.887  –0.042  9.919  9.812 16424.166  0.497 
Std. Err. 0.057 0.086 0.006 7.298 3.446 12860.000 — 
0.025 quantile 0.810 0.714 –0.054 2.692 4.807 1926.189 — 
0.975 quantile 1.032 1.046 –0.030 31.290 16.040 55533.450 — 
Note: VMT, vehicle miles traveled; 𝛽𝛽1, 𝛽𝛽2, regression coefficients; 𝜏𝜏𝜐𝜐, 𝜏𝜏𝜈𝜈 , 𝜏𝜏𝛿𝛿 , precisions;  𝑓𝑓𝑓𝑓𝑙𝑙𝑓𝑓𝜐𝜐 = 
spatial fraction. 
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4.4 Spatial Fraction Results 
For the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 model, the fraction of structured spatial effects was 0.497 (Table 6), which 
implied that the unstructured and structured spatial effects played nearly the same role in this case. 
That is, the unobserved heterogeneity in space existed both between counties and for individual 
counties. The exponential posterior means of the structured spatial effects of each county were 
shown in Figure 4; the counties with exp(υ𝑖𝑖) lower than 1 tended to have fewer crashes and the 
counties with exp(υ𝑖𝑖) greater than 1 tended to have more crashes. As shown in Figure 4, the 
counties located in northern and southwestern Iowa tended to have fewer fatal crashes. This finding 
is generally consistent with the empirically observed fatal crash distribution shown in Figure 1.  
 
Figure 4 Exponential posterior means of the structured spatial effect (𝒆𝒆𝒆𝒆𝒆𝒆(υ𝑖𝑖))  
Moran’s I statistics of the residuals of the 𝑆𝑆𝐵𝐵𝐵𝐵𝐵𝐵𝑇𝑇𝐿𝐿𝑆𝑆𝑇𝑇1𝑃𝑃 model were calculated to see if they still 
had spatial correlations. As shown in Table 7, the p-values of residuals were significantly larger 
than 0.05 for any year except 2010, the p-value of which was very close to 0.05. Thus, the spatial 
component covered nearly all of unobserved heterogeneity in space. The results also verified the 
effectiveness of the spatial component.  
Table 7 Moran's I test results for the residuals of the 𝑺𝑺𝑩𝑩𝑩𝑩𝑩𝑩𝑻𝑻𝑳𝑳𝑺𝑺𝑻𝑻𝟏𝟏𝑷𝑷 model  
Year Moran's I statistic p-value 
2006 –1.036 0.850 
2007 –0.156 0.562 
2008 –0.792 0.786 
2009 –0.535 0.704 
2010 1.653 0.049 
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2011 0.292 0.385 
2012 0.636 0.262 
2013 0.460 0.323 
2014 –0.876 0.809 
2015 –1.387 0.917 
 
4.5 Temporal Effects  
The 𝛽𝛽2 value of –0.042 with a 95% credible interval of [–0.054, –0.030] means that, on average, 
fatal crashes in Iowa significantly decreased from 2006 to 2015. The signs of 𝛿𝛿𝑖𝑖 values, a positive 
value meaning that the number of fatal crashes of county 𝑖𝑖 decreased slower than the state average 
value and a negative value meaning that the number of fatal crashes of county 𝑖𝑖 decreased faster 
than the state average value, are shown in Figure 5(a). The changing rates of fatal crashes for each 
county, i.e. 𝛽𝛽2 + 𝛿𝛿𝑖𝑖, are shown in Figure 5(b). All 𝛽𝛽2 + 𝛿𝛿𝑖𝑖 values were negative, which meant that 
the number of fatal crashes for all the counties showed decreasing trends from 2006 to 2015. The 
𝛿𝛿𝑖𝑖  values for 50 out of the total of 99 counties were positive, whereas the 𝛿𝛿𝑖𝑖  values for the 
remaining 49 counties were negative; that is, the number of fatal crashes in 50 counties decreased 
slower than the mean trend of the whole state, whereas fatal crash numbers in the remaining 49 
counties decreased faster than the mean trend. Thus, the first 50 counties should be the focus of 
future traffic safety improvement programs.  
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Figure 5 Iowa county-level fatal crash yearly change trends from 2006 to 2015 
 
5 Conclusions and Future Research 
Unobserved heterogeneity due to the correlations of crashes in space and time has been proven to 
be a big issue in many studies. However, only a limited number of studies have considered both 
of them in modeling crash frequency. This study explored spatial and temporal effects in crash 
frequency models to account for unobserved heterogeneity and accurately identified the long-term 
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regional trends in the change of traffic crash frequencies. Focusing on the number of yearly fatal 
crashes at the county level in Iowa from 2006 to 2015, multiple spatio-temporal models with the 
same spatial component but different temporal components were developed using the Bayesian 
framework. INLA, a fast Bayesian model estimation methodology, was used to estimate 
parameters. The model with a linear temporal component was found to be the most appropriate. 
Numbers of fatal crashes in all Iowa counties were found to show linearly decreasing trends but 
with different rates of decrease by counties. No explanatory factors, except VMT, were found to 
have a significant influence on fatal crash frequencies. Spatial and temporal effects were found to 
be responsible for both over dispersion and zero inflation of crash data, whereas spatial effects 
played a more important role than did temporal effects in this case.  
In future research, the impact of a smaller time scale, such as season or month, should be explored, 
as this may offer more details about crash frequency changing trends and show the influences of 
periodic factors such as weather. Meanwhile, although zero inflation is not a problem any more 
with the use of the spatio-temporal model for this dataset, this may not be true for other datasets. 
When the spatio-temporal model does not explain excess zeros completely, the zero-state Markov 
switching model may be combined with spatial effects to develop new spatio-temporal models. 
The zero-state Markov switching model could account for both zero inflation and temporal 
correlations, and it has been proven to be superior to traditional zero-inflated models (Malyshkina 
and Mannering, 2010). Finally, as Boulieri et al. (2017) has suggested, the multivariate space–time 
model considering factorial space and time interactions can be evaluated to better exploit spatial, 
temporal, and between-variable correlations, but this may need high performance computing along 
with complex modeling structure. 
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