A gesture based control interface system for 3D virtual avatar in a mobile environment is proposed, using an intuitive six degree of freedom (6DOF) wireless inertial measurement unit (WIMU) gesture input device, which includes Magnetic, Angular Rate, and Gravity (MARG) sensors, and a user interactive 3D gesture control interface to synthesize motions using pose interpolation. In this paper we demonstrate that user can generate rich set of avatar behaviors from a small and flexible vocabulary of poses, gestures, and individual nuances in real time on a mobile platform. This system provides tools for expression and communication in a 3D virtual mobile environment.
Introduction
In day to day life the use of digital representations such as virtual avatars to communicate and interact with others has increased. Hence 3D virtual avatar on mobile environments play an important role in human communication. Real time control of 3D avatars is important in computer games and virtual environments. Creating and controlling the motion of highly articulated 3D avatar using conventional input device is difficult. As in face to face communication, non-verbal 3D avatar communication is attractive in mobile environments. Non-verbal communications using 3D avatar animation in virtual environments have been studied; however that in a mobile communication environment has hardly been reported. The 3D authoring and motion capture systems are too expensive for personal use in mobile communication.
We present here a novel control interface system to create and control the motions of 3D virtual avatar by mapping intuitive hand gestures onto 3D avatar in real time. Using this system users can control avatar to perform various movements and can change the style and pose of the motions. The goal of this research is to develop an interactive interface that will allow user to freely control a 3D mobile avatar in real time. The related work is presented in next section, which describes some of the control interface techniques for avatar control. Motion interpolation synthesis and experimental results are explained in section third and fourth respectively. The last section concludes our work.
Related Works
The most important tool needed to create and control a 3D avatar motion is an efficient user interface. Conventional interface methods use keyboard and mouse. A gamepad interface or joysticks are used for video games in desktop environments. In [1] interface techniques are demonstrated for controlling avatar motion by sketching a path through an environment or acting a desired motion in front of video cameras. Performance animation that employs video cameras and a small set of retro-reflective markers are used in [2] . Motion capture systems are used to control the virtual avatar in [3] . Recent years the use of sensors to control the avatar has increased like Nintendo Wii used in [4] .The MEMS (micro-electro-mechanical systems) accelerometers are used for games, such as PlayStation Move. 
Motion Interpolation Synthesis
Human motion is generally continuous and smooth. For proper character animation, the bones and joints must follow a logical hierarchy. Each joint has one or more DOF that defines its possible range of motion. Specifying values for these DOFs results in body poses of the skeleton, and changing those values over time results in movement. Motion is defined as continuous function of frame indexes to poses of the avatar.
Where f is frame index, p is position of root joint and q n joint orientation at frame f. Fig 1 shows the block diagram of motion interpolation synthesis in our system. The synthesis incorporates interpolation and blending techniques that provide users with fine control tools for avatar motion with predefined orientation limits and DOF for each joint. Our implementation uses linear interpolation for position data and spherical linear interpolation (Slerp) for orientation data [5] equation (2) and (3) respectively. 
We use the WIMU motion control device not only for gesture input to generate different classes of avatar animation, but also as an avatar control interface allowing users to control a joint or group of joints in real time. Users specify features and significant avatar joints as combination of gesture sequences for a variety of motions. We used a real time gesture recognition algorithm using dynamic time warping (DTW) [6] .The gesture interface system extracts geometric constraints, such as angles, and control parameters, duration and speed at which the gesture is performed. After extracting features and constraints from input gestures, the motion interpolation synthesis adds the given constraints to the motion such that fine details are preserved and blends over time to achieve variation of interpolation motion for user-given constraints.
Experimental Results
Android chat application was designed and developed for non-verbal communication using gesture based interface technique and XMPP (Extensible Messaging and Presence Protocol) technology for real time communication between mobile clients. The application is integrated with the Unity3D game engine to render efficient 3D avatar animation. The motion controller and mobile application communicate using a Bluetooth interface. Fig 2 illustrates the communication architecture between a WIMU motion controller and mobile system. 
Conclusion
We have presented a novel gesture based control interface technique for creating and controlling the motions of a 3D mobile avatar using a WIMU sensor. We used the motion interpolation synthesis to create new motions from a mixture of predefined pose data and user-specified constraint data extracted from a gesture input device. The proposed gesture interface system can be used in other natural interaction techniques, such as in 3D games and motion authoring systems in mobile environments.
