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Abstract: The optimal integration of information from independent
Poisson sources (such as neurons) was analyzed in the context of a two-
interval, forced-choice detection task. When the mean count of the
Poisson distribution is above 1, the benefit of integration is closely
approximated by the predictions based on the square-root law of
the Gaussian model. When the mean count falls far below 1, however,
the benefit of integration clearly exceeds the predictions based on the
square-root law.
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1. Introduction
Understanding how observers integrate information over multiple observations is a
classical problem in psychophysics (Green and Swets, 1966; Macmillan and Creelman,
2005). In the subfield of psychoacoustics, integration is often considered in the context
of combing information across time and/or frequency. For example, detecting a pure-
tone signal is more difficult (resulting in higher threshold) than detecting a two-tone
complex signal, because in the two-tone signal the amount of information or the num-
ber of cues distributed across frequency is doubled (see Green and Swets, 1966, for a
summary of numerous studies). Integration is also considered when evaluating the
effect of changing the number of detectors (e.g., neurons) used in deciding whether a
particular signal is present. In psychophysics, the benefit of integration is often esti-
mated based on the assumption that information is normally distributed; the goal of
the present report is to evaluate the accuracy of such estimates when the underlying
distribution is Poisson rather than Gaussian.
The problem of integration over multiple observations has been analyzed
within the framework of the signal-detection theory (SDT) (Green and Swets, 1966)
under the assumption that observations of all events are random variables with nor-
mal, or Gaussian, distributions. In SDT, signal detection is described in terms of obser-
vations of two types of events, those when the signal is absent (hni), and those when
the signal is present (hsi). In all cases, even if the external noise is absent, all detectors
still have internal, intrinsic noise. For example, auditory neurons can fire spontane-
ously when the external environment is quiet. Thus, we also refer to hni as the noise-
alone event, and hsi the signal-plus-noise event. The probability distributions of the
observations associated with these two types of events (hsi and hni) are often assumed
to have a common standard deviation. The difference between the means of the two
distributions, normalized by their common standard deviation, determines the detect-
ability of the signal ag\ainst the noise. This metric has been defined as the detectability
index, d 0.
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The benefit of integrating over multiple observations can be expressed as the
size of d 0 for m observations (d 0m) relative to the size of the baseline d
0 for a single ob-
servation (d 01). Green and Swets (1966) have shown that, when m independent observa-




d 01, which we refer to here as the
square-root law of integration. For example, in a signal-detection task implemented as
a two-interval, forced-choice (2IFC), if each of two tones that are separated in fre-
quency by several critical bands can be detected at proportion correct of PC¼ 0.76
(d 01 ¼ 1), then presenting these two tones together is expected to improve the detection




). In this example, d 0 is converted to PC using




Þ, where U is the Gaussian probability function. The square-root law
has been used in psychoacoustic literature for analyzing a wide range of phenomena,
including the independence of different detectors or frequency channels (see Green and
Swets, 1966), temporal integration in auditory detection (e.g., Viemeister and
Wakefield, 1991; Dai and Wright, 1995, 1999), and predicting the number of neurons
necessary to yield a task performance that matches the human performance
(Viemeister et al., 1992; Delgutte, 1995).
Since the square-root law is widely used for analyzing the benefit of integra-
tion from multiple observations, we need to understand its limits. In the present report
we evaluate the accuracy of the square-root law for predicting the benefit of integra-
tion when the probability distribution of observations is not Gaussian, but Poisson.
The Poisson distribution is of critical importance to investigations into information
processing in sensory and perceptual systems, because it approximates closely the prob-
ability distribution of discharges or spikes of neurons (e.g., Siebert, 1968; Egan, 1975;
Geisler et al., 1991; Delgutte, 1995; Rieke et al., 1999). Our analysis shows that the
amount of benefit obtained from integration depends on the value of the mean count,
which is the sole parameter of Poisson distributions. When the mean count is over 1,
the benefit of integration approximates the benefit predicted based on the square-root
law associated with the Gaussian model. However, when the mean count is far below
1, the benefit of integration clearly exceeds that predicted based on the square-root
law.
2. Analysis and discussion
The purpose of this section is threefold. First, we derive the optimal decision variable
of a decision maker that integrates information from m (m> 1) different Poisson sour-
ces. Second, based on the derived optimal decision variable, we compute the optimal
performance, in PC, of the decision maker as a function of m [PCPoissonmax ðmÞ]; then, we
compare PCPoissonmax ðmÞ with the predicted proportion correct based on the square-root
law for Gaussian sources. Finally, we discuss the implications of these results.
In the present analysis, the task is to discriminate between a “signal” event
(hsi) and a “no-signal” or “noise” event (hni), based on observations made by m detec-
tors. Let X ¼ ½x1; :::; xi; :::; xm denote the observation vector, in which xi represents
the observation variable from the ith detector, with observations conforming to a
Poisson distribution. In a concrete example of signal detection in the auditory system,
these detectors could represent auditory neurons, and each observation variable, xi,
could represent the spike count of the ith neuron. In this example, the decision maker
differentiates between hsi and hni events based on the spike counts of m neurons.
2.1 Optimal decision variable for Poisson sources
We define the optimal decision variable (Z) as the logarithm of the likelihood ratio
[LðXÞ] between the joint conditional probability of the observation vector, X , under
the hsi event, denoted as pðX jsÞ, and that under the hni event, denoted as pðX jnÞ,
Z ¼ ln L Xð Þ½  ¼ ln p X jsð Þ
p X jnð Þ
 
: (1)
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Assuming that the observations are independent of each other, the two joint condi-










Given that the observations are Poisson variables, we have









in which the parameter kn i represents the mean count of the ith detector in the hni
event, and the parameter ks i the mean count of the detector in the hsi event. By substi-
tuting the expressions of Eqs. (2)–(5) into Eq. (1) and simplifying, we obtain the opti-









Thus, the optimal decision variable for detecting the signal is a linear weighted sum of
the counts across the detectors. Given that our main concern is the maximum benefit
of integrating information over detectors, and that the maximum benefit occurs when
all m detectors are equally informative, we narrow the scope of our analysis down to
the cases where all m detectors have the identical mean count of kn for the hni event,






where K is a constant. For a fixed set of parameters, a decision variable can be scaled
by an arbitrary positive number without consequence, so the actual value of K in
Eq. (7) is arbitrarily set to K¼ 1. Thus, the optimal decision variable (Z) is simply the
total count over all m detectors.
Finally, since Z is the sum of m Poisson variables, by the reproductive prop-
erty of Poisson distributions (e.g., Haight, 1967), Z is itself a Poisson variable. Its
mean count is mkn for the hni event, and mks for the hsi event. For readability, we sim-
plify the expression of the probability mass function of Z as pðZ;mknÞ for the hni
event, and pðZ;mksÞ for the hsi event.
2.2 Optimal integration function for Poisson sources
To compute the optimal integration function, PCPoissonmax ðmÞ, which is the proportion
correct that can be achieved based on the optimal decision variable (Z), we first need
to specify the context of the detection task. We define that the detection task is imple-
mented in a 2IFC paradigm, which is widely used in psychoacoustic research. In this
paradigm, on each trial, the signal and noise are presented in the two observation
intervals in random order, and the decision maker decides whether the signal is
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presented in the first or second observation interval. For the 2IFC paradigm, the pro-
portion correct can be computed from the probability mass functions of the decision
variable, pðZ;mknÞ and pðZ;mksÞ, using the following formula:





jpðn; mksÞpðg; mknÞ  pðn; mknÞpðg; mksÞj; (8)
in which g and n are Z values associated with the two observation intervals. Equation
(8) is a variation of a formula from Geisler et al. (1991) [Eq. (2), p. 336; see also Kidd
et al. (1995), Eq. (1), p. 3789].
Using Eq. (8), we can assess how the performance of the decision maker
improves as the number of detectors (m) grows from the baseline condition (m¼ 1).
We computed a family of the PCPoissonmax ðmÞ functions, corresponding to a wide range of
values of kn (ranging from 0 to 10). Once a kn value was selected, the value of ks was
fixed, such that PCPoissonmax ðm ¼ 1Þ0.62. This PC value is well above chance (PC¼ 0.5)
yet far away from that at the ceiling (PC¼ 1), optimizing the opportunity to show the
growth of PC with m, or the effect of integration.
The solid lines in Fig. 1 show how PC grows with the number of detectors (m) for
the optimal integration functions computed for three representative values of kn (kn ¼ 0:05,
Fig. 1. (Color online) Optimal integration functions for the Poisson model (solid lines). PC in a 2IFC task is
plotted as a function of the number of independent detectors (m, such as neurons). Each panel shows results
obtained for a particular baseline mean count kn of the Poisson distribution. For comparison, the predictions by
the square-root law of the Gaussian model are also shown (dashed lines).
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top panel; kn ¼ 0:2, middle panel; kn ¼ 0:8, bottom panel). The dashed lines in all three
panels represent results based on the square-root law of the Gaussian model.
The key finding of the current analysis is that the proportion-correct score,
PCPoissonmax ðmÞ, grows more rapidly with m for low than for high values of kn. For exam-
ple, in the case of kn ¼ 0:05 (top panel), the benefit of integration for m¼ 5 is
DPC ¼ PCð5Þ  PCð1Þ ¼ 0:23. This clearly exceeds the benefit of integration of DPC
¼ 0:14 predicted based on the square-root law (dashed line). In contrast, in the case of
kn ¼ 0:8 (bottom panel), the benefit of integration for m¼ 5, DPC ¼ 0:14 (solid line), is
nearly identical to the prediction of the square-root law. For kn ¼ 0:8, m> 11 would
be required to reach a benefit of DPC ¼ PCð5Þ  PCð1Þ ¼ 0:23. When kn  1 (results
not shown in Fig. 1), the form of the optimal integration function for Poisson sources
was nearly identical to that computed using the square-root law.
2.3 Implications
For describing the benefit of integration of multiple observations from Poisson sources,
the predictions based on the square-root law of the Gaussian model remains accurate
over a surprisingly wide range of values of the baseline mean-count parameter (kn),
including values of kn ¼ 1 and above. It is not surprising that the square-root law is
valid when kn  20 because when the mean count is that high, the shape of the
Poisson distribution closely resembles the shape of a Gaussian distribution. However,
when kn is close to 1, the shape of the Poisson distribution differs markedly from the
shape of any Gaussian distribution. The general implication of this outcome is that, in
some cases, even when the shape of the probability distribution of the observations is
clearly different from that of Gaussian distribution, the square-root law can still
describe the benefit of integration with some degree of accuracy. Future work should
examine the conditions or constraints under which integration from a non-Gaussian
source can be approximated using the square-root law.
The most important finding of this paper is that, when the baseline mean
count kn of the Poisson sources is very low, the benefit of integration can clearly
exceed the benefit predicted based on the square-root law. For example, applying the
square-root law to predict integration in neurons for which kn  1 would lead to erro-
neous conclusions. It is worth noting that, since the square-root law is derived based
on the optimal (likelihood-ratio) decision variable for independent Gaussian-distributed
observations, it is often interpreted as the theoretical upper limit of integration of inde-
pendent observations. When empirical estimates of integration exceed the prediction
based on the square-root law, one interpretation is that the observations are not inde-
pendent, such as in the detection of two tones that are close together in frequency
(e.g., Green and Swets, 1966). In the light of the current analysis, an alternative inter-
pretation is that the observed integration is based on observations that are indeed inde-
pendent, but are from a Poisson distribution with a low mean count.
Finally, for a neuron, an important member of the Poisson family, the base-
line mean count kn is related to the spontaneous firing rate, denoted as R, by
R ¼ kn=T , where T is the duration of the interval within which the spikes are sampled
by the decision maker. Optimally, the duration of sampling is matched to the duration
of the signal, i.e., T is equal to the signal duration. To determine whether a neuron
has a mean count that is less than, say, kn ¼ 0:05, we must specify the signal duration.
For a relatively long signal duration of T ¼ 0:2 s, the square-root law would under-
estimate integration for neurons with spontaneous rates< 0.25 spikes/s; these neurons
make up a portion of the low-spontaneous-rate (and high-threshold) fibers in the audi-
tory system (Liberman, 1978). For a relatively short signal duration of T ¼ 0:005 s,
the square-root law would under-estimate integration for neurons with spontaneous
rates <10 spikes/s; these neurons include about half of the medium-spontaneous-rate
fibers plus all the low-spontaneous-rate fibers. Low-spontaneous-rate fibers have been
implicated in intensity coding by the auditory system (Young and Barta, 1986;
Delgutte, 1987, 1995; Viemeister, 1988; Winslow and Sachs, 1988).
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