This paper presents a complete framework for the testing procedure based on statistical theory of Markov chains. First, based on this methodology, an analytical evaluation of the Markov representation of time series is undertaken. It is shown that there is a one-to-one correspondence between the AR(1) parameter and the transition probability matrix of the Markov representation of that series. Using this result, we derived an analytical measure of the statistical power of the Markov chain test to detect structural break in the data. We later used Monte Carlo experiments to examine the finite-sample properties of the Markov chain time dependence and homogeneity tests taking the circular dependence between the two into account. The results showed that under the null hypothesis of an i.i.d. random walk, the empirical size of the Markov chain time dependence test is close to its nominal value irrespective of the sample size and the number of states. Unlike the size calculations, sample size matters in power calculations. Under the alternative integrated AR(1) and AR(2) processes, the power of the Markov chain test increases rapidly with the number of observations. Finally, the Monte Carlo results show that Markov chain test does not have much desirable properties as a test of time homogeneity. The size of the Markov chain test for time homogeneity is lower than its nominal value, when the underlying series is a homogeneous random walk. For time homogenous integrated AR(1) process with a low AR(1) parameter, size distortion of the Markov chain test is still low. However, as the sum of autoregressive parameters increases away from zero, the number of false rejections of the time homogeneity hypothesis increases as well. Finally, the power of Markov chain time homogeneity test increases with the sample size and with the increase in autoregressive parameters. However, in statistical power calculations Markov chain test does not perform better than structural break tests.
Introduction
This paper presents a complete analytical framework for the testing procedure based on statistical theory of Markov chains. It starts with a brief review of the past empirical work on market efficiency and highlights the major shortcomings of the previous work that used Markov chains to test the efficient market hypothesis. These studies ignored the interdependence between the time dependence (relevant for market efficiency) and time homogeneity (structural break) properties of the Markov chain representation of stock returns. Having focused on market efficiency, these studies tested only time dependence, while assuming the presence of time homogeneity without testing.
After presenting the framework in full detail, the paper undertakes analytical and empirical evaluation of the statistical properties of the Markov chain time dependence and homogeneity tests. The analytical evaluation of the Markov chain resulted in two important results. First, it is shown that there is one-to-one correspondence between an AR(1) process and the transition probability matrix of its Markov chain representation. Second, using this result, we derived an analytical measure of the statistical power of the Markov chain test to detect structural break in the data. We show that one needs to have close to 5000 observations in order for Markov chain time homogeneity test to distinguish a random walk process from an integrated AR(1) process with a parameter of 0.1. The minimum sample size to reject the null of time homogeneity is inversely related to the square of the AR(1) parameter.
We also examine the finite-sample properties of the Markov chain test for time dependence and homogeneity taking the interdependence between the two into account. We conduct Monte Carlo simulation experiments on time series that follow random walk behavior, as well as integrated AR (1) and AR(2) processes. Under the null hypothesis of IID Gaussian random walk, the empirical size of the Markov chain test is close to its nominal value irrespective of the sample size and the number of states.
However, the sample size matters in statistical power calculations. Under the alternative of integrated AR(1) and AR(2) processes (equivalently, ARIMA(1,1,0) and ARIMA(2,1,0)), the power of the Markov chain test increases rapidly with the number of observations. Furthermore, as the AR parameters of the underlying return series move closer to the unit circle, the power of the Markov chain test increases even faster.
The second set of Monte Carlo results concerns the time homogeneity test. We show in particular that when the underlying series follows an i.i.d. random walk, the empirical size of the Markov chain test for time homogeneity is lower than its nominal value. For the AR(1) process with a low value of parameter, the size of the Markov chain test is close to its nominal value. However, as the sum of the autoregressive parameters reaches closer to one, the number of false rejections of the time homogeneity hypothesis increases as well. Finally, the power of Markov chain time homogeneity test increases with the sample size and with the change in autoregressive parameters. Yet, similar to other structural break tests its power is not as high as one would like to see.
The remainder of this study is organized as follows. Previous studies on Markov chain based statistical tests and applications to stock markets are reviewed in Section 2. A detailed framework to use this methodology to test various properties of time series is presented in Section 3. In Section 4, we report the analytical evaluation of the Markov chain as a test of time dependence and homogeneity.
Monte Carlo simulation results on the size and power of Markov chains tests are presented in Section 5.
Finally, Section 6 concludes the paper.
Review of Past Work
As Andrew Lo (1997) stated efficient market hypothesis (EMH) is perhaps "..one of the most controversial and well-studied propositions in all the social sciences." The research on the EMH, dates back to 1960's, yet empirical work on stock price behavior has not produced a consensus on whether stock prices follow random walk, an implication of the EMH, or not. Most of the earlier research (Osborne 1959 , Cootner 1962 , Fama 1965 , Fama and Blume 1966 failed to reject random walk hypothesis (RWH) for short-term returns, using daily or weekly stock price data. Yet, other studies rejected RWH for daily returns and intra-day price changes in the NYSE (Niederhoffer and Osborne 1966 , Fielitz and Bhargava 1973 , Fielitz 1975 ).
The interest in the subject flared in the second half of 1980's, with the focus shifting from short-term to long-term returns. Using regression and variance ratio tests, respectively, Fama and French (1988) and Poterba and Summers (1988) found out that monthly US stock prices display meanreversion at 3-to 5-year return horizons. Kim et al. (1991) and Richardson (1993) later challenged these results and the testing methodology. They showed that evidence for mean-reversion in stock prices became weaker once adjustments are made to the tests to reflect the statistical properties of the underlying return data. While the debate on long-term behavior of stock return was taking place, Lo and MacKinlay (1988) showed that unlike long-term stock returns weekly US stock returns displayed positive serial correlation for short return horizons.
One common problem with these tests is that in most cases rejection occurs at relatively high marginal significance levels and they have generally low power against alternative hypotheses. Another is the underlying assumption of linear dependence between current and past stock returns. Considering this shortcoming, many authors used alternative discrete Markov chains test procedure to test for random walk behavior. With the possibility of order of dependence greater than one, Markov chain test allows one to consider non-linear temporal dependence of stock returns as an alternative to the random walk. Niederhoffer and Osborne (1966) , Fielitz and Bhargava (1973) , Fielitz (1975) and McQueen and Thorley (1991) applied Markov chain test to individual stock prices as well as market indices at various frequencies for different time periods.
The studies based on Markov chains generated more support against, than in favor of, the random walk hypothesis. The majority of these studies used high frequency data (weekly, daily returns as well as intra-day ticker price changes) and made use of large sample properties. Only McQueen and Thorley (1991) used annual data, to search for evidence for or against mean-reversion in long-horizon returns.
Using daily and weekly returns for 200 individual stocks between 1963 and 1968 and a threestate Markov chain, Fielitz and Bhargava (1973) tested for the stationarity (time homogeneity) as well as the order of dependence of the Markov chain. They obtained several results. First, they showed that these 200 stocks could not be treated as generated by a single vector Markov chain. More importantly, they showed that, the behavior of individual stock returns were not governed by a stationary Markov chain process. That is to say, the transition probability matrix for these stock returns is not stationary throughout the 1963-1968 period. Despite the rejection of stationarity, however, they conducted order of dependence tests and found out that there is short-term (first-or higher-order) dependence in daily returns of individual stocks but no dependence in weekly Monday closing returns. Niederhoffer and Osborne (1966) applied Markov chain test to high frequency data, ticker transactions price change from one transaction to another of seven stocks included in the Dow Jones industry average for a 22-day trading period in October 1964. They divided the ticker price changes into seven states, where the distance between each state is 1/8 of a dollar. For these seven stocks, transaction price changes turned out to have a stationary transition probability matrix. Using a firstorder Markov chain they rejected random walk and consistently showed that the reversal of a price change was more likely to take place than a continuation of the change. Dryden (1969) used the number of shares whose quoted prices were rising, falling and remaining unchanged from the previous day in the London Stock Exchange from January 1963 to April 1967. This data set is different from the individual stock or market index returns, as it compares Finally, McQueen and Thorley (1991) recently applied Markov chain test to annual real and excess returns of the equally weighted and value-weighted portfolios of all stocks in the New York Stock Exchange between 1947 and 1987. Based on earlier research they adopted a two state (up-down) Markov chain. They implicitly assumed that the transition probability matrix is stationary throughout the period of analysis, and tested random walk against second-order dependence. In this setting, they rejected the random walk hypothesis and obtained evidence in favor of mean-reversion in long-horizon stock returns for the postwar period. Their results are stronger than earlier findings of mean-reversion in annual stock returns by Poterba and Summers (1988) and Fama and French (1988) The studies based on Markov chain tests altogether provided ample evidence against random walk. However, none of the papers considered the Markov chain methodology in its entirety. They applied Markov chain tests without taking full account of the properties of the stock returns data they were using.
Unlike other tests of random walk behavior, Markov chains can be used to detect possible changes in the behavioral pattern of the stock returns over time. A significant break in the time-series behavior of stock returns would generate rejection of the stationarity of the transition probability matrix (a.k.a. time homogeneity). For this reason, testing for the stationarity of the transition probability matrix plays an essential role for the validity of Markov chain based random walk tests. Even if Markov chain test rejects random walk against the alternative of a first-or higher-order return dependence, that relationship cannot be claimed stationary through time without proper testing. If the transition probability matrix is not stationary through time, then the Markov chain will have no predictive power.
In such a case the correct approach would be to apply Markov chains test to sub-sample periods and test whether the transition probability matrices for these sub-sample periods are stationary or not. Tests for the order of dependence and hence for random walk would be appropriate for those sub-sample periods where the stationarity of the transition probability matrix cannot be rejected.
McQueen and Thorley (1991) did not even test for stationarity of the transition probability matrix, even though, they were considering a period of 40 years through which the NYSE went through substantial changes. They assumed stationarity and tested for random walk versus second-order dependence. They did not consider testing the random walk against the alternative of first-or higherorder dependence. Moreover, they used a two-state Markov chain without checking if their results were robust to the choice of number of states. Fielitz and Bhargava (1973) and Fielitz (1975) were aware of the importance of time homogeneity property for the prediction capacity of Markov chains. Their tests showed that the transition probability matrices were not stationary over time, yet they went ahead, tested for and rejected random walk in favor of first-or higher-order dependence.
Markov Chain Based Testing Methodology: A Framework
In this section, we first present the definitions that are referred in the methodology. Then a framework that describes all the steps of a Markov chain based test applied to a time series is presented.
These steps are discussed in detail.
Let y(t) denote the time series to be analyzed. We view {y(t), t=0,1,2..} as a discrete parameter, continuous state space stochastic process. In Markov Chain based tests, {y(t), t=0,1,2..} process is mapped into a discrete parameter, discrete state space stochastic process denoted as {I t , t=0, 1, 2,…}. Figure 1 depicts the flow chart of the Markov chain based testing methodology. The methodology is consisted of three parts: state space discretization, testing time dependence, and testing time homogeneity. In this section, we discuss each part in detail.

I. State Space Discretization
Given the time series {y(t), t=0,1,2..T}, one must define a discrete parameter discrete state-space stochastic process { I t , t=0, 1, 2,…T} on a particular state space to conduct Markov chain based tests.
The way the state space is discretized to employ Markov chain tests may influence the test results. This decision involves determining the number of states in S and the mapping function that maps y(t) to I t .
Forming the State-space:
Let us first discuss the number of states to be used in the state space. Let n s be the number of states in the state space. Many studies define a two-state stochastic process { I t , t=0, 1, 2,… T }on state space I t ∈S, S ={U, D} where U corresponds to an upward movement of R(t) at time t, D corresponds to a downward movement of y(t). Note that this representation does not differentiate the movements with respect to the magnitude of these changes but only considers the direction of the movements. In order to include the magnitude of change information in the discrete representation, a However, including more states increase the number of parameters to be estimated thus reduce the testing power when the number of observations is limited.
Mapping the time series to a discrete state space sequence:
In order to describe {I t , t=0, 1, 2,… T} completely, the mapping function should also be given. 
Alternatively, with respect to its moving average return during a period
Note that if the underlying time series is stationary, using moving average return is not necessary.
If three states, U, N, and D are to be used, then these states can be defined by dividing the frequency distribution of y(t) into three equiprobable regions. This can be done by using the frequency distribution of y(t). Alternatively, utilizing only the mean and mean absolute deviation (MAD) information can do this mapping more efficiently. Under certain conditions, setting k=0.5 in
where yield approximately equiprobable regions.
Figure 2 depicts sample realizations of the stochastic processes {y(t), t=0, 1, 2,…T}and {I t , t=0, 1, 2,…}, I t ∈{U, D} and {I' t , t=0, 1, 2,…T}, I' t ∈{U, N, D} for a specific stock market index. For the two-state representation, the average return of the full period is used. For the three-state representation, equation (3) 
II. Testing Time Dependence
After {I t , t=0, 1, 2,…} is obtained, next step would be to investigate the time dependence properties of the process. If {I t , t=0, 1, 2,…} is a Markov chain of order u, then 
Another important special case takes place when the order is 0. If {I t , t=0, 1, 2,…} is an independent process or random walk, then the movements at any given time are independent of each other. Thus testing the random walk of the stock market hypothesis is equivalent to testing the independence of the stochastic process. {I t , t=0, 1, 2,…} is an independent process if for all t, t=0, 1, 2, …, the probability law of the process is given by
We first set the order to zero and estimate the state transition probabilities for order 0 and order 1.
Then we test the hypothesis that the Markov chain is order 0 vs. alternative hypothesis that the Markov chain is order 1. If we cannot reject this hypothesis, we conclude that the order is 0 and continue with the time homogeneity test. If we reject the hypothesis, then we increase the current order by one until a prespecified limit is reached and repeat the same procedure. Note that, it is necessary to set a limit to
the maximum order to be tested, since as the order increases, the number of parameters to be estimated increases exponentially, thus the testing power decreases and we reject the null hypothesis.
We now briefly state the procedure used to estimate the state transition probabilities and to test the order of the Markov chain for the completeness of the methodology. For more detailed information about these procedures, the reader is referred to Anderson and Goodman (1957) .
Estimating the State Transition Probabilities:
A time homogeneous Markov chain of order u is completely characterized with its state transition matrix P = {p i,j } where
In this context state i includes more than one state if the order of the chain is greater than one. For example, for a second order Markov chain defined on the state space {U, D}, i∈{UU, UD, DU, DD} and j∈{U, D}.
Once it is assured that state transition probabilities do not change with time, ie., time homogenous, over a given period, and the order of the Markov chain is set then these probabilities can be estimated directly from the observed transitions. The maximum likelihood estimates of the state transition probabilities are obtained by maximizing the maximum likelihood function subject to the constraint that
which yields
where n ij is the total number of observed transitions from state i∈S u to j∈S, and n i is the total number of transitions from state i during a given time period. Alternatively, more sophisticated algorithms that adjusts the estimation process for small samples can also be used, e.g. (Sherlaw-Johnson et. al., 1995) .
Testing the order of a Markov Chain and Random Walk
In the testing procedure, we test the null hypothesis that the Markov chain is of order u versus the alternative that it is of order v, u>v. Let the time homogeneous state transition matrix of an u th order Markov chain is given by P u = { p i j u , } where An asymptotically equivalent test statistic for the likelihood ratio test statistic, is given by Testing the independence of transition probabilities, i.e., random walk, versus the alternative hypothesis that the stochastic process is a Markov chain of order v is equivalent to testing order 0 versus order v by using the above given procedure.
III. Testing Time Homogeneity
If a Markov chain is time homogeneous, then the state transition probabilities do not change with time.
Since only one observation of the time series is available, in order to test the time homogeneity, time series is divided into a number of subintervals. Then time homogeneity refers to the case where the state transition probabilities for each subinterval are identical to each other.
In order to test time homogeneity, we divide {I t , t=1, 2, …,T} into K different equal length subintervals and test whether the transition probabilities estimated for each period are statistically different from the transition probabilities estimated for the full period.. Let the state transition probability of an u th order Markov chain corresponding to period k, k=1, 2,..,K is given by
where
. We would like to test the hypothesis that the state transition matrices in each period, P k are not statistically different from the transition matrix for the entire period P versus the alternative hypothesis that they are different. Then an asymptotically equivalent test statistic to the likelihood ratio test statistic is given by
This test statistic has a χ 2 distribution with (K-1)n s (n s -1) degrees of freedom.
If this test is rejected, the process cannot be assumed to be time homogeneous. 
An Analytic Evaluation of Markov Chain Tests of Time Series
Markov chain representation of a time series can provide some valuable insights that can be used to investigate statistical properties of the time series. Similarly, analyzing a Markov sequence as a time series may also yield some advantages. Therefore, it is of interest to explore the relationship between a time series and its Markov chain representation.
Let us consider a simple AR(1) process {y(t), t≥0} defined as
where y(0)=0 and ε(t) is a white noise process with mean 0 and variance σ 2 . Let us also consider its first-order Markov chain representation {I t , t=0, 1, 2,…} defined on the state space S={U, D} where
and y E y t = [ ( )]. In words, we observe the upward and downward movements of the process y(t) and construct a Markov chain that describes the probabilities of one step transitions from an upward or downward movement to upward or downward movement. The Markov chain is completely characterized by its transition matrix P = {p ij } where
These transition probabilities can be estimated from an observed realization of the time series.
Let us first assume that the time series can be observed for an infinitely long period. By the law of large numbers, the transition probabilities of the Markov chain will approach the true conditional probabilities of the process. For example, with probability one
Furthermore, the Markov chain representation of an AR(1) process is symmetric, that is, p DD = p UU and p UD =p DU =1-p UU . Therefore, determining a single probability measure, p UU, describes the Markov chain completely. Under certain assumptions, it is indeed possible to determine this probability analytically.
First note that, y E y t = =
[ ( )] 0 and thus P y t y
y t y y t y P y t y y t y P y t y UU
The probability given in the numerator of the above equation can be calculated from the joint 
distribution of y(t) and y(t-1). It can be shown that the distribution of y(t) and y(t-1) is bivariate normal with density function
Therefore, p UU can be determined as 
Since the probability function of bivariate normal is not available in closed form, the transition probability is determined numerically from the double integral given above. Figure 3 plots the values of p UU corresponding to different values of α. It is quite evident from Figure 3 that for a stock price series that follow random walk process (α=0) it is equally likely for the stock price to go up or down next period regardless of the current state. Similarly as α approaches one, the transition probability p UU also approaches one. In other words, the process becomes more persistent. Furthermore, the figure suggests that the relationship between p UU and α is one-to-one, there is a unique p UU for each α value. Then, the parameter of AR(1) process can be estimated from the estimated transition probability of its Markov chain representation and vice versa. experiments strengthens our conclusion that it is possible to estimate an AR(1) process using Markov chains.
One necessary condition for the validity of the Markov chain time dependence test is the time homogeneity of the underlying Markov chain, which itself can be tested as well. In order to test a Markov chain sequence for time homogeneity, the sequence is divided into equal length parts, say, it is divided into two, four, etc and the transition probability matrix for each part is estimated. Then, the test of time homogeneity amounts to testing whether the estimated transition probability matrix for each subinterval is statistically different from the estimated transition probability matrix for the full sample: If the estimated sub-interval transition probabilities are not statistically different from those for the fullsample, the sequence is time homogeneous.
As described above, the time homogeneity test for Markov chain can be viewed as a structural break test for the underlying time series. The power of the Markov chain test to detect the structural break can be calculated using the analytical approach outlined above. Let us consider a time series of length N. Let us further assume that the first half of this series is drawn from an AR (1) (21) can be written as a function of :
where P UU (α) is evaluated from eqution (20). The p-value of the test statistic can be determined from a chi-square distribution with 2 degrees of freedom. It is clear from Figure 4 that when the discrete jump in the parameter that generates the structural break is close to zero, e.g. ∆α=0.1, one needs close to 5000 observations in order for the Markov chain test to detect the structural break. Even in the case of ∆α=0.2, the minimum sample size to guarantee that Markov test attains high statistical power is close to 1100. Therefore, for small discrete jumps in the parameter Markov chain test is likely to lead to Type-II error.
However, as ∆α increases, it becomes easier for the Markov chain test to detect this difference.
For example, when ∆α=0.3 and 0.4, the rejection of the null of homogeneity at the 10% level of significance is guaranteed if the sample size is close 500 and 250 observations, respectively. As the AR(1) parameter jump increases further towards 1, then a sample size of 100 or less will be sufficient for Markov chain test to detect the structural break from random walk to an AR(1) process. This observation implies that unless when the Markov chain test is employed on a short sequence, the test results might be distorted due to undetected structural breaks in the time series. Finally, it is interesting to note that the minimum sample size for the Markov chain to reject the incorrect null of time homogeneity is inversely related to the square of the AR(1) parameter.
Empirical Evaluation of the Size and Power of the Markov Chain Test via Monte Carlo Simulation
Above we invoked the law of large numbers to analytically evaluate the statistical properties of the time dependence and homogeneity tests. However, this assumption is rather restrictive and the results obtained do not tell us much about the statistical properties of these tests in the small sample.
For this reason, in this section we use Monte Carlo simulations to undertake an empirical evaluation of the statistical properties of the time dependence and homogeneity tests under the martingale null hypothesis as well as the integrated AR(1) and AR(2) processes.
1
I. Time Dependence
In our size and power calculations for the Markov chain test, we follow all steps of the comprehensive methodology described in Figure 1 and discussed in full detail in Section 3. Monte Carlo experiments are based on 1000 replications of time series of a given length. In its more general form, each time series y(t) is allowed to follow an AR(2) process, which can be written as
where α 1 and α 2 are scalars and ε(t) is the noise term that has a normal distribution with mean 0 and variance σ given above to generate the time series. The general AR(2) format allows us to consider AR(1) by setting α 2 = 0, as well as random walk processes by setting α 1 =α 2 =0.
2
We start with the empirical size calculations of the time dependence test assuming time homogeneity. Table 1 reports empirical size calculations for a nominal test size of 5% based on 1000
replications of time series with 50, 100, 250, 500 and 1000 observations each. Columns with labels 0, 1, 2, >2 show the number of time series (out of 1000) for which the estimated order of the Markov chain is zero, one, two and greater than two, respectively. Let's pick an example among the two-state Markov chain tests in Table 1 . Out of 1000 time series generated with 250 observations and σ=0.5, Markov chain test finds the correct order of zero for 950 of them. That is, the empirical size of the test is exactly equal to its nominal size. Table 1 provides more information than just the size of the test. In 46
replications, does the Markov chain est wrongfully reject the random walk and find an estimated order of one. Only for 3 and 1 time series, respectively, the Markov chain estimates the order to be two and greater than two.
Irrespective of the sample size and number of states used, empirical size of the Markov chain test is very close to its nominal value, 5%. With exception of a few cases in small samples, the size distortion, the difference between the empirical and nominal size, stays less than 1%. It is clear from Table 1 that the size performance of the Markov chain as a time dependence test does not depend on the magnitude of the noise in the data. As we increase the variance of the random walk process from 0.5 to 1.0 and 1.5, there is no clear pattern of change in size distortion, one way or the other.
Our size calculations compare well with that of variance ratio and Box-Pierce Q tests under homoscedastic increments reported in Lo and MacKinlay (1989) We consider autoregressive process in stock returns only and not in stock prices, because Lo and MacKinlay's (1988) results showed that AR(1) in stock returns is the most plausible alternative to random walk hypothesis.
nominal test size 0.05 as the aggregation increases from 2 weeks to half of the sample size. However, the empirical size of the VR test statistic is not distributed evenly on both tails of the test. Most of the rejection is obtained in the upper tail. Being a one-sided test, Q-test does not have this problem.
However, its empirical size falls quickly below 5% as the aggregation interval is increased from 2 weeks to half of the sample considered. Markov chain test does not suffer from either of these problems and therefore is a more reliable test compared the two tests in terms of the test size.
Next we analyze, the power of Markov chain test under integrated AR(1) and AR (2) alternatives to random walk process. In power calculations, we count the number of times the random walk null hypothesis is rejected out of 1000 replications, given that the true process is either an integrated AR(1) or integrated AR(2). Power calculations are reported in Table 2 for AR (1) Despite the problems , However, at 0.2 and 0.3 the test power increases with the sample size more quickly. For example, for α 1 =0.3, the power of the Markov chain test with two states reaches to 86.5% level at 250 observations, 98.5% at 500 observations and 100% at 1000 observations. As the AR(1) parameter increases to 0.5, the power of the test reaches to 90% at 100 observations. We compare the power of Markov chain test with the power of the Variance Ratio (VR), BoxPierce Q and Dickey-Fuller t tests reported in Lo and MacKinlay (1989) to 0.10 as the aggregation interval at which the VR is calculated is increased from 2 to 64 (see Table 5e in Lo and MacKinlay, 1989) . The same downward trend in the power of both tests is observed for larger samples as well. For example, for aggregation interval equal to 32 weeks, the power of the VR test is 0.30 and 0.51 for samples with 512 and 1024 observations, respectively. size
The rapid decline of the power with aggregation interval is not a desirable property. After all, serial correlation in stock returns does not have to be relevant for very short return horizon such as 2 weeks. It is possible to observe departure from random walk at longer return horizons such as 16 or 32 weeks, but apparently neither the variance ratio, nor the Box-Pierce Q tests have much statistical power to reject the random walk null hypothesis when the underlying process is an integrated AR(1) with α 1 =0.2. As the Markov chain test is not sensitive to aggregation interval, it is preferred to Variance ratio and Box-Pierce Q tests in the case of an integrated AR(1) alternative.
If, however, the underlying time series follows an AR(1) or AR(2) process, Markov chain test finds out the correct order of dependence under very strict circumstances. In general, it is likely to reject the true order of dependence in favor of a lower order of dependence when the sample size is small. For AR(1) and AR(2) parameters close to zero, it is able to find the true order of dependence only for large number of observations. As the AR(1) or AR(2) parameters gets closer to 1.0, it becomes biased towards higher order of dependence.
II. Time Homogeneity
In this subsection, we repeat the size and power calculations of the previous subsection for the time homogeneity test. First, we discuss the empirical size performance of the test, the results of which are presented in Table 3 . In this experiment, we randomly generate 1000 replications of time homogeneous series and apply the Markov chains to these series to test whether the Markov chain will reject the null of time homogeneity when it is correct. As described earlier in the paper, we divide our sample into 2, 4 and 8 equal sub-intervals and test whether the transition probability matrix of the Markov chain for these sub-intervals are statistically equal to the one for the full sample. We report the number of rejections and the number of inconclusive results (under the columns denoted by NTH and *, respectively).
Our Monte Carlo experiment results clearly show that Markov chain time homogeneity test suffers from size distortion problem for all sample sizes and the underlying time series process considered. To start with, when the time series follow random walk throughout the full sample and the null is tested against a two sub-interval alternative, the empirical size of the time homogeneity test with two states is smaller than its nominal size, 5%. For both small and large sample sizes, the size distortion is close to 3%. The size distortion is even larger in the case of a three-state Markov chain time homogeneity test and increases with the sample size.
For small values of the AR(1) parameter such as 0.1 and 0.2, the size distortion of a two-state Markov chain time homogeneity test against one structural break alternative gets closer to the nominal size as the number of observations increases. However, the size distortion problem intensifies as the AR(1) and AR(2) parameters are increased further up or as the number sub-intervals that are structurally different from each other is increased to 4 and 8. The size distortion is an even more significant problem for the three-state time homogeneity test. With this, the Monte Carlo experiments show that Markov chain test does not retain its asymptotic properties in a finite sample setting.
Unlike the two-state Markov chain, when we used three states the sample size and the number of equal-length sub-periods do matter. Number of times the null of time homogeneity is rejected increases with an increase in the number of sub-periods, but decreases with an increase in the sample size. These results are expected. As the number of subperiods increases from 2 to 4, to 8 and so on, the number of observations in each sub-period and, therefore, the number of degrees of freedom decrease.
For example, when the number of sub-periods is 16 and the full sample size is 100, in each sub-sample we have 6 observations to estimate at least 9 transition probabilities. That is why the test reject the null of Time homogeneity 984 times out of 1000 runs. The only 15 acceptances are due to zero order in which case there is only one parameter to estimate, 1/3. Finally, we consider the empirical power of the time homogeneity test when the significance level is set at the 5% level.
Tables 4a and 4b present the power calculations under different assumptions about the AR(1) parameter. Table 4a considers a time series, which is created with a structural break either at the 1/3, 1/2 and 2/3 of the total number of observations. In our tests, we divide the series generated in the above fashion into two equal sub-intervals and test for time homogeneity.
Consistent with our analytical results presented in Figure 4 , the power of the Markov chain test is rather small for small samples and for small discrete jumps in the data at the structural break point.
The power of the test increases to only 22% when the AR(1) parameter is equal to 0.2 in the first half and zero in the second half. The power of the test increases as the discrete jump in the underlying AR(1) parameter increases to 0.3 through 0.5. The statistical power of the test increases above 90 % when the AR(1) parameter is equal to 0.4 and the break point is located in the middle of the sample.
The results in Table 4b confirms the conclusion we reached at Table 4a , that the power of the Markov chain time homogeneity test increases with the size of the discrete jump in the AR(1) parameter that generated the break.
Combined with Diebold and Chen's (1998) 
Conclusions
To summarize, in this paper we presented a complete framework for Markov chain test of time dependence and homogeneity. Based on this methodology, we developed an analytical evaluation of the Markov representation of time series. It is shown that there is a one-to-one correspondence between the AR(1) parameter and the transition probability matrix of the corresponding Markov chain. Again analytically we derived a measure of the statistical power of the Markov chain test to detect structural break in the data. It turns out that one needs more than 1000 observations in order to have statistical power to reject time homogeneity when the discrete jump in the AR(1) parameter is very small.. 
