Based on kernel-based approximation technique, we devise in this paper an efficient and accurate numerical scheme for solving a backward space-time fractional diffusion problem (BSTFDP). The kernels used in the approximation are the fundamental solutions of the space-time fractional diffusion equation expressed in terms of inverse Fourier transform of Mittag-Leffler functions. The use of Inverse fast Fourier transform (IFFT) technique enables an accurate and efficient evaluation of the fundamental solutions and gives a robust numerical algorithm for the solution of the BSTFDP. Since the BSTFDP is intrinsic illposed, we apply the standard Tikhonov regularization technique to obtain a stable solution to the highly ill-conditioned resultant system of linear equations. For choosing optimal regularization parameter, we combine the regularization technique with the generalized cross validation (GCV) method for an optimal placement of the source points in the use of fundamental solutions. Meanwhile, the proposed algorithm also speeds up the previous method given in Dou and Hon (2014) . Several numerical examples are constructed to verify the accuracy and efficiency of the proposed method.
Introduction
In the last decade, partial differential equations of fractional orders have become the focus of many research studies due to its potential applications in modelling real physical phenomena from numerous diverse and widespread fields in fluid mechanics, visco-elasticity, biology, physics, engineering and finance. Fractional calculus in mathematical point of view is a natural extension of integer-order calculus. It had successfully modelled some physical processes arisen from real-life problems, for instance, the modelling on the transport of passive tracers carried by fluid flows in a porous medium under groundwater hydrology. Studies of the complicated phenomena of the interstitial fluid flows in relation to fractional orders are still under intensive researches and particularly challenging for quantitative analyses and modelling.
A space-time fractional diffusion equation, u(x, t) − ∆u(x, t) = 0 by replacing the second order space-derivative by a fractional Laplacian −(−∆) α 2 , 1 < α ≤ 2 and the first order time-derivative by a fractional derivative of order β > 0 (in Caputo or Riemann-Liouville sense), has higher adaptability in modelling from the view point of physical applications. In general, fractional derivative in time can be used to describe particle sticking and trapping phenomena whereas fractional space derivative is more appropriate to simulate for the special case of time fractional derivative β = 2/3 by using the method of fundamental solutions, we establish the numerical construction of solution for BSTFDP for general cases of order of the temporal fractional derivative by using inverse Fourier transform of the Mittag-Leffler functions. For efficient computation, we apply the IFFT technique to evaluate the fundamental solutions. Since it is impossible to use IFFT directly to obtain the numerical value of fundamental solution at each point due to the definition of FFT and CPU time complexity, we devise in this paper a feasible and flexible strategy to obtain a stable, efficient, and accurate solution to the BSTFDP. To solve the highly ill-conditioned resultant system of linear equations in our computation, we adapt the use of the standard Tikhonov regularization technique. Motivated by our recent works in [22, 21] expressing the solution in terms of integrals of Green's function of Cauchy's problem, we combine the regularization technique with the Generalized Cross Validation (GCV) method for the placement of the source points in the use of fundamental solutions as kernels to choose the optimal regularization parameter. Numerical examples are constructed to verify both the efficiency and accuracy of our proposed method. This paper is organized as follows. In Section 2 we consider the backward problems of STFDE with the temporal fractional derivative defined in the sense of Caputo and the spatial derivative defined by fractional Laplacian. The numerical scheme based on the kernel-based approximation is devised in Section 3. Since the fundamental solutions are given in terms of the inverse Fourier transform of the Mittag-Leffler function, we use IFFT algorithm in our computation to obtain the numerical values of the fundamental solutions. Numerical verification on the efficiency and accuracy of the proposed method for backward problems of TFDE, SFDE and STFDE is presented in Section 4. Conclusion is given in Section 5.
Backward space-time fractional diffusion problem
Consider the following space-time fractional diffusion equation: where
denotes the fractional derivative of order β with respect to the temporal variable t in the sense of Caputo defined in [23, 24] as
The Caputo fractional derivative was introduced for modelling the energy dissipation in an elastic material with memory [25] . Its application in visco-elasticity with special emphasis to the long-memory effects was given in the review paper [26] . Recently, the Caputo fractional derivative has been extensively investigated [23, 24] in view of its flexibility in treating physical and engineering problems involving complicated diffusion and convection phenomena. For instance, we can take 0 < β < 1 to model processes with slower diffusion whereas 1 < β < 2 for faster diffusion. The fractional Laplacian operator −(−∆)
is defined as a pseudo-differential operator with the symbol −|κ|
where F (f )(κ) represents the Fourier transform of function f at point κ ∈ R n defined by
It has been shown in [23, 27] that the fractional Laplacian operator is equivalent to the Riesz fractional derivative represented as a hyper-singular integral
with the finite differences operator (
and a suitable normalization constant d n,l (α). The existence and uniqueness of the Cauchy problem, i.e., equation (2.1) under the initial condition u(x, 0) = u 0 (x), x ∈ R n in Bessel potential spaces have been studied in [28] by means of the Green's function. Under the following boundary condition: 6) and the final time condition
which normally contain noises from real measurement, the inverse (backward) problem of the space-time fractional equation to be investigated in this paper is to determine the unknown solution from the boundary measurement and final time measurement, i.e., the determination of the solution u(x, t), x ∈ Ω, 0 ≤ t < T , to equation (2.1) in bounded domain Ω ⊂ R n subject to the boundary condition (2.6) and the final time condition (2.7). We remark here that since the Riesz fractional derivative is defined by using the Fourier transform on the whole space, we cannot place boundary conditions on finite domains. In other words, the boundary condition given in (2.6) is artificial. However, this condition can be obtained in the real application and is necessary in the numerical computation. Refer [29] for the fractional Laplace equation with the Riesz spatial fractional derivative which breaches the principle of locality in physics. Moreover, Chen et al. [30] recently devised the definition of general Laplacian operator on bounded domains and successfully constructed strong solutions in terms of probabilistic series representation of these solutions. In fact, if the problem is considered in the whole space, i.e., Ω = R n , then we only need the final time condition (2.7) to solve the backward problem. In real application, however, it is impossible to obtain all the data in the whole space and we need the boundary condition (2.6) to obtain reasonable numerical solution.
Based on kernels approximation method, we devise in this paper an efficient and effective numerical method to approximate the solution of the above backward space-time fractional diffusion equation under noisy data of f and g.
In practical applications, the data f (x) and g(x, t) are given only at some scattered discrete points (
denote respectively the discrete spatial values on the boundary ∂Ω and temporal values in the interval (0, T ], {x i } m+n i=m+1 denotes the discrete spatial values in the domain Ω. These discrete points (
are also called data points. 
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The fundamental solution G α,β (x, t) of Eq. (2.1) can be obtained by applying the Fourier integral transform with respect to the variable x ∈ R n to Eq. (2.1) with 1 < α ≤ 2 and to the initial conditions
given by the expression [27, 31] 
where E ν is the Mittag-Leffler function [24] 12) which has the asymptote
Since the MittagLeffler function E ν (z) decays linearly on the negative real axis R, which is much slower than the exponential decay of the exponential function e z , we can obtain thatĜ α,
the inverse Fourier transform of (2.11)
For illustration, the figures of some fundamental solutions to problem (2.1) in 2D case for different α and β are displayed in Fig. 1 by using IFFT of the Mittag-Leffler functions for space-fractional diffusion equation with α = 1.2, 1.5, 1.8, β = 1 in (a1)-(a3) respectively; time-fractional diffusion equation with its characteristics α = 2, β = 0.2, 0.5, 0.8 in (b1)-(b3) respectively; and space-time fractional diffusion equation with α = 1.7, β = 0.7, α = 1.5, β = 0.5 in (c1) and (c2), respectively. From Fig. 1 we can observe the combined effect of a concentration profile with a sharper peak and heavier tails of space-time fractional derivatives. This explains the intrinsic difficulties in obtaining accurate approximation to the STFDE problem from using classical numerical techniques.
Kernel-based approximation
Based on the idea of kernel-based approximation, the numerical solution of (2.1), (2.6), (2.7) can be obtained from the following discretization of the single layer potential:
where D is a bounded domain such that Ω ⊂ D, −δt < 0 is a fictitious past time. Here, the functionũ on the right hand side of (3.1) is represented as a linear combination of the kernel functions, and the source points {(ξ j , τ j )} .8) and (2.9), we obtain the following linear system of equations for the unknown coefficients {λ j } N j=1 :
In matrix form, the values of unknown coefficients {λ j } N j=1 can be obtained from solving the matrix equation
where A is the following (m and b is the (m + n) vector:
Since the original problem (2.1), (2.6), (2.7) is highly ill-posed, the ill-conditioning of the matrix A in equation (3.4) persists. Several regularization methods have been developed for solving these kinds of ill-conditioned problems [32, 33] . In our computation we adapt the Tikhonov regularization technique [34] to solve the matrix equation where ∥ · ∥ denotes the usual Euclidean norm and α is called the regularization parameter whose crucial value λ α * for accurate approximation is obtained by using the GCV method. The approximated solutionũ α * to the BSTFDP (2.1), (2.6) and (2.7) is then given as
It is well known that an optimal placement of the location of source points has a great influence on the accuracy and stability and is an open problem. In using MFS for solving BHCP, Golberg and Chen [35] placed the source points equally distributed around a circle of radius R, which is not suitable for problems with a non-smooth domain. Mera [14] and Hon and Wei [36] allocated the source points on a line below the initial time. Liu [13] distributed the source points uniformly on two straight lines, which was later adopted by Hon and Li [12] in solving the BHCP with moving free surface. More recently, new techniques in choosing optimal source points location were developed respectively by Schaback [37] , Shigeta et al. [38] , and Chen et al. [39] . Since the MFS uses only boundary points in the solution process, the computation is very efficient. Furthermore, the simplicity of the MFS is another main attraction [40] .
In this paper, we employ the same method for choosing the source points as given in our recent work [21] . Since the location of source points depends on the parameters δt and R, the accuracy of the method varies with respect to the values of δt and R. In Section 4 we will illustrate the superior feasibility and efficiency of this proposed choice of source points.
In computing the value of fundamental solution at each point, we first apply the algorithm given in [41] 
To reduce the tedious computational time of IFFT, we choose x i − ξ j for each t − τ j from the set of nodes κ, i.e., κ = {(
to compute the value of the fundamental solution corresponding to each point x i − ξ j . This dramatically reduces the computational time of IFFT from (m + n) × N, which equals the total number of elements in matrix A, to the total number of partitions of the temporal variable. It is worthy to point out that our proposed choice of source points ensures the improvement of CPU time.
The stability of MFS is still an open problem. Recently, Li et al. [42] gave a stability analysis on the MFS for solving Laplace problem on disc domain by obtaining a sharp bound on the condition number of the resultant matrix.
The MFS is capable to solve problem (2.1), (2.6), (2.7). However, if the equation considered is nonhomogeneous, i.e., the forcing term of the governing equation is imposed, the MPS is needed [43] .
Numerical verification
Assume that the data are perturbed with noises by Gaussian distributed random vectorb = b + δ∥b∥ ∞ * randn(size(b)), where δ is the tolerated noise level. We implement the kernel-based approximation method given in the above section by constructing several 2D backward problems of STFDE by using Matlab. We note here that although all the numerical tests are performed for 2D case, the proposed method can be applied for both 1D and 3D cases for more general domains.
In order to estimate the error of the numerical approximation, we choose some extra test points to compute the root mean square error (RMSE):
where u and u c are the exact and computational solutions of the STFDE respectively. Here,
is a set of M test points which are uniformly distributed in Ω. Since the numerical result is not sensitive to the total number of the test points, we take M = 289 in the computation.
Consider the first example for the backward problem of TFDE:
Example 4.1. We use the same example as given in [21] . Let u(x, y, t) = E β (−t β ) sin(x+y), x ∈ [0, 1] For the sensitivity analyses on the parameters R, δt and the total number of source points N, we fix β = 0.7, T = 1 and δ = 0.05.
Firstly, we choose δt = −0.5, N = 81 and analyse the effect of the choice value of R. Numerical result displayed in Fig. 2(a) shows that the absolute error RMSE and relative error rmse of the numerical solution both decline rapidly when the value of R is less than 1.25 and remain stable until R < 4 after which the errors grow slowly. The trends of all errors are similar. For this reason we set R = 2 in all of the following computations. Recall the new strategy we devised in the last section for using IFFT, we only need to compute the data of the boundary condition g(x, t) at 14 different time nodes instead of every element position in the matrix A, i.e., for (16 + 14 × 20) × 81 times. It is trivial that this greatly reduces the tedious time spent in computing IFFT.
To investigate the convergence of our proposed numerical algorithm with respect to the value of δt, we fix N = 81.
Numerical results displayed in Fig. 2(b) show that both errors of the numerical solution decrease rapidly when the value of δt is less than 0.5 and change slightly when δt < 1, for 1 < δt < 10 the errors keep steady and rise slightly in comparison with the errors when δ lies in (10, 45) . After that the errors grow rapidly and keep steady again. For this reason we can fix δt = 0.5 in our following computations.
For the sensitivity of the total number N of source points, it can be seen from Fig. 3 that the errors reduce rapidly until N ≥ 81. For this reason we use N = 81 in the following computations. Although we have obtained the suitable values of the parameters R and δt for the backward problems of TFDE, we also perform sensitivity test on the absolute error and relative error with respect to R and δt. In Fig. 6(a) we fix α = 1.3, β = 0.7 and δt = −0.5 and analyse the effect of the choice of R. It shows that the absolute error RMSE and relative error rmse of the numerical solution decrease rapidly until R reaches 1.25 and then remain stable. Fig. 2(a) shows that errors for α = 1.3, β = 0.7 with respect to δt. From Fig. 7 we find that the convergence rate with respect to the parameter δt is similar to Example 4.1. This allows us to choose R = 2 and δt = 0.5 in the numerical tests for the backward problems of STFDE. The sensitivity for the value of α ∈ (1, 2) is displayed in Fig. 7 in which we choose β = 0.7, T = 1, R = 2, δt = −0.5 and δ = 0.05.
The exact solution u(x, y, 0) and its numerical approximation for β = 0.8, α = 1.5 at noise level δ = 0.03 as well as the difference between the exact solution and its numerical approximation are given in Fig. 8 to illustrate the efficiency of our proposed method.
In the following example we compare our numerical solution for the backward problem of STFDE with the analytical solution given in [9] . In this example, we perform the numerical test for determining u(x, y, 0) from the final data at T = 1 with noise.
Numerical results displayed in Fig. 9 show that our proposed method also works well for the backward problem of STFDE of β = 0.8, α = 1.5 at noise level δ = 0.03.
Although there still contains some error in the computation of the Mittag-Leffler function and its FFT for G α,β , they are not magnified in the numerical solutions of the backward problem which indicates that our proposed method is feasible and accurate.
Conclusion
We develop in this paper a Kernel-Based Approximation method based to solve a backward problem of space-time fractional diffusion equation. Since the fundamental solutions used as kernels are given in terms of the inverse Fourier transform of the Mittag-Leffler function, we use IFFT algorithm in our computation to obtain the numerical value of the fundamental solutions. We also improve the times of using IFFT to speed up the algorithm. Numerical results indicate that the proposed method performs well for both backward problems of TFDE and STFDE. 
