Kronecker graphs have been shown to be one of the most promising models for real-world networks. Visualization of Kronecker graphs is an important challenge. This chapter describes an interactive framework to assist scientists and engineers in generating, analyzing, and visualizing Kronecker graphs with as little effort as possible.
graphs can generate a rich class of graphs that have many important patterns of a realistic network. We have developed an interactive toolkit that assists scientists and algorithm designers in generating, analyzing, and visualizing Kronecker graphs. On a commodity workstation, the framework can interactively generate and analyze Kronecker graphs with millions of vertices. In order to visualize Kronecker graphs, we implement a visualizing algorithm on a parallel system that can then efficiently drive a large 250 megapixel display wall [Hill 2009 ]. This system allows for effective visualization of graphs of up to 100,000 vertices. Moreover, the framework is designed in an intuitive and interactive fashion that is easy to use and does not require much experience from the users in working with Kronecker graphs. We believe this tool can be a potential first step for anyone who wants to use Kronecker graphs as a model for their own networks.
Kronecker graph model
The working model of Kronecker graphs in our framework is a generalization of the bipartite stochastic model (see Chapter 9). In particular, let G be the seed matrix that is used to generate Kronecker graphs. G is a linear combination of a bipartite matrix B(n, m) and a diagonal matrix I (see Figure 11 .1). B(n, m) is a four-quadrant matrix with size (m + n) × (m + n). The values of the entries in each of the quadrants are a, b, c, and d. In the diagonal matrix, all entries in the main diagonal have value i.
This simple model covers a range of Kronecker graphs. The stochastic model presented in [Leskovec et al. 2010 ] is a special case with m = n = 1 and i = 0. The model in [Kepner 2008 ] (where G is the union of a bipartite graph and an identity graph) is also a special case of our model with a = d = 0 and b = c = i = 1.
Kronecker graph generator

Let N and M be the desired number of vertices and edges of the Kronecker graph. If N = (m+n) k , it is simple to generate a graph with the desired number of vertices. Specifically, we consider the N × N matrix A = G ⊗k where G is the seed matrix given above. For any pair of vertices i and j, a directed edge from i to j is created with probability A(i, j). In case the desired graph is sparse, M = O(N ), computing the whole matrix A is redundant. Instead, the algorithm can just generate the edge list directly from the seed matrix, with total running time O(M log N ).
However, in case N is not a power of m + n, it is unclear how to generate Kronecker graphs from the algorithm above. A simple interpolation algorithm that creates a larger Kronecker graph (with (m + n) k vertices such that (m + n) k−1 < N < (m + n) k ) and then selects an appropriate subgraph does not work. Experiments show that simple interpolation produces large jumps (400%) on the edge/vertex (M/N ) ratio in the resulting graph (see Figure 11 .2). Sudden jumps in the edge/vertex ratio are not consistent with how real-world graphs grow.
The jumps in the edge/vertex ratio can be reduced by selecting the subgraph more intelligently using our "organic growth" interpolation algorithm. For a given desired N , our algorithm picks (m + n) k -the smallest power of m + n that is larger than N . Then, we generate an edge list (directly from the seed matrix) for the graph of size (m + n) k × (m + n) k . Now, instead of taking a subgraph of size N , we randomly shuffle the labels of the vertices and then pick the N vertices with highest degree. As shown in Figure 11 .2, generating Kronecker graphs in this way reduces the interpolation error of the edge/vertex ratio significantly.
Analyzing Kronecker graphs
Analyzing Kronecker graphs is the main feature of our framework. Once a graph is generated, it can be analyzed by three different methods: graph metrics, graph view, and graph organic growth. The graph metrics are a set of statistics about the structure of the graph that can be used to compare the similarity between the generated Kronecker graph and the target real network. The graph view helps users observe the generated graph from different perspectives and thereby identify important properties of the graph. Finally, the graph organic growth simulates the growing (or shrinking) process of a network graph using the previously described interpolation algorithm.
Graph metrics
We compute a set of statistics that can be used to derive many of the important metrics of a given graph.
• Degree distribution power law exponent : The degree distribution of a graph is a power law if the number of vertices with degree d in the graph is proportional to d −λ where λ > 0 is the power law exponent. Both the real networks and the Kronecker graphs can exhibit power law degree distribution. k . The organic growth interpolation algorithm randomizes the vertex labels and selects the highest degree nodes to produce a much smoother curve with smaller jumps at these boundaries.
• Densification power law exponent : The number of edges M may be proportional to N α where α is the densification power law exponent. Similar to the degree distribution power law exponent, this exponent can also be used as a metric of the graph [Leskovec et al. 2005 ].
• Effective graph diameter : The effective graph diameter was proposed in [Leskovec et al. 2005 ] as a robust measurement of the maximum distance between vertices in the graph. It is observed that many real-world networks have relatively small effective graph diameter (see [Leskovec et al. 2005 , Albert 2001 ). The diameter of the graph is not used here since it is susceptible to outliers.
• Hop plot : The function f : k → f (k), which is the fraction of pairs of vertices that have distance k in the graph [Palmer et al. 2002] .
• Node triangle participation:
, which is the number of vertices that participate in k triangles in the graph [Tsourakakis 2008 ].
Graph view
Graph view is a visual way to study the structure of a Kronecker graph. The view is a 2D image of its 0/1 adjacency matrix under some permutation of the vertices. By adding more than one permutation to the framework, we hope that the images they create can give the users different perspectives about the graph structure and can help identify useful patterns. For example, if we view a Kronecker graph in the order it was generated, it is difficult to realize that its degree distribution obeys the power law. However, if we view the graph in degree sorted order, the power law property of its degree distribution can be easily noticed. Our framework allows a user to visualize the generated graph in four different permutations:
• Degree sorted: This view corresponds to vertices in nonincreasing order of degree.
• Randomized: This is the view taken from a random permutation.
• As generated: This is the view where the original order of vertices is used.
• Bipartite: This view exploits the inherent structure of a bipartite generating graph. The permutation takes advantage of the near-bipartiteness of the seed graph to efficiently detect the highly connected components in the graph and separate them from others. For more details on this permutation, see Chapter 10.
Organic growth simulation
In addition to the graph metrics and graph view, which only work with static Kronecker graphs, it is possible to use the organic growth interpolation algorithm to simulate how a graph might grow (or shrink). The simulation can show how a graph has been growing up from a single vertex to the current state and beyond. The main application of this feature is network extrapolation [Leskovec et al. 2010] . Given a real-world network and a Kronecker graph G that models that network, then by applying organic growth simulation on G, we can look into the future to see how the network might evolve. Similarly, organic growth simulation can also help us look into the past to see how the network might have looked in its early stages. 
Visualizing Kronecker graphs in 3D
Good visualization is an important part of an analytical framework. In this section, we describe our tool to visualize a Kronecker graph by projecting it onto the surface of a sphere. The idea of embedding a Kronecker graph onto a sphere was proposed and proved effective by Gilbert, Reinhardt, and Shah [Gilbert et al. 2007 ]. However, their embedding algorithm, which was designed for general graphs, did not take advantage of Kronecker graphs' structure. In our algorithm, we use the bipartite clustering method (as in the bipartite view) to partition the graph into well-connected components (see Figures 11.3 and 11.4) and embed them onto the sphere. As a result, the visualization quality has been improved significantly compared to the Fiedler mapping method (see Figure 11 .5). 
Embedding Kronecker graphs onto a sphere surface
Given a Kronecker graph, our visualization first partitions such a graph into dense near-bipartite subgraphs using the bipartite permutation (see Chapter 10). Each subgraph is organized into a pair of concentric circles (see Figure 11 .4), and these subgraphs are then placed onto a sphere so that they do not overlap. More specifically, for each such subgraph B(n, m), B comprises two nearly disjoint sets with n and m, where n > m. The subgraph is mapped onto two concentric circles such that n points are in the outer circle and m points are on the inner circle (see Figure 11.5) . All the concentric circles are embedded on a sphere surface by using the Golden Section spiral method [Rusin 1998 ], which guarantees that the circles do not intersect and are evenly distributed. Because the majority of edges in the graph are internal to the subgraph, the visualization is pleasing to the eye and the overall structure of the Kronecker graph can be seen clearly.
Visualizing Kronecker graphs on parallel system
As the framework is designed to work with very large Kronecker graphs (up to 100,000 vertices), it is not practical to visualize them on a commodity workstation. Therefore, we implement our three-dimensional (3D) visualization algorithm on a parallel system with 60 display panels (2560×1600 pixel each) and 30 computational nodes (each node is responsible for 2 display panels), see Figure 11 .6. .7 shows how the 3D visualization is designed on the parallel system. First, the graph is distributed to all computational nodes. Then, for each node, all vertices and edges of the graphs that are not visible on that node will be removed. Finally, visible edges and vertices are mapped onto a sphere surface using the algorithm above and rendered on the displaying panels. Components consist of input graph, hidden surface removal (HSR), graphics processing units (GPU), and video display panels.
