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We consider a Mott transition of the Hubbard model in infinite dimensions. The dynamical mean-
field theory is employed in combination with a continuous-time quantum Monte Carlo (CTQMC)
method for an accurate description at low temperatures. From the double occupancy and the energy
density, which are directly measured from the CTQMC method, we construct the phase diagram. We
pay particular attention to the construction of the first-order phase transition line (PTL) in the co-
existence region of metallic and insulating phases. The resulting PTL is found to exhibit reasonable
agreement with earlier finite-temperature results. We also show by a systematic inclusion of low-
temperature data that the PTL, which is achieved independently of the previous zero-temperature
results, approaches monotonically the transition point from earlier zero-temperature studies.
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I. INTRODUCTION
Over the past few decades, the dynamical mean-field
theory (DMFT) [1, 2] and its extensions [3] have proven
to be successful in describing the dynamic properties of
strongly correlated systems. In DMFT, a lattice model is
mapped onto a corresponding quantum impurity model
such as the Anderson impurity model. The impurity self-
energy, which is obtained by solving the quantum impu-
rity model, is identified with that of the lattice model,
imposing a self-consistency relation. Here, we assume
that the self-energy is local; this is the case in infinite
spatial dimensions and provides a good approximation
in high dimensions.
The efficiency of the DMFT depends strongly on the
method of solving the quantum impurity problem, which
is called an impurity solver. Some perturbative methods
such as iterative perturbation theory [4] and the non-
crossing approximation [5] were proposed and turned out
to yield qualitatively correct results. For a quantitatively
accurate description, however, nonperturbative methods
must be developed. One of the reliable nonperturbative
tools is the Hirsch-Fye quantum Monte Carlo method [6],
which is useful at finite temperatures. In that method,
however, the discretization of the imaginary-time axis
raises difficulties in capturing the sharp variation of the
imaginary-time Green function, particularly at low tem-
peratures. Such a problem can be resolved by using
the recently-developed continuous-time quantum Monte
Carlo (CTQMC) method, which performs a stochastic
sampling of an expansion order in the imaginary-time
axis without any discretization [7–10].
We here intend to examine the finite-temperature Mott
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transition in the Hubbard model, which is well known
to exhibit the characteristic features of the Mott transi-
tion [11, 12]. Previous extensive studies help us to un-
derstand the qualitative nature of the Mott transition in
the Hubbard model: There exists a critical temperature
above which only a smooth crossover occurs between a
metal and a Mott insulator [13]. Below the critical tem-
perature, in contrast, a coexistence region separates the
metallic from the Mott insulating phase [13, 14], which
implies that the system undergoes a first-order phase
transition somewhere inside the coexistence region [2, 15].
Our work focuses on the numerical determination of a
phase transition line (PTL) of the first-order Mott tran-
sition. We can determine a thermodynamically-stable
phase from the criterion of the lowest free energy. Also,
at finite temperatures, the entropy makes important con-
tributions. Although the QMC method is very useful
at finite temperatures, obtaining the entropy directly
from the QMC method is very difficult. Accordingly,
numerical computation of the PTL has been a challeng-
ing problem. Only a few earlier studies here made efforts
to obtain the PTL by using exact diagonalization [16]
or Hirsch-Fye QMC method [17], and a recent CTQMC
study succeeded in locating a single transition point at a
very low temperature [9].
In this paper, we present a reliable numerical scheme
for estimating the PTL of the Mott transition at low
temperatures. We basically use the same differential
equation as in Ref. 17. However, in contrast to that
previous study, where some fitting functions were intro-
duced [17], we measure the quantities for the equation
directly by using the CTQMC method without any ad-
ditional manipulation. We show that our method re-
sults in the PTL which is fully consistent with earlier
finite-temperature studies. We also demonstrate that our
finite-temperature result approaches gradually the zero-
temperature result when we systematically include low-
2temperature calculations. Finally, the resulting PTL is
found not to be changed significantly by the next-order
correction to some approximations that are made while
solving the differential equation.
This paper is organized as follows: Section II is de-
voted to the description of the Hubbard model and the
DMFT combined with the CTQMC method. We present
the results in Sec. III: We display some physical quanti-
ties, such as the double occupancy and the energy den-
sity, from the CTQMC method, and we present a phase
diagram constructed from the data. Particularly, we de-
scribe how we can construct the PTL from the QMC
data and give some discussion on the resulting PTL. The
results are summarized in Sec. IV.
II. MODEL AND METHOD
A. One-band Hubbard Model
We begin with the one-band Hubbard model. Its
Hamiltonian is given by
H = −t
∑
〈ij〉σ
(cˆ†iσ cˆjσ+ cˆ
†
jσ cˆiσ)+U
∑
i
nˆi↑nˆi↓−µ
∑
iσ
nˆiσ .
(1)
Here, cˆiσ (cˆ
†
iσ) is an annihilation (creation) operator for
an electron with spin σ at site i, and nˆiσ ≡ cˆ†iσ cˆiσ . The
parameters t and U denote the nearest-neighbor hopping
amplitude and the on-site Coulomb repulsion, respec-
tively. The chemical potential µ is set to U/2 so that
the system is half-filled. We consider a Bethe lattice in
infinite dimensions, which results in a semicircular den-
sity of state
ρ(ε) =
2
πD
√
1− (ε/D)2 (2)
with a half bandwidth D=2t. We restrict our study to
paramagnetic solutions, and throughout the paper, we
will represent all the energies in units of D.
B. Dynamical Mean-field Theory
The single-site DMFT, which we will employ in our
work, has been known to be a very efficient tool for inves-
tigating strongly correlated systems [2]. It incorporates
all the local quantum fluctuations that play an important
role in strongly correlated systems. The central idea of
the DMFT is to map a lattice model onto a quantum
impurity model, which should satisfy a self-consistency
relation imposed from the original lattice model. The ef-
fective action of the quantum impurity model is written
as
Seff = So
+
∑
σ
∫ β
0
dτ
∫ β
0
dτ ′ c†σ(τ)∆σ(τ − τ ′)cσ(τ ′) ,
(3)
where So is an action at the impurity site due to the local
interaction, as well as the chemical potential, and β≡1/T
is an inverse temperature. The hybridization function
∆σ(τ) in Eq. (3) plays the role of a generalized Weiss
field. We should note that it is a function of the imagi-
nary time τ .
In infinite dimensions the self-energy is local, that is,
independent of the momentum k, and the local Green
function with spin σ is given by
Gσ(iωn) =
∫ ∞
−∞
dε
ρ(ε)
iωn − ε+ µ− Σσ(iωn) . (4)
The corresponding hybridization function ∆σ can also be
calculated as
∆σ(iωn) = iωn + µ− Σσ(iωn)−G−1σ (iωn). (5)
In the DMFT, the local self-energy is assumed to be an
impurity self-energy, yielding[∫ ∞
−∞
dε
ρ(ε)
iωn − ε+ µ− Σσ(iωn)
]−1
= iωn + µ− Σσ(iωn)−∆σ(iωn). (6)
This is the self-consistency relation that should be satis-
fied by the self-energy of the quantum impurity with the
hybridization function ∆σ. By using a semicircular den-
sity of states for ρ(ǫ) in Eq. (2), we can further simplify
the above self-consistency relation to the form
∆σ(τ) =
D2
4
Gσ(τ) (7)
in the infinite-dimensional Bethe lattice.
C. Continuous-time Quantum Monte Carlo
Method
In order to solve a quantum lattice problem within the
DMFT, we need an impurity solver that gives an impu-
rity self-energy for a given hybridization function. In this
work, we employ the CTQMC method as the impurity
solver. In particular, we use the hybridization expan-
sion algorithm, which allows an accurate calculation even
for strong interactions, as well as very low temperatures.
Within the algorithm, we can also measure the kinetic
energy density directly from the Monte Carlo sampling.
The basic idea of the QMC method is the stochastic
sampling of perturbation diagrams of a partition func-
tion. In the system with the Hamiltonian H=Ha+Hb,
3we can express the partition function as
Z = Tr
[
e−βHaTτ exp
(
−
∫ β
0
dτH˜b(τ)
)]
, (8)
where O˜(τ)≡eτHaOe−τHa for an operator O and Tτ
represents a time-ordering operator. In the CTQMC
method, a random walker roams the configuration space
composed of a perturbation order, perturbation positions
on the imaginary-time axis, and other parameters de-
pending on the specific algorithm.
The Hamiltonian of the Anderson impurity model can
be expressed as
H = Hbath +Hhyb +Hloc, (9)
where
Hbath ≡
∑
pσ
εpaˆ
†
pσaˆpσ , (10)
Hhyb ≡
∑
pσ
(Vpσaˆ
†
pσ cˆσ + V
∗
pσ cˆ
†
σaˆpσ) , (11)
Hloc ≡ Unˆ↑nˆ↓ − µ
∑
σ
nˆσ. (12)
In the hybridization expansion algorithm, we take
Hbath+Hloc as an unperturbed Hamiltonian Ha
and expand the full Hamiltonian to the order of
Hb=Hhyb. By recalling that Hhyb=
∑
σ(hσ+h
†
σ) with
hσ≡
∑
p
Vpσaˆ
†
pσ cˆσ, we can rewrite Eq. (8) in the form
Z = Tr
[
e−βHa
∏
σ
∞∑
kσ=0
×
∫ β
0
dτ1σ
∫ β
0
dτ ′1σ · · ·
∫ β
τkσ−1
dτkσ
∫ β
τ ′
kσ−1
dτ ′kσ
× h˜σ(τkσ )h˜†σ(τ ′kσ ) · · · h˜σ(τ1σ )h˜†σ(τ ′1σ )
]
. (13)
Here, we have used the fact that only the terms in which
h˜σ and h˜
†
σ appear alternately the same number of times
produce nonzero traces due to the fermionic nature of
electrons.
We use a bath partition function Zbath defined by
Zbath ≡ Tra[e−βHbath ] =
∏
pσ
(1 + e−βεp) (14)
and apply the Wick theorem to the bath fermionic opera-
tors to obtain the expanded form of the partition function
Z = ZbathTrc
[
e−βHloc
∏
σ
∞∑
kσ=0
∫ ∞
0
dτ1σ
∫ ∞
0
dτ ′1σ · · ·
∫ ∞
τkσ−1
dτkσ
∫ ∞
τ ′
kσ−1
dτ ′kσ c˜σ(τkσ )c˜
†
σ(τ
′
kσ
) · · · c˜σ(τ1σ )c˜†σ(τ ′1σ ) det∆σ
]
.
(15)
Here, ∆σ is a kσ × kσ matrix with elements
(∆σ)ij ≡ ∆σ(τ ′iσ − τjσ ),
with the antiperiodic hybridization function being given
by
∆σ(τ) = [θ(−τ)−θ(τ)]
∑
p
|Vpσ|2
eβεp + 1
e−{τ−βθ(τ)}εp (16)
and with θ(τ) being a step function.
In the Anderson impurity model, the occupation num-
ber operator at the impurity commutes with Ha, so
we can give a systematic description of the local trace
factor in terms of segments and antisegments; they
represent time intervals during which an electron is
present and absent at the impurity, respectively. In
the segment description, the local weight factor for
x=
∏
σ{(τ1σ , τ ′1σ ), · · · , (τkσ , τ ′kσ )} is given by
ωloc(x) ≡ Trc
[
e−βHloc
×
∏
σ
c˜σ(τkσ )c˜
†
σ(τ
′
kσ
) · · · c˜σ(τ1σ )c˜†σ(τ ′1σ )
]
= seµ
∑
nσ
Lnσe−U
∑
nm
Onm , (17)
where Lnσ is the length of the nth segment of an electron
with spin σ, Onm is the overlap between the nth spin-up
and the mth spin-down segments on the imaginary-time
axis, and s is a sign determined by the sequence of opera-
tors. The main procedures in updating the configuration
are the insertion and the removal of segments or antiseg-
ments. We have separated the proposal probability so
that we can get rid of the factor dτ2 in the weight factor.
We have also used self-balance and global updates, which
can reduce the autocorrelation time significantly.
The above procedures enable us to evaluate the impu-
rity Green function, Gσ(τ)≡ − 〈Tτ cˆσ(τ)cˆ†σ(0)〉, by using
4the formula
Gσ(τ) = − 1
β
〈
kσ∑
ij
(Mσ)jiδ˜(τ, τi − τ ′j)
〉
, (18)
where the angular brackets denote the Monte Carlo av-
erage, Mσ ≡∆−1σ , and
δ˜(τ, τ ′) ≡ [θ(τ ′)− θ(−τ ′)]δ(τ − τ ′ − βθ(−τ ′)). (19)
At the final stage, we obtain a paramagnetic Green func-
tion G by symmetrizing the Green function, G=(G↑ +
G↓)/2.
One advantage of the hybridization expansion is that
we can measure directly some local quantities during
Monte Carlo samplings. The average occupancy can be
evaluated by using the ratio of the Monte Carlo average of
the total segment length to the length of the imaginary-
time axis:
〈nˆσ〉 = 1
β
〈∑
n
Lnσ
〉
. (20)
Similarly, the Monte Carlo average of the total overlap
length gives the double occupancy through the formula
dO ≡ 〈nˆ↑nˆ↓〉 = 1
β
〈∑
nm
Onm
〉
. (21)
In the hybridization expansion, we can also use the av-
erage perturbation order 〈kσ〉 to evaluate the average ki-
netic energy of electrons with spin σ, εKσ [10, 18]. We
can show that the perturbation order estimates the av-
erage value of the perturbing action, which enables us to
obtain the kinetic energy directly from the Monte Carlo
average of the perturbation order:
〈kσ〉 = −
∫ β
0
dτ
∫ β
0
dτ ′∆σ(τ − τ ′)〈c†σ(τ)cσ(τ ′)〉
= −Tr[∆σGσ]
= −βεKσ . (22)
III. RESULTS
A. Double Occupancy and Energy Density
We first examine the double occupancy dO defined in
Eq. (21). The double occupancy is well known to pro-
vide a good measure for the degree of correlation. As
was explained in the previous section, in the CTQMC
method, it can be calculated directly from the total over-
lap length of the segments. Figure 1(a) presents the cal-
culated double occupancy at the temperature T=1/128.
As U increases, the system becomes more correlated,
and the double occupancy decreases. At a certain in-
teraction strength Uc2(T ), the double occupancy shows
0.01
0.03
0.05
0.07
0.09
d O
(a)
-0.10
-0.08
-0.06
2.0 2.2 2.4 2.6 2.8 3.0
ε
(b)
U
FIG. 1: (color online) (a) Double occupancy dO and (b) en-
ergy density ε as functions of U at the temperature T=1/128.
The data from the DMFT solutions obtained by increasing
and decreasing U are marked by solid and empty circles, re-
spectively.
a discontinuous jump to a lower value, and the system
becomes insulating. On the other hand, when the inter-
action strength is decreased from that for the insulating
solutions, the system exhibits a discontinuous jump in
the double occupancy at the interaction strength Uc1(T ),
which is lower than Uc2(T ). Accordingly, we have a finite
region Uc1<U<Uc2 where both metallic and insulating
phases coexist; this demonstrates clearly the first-order
nature of the metal-insulator transition in the Hubbard
model for infinite dimensions. Such a first-order nature
of the transition is also demonstrated in the variation of
the energy density. We have calculated the energy per
lattice site ε as
ε = εK + εU , (23)
where we can compute the kinetic energy εK and the
interaction energy εU directly from the average quantities
in the CTQMC method:
εK ≡ −T
∑
σ
〈kσ〉, (24)
εU ≡ UdO. (25)
We observe a clear hysteresis between the metallic and
the insulating solutions in the energy density as in the
double occupancy. In the coexistence region, the metallic
50.00
0.01
0.02
0.03
0.04
0.05
2.0 2.2 2.4 2.6 2.8 3.0
T
U
M C I
FIG. 2: (color online) Phase diagram for the Mott transition
in the infinite-dimensional Hubbard model. The transition in-
teraction strengths Uc1 and Uc2 (see the text for definitions)
are plotted for various temperatures, and the lines are merely
guides to the eye. The regions of the metallic and the insu-
lating phases and their coexisting regions are denoted by the
labels M, I, and C, respectively.
phase always has a lower energy density than the insu-
lating phase at T=1/128, which is consistent with earlier
DMFT results [2, 19].
B. Phase Diagram and Critical Point
We can determine two transition points, Uc1(T ) and
Uc2(T ), from the interaction strengths at which the dou-
ble occupancy or the energy density shows discontinuous
jumps at temperature T . In Fig. 2 we plot Uc1 and Uc2
as functions of the temperature T , displaying the phase
diagram for metal-insulator transitions on the plane of T
and U . Both Uc1 and Uc2 increase monotonically as the
temperature is lowered. With decreasing T , the rate of
increase of Uc1 diminishes while it is enhanced for Uc2.
The two transition lines merge at the critical temperature
Tc, which gives an upper bound on the temperature of
the coexistence region denoted by C in Fig. 2. Above Tc,
insulating and metallic phases are connected gradually
without any abrupt change.
By using the liquid-gas analogy [20], we define the sus-
ceptibility [13] as
χ ≡ lim
δU→0
χ¯(δU) , (26)
with
χ¯(δU) ≡ max
U
(
−dO(U + δU)− dO(U)
δU
)
. (27)
Because the susceptibility χ diverges at the critical tem-
perature Tc, we can use χ to estimate the critical point
precisely. In Fig. 3, we plot the inverse of χ¯ as a func-
tion of δU . We can then estimate 1/χ(T ) by extrap-
 0
 2
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 10
0.000 0.002 0.004 0.006 0.008 0.010
1/
χ−
δU
 0
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0.020 0.025 0.030
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χ
T
FIG. 3: (color online) The inverse susceptibility 1/χ¯ estimated
by using numerical derivatives with a finite interval δU for
various temperatures. The data for T = 1/33, 1/35, 1/40, and
1/50 are marked by (red) squares, (orange) circles, (green)
triangles, and (blue) inverted triangles, respectively (from top
to bottom). The solid lines represent the best linear fits for
each temperature. The inset shows the inverse susceptibility
1/χ, which is estimated by extrapolating to δU=0.
olating the best linear fit to the data at the tempera-
ture T to the y-axis. As is demonstrated in the inset of
Fig. 3, the critical temperature Tc is estimated to be in
the range 1/40 < Tc < 1/35, which is consistent with
earlier results from DMFT combined with QMC [13, 17]
and the exact diagonalization [16]. It is slightly smaller
than the estimate from the DMFT combined with the
numerical renormalization group (NRG) [14]. The cor-
responding critical interaction strength Uc(Tc)≡U∗ is
U∗=2.33± 0.01.
C. Phase Transition Line
In the thermodynamic limit, the system in equilib-
rium resides in the phase with the lowest free energy, and
the phase transition between the two coexisting phases
occurs on the line where the free energies of the two
phases are the same. In this section, we will construct
the PTL inside the coexistence region by means of the
DMFT combined with the CTQMC method, which will
be sketched below.
The free energy density f of the system is defined by
f ≡ ε− Ts, (28)
where s is the entropy density, and the change in the free
energy density is given by
df = −sdT + dOdU. (29)
Although this form is a standard one, it is not useful in
our method because computing the entropy by using the
QMC method is very difficult. Recalling the relation
∂(βf)
∂β
∣∣∣∣∣
U
= ε , (30)
6we can consider an alternative form
d(βf) = ε dβ + β dO dU, (31)
which is convenient to use because we can obtain the
energy density directly from the QMC average.
In the coexistence region, we take the difference in the
free energy densities between the metallic and the in-
sulating phases, ∆f≡fM − fI, and the change of that
difference is given by
d(β∆f) = ∆ε dβ + β ∆dO dU, (32)
where the subscripts M and I denote the quantities of
the metallic and the insulating phases, respectively. On
the PTL, the free energies of the two phase are the same,
∆f=0; accordingly, the change in β∆f vanishes when
the parameters change along the PTL, yielding
d[β∆f(β, Uc(β))] (33)
= ∆ε(β, Uc(β))dβ + β∆dO(β, Uc(β))dUc(β) = 0,
where Uc(β) is the interaction strength at which the ther-
modynamic transition occurs at the temperature T=1/β.
The resulting differential equation for the PTL is
dUc(β)
dβ
= − ∆ε(β, Uc(β))
β∆dO(β, Uc(β))
, (34)
which can be transformed to a differential equation in
temperature T :
dUc(T )
dT
= F (T, Uc(T )) (35)
with
F (T, U) =
∆ε(T, U)
T∆dO(T, U)
. (36)
In principle, the integration of Eq. (35) with an initial
condition Uc(Tc) = U
∗ yields the PTL.
Indeed, Eq. (35) was employed to study the PTL by
using the DMFT with the Hirsch-Fye QMC method [17].
In this study, however, some model-specific fitting func-
tions were introduced in evaluating F (T, U) to manage
inevitable Trotter errors and the lack of data points,
which may limit the applicability of the method. In con-
trast, within the CTQMC method employed in this work,
such Trotter errors are absent. Furthermore, the kinetic
energy and the double occupancy can be measured di-
rectly from Monte Carlo sampling. Thus, we can pre-
pare F (T, U) for Eq. (35) from the raw data obtained
with the CTQMC method by using Eq. (36) without any
additional treatment.
In Fig. 4(a), we plot F (T, U) calculated directly by us-
ing the CTQMC method for various temperatures. We
can observe that around the PTL, the data for all tem-
peratures agree well with the function
F (T, U) = A(T ) + bU (37)
-45
-35
-25
-15
-5
2.35 2.40 2.45 2.50 2.55 2.60
F(
T,U
)
U
(a)
-300
-280
-260
-240
-220
-200
0.00 0.01 0.02 0.03
A(
T)
T
(b)
FIG. 4: (color online) (a) F (T,U) as a function of the
interaction strength U for various temperatures and (b)
A(T ) as a function of the temperature T . In panel (a),
the data for T=1/46, 1/52, 1/64, 1/72, 1/82, and 1/128 are
marked by (red) squares, (orange) circles, (violet) triangles,
(green) inverted triangles, (blue) diamonds, and (pink) pen-
tagons, respectively (from top to bottom). The curve of
(Uc(T ), F (T,Uc(T ))) is also presented by the (black) solid
line. In panel (b), the dashed line represents the best-fit curve
to Eq. (38).
with b=88.4. These functions are denoted by the linear
dotted lines in Fig. 4(a). We have obtained the value of
b from the best linear fit at T=1/82. The constant A(T )
is also obtained from the intercept of the fitting line at
temperature T on U=0 axis. According to the Fermi-
liquid theory, A(T ) can be approximated by using the
three leading-order terms,
A(T ) =
α√
T
+ γ + η
√
T , (38)
at low temperatures, where we can determine α, γ and
η from the least-square fits. The integration of Eq. (35)
yields an analytic expression for the PTL:
Uc(T ) = U
∗eb(T−Tc) + ebT
∫ T
Tc
dT ′A(T ′)e−bT
′
=
[
U∗ +
γ + η
√
Tc
b
]
eb(T−Tc) − γ + η
√
T
b
+
√
π(2αb + η)
2b
√
b
ebT [erf(
√
bT )− erf(
√
bTc)],
(39)
7where T<Tc and erf(x) is the error function defined by
erf(x) ≡ 2√
π
∫ x
0
dte−t
2
. (40)
In fact, A(T ) is sensitive to the set of data points that
we use to obtain the best fit to Eq. (37). Initially, we
guess the PTL Uc(T ) and calculate F (T, U) for the data
points around the line, which, in turn, yields a new PTL
Uc(T ) from the best fit to Eq. (37). We have repeated
the procedure until the data points used for the fitting
reasonably overlap with the resulting PTL. All the fitting
results presented in Fig. 4 are those obtained using the
self-consistent parameters. As can be seen in Fig. 4(b),
the values of the self-consistent A(T ) are well approxi-
mated by the expression derived from the Fermi-liquid
theory.
In Fig. 5(a), we have shown the resulting PTL. Clearly,
the slope of PTL is in good agreement with the inverse
of F (T, U(T )) near the PTL, which demonstrates the full
self-consistency of the PTL. We have also examined the
dependence of the PTL on the variation in the position
of the critical point. We have obtained PTLs for differ-
ent critical points that were varied maximally within the
numerical errors. The resulting PTLs shown in Fig. 5(a)
show little difference particularly at low temperatures,
which indicates that the PTLs estimated at low tem-
peratures are robust against any small variation in the
position of the critical point.
In Fig. 5(b), we have also compared the PTL obtained
in this work with those from earlier DMFT works. The
comparison shows that our results are fairly consistent
with earlier results up to the lowest temperature that the
earlier works examined. Particularly, the agreement with
the results obtained from Hirsch-Fye QMC method [17]
implies that our method is accurate enough to repro-
duce the low-temperature transition nature without any
knowledge of the preceding zero-temperature results. No-
tably, our estimated PTL shows excellent agreement with
the result obtained from earlier CTQMC calculation at
the temperature T≈0.0034 [9], which is much lower than
the lowest temperature T=1/128 for which we were able
to obtain raw data from the CTQMC method, indicating
the efficiency of our method.
D. Transition Interaction Strength at Zero
Temperature
From the PTL in Eq. (39), we can easily estimate
the transition interaction strength at zero temperature,
which yields Uc(T=0)≈3.04; this value is slightly higher
than the zero-temperature NRG result Uc≈2.94 [19]. We
have also examined the dependence of the estimated
Uc(T=0) on the temperature range of the CTQMC data
used in the procedure. In determining the PTL, we have
used the CTQMC data in the range of TL<T<TH , where
we have fixed the upper-limit temperature as TH=1/46
and varied the lower-limit temperature TL. Figure 6
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FIG. 5: (color online) (a) Phase transition line (PTL) of the
infinite-dimensional Hubbard model and (b) comparison with
earlier DMFT results. In panel (a), short (black) dotted-
line segments represent the lines with the slope 1/F (T, U)
at the point (T,U). The solid lines are PTLs resulting from
three different critical points that are varied maximally within
the numerical errors. In panel (b), the transition interaction
strengths Uc1 and Uc2, and the PTL obtained in this work
are denoted by (red) squares and a solid line, respectively.
The earlier results obtained by using the Hirsch-Fye quantum
Monte Carlo [17], and exact diagonalization [16] are shown as
(blue) empty circles and (green) triangles, respectively. The
(orange) diamond represents an earlier CTQMC result [9].
shows Uc(T=0) as a function of TL. As TL is lowered,
the estimated Uc(T=0) shows a monotonic decrease and
rapidly approaches the zero-temperature NRG result,
which is denoted by the dotted line in the figure. Such
a rapid monotonic approach implies that the CTQMC
results at finite temperatures are fully consistent with
those from the zero-temperature approaches. Here, we
should note that our method does not use any knowl-
edge of previous zero-temperature results; this implies
that our results in the zero-temperature limit provide an
independent check on the zero-temperature result.
8FIG. 6: (color online) Uc(T=0) obtained from the CTQMC
data in the temperature range of TL<T<TH . We have
fixed TH=1/46. The (blue) dotted line indicates the zero-
temperature NRG result Uc(T=0)=2.94 [19].
E. Next-order Correction
Finally, we check out the validity of the assumption
in Eq. (37) that F (T, U) is linear in U . To include the
next-order correction, we try the nonlinear function
F (T, U) =
A(T ) + bU(1 + ζU)
1 + 2ζU
, (41)
which includes a second-order correction in U and al-
lows an analytic solution for the differential equation in
Eq. (35). Although this form can include the curvature
of data, the singularity in the denominator, which is in-
troduced to allow an analytic solution for the differential
equation, limits the range of the parameter ζ. We have
varied ζ in the range between -0.1 and 0.1 and found
that Uc(T=0) changes only by an amount 0.01, indicating
that our low-temperature results are also robust against
the small corrections to Eq. (37) arising from next-order
terms in U .
IV. SUMMARY
In summary, we have examined the Mott transition
of the Hubbard model at finite temperatures in infinite
dimensions by using the DMFT with CTQMC method
being an impurity solver. We have measured the double
occupancy and the energy density, which yields a criti-
cal point, as well as a coexistence region, in the phase
diagram. We have determined the PTL of the first-order
Mott transition by integrating the differential equation of
the transition interaction strength. The PTL constructed
in this way has been shown to be in good agreement with
earlier results. We have also shown that higher-order cor-
rections do not have much effect on the low-temperature
PTL.
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