We introduce a language SCCS with a restriction operation on recursion. This involves a relativization of processes to formal environments which can be seen as a simple typing of processes. The fragment SCCS of SCCS drops explicit typing by introducing both least and greatest xpoint operators. SCCS is expressive enough so that both SCCS and the Finite Delay Calculus of Milner 21] can be regarded as subcalculi. The delay operators can be de ned by "P := x:1x + P and P := x:1x + P . Syntactic full abstractness results are proven for forti cation and fair bisimilarity. We propose a collection of algebraic laws and induction rules (which imply Milner's xpoint rule in 21]) and prove the theory sound for fair bisimilarity and forti cation. The theory is strong enough so that it can prove all the laws for the delay operators taken as axioms in the Finite Delay Calculus of Milner. Finally, we sketch a semantics for SCCS that is fully abstract for fair bisimilarity and forti cation. The semantics is along the lines of Aczel's 4] and this author's 12] and it is de ned as the largest solution P (in the category of classes) of the recursive equation X = }(Act X) }(Act ! ).
Introduction
If A and B are processes de ned by A recx:ax; B recy:by and j is an asynchronous parallel operator, then AjB can compute either of a ! ; b ! or any merge of a and b actions. By contrast, a fair parallel operator j fair should combine A and B into a process Aj fair B where the immediate action capabilities of Aj fair B and AjB are the same but the in nite computations of Aj fair B are restricted to sequences in the fair-merge of a ! and b ! . This This paper was written during my appointment as an Honorary Fellow in the Department of Computer Science, University of Manchester, UK. I'd like to take this opportunity to thank Peter Aczel for a number of useful conversations on the subject. situation can be reproduced within synchronous CCS by de ning AjB := A B+A B, where is the synchronous product and the delay operator is de ned by the pointwise recursion P recx:1x + P (x not free in P). At each stage in the computation both processes contribute an action but one of them may contribute an idle, waiting action. Unfairness arises again when a component of a concurrent process contributes wait actions inde nitely.
Fairness constraints involve restrictions in the in nitary behavior of processes. Semantically this is re ected in the fact that the denotations of process terms under fairness constraints are usually regarded as pairs (p; E) where p is a process, typically a treelike structure, and E is an environment, typically a set of in nite sequences of actions (see Milner 21] , Hennessy 14, 15, 17] , Winskel 31 ], Hartonas and Kwiatkowska 11], Hartonas 12 ], Huth and Kwiatkowska 20] ).
Our point of departure from the usual approach is that whereas the relativization of processes to environments is there made only at the level of semantics we seek to bring this down to the object-language of the calculus. Environments (contexts, types) of processes can be then computed at the level of syntax, from the syntactic form of process terms and without explicit interference of semantic notions. What makes this possible is that the map assigning to a process term an admissibility set is xpoint-de nable, in the sense of 7, 24] . Environments are mere syntactic notation for a powerset xpoint algebra over an abelian group of actions.
In 21] Milner introduced a nite delay calculus, extending the SCCS signature with a new operator " ( nite delay). The actions of "P are exactly the same as those of P. The di erence is that unlike P, the process "P is not allowed to delay forever.
This generates a notion of admissible in nite sequences of actions in the operational semantics and processes must be considered together with their admissibility sets. A suitable individuation principle for processes must also be sensitive to di erences of admissibility sets. The nite delay approach to fairness has received some criticism for being ad hoc (see Francez 10] ) in the sense that the calculus in itself leaves no room for fairness considerations which are only introduced at the level of the operational semantics. A drawback with the nite delay calculus, already pointed out by Milner in 21] , is also the fact that a unique xpoint theorem necessarily fails, since both "P and P satisfy the equation x = 1x + P. Absence of a unique xpoint theorem makes it harder to describe the algebraic theory of the re ned notion of process equivalence as a strong enough induction principle is unavailable in this case.
Structure of this Report
In Section 2 we examine a hierarchy of languages SCCS " , ! SCCS , ! SCCS . SCCS " is the language of Milner's nite delay calculus 21]. SCCS encodes SCCS " faithfully (see Theorem 2.20 on the (syntactic) full abstractness of the encoding) by the introduction of least and greatest xpoint operators and , respectively. Relativization to environments, carried by the least/greatest xpoint operators, is still left implicit in SCCS and it is only made explicit in the language SCCS , introduced in Section 2.2. The main new ingredient is a restriction operation on recursive terms, written in the format x:U:P. The intended e ect of this is to consider the process within a context, a formal environment U. Since fairness constraints relate to in nite terms alone restriction on recursive terms is su cient to generate a typing of all processes. The SCCS -language is built on top of a simple side-language and calculus of environments intended to capture transformations of environments resulting from combinations of contextualized processes. Restriction to arbitrary sets of in nite sequences is more often than not without su cient intuitive support. However, we show that the well-typed (regular) processes of Section 2.2 satisfy the natural requirement that if P is of type U then U is a subset of the set of all in nite sequences computable from P.
Regularity involves considering solutions of systems of equations in the powerset of Act ! , where Act is a xed abelian group of basic actions. To be more speci c, the environments for recursive terms are computed as xpoints of their associated systems of equations, to be solved in the powerset of Act ! . We verify that taking the largest solution of such a system for a term P yields the set C P of all sequences u 2 Act ! such that there is a u-computation of P. This is used in Section 2.5 where we verify that SCCS can be regarded as a fragment of our language. However, there are interesting processes arising by considering least rather than greatest xpoints for environments.
The most signi cant example relates to processes of the form x:X:1x + P, where the resulting system is the single equation X = 1 X U P where U P is a xed environment for P. The largest solution of the equation de nes in a pointwise manner the delay operator P while the least solution r de nes the nite delay operator "P. We re ne the language by introducing devices that allow us to refer to least and greatest solutions.
We write, for example, P := x:1x + P and "P := x:1x + P. Interesting processes also arise by considering mixed solutions, alternations of least and greatest solutions.
For example " P is the process x:(1x + y:(1y + P)), while "P is the process denoted by x:(1x + y:(1y + P)). We verify that the fragment SCCS of our language SCCS is rich enough so that it can encode every process term of the Finite Delay calculus of Milner 21] .
In describing the language for SCCS (Section 2.2) we lay out a notion of fair bisimilarity and a notion of forti cation in the spirit of Milner's 21]. We verify in Section 2.5 that the syntactic translation in SCCS of the language of the nite delay calculus is fully abstract for both fair bisimilarity and forti cation. What this means is that the typing procedure captures exactly the admissibility sets of process terms, which can be then \calculated" from the syntactic form of process terms rather than by reference to admissible sequences and ful llment of expectations made at the level of the operational semantics as in 21] .
In Section 3 we turn to laying out the axioms and rules for the SCCS process algebra. The e ort here is to produce a proof-system strong enough to allow us to calculate when two process terms denote the same process. This is to be done purely by (in)equational reasoning, replacing the often awkward task of exhibiting a fair bisimulation or a forti cation relation. Naturally we do not expect to have a unique xpoint theorem since for each process expression of the form x:X:P there are as many regular processes Q that satisfy Q PfQ=xg as there are regular terms of the form x:X: P.
Our processes are, however, typed and so we can prove (Section 3.2) that xpoints of the same type are identical (fairly bisimilar). Forti cation compares processes by considering their environments in the subset relation. A variant of the xpoint theorem for forti cation is also proven. This theorem strengthens Milner's xpoint theorem in 21]. The resulting algebraic theory, described in Section 3, goes some way beyond the algebraic theory of 21]. It is strong enough so that, for example, we can derive from it all the axioms for the delay operators " and given in 21].
In Section 4 we brie y present a nal coalgebra semantics for SCCS and deduce from nality full abstractness for both fair bisimilarity and forti cation.
Preliminaries
In this subsection we review from 21] the de nitions for admissible sequences and prevention ordinals that we will need to refer to and use in the sequel.
Admissible Sequences
In 21] Milner introduces the nite delay operator ". Since the actions of "P are exactly those of P the two processes will be identi ed by bisimilarity: "P ' P. To make the distinction the operational semantics needs to be extended to include information about the in nite behavior of processes. Certain in nite strings of actions must be deemed inadmissible for a process as they may involve in nite delay.
Where u = a 1 a 2 2 Act + is a ( nite or in nite) sequence of actions a u-computation of P is a sequence P = P 0 A context (with n \holes") is an expression of the form C X 1 ; : : :; X n ] built from product and restriction, for example X 1 (X 2 j L ). If P is the agent P C P 1 ; ; P n ], for some agents P 1 ; : : :; P n , then each agent P i is a subagent of P. Given the rules of action, every u-computation of P P C P 1 ; : : : ; P n ] a1 ?! C 1 P 11 ; : : : ; P n1 ] a2 ?! is inferred from u i -computations, 1 i n, of the subagents of P P i a i1
?! P i1 a i2
?! P i2 
Prevention Ordinals
In 21] a useful partial assignment of ordinals to pairs of the form (P; u) is de ned. The basic property of the assignment is that ord(P; u) is de ned i P prevents u (see Milner 21] ). Furthermore, prevention ordinals increase strictly with structure, which then provides an induction tool in proving facts relating to prevented sequences.
By induction on ordinals we de ne a monotone sequence of sets S consisting of pairs (P; u) where P is a closed term and u 2 Act ! . Then let ord(P; u) be the least such that (P; u) 2 S , if such an ordinal exists, unde ned otherwise. Let S 0 := f(aP; bu)ja 6 = bg f(Pj L ; u)ju 6 2 L ! g f(0; u)ju 2 Act ! g (1) Note that for each (P; u) 2 S 0 , P prevents u for the simple reason that P can have no u-computation at all (so no admissible one either). At limit stages just set S = 5. For each (P; v) 2 S and each n 0, let ("P; 1 n v) 2 S +1 . 6. For each w and any decomposition w = u v if either (P; u) 2 S or (Q; v) 2 S , then let (P Q; w) 2 S +1 . 7. For P recx:Q, if (QfP=xg; u) 2 S , then let (P; u) 2 S +1 . The proof of the Lemma below is immediate from the de nition. In the statement, ' is the Kleene equality relation meaning that if one side is de ned then so is the other and they are equal. Similarly for when if both are de ned then one is strictly below the other. 
SCCS with Fairness Constraints on Recursion
Fix a set Act of actions and assume Act has the structure of an abelian group with identity 1. The nitary signature of the language SCCS consists of the usual operators of pre xing a? for each a 2 Act, restriction ?j L for each subset L Act with 1 2 L, summation and synchronous product . Process terms are contextualized (typed).
They are pairs of the form P :
: A] where A is the type or formal environment of P. Typing is left implicit except when necessary, namely for recursive terms. Computing the types for the case of process combinators is a straightforward task. Recursive terms come with a built-in restriction operation of their own and they will be written in the format x:X:P where X is the type, or environment, or context of the process. Regularity (well-typing) imposes restrictions on the relativization of recursive terms to environments, which must be solutions of an associated system of equations to be solved in the powerset }(Act ! ).
A Language for Formal Environments
The language of formal environments is set up on a signature which mirrors the signature of our process language (an SCCS-like language):
where Var is a set of variables X, Y etc and Con is a set of constants equinumerous to }(Act ! ). Formal environment terms will be always written in typewriter font. We typically use C, U, V, W for constants. We will avoid some tedious matters by taking Con to be actually the powerset }(Act ! ). An interpretation of formal environments is a map J on variables and into subsets of Act ! recursively extended to satisfy the clauses: (5) with (6) . Thus even though we mainly use the xpoint notation we will occasionally display the intended solution in the form of a decorated system of equations using ( and ). One reason for not exclusively adopting the xpoint notation is that we will be interested in the more general case of just about any solution to a system, not necessarily speci able by judicious choices of least/largest solutions in speci ed variables.
Note that if F in X:F; X:F involves variables other than X then each of X:F; X:F is again monotone in each of these variables. The scope of the operators X:?; X:? extends to the right as far as possible so that, for example X:E Y:F is X:(E Y:F) and not ( X:E) ( Y:F). Some examples are discussed below.
Example 2 There are exactly four distinct solutions for the simple system
Without exhibiting the solutions we can specify which one we intend to consider using the ( and ) convention. For example,
indicates a largest solution in Y and a least one in X. Hence C 1 = fa n b ! jn 2 !g; C 2 = fb ! g is the solution determined by the form of (3). We can think of (C 1 , C 2 ) as de ned by the mutual recursion (3). For another example, consider the system below. tion. If F is a monotone function on the powerset of S de neF by conjugation with the complementation operator C(U) = S n U. Then a small calculation shows that X:F(X) = C( X:CFC(X)) = C( X:F(X)). Hence we can always transform a system involving both least and largest xpoints to an equivalent system expressed in terms of only one of them. For more details on relevant properties of xpoint algebras the reader is refered to 7, 24] .
Use of xpoint calculi for the study of in nitary behaviour has been made also in 9] where the \adequate", for semantic purposes, xpoints are neither the least nor the largest. Darandeau and Gamatie in 9], however, work on a fragment of CCS whereas we deal here with the superset of SCCS including the nite delay operator. The fruitfulness of the xpoint approach in the study of in nitary behaviour has been also well established in 7, 24] , where relations between the alternative frameworks used for the study of nonterminating behaviour (various kind of automata, modal and temporal logics, xpoint calculi) are documented. At least some of the developments in these directions have been initiated by Park's 25, 26] . The omega-regular expression 0 1(0 11) ! can be alternatively speci ed by the system below, see Park 26] .
Park's product XY of so-called extended languages X; Y (subsets of S + ) is de ned as the subset of concatenations xy, with x 2 X; y 2 Y , where if x 2 S ! then xy := x. By contrast, we consider a synchronous product, assuming the xed set S (we use Act) has an abelian group structure. Use of \strange xpoints" is made in 25, 26] in order to tackle the fair-merge problem. For example, using the iteration operators the fair-merge of 0 ! ; 1 ! can be expressed as (0 11 0 In the approach we take here, following Milner 21] , we attempt to tackle the fairness problem via a suitable notion of nite delay. In an important sense this involves a partial reduction of concurrency fairness to fairness of choice. To explain, we may informally write a P for a process which rst engages in performing an unbounded but nite number of a-moves and eventually behaves like P. By contrast, a + P denotes a process that can behave like a P but it may also engage in a computation of a ! in which case P never proceeds. If E := P is an environment for P, then the environments a E = fa n ujn 2 ! & u 2 Eg, a + E := fa ! g a E are these of the processes a P and a + P, respectively. Each of a E; a + E satis es the equation X = a X E. In fact a E = X: a X E while a + E = X: a X E. In the process language to be later speci ed we will then be able to formally denote the processes a P; a + P as the recursive processes a P := x:ax + P and a + P := x:ax + P. The two processes have exactly the same immediate action capabilities. They di er in that their formal environments are calculated as least X: a X E and largest X: a X E xpoints, respectively. Of the two processes only a P is choice-fair. With a = 1, an idle, waiting move that merely indicates the passage of one unit of time, x:1x + P and x:1x + P de ne the delay operators "P and P, respectively.
Typed and Regular Processes
Let V ar be a set of recursion variables equinumerous to the set Var of formal environment variables. We will typically use lowercase letters x; y; z etc for recursion variables and X; Y; Z, in typewriter font for variables ranging over environments. Consider the process expressions generated by the following grammar P ::= 0jxjaPjPj L j i2I P i jP Qj i x: E: P where x 2 V ar is a variable, a 2 Act is a basic action (in the abelian group Act), 1 2 L Act and E i 2 Con (=}(Act ! )) is the formal environment, or type of the recursive term. The recursive expressions of this language come with a built-in restriction operation constraining in nitary behavior. The scope of the operator i x: E : ? extends to the right as far as possible. All process expressions P are typed (assigned a formal environment expression P ) in the following way. First, if : Var ? ! V ar is the bijection of Var and V ar, then x := (x). Informally, we simply let x := X; y := Y etc. An explicit typing of process expressions can be then de ned by the natural structural induction: 0 := ; 2 Con (aP) := a P ( i2I P i ) := fP i ji 2 Ig (Pj L ) := L P (P Q) := P Q ( i x: E: P) := P i ( E) (6) From an intuitive point of view type assignments are not always meaningful. We distinguish below a subclass of regular, or well-typed process terms. The critical case is that of recursive terms i x: C: P. We require in this case that the constants C be a solution of the formal system of equations (X i = P i ( X); i 2 I) Many of our arguments in the sequel assume, for simplicity, that only nitely many processes are de ned by mutual recursion. Our recursive expressions, in other words, can be speci ed by the syntax x:E:P. We slightly rephrase then our de nition to adapt it to this case.
For every recursive term P of the form x:X:Q let var(Q) = fx; y 1 ; : : :; y n g for some n 0 and assume that every variable y i occurs (if at all, then) within a subexpression P i of the form y i :Y i :Q i . Then by the soe of P we mean the system
We unpack, in other words, the mutual recursive de nition of processes encoded in a term of the form x:X: Q and regard it as a de nition by mutual recursion of formal environments (types).
Definition 2.2 The set of regular (well-typed) terms is the smallest set such that 1. 0 is regular and application of process combinators to regular terms yields a regular term 2. The term P x:U:Q, where var(Q) = fx; y 1 ; : : :; y n g for some n 0, and where every variable y i occurs (if at all, then) within a subexpression y i :V i :Q i , is regular i the quanti ed variables are guarded (i.e. in the scope of a pre x operator) and (U; V 1 ; : : :; V n ) is a solution in }(Act ! ) of the associated P-soe (7) . We will show that taking the largest solution of the soe we obtain a regular term P where U = C P is the set of all sequences u 2 Act ! such that there is a u-computation of P. This allows us then to de ne a syntactic translation of SCCS into SCCS . In fact, the nite delay operator " is also de nable in our language, see the rst example below.
In order to be able to refer to processes whose types are least/greatest solutions we re ne the language and introduce expressions of the form x:P and x:P. Formal environments are no longer displayed in these cases as they are uniquely determined by the least/largest xpoint operators.
(SCCS ) P ::= 0jxjaPjPj L jP + QjP Qj x:Pj x:Pj x:U:P We must caution the reader, however, that while x:P always denotes the largest xpoint of P (X) it need not mean taking the largest solution of the associated soe. 1. (Delay) The delay operator is de ned in ordinary SCCS by the pointwise recursion P recx:1x + P (x not free in P). Milner 21] has also introduced a nite delay operator " such that the immediate actions of "P are identical to those of P but the two processes are di erentiated by what sequences they admit (see Section 1.2). In our language, there are exactly two regular processes of the form x:X: 1x + P for each xed regular process P. They correspond to the least and greatest solution of the associated soe (a single equation in this case) X = 1 X P : = f1 ! g f1 n ujn 2 ! & u 2 P g r = f1 n ujn 2 ! & u 2 P g If P itself involves recursive expressions, the above assumes of course that we have xed a solution of the associated P-soe. Given a regular term P we may then introduce by de nition the delay operators P := x: :1x + P and "P := x:r: 1x + P. In the re ned language we can simply write P := x:1x + P "P := x:1x + P (8) Combinations such as "P; ""P; " P etc can be expressed in the obvious way. For example " P := x:1x + y:1y + P. As for the operators X:?; X:? in the language of formal environments we always assume that the scope of the operators x:?; x:? in the programming language extend to the right as far as possible. So in particular " P is x:(1x + y:(1y + P)). 2 4. For a non-example let U := fb ! g and consider x:U:ax where a 6 = b. The \environ-ment" in this case is totally irrelevant and it is precisely relevance of the displayed environment with respect to the executable serquences of actions that our de nition is intended to capture. In Theorem 2.15 we in fact prove that De nition 2.2 is successful in this respect.
Operational Semantics and Process Identity
The operational semantics for SCCS is the same as for SCCS, including the case of the re ned recursive terms. This is quite natural since the in nitary restriction operation has no e ect whatsoever on the immediate action capabilities of processes. Next we lay out the appropriate individuation principle for contextualized processes. A forti cation relation is de ned in a similar way except for weakening the requirement that if PRQ then the types must be identical to the requirement that Q P . Fair bisimilarity on SCCS is strictly ner than forti cation equivalence as it can be seen by considering the following example 1 .
Example 3 Let P ( x:ax) + ( x:ax) and Q P + aP. It is easy to see that P Q. However, P 6 Q since the move Q a ?! P cannot be appropriately matched by P. Indeed, P can move to one of x:ax or x:ax but it is not fairly bisimilar to x:ax because they di er in their environment since P = fa ! g = ( x:ax) but ( x:ax) = ;. And P is not fairly bisimilar to x:ax because P can move to x:ax while x:ax can only move to itself and obviously x:ax 6 x:ax.
Fair bisimilarity is our intended notion of process identity. However, it is useful to consider the process algebra as a preorder where the preorder relation is intended to be forti cation. In Section 3 we concentrate our e ort on laying out an algebraic theory su ciently strong to allow for replacing the often awkward task of exhibiting a fair bisimulation or a forti cation relation by pure (in)equational reasoning carried on top of side-calculations of environments.
We conclude this subsection with a de nition of approximations for and that we will need to use in the proof of the syntactic full abstraction result.
Approximations
By a transition system (TS) over Act we mean a structure (X; ( a ?!) a2Act ), where X is a class and a ?! is a binary relation on X for each a 2 Act. An extended transition system (ETS) is a TS together with a map V on the carrier set X and into the powerset of Act ! , assigning a formal environment V (x) to every process x 2 X. Fair bisimilarity and forti cation can be de ned on any ETS in the obvious way, using the map V .
As in the case of bisimulation we can approximate and from above by a decreasing sequence of relations and , where 2 Ord, de ned as follows 0 = S S 
Basic Properties of Regular Processes
Proposition 2.10 1. Every nite term P is regular 2. If P is regular and Q is a closed subterm of P, then Q is regular 3. x:U:P is regular i Pf( x:U:P)=xg is regular 4. If x:U:P is regular then U = (Pf( x:U:P)=xg) .
Proof: (1) Obvious (2) By induction on P. If P is of any of the forms a:E; Ej L ; E + F; E F then trivial. If P x:U:R and Q is a proper closed subterm of R, then if Q is a nite term it is of course regular. Otherwise Q z:W:F. But then the Q-soe is a subsystem of the P-soe (in fact an independent subsystem since we assume Q is a closed term). Regularity of P x:U:R implies that (U; : : :; W; : : :) is a solution of the P-soe and since the Q-soe is an independent subsystem it must be that (W; : : :) is a solution of the Q-soe, hence by de nition Q is regular. (3) If Pf x:U:P=xg is regular, then so is x:U:P since it is a closed subterm of a regular term. For the converse proceed by induction on P. The induction hypothesis (IH) is that for every proper subexpression R of P, Fv(R) fxg, the assumption that x:U:P is regular implies that Rf x:U:P=xg is regular, too.
The cases where P a:E; Ej L ; E + F; E F are immediate. Remains the case where the original term is G x:U: y:V: Q. But then G and y:V: QfG=xg have the same associated soe and so one is regular just in case the other is.
(4) Immediate, since U = (Pf x:U:P=xg) is the rst equation of the associated soe.
The following simple fact will be used in the sequel Lemma 2.11 If Q = U, then (PfQ=xg) = P (U).
Proof: Straightforward, by induction on P. For example, suppose P y:V:R and x occurs free in R. By de nition, P = R (V). Then (PfQ=xg) = ( y:V:RfQ=xg)
Hence in any case (PfQ=xg) = P (U), where U = Q . Proposition 2.12 If P is regular and au 2 P , then P a ?! Q for some regular process Q such that u 2 Q .
Proof: The proof is by a variant of structural induction, i.e. by induction on the guard depth gd(P) of P, where gd is an ordinal measuring the degree of analysis needed to nd the rst action of a term. If in nitary summation is present in the language then gd(P) may be an in nite ordinal. In our language we have restricted to nite summation and so the ordinals gd(P) are simply natural numbers. In practice the distinction is not particularly relevant since proofs using the guard depth do not proceed as proofs by induction on ordinals but rather by analysis of the structure of the term P. Using gd(P) we essentially do a proof by structural induction despite the presence of recursive terms. The de nition of guard depth is given in 21], as below:
(1) gd(x) = 0 = gd(a:Q) (2) gd(Q + R) = maxfgd(Q) + 1; gd(R) + 1g = gd(Q R) (3) gd(Qj L ) = gd(Q) + 1 (4) gd( x:U:Q) = gd(Q) + 1
From 21] we also list the following basic property of guard depth. Lemma 
If the variable x is guarded in Q, then gd(Q) = gd(QfP=xg).
The proof of the lemma is immediate by induction on Q.
We turn now to the proof of Proposition 2.12 and proceed by induction on the guard depth of P. Assuming au 2 P we examine the cases for P (which cannot be a variable since we assume it is a closed regular term).
The case of guard depth equal to zero is when P bQ. Since au 2 P = bQ it follows that a = b and u 2 Q . But then P a ?! Q, Q is regular by regularity of P and u 2 Q . The cases P Qj L ; Q + R; Q R are immediate. Suppose nally P x:U:Q. By regularity au 2 P = U = Q (U). Since Q (U) = (QfP=xg) , by Lemma 2.11, and gd(QfP=xg) = gd(Q) (recall that we have built guardedness into the de ntion of regular terms) we can appeal to induction and conclude that QfP=xg a ?! R, for some regular R with u 2 R . Then P a ?! R and u 2 R .
We note the following important consequence:
Theorem 2.14 For every regular term P and sequence u 2 Act ! , if u 2 P then there is a u-computation of P.
Theorem 2.15 If U in P x:U:Q is obtained from the largest solution of the associated P-soe, then U is the set C P of all sequences u 2 Act ! computable from P. Proof: By Theorem 2.14 U is a subset of C P . For the converse it is enough to show that, if var(Q) = fx; y 1 ; : : :; y n g; n 0; then there exist C 1 ; : : :; C n such that (C p ; C 1 ; : : :; C n ) is a solution of the P-soe. This can be seen to hold by the fact that C aE = aC E ; C E+F = C E + C F ; C Ej L = (C E )j L ; C E F = C E C F together with the fact that C x:X:E = C Ef x:X:E=xg . Some issues of scope have to be sorted out so as to de ne the C i appropriately. A detailed proof follows. Given P of the form x:X:Q let var(Q) = (x; y 1 ; : : :; y n ); n 0, be all the distinct variables in Q where the y i are listed in order of appearance in Q from left to right. Since P is a closed term every y i 2 var(Q) occurs bound hence within a subexpression P i of the form y i :Y i : Q i . De ne b P 1 = P 1 fP=xg, b P 2 = P 2 fP=x; b P 1 =y 1 g etc b P n = P n fP=x; b P 1 =y 1 ; ; b P n?1 =y n?1 g. Then for i = 1; : : :; n let C i = C b P i . We have to show that (C P ; C 1 ; : : :; C n ) is a solution of the soe associated to the term P. It is convenient to rename P to P 0 , Q to Q 0 , x to y 0 and C P to C 0 . We then need to show that C i = Q i ( C) for all i 2 n + 1. We argue by structural induction on Q i . The induction hypothesis (IH) is that for any proper subexpression R i of Q i we have R i ( C) = C R i fP 0 (Q i y i+1 :C i+1 :Q i+1 ) In other words P i y i :C i : y i+1 :C i+1 :Q i+1 y i :C i :P i+1 . By induction, Q i+1 ( C) = C Q i+1 fP 0 =y 0 ;:::; b P i+1 =y i+1 g . It follows C i+1 = C b P i+1 = Q i+1 ( C). By case assumption Q i = Q i+1 ( C) = C i+1 is a constant and so Q i ( C) = C i+1 . It is then enough to argue that C i = C i+1 follows from our case assumption. This is immediate from the fact that P i+1 Q i in this case so that given also that 
The Fragment SCCS and a Fully Abstract Embedding of SCCS "
The languages SCCS, !SCCS " , !SCCS , !SCCS constitute a hierarchy in the sense that each can be embedded in the language to its right. For concreteness, we reiterate de nitions:
SCCS P ::= 0jxjaPjPj L jP + QjP Qjrecx:P where is the synchronous parallel SCCS " P ::= 0jxjaPjPj L jP + QjP Qj"Pjrecx:P SCCS P ::= 0jxjaPjPj L jP + QjP Qj x:Pj x:P SCCS P ::= 0jxjaPjPj L jP + QjP Qj x:Pj x:Pj x:U:P
The translation is simple. Variables are translated to themselves: x = x. For an operation op 2 f0; a?; ?j L ; +; g of SCCS the translation is (op(P 0 ; : : :; P i )) = op(P 0 ; : : :; P i ).
In particular 0 = 0. Given a recursive closed term recx:P we let (recx:P) = x:P assuming P has been already de ned. For the nite delay calculus SCCS " de ne ("P) ] := x:1x + P ] . Otherwise the same translation schema as for SCCS is used.
Example 5 Let P recx:(ax+(by recy:cy)) and Q recx:("(ax)+("(by) recy:cy)).
Then Q ] is the term Q ] = x:( z:(1z + ax) + ( z:(1z + by) y:cy)) while P is simply x:(ax + (by z:cz)).
We may then conclude:
Corollary 2.16 SCCS and SCCS " are fragments of SCCS . More speci cally, SCCS is the sublanguage generated by the schema 0jxjaPjPj L jP + QjP Qj x:P and SCCS " is the sublanguage generated by the schema 0jxjaPjPj L jP + QjP Qj x:1x + P (x not free in P)j x:P Translating terms of SCCS " into SCCS is not su cient in itself since the terms of the nite delay calculus are really to be considered together with their associated sets of in nite sequences they admit. We need to show now that if P is a term of the nite delay calculus and u is an in nite sequence of basic actions, then P admits u i u 2 (P ] ) . We let V (P) be the set of sequences u 2 Act ! such that P admits u. Lemma 2.17 The following hold for the admissibility sets V (P), P a closed term of SCCS " .
Proof: To show V (P) (P ] ) proceed by induction on P. The cases of the process combinators are immediate, using Lemma 2.17. For the case P recx:Q we may associate to the open term Q the function Q on sets of in nite sequences. The last part of Lemma 2.17 means that V (P) is a solution of the equation X = (Q ] ) (X). Since P ] := x:Q ] , i.e. (P ] ) is the largest xpoint of (Q ] ) , it follows that V (P) (P ] ) , i.e. if P admits u then u 2 (P ] ) .
For the converse, we show that if P prevents u then u 6 2 (P ] ) . The proof is by induction on prevention ordinals. Assume that for any Q and v 2 Act ! if the prevention ordinal ord(Q; v) is de ned and below , then v is not in (Q ] ) . Let now ord(P; u) = .
We examine the cases for P. 3 On the Algebraic Theory of SCCS
We prefer to work with the language SCCS because our approach is semantics-driven. Models for process-languages under fairness constraints are typicaly universes whose elements are pairs, one entry encoding immediate action capabilities, the other being the environment within which action capabilities are realized. It then seems best to work with a language that can express more faithfully the structure of the semantic universe, hence our choice of working with SCCS .
The Theory
The theory is built on the extension of the calculus of equality obtained by including a binary predicate symbol < and adding the appropriate axioms for a pre-order.
results from this underlying theory by adding the axioms and rules presented in Table  1 . This is essentially but not completely accurate. To be more precise, applications of the induction rules require that we do some side-calculations of environments. We could formalize the side-calculus and present as a two-sorted theory but this seems to be largely unnecessary. Being slightly informal gives us an advantage of greater simplicity in the form of the theory. As usual, an axiom for change of bound variables is assumed, but we do not list it below. We note that every occurrence of " and in the sequel is assumed to be a mere abbreviation, as previously explained.
Theorem 3.1 x:P < x:P.
Proof: By the recursion axiom Pf x:P=xg = x:P and Pf x:P=xg = x:P. Since ( x:P) ( x:P) an application of the derived rule 15a yields x:P < x:P. Note that, to apply the induction rule 14 in trying to show that Q = R we need to nd an appropriate guarded one-hole context P, verify that the premises are derivable from and then assert the conclusion after making the appropriate side-calculation to verify that the two terms are of the same type. Similarly for the induction rule 15 and for the derived rule 15a. This is illustrated in the proof of Theorem 3.2 below. 14.
P fQ=xg = Q P fR=xg = R Q = R (Q = R ) (assuming x is guarded in P ) 15 .
Q < P fQ=xg P fR=xg < R Q < R (R Q ) (assuming x is guarded in P )
(The rule below is a derived rule but quite useful to merit singling it out)
15a.
P fQ=xg = Q P fR=xg = R Q < R (R Q ) (assuming x is guarded in P )
Monotonicity Rules 16. If Q < R, then Qj L < Rj L , P + Q < P + R, and P Q < P R so that we then have "P "Q = (1"P + P) (1"Q + Q) = = 1"P 1"Q + (1"P Q + P 1"Q + P Q) = = 1("P "Q) + Pj jQ = Cf"P "Q=xg.
It remains to calculate the types (environments) of the terms "P "Q and "(Pj jQ) and show they are identical. We leave this to the reader. 7. Similar to the previous case.
8. Take C 1x + P and observe that P = Cf P=xg and "P = Cf"P=xg. Since "P := x:1x + P and P := x:1x + P it follows that ("P) ( P) . Then use the induction rule 15a.
Fair Bisimilarity, Forti cation and Fixpoint Theorems
We prove in this section a soundness result for the theory .
Theorem 3.3 The formal equations/inequations and rules in Table 1 are sound for fair bisimilarity and forti cation.
Proof: 1-12 are immediate and the proofs for 13-16 are the subject of Section 3.2.
We will prove the xpoint theorems 14 and 15 of Table 1 by ordinal induction on approximations for the relations of fair bisimilarity and forti cation de ned in the next subsection.
Fixpoint Theorems and the Soundness of
First we observe that the basic substitutivity laws of equational reasoning and the monotonicity rules for hold. We prove in the rest of this section that, within each type, xpoints are unique. Furthermore, we show that if the types of the xpoints are related by the subtype relation then the xpoints are related by forti cation. This is a consequence of a stronger \ xpoint" theorem (Theorem 3.11), corresponding to the induction rule 15 in Table 1 ) an instance of which (Corollary 3.12) is a strengthening of Milner's xpoint theorem in 21].
The following two lemmas will be used. The proof is by induction on . Within that and for the successor case a subinduction on the guard depth of contexts is needed. A similar argument is given in Hartonas 12] , in a slightly di erent context, where we refer the reader for details.
Proposition 3.7 Let P x:U:Q be regular. Then P QfP=xg.
By regularity, P = Q (P ) = (QfP=xg The proof is again by induction on , assuming as induction hypothesis that for < and any guarded one-hole context K we have KfQ=xg KfR=xg. The cases where is 0 or a limit ordinal are trivial, so we assume = + 1. We proceed by subinduction on the guard depth of contexts, assuming that for guarded one-hole contexts C 0 with gd(C 0 ) < gd(C) the claim C 0 fQ=xg +1 C 0 fR=xg holds. The nontrivial case is when C aC 0 , in which case gd(C) = 0. Since CfQ=xg = C (Q ) = C (R ), by the assumption that Q and R are of the same type, it is enought to consider the bisimulation clauses. The only possible moves here are CfQ=xg a ?! C 0 fQ=xg and CfR=xg a ?! C 0 fR=xg. The variable x may not be guarded in C 0 , which is why we needed to prove rst Lemma 3.6. Applying the ordinal induction hypothesis to the context P we get Q PfQ=xg PfR=xg R from which it follows that Q R. We may then use Lemma 3.6 to conclude that C 0 fQ=xg C 0 fR=xg. Hence, in this case, CfQ=xg +1 CfR=xg. The other cases use the induction hypothesis for guard depth. For details, see Hartonas 12] , where a similar argument is developed in a slightly di erent context. Theorem 3.9 (Fixpoints and Forti cation, I) Suppose Q; R are regular process terms of SCCS such that R Q . If x is guarded in P, Fv(P) = fxg, and PfQ=xg Q, PfR=xg R, then Q R.
Proof: Similar to the proof of Theorem 3.8. This theorem is quite useful in practice but not the strongest result we can prove (see Theorem 3.11 below). We rst list two interesting consequences of Theorem 3.9.
Corollary 3.10 x:P x:P. In particular, P "P.
Proof: ( x:P) ( x:P) . Then use Theorem 3.9. The case of and follows by de nition of P := x:1x + P and "P := x:1x + P. Theorem 
A Fully Abstract Semantics for SCCS
For the semantics of SCCS we may take the approach we have followed in our 12] to which we refer the reader for details. A transition system over Act is a structure (X; ( a ?!) a2Act ), where X is a class and a ?! is a binary relation on X for each a 2 Act. We call the system set-based if for each a 2 Act and x 2 X the class fx 0 jx a ?! x 0 g is a set. In the sequel, by a transition system we always mean a set-based system. A set-based transition system can be regarded as a coalgebra for the functor }(Act ?), where for a class X, }X is the class of subsets of X and for a function f : X ? ! Y and a subset U X, }(f)(U) = ffxjx 2 Ug. A coalgebra for an endofunctor on C (where C is some category) is a pair (X; ), where X is an object of C and is a morphism : X ? ! X. In the particular case where C is the category of classes and }(Act ?) the structure map and the transition What we are interested in is a solution to the recursive equation
in the category of classes which, we also need to verify, is a nal coalgebra for this functor (where the structure map is the identity). By set-continuity of (which is immediate) the class P = fxj x }(Act x) }(Act ! )g is the largest xpoint of . To apply the special nal coalgebra theorem of 2] we need the following theorem. Given now that is also uniform on maps, by the special nal coalgebra theorem of 2] the class P is a nal coalgebra with structure map the identity on P. 
Further Issues and Conclusions
A driving idea behind our approach is that since semantically "P is a xpoint just as P is (in both Milner 21] and Hennessy 14, 15, 16] ) it should be possible and worthwhile to devise a calculus with enough expressive power to de ne both delay operators as xpoints at the level of syntax. The language SCCS " of the nite delay calculus has been identi ed here as a sublanguage of the version SCCS of SCCS including least and greatest xpoint operators. Further, we have shown that calculations of admissibility sets can be carried out without any reference to semantic notions. In a sense then we have provided a syntactic theory of fairness as nite delay. Further, our theory is stronger than that presented in 21] and the induction principles we have established seem to be su ciently strong to rectify the somewhat lacking situation arising from the absence of a unique xpoint theorem. Our entirely syntactic approach to fairness as nite delay can perhaps alleviate some of the criticism addressed against the calculus of 21]. We point out two further extensions that seem to merit attention. Hennessy 14, 15, 16] re ned the notion of delay and introduced a further delay operator . The di erence is that if P is deadlocked then "P is allowed to perform an in nite sequence of wait moves while P is not. It would be interesting to see if and how can be accommodated in our framework. Further, we have not included the possibility of divergence in our system and it seems worthwhile pursuing such a development.
Our semantic approach to nite delay is clearly in uenced by Aczel's work, on which it builds. It should be mentioned that Aczel 6 ] is currently working on proposing a new model for fairness.
It would also be interesting to devise a dcpo semantics for the theory. Unique xpoint theorems fail in domain semantics but perhaps the relativization by typing involved in our approach will validate the induction rules we have established. Perhaps a modi cation of Hennessys's approach in 17] can deliver a dcpo semantics for the system we have presented. On another note, the semantic universe of processes we have constructed is rather large (a proper class) and this may be seen as in need of improvement. It is possible, we think, to cut down the universe to a set by considering the set-functor 0 } <! (A ?) }(Act ! ) where } <! delivers the nite subsets. Further, our model construction is carried out within ZFA (Zermelo-Fraenkel set theory without the foundation axiom and with Aczel's axiom of anti-foundation). It is likely, but we have not checked details, that use of the anti-foundation can be avoided by applying other known results on the existence of nal coalgebras of set-functors (see 2] and 3] or 8]). From another point of view, our choice of a functor for the semantics is such that a large number of semantic items have no intuitive meaning as \processes", such as (;; Act ! ) for example. This is technically harmless, even though a bit annoying. There are ways to cut down our model-structure to a smaller and more meaningful universe by taking a transition-closed subclass with some additional properties that will screen out unwanted items but we will not pursue this further.
Last, but not least, is the question of a logical characterization of our chosen notion of process equivalence. There are straightforward ways to do that and a suggestion on this regard was made in this author's 12], in the Conclusions section. The language L we proposed in 12] takes the types of processes as atomic sentences. By a small modi cation of the argument in 19] we can then prove that P Q i L(P) = L(Q) and P Q i L + (P) L + (Q), where L + is the negation-free fragment. We think there is more in the question of a logical characterization, however. Perhaps the modal -calculus will prove relevant in this context. The question of a logical characterization is tightly connected with, and further constrains attempts to construct a dcpo semantics. Huth It should be expected, however, that this model cannot be fully abstract for either fair bisimilarity or forti cation equivalence, hence the authors modify the identity criterion on processes to suit the model.
