We study the supercritical contact process on Galton-Watson trees. We prove that if the contact process survives weakly then it dominates a supercritical Crump-Mode-Jagers branching process. Hence the number of infected sites grows exponentially fast. As a consequence we conclude that the contact process dies out at the critical value λ 1 for weak survival, and the survival probability p(λ) is continuous with respect to the infection rate λ. We also prove that if the contact process survives strongly at λ then it survives strongly at a λ ′ < λ, which implies that the process does not survive strongly at the critical value λ 2 for strong survival.
Introduction
Harris [1] introduced the contact process on Z d in 1974, which has been extensively studied since then. The contact process on a graph is usually viewed as a model that describes the spread of an infection. Vertices of the graph represent individuals and the states 0 and 1 indicate that an individual is healthy or infected. The contact process can be defined on any graph as follows: infected sites become healthy at rate 1, while healthy sites become infected at rate λ times the number of infected neighbors.
Pemantle [7] began the study of the contact process on trees and found that there exist two critical values
where ξ 0 t denotes the contact process on the tree starting from only the root infected. The contact process is said to survive weakly if the process survives but the root 0 is infected for finitely many times almost surely, and survive strongly if the root 0 is infected for infinitely many times with positive probability. It is natural to guess that the contact process dies out at λ 1 and does not survive strongly at λ 2 . This is true for the contact process on a d-regular tree T d where each vertex has degree d + 1. (See Liggett [6] for most of the known results on regular trees.) However, proofs on regular trees rely heavily on translation invariance, and special functions such as w ρ (ξ t ) = x∈ξt ρ ℓ(x) , where ρ is some positive constant and ℓ(x) is a function from T d to Z so that for each x ∈ T d , ℓ(y) = ℓ(x) − 1 for exactly one neighbor y of x and ℓ(y) = ℓ(x) + 1 for the other d neighbors y of x. The expectation of w ρ (ξ t ) satisfies a submultiplicative relation Ew ρ (ξ t+s ) ≤ Ew ρ (ξ t )Ew ρ (ξ s ) which implies Ew ρ (ξ t ) ≥ [φ(ρ)] t where φ(ρ) = lim t→∞ [Ew ρ (ξ t )] 1/t . Properties of φ(ρ) help us obtain a lot of detailed information about the behavior of the contact process on regular trees.
Turning to Galton-Watson trees, the analysis of the contact process becomes more complicated because of the spatial heterogeneity and randomness in the tree structure. Throughout the discussion we consider the contact process on Galton-Watson trees with an offspring distribution D that is a random variable on N that satisfies P (D ≥ 1) = 1 and ED > 1.
(1)
A Galton-Watson tree is said to have a subexponential offspring distribution if its offspring distribution D satisfies lim sup k→∞ (log P (D = k)) /k = 0.
In this case (see [10] ):
Theorem 1. If the offspring distribution D for a Galton-Watson tree is subexponential and has mean µ > 1 then λ 1 = λ 2 = 0.
Clearly when the offspring distribution is subexponential the contact process dies out at both critical values. To give some intuition why λ 2 = 0 we discuss briefly the case where the offspring distribution satisfies P (D ≥ k) = exp(−k α ) for all k ≥ 0 where α < 1. Within distance k of the root there are roughly µ k vertices where µ is the mean offspring number. Hence the vertex with the largest degree within distance k has degree ≈ (k log µ) 1/α . A vertex with degree n along with its neighbors is called a star graph with degree n. The contact process on a star graph with degree n can survive for time exp(Cλ 2 n) for some C > 0 when n is sufficiently large (see [3] ). Here and in what follows C is a positive constant whose value can change. While surviving on a star graph within distance k of the root, the contact process can try to push the infection back to the root with success probability (λ/(1 + λ)) k for each attempt. Since the process can survive for time exp(Cλ 2 (k log µ) 1/α ) on a star graph with degree (k log µ) 1/α , the probability that it fails to push the infection back to the root is (while omitting some details)
Since the first term in the exponent decays exponentially while the second grows superexponentially, the failure probability goes to 0 as k → ∞ for any positive values of λ. That is, the contact process can successfully push the infection back to the root and thus survive strongly for any λ > 0.
It turns out that Theorem 1 is sharp. The critical value is positive on Galton-Watson trees with tails thinner than the subexponential distribution. Recently Shankar Bhamidi, Danny Nam, Oanh Nguyen and Allan Sly [2] proved that Theorem 2. Consider the contact process on the Galton-Watson tree with offspring distribution D. If E(exp(cD)) < ∞ for some c > 0, then λ 1 > 0.
An offspring distribution with this property is said to have an exponential tail, which is thinner than the tail of the subexponential distribution. For example, suppose P (D ≥ k) = exp(−ck) for k ≥ 0 and some c > 0. Following the previous heuristics the vertex with the largest degree within distance k of the root has degree ≈ (k log µ)/c. Again the contact process can survival for time exp(Cλ 2 k) on a star graph with degree (k log µ)/c for some C > 0, and can push the infection back to the root with failure probability
when λ is sufficiently small. As log(λ/(1 + λ)) + Cλ 2 < 0 when λ is small, (3) does not go to 0 when k goes to infinity. This provides some intuition why λ 1 is strictly positive when the offspring distribution has an exponential tail. Comparing (2) and (3), we can see the difference between the subexpnential distribution and the exponential-tail distribution is that in the first case the largest degree within distance k ( i.e., (k log µ) 1/α ) grows superlinearly in k and overwhelms the success probability for pushing the infection back to the root. Since λ 2 ≥ λ 1 > 0 on Galton-Watson trees with exponential tails, it is now interesting to (i) determine if λ 1 < λ 2 and (ii) understand the behavior of the contact process at the critical values λ 1 and λ 2 . We have not been able to solve the first difficult problem but we have solved the second.
The first step is to construct a supercritical Crump-Mode-Jagers (CMJ) branching process that is dominated by the contact process. As a consequence, we prove that the number of infected sites in the contact process grows exponentially fast on the event of survival. Let ξ 0 t be the contact process on GW(D) with only the root infected initially.
Theorem 3. Suppose the offspring distribution D satisfies (1). When λ > λ 1 (GW(D)), there is a positive constant c so that lim inf
Here P λ is the annealed measure which is defined rigorously in Section 2. Suppose an individual in the comparison CMJ branching process gives birth only once and let τ denote that birth time. We can then look at the branching process in terms of time blocks of duration τ and roughly know the growth of this process by time τ . This suggests that a "block argument" should be a good strategy to prove the continuity of the phase transition at λ 1 . Indeed, if the contact process ξ λ t with infection rate λ survives then it dominates a supercritical CMJ branching process. For a sufficiently small ε > 0, the contact process ξ λ−ε t should behave very much the same as ξ λ t within a finite time block of length τ and thus also dominate a supercritical branching process. Hence we can show Theorem 4. The contact process on GW(D) dies out at λ 1 (GW(D)) and the survival probability p(λ) is continuous in [0, ∞).
Finally, we show that
Theorem 5. The contact process on GW(D) does not survive strongly at λ 2 (GW(D)).
The proof of this result is more complicated than that of Theorem 4 but similar in spirit. We find the suitable "block events" and construct a comparison process based on the block events. If the contact process with infection rate λ survives strongly then it dominates a comparison process that guarantees strong survival, and hence the contact process survives strongly at λ − ε for sufficiently small ε > 0.
The proofs of Theorem 3, 4 and 5 can be easily generalized to show the same conclusions hold for the contact process on more general trees such as the periodic trees. The outline of the rest of the paper is as follows. In Section 2, we will give an explicit construction of the contact process on Galton-Watson trees. Theorem 3, 4 and 5 will be proved in Section 3, 4 and 5, respectively.
Model definition
The set of all realizations of the Galton-Watson trees with offspring distribution D is denoted by GW(D) while a certain realization is denoted by T ∈ GW(D). Condition (1) guarantees that T is infinite almost surely. Let P T,λ be the law of the contact process with infection rate λ on the tree T, and let µ be the probability measure over the realizations in GW(D). We define the annealed measure P λ to be P λ ( · ) = E T∼µ (P T,λ ( · )) = T∈GW(D) P T,λ ( · )µ(T).
To simplify notation we will drop the index λ when the context is clear and use GW(D) to also represent a Galton-Watson tree with offspring distribution D.
Let ξ 0 t denote the contact process on GW(D) with initially only the root infected. The critical value for weak survival for the contact process on T is defined as
In fact, λ 1 (T) does not depend on the specific realization T ∈ GW(D). That is, λ 1 (T) is a constant µ-almost surely. Pemantle proved a slightly different version of this result in Proposition 3.1 in [7] . We will follow his proof to show
Proof. Let q(T) = P T,λ (ξ 0 t = ∅ ∀t ≥ 0) and p 1 = P λ (q = 0). If the root has n children then there are n independent identically distributed subtrees that are themselves Galton-Watson trees with offspring distribution D, which we denote by T 1 , . . . , T n . If q(T i ) > 0 for some 1 ≤ i ≤ n then q(T) ≥ λ 1+λ q(T i ) > 0, where the first term is the probability to push the infection to the root of T i . It follows that if the contact process dies out on T then it has to die out on all n subtrees T 1 , . . . , T n .
Let f be the generating function of D and let a k = P (D = k). By the independence of the structures of the subtrees,
The critical value for strong survival is defined as
It follows from the same reasoning as in the proof of Proposition 1 that
From now on we write λ 1 (GW(D)) and λ 2 (GW(D)) for the critical values for the contact process on a Galton Watson tree with offspring distribution D.
Exponential growth
In this section we prove Theorem 3 by showing that the contact process dominates a supercritical Crump-Mode-Jagers branching process. On an inhomogeneous structure such as the Galton-Watson tree, the infection state of a vertex x is correlated with the tree structure near x. To address this issue we observe that starting with only the root infected, when a vertex x becomes infected for the first time no information is known about the structure of the subtree rooted at x (i.e., the subtree made of x and all of its descendants). Hence we can "decouple" the infection state of x and the tree structure below it. For a vertex x ∈ T we define S(x) to be the subtree with root x, that is, S(x) contains x together with all the descendants of x on T. For a finite set A ⊂ T, we define its frontier F (A) to be the set of points x ∈ A for which at least one of its children, say
Let A t = ∪ s≤t ξ 0 s be the set of vertices ever infected by time t. We are interested in the set of vertices that have never been infected and are accessible to the infection ξ 0 t at time t, i.e.,
The fact that each vertex in |ξ 0 t ∩ F (A t )| corresponds to at least one vertex in B t gives |B τ k | ≥ k, i.e., there are at least k unexplored subtrees accessible to the contact process ξ 0 τ k . At time τ k , ξ 0 t can try to start infections on each of the k subtrees, among which each infection could survive forever with a positive probability equal to P λ (ξ 0 t = ∅ ∀t ≥ 0). When k is taken to be sufficiently large, at time τ k the contact process ξ 0 t gives birth to an expected number of more than one new process that lives forever, which make up an underlying branching process.
Recall that Ω ∞ = {ξ 0 t = ∅ ∀t ≥ 0}. We will begin the proof of Theorem 3 by showing
can infect its child x ′ ∈ B t within time 1 and x ′ will stay infected until time 1.
Since the subtree S(x ′ ) is still unexplored when x ′ ∈ B t first becomes infected, we can first generate S(x ′ ) according to the measure µ of GW(D) and then start a contact process on it. The probability that the process ξ
If this infection on S(x ′ ) survives, we say x ′ is a particle with an infinite line of descendants. Note that each particle with an infinite line of descendants will contribute at least size 1 to |ξ 0 t | at all times. So it suffices to show the number of particles with an infinite line of descendants grows exponentially in time on the event Ω ∞ .
We will construct a branching process Z t that is dominated by the set of particles that has an infinite line of descendants. Let Z 0 contain only the root 0. Since {τ k < ∞} almost surely on Ω ∞ we can choose M 1 large so that P (τ k < M 1 ) ≥ ρ/2. If τ k ≥ M 1 we discard the initial particle and there are no offspring. If τ k < M 1 then the initial particle gives birth to X ∼ Binomial(k, e −2 (1 − e −λ )) offspring at time τ k . This is because the birth events of different vertices in ξ 0 t ∩ F (A t ) are independent, since they involve vertices that are disjoint in space. If k is chosen large enough then the number of offspringX that will start a new process on its subtree with τ k < M 1 has expectation
which implies that Z t is supercritical.
The branching process is a Crump-Mode-Jagers (CMJ) branching process [4] because the initial particle gives birth at time τ k . If N(t) is the expected number of births by time t then the Malthusian parameter c is defined through ∞ 0 e −ct dN(t) = 1.
Since our process has no births after time M 1 it is easy to see that it satisfies the conditions in Theorem 2 of [5] , which gives
To improve this to the desired conclusion we note that for any m < ∞, τ m < ∞ almost surely on Ω ∞ . At time τ m , each vertex in ξ 0 t ∩ F (A t ) can start an independent branching process construction with probability at least e −2 (1 − e −λ ) and each branching process will live forever with probability P (W > 0). As long as one of the branching processes lives forever we will have the desired exponential growth of ξ 0 t . Hence
Letting m → ∞ and noting that the limit can only be positive on Ω ∞ proves the desired result.
Having established Lemma 1, to complete the proof of Theorem 3 it remains to show
Proof. If some particle x ∈ ξ 0 t ∩ F (A t ) gives birth to a particle y ∈ B t , then at the moment of this birth y is added to ξ 0 t ∩ F (A t ). In the worst case y is the last unexplored child of x, so x is removed from ξ 0 t ∩ F (A t ) and the size of ξ 0 t ∩ F (A t ) remains the same. Note that the size of ξ 0 t ∩ F (A t ) will not decrease at a birth event. When y ∈ B t becomes infected, we try to grow |ξ 0 t ∩ F (A t )| through consecutive birth events on the subtree S(y). Since S(y) has not been explored by the infection, every vertex in S(y) still has all of its offspring unexplored. When a children of y (except the last one) is infected, the size of ξ 0 t ∩ F (A t ) increases by 1. Hence if every particle gives birth onto a particle with offspring number at least 2, we need at most 2k consecutive birth events on S(y) for |ξ 0 t ∩ F (A t )| to reach size k. Taking account of the first birth event from x to y, we need 2k + 1 consecutive birth events before any death occurs and each of them is onto a vertex with offspring number at least 2. Since each vertex in S(y) ∩ ξ 0 t ∩ F (A t ) is connected to at least one vertex outside, the probability that a birth occurs before any death in S(y) ∩ ξ 0 t ∩ F (A t ) has probability ≥ λ/(1 + λ).
We start the first trial at the first time when |ξ 0 t ∩ F (A t )| ≥ 1, i.e., when t = 0. A trial is said to have failed if a death occurs or a birth to a vertex with offspring number 1 occurs before we have 2k + 1 consecutive birth events to vertices with offspring number at least 2. Define the running time S i of the i-th trial to be the first time either this trial fails or succeeds. S i is dominated by the sum of 2k + 1 i.i.d. Exp(1 + λ) random variables and hence is finite almost surely. Let T 0 = 0 and define
be the time when the i-th trial starts. If T i = ∞ for some i ≥ 1 then set T j = ∞ for all j ≥ i. Note that with an independent probability
≡ α k a trial will succeed, so it takes finitely many attempts to have one success, which then gives
If the i-th trial fails, either we still have |ξ 0 t ∩ F (A t )| ≥ 1, which means T i+1 = T i + S i , or |ξ 0 t ∩ F (A t )| = 0 and we have to wait until |ξ 0 t ∩ F (A t )| becomes 1 before starting the next trial. On the event that ξ 0 t survives, infinitely many sites will be infected, i.e., lim
Since A t cannot grow when ξ 0 t ∩ F (A t ) = ∅ we have |ξ 0 t ∩ F (A t )| ≥ 1 infinitely often on the event Ω ∞ , meaning that for any n ∈ N {T n < ∞} a.s. on Ω ∞ .
Hence we have infinitely many trials almost surely on the event of survival. Since the birth and death symbols involved in different trials come from regions disjoint in space and time, each trial succeeds with probability ≥ α k independent of the fates of previous trials. Therefore we will have a success in finite time almost surely on Ω ∞ . The proof of Lemma 2 is complete and Theorem 3 has been established.
Continuous survival probability
In the branching process Z t in the proof of Lemma 1, a particle can only give birth within time M 1 , which means we are only looking at a finite time "block" in the corresponding graphical representation. We drop the superscript 0 and let ξ λ t denote the contact process with infection rate λ and recovery rate 1 starting from the root infected. Within this "block" the process ξ λ t and ξ λ ′ t should behave very much the same if λ ′ is sufficiently close to λ. If ξ λ t survives with positive probability, tuning down the infection rate λ slightly to λ ′ the resulting process ξ λ ′ t should still behave similarly in the finite time "block", which then implies the survival of ξ λ ′ t . We will follow this idea to prove both results in this section. A superscript λ is used to denote the infection rate. For example, τ λ k is the corresponding hitting time of the event {|ξ λ t ∩ F (A t )| ≥ k}.
Lemma 3. The contact process on GW(D) dies out at λ 1 (GW(D) ).
Proof. To prove the conclusion it suffices to show
For reasons that will become clear later we choose k, M 1 so that
For a small δ > 0 we have
For any ε > 0, when δ is sufficiently small we have
Hence,
Following the proof of Lemma 1 we can construct a branching process Z t dominated by ξ λ−δ t , where a particle gives birth to X ∼ Binomial(k, e 
Hence Z t is supercritical and survives with positive probability, which implies ξ λ−δ t survives with positive probability. So λ > λ − δ ≥ λ 1 and this completes the proof.
Let p(λ) := P λ (ξ 0 t = ∅ ∀t ≥ 0) be a function of λ that represents the survival probability of the contact process ξ λ t . Lemma 4. p(λ) is continuous on [0, ∞).
Proof. The right continuity of p(λ) is immediate since
as t ↑ ∞ and P λ (ξ 0 t = ∅) is increasing and continuous in λ for each t. We have proved that p(λ) ≡ 0 on [0, λ 1 ], so it remains to prove the left continuity for p(λ) on (λ 1 , ∞). Take λ > λ 1 , which trivially gives p(λ) > 0. We will show for any ε > 0, there exists λ ′ < λ such that p(λ ′ ) > p(λ) − ε.
Since λ > λ 1 there exists λ 0 such that λ > λ 0 > λ 1 . It follows from the same argument as in the proof of Lemma 3 that we can construct a supercritical branching process Z t that is dominated by ξ λ 0 t . Moreover, there exists some constant c > 0 and a non-negative random variable W 0 with P (W 0 > 0) > 0 such that Z t e ct → W 0 as t → ∞.
To simplify notation we will write σ = e −2 (1 − e −λ 0 )P (W 0 > 0). For a given δ > 0 we will choose m so that (1 − σ) m < δ. Since τ λ m < ∞ almost surely on Ω ∞ ≡ {ξ λ t = ∅ ∀t ≥ 0}, we can choose M 2 sufficiently large so that
When λ ′ < λ is sufficiently close to λ we also have
Without loss of generality we can assume λ ′ > λ 0 . Observe that each vertex in the frontier ξ λ ′ t ∩ F (A t ) can start an independent branching process with probability ≥ e −2 (1 − e −λ 0 ) and each branching process lives forever with probability at least P (W 0 > 0) since λ ′ > λ 0 . On the event {ξ λ t = ξ λ ′ t for t ≤ M 2 } ∩ {τ λ m ≤ M 2 }, the process ξ λ ′ t can give birth to X ∼ Binomial(m, σ) branching processes that survive. If X ≥ 1 then the process ξ λ ′ t survives since it dominates a surviving branching process. Hence
It follows from (7) and (8) that when λ ′ is sufficiently close to λ
which then gives
Therefore, for any given ε > 0 there exists δ sufficiently small and λ ′ sufficiently close to λ so that p(λ ′ ) > p(λ) − ε.
No strong survival at λ 2
We start by introducing some new notation. Let GW + (D) be the set of all realizations of the "root-added" Galton-Watson tree in which the root 0 has offspring number 1 and its only offspring is the root of a Galton-Watson tree with offspring distribution D. A realization in GW + (D) is denoted by T + and the measure over the realizations by ν.
Define the measure P λ,+ to be
We will drop the index λ when the context is clear. The contact process on GW + (D) with with root 0 initially infected will be denoted by η 0 t while the contact process on GW(D) will still be denoted by ξ 0 t . From now on we set A t = ∪ 0≤s≤t η 0 s . Let |v| denote the distance from vertex v to the root 0. For a vertex x ∈ η 0 t ∩ F (A t ), define a branch of x to be
where x ′ can be any child of x that has not been infected by time t. Observe that S + (x) follows the distribution of GW + (D).
Lemma 5. If λ > λ 1 , there exists α, β, δ > 0 and t 1 such that for all j ≥ 1,
where c λ is a positive number which may depend on λ.
Proof. Let θ = P + (η 0 t = ∅ for all t ≥ 0). It follows from the proof of Lemma 1 that there exists c > 0 such that when t 1 is sufficiently large
For reasons that will become clear later, we choose t 1 large enough so that the following also holds (θe ct 1 )/8 > 1
Given the choice of t 1 we can then choose α small and β large so that
A vertex x is said to be good if the event in (11) with probability δ occurs for the contact process on S + (x) with x initially infected. If the root 0 is good, we say the root is a good vertex at level 0. The good vertices in η 0 jt 1 ∩ F (A jt 1 ) ∩ {v : jαt 1 ≤ |v| ≤ jβt 1 } are called the good vertices at level j. Let N j be the number of good vertices at level j. Trivially we have
Hence it suffices to estimate N j . Note that the good vertices in η 0 t 1 ∩F (A t 1 )∩{v : αt 1 ≤ |v| ≤ βt 1 } correspond to disjoint branches, so N 1 dominates a Binomial(e ct 1 , δ) random variable if the root 0 is good.
For a random variable X ∼ Binomial(n, p), Chebyshev's inequality gives
By (12) with n = e ct 1 and p = δ,
where (4/δ)e −ct 1 < 1 by (10) . The branches of good vertices at level 1 are disjoint, so the random variable N 2 dominates Binomial(N 1 e ct 1 , δ), which gives
It follows from the Markov property that N i+1 depends only on N i for i ≥ 0. Hence, for any j ≥ 1
for some choice of α, β, δ and t 1 . Let B j = η 0 jt 1 ∩ F (A jt 1 ) ∩ {v : jαt 1 ≤ |v| ≤ jβt 1 } and let x be a vertex in B j . We use the notation (x, 0) → (0, t) to denote the event that running the contact process on the shortest path connecting x and 0 with x initially infected, 0 will be infected at time t. Trivially, if every particle in the direct path from x ∈ B j to 0 lives for at least 2/α and pushes the infection toward the root 0 between time [1/α, 2/α] then
Fix ε = (c λ 0 /2) and ρ = 1 4 P λ,+ (0 ∈ η 0 t i.o.). For reasons that will become clear later we choose j 0 such that
From now on we write t 0 ≡ j 0 t 1 . We want to use the vertices in B j 0 to push the infection back to the root 0. For some vertex x ∈ B j 0 , let η x t denote the contact process restricted to the branch S + (x) starting with x infected. If x ∈ η x t for many times, then the infection can try many times to push back to the root. Hence the probability of successfully pushing the infection from x back to 0 is increased if x ∈ η x t for many times. To estimate the success probability let σ x 0 = 0 and define
Choose m so that
which is a lower bound on the probability that x successfully pushes the infection to the root 0 within m independent trials. If the process η x t restricted to S + (x) reinfects x for infinitely many times then σ x m < ∞, i.e., P λ,+ (σ x m < ∞) ≥ P λ,+ (0 ∈ η 0 t i.o.). So we can choose M 2 such that
For any ǫ < λ − λ 0 , the estimates in (13) through (15) are still true for the contact process with infection rate λ − ǫ since λ − ǫ > λ 0 . By (16) there exists a sufficiently small ǫ > 0 with ǫ < λ − λ 0 that satisfies
-recurrent then with probability ≥ e −εt 0 it can reinfect the root after time t 0 . Each vertex in B j 0 is (m, λ − ǫ)-recurrent independently with probability at least ρ. Now we are ready to show λ > λ 2 . The following argument is inspired by the proof of Proposition 4.57 in Liggett [6] . Let r i = P λ−ǫ,+ (∃ t ≥ 2it 0 such that 0 ∈ η 0 t ). To estimate r i+1 we first run the contact process up to time t 0 . According to (13) at time t 0 the set of infected frontier B j 0 has size ≥ L 0 ≡ exp(c λ 0 t 0 ) with probability δ. Recall that η x t is the contact process restricted to the branch S + (x) starting with x infected. Let
If for some x ∈ B j 0 the event R x ∩ G x occurs then x is reinfected after (2i + 1)t 0 and can push the infection back to the root after 2(i + 1)t 0 with probability at least e −εt 0 . It follows that
On a given tree T + R x and G x are positively correlated, as they are both increasing functions of the infection events and decreasing functions of the recovery events (see Liggett [6] for an account of positive correlation). Thus
In order to estimate E T + ∼ν (P T + (R x ) · P T + (G x )) we will adopt a normal positive correlation argument. The reader can skip this part and jump straight to (18). Now observe that the root-added Galton-Watson tree T + can be represented by a collection of i.i.d. random variables. Let the random variables Z 0 = 1 and Z 1 ∼ D be the number of offspring of the added root and the root, respectively. Then we sample a series of i.i.d. random variables Z 1,1 , . . . , Z 1,Z 1 ∼ D to represent the number of offspring for each individual in the first generation. The offspring of each individual in the second generation is then given by the collection {Z 1,i,1 , . . . , Z 1,i,Z 1,i } Z 1 i=1 , and so on. To simplify notation we write the index (i 1 , i 2 , . . . , i n ) as i = (i 1 , i 2 , . . . , i n , 0, . . . ) ∈ N N . Hence, given a collection Z = {Z i : i ∈ N N } of i.i.d. random variables we can construct a Galton-Watson tree accordingly. Note that different Z's can be mapped to the same T + ∈ GW + (D). For example, if Z 1 = 1 then we only use the element Z 1,1 to construct the next generation, ignoring the elements Z 1,2 , Z 1,3 and so on. Let µ * denote the measure over the realizations of Z. A function h of Z is said to be increasing if for a pair Z 1 , Z 2 with Z 1 i ≤ Z 2 i for all i we have h( Z 1 ) ≤ h( Z 2 ). It follows from the Harris inequality (see Section 2.2 in [9] ) that µ * has positive correlations, that is, E µ * f g ≥ E µ * f · E µ * g for all increasing functions f and g with finite second moments. Note that the measure ν on GW + (D) can be obtained from µ * by collapsing different Z's mapping to the same T + , which means, for example, E T + ∼ν (P T + (R x )) = E Z∼µ * (P Z (R x ))
Both P Z (R x ) and P Z (G x ) are increasing with respect to Z, so it follows from the positive correlations of µ * that E T + ∼ν (P T + (R x ) · P T + (G x )) = E Z∼µ * (P Z (R x ) · P Z (G x )) ≥ E Z∼µ * (P Z (R x )) · E Z∼µ * (P Z (G x )) = E T + ∼ν (P T + (R x ))E T + ∼ν (P T + (G x )) = P + (R x )P + (G x )
That is,
Now we can finish the calculation in (17) r i+1 ≥ P (|B j 0 | ≥ L 0 )P (Binomial(L 0 , r i ρ) ≥ 1)e −εt 0 ≥ δe −εt 0 (1 − (1 − r i ρ) L 0 )
where the term δ comes from (13). Set f (r) = δe −εt 0 (1 − (1 − rρ) L 0 ). Then f (0) = 0 and f (1) < 1. Now the reason for our choice of j 0 in (14) has become clear. Under this choice of j 0 we have f ′ (0) = δρe −εt 0 L 0 = C j 0 > 1.
It follows that f has a fixed point r * ∈ (0, 1), i.e., f (r * ) = r * . Now we prove r i ≥ r * inductively for i ≥ 0. First we have r 0 = 1. Suppose r i ≥ r * , then the monotonicity of f implies that r i+1 ≥ f (r i ) ≥ f (r * ) = r * .
Thus we have proved r i ≥ r * for all i ≥ 0, which implies that P λ−ǫ,+ (0 ∈ η 0 t i.o.) > 0 and thus λ − ǫ ≥ λ 2 . Therefore we have shown λ > λ 2 and this completes the proof.
