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RELATIONS BETWEEN SEMIDUALIZING COMPLEXES
ANDERS J. FRANKILD, SEAN SATHER-WAGSTAFF, AND AMELIA TAYLOR
Abstract. We study the following question: Given two semidualizing com-
plexes B and C over a commutative noetherian ring R, does the vanishing of
Extn
R
(B, C) for n≫ 0 imply that B is C-reflexive? This question is a natural
generalization of one studied by Avramov, Buchweitz, and S¸ega. We begin by
providing conditions equivalent to B being C-reflexive, each of which is slightly
stronger than the condition Extn
R
(B,C) = 0 for all n ≫ 0. We introduce and
investigate an equivalence relation ≈ on the set of isomorphism classes of
semidualizing complexes. This relation is defined in terms of a natural action
of the derived Picard group and is well-suited for the study of semidualizing
complexes over nonlocal rings. We identify numerous alternate characteriza-
tions of this relation, each of which includes the condition Extn
R
(B, C) = 0 for
all n≫ 0. Finally, we answer our original question in some special cases.
1. Introduction
Given a dualizing complexD for a commutative noetherian ringR, cohomological
properties of D often translate to ring-theoretic properties of R. For example, when
R is local, if ExtnR(D,R) = 0 for n ≫ 0 and the natural evaluation morphism
D ⊗LR RHomR(D,R) → R is an isomorphism in the derived category D(R), then
R is Gorenstein. Recently, Avramov, Buchweitz, and S¸ega [2] investigated the
following potential extensions of this fact.
1.1. Let R be a local ring admitting a dualizing complex D such that inf(D) = 0.
Question. If ExtnR(D,R) = 0 for (dim(R) + 1) consecutive values of n > 1, must
R be Gorenstein?
Conjecture. If ExtnR(D,R) = 0 for all n > 1, then R is Gorenstein.
This paper is concerned with a version of (1.1) for semidualizing complexes1.
Semidualizing complexes were introduced by Avramov and Foxby [5] in a spe-
cial case for use in studying local ring homomorphisms, and by Christensen [8] in
general. For example, a dualizing complex is semidualizing, as is a free module of
rank 1. Each semidualizing complex C yields a duality theory or, more specifically,
a notion of C-reflexivity with properties similar to those for reflexivity with respect
to D or R; see Section 2 for background material.
Our version of (1.1) for this setting is contained in the following list of questions.
Specifically, an affirmative answer to Question 1.2(a) would yield an affirmative
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specialize readily to the case of semidualizing modules. For a discussion of the translation from
complexes to modules, see [8, (4.10)] and [14, (2.1)].
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answer to the question in (1.1), and an affirmative answer to Question 1.2(b) would
establish the conjecture in (1.1); see Remark 3.1. Also, note that Example 7.1
shows the need for the local hypothesis in Question 1.2(a).
Question 1.2. Let B and C be semidualizing R-complexes.
(a) If ExtnR(B,C) = 0 for (dim(R)+1) consecutive values of n > sup(C)− inf(B)
and if R is local, must B be C-reflexive?
(b) If ExtnR(B,C) = 0 for all n > sup(C)− inf(B), must B be C-reflexive?
(c) If ExtnR(B,C) = 0 for n≫ 0, must B be C-reflexive?
Our results come in three types. The results of Section 3 are of the first type:
Assuming ExtnR(B,C) = 0 for n ≫ 0 and a bit more, we show that B is C-
reflexive. The following is one such result; its proof is in 3.6. Note that each of the
conditions (ii)–(iv) includes the condition ExtnR(B,C) = 0 for n≫ 0.
Theorem 1.3. Let B and C be semidualizing R-complexes. The following condi-
tions are equivalent:
(i) B is C-reflexive;
(ii) RHomR(B,C) is semidualizing;
(iii) RHomR(B,C) is C-reflexive;
(iv) C is in the Bass class BB(R).
We also prove analogous results for tensor products motivated by the corresponding
version of Question 1.2 found in Question 3.9.
Before discussing our second type of results, we describe a new equivalence re-
lation on the set of isomorphism classes of semidualizing R-complexes: We write
[B] ≈ [C] if there is a tilting R-complex P such that B ≃ P ⊗LR C. Here, a tilting
R-complex is a semidualizing R-complex of finite projective dimension. When R
is local, the only tilting R-complexes are those of the form ΣnR, so in this case
[B] ≈ [C] if and only if B and C are isomorphic up to shift in D(R). Hence,
our new relation recovers the more standard relation over a local local ring while
also being particularly well-suited for the nonlocal setting. Section 4 contains our
treatment of tilting complexes and the basics of this relation.
Section 5 contains our results of the second type: Assuming ExtnR(B,C) = 0 for
n ≫ 0 and a lot more, we show that [B] ≈ [C]. For instance, we prove the next
result in 5.2. As with Theorem 1.3, observe that each of the conditions (ii)–(vi)
includes the condition ExtnR(B,C) = 0 for n≫ 0.
Theorem 1.4. Let B and C be semidualizing R-complexes. The following condi-
tions are equivalent:
(i) [B] ≈ [C];
(ii) RHomR(B,C) is a tilting R-complex;
(iii) RHomR(B,C) has finite projective dimension;
(iv) RHomR(B,C) has finite complete intersection dimension;
(v) There is an equality of Bass classes BB(R) = BC(R);
(vi) B ∈ BC(R) and C ∈ BB(R).
The last two sections contain our results of the third type: analogues of results of
Avramov, Buchweitz, and S¸ega [2]. In Section 6 we consider the question of when
the vanishing assumptions in Question 1.2 guarantee that R is Cohen-Macaulay.
This lays some of the foundation for the results of Section 7 where we verify special
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cases of Question 1.2(a). The primary result of that section is the following theorem
whose proof is in 7.2. Recall that R is generically Gorenstein if, for each p ∈ Ass(R),
the ring Rp is Gorenstein.
Theorem 1.5. Let R be a local ring that is generically Gorenstein and admits a
dualizing complex D such that inf(D) = 0. Fix semidualizing R-complexes B and C
such that inf(B) = 0 = inf(C). Assume that B is Cohen-Macaulay and sup(C) = 0.
(a) If ExtnR(B,RHomR(B,D)) = 0 for n = 1, . . . , dim(R), then B ≃ R.
(b) If ExtnR(RHomR(C,D), C) = 0 for n = 1, . . . , dim(R), then C ≃ D.
Note that the special case B = D in part (a) (or C = R in part (b)) is exactly [2,
(2.1)]. Of course, we do not extend all of the special cases covered in [2] to the
semidualizing arena. Rather, we prove a few results of this type in order to illustrate
the natural parallels between the two contexts.
Unlike much of the existing literature on the subject, most of this paper is
devoted to the study of semidualizing complexes over nonlocal rings. In a sense,
this makes it a natural companion to [14]. However, it should be noted that many
of our results are new even in the local case.
2. Complexes
Throughout this paper R is a commutative noetherian ring.
Definition 2.1. We index R-complexes homologically
X = · · ·
∂Xn+1
−−−→ Xn
∂Xn−−→ Xn−1
∂Xn−1
−−−→ · · ·
and the infimum, supremum, and amplitude of an R-complex X are
inf(X) = inf{i ∈ Z | Hi(X) 6= 0} sup(X) = sup{i ∈ Z | Hi(X) 6= 0}
amp(X) = sup(X)− inf(X).
The complex X is homologically bounded if amp(X) <∞; it is degreewise homolog-
ically finite if each R-module Hn(X) is finitely generated; and it is homologically
finite if the R-module ⊕n∈ZHn(X) is finitely generated.
For each integer i, the ith suspension (or shift) of a complex X , denoted ΣiX ,
is the complex with (ΣiX)n := Xn−i and ∂
Σ
iX
n := (−1)
i∂Xn−i. The notation ΣX is
short for Σ1X . The projective dimension, flat dimension and injective dimension
of X are denoted pdR(X), fdR(X) and idR(X), respectively; see [3].
Definition 2.2. We work in the derived category D(R). References on the subject
include [16, 19, 27, 28]. The category Db(R) is the full subcategory of D(R) consist-
ing of homologically bounded R-complexes. Given two R-complexes X and Y , the
derived homomorphism and tensor product complexes are denoted RHomR(X,Y )
and X ⊗LR Y , respectively. For each integer n, set
ExtnR(X,Y ) := H−n(RHomR(X,Y ) and Tor
R
n (X,Y ) := Hn(X ⊗
L
R Y ).
Isomorphisms in D(R) are identified by the symbol ≃, and isomorphisms up to shift
are identified by ∼.
The support and dimension of X are, respectively,
SuppR(X) = {p ∈ Spec(R) | Xp 6≃ 0} = ∪n SuppR(Hn(X))
dimR(X) = sup{dim(R/p)− inf(Xp) | p ∈ SuppR(X)}.
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Definition 2.3. Assume that (R,m, k) is a local ring, and let X be an R-complex.
The depth and Cohen-Macaulay defect of X are, respectively
depthR(X) = − sup(RHomR(k,X))
cmdR(X) = dimR(X)− depthR(X).
When X is homologically finite, we have cmdR(X) > 0 by [11, (2.8), (3.9)], and X
is Cohen-Macaulay if cmdR(X) = 0.
Fact 2.4. For R-complexes X and Y , the following are from [10, (2.1)]
sup(RHomR(X,Y )) 6 sup(Y )− inf(X)
inf(X ⊗LR Y ) > inf(X) + inf(Y )
Ext
inf(X)−sup(Y )
R (X,Y )
∼= HomR(Hinf(X)(X),Hsup(Y )(Y ))
TorRinf(X)+inf(Y )(X,Y )
∼= Hinf(X)(X)⊗R Hinf(Y )(Y ).
Assume that R is local and that X and Y are degreewise homologically finite such
that inf(X), inf(Y ) > −∞. Nakayama’s Lemma and the previous display imply
inf(X ⊗LR Y ) = inf(X) + inf(Y ).
Fact 2.5. Assume thatR is local and thatX , Y and Z are degreewise homologically
finite R-complexes such that inf(X), inf(Y ) > −∞ and sup(Z) < ∞. Using [5,
(1.5.3)] we see that pdR(X⊗
L
RY ) <∞ if and only if pdR(X) <∞ and pdR(Y ) <∞,
and idR(RHomR(X,Z)) <∞ if and only if pdR(X) <∞ and idR(Z) <∞.
We shall have several occasions to use the following isomorphisms from [3, (4.4)].
Definition/Notation 2.6. Let X , Y and Z be R-complexes. Assume that X is
degreewise homologically finite and inf(X) > −∞.
The natural tensor-evaluation morphism
ωXY Z : RHomR(X,Y )⊗
L
R Z → RHomR(X,Y ⊗
L
R Z)
is an isomorphism when sup(Y ) <∞ and either pdR(X) <∞ or pdR(Z) <∞.
The natural Hom-evaluation morphism
θXY Z : X ⊗
L
R RHomR(Y, Z)→ RHomR(RHomR(X,Y ), Z)
is an isomorphism when Y ∈ Db(R) and either pdR(X) <∞ or idR(Z) <∞.
Semidualizing complexes, defined next, are our main objects of study.
Definition 2.7. A homologically finite R-complex C is semidualizing if the natural
homothety morphism χRC : R→ RHomR(C,C) is an isomorphism in D(R). An R-
complex D is dualizing if it is semidualizing and idR(D) < ∞. Let S(R) denote
the set of isomorphism classes of semidualizing R-complexes.
Remark 2.8. In some of the literature, the set of shift -isomorphism classes of
semidualizing R-complexes is denoted S(R). The notation S(R) is meant to evoke
the notationS(R) while at the same time distinguishing between the two notations.
We include the following properties for ease of reference.
Properties 2.9. Let C be a semidualizing R-complex.
2.9.1. The R-module R is R-semidualizing. When R is local, we have pdR(C) <∞
if and only if C ∼ R by [8, (8.1)].
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2.9.2. If R is Gorenstein and local, then C ∼ R. Conversely, if R is dualizing for
R, then R is Gorenstein. See [8, (8.6)] and [19, (V.9)].
2.9.3. If X is a homologically finite R-complex, then X is semidualizing for R if
and only if Xm is semidualizing for Rm for each maximal (equivalently, for each
prime) ideal m ⊂ R; see [14, (2.3)]. When R is local and C is semidualizing with
s = sup(C), if p ∈ AssR(Hs(C)), then inf(Cp) = s by [8, (A.7)].
2.9.4. Let ϕ : R → S be a local homomorphism of finite flat dimension, and fix
semidualizing R-complexes B,C. The complex S ⊗LR C is semidualizing for S, and
amp(S ⊗LR C) = amp(C) by [8, (5.7)]. If S ⊗
L
R C is dualizing for S, then C is
dualizing for R by [4, (4.2), (5.1)]. Conversely, if C is dualizing for R and ϕ is
surjective with kernel generated by an R-sequence, then S ⊗LR C is dualizing for S,
and R̂⊗LRC is dualizing for R̂ by [4, (4.2), (4.3), (5.1)]. Finally, if S⊗
L
RB ≃ S⊗
L
RC
in D(S), then [14, (1.10)] implies that B ≃ C in D(R).
2.9.5. Let α : X → Y be a morphism between degreewise homologically finite R-
complexes. Assuming inf(X), inf(Y ) > −∞, if RHom(α,C) is an isomorphism in
D(R), then so is α. Dually, assuming sup(X), sup(Y ) < ∞, if RHom(C,α) is an
isomorphism in D(R), then so is α. These follow from [5, (1.2.3.b)] and [7, (A.8.11),
(A.8.13)] as the isomorphism R ≃ RHomR(C,C) implies SuppR(C) = Spec(R).
2.9.6. If C is a module, then an element of R is C-regular if and only if it is
R-regular as the isomorphism R ∼= HomR(C,C) implies AssR(C) = Ass(R).
2.9.7. When R is local, there are inequalities
max{amp(C), cmdR(C)} 6 cmd(R) 6 amp(C) + cmdR(C)
by [8, (3.4)]. In particular, if R is Cohen-Macaulay and local, then amp(C) = 0.
The next definition is from [8] and [19] and will be used primarily to compare
semidualizing complexes.
Definition 2.10. Let C be a semidualizing R-complex. A homologically finite
R-complex X is C-reflexive when it satisfies the following:
(1) ExtnR(X,C) = 0 for n≫ 0, and
(2) the natural biduality morphism δCX : X → RHomR(RHomR(X,C), C) is
an isomorphism in D(R).
The following properties are frequently used in the sequel.
Properties 2.11. Let B and C be semidualizing R-complexes.
2.11.1. Each homologically finite R-complex of finite projective dimension is C-
reflexive by [14, (3.11)].
2.11.2. Let D be a dualizing R-complex, and X a homologically finite R-complex.
The complex X is D-reflexive by [19, (V.2.1)], and X is semidualizing if and only if
RHomR(X,D) is semidualizing by [8, (2.12)] and (2.9.3). The natural evaluation
morphism C ⊗LR RHomR(C,D)→ D is an isomorphism in D(R) by [14, (3.1.b)].
Assume that R is local and inf(C) = 0 = inf(D). With the isomorphism from
the previous paragraph, Fact 2.4 yields the second equality in the next sequence
0 = inf(D) = inf(C) + inf(RHomR(C,D)) = inf(RHomR(C,D))
and [11, (3.14)] implies amp(RHomR(X,D)) = cmd(X).
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2.11.3. If X is a homologically finite R-complex, then X is C-reflexive if and only
if ExtiR(X,C) = 0 for i≫ 0 and Xm is Cm-reflexive for each maximal (equivalently,
for each prime) ideal m ⊂ R; see [14, (2.8)].
2.11.4. If R is local, then B is C-reflexive and C is B-reflexive if and only if B ∼ C
by [1, (5.5)].
2.11.5. When B ⊗LR C is also semidualizing we know from [14, (3.1.c)] that C is
B ⊗LR C-reflexive and furthermore RHomR(C,B ⊗
L
R C) ≃ B.
The following categories, known collectively as “Foxby classes”, were introduced
by Foxby [13], Avramov and Foxby [5], and Christensen [8].
Definition 2.12. Let C be a semidualizing R-complex. The Auslander class as-
sociated to C, denoted AC(R), is the full subcategory of D(R) consisting of all
complexes X satisfying the following conditions:
(1) X and C ⊗LR X are homologically bounded, and
(2) the natural morphism γCX : X → RHomR(C,C ⊗
L
R X) is an isomorphism.
The Bass class associated to C, denoted BC(R), is the full subcategory of D(R)
consisting of all complexes X satisfying the following conditions:
(1) X and RHomR(C,X) are homologically bounded, and
(2) the evaluation morphism ξCX : C ⊗
L
R RHomR(C,X)→ X is an isomorphism.
Fact 2.13. Let C be a semidualizing R-complex. From [8, (4.6)] we conclude
that a homologically bounded complex X is in AC(R) if and only if C ⊗
L
R X is in
BC(R), and dually, a homologically bounded complex X is in BC(R) if and only
if RHomR(C,X) is in AC(R). Each R-complex of finite injective dimension is in
BC(R), and each R-complex of finite projective dimension is in AC(R) by [8, (4.4)].
The complete intersection dimensions used in this paper were defined for modules
by Avramov, Gasharov and Peeva [6] and Sahandi, Sharif and Yassemi [24], and
then for complexes by Sather-Wagstaff [25, 26]. We start with the definitions, first
over a local ring and then in general.
Definition 2.14. Assume that R is local. A quasi-deformation of R is a diagram
of local ring homomorphisms R
ϕ
−→ R′
ρ
←− Q in which ϕ is flat and ρ is surjective
with Ker(ρ) generated by a Q-regular sequence.
For each homologically finite R-complex X , define the complete intersection di-
mension and complete intersection injective dimension of X as follows.
CI-dimR(X) := inf
{
pdQ(R
′ ⊗LR X)− pdQ(R
′)
∣∣∣∣ R→ R′ ← Q is aquasi-deformation
}
CI-idR(X) := inf
{
idQ(R
′ ⊗LR X)− pdQ(R
′)
∣∣∣∣ R→ R′ ← Q is aquasi-deformation
}
Definition 2.15. For each homologically finite R-complex X , define the complete
intersection dimension and complete intersection injective dimension of X as
CI-dimR(X) := sup {CI-dimRm(Xm) | m ⊂ R is a maximal ideal}
CI-idR(X) := sup {CI-idRm(Xm) | m ⊂ R is a maximal ideal} .
Fact 2.16. Let X be a homologically finite R-complex. If pdR(X) < ∞, then
CI-dimR(X) < ∞ by [26, (3.3)]. If R is local and idR(X) < ∞, then the trivial
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quasi-deformation R → R ← R yields CI-idR(X) < ∞; see Lemma A.1 for the
nonlocal situation.
Assume that R is local. One checks readily that CI-dimR(X) is finite if and only
if CI-dim bR(R̂ ⊗
L
R X) is finite. If X has finite length homology, then CI-idR(X) is
finite if and only if CI-id bR(R̂⊗
L
R X) is finite by [25, (3.7)].
We document several useful but independent facts about quasi-deformations and
complete intersection dimensions in Appendix A.
3. Detecting Reflexivity
The results of this section are of the first type discussed in the introduction:
Assuming ExtnR(B,C) = 0 for n≫ 0 and a bit more, we show that B is C-reflexive.
We begin, though, by discussing the link between (1.1) and Question 1.2.
Remark 3.1. Assume that the answer to Question 1.2(a) is “yes”. Then the
answer to the question in (1.1) is also “yes”. Indeed, let D be a dualizing R-
complex such that inf(D) = 0, and assume that ExtnR(D,R) = 0 for (dim(R) + 1)
consecutive values of n > 1. The R-complexes R and D are semidualizing, and
sup(R) = 0 = inf(D). Thus, the affirmative answer to Question 1.2(a) implies
that D is R-reflexive. From (2.11.2) we know that R is D-reflexive, and so (2.11.4)
implies R ∼ D. Using (2.9.2) we conclude that R is Gorenstein, as desired.
Similarly, if the answer to Question 1.2(b) is “yes”, then this would establish the
conjecture in (1.1).
Before proceeding, we briefly discuss the necessity of the semidualizing hypoth-
esis in Question 1.2.
Remark 3.2. If the semidualizing-hypothesis is removed from Question 1.2, then
the answer to each of the resulting questions is “no”. Specifically, Jorgensen and
S¸ega [23, Theorem] exhibit a local ring R and a family {Ms}26s6∞ of R-modules
such that ExtnR(Ms, R) = 0 for i = 1, . . . , s and Ms is not R-reflexive, for each s.
When R is local, the forward implication in the following result is in [8, (2.11)],
but the proof of [8, (2.11)] makes no use of the local hypothesis. For the reverse
implication, argue as in [7, (2.1.10)].
Lemma 3.3. Let X and C be homologically finite R-complexes with C semidualiz-
ing. The complex X is C-reflexive if and only if RHomR(X,C) is C-reflexive. 
The following diagram will be used in the next two proofs.
Remark 3.4. Let X and C be homologically finite R-complexes with C semidu-
alizing. There is a commutative diagram of morphisms of complexes
R
χR
RHomR(X,C) //
χRX

RHomR(RHomR(X,C),RHomR(X,C))
≃

RHomR(X,X)
RHomR(X,δ
C
X )// RHomR(X,RHomR(RHomR(X,C), C))
wherein the unspecified arrow is the “swap” isomorphism from [7, (A.2.9)].
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Before proving Theorem 1.3, we present a similar result, where only one of
the complexes is assumed to be semidualizing. When R is local, the implication
(i) =⇒ (ii) is in [8, (2.11)], but the proof of [8, (2.11)] makes no use of the local
hypothesis. Also, the symmetry of the conditions in our result suggest a fourth
condition, namely, “X is semidualizing and RHomR(X,C) is C-reflexive”; this is
shown to be equivalent in Theorem 1.3.
Proposition 3.5. Let X and C be homologically finite R-complexes with C semid-
ualizing. The following conditions are equivalent:
(i) X is semidualizing and C-reflexive;
(ii) RHomR(X,C) is semidualizing and C-reflexive;
(iii) RHomR(X,C) is semidualizing and X is C-reflexive.
Proof. As noted above, the implication (i) =⇒ (ii) is proved as in [8, (2.11)]. Also,
the equivalence (ii)⇐⇒ (iii) is from Lemma 3.3.
(iii) =⇒ (i). Assume that RHomR(X,C) is semidualizing and X is C-reflexive.
Then the morphisms χR
RHomR(X,C)
and δCX are isomorphisms. Hence, the morphism
RHomR(X, δ
C
X) is an isomorphism, and so the diagram in Remark 3.4 shows that
χRX is also an isomorphism. By definition, we conclude that X is semidualizing. 
3.6. Proof of Theorem 1.3. (i)⇐⇒ (iii). This is from Lemma 3.3.
(i)⇐⇒ (ii). The conditions (i) and (ii) each imply that RHomR(B,C) is homo-
logically bounded. So, it remains to assume that RHomR(B,C) is homologically
bounded and show that χR
RHomR(B,C)
and δCB are isomorphisms simultaneously.
As B is semidualizing, the morphism χRB is an isomorphism. Hence the diagram
from Remark 3.4 with X = B shows that χR
RHomR(B,C)
and RHomR(B, δ
C
B) are
isomorphisms simultaneously. From (2.9.5), we know that RHomR(B, δ
C
B) is an
isomorphism if and only if δCB is so, and hence the desired equivalence.
(ii) ⇐⇒ (iv). Consider the following commutative diagram of morphisms of
complexes wherein the unspecified isomorphism is a combination of Hom-tensor
adjointness and commutativity of tensor product.
R
χR
RHomR(B,C) //
χRC ≃

RHomR(RHomR(B,C),RHomR(B,C))
≃

RHomR(C,C)
RHomR(ξ
B
C ,C) // RHomR(B ⊗LR RHomR(B,C), C)
Using this diagram with (2.9.5), the desired equivalence is established as in the
proof of (i)⇐⇒ (ii). 
Next we prove versions of Proposition 3.5 and Theorem 1.3 for Auslander classes.
Proposition 3.7. Let X and C be homologically finite R-complexes with C semid-
ualizing. The following conditions are equivalent:
(i) X is semidualizing and in AC(R);
(ii) X and C ⊗LR X are semidualizing;
(iii) X is in AC(R) and C ⊗
L
R X is semidualizing;
(iv) C ⊗LR X is semidualizing and C is C ⊗
L
R X-reflexive;
(v) C ⊗LR X is semidualizing and X is C ⊗
L
R X-reflexive.
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Proof. Consider the following commutative diagram of morphisms of complexes
R
χR
C⊗L
R
X
//
χRX

RHomR(C ⊗
L
R X,C ⊗
L
R X)
≃

RHomR(X,X)
RHomR(X,γ
C
X)// RHomR(X,RHomR(C,C ⊗LR X))
wherein the unspecified isomorphism is a combination of Hom-tensor adjointness
and commutativity of tensor product.
(i)⇐⇒ (ii)⇐⇒ (iii). Use the above diagram as in (3.6).
(iii) =⇒ (iv) and (iii) =⇒ (v). Assume that X is in AC(R) and C⊗
L
RX is semid-
ualizing. Using the above diagram, we see that X is semidualizing, and (2.11.5)
implies that C and X are C ⊗LR X-reflexive.
(iv) =⇒ (iii). Assume that C ⊗LR X is semidualizing and C is C ⊗
L
R X-reflexive.
Theorem 1.3 implies C ⊗LR X ∈ BC(R), and so Fact 2.13 implies X ∈ AC(R).
(v) =⇒ (iv). Assume that C ⊗LR X is semidualizing and X is C ⊗
L
R X-reflexive.
The morphism γXC : C → RHomR(X,X⊗
L
RC) is locally an isomorphism by a result
of Gerko [18, (3.5)], and hence γXC is an isomorphism. Since X is C⊗
L
RX-reflexive,
we conclude from Lemma 3.3 that the following complex is also C ⊗LR X-reflexive
RHomR(X,C ⊗
L
R X) ≃ RHomR(X,X ⊗
L
R C) ≃ C. 
Corollary 3.8. Let B and C be semidualizing R-complexes. The following condi-
tions are equivalent:
(i) C ⊗LR B is semidualizing;
(ii) B is in AC(R);
(iii) C is in AB(R). 
Observe that the implication (ii) =⇒ (i) in Corollary 3.8 has the following form:
Assuming TorRn (B,C) = 0 for n ≫ 0 and a bit more, we conclude that B ⊗
L
R C is
semidualizing. In light of Question 1.2 and Theorem 1.3, this motivates the next
question. Regarding the hypotheses of Question 3.9(a), Proposition 6.6 gives a
partial justification of the range of Tor-vanishing, and Example 7.1 shows why R
must be local.
Question 3.9. Let B and C be semidualizing R-complexes.
(a) If TorRn (B,C) = 0 for (2 dim(R)+1) consecutive values of n > inf(B)+inf(C)
and R is local, must B ⊗LR C be semidualizing?
(b) If TorRn (B,C) = 0 for all n > inf(B)+inf(C), must B⊗
L
RC be semidualizing?
(c) If TorRn (B,C) = 0 for n≫ 0, must B ⊗
L
R C be semidualizing?
We raise the next questions in light of Propositions 3.5 and 3.7.
Question 3.10. Let X and C be homologically finite R-complexes, and assume
that C is semidualizing.
(a) If C ⊗LR X is semidualizing, must X also be semidualizing?
(b) If RHomR(C,X) is semidualizing, must X also be semidualizing?
(c) If RHomR(X,C) is semidualizing, must X also be semidualizing?
Remark 3.11. As with Question 1.2, if we assume more in Question 3.10, then
we have an affirmative answer. For instance, if CI-dimR(X) is finite and C⊗
L
RX is
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semidualizing, then X is also semidualizing. Indeed, using (2.9.3) we may assume
without loss of generality that R is local. The finiteness of CI-dimR(X) implies
X ∈ AC(R) by [25, (5.1.a)]. Hence, Proposition 3.7 implies that X is semidualizing.
Similarly, if either (1) CI-dimR(X) <∞ and RHomR(X,C) is semidualizing or
(2) CI-idR(X) <∞ and RHomR(C,X) is semidualizing, then X is semidualizing.
The final result of this section shows that Questions 1.2(c) and 3.9(c) are equiv-
alent when R admits a dualizing complex.
Proposition 3.12. Assume that R admits a dualizing complex D. The following
conditions are equivalent:
(i) For all semidualizing R-complexes B and C, if ExtnR(B,C) = 0 for n≫ 0,
then RHomR(B,C) is semidualizing;
(ii) For all semidualizing R-complexes B and C, if TorRn (B,C) = 0 for n≫ 0,
then B ⊗LR C is semidualizing.
Proof. (i) =⇒ (ii). Assume TorRn (B,C) = 0 for n ≫ 0. This means that the
complex B ⊗LR C is homologically finite. It follows that the same is true for the
complexes in the next display where the isomorphism is Hom-tensor adjointness
RHomR(B ⊗
L
R C,D) ≃ RHomR(B,RHomR(C,D)).
The homological finiteness of the second complex says ExtnR(B,RHomR(C,D)) = 0
for n ≫ 0. Because the complexes B and RHomR(C,D) are semidualizing, con-
dition (i) implies that RHomR(B,RHomR(C,D)) is semidualizing. The displayed
isomorphism implies that RHomR(B ⊗
L
R C,D) is semidualizing, and so B ⊗
L
R C is
semidualizing by (2.11.2).
(ii) =⇒ (i). The proof is similar to the previous paragraph using the following
Hom-evaluation isomorphism (2.6) in place of adjointness
RHomR(RHomR(B,C), D) ≃ B ⊗
L
R RHomR(C,D). 
4. Derived Picard Group Action and Associated Relation
The goal of this section is to discuss a relation ≈ that is better suited than ∼ for
studying semidualizing complexes over nonlocal rings. As motivation for our first
definition, recall that a line bundle on R is a finitely generated locally free (i.e.,
projective) R-module of rank 1. The Picard group of R, denoted Pic(R), is the set
of isomorphism classes of line bundles on R. Given a line bundle P , its class in
Pic(R) is denoted [P ]. As the name “Picard group” suggests, Pic(R) carries the
structure of an abelian group with additive identity [R] and operations
[P ] + [Q] = [P ⊗R Q] and [P ]− [Q] = [HomR(Q,P )].
When R is local, its Picard group is trivial, that is, we have Pic(R) = {[R]}.
Definition 4.1. A tilting R-complex is a homologically finite R-complex P of
finite projective dimension such that Pp ∼ Rp for each p ∈ Spec(R). The derived
Picard group of R, denoted DPic(R), is the set of isomorphism classes of tilting
R-complexes, and the class of a tilting R-complex P in DPic(R) is denoted [P ].
For each [P ], [Q] ∈ DPic(R), set
[P ] + [Q] = [P ⊗LR Q] and [P ]− [Q] = [RHomR(Q,P )].
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Remark 4.2. Definition 4.1 is inspired by the derived Picard group of Yeku-
tieli [29]. Note that our definition differs from Yekutieli’s in that we do not assume
that R contains a field and the definition does not depend on R being an algebra.
The following properties are verified using routine arguments.
Properties 4.3. Let C be a semidualizing R-complex.
4.3.1. The operations defined in (4.1) endow DPic(R) with the structure of an
abelian group with identity [R]. Tensor-evaluation (2.6) shows that [RHomR(P,R)]
is an additive inverse for [P ] ∈ DPic(R).
4.3.2. Each line bundle on R is a tilting complex, and this yields a well-defined
injective abelian group homomorphism Pic(R) →֒ DPic(R) given by [P ] 7→ [P ].
4.3.3. Each tilting R-complex P is homologically finite and locally semidualiz-
ing, so (2.9.3) implies P is semidualizing. This yields a well-defined injective map
DPic(R) →֒ S(R) given by [P ] 7→ [P ].
4.3.4. If R is local, then DPic(R) = {[ΣnR] | n ∈ Z} ∼= Z.
The first result of this section shows that, in order to verify that an R-complex
is tilting, one need not check that it has finite projective dimension.
Proposition 4.4. A homologically finite R-complex X is tilting if and only if
Xm ∼ Rm for each maximal ideal m ⊂ R.
Proof. For the nontrivial implication, assume Xm ∼ Rm for each maximal ideal
m ⊂ R. It follows that Xp ∼ Rp for each p ∈ Spec(R). Because X is homologically
finite, this implies
pdRp(Xp) = sup(Xp) 6 sup(X).
From this we deduce the first inequality in the next sequence
pdR(X) = supp(pdRp(Xp)) 6 sup(X) <∞
while the equality is from [3, (5.3.P)]. Thus X is a tilting R-complex. 
Next, we prove a nonlocal version of [8, (8.1)].
Lemma 4.5. Let C be a semidualizing R-complex. The following are equivalent:
(i) C is a tilting R-complex;
(ii) BC(R) = Db(R);
(iii) R ∈ BC(R);
(iv) AC(R) = Db(R);
(v) ER(R/m) ∈ AC(R) for each maximal ideal m ⊂ R.
Proof. (i) =⇒ (ii). Assume that C is a tilting R-complex. The containment
BC(R) ⊆ Db(R) is by definition. For the reverse containment, fix a complex
X ∈ Db(R). Because C and X are both homologically bounded and C has finite
projective dimension we conclude that RHomR(C,X) is homologically bounded.
Consider the commutative diagram
C ⊗LR RHomR(C,X)
θCCX
≃
//
ξCX

RHomR(RHomR(C,C), X)
≃ RHomR(χ
R
C ,X)

X RHomR(R,X)≃
ζXoo
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wherein θCCX is the Hom-evaluation isomorphism (2.6), χ
R
C is the homothety iso-
morphism (4.3.3), and ζX is the natural evaluation isomorphism. The diagram
shows that ξCX is an isomorphism, and so X ∈ BC(R).
(ii) =⇒ (iii). This is immediate from the condition R ∈ Db(R).
(iii) =⇒ (i). Assume that R is in BC(R). Because C is homologically finite,
the condition R ∈ BC(R) implies Rm ∈ BCm(Rm) for each maximal ideal m ⊂ R.
Hence, the local version of this result [8, (8.1)] yields Cm ∼ Rm for each m, and so
C is tilting by Proposition 4.4.
The equivalences (i)⇐⇒ (iv)⇐⇒ (v) are established similarly. 
The following is for use in the proofs of Theorem 1.4 and Proposition 5.5.
Proposition 4.6. Let C be a semidualizing R-complex.
(a) CI-dimR(C) <∞ if and only if C is tilting.
(b) CI-idR(C) <∞ if and only if C is dualizing.
Proof. (a) One implication is in Fact 2.16. For the other implication, assume that
CI-dimR(C) is finite. It follows that CI-dimRm(Cm) < ∞ for each maximal ideal
m ⊂ R. If we can show that this implies Cm ∼ Rm for each m, then Proposition 4.4
will imply that C is tilting. Hence, we may replace R and C by Rm and Cm in
order to assume that R is local.
Because R is local and CI-dimR(C) is finite, there exists a quasi-deformation
R → R′ ← Q such that pdQ(R
′ ⊗LR C) is finite and Q is complete; see [25, Thm.
F]. Because Q is complete, Lemma A.2 implies that there exists a semidualizing
Q-complex N such that R′ ⊗LR C ≃ R
′ ⊗LQ N . The finiteness of pdQ(R
′ ⊗LQ N) =
pdQ(R
′ ⊗LR C) implies pdQ(N) <∞ by Fact 2.5, and so N ∼ Q by (2.9.1). Hence,
the isomorphism C ∼ R follows from Lemma A.4(a).
(b) For the nontrivial implication, assume CI-idR(C) < ∞. By Lemma A.1(b),
it suffices to show that idRm(Cm) < ∞ for each maximal ideal m ⊂ R. Hence, we
may assume, as in the proof of part (a), that R is local with maximal ideal m.
Fix a minimal generating sequence x for m, and consider the Koszul complex
K = KR(x). The finiteness of CI-idR(C) and pdR(K) implies CI-idR(K⊗
L
RC) <∞
by [25, (4.4.b)]. The complex K ⊗LR C has finite length homology, so [25, (3.6)] im-
plies that there exists a quasi-deformation R
ϕ
−→ R′
ρ
←− Q such that Q is complete
and idQ(R
′⊗LR (K⊗
L
RC)) is finite. Again invoking Lemma A.2, there is a semidual-
izing Q-complex N such that R′⊗LQN ≃ R
′⊗LRC. Lemma A.3 provides a sequence
y ∈ Q such that the Koszul complex L = KQ(y) satisfies R′ ⊗LQ L ≃ R
′ ⊗LR K. By
Lemma A.5 there is an isomorphism
R′ ⊗LR (K ⊗
L
R C) ≃ RHomQ(RHomQ(R
′ ⊗LQ L,Q), N)
and so the finiteness of
idQ(R
′ ⊗LR (K ⊗
L
R C)) = idQ(RHomQ(RHomQ(R
′ ⊗LQ L,Q), N))
implies idQ(N) < ∞ by Fact 2.5. Because N is semidualizing for Q, this means
that N is dualizing for Q, and Lemma A.4(b) implies that C is dualizing for R. 
Remark 4.7. LetX be an R-complex. By combining Fact 2.16 with Property 4.3.3
and Proposition 4.6(a), one concludes that the following conditions are equivalent:
(i) X is tilting;
(ii) X is semidualizing and pdR(X) is finite;
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(iii) X is semidualizing and CI-dimR(X) is finite.
The next result sets the stage for our equivalence relation on S(R).
Proposition 4.8. Let P be a tilting R-complex, and let B, C, and X be R-
complexes with B and C semidualizing.
(a) The R-complex X is tilting (respectively, semidualizing or dualizing) if and
only if P ⊗LR X is so.
(b) There are isomorphisms
RHomR(C,P ⊗
L
R C) ≃ P and RHomR(P ⊗
L
R C,C) ≃ RHomR(P,R).
(c) If P ≃ RHomR(B,C), then C ≃ P ⊗
L
R B.
Proof. (a) For each maximal ideal m ⊂ R, we have
(X ⊗LR P )m ≃ Xm ⊗
L
Rm
Pm ∼ Xm ⊗
L
Rm
Rm ≃ Xm.
Hence, Proposition 4.4 shows that X is tilting if and only if P⊗LRX is tilting; and X
is semidualizing if and only if P ⊗LRX is semidualizing by (2.9.3). If X is dualizing,
then the previous sentence shows that P ⊗LR X is semidualizing, and [3, (4.5.F)]
implies idR(P ⊗
L
R X) < ∞; that is, P ⊗
L
R X is dualizing. Conversely, if P ⊗
L
R X
is dualizing, then the previous sentence implies that RHomR(P,R) ⊗
L
R P ⊗
L
R X is
dualizing as well, because RHomR(P,R) is tilting; hence, the isomorphism
RHomR(P,R)⊗
L
R P ⊗
L
R X ≃ X
implies that X is dualizing.
(b) Fact 2.13 implies P ∈ AC(R), and this explains the first isomorphism. The
second isomorphism follows from Hom-tensor adjointness along with the assumption
RHomR(C,C) ≃ R.
(c) Assume P ≃ RHomR(B,C). In particular, we conclude that RHomR(B,C)
is semidualizing by (4.3.3), and so Theorem 1.3 implies that C is in BB(R). This
explains the first isomorphism in the following sequence
C ≃ RHomR(B,C)⊗
L
R B ≃ P ⊗
L
R B
and the second isomorphism is by assumption. 
Remark 4.9. In conjunction with the basic properties of derived tensor prod-
ucts, Proposition 4.8(a) yields a well-defined left DPic(R)-action on S(R) given by
[P ][C] := [P ⊗LR C]. Note that the commutativity of tensor product shows that the
oppositely defined right-action is equivalent to this one.
This action yields the following relation on S(R): [B] ≈ [C] if [B] = [P ][C] for
some [P ] ∈ DPic(R), that is, if [B] is in the orbit of [C] under the DPic(R)-action.
We conclude this section with several readily-verified properties of this relation.
Properties 4.10. Let B and C be semidualizing R-complexes.
4.10.1. For each integer n, we have [ΣnC] = [(ΣnR)⊗LR C] ≈ [C].
4.10.2. The relation ≈ is an equivalence relation because S(R) is partitioned into
orbits by the DPic(R)-action.
4.10.3. One has [C] ≈ [R] if and only if [C] ∈ DPic(R) if and only if pdR(C) <∞;
see Remark 4.7.
4.10.4. When R is local, we have [B] ≈ [C] if and only if B ∼ C by (4.3.4).
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5. Detecting Equivalences
As we note in the introduction, the results of this section are of the following type:
Assuming ExtnR(B,C) = 0 for all n ≫ 0 and a lot more, we show [B] ≈ [C]. The
first result of this type is the following version of Property 2.11.4 which also extends
Proposition 4.4 and Property 4.10.4. Note that the symmetry in conditions (i)
and (ii) implies that conditions (iii) and (iv) are symmetric as well.
Proposition 5.1. Let B and C be semidualizing R-complexes. The following con-
ditions are equivalent:
(i) [B] ≈ [C];
(ii) B is C-reflexive and C is B-reflexive;
(iii) ExtnR(B,C) = 0 for all n≫ 0, and Bm ∼ Cm for each maximal ideal m ⊂ R;
(iv) RHomR(B,C) is a tilting R-complex.
When these conditions are satisfied, there are isomorphisms
C ≃ RHomR(B,C) ⊗
L
R B and B ≃ RHomR(C,B)⊗
L
R C.
Proof. (i) =⇒ (ii). Assume [B] ≈ [C] and fix a tilting R-complex P such that
B ≃ P ⊗LR C. This yields the first isomorphism in each line of the following display
RHomR(B,C) ≃ RHomR(P ⊗
L
R C,C) ≃ RHomR(P,R)
RHomR(C,B) ≃ RHomR(C,P ⊗
L
R C) ≃ P
and the second isomorphism in each line is from Proposition 4.8(b). In particular,
the complexes RHomR(B,C) and RHomR(C,B) are homologically bounded.
As in the proof of Proposition 4.8(a), we have Bm ∼ Cm for each maximal
ideal m ⊆ R. In particular, Bm is Cm-reflexive and Cm is Bm-reflexive for each m.
Using the conclusion of the previous paragraph with (2.11.3) we conclude that B
is C-reflexive and C is B-reflexive.
(ii) =⇒ (iii). Assume that B is C-reflexive and C is B-reflexive. In particular,
this implies ExtnR(B,C) = 0 for all n ≫ 0. It follows from (2.11.3) that Bm is
Cm-reflexive and Cm is Bm-reflexive for each maximal ideal m ⊂ R. Hence, we have
Bm ∼ Cm for each m by (2.11.4).
(iii) =⇒ (iv). Assume ExtnR(B,C) = 0 for all n ≫ 0, and Bm ∼ Cm for each
maximal ideal m ⊂ R. The first of these assumptions implies that RHomR(B,C)
is homologically finite. The second assumption yields the second isomorphism in
the next sequence and the third isomorphism is from (2.9.3)
RHomR(B,C)m ≃ RHomRm(Bm, Cm) ∼ RHomRm(Cm, Cm) ≃ Rm.
Hence RHomR(B,C) is tilting by Proposition 4.4.
(iv) =⇒ (i). This follows directly from Proposition 4.8(c).
When the conditions (i)–(iv) are satisfied, the desired isomorphisms follow from
the symmetry of condition (ii) using Proposition 4.8(c). 
5.2. Proof of Theorem 1.4. The equivalence (i)⇐⇒ (ii) is in Proposition 5.1, while
(ii) =⇒ (iii) is by definition, and (iii) =⇒ (iv) follows from Fact 2.16.
(iv) =⇒ (i). Assume that CI-dimR(RHomR(B,C)) is finite. In particular, we
have ExtnR(B,C) = 0 for all n≫ 0, and
CI-dimRm(RHomRm(Bm, Cm)) = CI-dimRm(RHomR(B,C)m) <∞
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for each maximal ideal m ⊂ R. Proposition 5.1 shows that it suffices to prove
Bm ∼ Cm for each m, so we may pass to the ring Rm and assume that R is local.
As CI-dimR(RHomR(B,C)) <∞ we know from [25, (5.1.c)] thatRHomR(B,C)
is C-reflexive. Using Theorem 1.3, we conclude thatRHomR(B,C) is semidualizing
and B is C-reflexive. Proposition 4.6(a) and Property 2.9.1 imply RHomR(B,C) ∼
R, and this yields the second isomorphism in the next sequence
B ≃ RHomR(RHomR(B,C), C) ∼ RHomR(R,C) ≃ C.
The first isomorphism comes from the fact that B is C-reflexive.
(i) =⇒ (v). Assume [B] ≈ [C], and fix a tilting R-complex P and an isomorphism
α : B
≃
−→ P ⊗LR C. We verify the containment BC(R) ⊆ BB(R). Once we do this,
the symmetry of ≈ implies BB(R) ⊆ BC(R), thus showing BC(R) = BB(R).
Let X ∈ BC(R). The complex RHomR(C,X) is homologically bounded, and so
Lemma 4.5 implies RHomR(C,X) ∈ BP (R). Thus, the following sequence shows
that RHomR(B,X) is also homologically bounded
RHomR(B,X) ≃ RHomR(P ⊗
L
R C,X) ≃ RHomR(P,RHomR(C,X)) ∈ Db(R).
To finish showing that X is in BB(R), we use the next commutative diagram to
conclude that ξBX is an isomorphism.
C ⊗LR P ⊗
L
R RHomR(P,RHomR(C,X))
≃β⊗LRσ

≃
C⊗LRξ
P
RHomR(C,X)// C ⊗LR RHomR(C,X)
≃ ξCX

P ⊗LR C ⊗
L
R RHomR(P ⊗
L
R C,X)
≃P⊗LRC⊗
L
RRHomR(α,X)

X
P ⊗LR C ⊗
L
R RHomR(B,X)
α−1⊗LRRHomR(B,X)
≃
// B ⊗LR RHomR(B,X)
ξBX
OO
Here, the morphism β is tensor-commutativity, and σ is Hom-tensor adjointness.
The morphisms ξCX and ξ
P
RHomR(C,X)
are isomorphisms because X ∈ BC(R) and
RHomR(C,X) ∈ BP (R).
(v) =⇒ (vi). This follows from the conditions B ∈ BB(R) and C ∈ BC(R).
(vi) =⇒ (i). Assume that B ∈ BC(R) and C ∈ BB(R). Theorem 1.3 implies that
C is B-reflexive and B is C-reflexive, and so Proposition 5.1 implies [B] ≈ [C]. 
Our next result is a version of Theorem 1.4 for tensor products.
Proposition 5.3. Let B and C be semidualizing R-complexes. The following con-
ditions are equivalent:
(i) B and C are both tilting R-complexes, i.e, [B] ≈ [R] ≈ [C];
(ii) B ⊗LR C is a tilting R-complex;
(iii) pdR(B ⊗
L
R C) <∞;
(iv) CI-dimR(B ⊗
L
R C) <∞.
Proof. The implication (i) =⇒ (ii) is in Proposition 4.8(a). Also, (ii) =⇒ (iii) is by
definition, and (iii) =⇒ (iv) follows from Fact 2.16.
(iv) =⇒ (i). Assume CI-dimR(B⊗
L
RC) <∞. For each maximal m ⊂ R, we have
CI-dimRm(Bm ⊗
L
Rm
Cm) = CI-dimRm((B ⊗
L
R C)m) <∞.
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We show that Bm ∼ Rm ∼ Cm for eachm, and so Proposition 4.4 implies that B and
C are tilting. Thus, we may assume without loss of generality thatR is local. Hence,
there is a quasi-deformation R→ R′ ← Q such that pdQ(R
′⊗LR (B⊗
L
R C)) is finite
and Q is complete; see [25, Thm. F]. Because Q is complete, Lemma A.2 implies
that there are semidualizing Q-complexesM and N such that R′⊗LQM ≃ R
′⊗LRB
and R′ ⊗LQ N ≃ R
′ ⊗LR C.
Each of the following isomorphisms is either standard or by assumption
R′ ⊗LR (B ⊗
L
R C) ≃ (R
′ ⊗LR B)⊗
L
R′ (R
′ ⊗LR C)
≃ (R′ ⊗LQM)⊗
L
R′ (R
′ ⊗LQ N)
≃ R′ ⊗LQ (M ⊗
L
Q N).
and so the finiteness of pdQ(R
′ ⊗LQ (M ⊗
L
Q N)) = pdQ(R
′ ⊗LR (B ⊗
L
R C)) implies
pdQ(M) <∞ and pdQ(N) <∞ by Fact 2.5. Because M and N are semidualizing
for Q, this means M ∼ Q ∼ N because of (2.9.1), and the conclusion B ∼ R ∼ C
follows from Lemma A.4(a). 
Comparing Theorem 1.4 and Proposition 5.3, one might feel that there is a
missing condition in 5.3, namely AB(R) = AC(R). The next result shows that this
condition is in fact not equivalent to those in 5.3.
Proposition 5.4. For semidualizing R-complexes B and C, one has [B] ≈ [C] if
and only if AB(R) = AC(R).
Proof. If [B] ≈ [C], then argue as in the proof of the implication (i) =⇒ (v) in
Theorem 1.4 to conclude AB(R) = AC(R).
For the converse, assume AB(R) = AC(R), and fix a faithfully injective R-
module E.2 Observe that there is an isomorphism RHomR(E,E) ≃ HomR(E,E)
because E is injective. Furthermore, the R-module F = HomR(E,E) is faithfully
flat by [22, (1.5)]. In particular, an R-complex X is in Db(R) if and only if X⊗
L
RF
is in Db(R), and a morphism of R-complexes α is an isomorphism in D(R) if and
only if α⊗LR F is an isomorphism in D(R).
We show that the containmentAB(R) ⊇ AC(R) implies C ∈ BB(R). The reverse
containment then yields B ∈ BC(R), and so Theorem 1.4 implies [B] ≈ [C].
We know that C is in BC(R), and hence [9, (2.1.f)] implies RHomR(C,E) ∈
AC(R) ⊆ AB(R). It follows from [9, (2.1.e)] that RHomR(RHomR(C,E), E) is in
BB(R). Hom-evaluation (2.6) yields the first isomorphism in the next sequence
RHomR(RHomR(C,E), E) ≃ C ⊗
L
R RHomR(E,E) ≃ C ⊗
L
R F
and so C ⊗LR F ∈ BB(R). From this, we know that the complex
RHomR(B,C ⊗
L
R F ) ≃ RHomR(B,C) ⊗
L
R F
2Recall that E is faithfully injective if HomR(−, E) is faithfully exact, that is, if, for every
sequence S of R-modules S is exact if and only if HomR(S,E) is exact. For example, the R-
module E = ⊕mER(R/m) is faithfully injective, where the sum is taken over the set of maximal
ideals m⊂ R; see [21, (3.2.2)].
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is homologically bounded; the isomorphism is tensor-evaluation (2.6). As we noted
above, this implies that RHomR(B,C) is homologically bounded. From the follow-
ing commutative diagram
B ⊗LR RHomR(B,C ⊗
L
R F )
ωBCF ≃

ξB
C⊗L
R
F
≃
**UUU
U
U
U
U
U
U
U
U
U
U
U
U
U
U
U
U
B ⊗LR RHomR(B,C)⊗
L
R F
ξBC⊗
L
RF
// C ⊗LR F
we conclude that ξBC ⊗
L
R F is an isomorphism. As we noted above, this implies that
ξBC is an isomorphism, and so C ∈ BB(R), as desired. 
The next two results are injective versions of Theorem 1.4 and Proposition 5.3.
Note that we do not assume that R has a dualizing complex in either result.
Proposition 5.5. Let B and C be semidualizing R-complexes. The following con-
ditions are equivalent:
(i) B is a tilting R-complex and C is a dualizing R-complex;
(ii) RHomR(B,C) is a dualizing R-complex;
(iii) idR(RHomR(B,C)) <∞;
(iv) CI-idR(RHomR(B,C)) <∞.
Proof. We have (ii) =⇒ (iii) by definition, and (iii) =⇒ (iv) is in Lemma A.1(a).
(i) =⇒ (ii). If B is tilting and C is dualizing, then pdR(B) < ∞ and idR(C) <
∞, and so [3, (4.1.I)] implies id(RHomR(B,C)) < ∞. Also RHomR(B,C) is
semidualizing by (2.11.2), and hence is dualizing.
(iv) =⇒ (i). Assume that CI-idR(RHomR(B,C)) is finite.
We first show that C is dualizing for R and B ∼ R when R is local. Fix
a minimal generating sequence x for m, and consider the Koszul complex K =
KR(x). As CI-idR(RHomR(B,C)) and pdR(K) are finite, [25, (4.4.b)] implies
CI-idR(K ⊗
L
R RHomR(B,C)) < ∞. The complex K ⊗
L
R RHomR(B,C) has finite
length homology, so [25, (3.6)] provides a quasi-deformation R
ϕ
−→ R′
ρ
←− Q such
that Q is complete and idQ(R
′⊗LR (K⊗
L
RRHomR(B,C))) is finite. By Lemmas A.2
and A.3, there are semidualizing Q-complexes M and N such that R′ ⊗LQ M ≃
R′ ⊗LR B and R
′ ⊗LQ N ≃ R
′ ⊗LR C, and there is a sequence y ∈ Q such that the
Koszul complex L = KQ(y) satisfies R′ ⊗LQ L ≃ R
′ ⊗LR K.
In the following sequence, the first and third isomorphisms are combinations of
tensor-evaluation (2.6) and Hom-tensor adjointness, and the second isomorphism
is by assumption
R′ ⊗LR RHomR(B,C) ≃ RHomR′(R
′ ⊗LR B,R
′ ⊗LR C)
≃ RHomR′(R
′ ⊗LQM,R
′ ⊗LQ N)
≃ R′ ⊗LQ RHomQ(M,N).
Hence, Lemma A.5 provides the following isomorphism
R′ ⊗LR (K ⊗
L
R RHomR(B,C)) ≃ RHomQ(RHomQ(R
′ ⊗LQ L,Q),RHomQ(M,N)).
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By Fact 2.5, the finiteness of
idQ(R
′ ⊗LR (K ⊗
L
R RHomR(B,C)))
= idQ(RHomQ(RHomQ(R
′ ⊗LQ L,Q),RHomQ(M,N)))
implies idQ(RHomQ(M,N)) < ∞ and further pdQ(M) < ∞ and idQ(N) < ∞.
Because M and N are semidualizing for Q, this implies that N is dualizing for Q
and M ∼ Q. Finally, Lemma A.4 shows that C is dualizing for R and B ∼ R. This
concludes the proof when R is local.
We now show that B is a tilting R-complex and C is a dualizing R-complex in
general. Our assumptions guarantee thatRHomR(B,C) is homologically finite, and
CI-idRm(RHomRm(Bm, Cm)) <∞ for each maximal ideal m ⊂ R. The local implies
Bm ∼ Rm and that Cm is dualizing for Rm for each m. From this, Proposition 4.4
shows that B is tilting, and so Lemma 4.5 implies C ∈ BB(R). From Theorem 1.3
we conclude that RHomR(B,C) is semidualizing and so RHomR(B,C) is dualizing
by Proposition 4.6(b). In the next sequence, the first isomorphism is Hom-tensor
adjointness, the second isomorphism is from (4.3.1), and the third one is standard
RHomR(RHomR(B,R),RHomR(B,C)) ≃ RHomR(RHomR(B,R)⊗
L
R B,C)
≃ RHomR(R,C)
≃ C.
Since pdR(RHomR(B,R)) <∞ and idR(RHomR(B,C)) <∞, the first complex in
the above sequence has finite injective dimension by [3, (4.1.I)]. Hence idR(C) <∞
and C is dualizing, as desired. Thus, we localize at m in order to assume that R is
local with maximal ideal m. 
Proposition 5.6. Let B and C be semidualizing R-complexes. The following con-
ditions are equivalent:
(i) R admits a dualizing complex D such that B ≃ RHomR(C,D);
(ii) B ⊗LR C is a dualizing R-complex;
(iii) idR(B ⊗
L
R C) <∞;
(iv) CI-idR(B ⊗
L
R C) <∞.
Proof. We have (ii) =⇒ (iii) by definition, and (iii) =⇒ (iv) is in Lemma A.1(a).
The implication (i) =⇒ (ii) follows from (2.11.2) using standard isomorphisms.
(iv) =⇒ (i). Assume that CI-idR(B ⊗
L
R C) is finite. We show that the complex
D = B ⊗LR C is dualizing for R; then (2.11.5) yields the desired isomorphism:
RHomR(C,D) = RHomR(C,B ⊗
L
R C) ≃ B.
The finiteness of CI-idR(B ⊗
L
R C) implies that B ⊗
L
R C is homologically finite, and
CI-dimRm(Bm ⊗
L
Rm
Cm) < ∞ for each maximal ideal m ⊂ R. We show how this
implies that the complex (B ⊗LR C)m ≃ Bm ⊗
L
Rm
Cm is dualizing for Rm for each
m. From this, Lemma A.1(b) implies idR(B ⊗
L
R C) < ∞, and (2.9.3) shows that
B ⊗LR C is semidualizing for R; hence B ⊗
L
R C is dualizing. Thus, we localize at m
in order to assume that R is local with maximal ideal m.
The assumption CI-idR(B ⊗
L
R C) < ∞ implies that B ⊗
L
R C is homologically
finite, and so B⊗LRC ∈ BC(R) by [25, (5.2.b)]. Fact 2.13 then implies B ∈ AC(R),
and so B⊗LRC is semidualizing by Corollary 3.8. It follows from Proposition 4.6(b)
that B ⊗LR C is dualizing as desired. 
RELATIONS BETWEEN SEMIDUALIZING COMPLEXES 19
6. Ext-vanishing, Tor-vanishing and Cohen-Macaulayness
The following is proved in [2, (1.3)] and serves as our motivation for this section.
Fact 6.1. Let R be a local ring admitting a dualizing complex D and assume
inf(D) = 0. If ExtnR(D,R) = 0 for i = 1, . . . , dim(R), then R is Cohen-Macaulay.
We generalize this fact to the realm of semidualizing complexes after the following
lemma which compliments (2.9.7).
Lemma 6.2. Let R be a local ring and C a semidualizing R-complex. If amp(C) =
cmd(R) and SuppR(Hsup(C)(C)) = Spec(R), then C is Cohen-Macaulay.
Proof. After replacing C with Σ− inf(C)C, we assume without loss of generality that
inf(C) = 0, which implies sup(C) = amp(C) = cmd(R). We show that, for each
p ∈ Spec(R), we have dim(R/p)− inf(Cp) 6 depthR(C). From this it follows that
depthR(C) 6 dimR(C) = sup{dim(R/p)− inf(Cp) | p ∈ Spec(R)} 6 depthR(C)
and so C is Cohen-Macaulay.
Fix a prime p ∈ Spec(R). Our assumptions yield the following sequence
0 = inf(C) 6 inf(Cp) 6 sup(Cp) = sup(C) = cmd(R).
The complex Cp is semidualizing for Rp and so (2.9.7) implies
cmd(R)− inf(Cp) = amp(Cp) 6 cmd(Rp).
This explains the first inequality in the following sequence
dim(R/p)− inf(Cp) 6 dim(R/p)− cmd(R) + cmd(Rp)
= [dim(R/p) + dim(Rp)− dim(R)] + depth(R)− depth(Rp)
6 depth(R)− depth(Rp)
6 depth(R)
= depthR(C).
The first equality is by definition; the second and third inequalities are standard;
and the final equality is from [8, (3.2.a)]. 
See Remark 6.5 for an explicit discussion of the connection between Fact 6.1 and
the next result.
Proposition 6.3. Let R be a local ring and fix semidualizing R-complexes B and
C such that inf(B) = 0 = inf(C).
(a) Fix a prime p ∈ Spec(R) such that Rp is Cohen-Macaulay, e.g., p ∈Min(R).
If i = sup(Bp) and j = sup(Cp), then Ext
i−j
R (B,C) 6= 0.
(b) Fix an integer s > sup(C). If ExtnR(B,C) = 0 for n = −s+ 1, . . . , dim(R),
then B is isomorphic to a module in D(R), s = sup(C) and SuppR(Hs(C)) =
Spec(R).
(c) If ExtnR(B,C) = 0 for n = − cmd(R) + 1, . . . , dim(R), then C is Cohen-
Macaulay.
(d) Assume that R admits a dualizing complex D such that inf(D) = 0 and that
sup(C) = 0. If ExtnR(RHomR(C,D), C) = 0 for n = 1, . . . , dim(R), then R
is Cohen-Macaulay.
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(e) Assume that R admits a dualizing complex D such that inf(D) = 0 and that B
is Cohen-Macaulay. If ExtnR(B,RHomR(B,D)) = 0 for n = 1, . . . , dim(R),
then R is Cohen-Macaulay.
Proof. (a) The equality SuppR(B) = Spec(R) from (2.9.5) implies 0 6 i 6 sup(B),
and similarly 0 6 j 6 sup(C). Furthermore, since Rp is Cohen-Macaulay, we have
amp(Bp) = 0 = amp(Cp) by (2.9.7). In particular, there are isomorphisms
Bp ≃ Σ
iHi(B)p Cp ≃ Σ
j Hj(C)p
and these provide the second isomorphism in the next sequence
Exti−jR (B,C)p
∼= Ext
i−j
Rp
(Bp, Cp) ∼= Ext
i−j
Rp
(ΣiHi(B)p,Σ
j Hj(C)p)
∼= Ext0Rp(Hi(B)p,Hj(C)p)
∼= HomRp(Hi(B)p,Hj(C)p) 6= 0.
The first, third and fourth isomorphisms are standard; and the nonvanishing holds
by [20, (3.6)] because Hi(B)p is a semidualizing Rp-module. We conclude that
Exti−jR (B,C) 6= 0, as desired.
(b) Fix a prime ideal p ∈ Min(R), and set i = sup(Bp) and j = sup(Cp). The
assumption inf(B) = 0 = inf(C) implies 0 6 i 6 sup(B) and 0 6 j 6 sup(C) 6 s.
This justifies the first five inequalities in the next sequence
−s 6 − sup(C) 6 −j 6 i− j 6 i 6 sup(B) = amp(B) 6 cmd(R) 6 dim(R).
The sixth inequality is in (2.9.7), and the equality is by assumption.
From part (a) we know Exti−jR (B,C) 6= 0. Hence, the previously displayed
inequalities along with our vanishing hypothesis imply
−s = − sup(C) = −j = i− j
Hence, we have j = sup(C) = s and i = 0. The first equality with the definition
j = sup(Cp) implies p ∈ SuppR(Hs(C)). Since p is an arbitrary prime in Min(R),
it follows that Min(R) ⊆ SuppR(Hs(C)). Because SuppR(Hs(C)) is Zariski closed
in Spec(R), the equality SuppR(Hs(C)) = Spec(R) follows.
As in the previous paragraph, the equality 0 = i = sup(Bp) for each p ∈ Min(R)
implies SuppR(H0(B)) = Spec(R). In particular, for each q ∈ Spec(R), we have
inf(Bq) = 0. For each q ∈ AssR(Hsup(B)(B)) this yields the second equality in the
next sequence
sup(B) = inf(Bq) = 0.
The first equality is from (2.9.3). Thus B is isomorphic to a module in D(R).
(c) Since cmd(R) > amp(C) = sup(C) by (2.9.7), part (b) implies sup(C) =
cmd(R) and SuppR(Hsup(C)(C)) = Spec(R). Now apply Lemma 6.2 to conclude
that C is Cohen-Macaulay.
(d) From (2.11.2) we know inf(RHomR(C,D)) = 0, and so part (b) provides the
first equality in the next sequence
0 = amp((RHomR(C,D)) = cmd(C) = cmd(R).
The remaining equalities are from (2.11.2) and (2.9.7), respectively, using the as-
sumption amp(C) = 0. Hence, R is Cohen-Macaulay, as desired.
(e) If B is Cohen-Macaulay, then amp(RHomR(B,D)) = 0 by (2.11.2). The
isomorphism RHomR(RHomR(B,D), D) ≃ B shows that we may apply part (d)
using the complex C = RHomR(B,D) to conclude that R is Cohen-Macaulay. 
The next remark shows the need for the hypotheses in Proposition 6.3(d) and (e).
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Remark 6.4. Let R be a local ring and fix semidualizing R-complexes B and C
such that inf(B) = 0 = inf(C) and ExtnR(B,C) = 0 for n = 1, . . . , dim(R). In
view of Fact 6.1 and Proposition 6.3, one might be tempted to conclude that R is
Cohen-Macaulay. However, the example B = R = C shows that this conclusion
need not follow. Using the same B and C with Proposition 6.6 in mind, we see that
the assumption TorRn (B,C) = 0 for n = 1, . . . , 2 dim(R) also does not necessarily
imply that R is Cohen-Macaulay.
We next explain why Fact 6.1 is a special case of Proposition 6.3.
Remark 6.5. Let R be a local ring, and let D be a dualizing complex for R such
that inf(D) = 0 and ExtnR(D,R) = 0 for i = 1, . . . , dim(R). Notice that D is
Cohen-Macaulay. Apply Proposition 6.3(b) with B = D and C = R to conclude
sup(D) = 0. Hence, the equality sup(D) = cmd(R) implies that R is Cohen-
Macaulay. One can also apply Proposition 6.3(d) with C = R or Proposition 6.3(e)
with B = D to draw the same conclusion.
The proof of the following is very similar to that of Proposition 6.3.
Proposition 6.6. Let R be a local ring and fix semidualizing R-complexes B and
C such that inf(B) = 0 = inf(C). Set r = sup(B) and s = sup(C).
(a) If p ∈ AssR(Hr(B)) and j = inf(Cp) then Tor
R
r+j(B,C) 6= 0.
(b) If TorRn (B,C) = 0 for n = 1, . . . , 2 dim(R), then B and C are isomorphic to
modules in D(R).
(c) Assume that either B or C is Cohen-Macaulay. If TorRn (B,C) = 0 for n =
1, . . . , 2 dim(R), then R is Cohen-Macaulay. 
7. Special Cases of Question 1.2(a)
We open this section with an example showing why we need R to be local in
Questions 1.2(a) and 3.9(a).
Example 7.1. Let (R1,m1) and (R2,m2) be commutative noetherian local rings,
and set R = R1×R2. Assume that R2 is Cohen-Macaulay and non-Gorenstein and
admits a dualizing module D2. Fix an integer m > dim(R) + 1, and consider the
R-complex B = R1 ⊕ Σ
mD2.
Set m′ = m1 × R2 and m
′′ = R1 × m2. Recall that {m
′,m′′} is precisely the set
of maximal ideals of R. Also, there are isomorphisms
Rm′ ∼= (R1)m1
∼= R1 Rm′′ ∼= (R2)m2
∼= R2
Bm′ ≃ (R1)m1 ≃ R1 Bm′′ ≃ Σ
m(D2)m2 ≃ Σ
mD2.
These isomorphisms with (2.9.3) imply that B is semidualizing for R.
We claim that ExtnR(B,R) = 0 for n = 1, . . . ,m− 1. Indeed, the above isomor-
phisms imply
ExtnR(B,R)m′
∼= ExtnRm′ (Bm′ , Rm′)
∼= ExtnR1(R1, R1) = 0 for n > 1
ExtnR(B,R)m′′
∼= ExtnRm′′ (Bm′′ , Rm′′)
∼= ExtnR2(Σ
mD2, R2) ∼= Ext
n−m
R2
(D2, R2) = 0 for n < m.
This establishes the claim since it can be verified locally.
Suppose that B is R-reflexive. We conclude from (2.11.3) that Bm′′ is Rm′′ -
reflexive, that is D2 is R2-reflexive. From (2.11.2) we know that R2 is D2-reflexive,
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so (2.11.4) impliesD2 ∼ R2, contradicting the assumption thatR2 is non-Gorenstein;
see (2.9.2). This shows why we must assume that R is local in Question 1.2(a).
For Question 3.9(a) argue as above to conclude that TornR(B,B) = 0 for n =
1, . . . , 2m − 1. Suppose that B ⊗LR B is semidualizing for R. From (2.9.3) we
conclude that that (B ⊗LR B)m′′ is semidualizing for Rm′′ , that is D2 ⊗
L
R2
D2 is
semidualizing for R2. Using [15, (3.2)] we conclude D2 ∼ R2, again contradicting
the assumption that R2 is non-Gorenstein.
7.2. Proof of Theorem 1.5. In each case, Proposition 6.3 implies that R is Cohen-
Macaulay. In particular (2.9.7) implies
sup(B) = sup(C) = sup(D) = 0 = amp(RHomR(B,D)) = amp(RHomR(C,D)).
Hence, we assume that B, C and D are modules. From (2.11.2) there are equalities
inf(RHomR(B,D)) = inf(RHomR(C,D)) = 0 and this yields isomorphisms
RHomR(B,D) ≃ HomR(B,D) and RHomR(C,D) ≃ HomR(C,D).
(a) We claim that there is an isomorphism
(7.2.1) HomR(HomR(B,HomR(B,D)), D) ∼= B ⊗R B.
The argument is akin to that of [2, (B.3)]. Let D
≃
−→ J be a minimal injective
resolution, and set G = RHomR(B,HomR(B,D)). In particular, we have Jp = 0
when p > 1 and when p < − dim(R). From [2, (B.1)], there is a strongly convergent
spectral sequence
E2p,q = Hp(HomR(H−q(G), J)) =⇒ Hp+q(HomR(G, J)).
The differentials act in the pattern drp,q : E
r
p,q → E
r
p−r,q+r−1.
Our vanishing assumptions for ExtqR(B,HomR(B,D))
∼= H−q(G) and Jp imply
E2p,q = 0 when 1 6 q 6 dim(R), when p > 1 and when p < − dim(R). In particular,
we have E∞−q,q = 0 when q 6= 0 and
E∞0,0 = E
2
0,0 = H0(HomR(H0(G), J))
∼= HomR(HomR(B,HomR(B,D)), D).
The isomorphism is by the left-exactness of HomR(HomR(B,HomR(B,D)),−).
The vanishing E∞−q,q = 0 when q 6= 0 yields the first isomorphism in the following
(7.2.2) H0(HomR(G, J)) ∼= E
∞
0,0
∼= HomR(HomR(B,HomR(B,D)), D).
On the other hand, the first isomorphism in the next sequence is by construction
HomR(G, J) ≃ RHomR(RHomR(B,HomR(B,D)), D)
≃ B ⊗LR RHomR(RHomR(B,D), D)
≃ B ⊗LR B.
The second isomorphism is by Hom-evaluation (2.6), and the third is from (2.11.2).
Taking degree-0 homology in this sequence and using Fact 2.4, we have
H0(HomR(G, J)) ∼= H0(B ⊗
L
R B)
∼= B ⊗R B.
With (7.2.2), this provides the isomorphism (7.2.1).
The isomorphism (7.2.1) yields the first equality in the following sequence
AssR(B ⊗R B) = AssR(HomR(HomR(B,HomR(B,D)), D))
= SuppR(HomR(B,HomR(B,D))) ∩AssR(D)
⊆ AssR(R).
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The second equality is standard, and the containment is by (2.9.6). Now use [2,
(2.2)] to conclude B ∼= R.
(b) Because amp(C) = 0, we know that RHomR(C,D) is Cohen-Macaulay
by (2.11.2). Since RHomR(RHomR(C,D), D) ≃ C we may apply part (a) with
B = RHomR(C,D) to conclude RHomR(C,D) ≃ R and hence
C ≃ RHomR(RHomR(C,D), D) ≃ RHomR(R,D) ≃ D. 
Remark 7.3. It is natural to try to use Theorem 1.5 to answer Question 3.9 when
R is generically Gorenstein. To see what goes wrong, let R, B, C, and D be as in
Theorem 1.5, and assume that TorRn (B,C) = 0 for n = 1, . . . , d for some integer d.
Our Tor-vanishing hypothesis combines with the isomorphism
RHomR(B ⊗
L
R C,D) ≃ RHomR(B,RHomR(C,D))
to imply ExtnR(B,RHomR(C,D)) = 0 for d− dim(R) consecutive values of n > 1.
However, we cannot apply Theorem 1.5 to B and RHomR(C,D) even when d is
large, because the Ext-vanishing begins at n = dim(R) + 1, not at n = 1.
To highlight the difficulties outlined in the previous remark, we pose the following
question which is a special case of Question 3.9(b).
Question 7.4. Assume that R is a complete Cohen-Macaulay local ring of di-
mension d > 1 that is Gorenstein on the punctured spectrum. Let B and C be
semidualzing R-modules such that TorRn (B,C) = 0 for all n > 1. Must B ⊗
L
R C be
semidualizing for R?
In the next result, the special case B = D in part (a) (or C = R in part (b))
is exactly [2, (3.1)]. Note that, if Q admits a dualizing complex, that is, if Q is a
homomorphic image of a Gorenstein ring, or if Q is excellent, then Q automatically
has Gorenstein formal fibres.
Proposition 7.5. Let Q be a generically Gorenstein, local ring with Gorenstein
formal fibres. Let x = x1, . . . , xc ∈ Q be a Q-regular sequence, and set R = Q/(x).
Assume that R admits a dualizing complex D such that inf(D) = 0. Let B and C
be semidualizing R-complexes such that inf(B) = 0 = inf(C). Assume that B is
Cohen-Macaulay and sup(C) = 0.
(a) If ExtnR(B,RHomR(B,D)) = 0 for n = 1, . . . , dim(R) + 1, then B ≃ R.
(b) If ExtnR(RHomR(C,D), C) = 0 for n = 1, . . . , dim(R) + 1, then C ≃ D.
Proof. In each case, Proposition 6.3 implies that R is Cohen-Macaulay and hence,
so is Q. As in the proof of Theorem 1.5 we assume that B, C and D are modules
and we have RHomR(B,D) ≃ HomR(B,D) and RHomR(C,D) ≃ HomR(C,D).
(a) We first reduce to the case where c = 1, as in the proof of [2, (3.1)]. From [2,
(3.2)] there is a Q-regular sequence y ∈ Q such that (y)Q = (x)Q and P =
Q/(y1, . . . , yc−1) is generically Gorenstein. Note that P has Gorenstein formal
fibres because Q does, and so we may replace Q with P in order to assume c = 1.
Next, we reduce to the case where Q (and hence R) is complete. The sequence
x = x1 is Q̂-regular because Q̂ is Q-flat, and there is an isomorphism R̂ ∼= Q̂/(x1).
The ring R̂ is Cohen-Macaulay with dualizing module R̂⊗RD by (2.9.4). Further-
more, the module R̂ ⊗R B ≃ R̂⊗
L
R B is Q̂-semidualizing by (2.9.4). The standard
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base-change result for flat extensions yields the following isomorphisms
ExtnbR(R̂⊗R B,Hom bR(R̂ ⊗R B, R̂⊗R D))
∼= ExtnbR(R̂ ⊗R B, R̂⊗R HomR(B,D))
∼= R̂⊗R Ext
n
R(B,HomR(B,D))
for each integer n. In particular, we have ExtnbR(R̂⊗RB,Hom bR(R̂⊗RB, R̂⊗RD)) = 0
for i = 1, . . . , dim(R)+1, that is, i = 1, . . . , dim(R̂)+1. If it follows that R̂⊗RB ∼=
R̂, then (2.9.4) implies B ∼= R, as desired.
To finish the reduction, we need to explain why Q̂ is generically Gorenstein.
Because Q̂ is Cohen-Macaulay, there is an equality Ass(Q̂) = Min(Q̂). Fix a prime
ideal q ∈Min(Q̂) and set p = q∩Q. The going-down-property implies p ∈ Min(Q),
and so Qp is Gorenstein by assumption. The induced morphism Qp → Q̂q is flat
and local, and the fact that Q has Gorenstein formal fibres implies that this map
has Gorenstein closed fibre. It follows that Q̂q is Gorenstein, as desired.
Now, we assume that Q and R are complete, so the ring Q admits a dualizing
module DQ. Lemma A.2 implies that Q admits a semidualizing complex A such
that B ≃ R ⊗LQ A, and (2.9.4) implies amp(A) = amp(B) = 0. That is, A is a
semidualizing Q-module such that B ∼= R⊗QA. (This is also proved by Gerko [17,
(3)].) Note that x1 is A-regular and D
Q-regular by (2.9.6), and also D ∼= R⊗QD
Q.
By [2, (3.3.1)] the hypothesis ExtnR(B,HomR(B,D)) = 0 for i = 1, . . . , dim(R) + 1
implies ExtnP (A,HomR(A,D
Q)) = 0 for i = 1, . . . , dim(Q), and so Theorem 1.5
implies A ∼= Q. It follows that B ∼= R⊗Q A ∼= R⊗Q Q ∼= R, as desired.
(b) This follows from part (a) as in the proof of Theorem 1.5(b). 
Our final result follows from Proposition 7.5 using the argument of [2, (4.1),
(4.2)] which is, in turn, the special case B = D in part (a) (or C = R in part (b)).
Proposition 7.6. Let R be a local ring of the form Q/a, where Q is a Gorenstein
local ring and a is an ideal for which there is a sequence of links a ∼ b1 ∼ · · · ∼
bs ∼ b with b a generically complete intersection ideal. (This is the case, e.g., if
R is a homomorphic image of a Gorenstein ring and codepth(R) 6 2.) Let D be
a dualizing R-complex such that inf(D) = 0, and let B and C be semidualizing
R-complexes such that inf(B) = 0 = inf(C). Assume that B is Cohen-Macaulay
and sup(C) = 0.
(a) If ExtnR(B,RHomR(B,D)) = 0 for n = 1, . . . , dim(R) + 1, then B ≃ R.
(b) If ExtnR(RHomR(C,D), C) = 0 for n = 1, . . . , dim(R) + 1, then C ≃ D. 
Appendix A. Complete Intersection Dimensions and
Quasi-deformations
This appendix contains several technical lemmas for use in Sections 4 and 5.
Lemma A.1. Let X be a homologically finite R-complex.
(a) There is an inequality CI-idR(X) 6 idR(X) with equality when idR(X) <∞.
(b) If CI-idR(X) <∞ and idRm(Xm) <∞ for each maximal ideal m ⊂ R, then
idR(X) = CI-idR(X) <∞.
Proof. Assume that idRm(Xm) < ∞ for every maximal ideal m ⊂ R. Fact 2.16
shows CI-idRm(Xm) < ∞ for each m, and so the following Bass formulas come
from [25, (2.11)] and [12, (2.7.b)]
CI-idRm(Xm) = depthRm(Xm)− inf(Xm) = idRm(Xm).
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This yields the second equality in the next sequence
idR(X) = sup {idRm(Xm) | m ⊂ R is a maximal ideal}
= sup {CI-idRm(Xm) | m ⊂ R is a maximal ideal}
= CI-idR(X).
The first equality is from [3, (5.3.I)], and the third equality is in Definition 2.15.
Part (b) follows immediately.
(a) Assume that idR(X) < ∞. This implies idRm(Xm) < ∞ for every maximal
m ⊂ R by [3, (5.3.I)], so the desired conclusion follows from the previous display. 
Lemma A.2. Assume that R is local and let R→ R′ ← Q be a quasi-deformation
such that Q is complete. For each semidualizing R-complex C there exists a semid-
ualizing Q-complex N such that R′ ⊗LQ N ≃ R
′ ⊗LR C.
Proof. The complex R′ ⊗LR C is semidualizing for R
′ by (2.9.4). In particular,
this implies Ext2R′(R
′ ⊗LR C,R
′ ⊗LR C) = 0. Thus, because Q is complete and
the map Q → R′ is surjective with kernel generated by a Q-sequence, a lifting
result of Yoshino [30, (3.2)] provides a homologically finite Q-complex N such that
R′ ⊗LQ N ≃ R
′ ⊗LR C. Again using the fact that R
′ ⊗LR C is semidualizing for R
′,
this isomorphism implies that N is semidualizing for Q by [14, (4.5)]. 
In the next result, the Koszul complex over R on a sequence x is denoted KR(x).
Lemma A.3. Assume that R is local and let R
ϕ
−→ R′
ρ
←− Q be a quasi-deformation.
For each sequence x = x1, . . . , xn ∈ R there exists a sequence y = y1, . . . , yn ∈ Q
such that R′ ⊗LR K
R(x) ≃ R′ ⊗LQ K
Q(y).
Proof. Because ρ is surjective, there exist elements yi ∈ Q such that ρ(yi) = ϕ(xi)
for each i. The desired isomorphism now follows from the next sequence
R′ ⊗LR K
R(x) ≃ KR
′
(φ(x)) ≃ KR
′
(ρ(y)) ≃ R′ ⊗LQ K
Q(y). 
Lemma A.4. Assume that R is local and let R→ R′ ← Q be a quasi-deformation.
Let C be a semidualzing R-complex and assume that N is a semidualzing Q-complex
such that R′ ⊗LQ N ≃ R
′ ⊗LR C.
(a) If N ∼ Q, then C ∼ R.
(b) If N is dualizing for Q, then C is dualizing for R.
Proof. (a) Assuming N ∼ Q, the next isomorphisms follow from our hypotheses
R′ ⊗LR C ≃ R
′ ⊗LQ N ∼ R
′ ⊗LQ Q ≃ R
′ ≃ R′ ⊗LR R
and so (2.9.4) implies C ∼ R.
(b) Assume thatN is dualizing forQ. Because the map Q→ R′ is surjective with
kernel generated by a Q-regular sequence, we conclude from (2.9.4) that R′⊗LQN ≃
R′ ⊗LR C is dualizing for R
′, and similarly that C is dualizing for R. 
Lemma A.5. Assume that R is local and let R→ R′ ← Q be a quasi-deformation.
Let K and X be R-complexes and let L and Y be Q-complexes such that R′⊗LQL ≃
R′ ⊗LRK and R
′ ⊗LQ Y ≃ R
′ ⊗LRX. If L is homologically finite over Q and pdQ(L)
is finite, then
R′ ⊗LR (K ⊗
L
R C) ≃ RHomQ(RHomQ(R
′ ⊗LQ L,Q), N).
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Proof. Because L and R′ are both homologically finite Q-complexes of finite projec-
tive dimension, Fact 2.5 implies pdQ(R
′⊗LQL) <∞. Also, the fact that R
′⊗LQ L is
homologically finite over Q implies pdQ(RHomQ(R
′ ⊗LQ L,Q)) <∞ by [8, (2.13)].
Our assumptions yield the second isomorphism in the next sequence while the
first and third isomorphisms are standard.
R′ ⊗LR (K ⊗
L
R X) ≃ (R
′ ⊗LR K)⊗
L
R′ (R
′ ⊗LR X)
≃ (R′ ⊗LQ L)⊗
L
R′ (R
′ ⊗LQ Y )
≃ (R′ ⊗LQ L)⊗
L
Q Y
≃ RHomQ(RHomQ(R
′ ⊗LQ L,Q), Q)⊗
L
Q Y
≃ RHomQ(RHomQ(R
′ ⊗LQ L,Q), Y )
The fourth isomorphism is from (2.11.1) and the fifth one is in [14, (1.7.b)]; these
rely on the finiteness of pdQ(R
′ ⊗LQ L) and pdQ(RHomQ(R
′ ⊗LQ L,Q)). 
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