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We study diffusion-driven pattern-formation in networks of networks, a class of multilayer systems,
where different layers have the same topology, but different internal dynamics. Agents are assumed
to disperse within a layer by undergoing random walks, while they can be created or destroyed by
reactions between or within a layer. We show that the stability of homogeneous steady states can
be analyzed with a master stability function approach that reveals a deep analogy between pattern
formation in networks and pattern formation in continuous space. For illustration we consider a
generalized model of ecological meta-foodwebs. This fairly complex model describes the dispersal
of many different species across a region consisting of a network of individual habitats while subject
to realistic, nonlinear predator-prey interactions. In this example the method reveals the intricate
dependence of the dynamics on the spatial structure. The ability of the proposed approach to deal
with this fairly complex system highlights it as a promising tool for ecology and other applications.
I. INTRODUCTION
The study of complex networks has revealed many new
interconnections between fields within the realm of com-
plex systems, such as nonlinear dynamics and chaos, data
analysis, cellular automata, graph theory, phase transi-
tions and pattern formation. For these areas, networks
provide an overarching mathematical framework that is
conducive to a unification of complex system theory [1].
The present paper makes a contribution toward this goal
by analyzing a general network formulation of diffusion-
driven pattern formation. Our analysis points to an anal-
ogy between diffusive instabilities in continuous space
and diffusive instabilities in networks. In both types
of systems these instabilities can be described by struc-
turally identical equations. Analyzing pattern forma-
tion in complex networks is therefore not more difficult
than analyzing pattern formation in continuous space,
but tends to produce richer behavior.
Diffusion-driven instabilities in reaction-diffusion sys-
tems in continuous space were first discovered by Tur-
ing [2] and later independently by Gierer and Meinhard
[3]. For such systems it is well known that diffusion of
one type of agent without reactions leads to a homoge-
neous distribution. Such homogeneous states also exist
in reaction-diffusion systems where multiple species inter-
act with themselves or each other while undergoing the
diffusion process [2]. In the continuous space reaction-
diffusion system these homogeneous states are stationary
but not necessarily stable to perturbations. When crit-
ical parameter values are crossed, their stability is lost
in bifurcations, which mark the onset of pattern forma-
tion. These can be either Turing bifurcations, leading
a These authors contributed equally.
b These authors contributed equally.
to stationary patterns, or wave instabilities, leading to
travelling wave patterns [2].
Nakao and Mikhailov [4] investigated an example of a
pattern forming instability on networks. In their systems
agents of two species “diffused” by undergoing a random
walk on a network. Reactions between the agents then
led to a Turing-like diffusion-driven instability and sub-
sequent pattern formation.
In the present paper we take the idea of Nakao and
Mikhailov further and formulate an analytical theory of
diffusion-driven instabilities in networks. We analyze sys-
tems that comprise a large number of different species
subject to nonlinear interactions. There are thus two
networks, the underlying geographical network on which
the species diffuse, and a network of interactions between
species. While the species differ in the nature of their
interactions, they diffuse on the same geographical net-
work, albeit potentially at different rates. We show that
such network-on-network systems follow the same laws as
the continuous space reaction-diffusion system, but can
exhibit more complex behavior.
Our derivation uses an approach that is formally equiv-
alent to the Master-stability function technique that is
widely used to study the stability of limit cycles in cou-
pled oscillator systems [5, 6]. This work thus touches on
two very active areas, the study of synchronization[6, 7]
and multi-layer networks[8–11], which is the subject
of several recent reviews [12–17]. These two areas
already have a wide interface due to many very re-
cent papers, which studied synchronization on multilayer
network[14, 18–24].
The present work differs from the past papers in a
number ways. Although some previous works investi-
gated pattern formation in multilayer networks[18, 20],
these papers focused on inter-layer effects in networks
where the layers have different topologies. By contrast
we consider intra-layer effects, in a more restricted class
of systems, which allows deeper analysis and thus reveals
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2 −1 −1 0 0
−1 2 −1 0 0
−1 −1 3 −1 0
0 0 −1 2 −1
0 0 0 −1 1
 P =

P11 P12 P13 0
P21 P22 P23 P24
P31 P32 P33 0
0 P42 0 P44
 C =

C11 0 0 0
0 C22 0 0
0 0 C33 0
0 0 0 C44

J =

P−2C C C 0 0
C P−2C C 0 0
C C P−3C C 0
0 0 C P−2C C
0 0 0 C P−C

FIG. 1. Example meta-foodweb with 4 species (blue bubbles and black arrows) on 5 habitats or patches (grey lines and circles).
The stability of the system is described by the 20×20 Jacobian matrix J, which can be written as 5×5 matrix of 4×4 blocks.
The blocks contain the intra-patch Jacobian matrix P, describing the dynamics within one patch, and the coupling matrix C,
describing the dependence of migration rates on the population sizes, which is given here for a simple diffusion process. While
the intra-patch Jacobian only appears on the diagonal of J, the coupling blocks C occur in a pattern given by the Laplacian
matrix L that encodes the structure of the patch network and is shown here for a coupling strength of 1.
the analogy to the continuous case.
Previously the master stability function approach was
widely used for the study of synchronization in multi-
plex networks[14, 19, 21–24], but again the focus of these
works was on inter-layer effects. Another difference to
previous work is that we focus fundamentally on station-
ary states. Master stability function approaches have so
far only been used in synchronization where they are ap-
plied to limit cycles. Although a synchronized state in a
system of phase oscillators is mathematically a steady
state one still thinks of it as a state in a system of
coupled identical oscillators. Here we present a new
derivation of the master stability function in the con-
text of pattern formation and show that the application
of the master-stability-function approaches to stationary
states has great, presently untapped potential to lead to
progress in applications.
We illustrate the potential of the approach by analyz-
ing a complex ecological meta-foodweb model. If one
were to reduce ecology to a single question, this question
would probably focus on the origin and maintenance of
biodiversity. In the words of Hutchinson, “Why are there
so many kinds of animals?”[25]. Much current research in
ecology is aimed at understanding how diversity is main-
tained and specifically how different species manage to
coexist[26]. Over the past 3 years two major approaches
to this question have been converging. One of these is the
study of ecological food webs, the networks of who-eats-
who in ecology. Here, a major question is what properties
stabilize the food web[26–28]. Theoretical insights in this
area are still largely gained from simulations [26]. How-
ever, the timescale separation between species on higher
and lower trophic levels is a major obstacle that strongly
limits the size of systems that can be simulated.
The second avenue of investigation asks how spatial
distribution affects the persistence of species. Early
models considered only a single species in space, a so-
called meta-populations[29–31]. These models were sub-
sequently extended to meta-communities, systems of
competing similar species, e.g. different grasses in grass-
land plots. Only very recently predator-prey interactions
have been introduced to this line of ecological modeling
[32–37]. While the importance of such multilayer interac-
tions for ecology has recently been emphasized [38], the
considerable complexity of the resulting models has lim-
ited investigations to either a small number of species or
a small number of spatial nodes.
Using the approach proposed here, we are able to
study complex meta-foodwebs, which we illustrate in a
30-species example system on a spatial network of arbi-
trary size. For this purpose we extend the so-called gen-
eralized food web model[27, 35, 39], to incorporate the
dispersal of individuals across large networks of habitats
or patches. The ecological model describes predator-prey
interactions in continuous time. It uses biologically real-
istic nonlinear interactions between species, and realistic
scaling of dynamical timescales and diffusion rates with
species body mass. For each such food web the pro-
posed method yields a master stability function that re-
veals which spectral constraint the underlying geograph-
ical network must obey in order for the homogeneous
steady state to be stable, and at what threshold param-
eter values pattern forming instabilities occur. These re-
sults remain valid for spatial networks of any size and
provide the researcher with a principled approach to dis-
cussing what network features benefit stability and what
3hinders it.
The paper starts by revisiting diffusion on networks
and comparing it to diffusion in continuous space in
Sec. II. We then revisit diffusion-driven instabilities in
continuous space in Sec. III before deriving the master
stability function approach for diffusion-driven instabil-
ities on networks in Sec. IV. We propose the ecological
model in Sec. V and present results from its analysis in
Sec. VI. Finally, we conclude with a discussion of the po-
tential of the proposed approach for work in ecology and
beyond in Sec. VII.
II. DIFFUSION ON NETWORKS
Let us recapitulate some well-known properties of dif-
fusion in continuous space that carry over to a properly
defined diffusion process on networks:
• Let X(x, t) be the concentration of agents or par-
ticles as a function of space and time. Then, given
some initial configuration, the time evolution is
given by
X˙ = c4X (1)
where c is a diffusion constant and4 is the Laplace
operator.
• This equation is solved by
X(x, t) =
∑
n
ane
cκntvn (2)
where κn and vn are the eigenvalues and eigen-
functions of the Laplace operator on the spatial
domain under consideration, and an are expansion
coefficients determined by the initial state. For in-
stance, on a rectangular domain the eigenfunctions
are trigonometric functions, and on a circular do-
main they are Bessel functions. In both cases, the
eigenvalues κn are wave numbers.
• On a connected domain, the Laplace operator is
a negative semidefinite operator with a single zero
eigenvalue, and the corresponding eigenfunction is
the constant in space, such that
lim
t→∞X(x, t) = const . (3)
Diffusion in networks has been studied for a long time
[1] and different types of diffusion processes on networks
have been proposed. However perhaps the most intuitive
process is the following:
Consider a network of N nodes described by an adja-
cency matrix A such that Aij = 1 if nodes i and j are
connected and Aij = 0 otherwise. On this network let
by Xi(t) be the number of agents in node i. Agents un-
dergo a random walk in continuous time, meaning that
an agent has a constant probability density (per time) to
transverse each link that is incident to its current node.
Note that this means that agents leave nodes of higher
degree more quickly, which is intuitive for instance if the
agents are molecules diffusing between cavities in mi-
crofluidics and is also consistent with behavior observed
in animals [40]. In situations where coupling strengths,
i.e. link transversal probabilities, differ between or within
networks, a weighted form of the adjacency matrix can
be used where the nonzero elements Aij can be different
from 1. Such situations arise for instance when diffusion
through links is distance dependent.
In the limit of large agent number the time evolution
of the system can be written as
X˙ = −cLX (4)
where X = (X1, . . . , XN )
T and c is a coupling constant
and L is the Laplace matrix [1]. The Laplace matrix
is constructed by setting Lii =
∑
j Aij and subtracting
A. For non-weighted networks where Aij ∈ {0, 1}, the
diagonal elements of the Laplace matrix are identical to
the degrees of the nodes (c.f. Fig. 1 for illustration of the
Laplacian). The Laplace matrix is aptly named as it can
be interpreted as finite difference approximation to −4
on a network[41].
Note that Eq. (4) is the analogous to Eq. (1), except
for an additional minus sign, which appears for historical
reasons, as defining the Laplacian as a positive definite
operator was thought to be advantageous in its original
application.
By decomposing X into eigenvectors of L we find the
solution
X(t) =
∑
n
ane
−cκntvn (5)
where an are again expansion coefficients determined by
the initial state and κn and vn are the eigenvalues and
eigenvectors of L.
Note that Eq. (5) is the network analogue of Eq. (2),
except for the minus sign in the exponent.
For the Laplacian matrix the row sum
∑
j Lij is zero in
every row. Therefore, there is always an eigenvalue κ1 =
0, and the corresponding eigenvector is v1 = (1, 1, . . . , 1)
[41–43]. For connected networks this is the only zero
eigenvalue of the Laplacian. Hence for t → ∞ all terms
of the Laplacian vanish except the n = 1 term, and we
are left with
X(t→∞) = a1v1 (6)
where a1 ensures the correct normalization. This equa-
tion is the network analogue of Eq. (3), as it implies that
in the long run the system approaches a state where the
concentration of agents is identical in each node.
In this section we have revisited a well-known line of
reasoning showing that a simple diffusion process on net-
works behaves analogously to a diffusion process in con-
tinuous space. In particular the Laplacian matrix of net-
work science is the analogue of the Laplacian operator
4in continuous space and the system can be solved by
a decomposition into the eigenmodes of this operator.
In both cases this reveals that (on connected domains)
only one eigenmode survives in the long-term dynamics
which is constant in space. Thus the diffusion process
approaches a state where the agents are uniformly dis-
tributed.
III. DIFFUSION-DRIVEN INSTABILITIES IN
CONTINUOUS SPACE
Let us now consider the case where multiple species
X1, . . . , XM of agents diffuse over a network while un-
dergoing reactions.
In continuous space this is well studied[44] and the
following is known:
• The dynamics of a general reaction-diffusion system
is given by equations of the form
X˙ = f(X) + c4X , (7)
where X = (X1(x), . . . , XM (x)) is a vector of func-
tions describing the distribution of the respective
species in space, f is a vector-valued function de-
scribing the local reactions, and c is again a cou-
pling constant.
• If the corresponding non-spatial system
X˙ = f(X) (8)
has a stationary state X∗ then in the spatial sys-
tem there is a corresponding homogeneous state in
X∗(x), where the concentrations of agents are con-
stant in space.
• The stability of the homogeneous steady states can
be analyzed by linearizing the dynamics around the
steady state by setting X = X∗+δ. This gives the
equation
δ˙ = Jδ , (9)
where J is the Jacobian matrix. The Jacobian ma-
trix is a square matrix, whose linear dimension is
the number of species M . We can compute it as
Jab =
∂
∂Xb
X˙a
∣∣∣∣
∗
=
∂
∂Xb
(fa(X) + c4Xa)
∣∣∣∣
∗
(10)
To avoid the spatial derivative we can again decom-
pose the X into eigenfunctions vn of the Laplace
operator which yields a Jacobian matrix for every
eigenmode n,
J
(n)
ab =
(
∂
∂Xb
fa(X)
)
∗
+ cκnδab = Pab + cκnδab (11)
where κn is the eigenvalue corresponding to vn, δab
is the Kronecker delta operator, and we absorbed
the non-spatial derivatives into a new matrix P.
This matrix P is also the Jacobian of the corre-
sponding non-spatial system, Eq. (8).
The system is stable with respect to a given eigen-
perturbation if all eigenvalues of the corresponding
Jacobian have negative real parts. The homoge-
neous steady state is thus stable if all the eigen-
modes are stable, i.e. if the eigenvalues of J are
negative for all wave numbers κn. We speak of
a diffusion-driven instability when a change of pa-
rameters leads to the appearance of eigenvalues
with positive real part for at least one non-zero
wave number κn.
IV. DIFFUSION-DRIVEN INSTABILITIES IN
NETWORKS
The beauty of the well-established method for the anal-
ysis of diffusions-driven instabilities, revisited above, is
that the spatial (formally infinite-dimensional) system
can be analyzed by considering the Jacobian matrix for
the corresponding non-spatial system with some simple
additional terms cκn added to the diagonal elements.
We now present a derivation that shows that in the
network system a similar, equally elegant and equally
simple approach is possible in which one can obtain the
stability of spatial modes on the underlying geographical
network by analyzing the Jacobian of the corresponding
non-spatial system and then adding a minor modifica-
tion that accounts for the nature of the eigenmode under
consideration.
As we now have to deal with two networks, the net-
work of interactions between species and the underlying
geographical network across which the agents diffuse we
will avoid using the term ‘node’ and instead use species
to refer to a node of the species network and patch to
refer to a node of the geographical network.
Consider a reaction diffusion system on a network
where Xia is the concentration of agents of species a on
patch i. The dynamics of the system is captured by the
equation
X˙ia = fa(Xi)︸ ︷︷ ︸
reactions
−
∑
j
caLijXja︸ ︷︷ ︸
diffusion
, (12)
where fa is a function describing the impact of reactions
on species a depending on the local concentrations Xi =
(Xi1, . . . , XiM ), ca is the diffusion constant for species
a, and L is again the Laplacian matrix. This equation,
Eq. (12), is the network analogue of the continuous space
equation Eq. (7).
For comparison we also consider the corresponding
non-spatial system
X˙a = fa(X), (13)
5For any given stationary state X∗ of Eq. (13) we can
construct a homogeneous state of the network system
Eq. (12)
Xia
∗ = Xa∗ ∀i (14)
We can quickly verify that the homogeneous states con-
structed in this way are stationary states of Eq. (12) be-
cause X∗ia satisfies fa(Xi) = 0 for all i by construction.
Furthermore due to the zero rowsum of the Laplacian it is
true that LXa = 0 for all vectors Xa = (X1,a, . . . , XN,a),
where X1,a = . . . = XN,a.
Thus every stationary state of the non-spatial system
corresponds to a stationary homogeneous state of the net-
work system. This statement is the networks analogue of
the statement from our second bullet point in the previ-
ous section.
In the final, but most important step we now show
that the stability of the homogeneous states can also
be analyzed analogously to the continuous space system,
i.e. we can find the stability of network system by writ-
ing a Jacobian matrix that is identical to the Jacobian of
the non-spacial system except for a minor modification.
Analogously to the continuous case this modification de-
pends on the “wavenumber” under consideration, i.e. the
eigenvalue of the respective Laplace operator.
The network reaction-diffusion system is a large
(i.e. NM -dimensional) dynamical system. We can there-
fore analyze its stability by constructing the correspond-
ing Jacobian matrix J. To do this we must first bring
the variables in linear order in a new vector
Y = (X1,1, . . . , X1,M , X2,1, . . .), (15)
i.e. we order the variables such that the variables for all
species in a given patch stay together. We can then com-
pute the Jacobian matrix as
Jlm =
∂
∂Ym
Y˙l
∣∣∣∣
∗
(16)
This matrix has the block structure illustrated in Fig. 1.
We show this by computing the derivatives of the reaction
and the diffusion terms separately (cf. 12). The reaction
rates at a given patch depend only on the concentrations
in that patch. Therefore they vanish when differentiated
with respect to concentrations in a different patch
∂
∂Xjb
fa(Xi) = 0 ∀i 6= j. (17)
The derivative of a reaction term with respect to a vari-
able in the same patch is identical to the corresponding
derivative in the non-spatial system (Eq. 13),
∂
∂Xib
fa(Xi)
∣∣∣∣
∗
= Pab . (18)
The contribution of the reaction terms to the Jacobian
of the network system therefore has the form
P 0 0 · · ·
0 P 0 · · ·
0 0 P · · ·
...
...
...
. . .
 ≡ I⊗P ,
where ⊗ denotes the Kronecker product. The identity
matrix used here has a linear dimension equal to the
number of patches N , while the 0 and P matrices have a
linear dimension equal to the number of species M .
Let us now consider the diffusion terms. Since we have
assumed simple diffusion with a diffusion term that is
linear in the concentration, we obtain directly
∂
∂Xjb
∑
k
caLikXka
∣∣∣∣∣
∗
= caLij
∂
∂Xjb
Xja
∣∣∣∣
∗
≡ (L⊗C)ia,jb
(19)
with
C =

c1 0 0 · · ·
0 c2 0 · · ·
0 0 c3 · · ·
...
...
...
. . .
 .
In the following, we will lift the restriction to simple dif-
fusion, where the matrix C is diagonal. In certain ap-
plications the rates of diffusion can be a function of the
concentrations of agents of the considered species and
other species at the source. For example in an ecological
context this allows to model animals that leave a patch
more quickly in response to overcrowding when food is
scarce or when predators are abundant in a patch. When
we make again a linear approximation around the steady
state, the diffusion term in Eq. (12) takes in this case the
more general form
−
∑
j,b
cabLijXjb . (20)
Now, the coefficients cab become the elements of the ma-
trix C.
Summarizing the above, we can write the Jacobian of
the network system in the compact form
J = I⊗P− L⊗C. (21)
The construction of the Jacobian from the different ma-
trices is illustrated in Fig. 1.
Because the matrix has a block structure a similar
structure exists in its eigenvectors. Consider vectors con-
structed as
w = v ⊗ q (22)
where v is a N -dimensional vector and q is an M -
dimensional vector. Now, let v be an eigenvector of L
with eigenvalue κ such that
Lv = κv. (23)
6Furthermore, let q be an eigenvector of P − κC with
the eigenvalue λ. Then w is an eigenvector of J to the
eigenvalue λ, as the following calculation shows:
Jw = (I⊗P− L⊗C) · (v ⊗ q)
= (I⊗P) · (v ⊗ q)− (L⊗C) · (v ⊗ q)
= Iv ⊗Pq − Lv ⊗Cq
= v ⊗Pq − κv ⊗Cq
= v ⊗ (P− κC)q
= v ⊗ λq = λ(v ⊗ q) = λw . (24)
As all eigenvectors of J can be constructed in this way
we can compute the complete spectrum of the network-
level Jacobian as
Ev(J) =
N⋃
n=1
Ev(P− κnC), (25)
which enables us to analyze the stability of the network
reaction-diffusion system by first computing the spec-
trum of the Laplacian matrix (the network analogue of
wave numbers κ in the spatial domain and then comput-
ing the eigenvalues of P− κC, i.e. by diagonalizing a ma-
trix which is identical to the non-spatial Jacobian matrix
P plus a minor modification −κC, which is specific to
the respective eigenperturbation under consideration. In
this sense Eq. (25) establishes that diffusive instabilities
in reaction-diffusion systems on networks can be com-
puted using an approach that is analogous to the widely
used approach to reaction diffusion systems in continuous
space.
In summary there exists a deep analogy between dif-
fusion in continuous space and diffusion in networks.
Above, we have shown that this analogy extends to
diffusion-driven instabilities. In the network context the
negative Laplacian matrix −L takes the role of the of
the Laplace operator in continuous space. Correspond-
ingly in the analysis the eigenvalues and eigenfunctions of
the Laplace operator are replaced by the eigenvalues and
eigenvectors of the Laplacian matrix. Analyzing diffusive
instabilities is therefore not more complicated than ana-
lyzing those instabilities in continuous space. However,
as networks tend to have more complex spectra more
complex behavior can be expected.
V. META-FOODWEB MODEL
In order to illustrate the powerfulness of this ap-
proach, we consider the example of a state-of-the-art
meta-foodweb model from ecology, consisting of a set of
identical local foodwebs, coupled in a spatial network (see
Fig. 1).
We build on the so-called generalized foodweb model.
This fairly complex fully nonlinear model has been de-
rived originally in [39] and was used and validated in
several recent ecological papers e.g. [27, 45]. While we
refer the reader to [39, 46] for a full discussion of the
model, let us revisit some of the design principles, before
we extend the model to a spatial context.
Consider a general system in which there is a popula-
tion X that is subject to a gain G and a loss L. Without
knowing further details of the gain and loss processes we
can model the system by
X˙ = G(X)− L(X), (26)
where G and L are unspecified functions. Let us now
assume that the system has a steady steady state X∗.
This assumption is generally warranted in the sense that
Eq. (26) defines a space of plausible models based on the
available information. For every given X∗ we can find a
specific model within this space that has X∗ as a steady
state [47].
We can now define a normalized variable x = X/X∗
and normalized functions g(x) = G(X)/G(X∗), l(x) =
L(X)/L(X∗), which allow us to rewrite Eq. (26) as
x˙ = α(g(x)− l(x)), (27)
where α = G∗/X∗ = L∗/X∗. In the normalized system
the stationary state under consideration is x∗ = 1 and
its stability is determined by the Jacobian
P = α(γ − µ), (28)
where
γ =
∂
∂x
g(x)
∣∣∣∣
1
=
∂
∂logX
logG(x)
∣∣∣∣
∗
, (29)
and µ is the corresponding derivative for L.
The advantage of writing the Jacobian in this way is
that all the parameters that appear have an intuitive in-
terpretations. The parameter α is a turnover rate and de-
fines the timescale of the system. The parameters µ and γ
are logarithmic derivatives, also called elasticities, which
have advantageous statistical properties[48]. Moreover,
for any power law, the corresponding elasticity is the ex-
ponent of the power law, e.g. linear losses imply µ = 1
and quadratic losses imply µ = 2.
The generalized model gives us analytical access to a
convenient Jacobian that describes a broad class of sys-
tems. For instance, the Jacobian for the small example,
Eq. (28), shows that in every system of that form, a given
steady state is stable if the elasticity of loss in the steady
state is greater than the elasticity of gain. The general-
ized food web model extends the sione-species case to a
set of populations X1, . . . , XM described by
X˙a =Ga(Xa)−Ma(Xa) + aFa(Xa, Ta(X))
−
∑
b
Rab(Aa,X)
Tb((X)
Fb(Xb, Ta(X)) =: za (30)
where we introduced za an abbreviation that is useful
below, and Ga, Ma, Fa are the gain of species a due
7Continuous Space Network
Laplacian Operator Laplace Operator 4 Laplace Matrix -L
Eigenmodes 4vn = κnvn Lvn = κnvn
Reaction diffusion system X˙ = f(X) + C4X X˙i = f(Xi)− LijCXj
Diffusive Instability Re(Ev(P + κnC)) > 0 Re(Ev(P− κnC)) > 0
FIG. 2. Analogy between diffusion in continuous space and in networks. To emphasize the similarity we have written the
network reaction-diffusion system, Eq. (12), in matrix form and also allowed a coupling matrix C in the instability condition
for the continuous space systems. While our derivation considered the simpler case where C is proportional to the identity
matrix, such matrices appear in the case of cross diffusion where diffusion of one species depends on the concentration of other
species [44]. While the concentrations X are position dependent in continuous space, the state of the system on a network is
captured by a discrete set of variables Xi, with i being the node index. See text for detailed derivations.
to primary production, the non-predatory mortality of
species a, and the total gain of species a from predation,
respectively. The function Rab is the amount of species
a that is effectively available to predator of species b.
Often this is a linear function of Xa, where the constant
of proportionality is describes depends on the ability of
species a to capture individuals of species b. Finally,
Ta =
∑
b
Rba (31)
is the total amount of prey effectively available to species
a.
The Eq. (30) can be normalized along the lines laid out
in the simple example. As a result we obtain a M ×M
Jacobian matrix P with diagonal entries
Paa = αa
[
ν˜aδ˜aφa + ν˜aδa (γaχaaλaa + ψa)− ρ˜aσ˜aµa
−ρ˜aσa
(
βaaψa +
∑
c
βcaλca [(γc − 1)χca + 1]
)]
(32)
and nondiagonal entries
Pab = αa
[
ν˜aδaγaχabλab
− ρ˜aσa
(
βbaψb +
∑
c
βcaλcb (γc − 1)χcb
)]
, (33)
where the parameters appearing in these equations
are elasticities and turnover parameters describing the
biomass flow in the system. One can now either estimate
these parameters for a given experimental system [45] or
one can use the generalized model to generate plausible
random food webs [46]. Here we use the second alterna-
tive.
We use the so-called Niche Model to generate realistic
food web topologies [49]. This model randomly assigns
a body mass to every species and then determines the
feeding interactions based on these body masses. The
generalized model parameters are then drawn from suit-
able distributions that are dependent on the position of
the species in the food web and the body mass param-
eter. In this way realistic feeding behavior and realistic
so-called allometric scaling of certain parameters with the
body mass can be incorporated in the model. In the past
considerable effort has gone into investigating the realis-
tic ranges and distributions [46] the full parameters sets
used in this paper are reproduced in the appendix, and
longer discussions of the parameters and their interpre-
tation can be found in [39, 46, 50].
In the present paper we extend the generalized food
web model to a meta-foodweb context. We consider a
system consisting of N distinct habitat patches, where
the dynamics within each patch i is given by the right-
hand side of Eq. (30), abbreviated by za. Additionally
the populations are subject to spatial dispersal, modeled
as a diffusion process on the network.
For clarity we now use superscript indices i, j to denote
the spatial patch while we continue to use subscript in-
dices a, b, c to denote the species. Using this convention
we can write the equations of motion as
X˙ia = za(X
i) +
∑
j
(
Eija (X
i)− Ejia (Xi)
)
(34)
where Eija is the emigration rate of individuals of species
a from patch j to patch i. These equations constitute
the generalized meta-foodweb model that is our example
system in this paper.
By normalizing, linearizing and then identifying elas-
ticities and turnover rates we can express the Jacobian
matrix as a function of interpretable parameters. We
8note that this procedure can be applied to the reaction
and the diffusion part of the equation independently. For
the reaction part the procedure is completely analogous
to non-spatial generalized food web model that we dis-
cussed above. For the diffusion part the treatment is
analogous to the example of the reaction-diffusion sys-
tem in Sec. II. In particular, the Matrix C is obtained
by taking the derivative of the (normalized) emigration
term with respect to the (normalized) concentrations,
AijCab =
∂logEija
∂logXib
∣∣∣∣
∗
(35)
with the adjacency matrix A. For normal diffusion C is
a diagonal matrix where Caa is the diffusion constant of
species a, however for more complex cases such as cross-
diffusion, where predators leave preferentially if prey is
low or prey flees if there are too many predators, it con-
tains non-diagonal terms (see Sec. II). We present the
detailed derivation in the appendix.
In summary, the NM×NM -dimensional Jacobian ma-
trix of the generalized meta-foodweb model can be writ-
ten in the form Eq. (21)
J = I⊗P− L⊗C . (36)
For the present model the matrix P is the Jacobian ma-
trix of the non-spatial meta-foodweb model (Eqs. (32),
(33)), L is the (possibly weighted) Laplacian of the
underlying geographical network, and C is given by
Eq. (35). (See also Fig. 1 for illustration.)
VI. DIFFUSION-DRIVEN INSTABILITIES IN
META-FOODWEBS
The previous section showed that the generalized
meta-foodweb model falls in the class of systems to which
the results from Sec. IV apply. We can thus compute the
eigenvalues using the formula in Eq. (25).
Equation (25) has the useful property that the struc-
ture of the spatial networks only enters through the eigen-
values. One can say that every Laplacian eigenvalue κi
generates a set of Jacobian eigenvalues that is indepen-
dent of the other Laplacian eigenvalues. This means that
Eq. (25) defines a master stability function: Given only
information about the local system (i.e. P and C), we
can compute the leading eigenvalue λmax that would be
generated by a given Laplacian eigenvalue κ [5, 6]. The
resulting function S(κ) = Re(λmax(κ)) is then a master
stability function for the meta-foodweb under considera-
tion.
Because stability requires all eigenvalues of the Jaco-
bian to have negative real parts, stability is lost if any
Laplacian eigenvalue falls into a range where the master
stability function is positive. In the following we refer to
these ranges as “forbidden” as they have to be avoided
if local stability is to be maintained. The loss of sta-
bility that occurs when eigenvalues enter these regions
is analogous to the onset of pattern formation (Turing
bifurcations, and wave instabilities) in continues space.
A. Stability of small food webs
Let us first consider the stability properties of the the
4-species foodweb from Fig. 1. The master stability func-
tion corresponding to this food web is plotted in Fig. 3.
Because the function only depends on the local network
and the nature of the coupling, it is independent of the
underlying spatial network into which the foodweb is
placed. However, different spatial networks have different
Laplacian spectra and thus sample the master stability
function at different points, leading to different stability
properties.
Linking the stability properties of the food web to
Laplacian eigenvalues is interesting because the depen-
dence of Laplacian spectrum on the topology of the net-
work is relatively well understood [41]. The master sta-
bility function thus offers an opportunity to understand
how the stability of network reaction-diffusion systems,
or its loss, depends on topological properties.
The Laplacian matrix is a positive semidefinite matrix
that always contains at least one zero eigenvalue. Hence
the spectrum of J always contains the set of eigenvalues
generated by κ = 0, which are also the eigenvalues of
P. This shows that the homogeneous state in the meta-
foodweb can only be stable if the corresponding steady
state in the non-spatial food web is stable.
We numerically computed the MSF for a variety of ran-
domly generated food webs. In smaller webs with up to
5 species we mostly observed MSFs with relatively sim-
ple shapes, where the MSF is either (i) positive at zero,
(ii) negative everywhere, or (iii) crosses from negative to
positive values at a single κ∗ > 0 (cf. Fig. 3). The for-
mer two cases correspond to food webs that are unstable
(i) or stable (ii) irrespective of the geographical network,
whereas the third case (iii) is stable if all eigenvalues of
the Laplacian are sufficiently small (κi < κ
∗).
Uniformly increasing the diffusion constant in a given
network stretches the Laplacian spectrum. In systems of
class (iii) the homogeneous state is therefore at greater
risk of instability in networks where the diffusive cou-
pling is stronger. This shows that densely linked land-
scapes, which are thought to be beneficial in ecology, may
lead to instability of the homogeneous steady state in a
food webs of class (iii). However, this instability is not
necessarily detrimental as it can lead to stable spatial
patterns that introduce heterogeneity, which might ulti-
mately benefit the diversity of the system[51].
B. Stability of larger foodwebs
The analysis of small food-webs, including the example
in Fig. 3 revealed relatively simple master stability func-
tions, which are very similar to the master stability func-
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FIG. 3. Master Stability Function (MSF) for meta-foodwebs. Shown are MSFs (a-c) and spatial geometries (d-f) for the same
local food web (that of Fig. 1) and coupling matrix C (see Eq. (36) and Supplementary Material for details) but 3 different
geometries (represented by circles, indicating patches, and lines, indicating migration links, in a two dimensional x,y landscape).
The MSF (identical line in a-c) relates the Jacobian eigenvalue of the meta-foodweb to the Laplacian eigenvalue of the spacial
network. The meta-foodweb is stable if none of the Laplacian eigenvalues (arrows) fall into ranges where the master stability
function (line in a-c) is positive (blue shaded area). The food web under consideration is unstable on one geometry (a,d) but
stable on another (b,e). Tightening the coupling, i.e. increasing the weights in the adjacency matrix (indicated by thicker lines
in f), can destabilize the stable system by stretching the Laplacian spectrum (cf. b,c).
tions observed in coupled oscillator models. However,
in large food webs and particularly if cross-diffusion is
allowed, much more complex functions can be observed.
Figure 4 shows two examples of 30-species meta-
foodwebs and their corresponding master stability func-
tions. The functions go through a complex pattern of
stable and unstable intervals that defies easy classifica-
tion. One could now explore the transitions in which for-
bidden regions are created and vanish, but this analysis
exceeds the scope of the present paper.
For ecology the complex master stability functions are
sobering as they show that there cannot be any simple
laws that govern the stability of these systems. The only
exception is perhaps that we can say that in a sufficiently
weakly coupled system the Laplacian eigenvalues always
cluster around zero. Since the master stability function
has to be a continuous function there will always be a
critical threshold for the coupling strength below which
the stability properties of the weakly coupled system are
identical to the stability properties of an isolated system.
In absence of easy rules for the stability of meta-
foodwebs ecologists will have to consider different food
webs and different spatial networks individually. We be-
lieve that the methodology proposed here will prove con-
ducive to this task.
C. Network spectra and localized modes
Throughout most of this paper we have argued that
extensive analogies exist between reaction-diffusion sys-
tems in space and reaction-diffusion systems on networks.
However differences exist in the spectrum of the respec-
tive Laplacian operators.
In continuous spatial domains the spectrum of the
Laplacian operator tends to be relatively regular and the
eigenmodes are typically delocalized functions such as
trigonometric or Bessel functions. By contrast the spec-
trum of the Laplace operator on networks has a complex
structure, and the majority of eigenmodes are localized
[52–54].
For illustration we consider the well-studied example
of random geometric graphs [55], which provide a generic
model for spatial networks. They consists of nodes that
are randomly placed in a square and that are connected
to all neighbors within a certain distance. The extent
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FIG. 4. Complex Master Stability Functions (MSFs). Shown are two examples of foodwebs (a,b) of 20 species (blue bubbles)
connected by predator-prey interactions (arrows). The coupling matrix C was constructed such that predators emigrate
preferentially from patches with scarce prey and prey emigrates preferentially from patches with abundant predators (see
Supplementary Material). The corresponding MSFs (c for a, d for b) have many forbidden (blue) ranges.
to which an eigenvector is localized can be quantified
by the participation number [53] which indicates the ap-
proximate number of nodes on which the eigenvector has
a significant amplitude. In a example system of 500 spa-
tial patches we find that more than 150 modes have a
participation number of less than 10 and more than 200
additional modes have a participation number between
10 or 20 (Fig. 5). Thus more than half of the eigenvec-
tors are localized on small clusters that contain less than
4% of the nodes.
In the context of reaction-diffusion systems localized
spatial modes have two implications
• The corresponding eigenvalue is only sensitive to
the structure inside the cluster, and thus the eigen-
value is informative of local features in that cluster.
• If the eigenvalue lies in one of the forbidden regions,
such that it generates a dynamical instability, this
instability will at least initially be confined to the
cluster on which the corresponding eigenmode is
localized.
These properties of networks may make it possible to
engineer systems where the dynamics reacts sensitively to
local topological properties, a possibility that we discuss
briefly in the conclusions.
D. Numerical validation and behavior in unstable
regions
We checked the theoretical results numerically by nu-
merical diagonalization of the Jacobian matrix and by
simulating specific dynamical models, which yielded a
perfect agreement. Furthermore, we noticed that in sys-
tems where the homogeneous state is unstable the system
often approaches heterogeneous steady state for which
variables in the different nodes are closely predicted by
the unstable eigenmode.
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FIG. 5. Localization of Eigenvectors. Shown is a system where on a given topology (c) one eigenvalue of the Laplacian lies in
one of the forbidden ranges where the MSF of the food web is positive. Hence the system departs from the homogeneous steady
state and approaches a non-homogeneous state. Color-coding the distance of the density of the apex predator population to
the homogeneous value (see methods) shows that the impact of the instability is confined to a relatively small area. In cases
where the system approaches a state in the vicinity of the homogeneous state, the eigenvector corresponding to the destabilizing
eigenvector is indicative of the pattern in the final state. A comparison (a) of the respective eigenvector (open circles) and the
observed deviation from the homogeneous value in the final state (dots) shows good agreement in the example system (c), but
similar accuracy cannot be guaranteed in general. The localization of many eigenvectors is a generic feature of geographical
networks. For the 500-node example geometry in b the number of nodes on which eigenvectors have a significant amplitude
can be quantified by the participation number (see methods). This reveals that the majority of eigenvectors only extend to
relatively few nodes (histogram in d), while only 4 eigenvalues (arrows) have significant amplitude on a large fraction of the
nodes. The example shown here is a case of real eigenvalues causing a Turing instability. When the leading eigenvalue is
complex, the associated instability is a wave instability (see Supplementary Material).
While the mathematics imply that the system leaves
the unstable state in a direction corresponding to the
leading eigenvector[56], we are not aware of a mathemati-
cal reason why the eigenvector should remain informative
after this initial departure. In low-dimensional systems
one typically observes that the system approaches some
other attractor that is far away from the unstable state.
While such catastrophic departures also occur in the net-
work reaction-diffusion systems studied here, we also ob-
served a large proportion of simulation runs where the
developing pattern closely resembled the unstable eigen-
mode (see Fig. 5 for an example, and video linked in the
appendix).
VII. CONCLUSIONS
In this paper we have shown that a deep analogy exists
between reaction-diffusion system in continuous space
and reaction-diffusion system on networks. The analy-
sis of pattern-forming diffusion-driven instabilities in net-
works is thus not more difficult that the analysis of such
instabilities in continuous space; perhaps even easier as
eigenmodes of large networks are easier to compute than
eigenfunctions of complex spatial domains. Yet networks
have often a more complex spectrum including localized
modes which can give rise to localized patterns.
Our analysis, while relying on Kronecker products,
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leads to a formulation that constitutes a master stabil-
ity function. Given the long tradition that the master
stability approach has in synchronization and the many
modern applications, it is surprising that the application
to stationary states proposed here has not been used in a
wide range of applications already. In our opinion there
is plenty of untapped potential to leverage this approach
for progress in applications.
Reaction-diffusion systems on networks can be de-
scribed as multi-layer networks, a class of systems that
has recently gained much attention. Compared to other
multi-layer systems the networks studied here fall into
a comparatively tame class as the layers are topologi-
cally identical. However, even with this restriction net-
work reaction-diffusion systems can accommodate a high
degree of complexity. We illustrated this point by ana-
lyzing the generalized meta-foodweb model. This model
described a set of species which have different nonlinear
dynamics reflecting their different biology.
Although we required that all populations disperse
over the same spatial network, diffusion can take place at
different rates, which can moreover depend dynamically
on the local conditions. Our analysis of small foodwebs
revealed that in a broad class of system, tight spatial cou-
pling can destabilize the homogeneous stationary states
leading to pattern formation.
We also showed that large food webs can have very
complex master stability functions, such that there can-
not be any easy laws governing the stability of homoge-
neous states in these systems. This implies that systems
from applications have to be studied separately in detail,
and thus efficient approaches, such as the one proposed
here, are needed.
We emphasize that the approach proposed here is not
limited to the analysis of food webs. Let us therefore
conclude by outlining other possible applications in biol-
ogy:
• In game theory, network effects have been promi-
nently discussed for some time. Using the pro-
posed approach population dynamical models, say
of cooperator and defector populations, could be
studied to determine under which conditions the
state where agents are distributed homogeneously
across the network becomes unstable creating pat-
terns where havens for cooperators exist.
• In epidemiology stability analysis of homoge-
neous disease free states have been proposed as a
method to compute epidemic thresholds for a single
pathogen. However, there is a significant interest
in co-infection models using multiple microbes. Us-
ing the proposed approach, master stability func-
tions for the invasion of large microbial commu-
nities could be computed, providing insights into
transmission of microbiomes. In this application
the adjacency matrix replaces the Laplacian as the
spatial operator, but the approach can be straight-
forwardly extended to accommodate this matrix.
• In cell biology the approach could be used to inves-
tigate the dynamics tissues of identical cells. Par-
ticularly one could ask how metabolic or signaling
interactions could lead to pattern formation. In
the context synthetic biology the abundance of lo-
calized eigenmodes in spatial networks might be ex-
ploited to engineer reaction systems for which pat-
tern formation localizes on certain topological fea-
tures, e.g. detecting for example areas in the tissue
where cells are particularly highly clustered.
We hope that the approach proposed here will be
conducive to advancing the understanding in these and
other applications.
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APPENDIX
A. Full generalized meta-foodweb model
We denote the biomass density of species i in habitat k by
Xki . Its change is given by
X˙ki = G
k
i (X
k
i )−Mki (Xki )
+ iF
k
i (X
k
1 , . . . , X
k
S)−
∑
j
Dkji(X
k
1 , . . . , X
k
S)
+
∑
l
[
Ekli (X
k
1 , . . . , X
k
S , X
l
1, . . . , X
l
S)
− Elki (Xl1, . . . , XlS , Xk1 , . . . , XkS)
]
, (37)
where Gki is the growth by primary production, M
k
i is the loss
by respiration and mortality, F ki is the growth due to preda-
tion, Dkji is the loss of biomass due to predation by species
j, Ekli is the migration from habitat l to k. Furthermore we
used i to denote the conversion efficiency of prey biomass.
Following Gross et al. [39] we capture the correlation be-
tween the loss of the prey species Dkji and the growth of
the corresponding predators F kj , by introducing the auxil-
iary variable for the total amount of prey that is available to
species j in habitat k,
T kj (X
k
1 , . . . , X
k
S) =
∑
i
Rkji(X
k
i ) , (38)
where Rkji(X
k
i ) is the relative contribution of species i in patch
k to the total amount of food available to the population of
species j in the habitat.
We can now write the amount of prey consumed by popu-
lation j as
F kj (X
k
1 , . . . , X
k
N ) = F
k
j (T
k
j , X
k
j ) , (39)
and the loss of species i due to predation by species j in
habitat k as
Dkji(X
k
1 , . . . , X
k
S) =
Rkji(X
k
i )
T kj (X
k
1 , . . . , X
k
S)
F kj (T
k
j , X
k
j ) . (40)
B. Derivation of Jacobian Matrix
We assume that the system in eqn. (37) has at least one pos-
itive, (but potentially unstable) steady state. This is a very
mild assumption, given the considerable freedom that still
exists in the class of models, We then denote the (unknown)
steady-state population densities by Xk∗i . Likewise we use the
asterisk to denote functions evaluated in the steady state, e.g
F k∗i = F
k
i (X
k∗
1 , . . . , X
k∗
S ). We then normalize all dynamical
variables and functions by their steady-state value. The re-
sults of this normalization are denoted by lowercase symbols
For instance xki =
Xki
Xk∗i
.
Using these definitions we obtain the normalized equations
x˙ki =
Gk∗i
Xk∗i
gki (x
k
i )− M
k∗
i
Xk∗i
mki (x
k
i )
+
iF
k∗
i
Xk∗i
fki (t
k
i , x
k
i )
−
∑
j
Dk∗ji
Xk∗i
dkji(x
k
1 , . . . , x
k
S)
+
∑
l
[
Ekl∗i
Xk∗i
ekli (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)
− E
lk∗
i
Xk∗i
elki (x
l
1, . . . , x
l
S , x
k
1 , . . . , x
k
S)
]
. (41)
We can now identify a set of structural parameters that
characterize the biomass flow in the steady state under con-
sideration. In the context of GM such parameters are called
scale parameters. We start with the time scales
αki =
Gk∗i
Xk∗i
+
iF
k∗
i
Xk∗i
+
∑
l
Ekl∗i
Xk∗i
=
Mk∗i
Xk∗i
+
∑
j
Dk∗ji
Xk∗i
+
∑
l
Elk∗i
Xk∗i
. (42)
These scale parameters quantify the rate of biomass flow in
the steady state. The relative contributions to the biomass
gain by the different processes are
νki =
∑
l
νkli =
1
αki
∑
l
Ekl∗i
X∗i
, (43)
ν˜ki = 1− νki = 1
αki
iF
k∗
i
Xk∗i
+
1
αki
Gk∗i
Xk∗i
, (44)
ν˜ki δ
k
i =
1
αki
iF
k∗
i
Xk∗i
, (45)
ν˜ki δ˜
k
i = ν˜
k
i (1− δki ) = 1
αki
Gk∗i
Xk∗i
. (46)
The relative contributions of the different processes to the
biomass loss are given by
ρki =
∑
l
ρlki =
1
αki
∑
l
Elk∗i
X∗i
, (47)
ρ˜ki = 1− ρki = 1
αki
Mk∗i
Xk∗i
+
1
αki
∑
j
Dk∗ji
Xk∗i
, (48)
ρ˜ki σ
k
i =
1
αki
∑
j
Dk∗ji
Xk∗i
, (49)
ρ˜ki σ˜
k
i = ρ˜
k
i (1− σki ) = 1
αki
Mk∗i
Xk∗i
. (50)
It is necessary to resolve the contribution of different species
to the loss by additionally defining the parameters
βkji =
1
αki ρ˜
k
i σ
k
i
Dk∗ji
Xk∗i
. (51)
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Using eqn. (40) the normalized function for the loss due to
predation can be written as
dji(x
k
1 , . . . , x
k
S) =
Rk∗ji F
k∗
j
T k∗j D
k∗
ji
rkji
tkj
fj(t
k
j , x
k
j )
=
rkji
tkj
fj(t
k
j , x
k
j ) , (52)
where the normalized total available biomass for predation by
species j is given by
tkj =
∑
i
Rk∗ji
T k∗j
rkji . (53)
Using the parameters
χkji =
Rk∗ji
T k∗j
, (54)
we can write
tkj =
∑
i
χkjirji . (55)
In summary this yields the normalized meta-foodweb model
x˙ki = α
k
i
[
ν˜ki δ˜
k
i g
k
i (x
k
i )
+ ν˜ki δ
k
i f
k
i (t
k
i , x
k
i )
− ρ˜ki σ˜kimki (xki )
− ρ˜ki σki
∑
j
βkjid
k
ji(x
k
1 , . . . , x
k
S)
+
∑
l
νkli e
kl
i (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)
−
∑
l
ρlki e
lk
i (x
l
1, . . . , x
l
S , x
k
1 , . . . , x
k
S)
]
, (56)
where i = 1, . . . , S and k = 1, . . . , N .
C. Calculation of the Jacobian
Our model still contains unknown functional forms. How-
ever the only aspect of this uncertainty that is relevant for the
local dynamics are certain derivatives of the functions evalu-
ated in the unknown steady state under consideration. The
core of GM is the idea that this uncertainty can be captured
in so called exponent parameters, which we define as
φki =
∂
∂xki
gki (x
k
i )
∣∣∣∣
x=x∗
, (57)
µki =
∂
∂xki
mki (x
k
i )
∣∣∣∣
x=x∗
, (58)
λkji =
∂
∂xki
rkji(x
k
i )
∣∣∣∣
x=x∗
, (59)
γki =
∂
∂tki
fki (t
k
i , x
k
i )
∣∣∣∣
x=x∗
, (60)
ψki =
∂
∂xki
fki (t
k
i , x
k
i )
∣∣∣∣
x=x∗
, (61)
and for migration
ωˆkli =
∂
∂xki
ekli (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)
∣∣∣∣
x=x∗
, (62)
ωkli =
∂
∂xli
ekli (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)
∣∣∣∣
x=x∗
, (63)
κˆklij =
∂
∂xkj
ekli (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)
∣∣∣∣∣
x=x∗
mit i 6= j , (64)
κklij =
∂
∂xlj
ekli (x
k
1 , . . . , x
k
S , x
l
1, . . . , x
l
S)
∣∣∣∣∣
x=x∗
mit i 6= j . (65)
D. Matrix Representation
We use three types of matrices to construct the Jacobian.
The matrices Pk capture the local biology within a patch,
whereas the matrices Ckl and Cˆkl capture the dependencies
caused by migration from patch l to k. From the GM above
we find the diagonal elements of Pk
P kii =
αki
[
ν˜ki δ˜
k
i φ
k
i
+ ν˜ki δ
k
i
(
γki χ
k
iiλ
k
ii + ψ
k
i
)
− ρ˜ki σ˜ki µki
− ρ˜ki σki
(
βkiiψ
k
i +
∑
n
βniλni
[(
γkn − 1
)
χkni + 1
])]
,
(66)
and the non-diagonal elements
P kij =
αki
[
ν˜ki δ
k
i γ
k
i χ
k
ijλ
k
ij
− ρ˜ki σki
(
βkjiψ
k
j +
∑
n
βkniλ
k
nj
(
γkn − 1
)
χnj
)]
. (67)
The matrices Ckl have diagonal elements
Cklii = α
k
i
[
ρlki ω
lk
i − νkli ωˆkli
]
(68)
and non-diagonal elements
Cklij = α
k
i
[
ρlki κ
lk
ij − νkli κˆlkij
]
. (69)
The analogously defined matrices Cˆkl with swapped scale pa-
rameters have the diagonal elements
Cˆklii = α
k
i
[
νlki ω
lk
i − ρkli ωˆkli
]
(70)
and the non-diagonal elements
Cˆklij = α
k
i
[
νlki κ
lk
ij − ρkli κˆklij
]
. (71)
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The Jacobian is then constructed as
J =

. . .
Pk −∑m Ckm · · · Cˆkl
...
. . .
...
Cˆlk · · · Pl −∑m Clm
. . .

. (72)
The unknown stable steady state under consideration is stable
if all eigenvalues have negative real parts.
Although the functions and the steady states are unknown,
the exponent and scale parameters that enter the Jacobian
are directly interpretable in the context of the system and
can therefore be measured directly in nature or can be chosen
to based on theoretical considerations (see Gross et al. [27, 39]
and table below for details).
Note that different steady states are characterized by dif-
ferent values of the scale and exponent parameters and thus
can have different stability properties.
In the context of this paper we consider the stability of
homogeneous steady states, i.e. states in which all patches
are characterized by the same parameters and have the same
biomass density. We then speak off diffusion-driven instability
(DDI) if such a state is stable without diffusion, but loses
stability under non-zero diffusive coupling.
E. Diffusive Mass Balance in Homogeneous States
For a homogeneous equilibrium the incoming flux experi-
enced by a given population must equal the outgoing flux
ν˜ki α
k
i = ρ˜
k
i α
k
i (73)
and furthermore
νki α
k
i = ρ
k
i α
k
i . (74)
Therefore we obtain
ν˜ki = ρ˜
k
i (75)
and
νki = ρ
k
i . (76)
Thus we define the local biomass flow
αP
k
i = ν˜
k
i α
k
i = ρ˜
k
i α
k
i (77)
and the biomass flow due to migration
αC
k
i = ν
k
i α
k
i = ρ
k
i α
k
i . (78)
At this point we have to introduce the auxiliary scale pa-
rameters ηkli to keep track of the relative contributions of the
spatial links to the migration bimass flow:
νkli α
k
i = ρ
kl
i α
k
i = η
kl
i αC
k
i . (79)
Using these definitions we can rewrite the matrices Pk and
Ckl = Cˆkl. The matrix for local dynamics is given by
P kii =
αP
k
i
[
δ˜ki φ
k
i
+ δki
(
γki χ
k
iiλ
k
ii + ψ
k
i
)
− σ˜ki µki
− σki
(
βkiiψ
k
i +
∑
n
βniλni
[(
γkn − 1
)
χkni + 1
])]
(80)
and
P kij =
αP
k
i
[
δki γ
k
i χ
k
ijλ
k
ij
− σki
(
βkjiψ
k
j +
∑
n
βkniλ
k
nj
(
γkn − 1
)
χnj
)]
. (81)
The matrix for migration dynamics is given by
Cklii = αC
k
i
[
ηlki ω
lk
i − ηkli ωˆkli
]
, (82)
and
Cklij = αC
k
i
[
ηlki κ
lk
ij − ηkli κˆklij
]
. (83)
F. Niche Model Topologies
The foodwebs in Figs. 2 and 3 were generated with the
niche model [49]. In this model, each species i is assigned
at random a niche value ni ∈ [0, 1], which is related to the
biomass turnover rate αi occurring in the generalized model-
ing approach.
Each species is assigned a feeding range ri and a feeding
center ci. The feeding range is drawn from a β distribution,
ri =
[
1− (1− x) 2C1−2C
]
· ni (84)
with a random number x ∈ [0, 1], and with C being the con-
nectivity of the food-web (See corresponding figure sections
for values).
The feeding center ci is chosen at random from the
interval[ r
2
, n− r
2
], and a species j 6= i is a prey of species i if
its niche value nj is within the interval [ci − ri/2, ci + ri/2].
Every species without a prey species is considered a primary
producer.
Each prey species is assigned a relative contribution to the
diet of its predator, which is drawn from a normal distribu-
tion. We subsequently normalize the relative contributions
such that they add up to 1.
G. Parameterization of the model
In the following, we assume that all patches are identical
and thus P kij = P
l
ij for all k and l in N . In addition, for
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Parameter Interpretation
Elasticity
φki Sensitivity of primary production of i in k
to itself
γki Sensitivity of predation of i in k to prey
density
λki Exponent of prey switching of i in k
ψki Sensitivity of predation of i to density of
itself
µki Exponent of closure of i in k
ωkli Sensitivity of migration of i from l to k to
itself
ω˜kli Sensitivity of migration of i from l to k to
itself
κklij Sensitivity of migration of i from l to k to
j
κ˜klij Sensitivity of migration of i from l to k to
j
Turnover
αP
k
i Intra-habitat biomass flow of i in k
αC
k
i Biomass flow by migration of i in k
βkji Contribution of predation by i to local
biomass loss of j
σki Fraction of local biomass loss of i in k due
to predation
σ˜ki Fraction of local biomass loss of i in k due
to respiration
δki Fraction of local growth by predation of i
in k
δ˜ki Fraction of local growth by primary pro-
duction of i in k
χi Contribution of i to prey of j on k
νki Fraction of total biomass gain of i in k due
to migration
ν˜ki Fraction of total biomass gain of i in k due
to predation
ρki Fraction of total biomass loss of i in k due
to migration
ρ˜ki Fraction of total biomass loss of i in k due
to predation
ηkli Fraction of migration biomass flow of i due
to migration from l to k
TABLE I. Generalized parameters used to describe the meta-
foodweb. The indices i and j denote different species and k
and l different habitates
simplicity, we assume that the same generalized parameters,
which are not based on diet composition or bodymass, have
identical values for all species, e.g. φki = φ
k
j ≡ φ. Generalized
parameters based on diet composition, e.g. βki , are deter-
mined by the generated foodweb. In addition, we assume
that biomass flows scale with niche value ni, which is a proxy
for bodysize [28], i.e αkPi = 10
−2ni and αkCi = 10
−4ni . The
remaining free parameter for the local foodwebs are, φ, γ, λ,
ψ and µ. The migration parameters contained in C are ω, ω˜,
κ and κ˜.
i 1 2 3 4
ni 0.97 0.34 0.91 0.12
ci 0.42 0.17 0.43 0.06
ri 0.74 0.34 0.49 0.11
TABLE II. Niche values, feeding ranges and centers used for
the local foodweb in figure 2 rounded to the second decimal.
H. Details for Figure 3
For Fig. 3, we generated niche webs with 4 species and a
connectivity, C, of 0.33± 0.01 until we obtained one with the
desired structure shown in Fig.1, with the niche values shown
in Table II. Matrix P is given by equations eqn. (80) and (81).
The parameters in P are φ = 0.5, γ = 0.95, λ = 1, ψ = 1.5
and µ = 1.0.
We assume that the local patch foodwebs are linked by
diffusive migration and therefore C is given by,
C =

10−4·n1 0 0 0
0 10−4·n2 0 0
0 0 10−4·n3 0
0 0 0 10−4·n4
 , (85)
The entries in C scale with the inverse niche values and thus
inverse bodymass, and therefore larger species migrate slower
than smaller species. This occurs for instance when small
species can be dispersed passively by wind or water, while
larger species require energy-consuming active dispersal, are
more territorial, or overcome physical barriers less easily.
The weighted laplacian L for the first spatial geometry used
in Fig. 3a,d is given by
L = c ·

2 −1 −1 0 0
−1 4 −1 −1 −1
−1 −1 3 −1 0
0 −1 −1 2 0
0 −1 0 0 1
 (86)
and the weighted laplacians used in Fig. 3b,e and Fig. 3c,f are
given by
L = c ·

1 0 −1 0 0
0 1 0 −1 0
−1 0 3 −1 −1
0 −1 −1 3 −1
0 0 −1 −1 2
 . (87)
For Fig. 3a-b, the global coupling strength c is set to 0.045,
while it has a value of 0.09 for Fig. 3c, which results in twice
as large eigenvalues κ.
The eigenvalues λκ of the full Jacobian are related to the
eigenvalues κ of L by the equation
(P− κC) · q = λκq . (88)
The MSF is obtained by solving this equation for all κ ∈
[0, κmax] and plotting the real part of the leading eigenvalue
Re [λmax(κ)]. In order to obtain the stability of a meta-
foodweb for a given spatial topology, only the eigenvalues κ
of the respective Laplacian L are relevant.
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i 1 2 3 4 5 6 7
ni 0.02 0.69 0.12 0.20 0.54 0.81 0.58
ri 0.00 0.51 0.02 0.18 0.00 0.18 0.03
ci 0.010 0.275 0.060 0.100 0.490 0.650 0.115
i 8 9 10 11 12 13 14
ni 0.65 0.56 0.54 0.51 0.74 0.81 0.80
ri 0.23 0.03 0.03 0.02 0.17 0.09 0.26
ci 0.525 0.245 0.235 0.420 0.555 0.495 0.340
i 15 16 17 18 19 20
ni 0.88 0.46 0.10 0.19 0.83 0.31
ri 0.53 0.12 0.02 0.06 0.25 0.02
ci 0.595 0.260 0.080 0.110 0.615 0.150
TABLE III. Niche values, feeding ranges and centers for the
foodweb used in subgraph 3a.
i 1 2 3 4 5 6 7
ni 0.41 0.97 0.55 0.95 0.46 0.55 0.85
ri 0.23 0.49 0.22 0.75 0.20 0.27 0.01
ci 0.245 0.345 0.480 0.485 0.120 0.265 0.595
i 8 9 10 11 12 13 14
ni 0.74 0.98 0.03 0.66 0.01 0.05 0.93
ri 0.16 0.18 0.02 0.06 0.00 0.02 0.43
ci 0.600 0.74 0.01 0.320 0.010 0.040 0.595
i 15 16 17 18 19 20
ni 0.53 0.38 0.49 0.70 0.76 0.93
ri 0.41 0.03 0.30 0.07 0.12 0.24
ci 0.305 0.035 0.260 0.455 0.550 0.120
TABLE IV. Niche values, feeding ranges and centers for the
foodweb used in subgraph 3b.
I. Details for Figure 4
For Fig. 4, we generated a 20-species foodweb, with a con-
nectivity, C, of 0.15±0.01. The matrix P for the foodweb was
constructed using the parameters φ = 0.5, γ = 0.75, λ = 1,
ψ = 1.0 and µ = 1.0.
The global coupling strength between the patches is set
to 0.045 for Fig. 4a and to 0.09 for Fig. 4b. In addition
to diffusive migration, the coupling matrix C contains cross-
diffusion which describes adaptive migration, this is predators
follow prey and prey species avoid their predator. Thus, for
a predator-prey pair (ij), the submatrix Cij takes the form
Cij =
(
10−4·ni a · 10−4·ni
−a · 10−4·nj 10−4·nj
)
. (89)
with a = 17.22 for Fig. 4a and a = 0.178 for Fig 4b. All
other non-diagonal entries in C are zero. The parameters used
to create the 20-species foodwebs can be found in Tab. III and
Tab. IV.
J. Details for Figure 5
The spatial topologies were generated as random geometric
graphs [55]. The range R is scaled with the number of nodes
N of the spatial graph
R =
r√
N
, (90)
i 1 2 3 4 5
ni 0.2 0.3 0.4 0.4 0.7
TABLE V. Niche values used for the local foodweb in figure
4 (a) and (c).
a b
FIG. 6. Five species foodweb, used in Fig. 4a and 4c (a) and
for the animated oscillations (b). The shown numbers are the
indices of the species. The arrows indicate the direction of
biomass flow. In foodweb (a), species 1 and 2 are the primary
producers and species 5 is the apex predator. In network (b)
species 1 is the primary producer and species 3 is the observed
top predator.
where the parameter r is the unscaled range. For the random
geometric graph with N = 25 used in Fig. 5a and 5c the
parameter was set to r = 1.3. The spatial graph with N = 500
used in Fig. 5b and 5d was generated with r = 1.4. Only
connected graphs were selected.
For Fig. 5a and 5c, we used a manually constructed 5-
species foodweb with the niche values shown in Table V and
a connectivity of C = 0.25. The feeding links are defined by
the weighted adjacency matrix of the local foodweb
A =

0 0 0 0 0
0 0 0 0 0
1 0 0 0 0
1
2
1
2
0 0 0
0 0 1
2
1
2
0
 . (91)
Species 1 and 2 are primary producers. Predators prey equally
on the corresponding prey species. The resulting foodweb is
shown in Fig. 6a.
The population dynamics equations used for the explicit
simulations are
X˙ki = G
k
i (X
k
i )−Mki (Xki )
+ F ki (X
k
1 , . . . , X
k
S)−
∑
j
Rkji(X
k
i )F
k
j (T
k
j , X
k
j )
T kj (X
k
1 , . . . , X
k
S)
+
∑
l
[
Ekli (X
k
1 , . . . , X
k
S , X
l
1, . . . , X
l
S)
− Elki (Xl1, . . . , XlS , Xk1 , . . . , XkS)
]
, (92)
with the functions
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Parameter Meaning Value
ai Attack rate of Pred. 4m
−0.25
i
hi Handling time of Pred. 0.26m
−0.25
i
pi Linear Mort. Coeff. 0.52m
−0.25
i
qi Quadratic Mort. Coeff. 0.34m
−0.25
i
ci Diffusion Coeff. 10
−3 m0.75i
si Primary Prod. Coeff. 4.5m
−0.25
i
TABLE VI. Parameters for the explicit model in Eqs. (93) to
(98), and the values used when calculating explicit popula-
tion dynamics. The parameter si is nonzero only for primary
producers.
Gki (X
k
i ) = siX
k
i , (93)
Mki (X
k
i ) = piX
k
i + qiX
k
i
2
, (94)
F ki (X
k
i , . . . , X
k
S) =
∑
j aiAijX
k
i X
k
j
1 +
∑
j aihiAijX
k
j
= F ki (T
k
i , X
k
i )
=
aiT
k
i X
k
i
1 + aihiT ki
, (95)
Rkij = AijX
k
j , (96)
T ki (X
k
1 , . . . , X
k
S) =
∑
j
AijX
k
j , (97)
Ekli (X
l
i) = c
kl
i X
l
i . (98)
The predation F ki (X
k
i ) is based upon the Holling-Type II
functional response. Migration Ekli (X
k
i ) and primary produc-
tion Gki (X
k
i ) are in linear proportion to the population sizes
while respiration and mortality Mki are between linear and
quadratic. Rkij is the relative contribution of species j to the
prey consumed by i. T ki is the total amount of food available
to species i. The adjaceny matrix, Aij , contains the informa-
tion about the feeding links. The migration term Ekli scales
linearly with population size, i.e. migration is diffusive. The
used parameters are shown in Tab. VI, and the body mass
was calculated as
mi = 10
3ni . (99)
If a real leading eigenvalue changes its sign from nega-
tive to positive, the system undergoes a Turing instability
(Fig. 5). If the leading eigenvalue is complex, a wave in-
stability occurs, which leads to (at least transient) spatio-
temporal oscillations. An animation of such an oscillating sys-
tem is available at http://eco.fkp.physik.tu-darmstadt.
de/drossel/gramlich/animation.gif.
In order to investigate the dynamics after an instability
occurred, trajectories starting close to the unstable homoge-
neous state were simulated until they approached a new long
term behavior. For these simulations initial values were cho-
sen randomly with a maximum relative distance of 0.1% to
the homogeneous steady state.
K. Details for the animation
The animation shows a comparison of the respective eigen-
vector (open circles) and the observed deviation from the ho-
mogeneous value in the final state (dots). In the right panel,
i 1 2 3 4 5
ni 0.042 0.865 0.990 0.614 0.257
αP i 0.824 0.019 0.010 0.0592 0.306
δi 0 1 1 1 1
σi 0.512 0.000 0.000 0.495 0.668
i, j 2, 5 3, 4 4, 5 5, 1 else
βij 0.457 1.000 0.543 1.000 0.000
Aij 1 1 1 1 0
TABLE VII. Parameters used for the local foodweb in the
animation.
the population density of the top predator (index 3, Fig. 6b) is
shown. The homogeneous steady state is located at a biomass
of 1, larger biomasses are shown in orange and smaller values
in blue.
The foodweb of the oscillating system (Fig. 6b) was gener-
ated with the niche model. The explicit model was matched
to the parameters φ = 0.5, γ = 0.75, ψ = 1.5, and µ = 1.0.
Species depended parameters can be found in Tab. VII, and
the diffusion coefficient is given by,
ci = 10 · 10−8ni . (100)
The population dynamic is given by
x˙ki = αP
k
i
[
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with
gki (X
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(
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)φ
, (102)
mki (X
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i ) =
(
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)µ
, (103)
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)ψ 1 +K
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, (104)
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, (105)
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k
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∑
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Aijx
k
j , (106)
where
K =
γ
1− γ . (107)
