In this paper, we describe a surprising link between the theory of the GoldmanTuraev Lie bialgebra on surfaces of genus zero and the Kashiwara-Vergne (KV) problem in Lie theory. Let Σ be an oriented 2-dimensional manifold with non-empty boundary and K a field of characteristic zero. The Goldman-Turaev Lie bialgebra is defined by the Goldman bracket {−, −} and Turaev cobracket δ on the K-span of homotopy classes of free loops on Σ.
Introduction
bracket. For all expansions θ we have {−, −} θ = {−, −} KKS + higher order terms.
It turns out that there is a class of expansions, called special expansions, for which all higher order terms vanish and the equality {−, −} θ = {−, −} KKS holds without extra corrections. Originally, the problem of finding such expansions was solved in the case of Σ of genus g with one boundary component in [20] . This result was extended to the case of surfaces with arbitrary number of boundary components in [22] , [27] .
In the case of Σ of genus g = 0 with 3 boundary components, the fundamental group π is a free group with 2 generators and A is the degree completion of the free Hopf algebra with two generators x 1 and x 2 . In this case, special expansions are of the form θ F = F −1 • θ exp , where F is an automorphism of a free Lie algebra with two generators (naturally extended to A) with the property
for i = 1, 2 and F (x 1 + x 2 ) = log(e x 1 e x 2 ).
Similarly to the Goldman bracket, the transferred cobracket δ + θ admits a decomposition δ + θ = δ alg + higher order terms.
For a surface of genus zero, δ alg is again an operator of degree (−1). On the space of cyclic words, there is a Lie bilagebra structure defined by the KKS bracket and the cobracket δ alg . This Lie bialgebra structure was introduced and studied by Schedler [31] . It is natural to ask a question of whether there exists a special expansion θ such that
In this paper, we answer this question for surfaces of genus zero. The key observation is that equation (2) plays an important role in the Kashiwara-Vergne (KV) problem in Lie theory [17] . In more detail, the reformulation of the KV problem in [6] requires to find an automorphism F of a free Lie algebra in two generators which satisfies (1), (2) and the mysterious equation
Here h(z) ∈ K
[[z]] is a formal power series in one variable (also called the Duflo function).
The map j is the group 1-cocycle integrating the non-commutative divergence 1-cocycle div : tDer(A) → |A|, and tDer(A) ⊂ Der(A) is the Lie algebra of tangential derivations on A which plays an important role in the Kashiwara-Vergne theory [6] . The divergence cocycle admits an upgrade tDiv : tDer(A) → |A| ⊗ |A|.
The following theorem establishes a surprising link between the Kashiwara-Vergne theory and the properties of the Goldman-Turaev Lie bialgebra: Theorem 1.1. Let F be a solution of equations (1) and (2) . Then, δ We also define a version of the KV problem for surfaces of genus zero and an arbitrary number of boundary components n ≥ 3. It turns out that all these problems can be easily solved using the n = 3 case. Moreover, a result analogous to Theorem 1.1 holds true for any n.
The operations κ θ and µ θ also acquire a nice form for expansions θ defined by solutions of the Kashiwara-Vergne problem. In more detail, we have
where κ KKS is again the degree (−1) part of κ θ . The double bracket κ s contains certain higher order terms encoded in the power series s(z) ∈ K[[z]] related to the even part h even of the Duflo function by the following formula
where B 2k are Bernoulli numbers.
There is a similar description for µ:
where µ s is defined by the formal power series s(z). The new contributionμ g is defined by the formal power series
where h 2k+1 are the odd Taylor coefficients of the Duflo function. Hence, g(z) encodes the information on the full Duflo function (and not only on its even part).
Remark 1.2. In [24] , Massuyeau constructed expansions θ verifying the condition δ + θ = δ alg using the Kontsevich integral. Moreover, he obtained a description of an operation which is closely related (and essentially equivalent) to µ. His description works for any choice of a Drinfeld associator Φ which one needs for the construction of the Kontsevich integral, and it involves the Γ-function of Φ; see [13] .
Our results are based on the following theorem: Theorem 1.3. Let F be an automorphism of the free Lie algebra with two generators which satisfies equation (1) and let θ = F −1 •θ exp be the corresponding expansion. Then,
if j(F −1 ) ∈ |A| belongs to the center of the Lie algebra (|A|, {−, −} θ ).
In proving Theorem 1.3 we first show it for θ = θ exp and then extend it for F 's solving the KV problem. In the course of the proof, we need the description of the center of the Lie bracket {−, −} KKS . We give a direct algebraic proof of the fact that the center is spanned by elements of the form . Equation (4) shows that the cocycle property of the divergence cocycle implies the cocycle property of the cobracket δ + θ . However, it does not shed light on the co-Jacobi identity for δ + θ . The structure of the paper is as follows. In Section 2, we recall the notions of tangential and double derivations and introduce the space of cyclic words. In Section 3, we discuss various versions of the divergence map and derive their multiplicative properties. In Section 4, we consider double brackets (in the sense of van den Bergh) and study properties of composition maps such as (4) . In Section 5, we recall the topological definitions of the Goldman bracket, Turaev cobracket and of the maps κ and µ. In Section 6, we introduce the notion of expansions and define the transfer of structures to the Hopf algebra A. In Section 7, we show that solutions of the KashiwaraVergne problem give rise to expansions with property δ + θ = δ alg . In Section 8, we prove Theorem 1.1. Appendix A contains an algebraic proof of the description of the center of the KKS Lie bracket.
Our results were announced in [2] . This paper focuses on the case of genus zero. The higher genus case is more involved, and it will be considered in the forthcoming paper [3] .
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Derivations on free associative/Lie algebras
In this section, we give basic definitions of derivations and double derivations on free associative and Lie algebras.
Tangential derivations
Let K be a field of characteristic 0. For a positive integer n, let A = A n be the degree completion of the free associative algebra over K generated by indeterminates x 1 , . . . , x n .
The algebra A has a complete Hopf algebra structure whose coproduct ∆, augmentation ε, and antipode ι are defined by ∆(x i ) := x i ⊗ 1 + 1 ⊗ x i , ε(x i ) := 0, ι(x i ) := −x i .
Here and throughout the paper, we simply use ⊗ for the complete tensor product ⊗.
We denote by A ≥1 = ker(ε) the positive degree part of A n . The primitive part L = L n := {a ∈ A | ∆(a) = a ⊗ 1 + 1 ⊗ a} of A is naturally identified with the degree completion of the free Lie algebra over K generated by x 1 , . . . , x n . Sometimes we drop n from the notation and simply use A and L.
Following [35] §2.1, we consider the following natural A-bimodule structures on the algebra A ⊗ A. The outer bimodule structure is given by
while the inner bimodule structure is given by
Here, a, b, c 1 , c 2 ∈ A. Let Der(A) be the Lie algebra of (continuous) derivations on the algebra A. Note that an element of Der(A) is completely determined by its values on generators x 1 , . . . , x n . We set tDer(A) := A ⊕n , and define a map ρ :
Then, we can equip tDer(A) with a Lie bracket given as follows: for u = (u 1 , . . . , u n ), v = (v 1 , . . . , v n ) ∈ tDer(A), we have [u, v] = w, where w = (w 1 , . . . , w n ) and
The map ρ : tDer(A) → Der(A), u → ρ(u) becomes a Lie algebra homomorphism.
Remark 2.1. The kernel of the map ρ is spanned by elements of the form u = (h 1 (x 1 ), . . . , h n (x n )), where
] are formal power series in one variable.
Remark 2.2. The map ρ lifts to an injective Lie algebra homomorphismρ : tDer(A) → A ⊕n ⋊ Der(A) defined byρ(u) := (u, ρ(u)). The target is a semi-direct product of Lie algebras A ⊕n and Der(A), where Der(A) acts diagonally on the n-fold direct product A ⊕n .
We define Lie algebras Der(L) and tDer(L) by replacing A in the preceding paragraphs with the Lie algebra L. In particular, tDer(L) = L ⊕n as a set. In an obvious way, Der(L) and tDer(L) are Lie subalgebras of Der(A) and tDer(A), respectively. We use the same notation ρ : tDer(L) → Der(L) for the restriction of ρ to tDer(L). The kernel of this map is spanned by the elements
where x i is placed in the ith position.
Remark 2.3. Here we follow the notation in [1] . In [6] , the notation is different and elements in the image of ρ are called tangential derivations.
Double derivations
for any a, b ∈ A.
In the definition, we make use of the outer bimodule structure (5) . Let D A = Der(A, A ⊗ A) be the set of double derivations on A. It has a natural A-bimodule structure given by (c 1 φc 2 )(a) = c 1 * φ(a) * c 2 for c 1 , c 2 ∈ A and φ ∈ D A . Here we use the inner bimodule structure (6) .
As an A-bimodule, D A is free of rank n. In fact, the map
is an isomorphism of A-bimodules where the A-bimodule structure on A ⊗ A is the inner one. There is a basis of D A given by double derivations ∂ i , i = 1, . . . , n such that
where δ i,j is the Kronecker δ-symbol. It is convenient to use the Sweedler convention for the action of double derivations: φ(a) = φ ′ (a) ⊗ φ ′′ (a). For instance, we write φ(
The Lie algebra of derivations Der(A) naturally acts on A ⊗ A as follows:
. This implies that the space of double derivations D A carries a natural action of Der(A),
The double derivation [u, φ] is completely determined by the n-tuple [u, φ](x j ) for j = 1, . . . , n. For example, for φ = ∂ i , we have
Let tD A denote the A-bi-submodule of D A generated by ad
Sometimes it is convenient to have a special notation for the injective map i : tD A → D A which simply sends an element φ ∈ tD A to the same tangential double derivation φ but viewed as an element of D A . In what follows we will need the following Lemma:
Lemma 2.5. Let C ∈ A ⊗ A and assume that Cx i − x i C = 0 for some i. Then, C = 0.
Proof. Introduce a bi-degree corresponding to the degrees in the first and second copies of A in A ⊗ A. Since the equation Cx i − x i C = 0 is homogeneous, we can assume that C is of some total degree l. Then, C = l k=0 C k,l−k splits into a sum of terms with given bi-degrees. The equation Cx i − x i C = 0 reads
In particular, for k = l the equation yields x i C l,0 = 0 which implies C l,0 = 0. For k = l − 1 we obtain 0 = C l,0 x i − x i C l−1,1 which implies C l−1,1 = 0. By induction, we get C k,l−k = 0 for all k and C = 0, as required.
Hence, C j = 0 for all j, as required.
As a sample computation, we introduce an element of tD A which will be used later.
Proof. Both φ 0 := i ad x i ∂ i and the map a → 1 ⊗ a − a ⊗ 1 are double derivations on A. Since φ 0 (x i ) = 1 ⊗ x i − x i ⊗ 1 they agree on generators of A, and therefore they coincide.
Through the map ρ, the Lie algebra tDer(A) acts on D A .
Lemma 2.8. The action of tDer(A) on D
) is equal to the value at x i of the following double derivation
This proves the assertion.
Cyclic words and extra parameters
For a (topological) A-bimodule N , let [A, N ] be (the closure of) the K-linear subspace of A spanned by elements of the form an−na, where a ∈ A and n ∈ N . Set |N | := N/[A, N ] and let | | : N → |N | be the natural projection. Since A is naturally an A-bimodule, we can apply the construction described above to obtain
Note that |A| is also isomorphic to the K-span of cyclic words in letters x 1 , . . . , x n . Examples of such words are
The space of double derivations D A is also an A-bimodule.
Proof. First, observe that
for any φ ∈ D A and b ∈ A. Therefore, the map φ → |φ| descends to a map |D A | → Der(A). This map is surjective since i |a i ∂ i | : x i → a i for arbitrary a i ∈ A, and hence we obtain all derivations of A in that way. Finally, this map is injective since D A is a free A-bimodule of rank n with generators ∂ i and
Example 2.10. Let a ∈ A and consider the derivation u = |aφ 0 | = |a i ad x i ∂ i |. By computing it on generators, we obtain
Hence, it is an inner derivation with generator a.
For the A-bimodule tD A , we define the map
which defines an isomorphism |tD A | → tDer(A). It is easy to check that ρ(|ψ|) = |i(ψ)| for all ψ ∈ tD A .
Proof. Let u ∈ tDer(A) and
This proves that |u · φ| = [u, |φ|], as required.
Let A T be the degree completion of the free associative algebra over K generated by x 1 , . . . , x n , and T . The algebra A T is isomorphic to A n+1 , but in what follows the extra generator T will play a different role from the other generators. Define an injective map
for a ∈ A and φ T (T ) = 0. The image of this map consists of derivations of A T which are linear in T and which vanish on the generator T . The map φ → φ T commutes with the natural actions of Der(A) on D A and on Der(A T ). By composing with the evaluation map ev 1 (which puts the extra generator T equal 1), we obtain a derivation of A: a → ev 1 (φ T (a)) which coincides with |φ|.
Remark 2.12. Let φ ∈ D A be a double derivation. The derivation φ T ∈ Der(A T ) descends to an endomorphism of |A T | and it maps |A| ⊂ |A T | to cyclic words linear in T . But the space of cyclic words linear in T is isomorphic to A via the map a → |T a|. Hence, the double derivation φ defines a map φ : |A| → A by formula
Similarly, we define a map tD A → tDer(A T ) by formula
As before, it is equivariant under the action of tDer(A) on tD A and under the adjoint action of tDer(A) on itself. Again, it is easy to check that ρ(ψ T ) = i(ψ) T .
Integration to groups
Let g be a non-negatively graded Lie algebra and assume that the degree zero part g 0 is contained in the center of g. Then, one can use the Baker-Campbell-Hausdorff formula to define a group law on g. We denote the corresponding group by G. It is convenient to use the multiplicative notation for the group elements: to u ∈ g corresponds the group element e u ∈ G and e u e v = e u * v , where
Lie algebras Der
+ (A) (derivations of A of positive degree), L and tDer(L) are positively graded pro-nilpotent Lie algebras. Lie algebras A (with Lie bracket the commutator) and tDer(A) are non-negatively graded, and their zero degree parts are contained in the center. Hence, the BCH formula defines a group law on all of them. We denote the groups integrating A and L by exp(A) and exp(L), respectively. For the integration of tDer(A) and tDer(L) we use the notation TAut(A) and TAut(L).
As a set, the group TAut(A) is isomorphic to
Elements of TAut(A) are n-tuples F = (F 1 , . . . , F n ), where F i ∈ exp(A). The map ρ : tDer(A) → Der(A) lifts to a map (denoted by the same letter) ρ : TAut(A) → Aut(A) described in the following way. First of all, note that any element F = exp(f ) ∈ exp(A) with f ∈ A decomposes as F = F 0 F ≥1 , where f = f 0 + f ≥1 is the decomposition into the degree 0 part f 0 ∈ K and the positive degree part f ≥1 ∈ A ≥1 , F 0 = exp(f 0 ) and F ≥1 = exp(f ≥1 ). Then, F ≥1 makes sense as an invertible element of A, by the exponential
With this notation, the whole group exp(A) acts on A by inner automorphisms:
We will use the shorthand notation F −1 aF for (F ≥1 ) −1 aF ≥1 . Now, the map ρ : TAut(A) → Aut(A) is defined by ρ(F ) :
where F ·G stands for the product in TAut(A) and the product F i (ρ(F )G i ) takes place in exp(A). A similar description applies to the group TAut(L). Note that if F ∈ TAut(L), then F ≥1 = F . All Lie algebra actions described in the previous section integrate to group actions. For instance, the adjoint action of tDer(A) on itself integrates to the adjoint action Ad of TAut(A) on tDer(A), and the natural action of tDer(A) on tD A (Lemma 2.8) integrates to a group action of TAut(A) on tD A . By Lemma 2.11, the map ψ → |ψ| from tD A to tDer(A) is TAut(A)-equivariant: for any F ∈ TAut(A), we have |F.ψ| = Ad F |ψ|.
Divergence maps
In this section, we describe various versions of the non-commutative divergence map and describe their properties.
Double divergence maps
Consider |A| := A/[A, A] and let 1 ∈ |A| denote the image of the unit 1 ∈ A. The natural action of Der(A) on A descends to an action on |A|. By using the map ρ, we can view A and |A| as left tDer(A)-modules. In the following proposition, we introduce the divergence map Div : Der(A) → |A| ⊗ |A|. By abuse of notation, we use the letter | | for the map | | ⊗2 : A ⊗ A → |A| ⊗ |A|. 
Proof. Consider a map Z i : A → A ⊗ A defined as follows:
When applied to the generator x i , it yields
where we have used equation (9) . Note that
and combining with the previous formula we obtain
Here the two terms cancel each other after using the cyclic property of | · | and renaming i and k.
The Lie algebra tDer(A), which is related to Der(A) by the map ρ : tDer(A) → Der(A), carries additional 1-cocycles as explained in the following lemma. 
We define the tangential divergence cocycle tDiv : tDer(A) → |A| ⊗ |A| as a linear combination of the divergence cocycle and of the cocycles c i .
Since ρ is a Lie algebra homomorphism and Div and c i 's are 1-cocycles, it is obvious that tDiv is a 1-cocylce as well. In the following lemma we give a more explicit formula for tDiv.
Proof. We compute
Relation to the ordinary divergence
Recall the divergence map introduced in [6] §3.3. Any element a ∈ A can be uniquely written as a = a 0 + i a i x i , where a 0 ∈ K and a i ∈ A. One defines the map div :
The map div is a 1-cocycle on the Lie algebra tDer(L) with values in |A|.
Consider an algebra homomorphism from A to A ⊗ A op defined by formula
It induces a map from |A| to |A| ⊗ |A|, for which we use the same letter ∆. In the following proposition, we show that ∆ intertwines the divergence maps div and tDiv.
Proposition 3.5. The following diagram is commutative:
Proof. Both maps L → A ⊗ A, a → ∂ i a and a → ∆(a i ) have the property
Proof of Proposition 3.5. Note that we have the following expression for tDiv(u):
for any u ∈ tDer(A), where the product of ∆(
Then, using equation (10) and Lemma 3.6, we compute
The following lemma will be used later. Proof. The injectivity follows from (1 ⊗ ε) ∆(a) = (1 ⊗ ε)∆(a) = a for any a ∈ A. Since the coproduct ∆ and the antipode ι are morphisms of Der(L)-modules, so is the map ∆.
Divergence maps with extra parameters
Next we introduce a certain refinement of tDiv. Recall that A T is the degree completion of the free associative algebra over K generated by x 1 , . . . , x n , and T . We have an embedding
through which we identify the source and the image. Let p 1 : im(j T ) → |A| ⊗ A and p 2 : im(j T ) → A⊗|A| be projections on the first and the second factors in the tensor product, respectively. The map tD A → tDer(A T ), φ → φ T has the property that tDiv(φ T ) ∈ im(j T ) since every component of φ T (with the exception of the last one which vanishes) is linear in T .
Definition 3.8. Define the maps tDiv T : tD A → |A| ⊗ A and tDiv
, and the terms where T appears to the right of the symbol ⊗ are
Therefore, we obtain
In a similar way, we obtain
Proposition 3.9. For any a ∈ A and φ ∈ tD A ,
Proof. The first equation is an immediate consequence of (11) . For the second one, we compute, 
Proposition 3.10. For any φ ∈ tD A , we have
Proof. By (11) and (12), we compute
=tDiv(|φ|).
Integration of divergence cocycles
Let g be non-negatively graded Lie algebra with the zero degree part g 0 contained in the center of g. Let G be the group integrating g (using the BCH series) and M a graded module over g. Assume that the action of g 0 on M is trivial. Then, the Lie algebra action of g integrates to a group action of G on M . Let c : g → M be a Lie algebra 1-cocycle. Under the conditions listed above, it integrates to a group 1-cocycle C : G → M which satisfies the following defining properties: the first one is the group cocycle condition
for all f, g ∈ G. The second one is the relation between c and C:
for all u ∈ g. These two conditions imply
for u ∈ g and exp(u) ∈ G. 
for all F ∈ TAut(L). The following lemma establishes a property of Lie algebra and group cocycles which will be important later in the text:
Proof. Consider the expression C(f e tu f −1 ) and compute the t-derivative at t = 0 in two ways. On the one hand,
On the other hand,
Among other things, equation (17) implies that c(Ad
By applying equation (17) to the cocycle tDiv, we obtain the following equation which will be of importance in the next sections:
where u ∈ tDer(A), F ∈ TAut(A). It is convenient to introduce a "pull-back" of the tDiv cocycle by the automorphism F :
. It is again a 1-cocycle on tDer(A), and it satisfies the formula
There is a similar transformation property for the map tDiv
Here F is uniquely extended to a tangential automorphism of A T preserving T , and in the last line we use the map φ : |A| → A defined in Remark 2.12.
Double brackets and auxiliary operations
In this section, we introduce double brackets (in the sense of van den Bergh) and discuss various operations which can be built from double brackets and divergence maps.
Definition and basic properties
One often uses the notation
Remark 4.2. We use the terminology "double bracket" in a wider sense than [35] , where a double bracket is defined to be a map satisfying (20) and the skew-symmetry condition: for any a, b ∈ A,
Here
As is easily seen, (20) and (22) imply (21) .
For a given double bracket, there are several auxiliary operations.
Proof. Indeed, by equation (20) we have
as required.
By applying the map | | : D A → Der(A), we obtain a derivation on A of the form
Proof. We have,
The right hand side is symmetric under exchange of a and c. Hence, it vanishes on commutators, as required.
Motivated by this lemma, we often use the notation
By equation (20) , the double bracket induces a map
Furthermore, by Remark 2.12, we obtain a map {−, −} Π : A ⊗ |A| → A defined by
All the three operations above are called the bracket associated with Π.
Lemma 4.5. Let Π be a skew-symmetric double bracket. Then, for any a, b ∈ A,
In order to give concrete examples of double brackets we consider the space D A ⊗ A D A and its A-bimodule structure given by c 1 (
where we write
. In other words,
for any a ∈ A. One can check that Π φ 1 ⊗φ 2 is a double bracket on A. In [35] §4, it is proved that this assignment induces a K-linear isomorphism
It is convenient to describe double brackets on A through this isomorphism.
Tangential double brackets
In this section, we consider a class of double brackets of particular interest.
Notice that Π is tangential if and only if {x i , −} Π ∈ tD A for every i. Recall that to a tangential double derivation {a, −} Π ∈ tD A one can associate an element |{a, −} Π | ∈ tDer(A) such that
For simplicity, with the assumption that Π is tangential, we often use the same notation {|a|, −} Π for the lift |{a, −} Π | ∈ tDer(A). (ii) Define the maps tDiv
Another description of the map tDiv T Π is as follows. First, we consider the unique extension of Π to a tangential double bracket Π T :
To simplify the notation, we drop T and denote the corresponding bracket by {−, −} Π . Then, it is easy to check that
where {|T a|, −} Π ∈ Der(A T ) is lifted to an element of tDer(A T ), and tDiv : tDer(A T ) → |A T | ⊗ |A T | is the tangential divergence on tDer(A T ).
Note that tDiv Π , tDiv T Π , and tDiv
and for any a ∈ A,
Proof. By Proposition 3.9, we compute
This proves (27) . To prove (28), we compute
Finally, (29) follows from Proposition 3.10.
Remark 4.9. The notion of a double bracket (Definition 4.1) and its auxiliary operations make sense for any associative K-algebra. In §5, we consider a topologically defined double bracket on the group ring Kπ, where π is the fundamental group of an oriented surface.
The KKS double bracket
In this section, we consider an important example of a double bracket: the KirillovKostant-Souriau (KKS) double bracket. We will use the map (25) to identify double brackets with elements of (DA) 2 . In this identification, the symbol ⊗ stands for ⊗ A . The KKS double bracket is given by the following formula:
Lemma 4.10. The double bracket Π KKS is tangential and skew-symmetric.
Proof. The skew-symmetry (22) is obvious from the following computation:
where we have used the cyclicity property for x i under the | · | sign. The fact that Π KKS is tangetial can be checked on generators:
Lemma 4.11. For the KKS double bracket, we have
Proof. First of all, note that Π KKS is skew-symmetric by Lemma 4.10 so that we can use Lemma 4.5. For the first equality, note that
where we have used the cyclic property under the | · | sign.
For the second equality, we have
This also proves {|a|, x 0 } KKS = 0. Finally, for the last equality we compute
which is the inner derivation with generator −ḣ(x 0 ) (see Example 2.10), as required.
Proof. One computes
where in the second line we have used Lemma 4.11 and in the last line we have used that (ḣ) ′ (ḣ) ′′ = ε(ḣ(x 0 )) =ḣ(0) and (ḣ) ′ a(ḣ) ′′ =ḣ(ad x 0 )a. The other equality can be proven in a similar way.
One can obtain an explicit formula for the KKS double bracket on a pair of words
Remark 4.13. The KKS double bracket is an algebraic counterpart of the version of the homotopy intersection form κ introduced in [21] , [26] . To align the notation, we sometimes use the symbol κ alg : A ⊗ A → A ⊗ A for the KKS double bracket. Double brackets can be naturally associated to quivers [35] . In this formalism, the KKS double bracket is associated to the star-shaped quiver with one internal vertex and n external vertices.
Remark 4.14. The double bracket Π KKS verifies the van den Bergh version of the Jacobi identity [35] . In particular, this implies that (|a|, |b|) → {|a|, |b|} KKS is a Lie bracket on |A|. In the framework of double brackets associated to quivers, this Lie algebra is known as the necklace Lie algebra [9] , [14] . See also [28] for a related structure in higher genus. 
Proof. A proof using Poisson geometry of representation varieties can be obtained with the techniques of [12] . In Appendix A, we give a direct algebraic proof of this statement.
Next, we compute the maps tDiv Π and tDiv T Π for the KKS double bracket. We will use the following shorthand notation: tDiv KKS and tDiv T KKS . A similar style notation will be later used for other double brackets.
, we have
For tDiv
T KKS , using (11) we compute
Remark 4.17. The operations tDiv KKS and tDiv T KKS are algebraic counterparts of the Turaev cobracket δ and of the operation µ (a self-intersection map introduced in [21] ). To align the notation, we sometimes use the following symbols:
Remark 4.18. The vector space |A| endowed with the Lie bracket induced by Π KKS and with the operation δ alg : |A| → ∧ 2 |A| is in fact a Lie bialgebra. This Lie bialgebra was introduced and studied in [31] (see also [28] for a similar structure in higher genus). It can be viewed as an algebraic counterpart of the Goldman-Turaev Lie bialgebra for a surface of genus zero defined in the next section.
Double brackets Π s
Another family of examples are the double brackets of the form
] a formal power series. In particular, for s = 1 we obtain Π 1 = |φ 0 ⊗ φ 0 |. For the later use, we will need the following Sweedler style notation: 
The tangential derivation {|a|, −} s ∈ tDer(A) vanishes for all a ∈ A. All the bracket operations {−, −} s : |A| ⊗ A → A, |A| ⊗ |A| → |A| and A ⊗ |A| → A are identically zero.
Proof. Let a ∈ A. By Lemma 2.7 and (26), we have
On the one hand, this shows that Π s is tangential. On the other hand, for b ∈ A we have
Expanding the right hand side of this equation, we obtain the second statement in the proposition.
The equation (31) shows that the tangential derivation {|a|, −} s ∈ tDer(A) is an inner derivation with generator s ′′ as ′ − s ′′ as ′ = 0. The last statement on the bracket follows from the second statement. Proof. By Proposition 4.19, the tangential derivation {|a|, −} s ∈ tDer(A) vanishes. Hence, tDiv s (|a|) = 0 for all a ∈ A. By Lemma 2.7 and Proposition 3.9,
Here we have used the facts that tDiv T (φ 0 ) = 0 (this can be seen directly from (11)), and that s ′ s ′′ = ε(s(−x 0 )) ∈ K.
The Goldman-Turaev Lie bialgebra
In this section, we recall the notions of Goldman bracket, Turaev cobracket and their upgrades to the group algebra of the fundamental group. All these operations are defined in terms of intersections and self-intersections of curves on a surface Σ.
Let Σ be a connected oriented smooth 2-dimensional manifold with non-empty boundary ∂Σ. Fix a point * ∈ ∂Σ, and let π := π 1 (Σ, * ) be the fundamental group of Σ with base point * . The group ring Kπ has a Hopf algebra structure whose coproduct ∆, augmentation ε, and antipode ι are defined by the following formulas: for α ∈ π,
By a curve, we mean a path or a loop on Σ. In what follows, we consider several operations on (homotopy classes of) curves on Σ. Let I be the unit interval [0, 1] or the circle S 1 , and let α be a smoothly immersed curve, i.e., a C ∞ -immersion α : I → Σ. For distinct points s, t ∈ I, where we further assume that s < t if I = [0, 1], we define the curve α st to be the restriction of α to the interval [s, t]. For t ∈ I, letα(t) ∈ T α(t) Σ denote the velocity vector of α at t. If p ∈ α(I) is a simple point of α and t = α −1 (p), we also writeα p forα(t). For paths α, β : [0, 1] → Σ, their concatenation αβ is defined if and only if α(1) = β(0), and is the path first traversing α, then β. If there is no fear of confusion, we use the same letter for a curve and its (regular) homotopy class. Take an orientation preserving embedding ν : [0, 1] → ∂Σ with ν(1) = * , and set • := ν(0). Using ν, we obtain the following isomorphism of groups:
The Goldman bracket and the double bracket κ
We recall an operation which measures the intersection of two based loops on Σ (see [21] §4.2 and [26] §7). Let α and β be loops on Σ based at • and * , respectively. We assume that α and β are C ∞ -immersions with their intersections consisting of transverse double points. Then set
The result only depends on the homotopy classes of α and β, and using the isomorphism (32), we obtain a K-linear map κ : Kπ ⊗ Kπ → Kπ ⊗ Kπ. 
Here,
Proof. For the proof of the first statement, see [21] [33] . Yet another version is the homotopy intersection form η : Kπ ⊗ Kπ → Kπ introduced by Massuyeau and Turaev [25] . By equation (23), the double bracket κ induces a bracket {−, −} = {−, −} κ on Kπ ∼ = |Kπ|. To be more explicit, suppose that α and β are smoothly immersed loops on Σ, such that their intersections consist of transverse double points. For each intersection p ∈ α ∩ β, let α p and β p be the loops α and β based at p, and let α p β p ∈ π 1 (Σ, p) be their concatenation. Then from the formula (33), we obtain
Note that {−, −} is minus the Goldman bracket defined in [15] .
Turaev cobracket and the self-intersection map µ
Choose inward non-zero tangent vectors ξ • ∈ T • Σ and ξ * ∈ T * Σ, respectively. Let π + = π + • * be the set of regular homotopy classes relative to the boundary {0, 1} of C ∞ -immersions γ : ([0, 1], 0, 1) → (Σ, •, * ) such thatγ(0) = ξ • andγ(1) = −ξ * . We define a group structure on π + as follows: for α, β ∈ π + , their product αβ is the insertion of a positive monogon to (a suitable smoothing of) ανβ (see Figure 1) . The map π + → π, γ → νγ is a surjective group homomorphism, and its kernel is an infinite cyclic group.
Let γ : ([0, 1], 0, 1) → (Σ, •, * ) be a C ∞ -immersion such thatγ(0) = ξ • andγ(1) = −ξ * . We assume that the self-intersections of γ consist of transverse double points.
where the sum runs over all the self-intersections of γ. Using the same argument as in [21] Proposition 3.2.3, we can show that the result depends only on the regular homotopy class of γ. Since in this statement we deal with regular homotopy classes, we only have to check the invariance under the second and third Reidemeister moves (ω2) and (ω3) (see [15] §5). In this way, we obtain a K-linear map µ = µ • * : Kπ + → |Kπ| ⊗ Kπ. We denote byπ + the set of regular homotopy classes of immersed free loops on Σ. Let α : S 1 → Σ be a C ∞ -immersion whose self-intersections consist of transverse double points. Setting
The right hand side only depends on the regular homotopy class of γ, and we obtain a K-linear map δ + : Kπ + → |Kπ| ⊗ |Kπ|.
Remark 5.5. To show that δ + (α) is well-defined, we can use a similar argument to [34] §8. A regular homotopy version of the cobracket δ was first introduced by Turaev in [34] §18. Another version which is closer to our definition was introduced in [18] .
Consider the closing operation | | + : π + →π + , which maps γ to an immersed loop obtained by inserting a positive monogon to νγ (see Figure 2) . Let 1 ∈π denote the class of a constant loop. Then for any γ ∈ π + ,
Here, Alt : |Kπ| ⊗ |Kπ| → |Kπ| ⊗ |Kπ| is the map sending α ⊗ β to α ∧ β = α ⊗ β − β ⊗ α. The original Turaev cobracket [34] is a map δ : |Kπ|/K1 → (|Kπ|/K1) ⊗ (|Kπ|/K1). It is defined using the formula (37), where the loop α represents an element ofπ (not of π + ) and the right hand side is regarded as an element of (|Kπ|/K1) ⊗ (|Kπ|/K1).
Remark 5.6. The Goldman bracket [−, −] G = −{−, −} is a Lie bracket on Kπ, and K1 is a Lie ideal [15] . The map δ is a Lie cobracket on the quotient Lie algebra Kπ/K1, and the triple (Kπ/K1, [−, −] G , δ) is a Lie bialgebra [34] . As was shown by Chas [10] , it is involutive in the sense that [−, −] G • δ = 0.
Remark 5.7. The operations µ and κ in this paper are different from the original versions in [21] . One can convert one version into the other by switching the first and second components of the target.
• Figure 3 : a surface of genus 0, embedded in R 2 (n = 3) Figure 4 : the proof of Proposition 5.8
The case of genus zero
In this subsection, let Σ be a surface of genus 0 with n + 1 boundary components. We label the boundary components of Σ as ∂ 0 Σ, ∂ 1 Σ, . . . , ∂ n Σ, so that * ∈ ∂ 0 Σ. Take a free generating system γ 1 , . . . , γ n for π, such that each γ i is freely homotopic to the positively oriented boundary component ∂ i Σ and the product γ 1 · · · γ n is the negatively oriented boundary component ∂ 0 Σ (see Figure 3) . Figure 4 shows the following:
Choose an orientation preserving embedding Σ → R 2 such that ∂ 0 Σ is the outermost boundary component of Σ, as in Figure 3 . Note that such an embedding is unique up to isotopy. The standard framing of R 2 induces a framing of Σ. We may assume that the velocity vector of ν does not rotate with respect to this framing. Then we can define the rotation number function rot = rot • * :
It satisfies the product formula rot(αβ) = rot(α) + rot(β) + (1/2) for any α, β ∈ π + .
The surjective homomorphism π + → π, γ → νγ has a section i = i • * : π → π + defined by the condition that rot(i(γ)) = −1/2 for any γ ∈ π. Composing µ : Kπ + → |Kπ| ⊗ Kπ with the section i, we obtain a K-linear map µ = µ • * : Kπ → |Kπ| ⊗ Kπ (again denoted by µ).
Proposition 5.9. The map µ : Kπ → |Kπ| ⊗ Kπ satisfies the product formula
for any x, y ∈ Kπ, and we have µ(γ i ) = 0 for any i. Moreover, these two properites characterise the map µ.
Proof. The product formula follows from Proposition 5.3. Notice that a suitable smoothing of νγ i has no self-intersections and that its rotation number is −1/2. Thus i(γ i ) = νγ i and µ(γ i ) = 0. The last statement follows from the fact that π is generated by {γ i } i . Proof. To prove the first statement, we need to show δ + (|i(αβ)| + ) = δ + (|i(βα)| + ) for any α, β ∈ π. We write µ(α) = |α ′ | ⊗ α ′′ and µ(β) = |β ′ | ⊗ β ′′ . Then, by (38) and Proposition 5.9,
Also, by (34) ,
These two computations prove δ + (|i(αβ)| + ) = δ + (|i(βα)| + ), as required. The formula (39) follows from (38). Finally, by (39),
where the last equality follows from (36) and (37) (the latter being interpreted as the defining formula for δ).
Remark 5.11. In fact, the K-vector space |Kπ| is a Lie bialgebra with respect to the Goldman bracket and the map δ + .
By interchanging the roles of * and •, we obtain an operation µ * • : Kπ → Kπ ⊗ |Kπ| which will be used in the next section. This map satisfies the product formula
for any x, y ∈ Kπ, and we have µ * • (γ 
(41)
Completions
Let Iπ := ker(ε) be the augmentation ideal of Kπ. The powers (Iπ) p , p ≥ 0, give a descending filtration of two-sideded ideals of Kπ. The projective limit Kπ := lim ← −p→∞ Kπ/(Iπ) p naturally has the structure of a complete Hopf algebra. Also, put |Kπ| :
Since π is a free group of finite rank, the natural map Kπ → Kπ is injective and the image is dense with respect to the filtration Iπ p := ker( Kπ → Kπ/(Iπ) p ), p ≥ 0. The natural map |Kπ| → |Kπ| has a similar property. As shown in [21] §4 and [22] §4, the operations κ, the Goldman bracket, µ, and δ + on Kπ and Kπ have natural extensions to the completions Kπ and |Kπ|. Therefore, we have continuous maps κ : Kπ ⊗ Kπ → Kπ ⊗ Kπ, {−, −} : |Kπ| ⊗ |Kπ| → |Kπ| ⊗ |Kπ|, δ + : |Kπ| → |Kπ| ⊗ |Kπ|, and µ : Kπ → |Kπ| ⊗ Kπ.
Expansions and transfer of structures
In this section, we introduce a notion of expansions which allow to transfer the operations (e.g. the double bracket and cobracket) from the group algebra Kπ to the free associative algebra A.
Keep the notation in §5.3 and identify the homology class of γ i with the ith generator x i of A = A n . Then H 1 (Σ; K) is isomorphic to the degree 1 part of A. Recall the notation
(ii) for any α ∈ π, θ(α) = 1 + [α] + (higher terms), where [α] ∈ H 1 (Σ; K) is the homology class of α,
A group-like expansion θ is called tangential if (iv) for any 1 ≤ i ≤ n, there exists an element g i ∈ L such that θ(γ i ) = e g i e x i e −g i .
A tangential expansion is called special if
There is a distinguished tangential expansion θ exp defined on generators θ exp (γ i ) = e x i . This expansion is not special since θ exp (γ 1 · · · γ n ) = e x 1 · · · e xn = e −x 0 .
Remark 6.3. The notion of a group-like expansion and that of a special expansion were introduced by Massuyeau in [23] and [24] , respectively. The first example of special expansions was given by [16] by using the Kontsevich integral. Special expansions appear implicitly in [1] §4.1.
Any group-like expansion θ induces an injective map θ : Kπ → A of Hopf algebras and an isomorphism θ : Kπ Kπ ⊗ Kπ
We will first study the maps κ θ , µ θ and δ + θ for the expansion θ exp . In order to proceed, we need the following technical lemma:
Proof. Note that the expression I(s) = φ(e sx ) satisfies the ordinary differential equation
with initial condition I(0) = 0 (since φ(1) = 0). It is easy to see that the function
satisfies both the differential equation and the initial condition. Hence, by uniqueness of solutions of ordinary differential equation, the expression above gives a formula for I(s). Putting s = 1 yields the desired result.
Proposition 6.5. The double bracket Π mult := κ θ exp is tangential, and it is given by the following formula:
Remark 6.6. The expression Π mult is well known in quasi-Poisson geometry. The first term defines a canonical (non skew-symmetric) bracket on a connected Lie group G with quadratic Lie algebra, see Example 1 in [32] . The second term is the so-called fusion term, see Section 4 in [32] .
Proof. It suffices to show that (θ exp ⊗θ exp )κ(γ i , γ j ) = Π mult (e x i , e x j ) for any 1 ≤ i, j ≤ n. By (26),
This proves that Π mult is tangential. By Lemma 6.4, we compute
From this equation, we obtain
for any i,
Comparing this with Proposition 5.8, we obtain the result.
Proposition 6.7. We have
For the computation of µ θ exp , Proposition 5.9 and equation (27) show that µ and tDiv T mult satisfy the same product formulas, and Proposition 6.5 shows that θ exp intertwines the double brackets κ and Π mult . Hence, it remains to show that θ exp intertwines µ and tDiv T mult on some set of generators of Kπ. By Proposition 5.9, µ(γ i ) = 0 for all i. The fact that tDiv T mult (e x i ) = 0 can be checked directly from (43) using (11) and the fact that ∂ k (e x i ) = 0 for k < i.
The formula for (µ * • ) θ exp can be proved similarly: we use the fact that µ * • (γ 
Remark 6.10. Actually, Massuyeau and Turaev work mainly with the homotopy intersection form η : Kπ ⊗ Kπ → Kπ. Since κ can be recovered from η ([22] Proposition 4.7) and vice versa, it is easy to translate their result into the form presented in Theorem 6.9.
Remark 6.11. Theorem 6.9 admits an interpretation in terms of the exponentiation construction in quasi-Poisson geometry, see Section 7 in [4] . The KKS double bracket is a double Poisson bracket, and adding the term Π s turns it into a quasi-Poisson double bracket in the sense of van den Bergh.
Remark 6.12. Note that the function s(z) admits the following presentation in terms of Bernoulli numbers:
It defines a solution of the classical dynamical Yang-Baxter equation (CDYBE).
As a consequence of Theorem 6.9, for a special expansion θ, we have the following commutative diagram:
This is obtained independently by Massuyeau and Turaev [27] and by the second and third authors [22] . Note that Π s does not contribute in the Lie bracket on |A| (Proposition 4.19).
Remark 6.13. By combining Theorem 6.9 and Proposition 6.5 we obtain the following result: let F ∈ TAut(L) be such that F (x 1 + · · · + x n ) = log(e x 1 . . . e xn ). Then,
In [29] , one gives an algebraic proof of this result and shows that its inverse also holds true. That is, if F ∈ TAut(L) verifies (46) then F (x 1 + · · · + x n ) = log(e x 1 . . . e xn ).
One can pose the following natural question: chracterize elements F ∈ TAut(L) which induce Lie isomorphisms (|A|, {·, ·} mult ) → (|A|, {·, ·} KKS ). Conjecturally, they are given by compositions G • F , where G is an inner automorphism and F (x 1 . . . x n ) = log(e x 1 . . . e xn ).
Remark 6.14. Let F ∈ TAut(L) and θ F = F −1 • θ exp . Then, the map F induces an isomorphism of Lie algebras (|A|, {−, −} mult ) ∼ = (|A|, {−, −} θ ).
In particular, this isomorphism restricts to an isomorphism of the centers. Since we know the center of the Lie algbera (|A|, {−, −} KKS ), we conclude that the center of the Lie algebra (|A|, {−, −} θ ) is spanned by the elements
. . , n and by | (F −1 log(e x 1 . . . e xn )) k |.
The Kashiwara-Vergne problem and homomorphic expansions
In this section, we discuss the connection between the Kashiwara-Vergne (KV) problem in Lie theory and the transfered structures µ θ and δ + θ .
KV problems for surfaces of genus zero
We start with the formulation of the KV problem:
Kashiwara-Vergne problem: Find an element F ∈ TAut(L 2 ) satisfying the conditions
Remark 7.1. The KV problem was originally discovered as a property of the BakerCampbell-Hausdorff series which implies the Duflo theorem on the center of the universal enveloping algebra. The formulation above follows [6] .
Recall the following result:
, [6] ). The KV problem admits solutions.
As will be shown in our main theorems, the Kashiwara-Vergne problem is closely related to the topology of a surface of genus 0 with 3 boundary components. Regarding the topology of a surface of genus 0 with n + 1 boundary components for n ≥ 2, we introduce a generalization of the Kashiwara-Vergne problem.
Kashiwara-Vergne problem of type (0, n + 1): An element F ∈ TAut(L n ) is a solution to the KV problem of type (0, n + 1) if
The conditions (KV (0,3) I) and (KV (0,3) II) coincide with the conditions (KVI) and (KVII), respectively. The existence of a solution to the problem of type (0, n + 1) follows from that to the original problem as follows.
Let F ∈ TAut(L 2 ) and write F = exp(u) with u = (u 1 , u 2 ) ∈ tDer(L 2 ). For n ≥ 2, we introduce the following elements of tDer(L n ) = L ⊕n :
. . .
Then, set
where F n−1,n = exp(u n−1,n ) etc. For more details about this operadic notation, see [1] , [6] . For our purpose, the naturality of this construction is important. For example, consider the map A 2 → A n , a → a 1,2···n = a(x 1 , x 2 + · · · + x n ) which maps x 1 to x 1 and
The divergence map is natural in this sense ([6] §3), and so is its integrating cocycle j. For example, j(F ) 1,2···n = j(F 1,2···n ) for any F ∈ TAut(L 2 ).
Lemma 7.3. Let F ∈ TAut(L 2 ) be a solution of (KVI) and (KVII). Then, F (n) ∈ TAut(L n ) is a solution to the Kashiwara-Vergne problem of type (0, n + 1).
Proof. We first show that F (n) satisfies (KV (0,n+1) I). We have
. . , n − 1. Successive application of this equality yields
To prove that
This completes the proof.
Homomorphic expansions
In this section, we define the notion of homomorphic expansion and show that expansions defined by solutions of the KV problem are in fact homomorphic.
Proof. Referring to the definition of special expansions, the condition (i) is satisfied since F −1 and θ exp are algebra homomorphisms. Since
proving (iv). The condition (v) follows from the condition (KV
(0,n+1) I): θ F (γ 1 · · · γ n ) = F −1 (e x 1 · · · e xn ) = exp(−x 0 ).
The conditions (ii) and (iii) follow from (i) and (iv).
We introduce a class of expansions which transform the Goldman bracket and the Turaev cobracket δ + in a nice way:
Our terminology "homomorphic" follows the work of Bar-Natan and Dancso [8] . Homomorphic expansions are closely related to solutions of the generalized KashiwaraVergne problem: Theorem 7.6. Let F ∈ TAut(L n ) be a solution to the Kashiwara-Vergne problem of type (0, n + 1).
] be the derivative of h(z) and write
(ii) We have δ
Remark 7.7. Massuyeau [24] proved that for any special expansion θ arising from the Kontsevich integral, δ + θ = δ alg . He also considered an operation which is closely related to our µ, and showed its tensorial description similar to (47).
Proof of Theorem 7.6. We split the proof into several steps:
Step 1. Let F ∈ TAut(L n ) be a solution of the KV problem of type (0, n + 1). Consider the expansion θ F = F −1 • θ exp and the corresponding map µ F = µ θ F . By Proposition 6.7, µ θ exp = tDiv
Here in the second line we used equation (46), and in the third line the transformation property (19) of the map tDiv T . We now discuss the two terms on the right hand side separately.
Step 2. By Proposition 4.20, we have
Note that an explicit formula for µ alg = tDiv Step 4. We now turn to the analysis of the term (1 ⊗ {a, −} KKS )tJ(F −1 ). By the second KV equation (KV (0,n+1) II), we have j(
belongs to the span of elements of the form |x i l | ⊗ |x i m |. By Lemma 4.11, {a, |h(x i )|} KKS = 0 for all a ∈ A. Hence,
Step 5. The remaining contribution is as follows:
In the third line, we used Lemma 4.11. Applying the Sweedler notation
we can rewrite the result as
This concludes the proof of equation (47).
Step 6. From the defining formulas for µ alg and δ alg , we see that Alt(1 ⊗ | |)µ alg (a) = −δ alg (|a|) for any a ∈ A. Since the constant term of s(z) is −1/2 and all the other terms are of odd degree, we have s ′′ ⊗ s ′ = −1 ⊗ 1 − s ′ ⊗ s ′′ . Therefore, from (47) we get Alt(1 ⊗ | |)µ θ F (a) = −δ alg (|a|) + |a| ∧ 1 for any a ∈ A. By (39), we have
for any γ ∈ π. Since the image θ F (|Kπ|) is dense in |A|, we conclude δ
This completes the proof of Theorem 7.6.
8 Topological interpretation of the Kashiwara-Vergne theory Theorem 7.6 shows that the Kashiwara-Vergne equations for an element F ∈ TAut(L n ) are sufficient to prove the equality δ
In this section, our goal is to show that assuming the first KV equation, the second one becomes a necessary condition for δ
Special derivations
As a technical preparation, we discuss Lie algebras of special derivations and KashiwaraVergne Lie algebras. We denote by sDer(A) the set of special elements in tDer(A). Namely,
This is a Lie subalgebra of tDer(A). Likewise, we define sDer(L) to be the set of special elements in tDer(L).
Consider the symmetrization map N :
and N (|a|) = 0 for a ∈ K. If a is homogeneous of degree m, then |N (|a|)| = m|a|. 
Proof. Lemma 4.11 implies that {|a|, x 0 } KKS = 0 for all a ∈ A. Hence, {|a|, −} KKS ∈ sDer(A). In order to prove the formula for the tangential derivation {|a|, −} KKS , we may assume that a = z 1 · · · z m with z j ∈ {x i } n i=1 . Then the ith component of {|a|, −} KKS is of the form −
(see the proof of Proposition 4.16), and this is equal to −u i . Let |a| ∈ |A| be a homogeneous element of degree m ≥ 1 in the kernel of the map |a| → {|a|, −} KKS . The formula for {|a|, −} KKS shows that |a| = 0. Clearly, 1 is in the kernel of the map |A| → sDer(A). Hence, the map |A|/K1 → sDer(A) is injective.
To show the surjectivity, let v = (v 1 , . . . , v n ) be a special derivation and assume that v i is homogeneous of degree m for any i. 
Similarly, for any n ≥ 2, we introduce a generalization of krv 2 ,
For our purposes, it is convenient to introduce a slightly different version of the Kashiwara-Vergne Lie algebra,
Recall that the kernel of the map ρ : tDer(L) → Der(L) is spanned by the elements
The relation between the two versions of the Kashiwara-Vergne Lie algebra is given by the following proposition:
For the proof, we need the following lemma:
, is a Lie monomial of degree m ≥ 2, then ̟ k (v k ) = 0. By linearity, we see that
Finally, by (15), we obtain j(exp(u))|
Proof of Proposition 8.5 . For the inclusion krv n ⊕(
, we first consider the elements q i . Since
In particular, div(u) is in the center with respect to the Lie bracket {−, −} KKS . Therefore, krv n ⊂ krv KKS n . 
Note that expressions of the form |
From the definition of the divergence, we have c 0 = 0. Hence,
The Lie algebras sDer(A), sDer(L), krv n and krv KKS n integrate to the groups SAut(A), SAut(L), KRV n and KRV KKS n , respectively. Clearly, KRV n ⊂ KRV KKS n ⊂ SAut(L). A more explict description of the group KRV n is as follows:
To see this, let u ∈ krv n and F = exp(u) ∈ KRV n . We have div(
The other inclusion can be proved similary (note that the operator (e adu − 1)/ad u is invertible).
The group KRV KKS n admits a similar description:
As before, the fact that j(F ) ∈ Z(|A|, {−, −} KKS ) is equivalent to the existence of
K|x i |.
Topological interpretation of the KV problem
The following theorem gives a topological interpretation of the condition (KV (0,n+1) II).
Equivalently, there exists an element
Proof. Let F ∈ TAut(L) be a solution of (KV (0,n+1) I). Consider the following diagram: In the other direction, one uses the argument similar to the proof of Proposition 8.5. If j(F −1 ) is central in the Lie algebra (|A|, {−, −} θ ), it is spanned by elements of the form |x k i |, |(F −1 log(e x 1 . . . e xn )) k | (see Remark 6.14) . Since the center is a sub-coalgebra of |A|, the expression {|a|, −} θ · tJ(F −1 ) vanishes, as required. of solutions of the Kashiwara-Vergne problem. There is a bijection between these two sets established by the formula F → θ F = F −1 • θ exp . Furthermore, the group KRV n acts freely and transitively on the set SolKV (0,n+1) , and the action is given by formula F → F H. The set Θ (0,n+1) carries a transitive action of the group KRV 
Topological interpretation of Duflo functions
In this section, we apply Theorem 7.6 to establish a relation between the function s(z) coming from the topologically defined double bracket κ and the Duflo function h(z) entering solutions of the Kashiwara-Vergne equations.
Recall that the function g(z) in equation (47) is the derivative of the Duflo function h(z) and h(z) can be chosen to lie in z 2 K[[z]]. Decomposing both g and h into a sum of even and odd parts, we obtain g even =ḣ odd , g odd =ḣ even .
A Proof of Theorem 4.15
In this appendix we deduce Theorem 4.15 from the following theorem. Most of this appendix will be spent for its proof.
Theorem A.1. Suppose that u ∈ Der(A) satisfies |u(a)| = 0 for any a ∈ A. Then u is an inner derivation, i.e., there exists an element w ∈ A such that u(a) = [a, w] for any a ∈ A.
Let H be the linear subspace of A spanned by x i , 1 ≤ i ≤ n. The linear subspace H ⊗m ⊂ A is nothing but the set of homogeneous elements of degree m. In order to prove Theorem A.1, we need Proposition A.2 and Lemma A.5 stated below. To prove Proposition A.2, we may assume that n ≥ 2 and x = x 1 . For a multi-index I = (i 1 , . . . , i m ), where i k ∈ {1, . . . , n}, set p I := x i 1 · · · x im ∈ H ⊗m . We introduce the subspaces of H ⊗m defined by Let m ≥ 2 and suppose that the assertion holds if deg(a) = m − 1. Let a ∈ H ⊗m and assume that |ax l | = 0 for some l ≥ m − 1. There exist uniquely determined elements a ′ ∈ H ⊗(m−1) , b ′ ∈ H ⊗(m−1) with b ′ x ∈ P , and b ′′ ∈ Q such that a = xa ′ + b ′ x + b ′′ . We have 0 = |ax l | = |(xa Remark A.7. The same method allows to compute the center of the completed Goldman Lie algebra for any compact connected oriented surface with non-empty boundary. The key point is to use expansions to transfer the Goldman bracket to a Lie algebra structure on the space of cyclic words, as we saw in the case of genus zero (see diagram (45)). For surfaces of genus g ≥ 1, one can also use the technique of [12] , see Corollary 8.6.2.
