We shall study the foundations of the differential geometric consideration for differential equations. We show a local structure theorem. The main idea lies in the structure equations. The Lie algebra aspects of local differential equations is studied too.
Introduction
The purpose of the present paper is to study the relationship between differential equations, Pfaffian systems and geometric structures, via the method of moving frames of E. Cartan [4, 9] Following Cartan, we deal with every differential equation as a Pfaffian system on a suitable manifold (Section 3). This is the fundamental idea of Cartan.
Further, we shall consider the structure equations which are satisfied by Pfaffian systems determined by differential equations. The integration of a given differential equation is deeply related to the structure equation associated with the differential equation. We shall show it by means of some examples.
In Section 4, we shall establish a local structure theorem (Theorem 4.1). By virtue of this theorem, differential equations can be regarded as a differential geometric structure on a manifold. In Section 6, we shall consider the Lie algebraic aspect of local differential equations; each differential Lie algebra (definition 6.1) determines locally a local differential equation (Theorem 6.1); if g is a semisimple graded Lie algebra, then g has a structure of fundamental Lie algebra (Theorem 6.2). Moreover sl(2, R) has a structure of differential Lie algebra which is not fundamental.
In Section 7 we study one system, which is one of the typical examples in Cartan's paper [5] , related with G-structures and the local automorphism group of the given system. The Section 2 conscerns remarks on Pfaffian systems, Cauchy characteristics and solvable systems.
In this paper, by the language differentiable we mean differentiable of class C ∞ .
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Cauchy characteristic system
We begin with the preliminary remarks on Pfaffian systems. Let M be a differ- . . , θ n we mean that the Pfaffian system Σ is generated by the linearly independent Pfaffian forms θ 1 , . . . , θ n defined on M .
For each Pfaffian system Σ on M , we can construct the dual system, that is, 
where X denotes a vector field and X x the germ at x determined by X. We suppose that dim Ch(D(Σ)) x is constant on M . Thus, we obtain the subbundle
The dual system of Ch(D(Σ)) is called the Cauchy characteristic system of Σ. The following theorem is due to Cartan [3, 6] .
. . , θ n be a Pfaffian system.
2. If Σ is not completely integrable, then there exist linearly independent Pfaffian forms ω 1 , . . . , ω m satisfying the following conditions:
, where C i jk denotes a differentiable function (i = 1, 2, . . . , n; j, k = 1, 2, . . . , m).
3. Ch(Σ) is completely integrable. 4 . Let x 1 , . . . , x n+m be independent first integrals of Ch(Σ). Then there exist linearly independent Pfaffian forms
By making use of property 2.
(ii), we can construct the Cauchy characteristic system Ch(Σ).
Example 2.1 Consider the Pfaffian system Σ = θ , θ = dz + pdx + p 2 dy, on R 4 = {(x, y, z, p)}. We have dθ = dp ∧ (dx + 2p dy) and ω 1 = dp , ω 2 = dx + 2p dy , ω 3 = p , determine the Cauchy characteristic system of Σ. We can find by quadrature three independent first integrals as follows:
and θ itself is expressed as θ = du 1 − u 2 du 3 .
Definition 2.1 A system (ω 1 , . . . , ω m ) of linearly independent Pfaffian forms on M will be said a solvable system of Σ = θ 1 , . . . , θ n if it satisfies the following conditions:
(ii) dω 1 = 0 and dω
If we can find a solvable system of Σ, then m independent first integrals of Ch(Σ) are given by quadrature. In the above example, the system (ω 1 , ω 2 , ω 3 ) is a solvable system of Σ = θ .
Differential equations and structure equations
In this section we shall consider, by means of simple examples, the relation between the differential equations and Pfaffian systems.
a) Take the first order equation on
Each integral of (3.1) defines a 2-dimensional integral manifold of ω 3 on which 
gives an integral surface of the equation (3.1), where f is a differentiable function and f denotes its derivative.
Conversely, we consider an absolute parallelism
Let x and y be two independent first integals of the completely integrable Pfaffian system ω 1 = ω 2 = 0. If we reduce ω 3 to the submanifold defined by the equations x =const., y =const., then from the equation
on this submanifold. Therefore ω 3 must be of the form
where a is a non-zero function. Since ω 1 , ω 2 , ω 3 are linearly independent, the functions x, y and z are also independent.
By this procedure we can determine the functions p and q of the variables x, y, z and another t: p = p(x, y, z, t) , q = q(x, y, z, t) ; (3.4) and the same equation
On a 2-dimensional integral manifold of ω 3 = 0 on which x and y are still independent, p and q can be considered as the first partial derivatives of z = z(x, y).
Therefore the equation (3.4) can be regarded as a first-order differential equation.
For example, the differential equation
belongs to the family determined by the structure equation (3.2) , where f (x, y) and g(x, y) are differentiable functions satisfying the equation Let x and y be two independent first integrals of the completely Pfaffian integrable
The functions x, y, z, p and q are independent first integrals of the completely integrable Pfaffian system ω 1 = ω 2 = ω 3 = ω 4 = ω 5 = 0. Therefore ω 4 and ω can be written by means of the exterior derivatives dx, dy, dz, dp, dq and the formulas dp − r dx − s dy
determine the functions r, s, s , t and a i 's of the variables x, y, z, p, q and another
, one can verify that the function s coincides with s . Moreover, the equations dω
Therefore the functions r = r(x, y, z, p, q, u) , s = s(x, y, z, p, q, u) , t = t(x, y, z, p, q, u) determine a system of second-order partial differential equations. This family of systems of differential equations determined by an absolute parallelism satisfying (3.5) is the main subject of Cartan's researches in his paper [5] .
For example, take the system of differential equations (c.f. [5, § § 13, 14])
we have the structure equations
where
The absolute parallelism satisfies the equations (3.5). It is easy to see that the system (ω 2 , ω 3 , ω 4 , ω 5 , ω 6 ) forms a solvable system of Σ = ω 3 , ω 4 , ω 5 . Five independent first integrals of the solvable system are given by quadrature as follows:
By this expression, the general integral surface of (3.6) is given by the formulas:
where f is a differentiable function and f , f and f denote its derivatives.
Differential geometric structures
In the previous section we have seen that the integration of differential equation is deeply related to the structure equations of differential equations. In this section we shall consider the differential geometric structures for differential equations.
Let V −1 and V 0 be finite dimensional real vector spaces. We define by induction the real vector spaces
We have
, where S k (V * −1 ) denotes the symmetric tensor space of the dual space V * −1 . For an integer k ≥ 1 we set
and we define the bracket operation 
is a Lie subalgebra of
(ii) k = 2. There exists a basis
Let π : M → N be a fibered manifold on a differentiable manifold N and J k (M, π) the space of k-jets of local sections of π.
is regarded as the local structure of
For example, making use of the notations in Example 4.1, 2.
(ii), we set u
Then we have ω 1 = dx, ω 2 = dy, ω 3 = dz − p dx − q dy, ω 4 = dp − r dx − s dy,
where we put
. Let n be the fiber dimension of ρ : R k → U . Then there exist n linearly independent Pfaffian forms ω k 1 , . . . , ω k n which are also linearly independent of the Pfaffian forms obtained from ω −1 , ω 0 , . . . , ω k−1 . We fix a n-dimensional vector subspace V 0 k of V k and its basis X 1 , . . . , X n and we set
by the formula
and we define the differentiable mapping
Since the rank of the inclusion i is maximal on R k , the linear mapping
Therefore T has the following property:
It is also easy to prove the following properties:
We have thus proved that for each local differential equation of order k there exist a differentiable mapping T :
Proof. Since ω gives rise to an isomorphism ω x :
. τ has the property:
By the condition (i) of (C 2 ), we can find differentiable mappings v −1 :
is equivalent to the system ω −1 = ω 0 = 0. Therefore, ω 0 can be written as
comes to an end. Let k ≥ 2. Consider the following proposition (P j ) for 1 ≤ j ≤ k:
) and for p = 1, 2, . . . , j − 1,
We have proved (P 1 ). For an integer 1 ≤ j ≤ k − 1, assume that (P j ) is established. From the inequality 0 ≤ j − 1 ≤ k − 2 and condition (ii) of (C 2 ) we
From (2) of (P j ) we have
These two equations yield
and hence
3)
The equation (4.2) implies that dv j is expressed as
and the equation (4.3) implies that the differentiable mapping B j : R k → Hom(V j , V j ) is given by the formula
so that B j (x) is non-singular for any x ∈ R k . Therefore one can see that dv −1 , dv 0 , . . . , dv j are linearly independent. By equation (4.4), ω j can be written
These two equations imply
for any X −1 , Y −1 ∈ V −1 , so that v j+1 (x) lies in V j+1 for any x ∈ R k . Thus we can establish by induction the proposition (P j+1 ) and hence (P k ). Define the differentiable mapping F :
and put
is injective for any x ∈ R k , F is an immersion and determines locally an embedding. From the proposition (P k ) we have
By the condition (iii) of (C 2 ) we obtain
k to this equation, we have
By the definition of F we have
This relation and (1) of the proposition (P k ) imply that ρ is a submersion. Therefore F determines locally a local differential equation of order k. 
Equivalence
k and if ω satisfies the condition:
(ii) For p = 0, 1, . . . , k − 1, Putting on R 6 = {(x, y, z, p, q, t)} ω 1 = dx, ω 2 = dy, ω 3 = dz − p dx − q dy, ω 4 = dp − z dy, ω 5 = dq − z dx − t dy and ω 6 = dt, we have
Since one can not remove the terms pω 1 ∧ ω 2 and qω
On the other hand, the given system (5.1) has no solutions except z = 0.
k is surjective for any p ∈ P and dω ≡ 0 (mod. ω). If ω satisfies the condition (C 2 ) in Definition 5.2, then (P, W Proof. Since ω = 0 is completely integrable, there exists, for each p ∈ P , an open neighborhood U of p, a differentiable manifold R k with dim R k = dim W 0 k and a fibering π : U → R k such that each fiber is a maximal integral manifold of ω| U = 0. Let σ : R k → U be a differentiable cross section of π and put ω = σ * ω.
Then it is clear that (R
k . In general, the obtained system depends on the choice of cross sections.
For a subspace U of V −1 , we set
Example 5.2 We use the notation of Example 4.1.
By the symbol U = (X 1 , X 2 , . . . , X n ) we mean that the vector space U is spanned by the basis
The Pfaffian system Σ = ω 2 , ω 3 determines a family of second-ordeer ordinary differential equations.
We have already seen this structure equation in Section 3.
(ii) k = 2. Let V 0 2 be a 2-dimensional subspace of V 2 . Then the Lie algebra W 0 2 is isomorphic to the following three Lie algebras.
Then there is only one case up to isomorphic algebra.
We have already discussed this case in Section 3.
Lie algebraic aspects of differential equations
In this section we shall consider the Lie-algebraic aspect of local differential equa-
We define the Lie algebra J (W 0 k (V 0 k )) as follows:
is of the form:
where * denotes a certain matrix. We define a mapping ∂ : There exists an element S ∈ Hom(M, 
and for p = 0, 1, . . . , k − 1
Therefore the theorem follows from Proposition 5.1.
Example 6.1 We define the 6-dimensional Lie algebra J = (X 1 , X 2 , X 3 , X 4 , X 5 , X 6 ) by the following bracket operations:
and otherwise [X i , X j ] = 0. Set M = (X 1 , X 2 , X 3 , X 4 ) and J 0 = (X 5 , X 6 ). Then (J , M, J 0 ) is a differential Lie algebra of order 1. Let G be a connected Lie group corresponding to the Lie algebra J and let ω be the Maurer-Cartan form
The differential equation (3.1) considered in Section 3 belongs to this homogeneous case. The differential equation is left invariant by the Lie group, which can be considered as a subgroup of the contact transformation group.
, where we put J p = (0) for p ≤ −2 and p ≥ 2, then J has a structure of fundamental differential Lie algebra.
Proof. Let B be the Killing-Cartan form of J . The linear endomorphism s of J defined by
is an involutive automorphism of J . Hence
Therefore we have
These three relations (6.1), (6.2) and (6.3) yield B(X 1 , J ) = 0. Since J is semi-simple, this implies X 1 = 0. Therefore J 1 can be considered a subspace of
Next, we define the element
) by the formulas:
The simple real Lie algebras having the structure stated in Theorem 6.2 are classified in S. Kobayashi and T. Nagano [11] . Among these simple Lie algebras sl(2 : R) is the simplest example. Moreover sl(2 : R) has the structure of a differential Lie algebra which is not fundamental. Set
(sl(2 : R), M, J 0 ) is a differential Lie algebra of order 1. Let ω be the Maurer- By this expression, we can construct the general integral surfaces of the given system (see [5, §38] ).
Let G be the Lie subgroup of GL(6 : R) consisting of matrices of the form         * * * * * 0 * * * * * 0 0 0 * 0 0 0 0 0 * * * 0 0 0 * * * 0 * * * * * *
where * is an element of R. Let B G be the G-structure defined by the dual frame of (ω 1 , ω 2 , . . . , ω 6 ). Then a contact transformation leaving the equations (7.1) invariant induces an automorphism of this G-structure and vice versa. The structure group G can be reduced to the Lie subgroup G 7 whose Lie algebra J 7 is given as follows: Therefore the local automorphism group of the given system with respect to the group G is of finite type.
The structure equation ( and otherwise [X i , X j ] = 0. This Lie algebra has a structure of fundamental graded Lie algebra in the sense of N. Tanaka [16] . We set J −1 = (X 1 , X 6 ), J −2 = (X 2 ), J −3 = (X 5 ), J −4 = (X 4 ), J −5 = (X 3 ). Then M = J −5 + J −4 + J −3 + J −2 + J −1 (direct sum) is a fundamental graded algebra of the 5th kind.
The structure of the automorphism group with respect to the group G is given by Tanaka's prolongation method [16] . We can verify that the graded Lie algebra J prolonged from M with respect to the Lie algebra of G has the following structure:
(1) J = (4) J is isomorphic to the exceptional simple real Lie algebra of dimension 14.
In order to transform the involutive systems which admit this 14-dimensional simple Lie group of contact transformations to the standard form (7.1), we need the integration of a system of differential equations associated with the simple group.
