Abstract-Most convergence results for adaptive identification algorithms have been developed in sufficient order settings, involving an unknown system with known degree. Reduced-order settings, in which the degree of the unknown system is underestimated, are more common, but more difficult to analyze. Deducing stationary points in these cases typically involves solving nonlinear equations, hence the sparseness of results for reduced-order cases. If we allow ourselves the tractable case in which the input to an identification experiment is white noise, we pshall show that the Steiglitz-McBride method indeed admits a stationary point in reduced-order settings for which the resulting model is stable. Our interest in this study stems from a previous result, showing an attractive a priori bound on the mismodeling error at any such stationary point.
I. INTRODUCTION
Most convergence results in identification theory have been developed in sufficient order settings; the unknown system to be characterized is taken to have a rational transfer function whose degree is known or can be determined somehow. In practice, the unknown system may have a prohibitively large, if not infinite, degree. In such cases, identification by a model of finite degree-assumed inferior to that of the unknown system-is simply unattainable. The key query in such "reduced-order" settings, of course, is whether a candidate adaptation algorithm may nonetheless converge to a "good" approximation to the unknown system. For nongradient adaptation algorithms, convergence studies may no longer appeal to the analogy of seeking some minimum point. For adaptive IIR filters, in particular, convergence analyses are complicated by a nonlinear dependence of the filtered signals on the adaptive filter coefficients. Even deducing stationary points for (nongradient) adaptive IIR filters typically involves solving nonlinear equations, hence the sparseness of available results for reduced-order cases.
Here we address the existence of stationary points for the Steiglitz-McBride algorithm [1] - [3] . If we allow ourselves the tractable case in which the input sequence to an identification experiment is white noise, we shall prove that the Steiglitz-McBride algorithm always admits a stationary point for which the resulting model is stable, subject to a certain stability constraint on the (larger order) unknown system; whether or not the set of stationary points will always include an attractor point is not revealed from our analysis. Section I will motivate the problem under study and recall some previous results in this direction.
Consider a system identification setup in which the input fu (1) generated according to
Here f(1)g is an output disturbance which is assumed independent of the input sequence fu(1)g: The unknown system has a transfer function given by
in which z denotes the unit delay operator zu(n) = u(n 0 1):
The Steiglitz-McBride algorithm adjusts the coefficients of a candidate rational transfer function
using the following adaptation algorithm [3] . Prefiltered Signals:
Output Error:
Coefficient Updates:
a k (n + 1) = a k (n) 0 e(n)(n 0 k); k= 1; 2; 11 1;M (6) with > 0 a small adaptation stepsize. Convergence of this algorithm has been addressed by Fan [4] for slow adaptation. If the degree M chosen in (1) is the correct degree for the unknown system H(z); this algorithm is (weakly) convergent to the correct system identification, provided the output disturbance f(1)g is white noise and the input fu(1)g is persistently exciting.
In reduced-order cases, convergence studies are more difficult. A first step in any such analysis is to isolate the stationary points in mean of the adaptation algorithm (5) and (6) . If the input sequence fu(1)g is a stationary stochastic process, then the stationary points correspond to those parameter values fa k g and fb k g which, if held fixed, would result in the output error e(n) being uncorrelated with the filtered regressors [5] , i.e., E[x(n 0 k)e(n)] = 0; k= 0; 1; 1 11;M (7) E[(n 0 k)e(n)] = 0; k= 1; 2; 1 11;M: (8) These same equations arise for the off-line variant studied in [2] and make sense, of course, only when A(z) = 1 + a 1 z + 11 1+a M z M is minimum phase (no zeros in jzj < 1). The left-hand sides of (7) and (8) show a nonlinear dependence on the coefficients fa k g; thereby complicating a direct study of the solution set. Moreover, this system does not appear as the stationary point of some cost function, which bars an otherwise obvious proof of existence.
If existence can be ensured, then convergence can be studied in terms of the local stability properties about the stationary point (e.g., [4] and [2] ). If, on the other hand, no solution exists, then in particular a stationary point cannot be approached; the convergence question would then seem void.
What is known about this system may be summarized as follows.
• If the output disturbance f(1)g is white noise, its presence makes no contribution to the system (7) and (8) and so does not bias the solution set [4] , [2] . Nonetheless, one may always synthesize a stationary disturbance f(1)g such that, in arbitrarily poor signal-to-noise ratios, no solution to (8) (7) and (8) and becomes the sole solution if the input fu(1)g is persistently exciting [2] , [4] .
• For the reduced-order case, suppose the input fu(1)g is white noise as well. Whenever the system (7) plus (8) admits a solution for whichĤ(z) is stable, the resulting mismodeling error H(z) 0Ĥ(z) can be bounded in L2 norm as [7] 1 2
where M+1 is the M +1st singular value of the doubly infinite 
:
This result asserts that, if a solution exists, the resulting approximation error is a well-behaved function of the degree of undermodeling, as measured by the Hankel singular values of H(z): We should remark that other methods of identification theory, which can claim to converge correctly in the sufficient order case, do not always yield reliable models in reduced-order cases; see [8] for certain instrumental variable algorithms and [6, Sec. 9.7] for hyperstable algorithms such as (S)HARF.
Again, with the white noise assumption on fu(1)g and f(1)g; we shall prove that (7) plus (8) indeed admits a solution for which the resulting modelĤ(z) is stable, subject to a certain stability condition on the larger order system H(z):
We recall that H(z) is bounded-input/bounded-output (BIBO) stable if and only if its impulse response is absolutely summable 1 k=0 jh k j < 1:
If we consider the derivative function
then this will remain BIBO stable provided 6 k kjh k j < 1; a slightly stronger stability constraint than (9) . We can continue this procedure up to the M th derivative [where M is the chosen filter order in (1)]; if the resulting
remains BIBO stable, we shall say that H(z) is "M -fold BIBO stable." Our main result is as follows. is BIBO stable, but dH(z)=dz is not. Thus the M -fold BIBO stability criterion accommodates some, though not all, infinite-dimensional BIBO systems. Our result follows by judicious application of the Brouwer fixedpoint theorem. Section II provides the initial machinery to set up our problem. Section III introduces the fixed-point theorem of interest and provides the technical construct to prove Theorem 1. Concluding remarks are synthesized in Section IV.
II. PROBLEM STRUCTURE
We show in this section how the resolution of (7) plus (8) can be reduced to a fixed-point problem of a nonlinear map; our presentation is adapted from the thesis [9] .
Let f (z) = 6 k f k z k and g(z) = 6 k g k z k be two transfer functions in L2: If fu(1)g is a white noise process, we may equate
denotes the standard inner product in L 2 : To simplify notations to follow, we suppose the input process is scaled to unit variance:
Now, if the filter coefficients fa k g and fb k g are held fixed, then the filtered signals from (2)-(4) may be expressed as
Assuming f(1)g is white, the orthogonality constraints (7) and (8) then become, respectively 
with fv k g its impulse response. One may show [10] , [11] , [6] that (11) is satisfied if and only if
with g(z) strictly causal, i.e., H(z) 0Ĥ(z) has zeros coinciding with those of V (z); plus a zero at z = 0 from g(0) = 0: For any minimum phase A(z); this constraint reduces to a linear system in the coefficients fb k g; which is always solvable [6] , [10] , [11] .
Since V (z) is all-pass, we have V (z 01 )V (z) = 1; in which V (z 01 ) = 6 1 k=0 v k z 0k is anti-causal. Then (14) can be rearranged as
It is easy to check that V (z 01 )Ĥ(z) = [z 0M B(z)]=A(z 01 ) is an anti-causal transfer function, so that g(z) is the strictly causal part of the product V (z 01 )H(z): The impulse response coefficients fg k g then relate to the impulse responses fh k g and fv k g according to g1 g 2 g 3
. . . In this way, the orthogonality constraint (16) may be rewritten as
. . .
z M01 =A(z)
; H(z)g(z 01 ) :
Now, by Parseval's relation [cf. (10) 
in which the left-most matrix on the right-hand side has been augmented by one row in order to obtain a symmetric matrix P P P (a a a) in the middle. Since this matrix varies with a a a = [a 1 ; 11 1;a M ]; this system is nonlinear in the coefficients fa k g:
Introduce now dummy parameters 1; 1 11;M: We shall verify shortly that P P P (a a a) is positive definite; this will allow us to solve 0 . . . Part 1 will follow upon exposing the structure of the P P P matrix and then invoking a result by Mullis and Roberts [14] . To begin, introduce a "square root" to the matrix P P P from ( 
This gives P P P = S S S t S S S: By Kronecker's theorem (e.g., [11] ), rank (0 H ) = degH(z); which we assume greater than M, i.e., deg H(z) is underestimated. We show first that S S S has full rank M + 1; so that P P P will be positive definite. 
S S S
while maintaining the Hankel structure. One may check that the gramian of this matrix is symmetric and Toeplitz, such that the gramian of S S S may be written as Careful inspection shows that P P P assumes precisely the structure studied by Mullis and Roberts in [14] , who showed that the solution to the normal equations (22) will yield (z) = 1+ 1 z+1 11+ M z M as a strictly minimum phase polynomial whenever this structured matrix P P P is positive definite. This gives Part 1 of the proof. For Part 2, we now examine the behavior of the polynomial (z) in the limit as one or more reflection coefficients A i reach unit magnitude, corresponding to A(z) having zeros on the unit circle. Note that the causal expansion (19) remains valid as zeros of A(z) reach the unit circle, but the region of convergence then excludes the unit circle. The rate of growth in the sequence fc k g is determined by the multiplicities of any unit-circle zeros of A(z): In the worst case, where A(z) has a zero of multiplicity M on the unit circle, one may readily bound the growth as jc k j 1 (k + 1) M01 ; for all k (27) for some constant :
We shall show that P P P nonetheless remains bounded at any boundary point @D, subject to the M-fold BIBO stability contraint; that P P P may be written as a structured positive definite matrix as per (26) will follow by the same arguments above, so that the resulting (z) will remain strictly minimum phase. Now, the (i; j) entry of P P P (counting from zero) appears as P P P ij = s s s t so that it suffices to examine the leading entry P P P 00: If we show that fs k g is absolutely summable (6 k js k j < 1) whenever H(z) is M-fold BIBO stable, square summability will follow as well. Now, using the bound (27), the system s s s = 0Hc c c from the first column of (25) 
IV. CONCLUDING REMARKS
Our main result shows that the Steiglitz-McBride algorithm does admit a stationary point in reduced-order cases, though the present result is restricted to white noise inputs and disturbances. Our interest in affirming existence stems from a previous result [7] showing an attractive error bound at any such stationary point. Whether the set of stationary points will always include an attractor point to either the on-line [3] or off-line [2] version is not revealed from our analysis.
One is tempted, of course, to extend this result to correlated inputs; let us pinpoint where the construct breaks down. For correlated inputs, one may still arrive at a matrix equation akin to (22), but the resulting P P P matrix is no longer close to Toeplitz in the sense of (26), i.e., its displacement rank increases. The coefficients f k g then need not yield the coefficients of a minimum phase polynomial (see e.g., [2] ). The fixed-point theorem evoked here no longer applies, but this, of course, does not belie the existence of a stationary point for that case.
