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Tratamiento de datos faltantes en el ingreso y su
efecto en las estimaciones de pobreza en Colombia
Resumen
Los datos faltantes dentro de las encuestas a hogares son uno de los problemas más
comunes en el análisis de información sobre todo en la estimación de la incidencia de la
pobreza monetaria, es por esto que el presente trabajo evaluar el efecto del tratamiento
datos faltantes en la variable ingreso de la Gran Encuesta Integrada de Hogares y el
posterior cálculo de pobreza para el caso colombiano. Dando como resultado que de los
métodos de imputación seleccionados no se puede determinar si alguno de estos afecta o
no en mayor o menor media la incidencia de la pobreza.




La medición de la pobreza monetaria trae con sigo una necesidad de información
muy importante para el país, es así como el Departamento Administrativo Nacional de
Estadísticas - DANE ha realizado desde el año 2012 la medición de pobreza y pobreza
extrema monetaria para el país. Para cumplir con su cometido el DANE realizó las
estimaciones de las líneas de pobreza con la información de la Encuesta Nacional de
Ingresos y Gastos - ENIG 2006-2007 y los ingresos son medidos por medio de la Gran
Encuesta Integrada de Hogares-GEIH encuesta que se realiza de forma continua en el
país desde 2006 (MESEP, 2012).
Las encuestas a hogares en su quehacer diario reciben rechazos por parte de las
personas encuestadas ya sea totales o parciales en alguna información, específicamente
en la GEIH los ingresos, que es un parte fundamental en la medición de la pobreza,
presenta unos niveles de faltantes que han venido aumentando en el tiempo. Esta
información faltante está muy relacionada con la complejidad de la variable de ingresos
dado que es información muy sensible para la persona encuestada y por ende prefieren
omitir esta información dificultando así la estimación de los ingresos y por ende la
posterior estimación de la pobreza.
Dado esto en el 2012 el DANE decidió adoptar un método de imputación para estos
datos faltantes conocido como Hot-Deck, gracias a esto la pobreza monetaria se ha
estimado año a año sin mayores sobresaltos, pero ante la cantidad en aumento de
valores vacíos puede que ya no se tengan las mismas consideraciones para realizar este
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método. Adicionalmente se debe tener en cuenta que un aumento mayor de estos vacíos
puede perjudicar aún más estas imputaciones por ende es necesario evaluar como
funcionan tanto el método que posee el DANE como otros usados para la imputación de
ingresos a la luz de una mayor cantidad de faltantes.
Es por esto que el presente documento busca evaluar diferentes técnicas para la
imputación de los datos faltantes o atípicos dentro de la GEIH, a diferentes niveles de
no respuesta en los datos de ingreso y como estas imputaciones pueden afectar la
estimación de personas pobres. Para cumplir este objetivo el documento tiene los





La pobreza ha sido uno de los fenómenos sociales y económicos que ha sido
ampliamente estudiado por diversas ciencias humanas desde el inicio de las mismas, es
así como clásicos como Aristóteles afirman que uno de los males sociales es la pobreza
por diversas razones, pero específicamente porque la pobreza genera revueltas y
crímenes, como citó Aguirre (2012). Así mismo Platón planteo que «tanto la riqueza
como la pobreza tienen consecuencias inmorales. La riqueza conlleva el afán de lucro; la
pobreza, por su parte, hace al hombre menos hombre» Maceri (2009).
Por la misma naturaleza de las ciencias económicas estas no se pueden alejar del
estudio de la pobreza, es así como Adam Smith, uno de los padres de la economía,
considera que «Las personas más pobres, entonces, son aquellas que apenas pueden
proporcionarse las necesidades de subsistencia, aun cuando disfruten mucho los pocos
bienes materiales que pueden adquirir.»(Beltrán, 2000). De esta manera diferentes
autores de muy diversas corrientes de pensamiento económico han escrito sobre la
pobreza, ya sea en formas de medición o en formas de erradicación.
La pobreza posee múltiples conceptos desde los se pueden abordar desde diferentes
dimensiones y bajo diversas aproximaciones socio-económicas. Como lo afirma Davis y
Sanchez-Martinez (2014) existen visiones relativistas de la pobreza, los que tienen una
visión más holística y en las visiones más contemporáneas como un tema de capacidades
de las personas como lo expone Amartya Sen. Para los estudios y mediciones mismos de
la pobreza es necesario usar un concepto que se pueda operativizar, es así que para el
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presente documento la pobreza es, como los define el banco mundial, la falta de
capacidad de las personas para la obtención de unos tipos específicos de bienes de
consumo (Haughton y Khandker, 2009).
Estas capacidades de adquisición pueden ser medidas gracias a las líneas de pobreza,
estas tienen dos papeles fundamentales en la medición de la pobreza. El primero es
determinar cuál es el estándar mínimo de vida en la cual ya no se considera a una
persona como pobre (cuenta con la capacidad de obtener ciertos bienes), el segundo rol
es el de hacer comparaciones de manera interpersonal dado que para su estimación
tienen en cuenta variables socio-demográficas que nos dan el estándar mínimo de vida
de las personas según la región donde viven, el tamaño de su núcleo familiar, entre otros
(Ravallion, 1998).
Una vez establecidas las líneas se debe buscar el mecanismo que pueda medir el
ingreso o gasto de las personas para determinar cuáles están por arriba o debajo de este
umbral establecido, en otras palabras, se busca generar una variable que muestre la
capacidad de las personas para obtener ese mínimo estándar de vida. En la gran
mayoría de países la variable elegida es el ingreso dado que este representa la capacidad
actual de adquisición de los hogares.
En muchos casos la gran cantidad de población, o así mismo la falta de recursos para
la consecución de variables socioeconómicas de la población, como lo es el ingreso, hace
necesario la implementación de encuestas a hogares o encuestas sociales. «Las encuestas
sociales juegan un rol importante en el entendimiento de situaciones sociales y
económicas y en investigaciones académicas. Información acerca de los ingresos,
consumo y ahorro, los cuales son factores determinantes del bienestar económico, son
recogidos por medio de encuestas de ingresos o gastos» (Sano, Tada, y Yamamoto, 2015,
pp.506).
Como expone of Economic y Affairs (2008), en las encuestas a hogares se selecciona
una parte de la población y se le aplica una encuesta para obtener la información
deseada, con esta información y por medio de inferencia estadística se pueden generar
parámetros estimados de la población. Pero así como las encuestas poseen grandes
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ventajas para la recolección de dato, también pueden presentar variables que por su
naturaleza no son respondidas por las personas encuestas, mientras que existen otras
que si poseen unas tasas de respuesta mucho más alta, una de las razones principales es
la sensibilidad de las preguntas que se deben realizar, un ejemplo son las variables
asociadas a los ingresos, que poseen gran sensibilidad y pueden tener entre un 5% y
15% de falta de información(Heeringa, West, y Berglund, 2010).
La variable ingresos posee grandes dificultades para su obtención que otras variables
en las encuestas a hogares, Smith (1991) expone dos de los problemas centrales para la
obtención de la información de ingresos en los hogares. La primera razón es la oposición
o resistencia de entregar información personal que es considerada de gran importancia,
sobre todo si se tiene en cuenta que este es uno de los factores que definen la pertenencia
o no a una clase social. La segunda razón es que la información no es conocida por
todos los miembros del hogar, dando como resultado que no todas las personas de un
hogar encuestado puedan dar la información de ingresos para todas las personas.
Cabe resaltar que no todos los valores faltantes afectan de igual manera la inferencia
de los parámetros poblacionales, esto también depende de cómo esta falta de
información se aparece dentro de la población. Si los valores faltantes son totalmente
aleatorios quiere decir que todas las personas poseen la misma probabilidad de no
responder la variable, con esto se puede determinar que estos valores faltantes no
generan ningún sesgo en la variable a estudiar, pero si algunas personas con ciertas
características sociodemográficas poseen mayor probabilidad de no responder o dar
información para la variable objeto de estudio , esta sesgará los resultados y por ende
las inferencia sobre los parámetros poblacionales estimados
Para el tratamiento de los vacíos de la información existen diversos métodos, cada
uno de ellos tienen sus ventajas y desventajas, así mismo pueden ser simples o muy
complejos de realizar. La imputación de datos se refiere básicamente al remplazo de la
información faltante por medio de diversas técnicas estadísticas, el objetivo principal de
cualquier técnica de imputación es la de generar una base de datos que pueda ser
analizada por cualquier método estadístico para datos completos (Briggs, Clark,
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Wolstenholme, y Clarke, 2002).
Las diferencias que arrojan la imputación o no de los ingresos traen consigo cambios
en la estimación de pobreza, por ejemplo para México se ha encontrado que «cuando se
construye el índice de la tendencia laboral de la pobreza, el CONEVAL (2012)
encuentra que la pobreza ha aumentado un 25% en el periodo 2005-2012. Sin embargo,
cuando se imputan los ingresos inválidos se encuentra que la pobreza laboral solo ha
aumentado un 12%.» (Campos-Vázquez, 2013, pp.52). Al observar estos resultados el
mismo autor sugiere que «las instituciones encargadas de medir pobreza y asignar
recursos con base en ella, como por ejemplo CONEVAL y SEDESOL, deben incluir en
sus cálculos un método de corrección para los trabajadores que deciden no declarar
ingresos»(Campos-Vázquez, 2013, pp.52).
Cabe resaltar que el cálculo de la incidencia de la pobreza es uno de los datos más
importantes para un país, que a pesar de que no poseen un único concepto de pobreza y
por ende no una única medición todos definen políticas públicas para luchar contra la
pobreza, sobre todo desde que en la cumbre del milenio de la ONU se definiese que uno
de los compromisos era la reducción de la pobreza a 2015 (Muñoz, 2015). Así mismo
posee un impacto muy grande dentro de la población dado que reconoce o muestra que
tantos avances a logrado su sociedad en terminaos de mejora de calidad de vida.
En Colombia la Gran Encuesta Integrada de Hogares - GEIH es la encuesta
encargada de la captación de la información de desempleo, ocupación y adicionalmente
de la captación periódica de los ingresos. Históricamente ha poseído un porcentaje de no
respuesta de ingresos y valores extremos, por tal motivo, la actual metodología de
medición de la pobreza contempla la corrección por omisión e imputación de falsos ceros
y valores extremos MESEP (2012), esta imputación la realiza mediante el método hot
deck. Este tipo de imputaciones son necesarias dado que se puede incurrir en el error de
sobrestimar la pobreza (personas que no reportan ingresos son identificados como
pobres) o subestimarla (Personas que tienen datos atípicos son considerados no pobres).
Aunque los ingresos provenientes de la GEIH ya posee un método de imputación
definido por parte del Departamento Administrativo Nacional de Estadísticas - DANE,
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esto no implica que no existan otros métodos de imputación que dados otros escenarios
generen una mejor estimación con una varianza menor, mejorando así la estimación del
parámetro poblacional. El escenario principal en los métodos de imputación deben ser
evaluados es en la cada vez mayor cantidad de valores a imputar a medida que pasa el
tiempo, como lo muestra la siguiente tabla.
Cuadro 1
Datos faltantes en la GEIH 2013-2017
Año
Cantidad de personas






2013 432.571 37.237 8,6
2014 437.272 49.752 11,4
2015 444.960 50.523 11,4
2016 439.611 53.037 12,1
2017 437.547 62.301 14,2
Elaboración propia
En el cuadro 1 se puede observar que a través de los años la cantidad de personas que
poseen ingresos (ya sea observado o como un valor faltante) han aumentado en el
tiempo pasando de 432.571 en 2013 a 437.547 en 2017, pero la cantidad de personas con
ingresos faltantes si ha venido en aumentando en mayor medida pasando de 37.237 a
62.301 en 2017. En términos relativos esto quiere decir que la cantidad de datos
imputados pasó de un 8,6% en 2013 a 14,2% en 2017, mostrando así la necesidad de
generar diversos escenarios en los cuales exista un aumento de valores imputados, esto
con el fin de reconocer cuál método de imputación es el más eficiente en la actualizada
también en momentos de mayor nivel de imputación.
2.1 Objetivos
A continuación se detallara el objetivo general de la investigación así como los
objetivos específicos.
2.1.1 Objetivo General Evaluar el efecto del tratamiento datos faltantes en la
variable ingreso de la Gran Encuesta Integrada de Hogares y el posterior cálculo de
pobreza para el caso colombiano.
8
2.1.2 Objetivos Específicos
Definir el mecanismo de relación entre las diversas variables existentes y los datos
faltantes de ingreso
Evaluar las diferencias que posee la imputación de la variable ingresos a diversos
niveles de datos faltantes.
Identificar el método apropiado en la imputación de datos faltantes en el que
minimice el cálculo de la varianza y con menor sesgo en la estimación de la razón




En esta sección abordaremos las definiciones y conceptos teóricos de la naturaleza de
los datos faltantes, las técnicas de imputación y la medición de la pobreza.
3.1 Datos faltantes
Un dato faltante es la ausencia de información, o información errónea que fue
eliminada dentro de una base de datos. En las encuestas a hogares, como lo expone
Median y Galván (2007), la fatiga de los informantes, el desconocer la información
solicitada, el rechazo del informante a responder información sensible o el rechazo por
parte del hogar o algún miembro a responder la encuesta son algunas de las principales
causas para la generación de datos faltantes.
Para entender mejor la razón por la cual los datos faltantes pueden afectar las
estimaciones de los parámetros Rubin (1976) presentó la siguiente definición:
Asuma que posee un vector de variables aleatorias U = (U1, ..., Un) definiendo Fθ
como su función de probabilidad, el objetivo es hacer inferencia acerca del vector de
parámetros de su densidad, es decir θ. Usualmente las variables aleatorias U
pueden ser arreglado en una matriz por unidades y variables. Ahora asuma que
M = (M1, ...,Mn) es un vector de variables aleatorias que se asociará al indicador
de datos faltantes, donde Mi toma los valores de uno o cero. La probabilidad que
M tome los valores m = (m1, ...,mn) dado que U toma los valores u = (u1, ..., un) es
gφ(m|u), donde φ es el vector de parámetros molestos de una distribución.
10
La distribución condicional gφ corresponden al proceso que causan los datos
faltantes: si m1 = 1 el valor de la variable aleatoria Ui será observado, mientras que
si mi = 0 el valor de la variable aleatoria Ui no será observado. De manera más
precisa, defínase el vector extendido de variables aleatorias V = (V1, ...V2) con un
rango extendido para incluir el valor especial ∗ para los datos faltantes:
vi = ui(mi = 1) y vi = ∗(mi = 0). Los valores de la variable aleatoria V son
observados, pero no los de la variable aleatoria U , aunque el deseo es realizar
inferencia sobre la distribución U . (Rubin, 1976, pp.583)
Para conocer el tratamiento y como pueden afectar esta información carente es
necesario clasificarlos según el patrón y mecanismo de relación entre los datos existentes
y faltantes. Los patrones de valores perdidos se refiere a la configuración que existe
entre la información faltante y la obtenida (Enders, 2010).
Figura 1 . Patrones de datos faltantes, fuente (Enders, 2010, pp.4)
En la Figura 1 se pueden apreciar los seis tipos de patrones faltantes definidos por
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Enders (2010, pp.4). A continuación se realizará una descripción de cada uno de estos
patrones:
Patrón univariado: hace referencia a la falta de información en una única variable.
Patrón de unida de no respuesta: es la no respuesta sistemática de al menos dos
variables dentro de los datos, siempre asociada a los mismos encuestados.
Patrón monótono: es la no respuesta que aumenta a través de las variables, esta es
común en encuesta longitudinales cuando se van acumulando a través del tiempo
los individuos que dejan de responder la encuesta.
Patrón general: Es el más común de los patrones, se presenta cuando en la matiz
de datos se encuentran varias variables con diferentes niveles de no respuesta.
Patrón planificado de valores faltantes: es un diseño que de manera intencionada
genera una falta de información controlada al administrar diferentes tipos de
cuestionarios a la población seleccionada.
Patrón de variable latente: Se refiere a la falta de información en un variable de
análisis, como puede ser un modelos de ecuación estructural.
En cuanto a los mecanismos Zhu (2014), citando a Little y Rubin, nos presenta tres
tipos de datos faltantes basados en las causas, el primero se refiere a los perdidos
completamente aleatorios (MCAR por sus siglas en inglés), este ocurre cuando los datos
faltantes no están relacionados con ninguna otra variable ya sea observada, o no
observada. El segundo tipo son los datos perdidos aleatorios (MAR por sus siglas en
inglés), se presentan cuando los datos faltantes son condicionales a alguna información
observada pero son independientes de la información no observada. Por último, se
encuentran los datos perdidos no aleatorios (MNAR) estos son los datos faltantes que
están condicionados a la información observada y no observada. Si los datos perdidos
son MCAR esto quiere decir que el mecanismo puede ser ignorado, es decir que no se
necesita modelar la información faltante como parte del proceso de estimación. Si se
12
descarta que los datos perdidos son no MCAR los datos deben tener algún tipo de
modelamiento o imputación para realizar el proceso de estimación (Soley-Bori, 2013).
Para poder determinar si los valores faltantes son completamente aleatorios (MCAR)
el test más común es el propuesto por de Little. Como los expone Cheng (2013) el test




nj(y¯oj − µoj)>Σ−1oj (y¯oj − µoj) (1)
Suponga que la información yi es una normal multivarida con el vector de medias µ y
matriz de covarianzas Σ, donde algunos componentes de yi son faltantes. Se asume que
existen un total de J patrones de valores faltantes en yi, para cada j teniendo a oj y mj
como indices de los componentes observados y faltantes respectivamente y pj = |oj| es el
número de observaciones en el patrón j. Para los valores observado en el patrón
j − esimo, µo y Σo serán el vector de medias y la matriz de covarianzas, mientras que y¯o
será la media simple de los valores observados(Cheng, 2013). Siendo este el test que se
usará en el presente documento, en la metodología se hará explicita la forma en la cual
se usará.
3.2 Tratamiento de los datos faltantes
Para el tratamiento de los datos faltantes uno de los primeros métodos es trabajar
con la información completa, esto quiere decir que se debe descartar del estudio a todo
individuo que presente información faltante, la ventaja de esté método es que es de fácil
aplicación, pero es ineficiente dado que puede excluir mucha información necesaria para
el estudio. Un segundo método es el trabajar con la información disponible, en esta no
se descartan los datos, se trabajan con las medias de cada una de las variables según el
grado de completitud de las mismas, al igual que método anterior es de fácil aplicación,
pero su mayor desventaja es que se trabaja con diferentes muestras para cada variable
generando problemas de comparabilidad y por ende en la estructura de covarianzas de
la base de datos (Briggs y cols., 2002).
También Existe una gran diversidad de métodos de imputación, algunos de estos son:
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Hot-Deck: Este procedimiento se basa en la clasificación de la información en
conjuntos disjuntos buscando que la distribución dentro de cada uno de los
conjuntos se a lo más homogénea posible. dentro de cada uno de los conjuntos
disjuntos existirán dos grupos, los donantes que poseen información completa y los
receptores que no poseen la información incompleta, cada valor faltante es
completado con información de los donantes dentro de cada uno de los conjuntos
creados. Las variables de clasificación para la generación de los conjuntos deben
estar muy ligadas a los valores faltantes y registrados para sí lograr que este
método funcione correctamente.(Avila, 2002)
Este es el método que actualmente es usado por el DANE para la imputación de
los ingresos, a continuación se presenta el diagrama de proceso para la
implementanción de este método.
Figura 2 . Proceso de imputación por Hot-deck , fuente (MESEP, 2012, pp.23)
Las algunas ventajas de este procedimiento son expuestas por Avila (2002), siendo
la reducción del sesgo de no respuesta, presentación de datos limpios y
consistentes y la preservación de las propiedades distribución dentro de cada uno
de los conjuntos clasificados.
Regresión lineal: Este procedimiento consiste en eliminar toda la información
incompleta para así generar una regresión lineal y predecir los valores yˆ que serán
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los valores usados para substituir los valores faltantes, es decir las yˆ son una media
condicionada de las covariables X Median y Galván (2007). La regresión lineal
esta dada por la forma:
Y = Xβ + e (2)
Donde:
Y : Vector columna de tamaño nx1 que contiene las observaciones sobre la variable
dependiente Y .
X: Es una matriz de tamaño nxp, p ≤ n, donde la primera columna es de unos y
tiene un rango igual a k ≤ p. β: Vector columna de tamaño px1, de parámetros
desconocidos β0, β1, ..., βp−1. : Vector aleatorio o perturbado de tamaño nx1.
(Jiménes, 2014)
Regresión lineal aleatoria:Dado que las regresiones lineales siempre ajustan los
valores al promedio, como se puede observar en la figura 3 , en ciertas ocasiones es
necesario añadir un error a la predicción y así generar un patrón aleatorio. Para
este patrón aleatorio se tiene en cuenta una distribución normal de los yˆ.
Figura 3 . Regresión determinista vs. Aleatoria , fuente (Gelman, 2006, pp.537)
Media condicionada: En esta técnica se basa en la construcción de grupos
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relativamente homogéneos y se calcula el valor medio de los datos existentes
dentro de estos grupos, siendo este valor medio el que substituye el valor faltante
(Restrepo y Marín, 2019).
Estimación por máxima verosimilitud: Asumiendo una distribución de datos
faltantes MAR se estiman los parámetros del modelos con los datos completos con
la función de máxima verosimilitud, estimando así los valores faltantes y
evaluando de nuevo los parámetros con toda la información hasta logar la
convergencia entre los parámetros. (Median y Galván, 2007)
Imputación múltiple: Esta es la imputación del valor faltante M veces las
donde los valores estimados siguen la distribución predictiva de los valores
faltantes, cada uno de los valores imputados es analizado de manera separada y la
variabilidad de la estadística está dado por los diversos resultados arrojados con
los diferentes valores imputados (Briggs y cols., 2002).
Existen gran cantidad de referencias sobre la imputación de ingresos en diversas
encuestas a nivel mundial, por ejemplo podemos encontrar trabajos como los
presentados por Shenker y cols. (2006) cuyo objetivo principal era el de generar una
imputación múltiple para la Encuesta Nacional de Salud (NHIS por sus siglas en inglés)
en Estados Unidos, también se encuentra trabajos que buscan comparar diversos
métodos de imputación e encontrar la opción más optima y viable para solucionar los
datos faltantes (Starick y Watson, 2007), toda esta bibliografìa lo que muestra es que
según el contexto de los datos y la naturaleza misma de ellos los métodos de imputación
pueden servir mejor en algunos casos que en otros, es por esto que es necesaria la
evaluación de diferentes métodos para concluir cual es el más acertado. Así mismo esta
bibliografía define el hot deck como uno de los métodos más usados dentro de las
imputaciones de ingresos, siendo la regresión aleatoria y la media condicionada métodos
mucho menos comunes, por tal motivo se eligieron estos para la evaluación en el
presente documento.
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3.3 Estimación de la pobreza
Para la medición de la pobreza en términos monetarios se requieren
fundamentalmente dos variables, las líneas de pobreza y el ingreso, para la construcción
de las primer variable el DANE siguió los lineamientos de Ravallion con ciertas variantes
propias para Colombia y también se siguieron algunos aspectos metodológicos emanados
de CEPAL (MESEP, 2012). Los pasos seguidos para esta construcción fueron:
I Construcción del gasto corriente per cápita a nivel de la unidad de gasto.
II Construcción del Deflactor Espacial de Precios (DEP).
III Ordenamiento de los hogares por percentil de gasto corriente per cápita deflactado.
IV Aplicación del método iterativo para la selección de la población de referencia.
V Construcción de la canasta básica de alimentos.
VI Ajuste normativo de cantidades de la canasta básica de alimentos para alcanzar los
requerimientos calóricos.
VII Valoración de la canasta de alimentos ajustada: LI.
VIII Paso de la LI a la LP a partir del coeficiente de Orshansky.
Para al conformación de los ingresos la población objetivo son las personas que
pertenecen a la población en edad de trabajar, es decir las personas que son de 12 años
y más en las cabeceras municipales o 10 años y más en los centros poblados y rural
disperso. Para la medición de la pobreza se debe conformar el ingreso corriente
disponible de los hogares, según el DANE (2012) en la GEIH este se compone de:
Ingreso Monetario Primera Actividad IMPA: Para asalariados es el ingreso
salarial mensual, horas extras, subsidios (de alimentación, transporte, familiar o
educativo), primas (técnica, de antigüedad, clima, orden público, otras),
bonificaciones mensuales, primas anuales (navidad, vacaciones, etc). Para los
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independientes corresponde a la ganancia neta u honorarios de la actividad
principal. En el caso rural se toma la ganancia de los últimos 12 meses y se lleva a
valores mensuales, para el urbano la encuesta indaga por la ganancia del último
mes.
Ingreso Segunda Actividad ISA: Aplica para todos los ocupados (asalariados,
independientes y trabajadores familiares sin remuneración) que tienen otro
trabajo o negocio además de su ocupación principal e incluye: ingreso en dinero
y/o en especie.
Ingreso en Especie IE: Sólo aplica para asalariados e incluye: alimentos,
vivienda, transporte, otros como bonos Sodexo y/o electrodomésticos.
Ingreso Monetario Desocupados e Inactivos IMDI: Incluye el ingreso por
trabajo de desocupados e inactivos, recibido en el período de referencia por
trabajos realizados antes de ese período.
Ingresos de otras fuentes IOF:
• IOF1: Intereses y dividendos por inversiones
• IOF2: Pensiones o jubilaciones por vejez, invalidez o sustitución pensional
• IOF3: Ayudas (de hogares dentro y fuera del país, y de instituciones) y
pensión alimenticia por paternidad, divorcio o separación
• IOF6: Arriendos (efectivos)
Adicionalmente a los ingresos anteriormente descritos también se agregan los ingresos
imputados por tenencia de vivienda propia, ya sea que sea propia totalmente pagada o
propia la están pagando. sí el ingreso son menores que las líneas la persona será
reconocida como pobre (MESEP, 2012).








4.1 Descripción de datos
Los datos para el presente estudio son obtenidos de la Gran Encuesta Integrada de
Hogares, cuyo objetivo principal es proporcionar información básica sobre el tamaño y
estructura de la fuerza de trabajo(empleo, desempleo e inactividad) de la población del
país, así como de las características sociodemográficas de la población colombiana,
siendo uno de los objetivos específicos el conocer los ingresos de los hogares tanto en
dinero como en especie, que sirvan de insumo para las mediciones sobre pobreza.
Esta encuesta posee una muestra probabilística, estratificada, de conglomerados y
multietápica, a continuación se hará referencia a cada una de estas características
teniendo en cuenta las definiciones del DANE (2016):
Probabilística:Cada unidad de la población objetivo tiene una probabilidad de
selección conocida y superior a cero. Este tipo de muestra permite establecer
anticipadamente la precisión deseada en los resultados principales, y calcular la
precisión observada en todos los resultados obtenidos.
Estratificada:Es la clasificación de las unidades de muestreo del universo en
grupos homogéneos, en función de variables independientes, altamente asociadas
con los indicadores de estudio y poco correlacionadas entre sí, con el objeto de
maximizar la precisión de los resultados. Este método asegura una mejor precisión
de la muestra, al disminuir la varianza de las estimaciones.
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Conglomerados:Corresponde a la unidad final de muestreo, que es la medida de
tamaño o segmento; es el área que contiene un promedio de diez viviendas, en la
que se investigan todas las viviendas, todos los hogares y todas las personas.
Multietápico:En una primera etapa, la UPM, utilizando la técnica de selección
controlada dentro de cada estrato. Para la segunda etapa se seleccionó en la
cabecera y centros poblados la manzana, y en el rural disperso la sección o sea la
USM.En la tercera etapa se seleccionó el segmento o UTM.
Los hogares encuestados se encuentran en las cabeceras y centros poblados de cerca
de 437 municipios encuestados, siendo la muestra teórica de aproximadamente 248.000
hogares encuestados a nivel anual, concentrados en 22.548 segmentos. En la cuadro2
podemos encontrar los tamaños de muestra reales de la GEIH para los años 2013 a 2017.
Cuadro 2
Muestra total en la GEIH 2013-2017









La obtención de toda la información se logro por medio del Archivo Nacional de
Datos (ANDA) y cabe resaltar que cada una de las bases de datos se manejarán de
manera individual, por lo tanto cada uno de los resultados es independiente al resultado
obtenido en el año anterior. La tabla específica con la cual se realizó todo el estudio es
la de personas, en tabla 1 de los anexos se encuentra el diccionario de datos de esta
tabla con el fin de identificar la información que esta contiene.
4.2 Test Little MCAR
Para la realización del Test de Little se usarán las bases de datos para los años 2013
a 2017, dado que las bases de datos contienen datos faltantes, que no hacen parte del
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ingreso, para la aplicación de este test se usaran únicamente las variables que están
completas para todas las observaciones, a continuación se identifican cuáles son estas
variables:
Clase: Hace referencia a la ubicación del hogar encuestado las opciones son
cabeceras municipales o centros poblados y rural disperso.
Mes: Mes de captación de la información, dado que la muestra está
equidistribuida en cada uno de los años, cada mes posee un número similar de
muestra.
Estrato1: Hace referencia al estrato socioeconómico en el cual se encuentra el
hogar, para las 13 principales ciudades es el estrato asociado al servicio de
electricidad, mientras que para las demás cabeceras municipales y centros
poblados y rural disperso es el sextil que pertenece el hogar según su Índice de
Condiciones de Vida.
P6020: Sexo de la persona encuestada.
P6040: Edad de la persona encuestada.
P6210: Nivel educativo más alto alcanzado por la persona encuestada.
P6210s1: Grado en ese nivel educativo.
Ingtobs: Ingreso total de las personas observado.
Para la prueba las hipótesis establecidas son:
Hipótesis nula
H0 : yoi|r ∼ N(µoj,Σoj) (4)
Es decir que si un indicador condicional de faltantes ri los yoi se distribuyen normal
con µoj y Σoj en todos los patrones se tiene la misma relación entre las variables, o
mejor decirlo no existe ninguna relación por ende son MCAR.
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Hipótesis alternativa
H0 : yoi|r ∼ N(νoj,Σoj) (5)
Donde νoj es un vector de medias para cada patrón j y cada media es diferente,
mostrando una relación entre los faltantes y los datos observados diferentes para cada
patrón, es decir no es MCAR. Para la evaluación del test se usará el p-valor con un
α = 0,05.
4.3 Simulación de datos faltantes
Dado que el presente trabajo busca determinar si un aumento en la cantidad de
valores faltantes marca diferencias entre los métodos de imputación, es por esto que es
necesario generar nuevos valores faltantes dentro de las muestras. Para la selección de
personas a las cuales les serán eliminados sus valores de ingreso se usará una selección
de muestra sin reemplazamiento para probabilidades desiguales.
En esta técnica, como lo expone Berger y Tillé (2009), se debe considerar la selección




, k ∈ U (6)
El método de selección es por medio de un número aleatorio uniforme u entre 0 y 1 y




pϕ, con 0 = 0 (7)
Este proceso se realiza de manera independiente m veces.
4.4 Técnicas de imputación
A continuación, se presentarán la metodología para el uso de cada uno de los
métodos de imputación evaluados en el presente documentos.
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4.4.1 Hot-Deck Como se observó en la sección de la metodología el Hot-Deck
necesita unos criterios comunes de clasificación para reconocer un grupo de donantes
más cercanos, los cuales serán los donantes de la información. Las variables que se
tuvieron en cuenta para realizar la clasificación se basan en las escogidas por el DANE
en su metodología para la imputación del IMPA pero con una consideración adicional
para los inactivos y desocupados en la posición ocupacional, las variables usadas fueron
las :
Cuadro 3
Variables usadas como clasificación para el Hot-Deck
Variable Clasificación
Dominio
1. Trece ciudades principales
2. Resto de cabeceras
3. Rural
Estrato Estratos del 1 al 6
Edad
1. Menores de 18
2. 18 a 24
3. 24 a 44
4. 45 y más
Educación
1. Ningún nivel
2. Preescolar y primaria
3. Secundaria y superior
Posición
Ocupacional
1. Obreros y empleados
2. Empleados domésticos
3. Trabajadores cuenta propia
4. Patronos
5. Ocupados sin remuneración
6. Desocupados
7. Inactivos
Sexo 1. Masculino2. Femenino
Jefe de hogar 1. Jefe0. No es jefe
Elaboración propia
Cabe resaltar que inicialmente se tienen en cuenta todas las variables clasificadoras
para la búsqueda de los donantes más cercanos, pero si no existen donantes se quitan de
manera iterativa las variables iniciando con jefatura y terminando con dominio hasta
encontrar al menos un donante.
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4.4.2 Regresión lineal aleatoria Para realizar las estimaciones por medio de la
regresión lineal las variables utilizadas son e su gran mayoría las utilizadas por el DANE
para la identificación de valores atípicos por medio de regresiones cuantílicas, teniendo
en cuenta esto el modelo que se propone para la obtención de los yˆ que serán la base de
la imputación es:
Yi = β0 + β1edadi + β2edad2i + β3horasi + β4a_edui + β5restoi
+ β6capitalesi + β7O_capitalesi + β8sexoi + β9obreroi + β10emp_domesi
+ β11cuenta_proi + β12patronoi + β13jefei + β14numero_peri
+ β15numero_asalai + β16numero_indepi + β17numero_desocui
+ β18numero_infani + β19numero_adolei + β20num_sin_edui
+ β21num_edu_supi + β22a_edu_hogi + β23saludi + β24cesantesi
(8)
Donde:
edad = edad de la i− ésisma persona.
edad2 = edad al cuadrado de la i− ésisma persona.
horas = horas trabajadas por la i− ésisma persona.
a_edu = años de educación la i− ésisma persona.
resto = variable dummy que identifica la zona rural como el lugar de residencia de
la i− ésisma persona.
capitales = variable dummy que identifica las trece principales ciudades como el
lugar de residencia de la i− ésisma persona.
O_capitales = variable dummy que identifica las capitales diferentes a las trece
principales ciudades como el lugar de residencia de la i− ésisma persona.
sexo = variable dummy que identifica el sexo i− ésisma persona con 1 para
hombre 0 para mujer.
obrero = variable dummy que identifica los ocupados con posición ocupacional de la
persona i− ésisma como obrero.
emp_domes = variable dummy que identifica los ocupados con posición
ocupacional de la persona i− ésisma como empleado domestico.
cuenta_pro = variable dummy que identifica los ocupados con posición ocupacional
de la persona i− ésisma como cuenta propia.
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patrono = variable dummy que identifica los ocupados con posición ocupacional de
la persona i− ésisma como patrono.
jefe = variable dummy que identifica si la i− ésisma persona es jefe del hogar.
numero_per = cantidad de personas que viene en el hogar de la i− ésisma persona.
numero_asala = cantidad de personas asalariadas que viven en el hogar de la
i− ésisma persona.
numero_indep = cantidad de personas independientes que viven en el hogar de la
i− ésisma persona.
numero_desocu = cantidad de personas desocupadas que viven en el hogar de la
i− ésisma persona.
numero_infan = cantidad de personas menores de 5 años que viven en el hogar de
la i− ésisma persona.
numero_adole = cantidad de personas entre 14 y 17 años que viven en el hogar de
la i− ésisma persona.
num_sin_edu = cantidad de personas mayores de 25 años que no poseen
educación y viven en el hogar de la i− ésisma persona.
num_edu_sup = cantidad de personas con educación superior y viven en el hogar
de la i− ésisma persona.
a_edu_hog = años de educación total del hogar donde vive la i− ésisma persona.
salud = cantidad de personas con afiliadas a el sistema de salud y viven en el hogar
de la i− ésisma persona.
cesantes = variable dummy que identifica la i− ésisma persona como cesante.
Todos los resultados para cada uno de los años de los betas de esta regresión se
encuentran en los anexos
4.4.3 Media Condicionada Las variables que condicionaron las medias y así
mismo la imputación fueron clase, estrato y posición ocupacional, la razón principal es
que se necesitan al menos dos valores dentro de cada uno de los grupos para generar
una media y si se agregan más variables algunos grupos quedan vacíos, es decir sin
información dada la cantidad de faltantes.
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4.5 Estimación del error estándar de la pobreza
Para la estimación de los errores estándar se usará el método de Bootstrap para la
estimación de errores estándar propuesto por Efron y Tibshirani (1986). Este consiste
en asumir que se tiene una información observada y = (x1, X2, ..., xn) que proviene una
muestra aleatoria de X1, X2, ..., Xn con una distribución de probabilidad F desconocida,
sobre estas observaciones se tiene el estadístico de interés θˆ(y) al cual le queremos
asignar el error estándar.
Ahora asumamos que σ(F ) indica el error estándar de σˆ, como una función de la
distribución desconocida F
σ(F ) = [V ARF {σˆ(y)}]1/2 (9)
El boostrap puede estimar Fˆ por ende σˆ está definido como
σˆ = σ(Fˆ ) (10)
Para la estimación de F es necesario implementar un algoritmo de Monte Carlo que
trabaje de la siguiente manera:
Usar un generador de números aleatorios, generando una gran cantidad de
muestras bootstrap y∗(1), y∗(2), ..., y∗(B).
Para cada una de las muestras bootstrap evaluar el estadístico de interés
θˆ(b) = θˆ(y∗(b)).




En este capítulo se presentan todos los resultados obtenidos de los diferentes
procedimientos propuestos en la metodología, por tal motivo se presentarán las mismas
secciones con los resultados respectivos.
5.1 Test Little MCAR
En la tabla 4 se pueden observar cuales fueron los resultados del Test Little para
cada uno de los años, dado que los únicos valores faltantes evaluados en las bases fueron
los presentados en la variable ingreso los patrones evaluados fueron 2, con y sin valores
faltantes.
Cuadro 4
Resultados del Test Little MCAR
2013 2014 2015 2016 2017
Chi cuadrado 1.385 1.837 1.826 1.732 1.716
Grados de libertad 8 8 8 8 8
P.valor 0 0 0 0 0
Patrones de faltantes 2 2 2 2 2
Elaboración propia
Los valores del χ2 para todos los años superan los valores de 1.000 por ende los
valores− p son muy pequeños y dentro de la tabla son representados con un 0, esto
quiere decir que con un nivel de confianza del 95 % se rechaza la hipótesis nula, por lo
tanto, no existe evidencia estadística para afirmar que los datos son completamente
aleatorios (MCAR).
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Este resultado muestra que en alguna medida los faltantes están relacionados con
otras variables, es decir, para este caso particular muestra que los ingresos faltantes no
son aleatorios dentro de la población, algunas personas en particular son los que deciden
no darnos los ingresos personales. Esto también permite aseverar que los métodos de
imputación escogidos en el presente trabajo son acertados dada la naturaleza de los
datos ya que usa variables auxiliares para la generación de los valores a imputar.
5.2 Simulación de datos faltantes
Dado que se tienen diversos niveles de datos perdidos para cada uno de los años cada
uno de los años posee un valor diferente de datos adicionales que fueron eliminados, por
ejemplo, para el años 2013 se tenía que para llegar a una faltante de información del
15% se necesitó eliminar la información de 27.649 personas adicionales, mientras que
para el 2017 la cantidad adicional de personas a las cuales se les eliminó el ingreso fue
de 3.331. En la tabla 5 se encuentra el total de faltantes adicionales que fueron
seleccionados para cada uno de los años para llegar a un nivel de 15%, 20% y 25% de
información faltante.
Cuadro 5
Cantidad de datos seleccionados para la simulación de faltantes
Cantidad de personas Faltantes actuales 15% 20% 25%
2013 432.571 37.237 27.649 49.277 70.906
2014 437.272 49.752 15.839 37.702 59.566
2015 444.960 50.523 16.221 38.469 60.717
2016 439.611 53.037 12.905 34.885 56.866
2017 437.547 62.301 3.331 25.208 47.086
Elaboración propia
Cabe resaltar que para la selección de estos datos faltantes adicionales se usó un
muestreo sin reemplazamiento para probabilidades desiguales, todo esto teniendo en
cuenta los valores actuales de faltantes en ciudades y estratos siendo esta la información
usada para generar las probabilidades estimadas para cada uno de los grupos.
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5.3 Resultados de las imputaciones
El resultado inicial de todas las imputaciones fue una variable de ingresos por
personas, para reconocer cuales pudieron ser los cambios que produjeron las
imputaciones, según el método y la cantidad de faltantes, se generaron gráficas que
mostraran la distribución kernel de la variable ingresos. En la figura 4 se puede apreciar
esta distribución, para cada uno de los métodos de imputación en el año 2017, para el
logaritmo natural de los ingresos, se optó por generar la distribución con el logaritmo
natural dado que los ingresos al ser tan dispersos gráficamente no era apreciable algún
cambio.
Figura 4 . Distribución del logaritmo natural de los ingresos per cápita para 2017
Lo que se puede apreciar es que todos las imputaciones mantienen una distribución
muy similar de ingresos, tanto entre faltantes como entre métodos de imputación,
aunque el resultado de la regresión lineal aleatoria muestra una agrupación de datos en
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la parte baja de la distribución que no se presenta en ninguna otras forma de
imputación. Así mismo se observa que la imputación con los faltantes actuales en el
Hot-Deck está más a la derecha de las demás imputaciones trayendo consigo una menor
estimación de la pobreza.
Incidencia de la pobreza Una vez obtenido el ingreso per cápita se comparan
con las líneas de pobreza, dando como resultado la incidencia de la pobreza, en la figura
5 y 6 se pueden observar los resultados de esta incidencia de manera gráfica, en los
cuadros 10 del anexo se pueden observar la cantidad de personas pobres y su incidencia
para cada uno de los años.
Lo primero que se puede observar, es que, a pesar que en todos los niveles de
faltantes existen diferencias según el método de imputación todas las incidencias a
través del tiempo poseen la misma tendencia. Específicamente en los datos faltantes
actuales es dónde existe la mayor diferencia, el Hot-Deck presenta una menor incidencia
de la pobreza, como resultados de una distribución corrida a la derecha como fue
presentada en la sección anterior.
Figura 5 . Incidencia de la pobreza para los años 2013-2017 con los faltantes actuales y
un 15% de faltantes
Adicionalmente en todos los faltantes simulados la media condicionada es el método
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que presenta la menor incidencia de la pobreza, mientas que el Hot-Deck la mayor, esto
puede estar dado a la perdida de información y por ende de donantes para la realización
de este último método de imputación lo cual tiene como resultado que cada vez sean
donantes menos cercanos los que sean los que den la información. Mientras que la media
condicionada posee una menor cantidad de variables clasificatorias y a pesar de la
perdida de información las regresiones mantienen unos betas parecidos en todos los
escenarios.
Figura 6 . Incidencia de la pobreza para los años 2013-2017 con 20% y 25% de faltantes
Gracias a la estimación del error estándar de la estimación de la incidencia de la
pobreza se pudieron generar los limites inferiores y superiores de la estimación y sus




Incidencia de la pobreza, intervalos de confianza y Cve para 2017








Actual 26,9 26,5 27,4 0,9
15% 32,1 31,6 32,5 0,7
20% 32,0 31,5 32,4 0,7
25% 32,0 31,6 32,5 0,7
Media
Condicionada
Actual 31,0 30,5 31,4 0,8
15% 30,9 30,4 31,4 0,8
20% 30,1 29,6 30,5 0,8
25% 29,3 28,9 29,8 0,8
Regresión
aleatoria
Actual 31,3 30,9 31,8 0,7
15% 31,3 30,8 31,7 0,7
20% 31,0 30,5 31,5 0,8
25% 30,8 30,4 31,3 0,8
Elaboración propia
Una situación particular, que se puede medir gracias a la estimación de los errores
estándar del parámetro estimado, es que todas las incidencias de la pobreza ,
exceptuando la del Hot-Deck con los faltantes actuales y la media condicionada con un




Teniendo en cuenta los resultados del Test Little se puede afirmar que los faltantes
en la variable ingresos no se presentan de una manera completamente aleatoria, es
decir su mecanismo no es MCAR y por lo tanto pueden ser datos perdidos no
aleatorios (MNAR) o datos perdidos aleatorios (MAR). Esto quiere decir que las
imputaciones que se deben realizar a esta variable deben depender de variables
adicionales.
Los datos imputados no han cambiado las tendencias de la pobreza y dado que en
la gran mayoría de los casos las incidencias calculadas no poseen una diferencia
estadística, no se puede definir con certeza si existen diferencias en el cálculo de la
pobreza con los tres métodos elegidos.
No se puede determinar cuál es el método más apropiado para la imputación dado
lo similar de los resultados tanto en incidencia como en la varianza de la misma,
por tal motivo los efectos en la estimación de la pobreza son indeterminados y es
necesario ahondar en otros métodos de imputación para reconocer si alguno
genera grandes diferencias en los resultados.
Es necesario caracterizar los hogares pobres y no pobres para todos los métodos
de imputación y cantidad de faltantes, como extensión al presente trabajo. esto
con el fin de determinar si a pesar de no ser muy diferentes las estimaciones los
perfiles de la pobreza cambian generando una mejor identificación de los hogares
33
pobres, en pocas palabras conocer si los hogares que son seleccionados como
pobres son los que efectivamente son pobres.
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Diccionario de datos tabla personas 1 de 4
Variable Descripción Variable Descripción
Directorio Llave de vivienda P7070 ¿cuánto recibió o ganó . . . .. el mes pasado
en ese segundo trabajo o negocio?
Secuencia_p Llave de hogar P7090 Además de las horas que trabaja actual-
mente ¿...... quiere trabajar más horas?
Orden Llave de persona P7110 Durante las últimas 4 semanas, ¿ ...... hizo
diligencias para trabajar más horas?
Clase 1. Cabecera, 2. Resto (centros poblados y
área rural dispersa)
P7120 Si la semana pasada le hubiera resultado
la posibilidad de trabajar más horas ¿ es-
taba...... disponible para hacerlo?
Dominio Cada una de las 24 a.M., otras cabeceras y
resto
P7140s1 ¿Por que motivos ....... desea cambiar de
trabajo o empleo: a. Para mejorar la utili-
zación de sus capacidades o formación?
Capital Dummy capital de departamento. 1: capital
0: no capital
P7140s2 ¿Por que motivos ....... desea cambiar de
trabajo o empleo: b. Desea mejorar sus in-
gresos?
Mes Mes P7150 Durante las ÚLTIMAS 4 SEMANAS,
¿...... hizo diligencias para cambiar de tra-
bajo?
Estrato1 Estrato de energía para las 13 a.M., y sextil
de icv para otras cabeceras y resto
P7160 Si le resultara un nuevo trabajo o empleo
a...¿podría empezar a desempeñarlo antes
de un mes?
P6020 Sexo P7310 ¿...... ha buscado trabajo por primera vez
o había trabajado antes por lo menos du-
rante dos semanas consecutivas?
P6040 ¿cuántos años cumplidos tiene? P7350 En este último trabajo era: . . . (Desocu-
pados)
P6050 ¿cuál es el parentesco de ...Con el jefe o jefa
del hogar?
P7422 ¿Recibió o ganó el mes pasado ingresos
por concepto de trabajo?. (Desocupados)
P6090 "¿ ... Está afiliado, es cotizante o es benefi-
ciario de alguna entidad de seguridad social
en salud?
P7422s1 ¿Cuánto? $_________________
P6100 ¿A cual de los siguientes regímenes de segu-
ridad social en salud está afiliado:
P7472 ¿recibió o ganó el mes pasado ingresos
por concepto de trabajo?. (desocupados)
P6210 ¿Cuál es el nivel educativo más alto alcanza-
do por .... y el último año o grado aprobado
en este nivel?
P7472s1 ¿cuánto? $_________________
P6210s1 Grado escolar aprobado P7495 El mes pasado, ¿recibió pagos por con-
cepto de arriendos y/o pensiones?
P6240 ¿En que actividad ocupó...... la mayor parte
del tiempo la semana pasada?
P7500s1 ¿El mes pasado, recibió pagos por: a.
arriendos de casas, apartamentos, fincas,
lotes, vehículos, equipos etc?
Oficio ¿qué hace. . . . . . en este trabajo? P7500s1a1 Valor mes pasado $
__________________
P6426 ¿cuanto tiempo lleva ... Trabajando en esta
empresa, negocio, industria, oficina, firma o
finca de manera continua?
P7500s2 ¿El mes pasado recibió pagos por b. pen-
siones o jubilaciones por vejez,invalidez
o sustitución pensional ?
P6430 En este trabajo es . . . . (posición ocupacional
primera actividad)
P7500s2a1 Valor mes pasado $
__________________
P6500 Antes de descuentos ¿cuánto ganó .... el mes
pasado en este empleo?
P7500s3 ¿El mes pasado recibió pagos por c. pen-
sión alimenticia por paternidad, divorcio
o separación?
P6510 ¿el mes pasado recibio ingresos por concepto
de horas extras?




Diccionario de datos tabla personas 2 de 4
Variable Descripción Variable Descripción
P6510s1 ¿cuánto recibió por horas extras? P7505 Durante los últimos doce meses, ¿recibió
dinero de otros hogares, personas o insti-
tuciones no gubernamentales; dinero por
intereses, dividendos, utilidades o por ce-
santias?
P6510s2 ¿incluyó este valor en los ingresos del mes
pasado?
P7510s1 Durante los últimos 12 meses, ¿recibió a.
dinero de otros hogares o personas resi-
dentes en el país?
P6545 El mes pasado recibió a. Primas (técnica, de
antigüedad, clima,orden publico, otras, etc)
P7510s1a1 Valor $ ___________
P6545s1 ¿cuánto recibió por primas? P7510s2 Durante los últimos 12 meses, ¿recibió b.
dinero de otros hogares o personas resi-
dentes fuera del país?
P6545s2 ¿incluyó este valor en los ingresos del mes
pasado ($ ____) que me declaró anteriormen-
te?
P7510s2a1 Valor $ ___________
P6580 ¿el mes pasado recibió b. Bonificaciones? P7510s3 Durante los últimos 12 meses, ¿recibió
c. ayudas en dinero de instituciones del
país?
P6580s1 ¿cuánto recibió por bonificaciones? P7510s3a1 Valor $ ___________
P6580s2 ¿incluyó este valor en los ingresos del mes
pasado ($ ____) que me declaró anteriormen-
te?
P7510s5 Durante los últimos 12 meses, ¿recibió
d. dinero por intereses de prestamos o
CDTs, depositos de ahorros, utilidades,
ganancias o dividendos por inversiones?
P6585s1 ¿el mes pasado recibió a. Auxilio o subsidio
de alimentación?
P7510s5a1 Valor $ ___________
P6585s1a1 ¿cuánto recibió por subsidio de alimenta-
ción?
P7510s6 Durante los últimos 12 meses, ¿recibió e.
dinero por concepto de cesantías y/o in-
tereses a las cesantías?
P6585s1a2 ¿incluyó este valor en los ingresos del mes
pasado ($ ____) que me declaró anteriormen-
te?
P7510s6a1 Valor $ ___________
P6585s2 ¿el mes pasado recibió b. Auxilio subsidio de
transporte?
P7510s7 Durante los últimos 12 meses, ¿recibió f.
dinero de otras fuentes diferentes a las an-
teriores?
P6585s2a1 ¿cuánto recibió por subsidio de transporte? P7510s7a1 Valor $ ___________
P6585s2a2 ¿incluyó este valor en los ingresos del mes
pasado ($ ____) que me declaró anteriormen-
te?
Pet Población en edad de trabajar 1: sí 0: no
P6585s3 ¿el mes pasado recibió c. Subsidio familiar? Oc Ocupado 1: sí
P6585s3a1 ¿cuánto recibió por subsidio familiar? Des Desocupado 1: sí
P6585s3a2 ¿incluyó este valor en los ingresos del mes
pasado ($ ____) que me declaró anteriormen-
te?
Ina Inactivo 1: sí
P6585s4 ¿el mes pasado recibio d. Subsidio educati-
vo?
Impa Ingreso monetario de la primera actividad
antes de imputación
P6585s4a1 ¿cuánto recibio por subsidio educativo? Isa Ingreso monetario de la segunda activi-
dad antes de imputación
P6585s4a2 ¿incluyó este valor en los ingresos del mes
pasado ($ ____) que me declaró anteriormen-
te?
Ie Ingreso en especie antes de imputación
P6590 ¿además del salario en dinero,¿el mes pasado
recibió alimentos como parte de pago por su
trabajo?
Imdi Ingreso por trabajo de desocupados e
inactivos antes de imputación
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Cuadro 3
Diccionario de datos tabla personas 3 de 4
Variable Descripción Variable Descripción
P6590s1 ¿en cuánto estima lo que recibió?
$____________
Iof1 Ingreso por intereses y dividendos antes
de imputación
P6600 ¿además del salario en dinero,¿el mes pasa-
do recibió vivienda como parte de pago por
su trabajo?
Iof2 Ingreso por jubilaciones y pensiones an-
tes de imputación
P6600s1 ¿en cuánto estima lo que recibió?
$_______________
Iof3h Ingreso por ayudas de hogares, antes de
imputación
P6610 ¿normalmente... Utiliza transporte de la em-
presa para desplazarse a su trabajo (bus o au-
tomóvil)?
Iof3i Ingreso por ayudas de instituciones, antes
de imputación
P6610s1 ¿en cuánto estima lo que reci-
bió?$_______________
Iof6 Ingreso por arriendos antes de impu-
tación
P6620 Además del salario en dinero, ¿el mes pasa-
do... Recibió otros ingresos en especie por
su trabajo (electrodomésticos,ropa, produc-
tos diferentes aalimentos o bonos tipo sodex-
ho)?
Cclasnr2 Estado de impa 1:faltante 0: observado
P6620s1 ¿en cuánto estima lo que recibió?
$_______________
Cclasnr3 Estado de isa 1:faltante 0: observado
P6630s1 En los últimos 12 meses recibió . . . a. Prima
de servicios
Cclasnr4 Estado de ie 1:faltante 0: observado
P6630s1a1 ¿cuánto recibio? $____________ Cclasnr5 Estado de imdi 1:faltante 0: observado
P6630s2 En los últimos 12 meses recibió ... B. Prima
de navidad
Cclasnr6 Estado de iof1 1:faltante 0: observado
P6630s2a1 ¿cuánto recibio? $____________ Cclasnr7 Estado de iof2 1:faltante 0: observado
P6630s3 En los últimos 12 meses recibió . . . c. Prima
de vacaciones
Cclasnr8 Estado de iof3 1:faltante 0: observado
P6630s3a1 ¿cuánto recibió? $____________ Cclasnr11 Estado de iof6 1:faltante 0: observado
P6630s4 En los últimos 12 meses recibio ... D. Viáti-
cos permanentes
Impaes Ingreso monetario de la primera actividad
imputado (sólo para faltantes, extremos o
ceros inconsistentes)
P6630s4a1 ¿cuánto recibió? $____________ Isaes Ingreso monetario de la segunda activi-
dad imputado (sólo para faltantes o extre-
mos)
P6630s6 En los últimos 12 meses recibio . . . e. Boni-
ficaciones anuales
Iees Ingreso en especie imputado (sólo para
faltantes o extremos)
P6630s6a1 ¿cuánto recibió? $____________ Imdies Ingreso por trabajo de desocupados e
inactivos imputado (sólo para faltantes o
extremos)
P6750 ¿cuál fue la ganancia neta o los honorarios
netos de ... En esa actividad, negocio, profe-
sión o finca, el mes pasado ?
Iof1es Ingreso por intereses y dividendos impu-
tado (sólo para faltantes o extremos)
P6760 ¿ a cuántos meses corresponde lo que reci-
bió?
Iof2es Ingreso por jubilaciones y pensiones
imputado (sólo para faltantes o extremos)
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Cuadro 4
Diccionario de datos tabla personas 4 de 4
Variable Descripción Variable Descripción
P550 ¿cuál fue la ganancia neta del negocio o de
la cosecha durante los últimos doce meses?
(sólo para centros poblados y área rural dis-
persa)
Iof3hes Ingreso por ayudas de hogares, imputado
(sólo para faltantes o extremos)
P6800 ¿cuántas horas a la semana trabaja normal-
mente.... en ese trabajo ?
Iof3ies Ingreso por ayudas de instituciones,
imputado (sólo para faltantes o extremos)
P6870 ¿cuántas personas en total tiene la empresa,
negocio, industria, oficina, firma, finca o sitio
donde ..... Trabaja?
Iof6es Ingreso por arriendos imputado (sólo pa-
ra faltantes o extremos)
P6920 ¿está... Cotizando actualmente a un fondo de
pensiones?
Ingtotob Ingreso total observado
P7040 Además de la ocupación principal, ¿.... tenía
la semana pasada otro trabajo o negocio?
Ingtotes Ingreso total imputado
P7045 ¿cuántas horas trabajó ... La semana pasada
en ese segundo trabajo?
Ingtot Ingreso total
P7050 En ese segundo trabajo. . . ..es: (ocupación se-
gunda actividad)
Fex_c Factor de expansión anualizado
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