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  ملخص
 الموصالت ألشباه المشتقة والخصائص اإللكتروني النطاق لبنية األول المبدأ حساب باستعمال دراسات العمل هذا يتناول 
 الكثافة دالية نظرية باستعمال الحسابات تُجرى.  الزنك كبريتيد بنية في Mn المنغنيز عنصر على القائمة المغنطيسية المركَّبة
 الكثافة تقريب وهما االرتباط-التبادل لطاقة تقريبين باستعمال  المستوية األمواج و الكاذبة الكمونات نظرية إلى إضافة اإللكترونية
 نظرية دراسة تمت وقد .المختلفة للحسابات المستعمل CASTEP الكود نظام في المدمجة المعمم التدرج وتقريب المحلية
 ، الحاالت وكثافة ، الطاقة نطاق في الفجوات مثل مميزات في التحقيق وتم  المرونية و اإللكترونية،البصرية البنيوية، للخصائص
 تأثير فحص تم. البصرية واالستجابات والثبات ، بها المرتبطة الميكانيكية والخواص المرنة والثوابت ، للطور المرحلي واالنتقال
 .نتائجها ومناقشة الدراسة قيد الخصائص جميع على الهيدروستاتيكي الضغط
 االستقرار رمعايي أظهرت وقد. السابقة األبحاث في الواردة تلك مع معقول بشكل جيًدا اتفاقًا نتائجنا تظهر المعدوم، الضغط عند
 تعديل بقالمط الضغط يتيح. دراستها تمت التي الضغط نطاقات جميع في ميكانيكياً  مستقرة المعنية المواد أن المعممة المرنة
 يعطي مما ، فيها النظر يتم التي البصرية األطياف وجميع اإللكترونية النطاقات جميع وتحويل والميكانيكية الهيكلية المعامالت
 الكهروضوئية للتطبيقات مفيدة تكون أن يمكن الدراسة هذه في جمعها تم التي المعلومات. المدروسة للمواد جديدة أساسية خصائص
.الجديدة الكهرومغناطيسية  الطوبغرافية والتأثيرات  
 
 الخواص ، البصرية الخواص ، الميكانيكية الخواص ، اإلنشائية الخواص ، الموصالت أشباه: المفتاحية الكلمات 




















 Le présent travail porte sur les études ab initio de la structure de la bande électronique et des 
propriétés dérivées des composés semiconducteurs magnétiques à base de Mn dans la structure 
zinc-blende. Les calculs sont effectués en utilisant la méthode des ondes planes pseudopotentielles à 
la fois dans l'approximation de la densité locale et dans l'approximation du gradient généralisé 
implémentés dans le code CASTEP. Des caractéristiques telles que les bandes interdites d'énergie, 
la densité d'états, la transition de phase structurelle, les constantes élastiques et leurs propriétés 
mécaniques, la stabilité et les réponses optiques associées ont été étudiées. L'effet de la pression 
hydrostatique sur les propriétés d'intérêt a été examiné et discuté.  
À pression nulle, nos résultats montrent un bon accord raisonnablement avec ceux rapportés dans la 
littérature. Les critères de stabilité élastique généralisés ont montré que les matériaux en question 
sont mécaniquement stables dans toutes les plages de pression étudiées. La pression appliquée 
permet de modifier les paramètres structurels et mécaniques et de décaler toutes les bandes 
électroniques et tous les spectres optiques considérés, donnant ainsi de nouvelles propriétés 
fondamentales aux matériaux considérés. Les informations recueillies lors de la présente étude 
peuvent être utiles pour les applications photovoltaïques et les nouveaux effets magnéto-électriques 
topologiques. 
 
 Mots clé : Semiconducteurs,  propriétés structurales, propriétés mécanique, propriétés 















 The present work deals with ab initio studies of electronic band structure and derived 
properties of Mn based magnetic compound semiconductors in the zinc-blende structure. The 
calculations are performed using the pseudopotential plane-wave method within both the local 
density approximation and the generalized gradient approximation approaches. Features such as 
energy band gaps, density of states, structural phase transition, elastic constants and their related 
mechanical properties, stability and optical responses have been investigated. The effect of 
hydrostatic pressure on the properties of interest has been examined and discussed.  
At zero pressure, our findings show reasonably good accord with those reported in the 
literature. The generalized elastic stability criteria showed that the materials in question are 
mechanically stable in all the studied pressure ranges. Applied pressure is found to change 
structural and mechanical parameters and to shift all electronic bands and optical spectra under 
consideration, giving new fundamental properties of the materials under consideration.  The 
information gathered from the present study can be useful for photovoltaic applications and new 
topological magneto-electric effects. 
 
Key words: Semiconductors, structural properties, mechanical properties, optical properties, 
electronic properties, Ab initio, pressure, MnTe, MnS, MnSe. 
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 Au vu de ses succès dans la description et la prédiction des propriétés des matériaux, la 
modélisation physique par simulation numérique joue un rôle de plus en plus prépondérant dans de 
nombreux domaines, allant de la physique du solide à la chimie moléculaire. L'arrivée sur le marché 
de processeurs de plus en plus puissants a permis l'implémentation de méthodes de calcul complexes, 
permettant ainsi de rendre compte toujours plus précisément des résultats expérimentaux. 
 L’étude des propriétés des matériaux est fortement corrélée aux avancées technologiques qui 
ont lieu dans les domaines de la micro et nanoélectronique. La bonne connaissance des propriétés des 
matériaux est cruciale, d'une part pour le contrôle de la fabrication des dispositifs électroniques, et 
d'autre part pour la découverte de nouveaux matériaux aux propriétés intéressantes. 
 Au cours des dernières années, l'intérêt pour les semiconducteurs semi magnétiques IIB-VI 
dopés au Mn a été augmenté [1-6]. Le tellurure de manganèse (II) est un composé inorganique de 
formule chimique MnTe. Il présente de nouvelles propriétés électroniques et magnétiques par rapport 
à MnO, MnS et MnSe [7-9]. Les méthodes de croissance [7, 8, 10-13] ont montré que la modification 
stable du matériau d'intérêt est la structure hexagonale de type NiAs. Néanmoins, MnTe peut 
apparaître dans d'autres structures comme la structure du chlorure de sodium (NaCl) cubique ou une 
structure de NaCl en fonction de la température [5, 14]. De plus, à basse température, il a été rapporté 
que la croissance épitaxiale pour des couches de MnTe sur un substrat cubique peut être effectuée 
par épitaxie par jets moléculaires (MBE) [15-18], MnTe est apparu dans la phase de zinc-blende 
métastable. Dans cette phase, le matériau étudié est un semiconducteur magnétique qui a des 
applications technologiques en tant que constituant des structures quantiques II-VI qui ont été 
utilisées dans des expériences de spintronique [4]. 
 L'étude des propriétés des matériaux sous pression est devenue une activité de recherche 
importante. Cela est dû au développement de la cellule à enclume en diamant (dispositif qui permet 
de soumettre un matériau à des pressions et températures très élevées et de réaliser de nombreuses 
mesures physiques dans ces conditions.) et à l'extension de la plage de pression statique des mesures 
optiques et rayon-X [18-20]. D'autre part, plusieurs techniques de calcul pour la structure 
électronique et les calculs ab initio ont permis de mieux comprendre les propriétés fondamentales du 







fondamentales des matériaux semi-conducteurs et peut conduire à de nouveaux matériaux avec de 
nouvelles propriétés de comportement. 
Malgré l'importance du semiconducteur magnétique à base de MnTe en phase zinc-blende, il n'y a eu 
que peu de travaux sur les propriétés fondamentales du MnTe sous pression. Pour cela, d'autres 
investigations du matériau d'intérêt sous pression sont nécessaires.  
 Les propriétés optiques des matériaux semiconducteurs jouent un rôle important dans la 
détermination de leurs propriétés optoélectroniques pour les dispositifs. Les chalcogénures de Mn en 
masse, y compris S, Se et Te, ont attiré beaucoup d'attention en raison de leurs propriétés optiques, de 
transport et magnétiques intéressantes [1-4]. Les matériaux peuvent être utilisés dans de nombreuses 
applications qui incluent des émetteurs verts bleus, revêtements de cellules solaires en tant que 
matériau fenêtre / tampon, et en tant que matériau optoélectronique pour une longueur d'onde courte.   
Les propriétés optiques de MnS ont également suscité un intérêt considérable pour la protobiologie 
[5]. Très récemment, le MnS et MnSe ont été utilisés comme matériaux d'électrode dans des batteries 
Li-ion [6, 7] et comme matériaux de supercondensateur [8-11] démontrant ainsi des applications liées 
à l'énergie intéressantes. 
Parmi les alternatives de calcul des premiers principes qui se présentent, on cite la modélisation 
(simulation numérique) qui est un outil de base pour l’étude des propriétés physiques des matériaux. 
Ces modèles théoriques expliquent parfaitement les observations expérimentales et particulièrement 
quand l’expérience est difficilement réalisable et orientent l’industrie vers les meilleurs choix avec un 
coût minimum. Différents modèles théoriques sont disponibles pour les chercheurs comme la 
méthode empirique, semi empirique et ab-initio. Ce travail de thèse a été réalisé par la méthode des 
premiers principes (ab-initio) en utilisant un pseudo potentiel avec ondes planes (PP-PW). Le travail 
est organisé en trois chapitres.  
Dans le premier chapitre, nous exposerons les notions fondamentales sur la physique des 
semiconducteurs, notamment, les propriétés structurales, électroniques et optiques des matériaux 
semiconducteurs, dans ce chapitre nous allons parler aussi en détail sur les principales notions et lois 
de base des propriétés mécaniques des solides cristallins. 
Le deuxième chapitre, sera consacré à la présentation du cadre théorique des calculs ab initio dans 
lequel sera effectué ce travail. Nous rappellerons le développement des méthodes de calculs de 
structure électronique, et nous exposerons les fondements de la DFT. Les approximations utilisées 
pour traiter la partie échange et corrélation de l’énergie seront rappelées. Nous présenterons 
également d’autres approximations relatives aux pseudopotentiels et au développement en ondes 







travail avec les paramètres d’entrés du code employé afin de simuler et calculer les différentes 
propriétés désirées. 
Enfin, il nous semble naturel que dans un travail de ce genre, on finit par l’étude des cas concrets, les 
différents résultats obtenus de nos calculs Ab-initio des propriétés structurales, optiques, 
électroniques et mécaniques des composés semiconducteurs à base de manganèse (MnTe, MnS et 
MnSe), leurs interprétations et leurs comparaisons aux travaux théoriques et expérimentaux dans la 
phase cubique zinc-blende, en utilisant les méthodes décrites dans la partie théorique, feront l’objet 
du troisième chapitre. 
Enfin, la conclusion générale permettra de résumer les principaux résultats et enseignements obtenus 
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Chapitre I  
 Généralités sur les propriétés fondamentales des 
semiconducteurs     
I.1. Introduction 
Les matériaux sont présentés dans de multiples domaines et prennent une place de plus en 
plus importante dans les systèmes que nous trouvons autour de nous ou que nous utilisons chaque 
jour. Les composés semi-conducteurs binaires sont considérés comme une classe importante des 
matériaux et cela grâce à l’ajustement de leur paramètre du réseau, le gap énergétique, les constantes 
optiques et diélectriques qui sont des paramètres importants et jouent un rôle important dans les 
composants optoélectronique.  
Une connaissance précise des différentes propriétés tels que structurales, mécaniques et le 
comportement élastique, ainsi que la structure de bandes du matériau étudié est nécessaire pour 
l’évaluation de son domaine d’application, les propriétés optiques en particulier, les transitions 
directes (l’absorption et émission spontanée, émission stimulée d’un photon) et les transitions 
indirectes sont particulièrement d’une importance principale pour l’étude et la fabrication des 
composants semiconducteurs magnétiques bien désiré [1].  
Comme les matériaux binaires sont principaux, par leurs larges applications dans les cellules 
photovoltaïques, les photodiodes, et les dispositifs optoélectroniques tels que les Diodes Electro 
Luminescentes (DEL) ou Diode laser (DL). Les chercheurs veulent progresser ces composants 
semiconducteurs en exécutant des nouvelles études afin d’améliorer leurs propriétés. 
Dans la suite nous présenterons les notions fondamentales sur les semiconducteurs et leurs propriétés 
tels que les propriétés structurales, électroniques, optiques et mécaniques. 
 
I.2 Définition d’un semiconducteur et sa structure électronique  
On différencie trois types de matériaux cristallins : les isolants, les conducteurs et les semi- 
conducteurs. Ces derniers ont des propriétés de conductivité électrique intermédiaires entre celles des 
isolants et des conducteurs : à T = 0 K un semiconducteur se comporte comme un isolant. 
Néanmoins, il conduit l'électricité dès que la température augmente. 
La conductivité des semiconducteurs varie entre 10-8 S/cm < σ < 103 S/cm (silicium 10-5 S/cm 
à 103 S/cm), alors que celle des métaux est de l'ordre 103 S/cm < σ (argent 106 S/cm) et celle des 









I.2.1 Conductivité électrique : 
La conductivité électrique est l'aptitude d'un matériau à laisser les charges électriques se 
déplacer librement, autrement dit à permettre le passage du courant électrique. Dans l’ensemble des 
corps solides, le semiconducteur se distingue par des propriétés particulières. L’expression 
semiconducteur suggère qu’il s’agit d’un cristal qui conduit l’électricité mieux qu’un isolant et moins 
qu’un métal. La conductivité électrique σ ou son inverse, la résistivité électrique ρ=1/σ, sont les 
paramètres physiques qui pour le spectre des corps solides présentent l’un des plus vastes domaines 
de variation. L’influence de la pureté des matériaux semiconducteurs est primordiale pour la 
grandeur de la conductivité électrique. En général, la conductivité électrique dépend, en outre, de la 
température, de la radiation électromagnétique, du champ magnétique et toute forme d’irradiation et 
de défauts. Ce sont ces variations de la conductivité électrique, sous l’effet d’influences variées, qui 
font des semiconducteurs des matériaux important pour l’électronique et ses applications. Alors La 
conductivité électrique varie sur plusieurs ordres de grandeur, sous l'effet de : 
 La température, 
 L'éclairement, 
 La présence d'impuretés, 










Figure.1.1 : Conductivité électrique à température ambiante de quelques corps solide ; les limites 
entre les semiconducteurs et les métaux d’une part, les isolants d’autre part, les isolants d’autres 
part, ne sont pas strictes [2]. 
La variation de la conductivité électrique en fonction de la température suit une loi qui permet de 
caractériser incontestablement un semiconducteur. Quand la température augmente, la conductivité 
d’un semiconducteur augmente. Selon le domaine de température considéré et selon l’état de pureté 
du matériau [2]. 
I.2.2 Notion de bandes d’énergie 
Les électrons ne peuvent pas orbiter autour du noyau à n'importe quelle distance dans l'espace 
atomique entourant le noyau, mais seulement certaines orbites très spécifiques sont permises et 
n'existent que dans des niveaux discrets spécifiques. L’énergie des électrons peut prendre toute valeur 
à l'intérieur d'un intervalle dépendant de la structure du matériau, on parle de bandes d'énergie. Il 
peut exister plusieurs bandes auxquelles l'énergie des électrons peut appartenir : ce sont les bandes 
permises. A l'inverse, il ne peut y avoir d'électrons dont l'énergie appartient aux bandes interdites. 
A l'état fondamental de la matière (0 Kelvin), deux bandes ont un rôle particulier [3]: 
- Les bandes de faible énergie pleines, correspondant à des électrons participant au maintien de la 
structure cristalline ; ce sont des bandes dites de valence. 





- Les bandes de haute énergie vides, correspondant à des électrons participant à la conduction 
électrique, sont appelées bandes de conduction  
L'énergie qui sépare ces deux bandes est appelée gap, ou band gap C’est un paramètre important 
pour déterminer les propriétés électroniques et optiques des semiconducteurs et avoir une idée sur 
leur domaine d’application. 
Les métaux, les semi-conducteurs et les isolants se distinguent les uns des autres par leurs structures 
en bande. Leurs structures de bande sont montrées dans la figure ci-dessous 
 
 
Figure I.2 : Structures de bande d’un isolant, semi-conducteur et un conducteur. 
 
La bande interdite pour les isolateurs est grande, donc très peu d'électrons peuvent sauter 
l’écart et passer de la bande de valence à la bande de conduction Cela signifie que la conductivité 
électrique de l'isolant est très mauvaise [2]. Excitation adéquate, permette aux électrons de la bande 
de valence de rejoindre la bande de conduction, ainsi le semiconducteur peut transporter de 
l’électricité et donc devenir conducteur. Par contre dans les métaux, la bande de conduction et la 
bande de valence se rapprochent beaucoup l'une de l'autre et peuvent même se chevaucher, avec 
l'énergie de Fermi (Ef) quelque part à l'intérieur. Cela signifie que le métal a toujours des électrons 
qui peuvent se déplacer librement et peuvent donc toujours transporter du courant. Alors que pour les 
semiconducteurs la bande interdite est plus petite, mais la moindre excitation, thermique ou 
électrique permette aux électrons de la bande de valence de passer à la bande de conduction, compte 
tenu de la conductivité limitée du semiconducteur. A basse température, aucun électron ne possède 
suffisamment d'énergie pour occuper la bande de conduction et aucun mouvement de charge n'est 
donc possible. Au zéro absolu, les semi-conducteurs sont des isolants parfaits. La conductivité 
électrique du semi-conducteur n'est pas aussi élevée que celle du métal, mais elle n'est pas aussi 
mauvaise que celle de l'isolant électrique.  






I.2.2.1 Notion de gap direct et de gap indirect 
Dans la structure de bande d'un matériau semi-conducteur, la bande interdite est la zone 
interdite entre la bande de valence (VB) et la bande de conduction (CB) qui ne peut pas être occupée 
par les électrons. Le gap est la différence d’énergie entre le minimum absolu de la bande de 
conduction et le maximum absolu de la bande de valence. Les extrema des bandes de conduction et 
de valence sont caractérisés par une énergie E et un vecteur d’onde ?⃗? . Dans l’espace réciproque, si le 
minimum de la bande de conduction et le maximum de la bande de valence correspondent à la même 
valeur de ?⃗?  on dit que le semi-conducteur est à gap direct. Par contre si ce maximum et ce minimum 
correspondent à des valeurs de ?⃗?  différentes, on dit que le semi-conducteur est à gap indirect. 
Le phénomène de conduction dans les semiconducteurs est assuré par les porteurs de charge, 
ces porteurs de charge peuvent être des électrons ou des trous. La différence entre matériaux semi-
conducteurs à gap direct ou indirect est importante, particulièrement pour les applications 
optoélectroniques qui mettent en jeu à la fois des électrons et des photons. En effet, lors de la 
transition d’un électron de la BV vers la BC ou de la recombinaison électron-trou, il faut conserver 
l’énergie (relation scalaire) et l’impulsion (relation vectorielle). La transition d'énergie minimale 
entre ces deux bandes peut avoir lieu sans changement de vecteur d'onde dans les semi-conducteurs à 
gap direct, ce qui permet l'absorption et l'émission de lumière de façon beaucoup plus efficace que 
dans les matériaux à gap indirect. Cette différence oriente le choix des matériaux pour les 
applications optoélectroniques [4]. 
 
 
a) Gap direct                                                      b) Gap indirect 
Figure I.3 : Gap direct et indirect des semiconducteurs (GaAs, Si) 






La largeur du gap varie en fonction de la température, généralement, cette variation est donnée par 
l'équation de Varshni [5] : 
𝐸𝑔(𝑇) = 𝐸𝑔(0) −
𝛼𝑇2
𝑇+𝛽
                                                                               (I.1) 
Où 𝐸𝑔(0) est l’énergie de bande interdite pour T=0 K, α et β sont des paramètres servant à décrire la 
variation de la bande interdite en fonction de la température. 
I.2.3 Conduction par électron et par trou  
On peut briser une liaison de valence d’un semiconducteur si on apporte une énergie 
(thermique ou lumineuse) suffisante : on arrache ainsi des électrons libres (ils ne participent plus à 
une liaison cristalline), ces derniers peuvent avoir par la suite une transition vers la bande de 
conduction, les états vacants ainsi créés dans cette bande de valence, sont appelés trous, ils sont dus 
alors à l’interaction des électrons avec le réseau cristallin [5]. 
Sous l’action d’un champ électrique ou magnétique, tous les électrons meuvent dans une direction 
faisant en sorte que les trous bougent dans la direction opposée. Trous et électrons constituent les 
porteurs libres intrinsèques dont le nombre est fonction de la température. La neutralité électrique 
du matériau impose que les trous et les électrons soient en nombres identiques. 
Les physiciens supposent donc, que cette particule imaginaire (quasiparticule) doit avoir une charge 
positive, le rôle important joué par ces particules et dû au fait, qu’elles réagissent comme des porteurs 
de charges mobiles. Ce phénomène est illustré dans les figures I.4. a, b si dessous. 
 
Figure I.4.a : Transition d’un électron de la BV vers la BC. 
 
 
Figure I.4.b : Apparition d’un électron et d’un trou libre lors d’une rupture de liaison covalente [6]. 
 
 





I.2.4 Semiconducteur intrinsèque 
Un semiconducteur est dit intrinsèque lorsqu’il ne possède aucun défaut physique, ni défaut 
chimique. Sa structure ne présente aucune lacune, aucune dislocations, et il n’y a aucune impureté 
dans le réseau (bonne qualité cristallographique).  
La résistivité d'un tel semiconducteur est élevée, son usage est principalement de servir de matière 
première pour la fabrication des semiconducteurs extrinsèques. En pratique, il subsiste toujours un 
certain nombre de défauts ou d’impuretés, et le semi-conducteur intrinsèque représente en fait un cas 
limite idéal. Ces semiconducteurs ne conduisent pas ou très peu le courant sauf s’ils sont portés à 
haute température [6]. Dans un semi-conducteur intrinsèque, les porteurs de charge ne peuvent être 
fournis que par les atomes du réseau, un lien de valence est rompu par l'énergie d'agitation thermique, 
un électron est ainsi libéré, il vient d'effectuer une transition de la bande de valence à la bande de 
conduction, on parle de la conductivité intrinsèque qui augmente avec la température. 
 
I.2.5 Semiconducteur extrinsèque 
Un semiconducteur extrinsèque est un semi-conducteur pour lequel, à l’équilibre 
thermodynamique, la concentration en électrons est différente de la concentration en trous. Cette 
différence est obtenue le plus souvent en introduisant dans le matériau de manière intentionnelle une 
faible concentration d’impuretés de nature contrôlée. Cet ajout est appelé dopage. Il a une influence 
considérable sur les propriétés des semi-conducteurs. Les éléments chimiques choisis comme dopant 
présentent une valence différente de celle du semiconducteur. Ils se positionnent dans son réseau en 
site substitutionnel, c’est-à-dire en remplacement de certains atomes.  
I.2.5 Semi-conducteurs dopés  
Le dopage peut être créé de deux manières : 
Si le cristal est dopé avec des atomes possédant un électron de valence supplémentaire, cet électron 
ne sera pas lié à un atome en particulier et pourra se déplacer librement à travers le réseau : type-n 
Si le cristal est dopé avec des atomes possédant un électron de valence de moins, il y aura donc un 
trou parmi les électrons de valence. Ce trou peut être rempli par un électron de valence d’un atome 
voisin, mais cela créera un autre trou. Ce trou peut être vu comme une charge positive mobile : type-
p. 
Du point du vue des bandes d’énergie (figure I.5) : 
a. Type-n : Les atomes d’impureté (appelés donneurs) produisent des niveaux remplis au-dessous de 
la bande de conduction. Les électrons de ces niveaux peuvent donc atteindre aisément (~0,05 eV) la 
bande de conduction. Ce sont les porteurs de charge mobiles.  Les électrons sont dans ce cas appelés 
porteurs majoritaires. Cependant il existe aussi quelques trous créés par l’énergie thermique. Ces 
trous qui ne proviennent pas des impuretés sont appelés porteurs minoritaires. 





b. Type-p : Les atomes d’impureté (appelés accepteurs) produisent des niveaux vides au-dessus de la 
bande de valence. Les électrons de la bande de valence peuvent atteindre ces niveaux aisément 
(~0,05 eV). Les trous laissés derrière eux dans la bande de valence sont les porteurs de charge 
mobiles. Les trous sont dans ce cas appelés porteurs majoritaires. Cependant il existe aussi quelques 
électrons créés par l’énergie thermique. Ces électrons libres qui ne proviennent pas des impuretés 
sont appelés porteurs minoritaires [7]. 
 
 
Figure I.5 : La structure de bandes des semiconducteurs type n et p 
 
I.6 Conclusion  
Les matériaux semiconducteurs font un sujet d’actualité vus les multiples applications 
technologiques intéressantes tel que optoélectronique, ou même photovoltaïque. La bonne 
connaissance des différentes propriétés de ces matériaux tels que Les propriétés structurales, optiques 
et mécaniques ainsi que leurs comportements sont très intéressantes pour l’évaluation de leur 
domaine d’application et l’amélioration des performances de ces dispositifs.   
 
I.3 Les propriétés structurales des semiconducteurs 
Les propriétés structurales sont importantes dans l’étude des différentes propriétés physiques 
(élastiques, électroniques, optiques) d'un matériau d'un point de vue microscopique. Pour une bonne 
maîtrise des composants semiconducteurs, il est évidemment nécessaire, d’avoir une connaissance 
des propriétés structurales de ces matériaux semiconducteurs. Dans cette partie on étudie la structure 
cristalline (Zinc Blende et Rock Salt), le paramètre cristallin et le réseau réciproque. 
 
I.3.1 Les semiconducteurs cristallins 
L'état cristallin se distingue des autres états solides par sa structure régulière et périodique, 
formée d'un ensemble ordonné d'un grand nombre d'atomes appelé motif du cristal ou maille suivant 
les trois directions de l’espace et qui permet, par translation, de générer la structure cristalline. Le 





résultat est un ensemble ordonné de noyaux et d’électrons liés entre eux par des forces 
essentiellement coulombiennes [6]. 
I.3.1.1 La structure Zinc-Blende et rock Salt : 
Les semiconducteurs dont ils sont question dans cette recherche sont des composés 
semiconducteurs binaires (MnX) formés de manganèse (Mn) et d’un élément X de la colonne VI 
(avec X soit Te, S ou Se) de la classification périodique de Mendeleïev. 
Les structures zinc-blende ou ZnS notée (ZB) dite sphalérite et structure de chlorure de sodium ou 
NaCl (rock Salt) notée (RS), sont considérés comme étant les structures les plus usuelles des 
composants semiconducteurs binaires de type MnX. En générale, le MnX cristallise dans les deux 
structures ZB et RS, nous présentons sur les figures I.6 et I.7 les deux types de structures. 
Les atomes Mn dans les phases ZB et RS forment un réseau cubique à face centrée (cfc) avec 
différentes coordinations de l’atome X (X représente l’autre espèce soit : Te, S, Se). Dans la structure 
RS (figure I.7), les atomes X sont localisés aux sites octaédriques du cfc et chaque atome Mn possède 
six atomes premiers voisins de X. Tandis que dans la structure ZB, ils occupent les sites tétraédriques 
du cfc et chaque atome Mn possède quatre coordinations avec l’atome de l’élément X.  En d’autres 
termes, la structure RS formée de deux structures cfc interpénétrées et décalées de (a/2, a/2, a/2) 
selon la direction [111], quant à la structure ZB, les deux structures cfc sont décalées de (a/4, a/4, a/4) 
[8]. 
Il a été montré expérimentalement que la plupart des semiconducteurs binaire se cristallisent dans la 
structure de type ZB comme le MnTe, MnS et le MnSe, Et subissent un changement de phase sous 
l’effet de la pression et de la température. Nous citons par exemple, le MnS qui change de phase (ZB 
vers RS) sous l’effet de la pression (d’après nos calculs la pression de transition Pt est environ 1.3 
GPa) [9].    
 
 
Figure I.6 : Représentation schématique de la structure cristalline rock Salt (RS). Les sphères vides 
et pleines désignent, respectivement, les atomes Mn et X du composé MnX. 
 






Figure I.7 : Représentation schématique de la structure cristalline zinc-blende (ZB). Les sphères 
vides et pleines désignent, respectivement, les atomes Mn et X du composé MnX. 
 
I.3.1.2 Paramètre cristallin  
 Les paramètres cristallins, aussi appelés paramètres de maille, sont des grandeurs utilisées 
pour décrire la maille d'un cristal. On distingue trois longueurs a, b, c et trois angles α, β, γ, qui 
déterminent entièrement le parallélépipède qu'est la maille, les six grandeurs sont présentés sur la 
figure (I.8). La détermination des paramètres de maille est la première étape pour déterminer la 
structure d'un cristal et permet de calculer la densité des atomes. Il est noté que les paramètres 
cristallins d'un matériau ne sont pas constants mais varient, en particulier en fonction de 
la température, de la pression et de la présence de défauts ponctuels. 
Dans le cas du réseau cubique, on ne cite qu’un paramètre de maille, a (puisque a = b = c, et que α = 
β = γ = 90°)  
 
Figure : I.8 : Réseau triclinique primitif de l'espace tridimensionnel. 
 
La détermination d'une structure cristalline consiste à déterminer la position des atomes dans la 
maille, les paramètres de sa maille , son réseau de Bravais, son groupe d'espace . Dans la pratique, on 
utilise des méthodes basée sur l’utilisation des techniques optiques, comme la  la diffraction de 





rayons X, de neutrons ou d'électrons, Cette diffraction dépend elle-même de la structure cristalline et 
de la longueur d’onde de la radiation [6]. Les paramètres de maille du cristal sont calculés à partir de 
ceux du réseau réciproque. Cette étude nous a énormément incités pour mener une exploration des 
interactions rayonnement matière par l’étude des propriétés optiques des semiconducteurs. 
 
I.3.1.3 Le réseau réciproque 
 A partir du réseau cristallin, on définit le réseau réciproque, qui est le système de coordonnées 
(énergie-vecteur d’onde) dans lequel on représente les variations des fréquences de vibration du 
réseau cristallin ou de l’énergie des états électroniques en fonction du vecteur d’onde  ?⃗?  caractérisant 
la propagation de l’onde considérée (de nature vibrationnelle ou électronique). 
Le réseau réciproque associé à la structure de type zinc-blende est cubique centré. Sa maille 
élémentaire, qui correspond à la première zone de Brillouin est représentée sur la figure I.9. 
Elle présente un centre de symétrie à l’origine noté (?⃗?  ) et des axes de symétrie. Rappelons que la 
zone de Brillouin des réseaux cfc a la forme d'un octaèdre tronqué par les six faces d'un cube, comme 
cela est illustré sur la figure I.9. Elle présente un centre de symétrie à l'origine (noté Γ) et des axes de 
symétrie : 
 les axes < 100 > à symétrie d'ordre 4 (), 
 les axes < 111 > à symétrie d'ordre 6 (), 
 les axes < 011 > à symétrie d'ordre 2 (). 
 
Figure I.9 : La première zone de Brillouin d’un cristal zinc-blende et ces directions 
cristallographiques  





Les points de rencontre de chacun de ces axes avec les frontières de la zone de Brillouin jouent un rôle 
essentiel dans la théorie des bandes. On les note généralement de la manière suivante : 
 points X de coordonnées (2 /a, 0, 0) sur les axes < 100 >, 
 points L de coordonnées ( /a,  /a,  /a) sur les axes < 111 >, 
 points K de coordonnées (0, 3 /2a, 3 /2a) sur les axes < 011 >. 
Il est à noter que les deux sous-réseaux cfc de la structure zinc-blende, du fait de leur 
décalage a/4 [111], ne sont pas centrosymétriques. Il en découle des propriétés physiques différentes 
suivant les directions cristallographiques considérées.  
I.4 Les propriétés optiques des semiconducteurs 
 L’étude des propriétés optiques des semiconducteurs sont importantes pour deux raisons 
principales : 
D’une part, pour traiter les propriétés caractéristiques de l’interaction matériau semiconducteur et 
rayonnement électromagnétique (l’absorption sélective donnant une couleur au matériau, la réflexion 
de la lumière, ainsi que l’émission) et l’utiliser comme moyen de mesure donnant certaines valeurs 
spécifiques telles que le gap énergétique (seuil d’absorption), distributions des niveaux d’impuretés 
etc. D’autre part, pour utiliser les interactions électromagnétiques avec les semiconducteurs en vue de 
développer des applications et des dispositifs optiques [10]. 
On note aussi que Les propriétés optiques des semi-conducteurs (absorption, réflexion, transmission) 
sont extrêmement liées à leur structure électronique, sachons que les propriétés optiques se manifeste 
sous forme d’interaction du rayonnement avec les électrons. 
Dans ce qui suit nous allons voir brièvement quelques notions, utiles pour la compréhension des 
interactions lumière-matière. 
 
I.4.1 Définition des ondes électromagnétiques 
 Une onde électromagnétique est une combinaison de deux perturbations ; l’une est électrique, 
l’autre est magnétique. Ces deux perturbations oscillent dans le même temps mais dans deux plans 
perpendiculaires [11]. 
Pour créer un champ électromagnétique, il suffit d’avoir : 
 un champ électrique par la présence de charges électriques (des particules chargées, comme 
les électrons et les protons). 
 un champ magnétique en provoquant le déplacement de ces mêmes charges Electriques 
(courant électrique) qui va donner à son tour un champ magnétique. 





Les ondes électromagnétiques ne sont alors que la propagation couplée de ces deux champs ainsi 
créés. La figure si dessous schématise La forme de cette onde : 
 
 
Figure I.10 : L’onde électromagnétique. 
Une onde électromagnétique est aussi caractérisée par sa longueur d’onde et sa fréquence. 
I.4.2 Le spectre électromagnétique : 
 Le spectre électromagnétique représente la répartition de toutes les ondes électromagnétiques 
possibles en fonction de leurs longueurs d'onde, de leurs fréquences ou bien encore de leurs énergies 
(figure I.11). Le spectre électromagnétique s'étend des courtes longueurs d'onde (dont font partie les 
rayons gamma et les rayons X) aux grandes longueurs d'onde (micro-ondes et ondes radio). On peut 
classer donc les différents types de rayonnement électromagnétique selon leur longueur d’onde ou 
selon leur fréquence. Les plus basses fréquences correspondent aux ondes radio (produits par le 
mouvement des électrons dans les antennes émettrices), puis à une fréquence un peu plus élevée : les 
micro-ondes qui ont la particularité de faire vibrer les molécules d’eau. Ensuite, viennent les infra-
rouges, invisibles à nos yeux, comme ceux émis par le corps humain par exemple. Puis vient la 
lumière visible (du rouge au bleu), puis les ultra-violets (émis par le soleil, qui sont très 
énergétiques). De fréquence encore plus élevée (et de plus forte énergie), on arrive aux rayons X qui 
sont si énergétiques qu’ils peuvent traverser le corps humain (mais pas les os, d’où leur intérêt en 
radiographie), et enfin, les rayons gamma qui traversent tout, issus de réactions nucléaires [12]. 
 






Figure I.11 : Le spectre électromagnétique représente la répartition de toutes les ondes 
électromagnétiques possibles en fonction de leurs fréquences et leurs applications [12]. 
I.4.3 La lumière visible  
 On désigne par le terme de « lumière visible » appelée aussi spectre optique, la partie du 
spectre du rayonnement électromagnétique perceptible par l'œil humain. 
Le spectre visible est bien continu, on peut dire qu’il n’y a pas de frontière entre une couleur et la 
suivante. Les longueurs d’ondes de la lumière visible s'échelonnent d'environ 380 nm (violet) à 780 
nm (rouge), Ces limites rapprochées sont présentées sur la figure I.12 [6]. 
 
 
Figure I.12 : La lumière visible et ces limites rapprochées [10]. 
 
I.4.4 Notions de photon et sa couleur : 
 Le photon est la particule élémentaire de la  lumière, Il possède simultanément les propriétés 
d'une onde et celle d'une particule (Dualité onde-corpuscule), Il a une masse nulle et ne porte pas de 
charge électrique.  A chaque photon est associée une onde sinusoïdale de fréquence v. Le photon est 
un concept pour expliquer les interactions entre les rayonnements électromagnétiques et la matière 
[13]. 





 L’énergie transportée par le photon est égale à :    
 
𝐸 = ℎ ν =
ℎ  
𝑇
= ђ𝜔                        (I.2) 
Où : 
h : La constante de Planck (6,626069×10-34  J.s) 
ω : La pulsation, 
ν : La fréquence du rayonnement, 







Et qui peut être écrite de la manière suivante : 
𝐸(𝑒𝑉) =





                                                               (I. 3) 
 
Le déplacement dans le vide du photon est désigné par la relation suivante : 
𝑐 = λν =
λ
T
                                                                                              (I. 4) 
Où : 
étant la longueur d’onde, 
c : est la vitesse de la lumière (exactement 299 792 458 m/s) 
Dans le cas d’une interaction rayonnement matière, c’est l’énergie du photon qui va être échangée. 
Lors d’une interaction avec le matériau, la lumière peut communiquer de l’énergie aux particules qui 
peuvent aussi se débarrasser d’un excès de l’énergie en émettant un photon. Chaque photon a une 
couleur précise. La couleur du photon est lié à son énergie, plus le photon est bleu plus il transporte 
de l’énergie, plus il est rouge moins il l’en transporte. Donc on peut dire que, la couleur du photon 
émis par l’électron dépend de la différence d’énergie entre les deux orbitales relatives au saut de 
l’électron, autrement dit, entre les niveaux d’énergie de leur structure de bandes. 
 
I.4.5 L’interaction rayonnement-matière 
 L'interaction de la lumière avec la matière (électrons du matériau) peut expliquer clairement 
les propriétés optiques d'un matériau. Ces propriétés peuvent interpréter selon trois processus : 
l’absorption, l’émission instantanée et l’émission stimulée. 
 





I.4.5.1 L’absorption fondamentale de la lumière 
 Un des phénomènes importants dans la description des propriétés optiques des 
semiconducteurs. Cela se produit parce que le photon absorbé provoque un saut d'électron d'un état 
occupé de la bande de valence d’énergie E1 vers un état vide de la bande conduction d’énergie E2 , 
l’énergie du photon hν est au moins égale à celle de la largeur de la bande interdite (△E = E2 – E1). 
Le phénomène est illustré sur la figure I.13 ci-dessous en spécifiant les différents cas possibles. Ce 
processus sera mis à profit dans les capteurs de rayonnement tel que Les cellules photovoltaïques à 
couches minces.  
 
Figure I.13 : L’absorption fondamentale stimulée. 
 
I.4.5.2 Emission spontanée 
 
 De la même manière, un électron dans un état excité n’y demeure pas longtemps (10-8 s 
environ en moyenne). Il a tendance à revenir à son état et peut retomber spontanément sur un état 
vide de la bande de valence. Une recombinaison électron- trou aura lieu avec émission d’un photon 
d’énergie hν c’est l’émission spontanée (figure I.13).  Celle-ci est un phénomène aléatoire, car on ne 
peut pas prévoir quand et comment la transition se fera, et le photon est émis selon une direction 
aléatoire. Ce phénomène est mis en évidence par les émetteurs de rayonnement et les diodes 
électroluminescences [6]. 
 
Figure I.13 : L’émission spontanée. 
 





I.4.5.3 Emission stimulée  
 Il existe une troisième possibilité de transition, quand un photon ayant exactement la 
différence d’énergie △E = h entre deux états E1 et E2 passe à proximité d’un électron dans l’état E2, 
il peut faciliter la transition de l’électron vers l’état E1. Il y a alors émission d’un nouveau photon 
d’énergie △E. ce photon est en tout point identique au photon incident. Ce phénomène porte le nom 
d’émission stimulée (figure I.14). Pour que l’émission stimulée se produise, il faut que l’électron se 
trouve dans l’état excité instable (nommé E2) au moment où le photon incident arrive. 
L’idée maitresse de l’émission stimulée de photons est d’obtenir deux photons identiques à partir 
d’un seul photon incident, cette émission jouant un rôle important dans les dispositifs de génération 
de lumière (cohérente) comme les diodes électroluminescentes et les diodes lasers. 
 
 
Figure I.14 : L’émission stimulée. 
 
I.4.6 Phénomène de recombinaison dans les semiconducteurs 
I.4.6.1 Recombinaisons radiative et non radiative 
         Il existe deux mécanismes de recombinaison des porteurs de charges dans les semiconducteurs : 
La recombinaison radiative et la recombinaison non radiative. Dans le premier mécanisme, la 
recombinaison des partenaires se manifeste sous forme d’émission d’énergie de photon. On distingue 
plusieurs processus dans le second mécanisme : 
 La recombinaison par effet Auger : l'énergie des partenaires qui se recombinent est transférée 
à une troisième particule qui devient chaude. Ce mécanisme trouve son analogue dans le 
processus de désexcitation des atomes. 
 La recombinaison excitonique : c'est le cas dans lequel l'électron et le trou forment un exciton. 
 La recombinaison phonique : dans ce cas l'énergie des partenaires est transférée au réseau [4]. 
 
I.4.6.2 Centres de recombinaison et niveaux pièges 
 Les centres de recombinaison sont dus aux atomes d’impuretés. Les niveaux pièges sont des 
niveaux de défauts qui captent soit un électron soit un trou puis les relâchent. Ils correspondent 
respectivement à un niveau piège d’électron et à un niveau piège de trou. 





Dans les semiconducteurs, les atomes d’impuretés se comportent comme des centres de 
recombinaisons. En générale,  Les deux cas peuvent être se présenter : 
 Un défaut, portant une charge négative, capte un électron de la bande de conduction puis il 
capte un trou de la bande de valence. 
 Un défaut, chargé positivement, capte un trou de la bande de valence puis il capte un électron 
de la bande de conduction. 
I.4.7 L’indice de réfraction 
 L’indice de réfraction (n) est un paramètre physique important caractéristique des composants 
optoélectronique décrivant le comportement de la lumière dans celui-ci. C’est une grandeur qui 
caractérise le pouvoir qu’un matériau possède à ralentir et à dévier la lumière. Cet indice de 
réfraction est le rapport entre la vitesse de la lumière dans le vide (C = 299 792 km/s) et la vitesse de 
la lumière dans le matériau. 
L’indice de réfraction dépend du type de matériau utilisé qu’il soit monocristallin, polycristallin ou 
amorphe et du taux d’impuretés dans le matériau. En général, il est lié au gap énergétique du 
matériau, plus le gap est grand, plus l’indice est petit. Donc pouvoir choisir un indice pour une 
application quelconque revient à ajuster ce gap c.à.d. affiner la structure du matériau pour qu’il 
puisse répondre aux exigences de l’application. 
L’estimation de ce paramètre est importante pour les cellules photovoltaïques, les guides d’ondes 
optiques et les détecteurs et dans les structures optoélectroniques ; comme les diodes laser à 
hétérojonctions, les amplificateurs optiques et les fibres optiques [6, 10]. 
L’indice optique peut être décomposé en une partie réelle et une partie imaginaire : ?̃? = 𝑛 + 𝑖𝑘. 
La partie réelle, n, est appelée indice de réfraction. Cette grandeur est liée à la vitesse de la 
propagation de la lumière dans la matière. La partie imaginaire k, est liée à l’absorption de la lumière 
par le matériau. Du point de vue de l’optique, cette grandeur, ne dépendant que de la structure 
atomique et électronique du matériau, est sa propriété caractéristique intrinsèque [14]. 
 
I.4.8 Les transitions directes et indirectes 
 Les propriétés optiques des semi-conducteurs sont intimement liées à leur structure 
électronique dans la mesure où elles mettent en jeu des transitions entre différents états électroniques. 
L'interaction d'un électron avec un photon se fait, comme toute interaction, avec conservation de 
l'énergie et du vecteur d’onde k (quantité de mouvement). On note que le vecteur d'onde du photon 
étant très inférieur à celui des électrons. 
D’une façon très schématisée, on a illustré, dans la figure I.15, la structure de bande de deux 
semiconducteurs à gap direct et à gap indirect.  Dans un semiconducteur à gap direct, le minimum de 
la bande de conduction est juste au-dessus du maximum de la bande de valence. Les recombinaisons 





radiatives (c'est-à-dire verticales dans l’espace des k) vont se produire entre ses deux niveaux sans 
qu’il y ait de changement appréciable de la quantité de mouvement k. Dans une transition optique 
directe, comme on peut le voir, un électron passe d’un état excité à un état désexcité de telle sorte que 
toute la différence d’énergie entre ces deux niveaux devient l’énergie du photon. Au contraire, dans 
le cas d’un semiconducteur à gap indirect, le minimum de la bande de conduction est situé à droite 
(ou à gauche) du maximum de la bande de valence et les transitions optiques à travers le gap ne 
peuvent avoir lieu qu’à l’aide d’une interaction supplémentaire, par exemple celle d’un phonon (q) 
pour conserver la quantité de mouvement lors de la transition, donc elle nécessite l’intervention 
simultanée de deux quanta (photon et phonon) [15]. 
C’est la raison pour laquelle les processus d’absorption ou d’émission d’un photon au voisinage du 
gap fondamental sont importants dans les matériaux à gap direct que dans ceux à gap indirect [6]. Le 
phonon est une notion de mécanique quantique faisant appel au concept de dualité onde-corpuscule. 
On peut se figurer les phonons comme un quantum d’énergie résultant des vibrations collectives 
des atomes dans un solide cristallin dû à l’échange d’énergie absorbée lors d’une génération électron- 
trou, ou dissipée lors d’une recombinaison.  
 
Figure I.15 : Transition directe et indirecte. 
 
Dans l’étude des composants optoélectroniques, il est important d’avoir en esprit la relation énergie - 
longueur d’onde pour traduire en (eV) la caractéristique d’un rayonnement définie en μm [6, 16]. 
Si la valeur de l’énergie du phonon 
1.24
𝜆(𝜇)
< 𝐸𝑔(𝑒𝑉 )  , le cristal semiconducteur sera transparent. Il 
devient opaque lorsque     
1.24
𝜆(𝜇)
> 𝐸𝑔(𝑒𝑉 )  . 
Le photon a alors une énergie suffisante pour exciter un électron de la bande de valence à la bande de 
conduction. 





Les transitions optiques dans les semiconducteurs à gap directe et indirecte sont conditionnés par les 
règles qui régissent les chocs élastiques entre deux particules, le photon et l’électron ainsi que le 
phonon, ces règles sont : la conservation de l’énergie et la conservation de la quantité de mouvement.  
On désigne par i et f, les états initial et final de l’électron, et par l’indice p l’état du Photon et ph l’état 
du phonon, les règles de conservation décrivent par les relations suivantes : 
 
𝐸𝑓 − 𝐸𝑖 = 𝐸𝑃 ± 𝐸𝑃ℎ                               (I. 4) 
?⃗? 𝑓 − ?⃗? 𝑖 = ?⃗? 𝑃 ± 𝑞                                     (I. 5) 
Où 
?⃗? 𝑓,𝑖 est le vecteurs d’onde de l’état final et initial ; 
?⃗? 𝑝  est le vecteur d’onde du photon ; 
𝑞    est vecteur d’onde du phonon. 
 Le signe (+) correspond à l’absorption et le signe (–) à l’émission. Notez que le vecteur d’onde d’un 
photon est négligeable devant celui de l’électron,  
Pour une transmission directe l’équation (I.5) s’écrit alors : 
 
?⃗? 𝑓 ≈ ?⃗? 𝑖                                                                                                                       (I. 6) 
 
Par contre, le phonon de vecteur d’onde (𝑞 ) est requis pour une transition indirecte, l’équation (I.5) 
s’écrit tout simplement : 
?⃗? 𝑓 = ?⃗? 𝑖  ± 𝑞                                                                                                   (I.7) 
 
La figure I.16 représente les semiconducteurs à gap direct et à gap indirect et leur spectre d’émission 
correspondant [11]. 
 






Figure I.16 :   Semiconducteurs à gap direct et à gap indirect et leur spectre d’émission [11]. 
I.4.9 Couleurs des semiconducteurs 
 Les semi-conducteurs qui devraient être mats, vitreux, terreux, ou autre dans le noir si cela 
était visible, possèdent un gaz d’électrons libres dès qu’ils sont éclairés par la lumière dans le 
domaine du visible. Les semi-conducteurs dont la bande interdite est un peu plus large vont absorber 
des photons de plus forte énergie (violet bleu) pour libérer leurs électrons. Ils vont alors nous 
apparaître avec des couleurs chaudes jaune-rouge, comme le soufre, le réalgar, l’orpiment, ou le 
cinabre. Donc la couleur d’un semiconducteur intrinsèque est liée à la largeur du gap (Figure I.17). 
 
Figure I.17 Couleurs des semiconducteurs intrinsèques. 
 
Si l’énergie du visible des photons Evis> Egap, les photons sont est absorbés, 
Si l’énergie du visible des photons Evis <  Egap, les photons sont transmis, 
Si l’énergie de photon est dans la gamme de Egap ceux ayant une énergie supérieure à Egap sera 
absorbé. On voit la couleur de la lumière transmise. 
Si toutes les couleurs sont transmises la lumière est blanche. 
Les semiconducteurs et les isolants qui ont une bande interdite plus importante n’absorbent pas dans 
le visible et ce mécanisme de la théorie des bandes n’affecte pas leurs couleurs. 





Toutefois, des semiconducteurs, comme le diamant, peuvent être dopés par des éléments accepteurs 
ou donneurs d’électrons (Figure I.18), sous formes d’impuretés et qui peuvent les colorer. Les 
éléments donneurs sont des éléments dont le niveau d’énergie de la bande de valence est proche du 
niveau de conduction de l’élément de base du minéral (le carbone dans le cas du diamant). Un photon 
du visible peut alors fournir suffisamment d’énergie à un électron superficiel de l’élément donneur 
pour qu’il saute jusqu’au niveau de la bande supérieure du semiconducteur. Il y a alors absorption 
d’un photon d’une longueur d’onde donnée et coloration. 
Un élément accepteur, lui, à un niveau d’énergie vacant légèrement supérieur au niveau de valence 
du semiconducteur, un photon du visible peut ainsi fournir l’énergie nécessaire à un électron de 
valence du semiconducteur pour sauter sur le niveau d’énergie sans électron de l’élément accepteur. 
Et comme précédemment, il y a absorption et donc coloration [17]. 
 
Figure I.18 : Coloration par dopage des semiconducteurs intrinsèquement incolores [17]. 
 
I.4.10 Relation entre transmission et absorption 
On définit la transmission et l’absorption par La loi de Lambert :  
                𝐼 = 𝐼0𝑒
−𝛼𝑥                                    (I.8) 
Où  
I0 : L’intensité du faisceau incident, 
I : L’intensité du faisceau transmis, 





X : Distance de pénétration de la lumière dans un matériau à partir d’une surface, 
𝛼 : Coefficient d’absorption linéaire totale (cm-1), il tient compte de la perte d’intensité à partir des 
centres de diffusion e des centres d’absorption. 𝛼 tend vers zéro pour un isolant pur. 
 
I.5 Propriétés élastiques et mécaniques des solides cristallins 
I.5.1 Introduction 
 La connaissance des propriétés élastiques des matériaux a une importance capitale tant sur le 
plan de recherche fondamentale, notamment pour la compréhension des mécanismes des liaisons 
entre les atomes, que sur celui de la recherche appliquée où il s’agit de dimensionner des systèmes 
pour des applications spécifiques. Sur un autre plan, les propriétés élastiques permettent de prédite, 
au travers de leur variation, l’évolution d’autres propriétés [18]. 
Dans la région proche de l’équilibre des atomes, le comportement élastique d’un matériau est décrit 
par une relation entre la contrainte et la déformation. Cette relation est linéaire et réversible et le 
solide reprend ses dimensions et sa forme initiale après la suppression des forces qui produisent la 
déformation. Une approximation très largement utilisée, introduite par Hooke, valable dans la limite 
des faibles déformations. Cette approximation suppose la proportionnalité entre contrainte et 
déformation, ces deux dernières sont décrites respectivement par des deux tenseurs symétriques de 
2ème ordre σij et εij. La proportionnalité entre les deux tenseurs introduit deux constantes 
caractéristiques du matériau. 
 Pour un matériau isotrope (un polycristal), plusieurs équivalents de ces constantes sont 
possibles : on utilise souvent le module de Young E et le coefficient de Poisson μ ou le module de 
compressibilité B et le module de cisaillement G. De l’autre part, pour les monocristaux nous 
utiliserons les constantes d’élasticité Cij ou de déformabilité Sij. La détermination de ces déférentes 
paramètres nous permet de déduire et d’estimer d’autres propriétés fondamentales reliées au 
comportement élastique tel que, les vitesses d’ondes élastiques (vitesses acoustiques), la température 
de Debye, l’anisotropie élastique, la stabilité mécanique, etc.  
I.5.2 Liaisons cristallines 
 La structure des éléments chimiques est obtenue en considérant les atomes comme des 
sphères que l’on dispose les unes à côté des autres de façon plus ou moins périodique. Maintenant, on 
peut se demander pourquoi de telles structures sont effectivement observées, c’est-à-dire quelles sont 
les forces de cohésion en jeu. 
La mécanique quantique permet d’expliquer pourquoi les atomes ne peuvent être rapprochés 
indéfiniment les uns des autres. Il existe une force de répulsion due à l’interpénétration des nuages 
électroniques et au principe de Pauli, selon lequel deux électrons ne peuvent avoir tous leurs nombres 
quantiques identiques. En particulier, des couches complètes ne peuvent s’interpénétrer que si 





certains électrons se déplacent vers des états quantiques inoccupés, d’énergie plus élevée. L’énergie 
d’interpénétration dépend donc de la structure électronique, et en particulier de la distribution radiale 
des électrons autour du noyau. 
Le calcul de cette énergie est possible, mais relativement complexe. D’un point de vue empirique, on 
représente souvent cette énergie par un potentiel de répulsion de la forme B/d12, où B est une 
constante et d la distance entre deux atomes. On utilise également parfois une forme exponentielle 
λe−d/d0, où λ est une constante, et d0 est une mesure du rayon d’interaction entre les atomes. 
Pour que les structures cristallines existent, il faut également qu’il existe une force d’attraction entre 
les atomes. Dans un solide, la distance moyenne d entre deux atomes s’établit à une valeur d0 
fonction de la nature des liaisons (figure I.19) [19, 20].  
 
 
Figure I.19 : Variations de l’énergie et de la force d’interaction en fonction de la distance 
interatomique d. 
De part et d’autre de la distance d’équilibre d0, la force de rappel est approximativement 
proportionnelle à l’écart d – d0. 
Si on impose aux atomes un déplacement au voisinage de leur position d’équilibre, la force 
d’interaction les rappelle à la distance d0 (sauf dans le cas d’un écartement au-delà d’une distance de 
dissociation des atomes). De telles déformations élastiques nécessitent donc l’application d’une force 
extérieure pour vaincre la force de rappel et sont réversibles lorsque cette force extérieure est 
supprimée.    
I.5.3 Élasticité linéaire isotrope  
 Pour de faibles déplacements, la force de rappel peut être considérée comme proportionnelle 
au déplacement (d – d0). Les allongements (ou raccourcissements) relatifs ou déformations ε du 





solide, sont alors proportionnels à la densité surfacique de force, ou contrainte σ (figure I.20), ce qui 







= 𝐸.                                                                        (I. 9) 
Où :  
     σ : est la contrainte,   
     F : est la force exercée,   
    S : la surface d'un matériau solide. 
Les contraintes s’exprimant en MPa (ou N.mm-2) et les déformations  étant sans dimensions, le 
coefficient E, appelé module d’élasticité à la traction ou module de Young du matériau, s’exprime en 
MPa. Simultanément à la déformation dans la direction d’application de la force, des déformations de 
signe opposé se produisent dans les directions orthogonales (figure I.20). Dans les axes de la figure 
I.20.a, les déformations élastiques peuvent toutes s’exprimer en fonction de la contrainte σx appliquée 





















ε                       (I.10) 
 : Sans dimension, est ici le coefficient de Poisson, autre constante caractéristique du comportement 




Figure I.20 : Schéma de déformations élastiques provoquées par différentes sollicitations. a) 
Contrainte de traction uniaxiale σx. b) Contrainte de scission τxy dans le plan xy. c) Pression 
hydrostatique P. 
 





I.5.4 Modèle élastique linéaire  
I.5.4.1 Comportement élastique - Contrainte et déformation 
 Pour décrire l'évolution d’un matériau soumis à une sollicitation quelconque, il faut définir un 
jeu de paramètres permettant de la définir. La contrainte σ et la déformation ε nous permettent de 
caractériser l'évolution du matériau (Figure I.21). Le modèle de comportement le plus simple associé 
à une sollicitation est le modèle élastique linéaire, limité aux petites déformations pour son 
applicabilité au matériau réel. Le comportement élastique est alors caractérisé par une relation 
linéaire entre les contraintes σ et les déformations ε [21]. 
Considérons un solide auquel on applique une force F. L'intensité de la contrainte subit par le solide 
s'exprime comme le quotient de la force sur la surface d'application S de la force 𝜎 = 𝐹 𝑆⁄ . La 
contrainte s'exprime alors en Pascal. La déformation est le rapport de la longueur déformée sur la 
longueur initiale. Elle est sans unité. 
 
 
Figure I.21 : Déformation d'un solide mis sous contrainte. 
 
La dépendance entre déformation et contrainte n'est pas simple. En fait, on devine qu'elle dépend de 
nombreux paramètres, par exemple la température.  
Pour de petites déformations (figure I.22), il existe une relation de proportionnalité entre 
déformations et contraintes, relation que nous préciserons plus tard. Le comportement du matériau ne 
dépend pas du temps et les déformations sont réversibles : lorsque l'on cesse d'exercer des efforts sur 
la pièce, elle reprend sa forme d'origine. 
Certains matériaux, cependant, conservent cette réversibilité mais avec une dépendance non linéaire 
entre déformations et contraintes. Le comportement devient ensuite plastique si l’on augmente la 
déformation jusqu’en un point donné appelé la limite élastique. Si on relâche la contrainte dans ce cas 
le matériau fera revenir dans une nouvelle position d’équilibre, différente de la première, mais selon 
une pente égale à celle de son comportement élastique [19]. 







Figure I.22 : Comportement d’un matériau ordinaire sous l'effet d'une contrainte uni-axiale          
(traction). 
La loi de Hooke est une loi de comportement des solides soumis à une déformation élastique de 
faible amplitude. Pour les faibles déformations, Robert Hooke (1678), a été observé expérimentalement 
que les déformations d'un solide sont linéairement proportionnelles aux contraintes qui lui sont appliquées, le 
solide revient à son état initial quand les contraintes sont supprimées. Par contre, quand les 
déformations augmente et dépasse une certaine limite, ces déformations ne sont plus élastiques. 
Après cette limite élastique, le solide se déforme d’une façon permanente (déformation plastique) et 
finalement il se brise. 
La loi de Hooke est basée sur deux aspects importants : 
 La linéarité.  
 L'élasticité.  
La linéarité exprime « l'allongement est proportionnel à la force », et l'élasticité exprime que cet effet 
est réversible et permet donc de revenir à l'état initial. Hooke n'a considéré que la phase élastique et 
linéaire, pour laquelle, il a montrées que la déformation est linéairement proportionnelle à la grandeur 
de la contrainte appliquée [19, 20]. 
La loi de Hooke a été généralisée par Cauchy (1789-1857), qui a proposé d’exprimer chaque 
composante du tenseur des contraintes comme une fonction linéaire des composantes du tenseur de 
déformation. Aujourd’hui, la loi de Hooke est souvent écrite sous la forme : 
 
𝜎 = 𝐶. 𝜀                                    (I .11) 
 







𝐶 est le tenseur des constantes élastiques (s’appelé aussi tenseur des rigidités).  
𝜀 est le tenseur des constantes de déformabilités (le tenseur s’appelé aussi tenseur de complaisance).  
Le tenseur des constantes élastiques 𝐶 fait intervenir l’ensemble des caractéristiques élastiques du 
matériau et contient toutes les informations sous forme de composantes qui permettent de décrire 
quantitativement le comportement élastique linéaire du matériau. 𝐶 est de range 4, leurs composantes 
covariantes sont Cijkl. 𝜎 et 𝜀 sont des tenseurs de range 2 respectivement de contraintes (σij) et de 
déformations (εij). Dans ce cas, chaque composante du tenseur de contraintes est fonction linéaire de 
toutes les composantes du tenseur des déformations : 
𝜎𝑖𝑗 = ∑ 𝐶𝑖𝑗𝑘𝑙𝑘𝑙 𝜀𝑘𝑙                                                                                         (I .12) 
On peut définir de façon réciproque le tenseur des constantes de déformabilités (tenseur des 
souplesses) Sijkl par la relation suivante [22] : 
𝜀𝑖𝑗 = ∑ 𝑆𝑖𝑗𝑘𝑙𝑘𝑙 𝜎𝑘𝑙                                                                                          (I .13) 
 
I.5.4.2 Tenseur des contraintes  
 Les contraintes appliquées à un cristal (corps à trois dimensions) sont représentées par un 
tenseur de 2ème ordre noté σij, est également représenté par une matrice 3×3 symétrique [23]. Les 







Figure I.23 : Composantes normales et tangentielles d'un tenseur de contraintes. 
Dans la notation σij (i, j =1, 2 ou 3) l’indice i indique la direction du vecteur force et j réfère la 
normale au plan sur lequel s’applique la force.  
Les composantes σij sont appelés contrainte normales, car elles agissent perpendiculairement aux 
différentes faces du cube (figure I.23). Les éléments σij avec i ≠ j sont les contraintes tangentielles 
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la dimension d'une force par unité de surface ou d'une énergie par unité de volume [19]. Le tenseur 
des contraintes est symétrique et il s’écrit : 




]                                                                                                               (I.14) 
 
I.5.4.3 Tenseur des déformations 
On considère un corps déformé : 
  la position des molécules varie, ainsi que leur distance relative, ce qui augmente leur énergie 
élastique, induisant des forces de rappel entre les molécules, 
  il existe donc des contraintes au sein du corps déformé. 
Si le corps est à l'équilibre mécanique, alors la résultante des forces qui s'exercent sur chaque élément 
de volume est nulle. 
Si un corps se déforme (Figure I.24) : le point M se déplace en M’ au cours de la déformation. Soit 𝑟   













Figure I.24 : Vecteurs de position initiale et après la déformation. 
 
 
On définit le vecteur déplacement : ?⃗? = 𝑟′⃗⃗ − 𝑟  
 




 )                 (I.15) 





Une petite déformation uniforme du solide fait changer l'orientation et la longueur des axes. Les 
nouveaux axes 𝑥 ′, 𝑦 ′, 𝑧  ′ peuvent être exprimés en fonctions des anciens axes orthogonaux 𝑥 , 𝑦 , 𝑧  
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   
   
                                                                        
(I.16) 
Les 𝜀𝑖𝑗 , zyxji ,,,   définissent la déformation.   
Le déplacement R

 de la déformation est défini par : 
     zzzyyyxxxrrR

 ''''                                                        (I.17) 
Et d’après (I.15), soit : 
     zzyxyzyxxzyxR zzyzxzzyyyxyzxyxxx

 
             
(I.18) 
On peut écrire sous une forme plus générale comme suit : 
               zrwyrvxruR

                                                                   (I.19) 
 
Dans le cadre d’hypothèse des petites perturbations, le tenseur des déformations linéarisées est de 
2eme ordre et se définit par : 


























ε                                                                                                  (I.20) 
Avec  zxyxxx  321 ,,  et  wuvuuu  321 ,,  
Donc les déformations suivant les trois directions x, y, z sont écrites comme suit :  















                                                                            (I.21) 
Le tenseur des déformations est symétrique 𝜀𝑖𝑗 = 𝜀𝑗𝑖 donc, l’équation (I.20) servant à décrire l'état de 


























































                    (I.22) 





Les composantes diagonales du tenseur 𝜀𝑖𝑖 représentent les allongements (ou les compressions) 
relatifs dans la direction i (selon l'axe xi), et les autres composantes du tenseur 𝜀𝑖𝑗 (i ≠ j) sont les 
déformations de cisaillement. 
Les 𝜀𝑖𝑗 sont les composantes d'un tenseur d'ordre 2 : le tenseur des déformations est [19, 25] : 


















                                                                               (I.23) 
I.5.4.4 Tenseur de constantes d’élasticité (Constantes de souplesse)  
 Les tenseurs des constantes et compliances élastiques (Cijkl, Sijkl) donnent la relation linéaire 
entre la déformation et la contrainte.   
Les tenseurs 𝐶̿  et 𝑆̿   ont a priori 81 composantes. Les indices i, j, k et l prennent les valeurs 1, 2 et 3. 
Les symétries des tenseurs de contraintes et de déformations (σij = σji et εij = εji), font en sorte que 
Cijkl = Cjikl = Cijlk = Cjilk (ainsi, Sijkl = Sjikl = Sijlk = Sjilk), ce qui permet de ramener le tenseur 
des constantes élastiques 𝐶̿  à une matrice  6×6 (36 composantes). 
Pour simplifier l’écriture matricielle des composantes des rigidités, Voigt [26] a proposé de 





Les équations (I .12) et (I .13) deviennent alors : 
             𝜎𝐼 = 𝐶𝐼𝐽𝜀𝐽  𝑒𝑡 𝜀𝐼 = 𝑆𝐼𝐽𝜎𝐽                                                                                   (I .24), (I .25)  
Les tenseurs de contraintes et de déformations étant des matrices symétriques, la notation de Voigt 
permet de réduire leur représentation à un vecteur de dimension six et par conséquent la loi de 
Hooke, (I .24) peut être écrite sous la forme suivante : 
 
 
                         
 
                                           (I.26) 
 
Notation tensorielle (ij,kl) xx yy zz yz zy xz zx xy yx 







































































































Des considérations sur le travail de déformation et l’énergie permettent de ramener ce nombre à 21 
(cette matrice de 6x6 éléments est symétrique) [19]. 
I.5.4.4.1 Cas d’un crystal à symétrie cubique  
Toute symétrie présente dans la structure peut rendre certaines de ces composantes égales et d'autres 
peuvent être fixées à zéro. Ainsi, un cristal cubique n'a que trois constantes élastiques indépendantes 
non nuls de symétrie différents (C11, C12, et C44), chacun représentant trois constantes élastiques 
égales (C11 = C22 = C33, C12 = C23 = C31, et C44 = C55 = C66) et toutes les autres constantes sont nulles.  
Le tenseur des constantes élastiques se simplifie et la matrice [C] s'écrit dans ce cas [19, 22]. 
 
 
                                                                            (I.27) 
 
Des notations identiques pour la matrice constantes de souplesse [S], qui a la même forme de [C], 
conduisent aux relations suivantes : [28] 
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(𝑆11 − 𝑆12)(𝑆11 + 2𝑆12)
 ;  𝐶12 =
−𝑆12
(𝑆11 − 𝑆12)(𝑆11 + 2𝑆12)
 ; 𝐶44 =
1
𝑆44




(𝐶11 − 𝐶12)(𝐶11 + 2𝐶12)
 ;  𝑆12 =
−𝐶12
(𝐶11 − 𝐶12)(𝐶11 + 2𝐶12)
 ; 𝑆44 =
1
𝐶44
                       (I. 30) 
 
I.5.4.4.2 Cas des matériaux isotropes 
 Un matériau isotrope n’a que deux constantes élastiques indépendantes C11 et C12, vu 



















































Les modules d’élasticité Cij sont liés à la force de cohésion interatomique et à la nature des liaisons 
dans un solide. Pour un matériau donné, ils sont donc le reflet de tous les changements 
microstructuraux causés par exemple par des traitements thermiques ou des changements de pression 
comme le cas de notre travail. 
Des propriétés telles que le module de masse (réponse à une compression isotrope), le coefficient de 
Poisson, le module de Young, les constantes de Lame, etc. peuvent être calculées à partir des valeurs 
de Cij et Sij [18]. 
La constante C11 est la mesure de la résistance à la déformation produite par une contrainte appliquée 
sur les plans (100), (010) et (001) suivant les directions <100> (élasticité de la longueur). 
C44 représente la mesure de la résistance à la déformation dans le cas d’une contrainte de cisaillement 
appliquée sur les plans (100), (010) et (001) suivant les diagonales (élasticité de la forme). 
Le C12 ne possède aucune interprétation physique simple, mais ces combinaisons linéaires avec le C11 
nous donnent le module de compression B et de cisaillement G [29, 30].  
Les méthodes pour déterminer les constantes élastiques à partir des premiers principes impliquent 
généralement de régler la contrainte ou la déformation à une valeur finie, en ré-optimisant tous les 
paramètres libres et en calculant l'autre propriété (la contrainte ou la déformation, respectivement). 
En choisissant soigneusement la déformation appliquée, les constantes élastiques peuvent alors être 
déterminées. Cependant, l'application d'une déformation homogène donnée (déformation) et le calcul 
de la contrainte résultante nécessitent généralement beaucoup moins d'effort de calcul, puisque la 
cellule unitaire est fixe et ne nécessite pas d'optimisation. C'est la méthode implémentée dans notre 
code utilisé CASTEP.  
Dans la littérature, on trouve plusieurs méthodes sophistiquées pour le calcul des constantes 
élastiques à partir des calculs de la théorie fonctionnelle de la densité par exemple, les méthodes de 
réponse linéaire, mais elles impliquent des modifications significatives du code DFT lui-même. Les 
résultats de ces études et de nombreuses études similaires montrent que la précision des constantes 
élastiques DFT est généralement inférieure ou égale à 10 % de l'expérience. Ceci nous permet de 















































expérimentales n'existent pas ; prédire les propriétés élastiques sous pression ou résoudre les écarts 
entre résultats expérimentaux contradictoires. 
Parmi ses méthodes, il existe deux méthodes destinées beaucoup plus pour le calcul des constantes 
élastiques du solide cubique zinc blende à partir des calculs de premier principe [19] : 
Dans la première méthode, la technique de calcul du tenseur de contrainte-déformation est appliquée. 
Les constantes élastiques sont déterminées en calculant le tenseur de contrainte pour des petites 
déformations, cette méthode est développée par Nielsen et Martins [30]. Les forces appliquées sur les 
atomes ont été dérivées à partir du théorème de Helmann-Feinmann [31, 32]. Les détails de calcul 
des constantes Cij dans cette méthode sont donnés comme suit :  
Pour une petite déformation 
1  le long de la direction (100), les constantes élastiques C11 et C12 sont 
dérivées à partir des relations harmoniques : 
                               𝐶11 = 𝜎1 𝜀1⁄                                                                                           (I.32.a) 
                               𝐶12 = 𝜎2 𝜀1⁄                                                                                           (I.32.b) 
Où : 
     ii  ,   avec  2,1i  représentent respectivement la contrainte et la déformation. 
Le calcul de la constante élastique 
44C  est plus compliqué que celui de 11C et 12C . 
Une déformation 654     est maintenant appliquée le long de la direction [111] de la structure 
zinc blende. Cette déformation rend les liaisons atomiques dans la direction [111] non équivalente 
aux autres liaisons dans les directions      111,111,111 , en conséquence les positions atomiques 
dans la maille élémentaire ne peuvent être déterminées par la seule connaissance de la symétrie. 
Kleinman [33] à définit un paramètre de déformation interne  , qui décrit les positions relatives des 
cations et des anions dans les altérations de tensions conservant le volume pour lesquelles les 
positions par symétrie. On connait qu’une faible valeur de   indique qu’il y a une grande résistance 
contre la courbure ou l’altération angulaire et vice versa [19]. En pratique   est attendu d’être dans la 
gamme de  10    .  
Nielsen et Martin [30] ont décrit une méthode de calcul qui permet de déterminer les quantités
0
44C ,   
et la fréquence optique des phonons 
 au point   à partir des forces et des contraintes, et ils ont 
donné une relation entre la contrainte et la déformation qui permet de calculer
44C .  



















                                                                            (I.33)                               
Où : 






44C  : est la constante élastique en absence de déplacement interne ;  
  : est la constante de force donnée par la relation, avec : 
2
  ( est la masse réduite des deux 
atomes) ;  
0a : est le paramètre de réseau d’équilibre ;   
 : est le volume de la maille ; 
   : est le paramètre de déformation interne. 
Une méthode qui a été introduite en 2005, elle utilise la théorie de perturbation de la fonctionnelle de 
la densité (DFPT) [34]. Son principe repose sur l’utilisation des dérivées premières des fonctions 
d’onde par rapport à la perturbation (ici la déformation ou le déplacement atomique) pour évaluer les 
dérivées secondes de l’énergie. Le calcul des dérivées premières des fonctions d’onde se fait de 
manière auto-cohérente, ce qui donne un calcul assez long. Mais une fois connues, on peut évaluer 
très rapidement toutes les dérivées secondes que l’on souhaite. 
Hamann et coll. [35, 36] ont implémenté la prise en compte systématique des constantes élastiques 
internes dans un calcul ab initio [37]. Ils calculent l’ensemble des éléments des différents tenseurs 
grâce à la DFPT pour en déduire la contribution des constantes élastiques internes. Même s’ils ne 
font pas l’économie de calculer uniquement les éléments indépendants, ceci ne leur coûte quasiment 
aucun temps de calcul supplémentaire, car le plus gros du temps de calcul se passe dans l’évaluation 
des dérivées premières des fonctions d’onde. Cependant, de par sa facilité d’utilisation et ses faibles 
temps de calcul, cette méthode est un standard, et elle est devenue rapidement une méthode de choix, 
pour évaluer les constantes élastiques des matériaux [19, 8]. 
 
I.5.5 Modules élastiques isotropes 
 Le module élastique est une grandeur intrinsèque d'un matériau, définie par le rapport de 
la contrainte à la déformation élastique provoquée par cette contrainte. L’analyse du comportement 
élastique d’un matériau se ramène à l’étude d’un certain type de déformations simples et à la 
détermination des constantes élastiques correspondantes. 
 
I.5.5.1 Module de Young et coefficient de Poisson  
 Le physicien britannique Thomas Young (1773-1829),  avait constaté que le rapport entre 
la contrainte de traction appliquée 𝜎 et la déformation qui en résulte (un allongement relatif ε ) est 
constant. Le module de Young (appelé aussi module d’élasticité longitudinale) est définit par la 
relation 𝐸 = 𝜎/𝜀. C’est un coefficient de proportionnalité propre à chaque matériau qui caractérise 
la résistance à la déformation uniaxiale et possède la dimension de la contrainte et se mesure souvent 
en GPa [25].  





Quand un matériau subit un allongement (ou raccourcissement) axial, elle subit en même temps, une 
contraction (dilatation) transversale. Si la contrainte axiale demeure inférieure à la limite élastique, le 
rapport entre la déformation transversale et la déformation unitaire axiale demeure constant. Ce 
rapport a été mis en évidence analytiquement par Denis Poisson, mathématicien Français (1781-
1840), qui en détermina la valeur à partir de la théorie moléculaire de la constitution de la matière.  
Ce rapport appelé coefficient de Poisson permet de caractériser la contraction de la matière 
perpendiculairement à la direction de l'effort appliqué (ν = contraction transversale unitaire / 
allongement axial unitaire). Afin de bien saisir l'importance de cette constatation, référons-nous à la 
figure I.23 qui représente les dimensions géométriques initiales et finales d’une éprouvette soumis à 
une sollicitation de traction pure P. Pour les besoins de cette analyse nous donnerons des indices aux 
allongements unitaires ; ainsi nous appellerons εL déformation unitaire longitudinale (généralement 
appelée ε simplement) et εR déformation unitaire radiale. 
 
 
Figure I.25 : Relation reliant ν et les dimensions initiales et finales de l’éprouvette. 
 
La déformation unitaire longitudinale résultante 𝜀𝐿 = ∆𝐿 𝐿0⁄  (avec l’allongement longitudinal △L = 
L - L0), et la déformation unitaire radiale 𝜀𝑅 = ∆𝑅 𝑅0⁄  (avec l’allongement radial △R = R - R0), le 
coefficient de Poisson (𝜈) s’exprime donc, comme suit : 
  
            𝜈 = −
𝜀𝑅




                                                                                  (I.34) 
                                    
Le calcul précis de telles contraintes exige la connaissance du module de Young et du coefficient de 
Poisson, en particulier pour des orientations cristallographiques spécifiques définissant la surface du 
semiconducteur [19]. 
Dans le cas général, la rigidité uniaxiale d’un solide dans une telle direction est caractérisée par le 
module de Young définit par : 
                     𝐸𝑖𝑖 = 𝜎𝑖𝑖 𝜖𝑖𝑖⁄                                                                                                      (I.35) 
Ainsi, le coefficient de Poisson est donné par l’expression suivante : 
                     𝜈𝑖𝑗 = −𝜀𝑖𝑖 𝜀𝑗𝑗⁄                                                                                    (I.36) 





Le coefficient de Poisson fait partie des constantes élastiques. C’est un nombre sans dimension 
compris dans l’intervalle [0 ; 0,5]. Il est théoriquement égal à 0,25 pour un matériau parfaitement 
isotrope et est en pratique très proche de cette valeur. Il est toujours inférieur ou égal à 0,5. S'il est 
égal à 0,5, le matériau est parfaitement incompressible. Les matériaux structurellement complexes 
peuvent avoir des coefficients de Poisson supérieurs à 0.5. C'est le cas des granulaires, des poreux, 
des textiles [25]. 
 
I.5.5.2 Module de compressibilité  
 Le module de compressibilité B (est appelé aussi Module de rigidité à la compression) est 
défini comme le rapport de la pression hydrostatique au changement fractionnaire du volume produit 
par cette pression [18]. Il caractérise la déformation volumique lors de l’application d’une contrainte 
isotrope (compression hydrostatique) sans changement de forme (voir figure I.28). Autrement dit, le 
module de compressibilité mesure la résistance à une modification du volume dans les solides et 
donne ainsi une estimation de la réponse élastique d’un matériau à une pression hydrostatique 
appliquée.  
Pour le module de compressibilité, la loi de comportement établit par la relation suivante : 
                σ = B.ε                                                                                                               (I.37) 
Où : 
σ : est la contrainte isotrope (σ11 = σ22 = σ33) ; 
ε : est la déformation résultante dû à la variation relative de volume (ε = dV/V = ε11 + ε22 + ε33).  
Dans le cas d’une compression hydrostatique appliquée : σ = −dP,  





                                                                                                     
(I.38)
 
Avec : V est le volume du corps à une pression appliquée P. 
Plus B est élevé plus le matériau est peu compressible (c.-à-d. plus rigide). 
Pour les systèmes cubiques le module de compressibilité B peut être exprimé comme une 
combinaison linéaire des deux constantes élastiques  C11 et C12 donnée par [23] 
             B = (C11 +2C12) /3                                                                                                 (I.39) 
L’évolution du module de compressibilité pour certains semiconducteurs (Groupe : IV, III-V et II-
VI) dans leurs phases cubiques en fonction de la distance interatomique est illustrée sur la figure I.26. 
D’prés cette figure, nous remarquons que le module de rigidité est considérable lorsque la distance 
interatomique devient plus petite, c’est le cas du diamant qui a la plus petite distance interatomique, 
donc c’est le plus dur et le plus rigide [38].  







Figure I.26 : Evolution du module de compressibilité de certains semiconducteurs (Groupes : IV, III-
V et II-VI) en fonction de la distance interatomique [38].  
 
La compressibilité K est l’inverse du module de compressibilité B, en physique, en parlant d'un corps, 
qui est susceptible d'être comprimé, dont le volume peut être réduit sous l'action d'une pression.  











                                            (I.40) 
 
Les solides ayant de longues liaisons faibles ont généralement des compressibilités plus élevées que 
ceux avec des liaisons fortes courtes. Ceci est bien illustré dans la figure I.27 avec les 
compressibilités de certains composés binaires dans leurs structures NaCl. Les composés avec de 
longues liaisons faibles sont plus facilement à comprimé. Valeurs de K en unités de 10-11 m2 / N [41]. 
 






Figure I.27 : Compressibilité K pour certains composés binaires en fonction 
de la distance interatomique [19]. 
 
I.5.5.3 Module de cisaillement 
 Le module de cisaillement (appelé aussi module de glissement), est une grandeur physique 
propre à chaque matériau et qui intervient dans la caractérisation des déformations produite par une 
contrainte de cisaillement (voir figure I.28). Autrement dit, c’est la résistance au changement de 
forme à volume constant. La contrainte de cisaillement τ est liée à l’angle de déformation 𝜃 par le 
module de cisaillement à travers la relation suivante [19] : 
                                                   𝜏 = 𝐺. 𝜃 = 2. 𝐺. 𝛾                            (I.41) 
Où :  
G : est le module de cisaillement en GPa, 
𝜃 : L’angle de déformation, 
𝛾 : Déformation par distorsion (glissement), (Figure D.1)   






                                     
(I.42) 
Avec, 
W : Déplacement latéral relatifs, 
L0 : est l’épaisseur. 
      





Les constantes d’élasticité B, G, E et ν ne sont donc pas indépendantes, mais ils sont reliés entre eux 
par les relations suivantes : 
 
           𝐸 =
9𝐵𝐺
3𝐵+𝐺
                                           (I.43.a) 
          𝜈 =
3𝐵−2𝐺
2(3𝐵+𝐺)
                                       (I.43.b) 
          𝐵 =
𝐸
3(1−2𝜈)
                                        (I.43.c) 
        𝐺 =
𝐸
2(1+𝜈)
                                           (I.43.d) 
Pour donner une meilleure description du comportement élastique des solides et plus précisément 
en élasticité linéaire, deux autres coefficients, généralement sont également utilisés, ils sont appelés 
coefficients de Lamé (µ et λ). Ces deux paramètres constituent un paramétrage des modules 
élastiques pour les matériaux homogènes isotropes, et sont donc liés aux autres modules. On peut 
également exprimer les coefficients de Lamé en fonction du module d’Young E et du coefficient de 
Poisson ν : [41, 42] 
 
Le premier coefficient de Lamé   





                                        
(I.44.a) 
Le second coefficient de Lamé





                                                     
(I.44.b) 
 
Pour le système cubique (solides monocristallins), le module de cisaillement G est aussi peut être 
exprimé comme une combinaison linéaire des constantes élastiques C11 et C12 [19] : 
                                          11 12
1
2
G C C                                                               (I.45) 
I.5.5.4 Approximation de Voigt-Reuss-Hill  
 Les matériaux polycristallins sont des matériaux solides constitués des multitudes de petits 
cristaux appelés cristallites de taille et d'orientation variées. La différence d’orientation de cristallite à 
cristallite implique alors que chaque cristallite répond de façon différente à la sollicitation appliquée. 
Généralement la formule précédente (I.45) ne donne pas de bons résultants pour des solides 





polycristallins, c’est pour cette raison qu’on doit passer à une autre méthode ou les différentes 
réponses sont moyennées. La méthode les plus utilisés en calcul ab-initio est celle de Voigt-Reuss-
Hill et qui donne plus précisément aux résultats des modules d’élasticité isotropes. 
Vu que, l’approximation de Voigt (1889), considère que les déformations sont uniformes dans le 
matériau alors que celle de Reuss (1929), considère que ce sont les contraintes qui sont uniformes. 
Ces deux approximations forment des bornes du tenseur effectif.  
L'approximation de Voigt-Reuss-Hill [43-45], proposé par Hill (1952), est une moyenne des deux 
bornes (celui de Voigt et celui de Reuss), à savoir la borne inférieure de Voigt et la borne supérieure 
de Reuss, le module d’un solide polycristallin est forcément compris entre ces deux bornes. 
L'approximation de Voigt-Reuss-Hill fournit la meilleure estimation des propriétés mécaniques des 
matériaux polycristallins à partir des constantes élastiques connues et la valeur moyenne de ces 
quantités donne des résultats proches des valeurs mesurées expérimentalement. Elle est donnée par 
l’expression suivante : [24, 26]             
                                          
1
2
VRH V RG G G 
                                                            
(I.46) 
Ici, Gv est appelé module de Voigt [26], qu’est définie par [38, 46] : 
                                          







                                                       
(I.47) 
Et,   GR est appelé module de Reuss [47], qu’est donné par : 













                                                    
(I.48) 
 
Pour déterminer si un matériau est fragile où ductile, Pugh [48], a proposé la relation empirique 
(𝐵 𝐺 = 1.75 )⁄  reliant le module de compressibilité B au module de cisaillement. 
Pour(𝐵 𝐺 > 1.75 )⁄ , le matériau est ductile, autrement, pour(𝐵 𝐺 < 1.75 )⁄ , le matériau est fragile 
[22]. 
 






Figure I.28 : Représentation schématique des différents modules d'élasticité isotropes : 
Module de Young E, module de compressibilité B et module de cisaillement G [22]. 
 
I.5.6 Anisotropie élastique   
 Au sens général du terme, on parle d'anisotropie lorsque les caractéristiques d'un corps 
dépendent de son orientation. Un corps macroscopique est anisotrope lorsqu'il possède 
une dépendance directionnelle, contrairement à un corps isotrope. L’anisotropie élastique représente 
la dépendance de la réponse élastique d’un matériau dans une telle structure cristalline vis-à-vis de la 
direction de sollicitation. Pour les systèmes cubique, l’anisotropie élastique en cisaillement peut être 
quantifiée en calculant le paramètre AE introduit par Every [50] où le facteur d’anisotropie AZ  [51]. 




                                                                        (I.49.a) 








                                                                              (I.49.b) 
Généralement, dans un crystal élastiquement isotrope, on trouve que   𝐶11 − 𝐶12 = 2𝐶44, alors AE = 0 
et AZ = 1. Par contre pour un cristal anisotrope, les valeurs sont usuellement : AE ≠ 0 et AZ ≠ 1, l'écart 
de 0 (pour AE) et de 1 (pour AZ) traduit le degré d'anisotropie élastique possédé par le cristal. Si AZ < 
1, le cristal est le plus rigide le long des axes  <100>, et quand AZ  > 1, le cristal est plus rigide le long 
des diagonales <111> [19, 22]. 
I.5.7 Vitesses de propagation des ondes élastiques  
 Les ondes élastiques résultent de déplacements de particules se propageant seulement dans 
des milieux matériels, alors que les ondes électromagnétiques se propagent aussi dans le vide. Il 
existe deux types d’ondes fondamentales : 
- Les ondes longitudinales (ondes de compression) : 
Le déplacement des particules s’effectue parallèlement au vecteur d’onde. Lorsqu’une onde 
longitudinale plane se propage dans un solide, elle apparait telle une succession de compressions et 
de dilatations si bien que le volume occupé par un nombre donné de particules varie. 
- Les ondes transversales (ondes de cisaillement) : 
Le déplacement des particules s’effectue perpendiculairement au vecteur d’onde. Le glissement des 
plans parallèles contenant les particules (plans perpendiculaires au vecteur d’onde) ne donne lieu à 
aucune variation de volume compte-tenu du fait qu’ils glissent les uns par rapport aux autres sans 
variations de distance. 
Ces ondes se propagent dans des milieux solides isotropes et illimités, c’est-à-dire que les dimensions 
du solide sont très grandes devant l’étendue du faisceau d’ondes et que les effets de bord sont 
négligeables. Dans le cas où le milieu est illimité et anisotrope, trois modes de propagation (ondes 
planes) peuvent exister simultanément pour une même direction de propagation avec des vitesses 
différentes et des polarisations orthogonales : une onde quasi-longitudinale dont la polarisation est la 
plus proche de la direction de propagation et deux autres ondes quasi-transversales dont les vitesses 
sont habituellement plus faibles que celle de l’onde quasi-longitudinale. Ces trois ondes couplées ne 
sont purement longitudinales ou transversales que pour certaines directions particulières, appelées 
directions de modes pures, liées à la symétrie cristalline du milieu [52].  
Les vitesses de propagation des ondes élastiques sont fortement dépendant des directions de 
propagation. 
Pour un système cubique, la vitesse de propagation de l'onde longitudinale vL et celles de l'onde 
transversale ( vT1 et vT2 ) selon les trois directions [100], [110] et [111] sont regroupées dans le 
tableau I.1 [53, 22]. 






Tableau 1.1 : Expressions des vitesses d'ondes élastiques pour les cristaux cubiques suivant les 
directions [100], [110] et [111]. 
 
La figure II.11 montre les trois directions de propagation principales [100], [110] et [111], dans un 
solide cristallin cubique. On observe que les vecteurs des vitesses de propagation des ondes 
longitudinales, sont parallèles au vecteur k , alors que les vecteurs des vitesses de propagation des 
ondes transversales, sont perpendiculaires au vecteur d’onde k . 
 
Figure I.29 : Principales directions de propagation [100], [110] et [111] dans un solide cristallin 
cubique. 
I.5.8 Température de Debye  
La température de Debye, est la température du mode de vibration normal le plus élevé d'un cristal, 
c'est-à-dire la température la plus élevée qui puisse être atteinte en raison d'une seule vibration 
normale. Ce paramètre dépend de la chaleur spécifique et de la température de fusion du matériau. La 





température de Debye θD peut être estimée à partir de la vitesse moyenne des ondes élastiques ν m par 










                                                     
                                                (I.50) 
Où :  
h est la constante de la Planck (h = 6.6262. 10-34js),  
kB  est la constante de Boltzmann (kB =1.38062. 10
-23j.deg-1), 
ν m  est la vitesse moyenne des ondes élastiques,  
Va : est le volume atomique. 




                                                                                                                 (I.51) 
a : représente le paramètre de maille (Å)   













v                                                                                                         (I.52) 
Où :  
vl et vt sont respectivement les vitesses de propagation des ondes élastiques longitudinales et 
transversales. Ces deux vitesses peuvent être calculés à partir des modules de compressibilité B et de 
le module de cisaillement G et la densité cristalline g du matériau à partir d’équation de Navier via 





















                                                                                                                                                              (I.53.b) 
I.5.9 Equation d'état  
 C’est une relation qui lie le volume de la maille et la pression hydrostatique à laquelle il est 
soumis. Généralement, les méthodes ab intio utilisent cette équation d'état comme un moyen 
d'estimation de paramètre de maille ( a ), le module de compressibilité ( B ) et sa dérivée par rapport 
à la pression 
'
0B , et le volume d’équilibre  V0, le calcul se fait à partir des diagrammes des équations 





d’état P(V) ou E(V) qui ont été ajustés (fitting) par l’équation d’état de troisième ordre de Birch-
Murnaghan [56] qui s'écrit : 
 































































BBVP                               (I.54) 
Où :   
V0 : est le volume de la maille à 0P , 
V: est le volume de la maille à 0P  
I.5.10 Critères de stabilité mécanique et la pression de transition 
 La structure cristalline des solides peut se modifier de façon très importante sous l’effet de la 
pression. Ce paramètre peut produire des variations de volume par changement des distances 
interatomiques, variations angulaires, rotation de polyèdres et/ou apparition de nouvelles transitions 
de phases. Ces transitions s’accompagnent souvent de modifications des paramètres d’équilibre. 
Généralement, l’enthalpie libre (l’énergie de Gibbs) G en fonction de la pression, nous permet de 
déterminer la pression de transition de phase [18]. L’enthalpie libre est définie par la relation :  
 
   G = U + PV - TS                                                                                                                (I.55) 
Où :  
U : l’énergie interne, P : la pression appliquée, V : le volume à pression donné, T : la température, S : 
l’entropie,  
Dans notre cas, on a T=0 K, donc G se réduit à l’enthalpie H, et devient :  
    G = H = U +PV                                                                                                               (I.56) 
Thermodynamiquement la pression de transition d’une phase à une autre sera donnée par la valeur de 
la pression pour laquelle les deux enthalpies des deux phases sont égales, et la phase la plus stable 
correspond à un minimum d’énergie [18].  
Une autre méthode, qui n’exige pas de faire l’étude de l’évolution de l’enthalpie en fonction de la 
pression des deux phases en même temps, repose sur la détermination de la dépendance en pression 
des constantes élastiques, qui donnent des informations sur l’instabilité mécanique, et qui est associée 
par une transition de phase [19].  
La considération de la stabilité mécanique de la maille cristalline au moyen de cette dernière 
méthode, a été originellement formulée par M. Born et K. Huang [57, 58], qui ont montré qu’en 
développant l’énergie interne d’un cristal en puissances dans la contrainte imposée et en imposant la 





convexité de l’énergie, il est possible d’obtenir des critères de stabilité en termes de conditions sur les 
constantes élastiques. Ainsi une condition nécessaire à la stabilité mécanique est que la matrice des 
constantes élastiques (C) soit positivement définie (Critères de Born). Une matrice est positivement 
définie si les déterminants des matrices d’ordres successifs qui la composent sont tous positifs. Ainsi, 
pour un exemple simple comme la maille cubique, on peut écrire les conditions suivantes :  
C11+2C12 > 0,       C44 > 0,      C11 > 0,    et      C11 - C12 > 0                                     (I.57) 
Par la suite, il s'est avéré que les critères de Born ne sont valables que dans le cas de pression nulle 
[59]. Les critères de stabilité sont ensuite généralisés pour donnés un ensemble de conditions valables 
à pression non nulle, et qui se ramènent aux conditions de Born à pression nulle. Ces critères 
généralisés pour le système cubique sont donnés maintenant par les équations suivantes [60, 61] : 




                                                                                    
 (I.58.a) 




                                                                                        
 (I.58.b) 
     0' 44  PCG                                                                                                       (I.58.c) 
 
I.6 Les semiconducteurs magnétiques dilués DMS  
 Les composants à semiconducteurs servent au traitement de l’information, alors que les 
matériaux magnétiques servent au stockage de l’information. La combinaison semiconducteurs et 
matériaux magnétiques permet une meilleure efficacité et une intégration plus poussée, et l’utilisation 
de charge et de spin pour le traitement de l’information, c’est le domaine de l’électronique de spin 
[62]. En effet, la possibilité de doper des semiconducteurs avec des éléments magnétiques a permis 
de créer une nouvelle catégorie de matériaux appelés des semiconducteurs magnétiques dilués 
(DMS). Une des particularités des DMS est l’apparition de moments magnétiques localisés générés 
par le couplage électron-trou [63]. 
Les DMS sont des alliages semiconducteurs obtenus par substitution d’un élément métallique par un 
élément de transition, et présentant un comportement ferromagnétique à basse température. Les DMS 
permettraient en effet d’avoir des composants ‘tout semi-conducteur’ et donc de bénéficier de leurs 
avantages intrinsèques [64]. 
Il existe plusieurs familles des semiconducteurs magnétiques dilués, il y a des DMS à base des 
semiconducteurs IV, ces derniers font l’objet de peu d’études. Aussi, les DMS à base des 
semiconducteurs IV-VI, ces matériaux ne sont pas compatibles avec ceux constituant l’électronique 
moderne, car leur structure cristallographique est trop différente, alors, ils ne sont pas trop étudiés. Il 





y a aussi les DMS à base des semiconducteurs III-V et II-VI. Ces derniers font l’objet de plusieurs 
études ces dernières décennies, notamment ceux qui sont dopés en Mn. Les deux raisons importantes 
de ce choix sont que l’ion Mn2+ possède un grand moment magnétique (S = 5/2), caractéristique 
d’une couche d à moitié pleine; et qu’il est possible de l’incorporer en grande quantité dans la 
matrice hôte sans affecter la qualité cristallographique du matériau final. 
Les DMS à base de semiconducteurs II-VI et III-V dopés au Mn présentent d’autres caractéristiques 
importantes : 
 La concentration de Mn peut s’élever jusqu’à une dizaine de pourcents (en utilisant des 
techniques d’épitaxie par jets moléculaires, EJM). 
 La concentration de porteurs peut être contrôlée dans une large gamme et permet de choisir 
entre des dopages de type n ou de p. 
 L’interaction qui existe entre les moments magnétiques localisés Mn+2 et les moments de 
spin délocalisés des électrons des bandes de conduction et de valence. Cette interaction 
d’échange, souvent appelée interaction s(p)-d, est à l’origine de certaines particularités 
uniques des DMS, dont la plus spectaculaire est l’effet Zeeman géant [65]. 
Ces aspects offrent la possibilité de varier le comportement magnétique en changeant la 
concentration des porteurs. 
I.6.1 Les DMS à base des semiconducteurs II-VI  
 Les semiconducteurs magnétiques diluées de type II-VI forment une classe importante de 
DMS dans laquelle le dopage électrique et le dopage magnétique peuvent être contrôlés 
indépendamment. Ces derniers ont été connus pour la difficulté ou l’impossibilité de les doper. 
L’apparition de l’épitaxie par jet moléculaire a permis le dopage de ces derniers [66]. La possibilité 
de réaliser par EJM (Epitaxie par Jet Moléculaire) des empilements de couches très minces de 
composés à semi-conducteur II-VI, ouvre la voie à de nombreuses études fondamentales à la frontière 
du magnétisme et de la physique des semiconducteurs : magnétisme à deux dimensions, magnétisme 
d’interface, couplage magnétique d’un gaz de porteurs avec des moments localisés [67]. 
Les DMS II-VI, particulièrement tellurure et séléniure, dopés au Manganèse, au fer ou au cobalt ont 
été intensivement étudiés au cours des années 70-80. 
Les propriétés magnétiques de ces derniers sont dominées par les interactions de super-échange 
antiferromagnétiques entre les spins localisés. Ceci résulte un caractère paramagnétique, 
antiferromagnétique ou verre de spin selon la concentration d’ions magnétiques incorporés. 
Les progrès des techniques de croissance et spécialement le meilleur contrôle du dopage de 
semiconducteurs II-VI, ont permis de mettre en évidence une phase ferromagnétique induite par les 
porteurs (trou) itinérants [68]. 





Actuellement, les études se concentrent préférentiellement sur les propriétés magnétiques, électriques 
et optiques d’hétéro structures (puits quantiques, diode p-i-n). 
Un des problèmes fondamentaux dans les DMS II-VI est l’existence d’interactions de super-échange 
antiferromagnétique entre les spins, interactions qui peuvent être compensées par un couplage 
ferromagnétique véhiculé par les porteurs. 
Les spins localisés des atomes de manganèse sont couplés par interaction d'échange aux spins des 
porteurs libres, conférant à ces composés des propriétés originales : effets magnéto-optiques géants 
induits par un champ extérieur, et formation de polaron magnétique (le spin d'un porteur s'entoure 
d'un nuage de polarisation des spins des manganèses voisins). 
I.6.2 Les DMS à base des semiconducteurs III-V  
 Les premiers composés étudiés en couches minces fût l’arséniure d’indium dopé au 
manganèse. Le groupe de H. Ohno a reporté en 1989 l’existence d’une phase homogène du In1-
xMnxAs ferromagnétique [69], puis ils ont monté en 1992 que le ferromagnétisme était induit par les 
trous [70]. Ces deux publications ont encouragé de nombreux groupes à étudier les semiconducteurs 
III-V dopés au Mn et notamment le composé Ga1-xMnxAs qui est l’objet de nombreuses publications 
expérimentales et théoriques [71]. 
I.6.3 Avantages des DMS à base des semiconducteurs II-VI  
 Les DMS à base des semiconducteurs II-VI sont très présents dans les recherches sur 
l’électronique de spin grâce à plusieurs avantages : 
- Ces matériaux disposent quelques avantages intrinsèques : grand temps de vie (jusqu’à 100 ns) des 
porteurs polarisés permettant leur transport sur plusieurs centaines de nanomètres, forte efficacité 
dans la polarisation et l’injection de spins, localisation des porteurs au sein d’hétérostructures dans 
des puits quantiques ou des boites quantiques. 
- On peut ajuster le gap, le paramètre de maille et les contraintes, en fonction des besoins. 
- Ces matériaux possèdent quelques propriétés magnétiques intéressantes, bien évidement l’existence 
d’une phase ferromagnétique au-delà de la température ambiante est importante. 
- Le fait que l’importance de leur facteur de Landé, qui quantifie le couplage entre les propriétés de 
spin et le champ magnétique extérieur, assure un spittling Zeeman conséquent. 
- Les propriétés dépendantes du spin, telles que la rotation de faraday géante sont ainsi amplifiées, et 
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Chapitre II : Les méthodes de premier principe 
et détails de calcul  
 
II.1 Introduction 
 Au vu de ses succès dans la description et la prédiction des propriétés des matériaux, la 
modélisation physique par simulation numérique joue un rôle de plus en plus prépondérant dans de 
nombreux domaines, allant de la physique du solide à la chimie moléculaire. L'arrivée sur le marché 
de processeurs de plus en plus puissants a permis l'implémentation de méthodes de calcul complexes, 
permettant ainsi de rendre compte toujours plus précisément des résultats expérimentaux. Des 
nanomatériaux sont fortement corrélés aux avancées technologiques qui ont lieu dans les domaines 
de la micro et nanoélectronique. La bonne connaissance des propriétés des matériaux est cruciale, 
d'une part pour le contrôle de la fabrication des dispositifs électroniques, et d'autre part pour la 
découverte de nouveaux matériaux aux propriétés intéressantes. 
Les méthodes ab initio cherchent à prédire les propriétés des matériaux, par la résolution des 
équations de la mécanique quantique, sans utiliser de variables ajustables. Au cours de ce deuxième 
chapitre, nous présenterons le cadre théorique des calculs ab initio dans lequel sera effectué ce 
travail. Nous présenterons tout d'abord des généralités quant au traitement quantique non relativiste 
d'un système composé de plusieurs particules puis nous exposerons les deux grandes familles de 
calculs quantiques : l'approximation de Hartree-Fock et les approximations utilisées pour traiter la 
partie échange et corrélation de l’énergie d'une part, et les fondements de la théorie de la 
fonctionnelle de la densité d’autre part. Nous présenterons également d’autres approximations 
relatives aux pseudopotentiels et au développement en ondes planes.  
 Dans cette partie, nous considérons un système constitué de NN noyaux et Ne électrons en 
interaction. Toutes les équations sont écrites en unités atomiques, c'est-à-dire avec ħ = me = e = 1, ħ : 
constante dePlanck normalisée (appelée au constante de Dirac [1]), me étant la masse de l'électron et 
e la charge élémentaire (un électron a donc une charge égale à -1). 
 
II.2 Problème à N corps avec des approximations 
II.2.1 L’équation de Schrödinger 
 Un système cristallin est constitué d’un ensemble de particules (électrons et noyaux), en 
principe, il peut être déterminé à partir des lois de la mécanique quantique à l’aide de la résolution de 
l’équation de Schrödinger. 
L’équation de Schrödinger est l’équation de base du physico-chimiste théoricien. Elle permet de 
trouver les énergies et les fonctions d’onde associées aux régimes stationnaires d’un système donné. 
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Cette équation, dans le cas non relativiste, pour un système composé de Ne électrons liés, de 
coordonnées d’espace 𝑟𝑖, et de NN noyaux de charge ZN, de masse mN et de coordonnées d’espace 
?⃗?𝑁 s’écrit sous la forme [2] : 
 
         𝐻 n ({𝑟𝑖}, {?⃗?𝑁}) = 𝐸𝑛 n ({𝑟𝑖}, {?⃗?𝑁})                                                             (II.1) 
 
Où H est l’hamiltonien du système, n la fonction d’onde associée au niveau d’énergie En, avec n 
un nombre entier introduisant la quantification de l’énergie du système. 
L’hamiltonien d’un cristal qui résulte de la présence des forces électrostatiques d’interaction : 
répulsion ou attraction suivant la charge des particules (ions, électrons), est donnée par la relation 
suivante :                              
          eeeNNNeNTot
VVVTTH  
ˆˆˆˆˆˆ
'                                                                                                        (II.2) 
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1ˆ                         : L’énergie potentielle de répulsion entre les électrons 
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Toutes les propriétés observables du système électrons-noyaux sont contenues dans l’équation (II-1). 
Il suffit donc de la résoudre pour avoir accès aux états du système et à ses propriétés physiques et 
chimiques. 
Mais, il s’agit de résoudre l’équation de Schrödinger pour un système de (Ne+NN) corps en 
interaction. Cette équation reste trop compliquée pour que des solutions analytiques soient données 
même dans les cas d’interactions d’un nombre de particules peu élevé. C’est pourquoi les 
nombreuses approches visant à résoudre cette équation font appel à quelques approximations 
fondamentales que nous allons exposer maintenant [3]. 
 
II.2.2 Approximation de Born-Oppenheimer  
 L’approximation de Born-Oppenheimer [4] a été élaborée conjointement par Born et 
Oppenheimer en 1927. Cette approximation est basée sur le fait que les noyaux sont beaucoup plus 
lourds que les électrons. Le mouvement des noyaux est par conséquent beaucoup plus lent que celui 
des électrons, Pour cette raison, le mouvement des noyaux par rapport aux électrons peut être 
négligé.  Dans ce cas, et pour une position ?⃗? donnée des noyaux, seule la contribution électronique 
Eél (?⃗?  ) à l’énergie totale En est nécessaire pour déterminer les propriétés du système. Compte tenu 
de cette hypothèse qui réduit le nombre de variables, l’équation de Schrödinger devient plus simple 
que l’équation (I.1). En effet, si les noyaux sont fixes (ou aux repos), leurs énergie cinétique s’annule 
( 0ˆ NT ), et l’énergie potentielle d’interaction (Vnn) due à la répulsion entre noyaux devient une 
constante.  
L’équation de l’Hamiltonien électronique peut s’écrire comme suit: 
         ˆ ˆ ˆ ˆel e N e e eH T V V- -= + +                                                                                           (II.4)    
L’approximation de Born-Oppenheimer dite aussi  adiabatique, car elle consiste à séparer le 
problème électronique de celui des vibrations du réseau. On peut théoriquement, en première 
approximation, étudier séparément le mouvement des électrons et celui des noyaux, donc on 
recherche une solution de la fonction 𝜓𝑛(?⃗?𝑁 , 𝑟𝑖)  sous la forme d'un produit de deux fonctions 
d’onde, électronique et nucléaire :                                 
n (?⃗?𝑁 , 𝑟𝑖) = n (?⃗?𝑁). e (𝑟𝑖)                                                                                                (II. 5)
 
Où :   
      𝜓𝑛: est la fonction d’onde nucléaire, 𝜓𝑒 : est la fonction d’onde électronique correspondant aux 
positions ?⃗?𝑁  des noyaux figés. 
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L’Hamiltonien est découplé en deux Hamiltoniens, l’un électronique et l’autre nucléaire lié aux 
noyaux, ces derniers étant supposés fixes à leurs positions d’équilibre et l’équation de Schrödinger 
devient : 
[𝑇𝑒 + 𝑉𝑒𝑒 + 𝑉𝑒𝑛]  e (?⃗?𝑁 , 𝑟𝑖) = 𝐸𝒆(?⃗?𝑁) e (?⃗?𝑁 , 𝑟𝑖)                                                       (II. 6) 
 Pour connaitre l’énergie et la fonction du système, il faut résoudre cette équation à plusieurs 
variables, connue sous le nom du problème à N corps qui reste pratiquement impossible à résoudre 
parce que la fonction d’onde électronique totale dépend des coordonnées de tous les électrons 
constituant le système et ne peut pas être décomposée en contributions de particules isolées, car les 
électrons interagissent fortement les uns avec les autres et leurs déplacements sont ainsi corrélés, et la 
difficulté réside toujours dans le terme biélectronique Ve-e  décrivant l’ensemble des électrons en 
interaction mutuelle, qu’est contrairement à Te et Ve-n, il couple les coordonnées de tous les 
électrons en interaction. Afin de contourner cette difficulté, nous sommes alors amenés à effectuer 
une série d’approximations supplémentaires, on passe au deuxième niveau d’approximation . 
En général, il existe plusieurs méthodes de résolution de l’équation (II.3), dont les premières sont 
celles de Hartree [4] et Hartree-Fock [5] qui ont lieu sur les fonctions d’ondes et basées sur 
l’hypothèse des électrons libres. Ces méthodes sont les plus utilisées en chimie quantique, elles  
fonctionnent bien pour les atomes et les molécules mais elles sont moins précises pour le cas du 
solide. Cependant il existe une autre méthode qui a lieu sur  l’Hamiltonien appelé la Théorie de la 
Fonctionnelle de la Densité (DFT), cette méthode est certainement plus puissante et bien adaptée 
pour le cas des solides. C’est la méthode utilisée dans la présente étude [6]. 
. 
II.2.3 Approximation du champ auto-cohérent (self consistent) 
II.2.3.a Approximation de Hartree  
 Le traitement consiste à réduire le problème de Ne corps à celui d’une seule particule, dans 
cette approximation, les électrons sont considérés indépendants, chacun d’eux se meut dans le champ 
moyen créé par les autres électrons et noyaux, ce qui permet de supposer la fonction d’onde du 
système électronique 𝜓𝑒  comme le produit direct des fonctions d’onde à une particule φi(r⃗i) : 
𝜓𝑒(r⃗1, r⃗2, … , r⃗Ne) = φ1(r⃗1)φ2(r⃗2) … . . φNe(r⃗Ne). 
L’équation de Schrödinger à une particule, appelée équation de Hartree [7], s’écrit sous la forme : 




                                                                                               
(II.7) 
Où : l’Hamiltonien 
ˆ
ih à un électron s’écrit : 
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1ˆ ˆ ˆ( ) ( )
2
i i ext ih V r V r    
                                                                    
(II.8) 
Où : ˆ ( )extV r représente à la fois le potentiel dû aux interactions noyaux-noyaux et celles des autres 
électrons-noyaux dans le système. 
              









                                                                                     (II. 9) 
et le potentiel de Hartree pour le ième électron qui remplace l’interaction électrostatique électrons-
électrons avec tous les autres électrons [6]. 
Ce potentiel est calculé en supposant qu’il existe une densité des électrons  ρi (?⃗⃗?) associée à chaque 
électron. Cette densité est donnée par:  
              
2
1









                                                                                        
(II.10) 
Somme étendue aux Ne états monoélectroniques occupés. 
En substituant les équations (II.8), (II.9) et (II.10) dans (II.7), on trouve les équations de Hartree pour 
un système mono-électronique :  
2
3



















                        
(II.11) 
Le potentiel de Hartree ˆ ( )iV r donné par l’équation (II.9), qui détermine les fonctions d’ondes 
mono-électroniques φi (?⃗⃗?) est exprimé en terme de ces mêmes fonctions d’ondes selon l’équation 
(II.10), d’où l’appellation approximation du champ auto cohérent.  
Cependant, les électrons sont des fermions qui obéissent au principe d’exclusion de Pauli : deux 
électrons ne peuvent pas occuper un même état. Si deux électrons occupent le même état, leurs spins 
doivent être différents. Pour décrire entièrement le comportement des électrons, la fonction d’onde 
doit être antisymétrique par rapport à l’échange de coordonnées de paire d’électrons. En fait, le 
principal défaut de la méthode de Hartree est qu’elle ne tient pas compte du principe de Pauli, la 
fonction d’onde i  n’est pas antisymétrique par rapport à l’échange des coordonnées de deux 
électrons. Cette méthode traite les électrons comme des particules discernables et néglige 
complètement la corrélation électronique et les effets d’échange [8]. 
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II.2.3.b Approximation de Hartree-Fock 
 Pour pallier le problème du principe de l’antisymétrie imposant à la fonction d’onde φ de 
changer de signe lors de la permutation de deux électrons, la méthode de Hartree-Fock à remplacer le 
produit de Hartree par une fonction d’onde donnée par un déterminant de Slater, satisfait la condition 
de l’antisymétrie et permet d’introduire les effets d’échange électronique ce qui  vérifie le principe de 
l’exclusion de Pauli. 
1 1 1 1 2 2 1
2 1 1 2 2 2 2
1 1
1 1 2 2
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 est le facteur de normalisation, et 
 
i : représente le spin. 
𝜑𝑖(𝑟𝑖?⃗?𝑖) est la fonction d’onde mono-électronique qui dépend des coordonnées spatiales et du spin 
des électrons. 
La fonction φ donnée par l’équation (I.12) conduit aux équations de Hartree-Fock pour un système à 
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(II.13) 
Avec :  𝛿𝜎𝑖𝜎𝑗 , représente le symbole de Kronecker. 
L’équation II.13 représente l’équation de Hartree-Fock à une particule, elle est diffèrent de celles de 
Hartree par le terme d’échange résultant de l’application du principe de l’exclusion de Pauli (dernier 
terme avant le signe d’égalité). Avec une forme intégrale d’opérateur, il est non linéaire en φi : la 
complexité ajoutée par la prise en compte du caractère non local du potentiel d’échange est 
considérable. De plus, cette méthode ne tient pas compte des effets de corrélation entre électrons de 
spins antiparallèles, ce qui rend les calculs de type Hartree-Fock plus complexes à mener pour des 
systèmes dépassant les petits ensembles de molécules. 
II.2.3.c Approximation de Hartree-Fock-Slater 
 Le  traitement proposé par Slater [9] permettant de combler le manque de corrélation, en 
tenant compte du caractère non local du potentiel d’échange présent dans l’approximation de Hartree-
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Fock, ce traitement introduit une expression du potentiel d’échange local qui s’écrit sous la forme 
suivante [6]: 
            
1









   
                                                                                 
(II.14) 
Où   α : est un paramètre sans dimension, et ρ(?⃗⃗?): La densité de charge.  
 
Dans ses calculs, Slater pose α = 1, ce qui correspond à un gaz homogène sans interaction. Cette 
méthode Xα de Slater soulève deux points essentiels: la simplicité de ce potentiel par rapport à 
l’approximation de Hartree-Fock (due au fait qu’il est local); en plus, il donne une forme simple du 
terme d’échange-corrélation. Toutefois le choix de ce potentiel pratiquement intuitif conduit à des 
résultats pas toujours satisfaisants. 
Malgré la simplicité du potentiel par rapport à celui de Hartree-Fock, la méthode de Hartree-Fock-
Slater devient pratiquement assez lourde et très coûteuse du point de vue numérique lorsque le 
nombre des électrons augmente. Ce qui ne conduit pas à des bons résultats.  
De nos jours, l’une des plus importantes approximations utilisée est l’approximation locale de la 
Théorie de la Fonctionnelle de la Densité (DFT), car elle simplifie considérablement et de manière 
étonnante les calculs et devient moins coûteuse numériquement, que nous exposerons ci-dessous. 
II.3 Théorie de la fonctionnelle de la densité (DFT) 
 La Théorie de la Fonctionnelle de la Densité ou DFT (pour Density Functional Theory) forme 
aujourd'hui l'une des méthodes les plus utilisées dans les calculs quantiques de la structure 
électronique de la matière (atomes, molécules, solides). La théorie de la fonctionnelle de la densité 
propose quant à elle une approche totalement différente du traitement de la corrélation électronique, 
et elles constituent une alternative de choix aux méthodes ab initio.  
L'objectif principal de la théorie de la fonctionnelle de la densité est de remplacer la fonction d'onde 
multiélectronique par la densité électronique comme quantité de base pour les calculs. 
La DFT trouve ses origines dans le modèle développé par Thomas et Fermi à la fin des années 1920, 
qui dit que les propriétés électroniques peuvent être décrites en terme de fonctionnelles de la densité 
électronique, en appliquant localement des relations appropriées à un système électronique 
homogène. Thomas et Fermi ont utilisé leur théorie pour la description d'atomes, bien que cela soit 
une importante première étape, mais le manque de précision pour la majorité des applications, en 
plus, cette méthode ne tient pas compte de l'énergie d'échange d'un atome, conséquence du principe 
de Pauli, ni de la corrélation électronique. Néanmoins il faudra attendre le milieu des années 1960 et 
les contributions de Hohenberg et Kohn [10] qu’ils ont formulé et démontré deux théorèmes qui ont 
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mis dans un cadre mathématique les idées précédentes. Ces deux théorèmes font la base du 
formalisme théorique sur lequel repose la méthode actuelle. 
Avant d’aborder les fondements de la Théorie de la Fonctionnelle de la Densité, il parait essentiel de 
définir la quantité centrale de cette théorie : la densité électronique (ρ). 
 
II.3.1 La Densité Electronique 
 On peut définir les électrons comme étant des particules indissociables et indiscernables. En 
effet, un électron ne peut être localisé en tant que particule individuelle, par contre sa probabilité de 
présence dans un élément de volume peut être estimée et correspond à la densité électronique (ρ) . 
Les électrons doivent donc être considérés dans leur aspect collectif (nuage électronique) et la densité 
électronique permet de connaître les régions de l’espace où les électrons séjournent le plus souvent. 
La densité électronique ρ(r) est une fonction positive dépendant uniquement des 3 coordonnées 
(x,y,z) de l’espace. Cette quantité s’annule à l’infini et vaut N (nombre total d’électrons) lorsqu’elle 
est intégrée sur tout l’espace. 
         {
𝜌(𝑟 → ∞) = 0
∫ 𝜌(𝑟)𝑑𝑟 = 𝑁
                                                                                                    (II.15) 
ρ(r) représente donc, par définition, la probabilité de trouver un électron dans un volume unitaire dr 
défini par r. Ainsi, la densité électronique, à la différence de la fonction d’onde, est une observable. 
Plusieurs tentatives de mise en place d’un formalisme quantique basé sur la densité électronique ont 
été proposées. En  indiquant que la densité électronique suffit à la détermination complète des 
propriétés d’un système atomique.  
Mais c’est à Hohenberg et Kohn que nous devons la proposition d’un formalisme exact (exempt de 
toute approximation) énoncé sous la forme de deux théorèmes. 
 
II.3.2 Théorie de la fonctionnelle de la densité de Hohenberg-Kohn 
 L'approche développée par Hohenberg et Kohn est de reformuler la théorie de la fonctionnelle 
de la densité proposée par Thomas et Fermi par une théorie exacte d'un dispositif à plusieurs corps. 
La formulation est applicable pour tout dispositif de particules en interaction évoluant dans un 
potentiel externe et repose sur deux théorèmes essentiels qui furent énoncés et démontré par 
Hohenberg et Kohn dans leur article de 1964. 
Premier Théorème : Pour un système d'électrons en interaction,  le potentiel externe Vext (?⃗⃗?) est 
déterminé de façon unique, à une constante additive près, par la densité de l’état fondamental ρ0 (?⃗⃗?). 
Comme Vext (?⃗⃗?) définit à son tour l’Hamiltonien Ĥ, toutes les propriétés de l’état fondamental d’un 
système à plusieurs particules sont déterminées par ρ0 (?⃗⃗?).  




   66 
 
Nous venons d’établir que la densité de l’état fondamental est en principe suffisante pour 
obtenir toutes les propriétés intéressantes d’un système électronique. Seulement, comment 
pouvons-nous être sûr qu’une densité donnée est celle de l’état fondamental recherché ? 
Hohenberg et Kohn répondent à cette question à travers un second théorème  qui précise la façon 
dont ce problème devrait être abordé. Le second théorème de Hohenberg-Kohn établit le caractère 
variationnel de la fonctionnelle de l'énergie E[ρ] et il s’énonce de la manière suivante: 
Second Théorème : Il existe une fonctionnelle E[ρ(𝑟)] exprimant l'énergie totale selon la densité 
électronique ρ(𝑟), valide pour tout potentiel externe Vext (𝑟). Pour chaque Vext (𝑟)  particulier, 
l'énergie de l'état fondamental du système est la valeur qui minimise cette fonctionnelle et la densité 
ρ(𝑟) qui lui est associée correspond à la densité exacte ρ0(r) de l'état fondamental, i.e. ρ(𝑟) = ρ0 (𝑟). 
        
   0( ) min ( )E r E r                                                                                      (II.16) 
La fonctionnelle de l’énergie totale  de l’état fondamental s’écrit comme suit  
        
    3ˆ( ) ( ) ( ) ( )extE r F r v r r d r                                                               (II.17) 
          
Où : 
v̂ext (𝑟) : représente le potentiel externe agissant sur les particules, et F[ρ(𝑟)] représente la 
fonctionnelle universelle de Hohenberg et Kohn, avec : 
                                                                  
              𝐹[𝜌(𝑟)] = 〈𝛹 | T̂ é𝑙 + V̂ é𝑙−é𝑙| 𝛹〉                                                                            (II.18) 
Où T̂ é𝑙 et V̂ é𝑙−é𝑙sont respectivement les termes d’énergie cinétique et d’interaction entre électrons 
(en général Coulombienne). 
En conclusion, les deux théorèmes proposés par Hohenberg et Kohn ont montré que la fonctionnelle 
d'énergie, E[ρ(𝑟)] satisfait le principe variationnel, qui impose à l'énergie totale d'être une seule et 
unique fonctionnelle de la densité, et que cette énergie est minimale pour la densité de l'état 
fondamental du système. Donc il est simple, pour un potentiel externe donné, de déterminer l'énergie 
de l'état fondamental. Le problème qui se pose est alors la formulation de la fonctionnelle universelle 
F [ρ (𝑟)] qui regroupe le terme de l'énergie cinétique T̂ , En effet, il n'est pas envisageable, pour un 
système de N électrons en interaction, de trouver une expression analytique à la fonctionnelle de 
l'énergie cinétique. Les théorèmes de Hohenberg et Kohn ne donnent cependant aucune information 
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sur la manière de trouver cette fonctionnelle, et il va donc falloir trouver une méthode adéquate pour 
traiter ce problème [11]. 
 
II.3.3 Méthode de Kohn et Sham 
 Kohn et Sham [12] ont envisagé le problème posé au niveau de l’approche de Hohenberg et 
Kohn sous un autre angle. De la même manière que l’expression exacte de l’énergie potentielle 
classique est connue (énergie de Hartree), ils ont pensé qu’il était primordial d’avoir une expression 
aussi précise que possible pour le terme d’énergie cinétique. Pour ce faire, ils ont introduit la notion 
de système fictif d’électrons sans interaction de même densité ρ(𝑟) que le système d’électrons en 
interaction. En se basant sur ce système de référence, il est alors possible de donner une expression 
exacte à l’énergie cinétique d’un système de N électrons non interagissant comme une fonctionnelle 
de la densité ρ(𝑟). Cette correspondance entre systèmes d’électrons en interaction et sans interaction 
a, en réalité, de nombreuses conséquences : 
 Passage d’une description basée sur la fonction d’onde à N électrons (𝜓) à N fonctions 
d’ondes à un électron (𝜑𝑖); 
 Détermination de la densité électronique à travers la sommation de |𝜑𝑖|
2sur tous les états 
occupés au lieu de considérer l’intégrale de |𝜓|2sur toutes les variables de l’espace à 
l'exception d'une seule, définie par 𝑟 ;  
 L’énergie cinétique (𝑇é𝑙) et l’énergie potentielle (𝑉é𝑙−é𝑙)  des N électrons en interaction sont 
toutes deux scindées en deux parties que nous pouvons dénommer classique et non-classique. 
L’énergie cinétique classique (𝑇é𝑙
𝑖𝑛𝑑 ) provient du système de référence d’électrons indépendants et 
l’énergie coulombienne classique (𝑉é𝑙−é𝑙
𝑐𝑙𝑎  ) n’est autre que l’énergie de Hartree. Le reste (énergies 
cinétique et potentielle non-classiques) a été regroupé dans une quantité appelée énergie d’échange-
corrélation 𝑥𝑐 [13]. 
Une manière de définir cette nouvelle fonctionnelle est de dire qu’elle contient tout ce qui n’est pas 
connu de manière exacte : 
𝑥𝑐 = (𝑇é𝑙 − 𝑇é𝑙
𝑖𝑛𝑑) + (𝑉é𝑙−é𝑙 − 𝑉é𝑙−é𝑙
𝑐𝑙𝑎 ) = 𝑇é𝑙
𝑑𝑒𝑝
+ 𝑉é𝑙−é𝑙
𝑛𝑐𝑙𝑎                                           (II.19) 
 
Ce terme d’échange-corrélation se retrouve au niveau de l’expression de la fonctionnelle universelle 
de Hohenberg et Kohn (FHK). Nous passons donc d’une expression pour laquelle nous ne connaissons 
pas la forme mathématique des deux fonctionnelles 𝑇é𝑙[𝜌] et 𝑉é𝑙−é𝑙[𝜌] à une expression où les 
fonctionnelles𝑇é𝑙
𝑖𝑛𝑑[𝜌] et 𝑉é𝑙−é𝑙
𝑐𝑙𝑎 [𝜌]  sont connues et où le terme Exc représente ce qui n’est pas connu, 
c-à-d l’énergie d’échange-corrélation. 
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Ce terme correspond précisément à ce qui nécessitera des approximations. A travers cette approche, 
Kohn et Sham ont donc transféré ce qui n’est pas connu dans le terme le plus petit, εxc. De ce fait, 
l’erreur commise sera faite sur une petite contribution à l’énergie totale du système. 
 L’énergie totale du système passe alors de contributions indépendantes (FHK) et dépendantes 
du potentiel (Vext), à la somme de l’énergie cinétique des particules indépendantes (𝑇é𝑙
𝑖𝑛𝑑) avec 
un terme dépendant du potentiel effectif; 
 Ce potentiel effectif (Veff) contient le potentiel externe (Vext), la contribution classique à 
l’énergie potentielle des particules sans interaction et le potentiel d’échange-corrélation 
𝑣𝑥𝑐(𝑟) défini comme : 
 
              𝑣𝑥𝑐(𝑟) =
𝛿 𝑥𝑐[𝜌(𝑟)]
𝛿𝜌
                                                                                           (II.20) 
Le choix de Kohn et Sham de se référer à un système fictif de N électrons sans interaction implique 
la résolution de N équations de Schrödinger "monoélectroniques". Cela nous amène à réécrire le 
problème sous la forme de trois équations indépendantes, les équations de Kohn-Sham :  
 
 La première donne la définition du potentiel effectif dans lequel baignent les électrons :  
 
 
             𝜌(𝑟) →  𝑉𝑒𝑓𝑓[𝜌(𝑟)] = 𝑉𝑒𝑥𝑡(𝑟) + 𝑉𝐻(𝑟) + 𝑣𝑥𝑐[𝜌(𝑟)]                                 (II.21) 
 
Où  
𝑉𝐻(𝑟) : est Le potentiel de Hartree ou potentiel d'interaction coulombien classique et s’exprime en 
fonction de la densité électronique comme suit :  
 
            𝑉𝐻[𝜌(𝑟)] = ∫
𝜌(𝑟′)
|𝑟−𝑟′|
𝑑𝑟′                                                                             (II.22) 
 La seconde utilise ce potentiel effectif dans les N équations de Schrödinger 
monoélectroniques dans le but d’obtenir les 𝜑𝑖: 
 
𝑉𝑒𝑓𝑓(𝑟) → 𝐻𝐾𝑆𝜑𝑖(𝑟) =  (
−1
2
∆𝑖 + 𝑉𝑒𝑓𝑓(𝑟)) 𝜑𝑖(𝑟) = 𝑖
𝐾𝑆𝜑𝑖(𝑟)                                         (II. 23) 
 
𝑖
𝐾𝑆 et 𝜑𝑖(𝑟) étant respectivement les valeurs propres et les fonctions d’ondes propres 
monoélectroniques (dites de Kohn-Sham) à partir desquelles on détermine la densité 
électronique  𝜌(𝑟). 
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 La troisième indique comment accéder à la densité à partir des N fonctions d’onde 
monoélectroniques : 




                                                                                              (II. 24 ) 
Avec 𝑓𝑖 est le nombre d’occupation de l’orbitale i avec la condition de normalisation 
∑ 𝑓𝑖
𝑁𝑜𝑐𝑐
𝑖=1 = 𝑁𝑒, et 𝑁𝑜𝑐𝑐 sont les états occupés. 
Ces trois équations du fait de leur interdépendance doivent être résolues de manière autocohérente. 
La théorie de la fonctionnelle de la densité appliquée dans le cadre de l’approche orbitalaire de Kohn 
et Sham demeure exacte dans son formalisme. Progressivement, la partie inconnue dans la 
fonctionnelle F [ρ] a été réduite à une fonctionnelle universelle FHK [ρ]et finalement à une énergie 
d’échange et corrélation Exc[ρ]. A ce stade, il est nécessaire d’approcher l’expression de cette 
fonctionnelle d’échange et corrélation, de sorte qu’elle offre une description aussi précise que 
possible du système. 
Comme décrit plus haut la théorie DFT est, au stade des équations de Khon-Sham, une théorie 
idéalement exacte dans la mesure où la densité électronique qui minimise l'énergie totale est 
précisément la densité du système de N électrons en interaction. Cependant, la DFT reste inapplicable 
car le potentiel d'échange-corrélation (contenant aussi la correction à l'énergie cinétique) reste 
inconnu [14]. Il est par conséquent indispensable d'approximer ce potentiel d'échange-corrélation. 
Deux grands types de fonctionnelles s’inscrivent dans cette approche : la LDA (pour Local Density 
Approximation, approximation de la densité locale) et la GGA (Generalized gradient approximation, 
approximation du gradient généralisé). Nous les détaillons ci-dessous.  
II.3.4 Approximations de la fonctionnelle d’échange et corrélation 
 Le calcul de l’énergie d’échange et de corrélation se fait dans les approximations de la densité 
locale (LDA) et celle du gradient généralisé (GGA). 
II.3.4.a Approximation de la densité locale LDA 
 L'approche de la densité locale est fondée sur le modèle du gaz homogène d'électron  (Un gaz 
homogène d’électrons est un système d'électrons de densité uniforme dans son état fondamental). Son 
idée principale est de considérer un système électronique inhomogène comme étant localement 
homogène, puis d’utiliser l'énergie d'échange et de corrélation correspondante à un gaz homogène 
d’électrons qu’est le seul système pour lequel la forme d'énergie d'échange-corrélation est connue 
avec précision. Dans cette approximation, la densité électronique est supposée localement uniforme, 
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et  le potentiel d’échange-corrélation est considéré comme une quantité locale définie en un point 𝑟, 
dépendant faiblement des variations de la densité autour de ce même point 𝑟 . 
L’énergie d’échange-corrélation s’exprime alors de la manière suivante : 
    3( ) ( ) ( )LDA LDAxc xcE r r r d r    
                                                                      
 (II.25) 
Où  𝑥𝑐
𝐿𝐷𝐴[ρ(𝑟)] sert à désigner l'énergie d'échange-corrélation pour une particule d'un gaz homogène 
d'électron dont la distribution est supposée uniforme. 
La fonction    𝑥𝑐
𝐿𝐷𝐴[ρ(𝑟)] peut être décomposée en une contribution d'échange 𝑥
𝐿𝐷𝐴[ρ(𝑟)] et de 
corrélation 𝑐
𝐿𝐷𝐴[ρ(𝑟)], tel que : 
 
 𝑥𝑐
𝐿𝐷𝐴[ρ(𝑟)] =  𝑥
𝐿𝐷𝐴[ρ(𝑟)] +  𝑐
𝐿𝐷𝐴[ρ(𝑟)]                                                        (II.26) 
 
La contribution provenant de l'échange électronique dans l'approximation de la densité locale est connue et 
provient de la fonctionnelle d'énergie d'échange formulée par Dirac [15]. 
 









∫ 𝜌(𝑟)4/3 𝑑3𝑟                                                                           (II.27) 
 
Pour la partie de corrélation, aucune expression analytique explicite de ce type n’est connue. 
Plusieurs paramétrisations différentes de fonctionnelles d’échange-corrélation ont été proposées par 
Wigner [16], Vosko-Wilk-Nussair [17], Perdew-Zunger [18], à l’aide de calculs Monte-Carlo 
quantiques variationnels (VQMC, Variational Quantum Monte-Carlo) de Ceperley et Alder [19] sur 
le gaz d’électrons. 
Les approximations de ce potentiel d’échange-corrélation sont cependant nettement meilleures si on 
fait usage des densités de spin, ce qui est la manière la plus aisée de tenir compte des règles de Hund. 
On obtient alors l’Approximation de la Densité Locale de Spin (LSDA, Local Spin Density 
Approximation) et la fonctionnelle d’échange-corrélation s’écrit  
 
               𝑥𝑐
𝐿𝑆𝐷𝐴[ρ(𝑟)] = ∫  𝑥𝑐
𝐿𝑆𝐷𝐴[ρ↑(𝑟), ρ↓(𝑟)]𝜌(𝑟)
4/3 𝑑3𝑟                                                 (II.28) 
 
Avec  





 désignent respectivement les densités d’électrons associées aux états de spin 
up (↑) et down(↓). 
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La plupart des paramétrisations de ces fonctionnelles LSDA ont été obtenues en calculant exactement 
l’énergie d’un gaz d’électrons infini pour différentes densités électroniques données [20, 21, 22]. Les 





(𝑟)] ne font pas appel a des paramètres externes empiriques 
dans la procédure de paramétrisation [14]. 
La LDA est notamment efficace et son application aux atomes et molécules se justifie par le succès 
de ces applications numériques. 
L’approximation de la densité locale (LDA) est, historiquement, l’une des plus judicieuses 
approximations proposées pour résoudre le problème de la fonctionnelle d’échange-corrélation. Elle 
est efficace et son application aux atomes et molécules se justifie par le succès de ces applications 
numériques, mais elle a certains erreurs provient de l’énergie d’échange qui est souvent sous-estimée 
tandis que l’énergie de corrélation est souvent surestimée même si, en valeur absolue, sa contribution 
à l’énergie totale est plus petite. Cette méthode sous-estime également les gaps dans un matériau 
isolant, les longueurs de liaison à l’équilibre, l’erreur sur les paramètres structuraux est souvent faible 
(de l’ordre de 1 à 2 %), mais peut devenir importante quand des liaisons de types Vander Waals sont 
en jeu,  tandis que les fréquences de vibration des petits systèmes sont généralement surestimées. 
 Les constantes élastiques et les fréquences de phonons sont également bien reproduites, même si la 
LDA montre une légère tendance à les sous-estimer. Les propriétés diélectriques comme les 
constantes diélectriques et les coefficients piézoélectriques sont surestimés d'environ 10%.  
L’approximation LDA ignore complètement les corrections d’échange-corrélation à effectuer lorsque 
la densité électronique n’est plus localement homogène, elle atteint ses limites lorsqu’il s’agit de 
traiter des systèmes dont la densité ρ(𝑟) varie localement, à travers son gradient. C'est pourquoi et 
depuis 1985, un grand nombre de travaux se sont attachés à une nouvelle description des 
fonctionnelles d'échanges  et corrélations en prenant en compte l'inhomogénéité de la densité 
électronique, c'est à dire en considérant la densité ainsi que son gradient : ceci constitue 
l'approximation du gradient généralisé (GGA). 
 
II.3.4.a Approximation du gradient généralisé (GGA) 
 Pour pallier les défauts de la méthode LDA, l’approximation du gradient généralisé (GGA) 
[23] sert à tenir compte de l’inhomogénéité de la densité électronique en introduisant dans l’énergie 
d’échange-corrélation des termes dépendant non seulement de la densité en chaque point, mais aussi 
de son gradient. 
L’approximation GGA permet d’introduire une combinaison entre les termes locaux et des termes 
dépendant du gradient.  Elle donne de bons résultats et permet d’améliorer les énergies de cohésion et 
les paramètres de maille. Cependant, l’amélioration par rapport à la LDA n’est pas toujours 
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systématique car la GGA surcorrige parfois la LDA.  
De manière générale, l'énergie d'échange-corrélation est définie dans l'approximation GGA comme:
               
 
 𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌(𝑟); 𝛻𝜌(𝑟)] = ∫ 𝜌(𝑟) 𝑥𝑐[𝜌(𝑟), |𝛻𝜌(𝑟)|]𝑑
3𝑟                                                  (II.30) 
Où :  
       𝑥𝑐[𝜌(𝑟), |𝛻𝜌(𝑟)|] : représente l’énergie d’échange-corrélation par électron dans un système 
d’électrons en interaction mutuelle de densité non uniforme.  
En pratique, les méthodes de GGA traitent séparément la partie d’échange et la partie de corrélation. 
Leur formulation est basée uniquement sur des principes mathématiques. 
La partie échange est calculée sur la même base que pour la LDA, mais en ajoutant un facteur 
d’amélioration Fx (S) dépendant du gradient : 
 
       𝐸𝑋
𝐺𝐺𝐴[𝜌(𝑟)] = ∫ 𝜌(𝑟) 𝑥
ℎ𝑜𝑚[𝜌(𝑟)]𝐹𝑋(𝑆)𝑑






                                                                                                      (II. 32) 
 
La partie corrélation reprend la paramétrisation de la LDA en ajoutant : 
– soit une nouvelle paramétrisation pour le gradient. C’est le cas des fonctionnelles B (Becke88) 
[234], PW (Perdew-Wang) [25] ou bien encore mPW [26] (modified Perdew-Wang) ;  
– soit un terme plus théorique n’utilisant que des constantes fondamentales, comme la fonctionnelle 
PBE (Perdew-Burke-Ernzerhof) [23]. 
Les GGA semi-empiriques obtiennent de très bons résultats pour les systèmes particuliers comme les 
petites molécules, mais échouent dans ce cas-là à reproduire le comportement des électrons 
délocalisés d’un gaz d’électron homogène (comme par exemple dans un métal). La deuxième 
méthode est moins spécialisée mais plus robuste. C’est la GGA-PBE que nous utiliserons dans une 
partie de nos calculs. 
En générale, les méthodes GGA permettent d'améliorer dans de nombreux cas, des résultats de la 
liaison et donc de donner de meilleurs résultats sur les énergies totales et de meilleures géométries 
pour les liaisons faibles, et des bandes interdites plus importants que la LDA [27]. 
L’erreur commise en GGA est alors le plus souvent une sous-estimation des énergies de cohésion. 
L’amélioration est nettement moins flagrante du point de vue des propriétés structurales, déjà très 
bien décrites en LDA, et il apparaît même dans certains systèmes que la GGA entraîne des erreurs 
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plus élevées qu’en LDA. En règle générale, la correction entrainée par la GGA tend à surestimer 
légèrement les longueurs de liaison. Cette méthode   sous-estime également les gaps d’énergie dans 
le cas des solides semi-conducteurs et des isolants presque de même ordre que la LDA. 
Pratiquement, l’approche GGA, permettent une amélioration par rapport à la LDA, mais, il faut 
cependant, noter que l'approximation GGA ne mène pas obligatoirement à de meilleurs résultats que 
la LDA, tout dépend de la propriété que l'on calcule et du système que l'on traite. 
 
II.3.5 Auto-cohérence dans les calculs de la D.F.T 
 Le Schéma représenté dans la figure (II.1) décrivant le processus itératif  habituelle de 
résolution auto-cohérente des équations de Kohn-Sham. L’objectif de cette méthode est de minimiser 
l’énergie totale en diagonalisant la matrice hamiltonienne par itérations successives. Commençant par 





























Figure II.1 : Différentes étapes de la résolution auto-cohérente des équations de Kohm-Sham. 
 
Détermination du potentiel effectif 
𝑉𝑒𝑓𝑓[𝜌(𝑟)] = 𝑉𝑒𝑥𝑡(𝑟) + 𝑉𝐻(𝑟) + 𝑣𝑥𝑐[𝜌(𝑟)] 




∇2 + 𝑉𝑒𝑓𝑓(𝑟)) 𝜑𝑖(𝑟) = 𝑖𝜑𝑖(𝑟) 
Obtention de la nouvelle densité électronique  













𝜌𝑖𝑛 𝑒𝑡 𝜌𝑜𝑢𝑡   
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Le point de départ d’un traitement auto-cohérent est une structure, ou généralement des positions 
atomiques d’une cellule donnée. Pour chaque type d’atome du système étudie, on calcule la densité 
de charge par un calcul atomique qui n'est rien d'autre que la résolution auto-cohérente de l'équation 
de Schrödinger ou de Dirac pour l'atome isolé. 
Compte tenu des positions atomiques dans le système, on superpose les densités de charge 
atomiques, ce qui conduit à une densité du cristal ρin correspondant à la superposition des densités 
atomiques du système, qui devienne le point de départ du cycle d'auto-cohérence [8]. On commence 
le cycle par injecter la densité 𝜌𝑖𝑛(𝑟) initiale, on peut résoudre les équations Kohn-Sham (II.23), une 
fois le potentiel effectif 𝑉𝑒𝑓𝑓[𝜌(𝑟)]   a été calculé à l’aide de l’équation (II.21). La résolution des 
équations Kohn-Sham, permet de déterminer les états et énergie propre de Kohn-Sham  φi  et εi. 
Ensuite, une nouvelle densité ρout est construite en utilisant la densité totale qui peut être obtenue par 
une sommation sur toutes les orbitales occupées (équation II.24). On compare ensuite ρout et ρin, si 
elles sont différentes, on détermine une nouvelle ρin , en mélangeant ρout avec ρin et on répète le 
processus jusqu'à la convergence. On s’arrête le calcul des que la densité satisfait aux conditions de 
convergence, plusieurs observables peuvent être évalués dont le plus important est l'énergie totale qui 
nous permet de calculer différentes  propriétés.  
II.4. Méthodes de pseudo potentiel et ondes planes 
II.4.1 Introduction 
 Dans la formulation de Kohn-Sham, les calculs numériques effectués sur l’état fondamental 
électronique d’un système rencontrent toujours des problèmes techniques supplémentaires. En effet, 
ils deviennent de plus en plus onéreux au fur et à mesure que le système à traiter contient un grand 
nombre d’électrons, par exemple dans les métaux de transition qui se caractérisent par une 
localisation des orbitales d [6]. Généralement, et afin de minimiser le coût des calculs en temps, la 
résolution de l’équation de Kohn-Sham suivant le modèle de la théorie de la fonctionnelle de la 
densité (DFT) exige la sélection des caractéristiques d’implémentation, qui décrivent la nature de la 
base tel que : le potentiel externe, le potentiel de Hartree et le potentiel d’échange-corrélation qui est 
relativement indépendant des conditions aux limites, de la forme du potentiel, et de la base choisis 
pour les 𝜑𝑖(𝑟), ainsi de l’énergie cinétique qui peut être traiter suivant le type des éléments (lourds ou 
légers)  comme le montre la figure II.2. La périodicité cristalline régulière du cristal nécessite 
l’utilisation d’une base appelée méthode de pseudo-potentiel et ondes planes (PP-PW) [28] et une 
technique de points spéciaux dans l’espace réciproque pour la fonction d’onde. Les électrons qui 
obéissent a l’équation de Kohn et Sham, sont appelés électrons de Bloch. 
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Les bases de type localisées ou orbitales atomiques (fonctions gaussiennes, orbitales atomiques, 
orbitales de type Slater, ...) sont des bases adaptées à la physique des systèmes périodiques et les 
systèmes apériodiques (molécules). Elles sont proches de la forme réelle des fonctions d’ondes [27]. 
Elles ont l’avantage de la rapidité de calcul (un petit nombre d’entre elles suffit à exprimer les 
caractéristiques principales d’une fonction d’onde). Mais Elles ont l’inconvénient de ne pas être 
raffinables simplement (bases non complètes ou sur-complètes), et d’être très dépendantes du 
système étudié. 
 Les bases systématiques (ondes planes) sont des bases qui ne sont pas spécifiquement 
adaptées aux fonctions d’ondes. Elles sont indépendantes de la position des atomes, et pourraient 
décrire n’importe quoi. Elles sont plus lourdes numériquement (il en faut beaucoup pour décrire une 
fonction d’onde) mais permettent d’ajuster la précision avec un seul paramètre [29]. 
Dans la suite on ne s’intéresse qu’à la description des deux approches implémentées dans notre code 
de calcul ’CASTEP ’ : les ondes planes et pseudopotentiels. 
 
 
Figure II.2 : Représentation schématique des principaux choix des implémentations disponibles dans 
le cadre de la DFT concernant la nature de la base et le traitement de l'énergie cinétique et celle 
d'échange-corrélation [8]. 
II.4.2 Théorème de Bloch (l’approche d’ondes planes) 
 Nous avons vu qu’il était possible de réduire le problème de plusieurs électrons interagissants 
à un problème à un électron dans un potentiel effectif (méthodes de kohn-sham). Cependant, malgré 
cette simplification, l’étude des propriétés d’un cristal, serait impossible si l’on devait simuler le 
comportement indépendant d’un grand nombre d’atomes qui le composent et pour une base infinie 
(la difficulté réside au niveau des fonctions d’onde qui doivent être calculées). On peut surmonter ces 
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deux problèmes en développant les calculs sur un système périodique comme dans le cas des cristaux 
parfaits, qui serait donc virtuellement infini. On peut alors exprimer la fonction d’onde du système 
grâce au théorème de Bloch qui stipule que dans un solide cristallin (périodique), chaque fonction 
propre de l’hamiltonien peut s’écrire comme le produit d’une fonction ayant la périodicité du réseau 
et d’une onde plane [23] : 
 
        




n k n k
r e u r 
                                                                                   
(II.33) 
Où :  
 
,Bn k
r : est la fonction d’onde du système, 
k  : est le vecteur de l’espace réciproque du cristal, et 𝑢𝑛𝐵,?⃗⃗?(𝑟): est une fonction qui a la périodicité 
du réseau cristallin étudié, associé à une bande nB. 
La fonction de Bloch est la fonction d’onde d’un electron libre 𝑒𝑖(?⃗⃗?.𝑟), modulée par le potentiel 
périodique du réseau à travers la fonction 𝑢𝑛𝐵,?⃗⃗?(𝑟) 
L’emploi de ce théorème implique que le calcul se fasse dans une cellule étant elle-même une partie 
du réseau dans l’espace réel. Le réseau réciproque associé est également périodique et sa cellule 
élémentaire est appelée première zone de Brillouin (PZB). Et chaque reproduction de la PZB est une 
zone de Brillouin. 
Pour déterminer φ qui est une fonction périodique, l’idée la plus simple est de la décomposer en 
ondes planes à l’aide de la série de Fourier [11] : 
       





B en k n k
g
u r C g e n N                                                     (II.34)  
Où : 
g  : représente un vecteur du réseau réciproque, 
Et  
,Bn k
C g : représentent les coefficients de développement pour les orbitales occupées. 
D’où l’expression de la fonction d’onde totale : 
                 
 𝜑𝑛𝐵,?⃗⃗?(𝑟) = ∑ 𝐶𝑛𝐵,?⃗⃗? ( g⃗⃗ ) 𝑒
𝑖(g⃗⃗+?⃗⃗?).𝑟
g⃗⃗
                                                                           (II. 35)
 
Les vecteurs ?⃗⃗? de l’espace réciproque sont déterminés en appliquant les conditions aux limites 
périodiques de Born-Von Karman qui montrent que les vecteurs ?⃗⃗? occupent l’espace réciproque 
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d’une façon discrète mais presque continue (quasi-continue). Le nombre de vecteurs d’onde ?⃗⃗?  
permis dans la première zone de Brillouin est égal au nombre de sites dans le cristal.          
En théorie, avec une telle décomposition, les équations de Kohn-Sham peuvent être résolues pour 
chaque vecteur d’onde ?⃗⃗? de la première zone de Brillouin. Mais en pratique les choses ne sont pas 
aussi simples à cause de deux considérations qui font obstacle, d’une part, il existe une infinité de 
vecteurs ?⃗⃗? appartenant à la première zone de Brillouin, d’autre part les vecteurs g⃗⃗  sont aussi en 
nombre infini. 
 
II.4.3 Echantillonnage de la première zone de Brillouin 
 Pour résoudre le premier problème de l’infinité des points k trouvé dans le théorème de Bloch, 
la première zone de Brillouin doit être discrétisée de façon à calculer la structure électronique pour 
un nombre fini et minimal de points k, où les états électroniques sont occupés et caractérisés par des 
bandes continues entre deux points-k. C’est ce qu’on désigne par le terme échantillonnage des 
points-k. 
De nombreuses procédures existent pour générer les pavages des points-k. On peut citer celles de 
Chadi et Cohen [30] et son extension par Monkhorst et Pack [31]. C’est cette dernière que nous 
avons utilisée dans notre calcules. 
Les vecteurs d’ondes k de la première zone de Brillouin du réseau réciproque sont discrètes, quasi-
continue et obéissent aux conditions aux limites périodiques de Born-Von Karman. Le nombre de 
vecteurs k permis dans la première zone de Brillouin est identique au nombre de sites dans le cristal. 
L’infinité des points k exige l’échantillonnage de la première zone de Brillouin de façon à calculer la 
structure électronique pour un nombre limité et minimal de points k où les états électroniques sont 
occupés et caractérisés par des bandes continues. L'une des méthodes d’échantillonnage est celle de 
Monkhorst et Pack [31]. 
II.4.4 Energie de coupure Ecut-off 
Pour résoudre le deuxième problème du théorème de Bloch, la base spécifiée par l’équation (II.35) 













≤  𝐸𝑐𝑢𝑡−𝑜𝑓𝑓                                                                                                                   (II. 36) 
Avec 











                                                                                                         (II.37) 
Cette inégalité (II.36) signifie que l'on prend toutes les ondes planes dont l'énergie cinétique est 
inférieure à Ecut-off , Il y en a un nombre d’ondes planes Npw, et elles sont situées à l'intérieur d'une 
sphère de rayon g𝑚𝑎𝑥 centrée à l’origine. 
Le nombre d’ondes planes utilisées Npw, peut donner par la formule suivante :  
 
 





                                                                                                       (II. 38)  
 
Où Nk  est le nombre de vecteurs ?⃗⃗? à l’aide des quels la première zone de Brillouin est échantillonnée, 
et Ωest le volume de la cellule de simulation. 
 
La base d'ondes planes peut être limitée aux ondes planes qui ont une énergie cinétique inférieure à 
une valeur critique Ecut-off. La limitation de la base d'ondes planes conduit à une erreur sur le calcul de 
l'énergie totale du système, cette erreur peut être diminuée en augmentant la valeur de Ecut-off.  Plus la 
fonction d’onde sera oscillante, plus l’énergie de coupure et par conséquent le nombre d’ondes planes 
devra être important pour en faire une bonne description. En principe la valeur de l'énergie critique 
doit être augmentée jusqu'a ce que l'énergie totale converge, ce qui signifie que le choix de Ecut 
détermine le degré d'exactitude du calcul. 
Donc, il est également facile de contrôler la convergence des propriétés physiques obtenues par les 
calculs, tout simplement en augmentant le nombre d’ondes planes. Cela consiste un des plus grands 
avantages des bases d’ondes planes. L’un des désavantages de ces dernières est la nécessite 
d’employer un grand nombre d’ondes planes pour décrire les états localisés qui ont des fortes 
oscillations de leurs fonctions d’onde,  le temps de calcul sera donc  plus important. Une façon de 
contourner cette difficulté consiste à utiliser la méthode du pseudopotentiel.  
 
II.5 Méthode de pseudopotentiel 
 Les pseudopotentiels représentent une partie non négligeable des méthodes de calculs en 
physique du solide, et ils sont à mettre en relation avec la théorie de la fonctionnelle de la densité, 
théorie développée depuis une cinquantaine d’année et ayant jusqu’à présent donné d’excellents 
résultats.  
La technique du pseudopotentiel, introduite pour la première fois par Fermi (1934) s’est avérée 
depuis son introduction, très efficace dans  l’investigation et la compréhension des propriétés 
électroniques des solides. Hellman [32] a proposé par suite une approximation du pseudopotentiel 
utilisé  pour obtenir les niveaux énergétiques des atomes dans les métaux alcalins. Plusieurs autres 
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suggestions [33, 34, 35]  sont apparues  dans la littérature  des états solides mais, c'est à partir de 
1950 que son utilisation fut généralisée et ceci grâce à Phillips et Kleinman [36] en 1959 qui se sont 
basés sur la méthode des ondes planes orthogonalisées (O.P.W). Dans les années suivantes, la 
méthode du pseudopotentiel a connu  une évolution rapide et a montré ses capacités pour la 
prédiction de plusieurs propriétés physiques [37-40]. Nous allons donner un aperçu sur 
l’approximation des pseudopotentiels qui sont basés sur le fait que les propriétés physiques des 
solides sont déterminées par leurs électrons de valence. 
 
II.5.1 L’approximation du cœur gelé 
 Cette méthode consiste à geler les électrons du cœur et de traiter explicitement les électrons 
de valence qui se comportent comme des électrons libres. Le potentiel effectif dans les équations de 
Kohn et Sham est substitué par un pseudo-potentiel plus faible, qui représente le potentiel ressenti par 
les électrons de valence et qui traduit l’écrantage du noyau par les électrons du cœur. Les fonctions 
d’ondes des électrons de valence sont remplacées par des pseudofonctions d’ondes [27]. Le pseudo 
potentiel permet donc de réduire le nombre d’électrons et le nombre d’ondes planes à prendre en 
compte dans le calcul. 
Les électrons du cœur localisent autour des noyaux considérés comme un atome isolé, sont inertes. 
Le regroupement de ces électrons avec les noyaux constitue des ions rigides appelés approximation 
du cœur gelé [41]. 
 
II.5.2. Formulation de Philips-Kleinman 
 En 1959 Phillips et Kleinman développent la première approche formelle (non empirique) de 
la notion de pseudopotentie par une reformulation de l’approche des ondes planes orthogonalisées 
(OPW) [42] proposée par Herring en 1940 [43]. Dans cette méthode, la fonction d’onde (à une 
particule) de valence est orthogonale aux états du cœur.  
Dans la méthode de Philips et Kleinman, les fonctions d’onde de valence (à une particule) d’énergies 
εv sont données par :  
 
         𝜑𝑣 = 𝜑𝑝𝑠 − ∑ ⟨𝜑𝑐𝑖|𝜑𝑝𝑠⟩𝑖 𝜑𝑐𝑖                                                                                                  (II.39)                 
où 𝜑𝑐𝑖 est la fonction d’onde de cœur d’énergie 𝑐𝑖, 𝜑𝑝𝑠 est la pseudo-fonction d’onde. 





∆𝑖 + 𝑉𝑒𝑓𝑓) 𝜑𝑖 = 𝑖𝜑𝑖                                                                                               (II.40) 
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𝑃𝐾) 𝜑𝑝𝑠 = 𝑣𝜑𝑝𝑠                                                                                      (II.41) 
Par conséquent, les nouveaux états 𝜑𝑝𝑠 , obéissent à une équation à une particule avec un potentiel 
modifié, mais ont les mêmes énergies propres εv que les états origines 𝜑𝑣. Le potentiel modifié est 
𝑉𝑝𝑠
𝑃𝐾(𝑟) , appelé pseudopotentiel de Phillips-Kleinman, défini par 
 
       𝑉𝑝𝑠
𝑃𝐾 = 𝑉𝑒𝑓𝑓(𝑟) + ∑ ( 𝑣 − 𝑐𝑖)|𝜑𝑐𝑖〉〈𝜑𝑐𝑖|𝑖                                                                (II.42) 
 
Où   ∑ |𝜑𝑐𝑖〉〈𝜑𝑐𝑖|𝑖    est l’operateur de projection sur les états de cœur.  
Le nouveau terme ∑ ( 𝑣 − 𝑐𝑖)|𝜑𝑐𝑖〉〈𝜑𝑐𝑖|𝑖  a été introduit pour tenir compte des effets des états de 
cœur sur les états de valence. Puisque les énergies de valence se trouvent au-dessus des énergies de 
cœur ( 𝑣 > 𝑐𝑖), ceci est toujours positif. Donc, ce terme est répulsif, et leur addition au potentiel réel 
𝑉𝑒𝑓𝑓 qui est négatif conduit à un potentiel faible. En dehors de la région de cœur, 𝑉𝑝𝑠
𝑃𝐾 devient égal à 
𝑉𝑒𝑓𝑓 parce que les fonctions d’onde de cœur s’annulent [36]. 
 
II.5.3 Construction de pseudopotentiel 
 Les méthodes de construction des pseudopotentiels sont divisées en deux catégories selon la 
base utilisée pour développer les pseudo-fonctions :  
(i) les méthodes de conservation de la norme,  
(ii) les méthodes de non-conversation de la norme (ultra soft). 
Dans toutes ces méthodes, le pseudopotentiel doit vérifier un certain nombre de propriétés [6] :  
       (i) il doit être additif, i.e. le potentiel total doit être la somme des pseudoptentiels lorsque 
plusieurs atomes sont en présence. 
       (ii) il doit être satisfaire aux conditions de tranférabilité, i.e. pour des environnements chimiques 
différents on doit pouvoir utiliser le même pseudopotentiel ; La façon la plus simple d'augmenter la 
transférabilité d'un pseudopotentiel est de réduire le rayon de coupure rc des fonctions d'onde. 
(iii) il doit avoir l’efficacité des calcules; i.e. il doit induire des variations de potentiel plus 
faibles que dans le cas du potentiel de cœur réel par la réduction du nombre d’ondes planes 
nécessaires à la description des fonctions d’onde [6]. 
 
II.5.3.a Pseudopotentiel à norme conservée 
 L’introduction des pseudopotentiels à norme conservée a été une étape importante vers le 
traitement efficace des électrons de cœur. La norme qui doit être conservée est la charge à l’intérieur 
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du rayon de coupure rc. Dans cette méthode ils sont tabulés les pseudopotentiels de tous les éléments 
du tableau périodique. Dans la méthode de conservation de la norme, on résout l’équation de 
Schrödinger radiale pour un seul atome isolé, où la fonction d’onde est définit par trois nombres 
quantiques (n, l, m) : 
 ∅𝑛,𝑙,𝑚(𝑟, 𝜃, 𝜑) = 𝑅𝑛,𝑙(𝑟). 𝑌𝑙,𝑚(𝜃, 𝜑)                                                                 (II.43) 
Où Rn,l (r), est la partie radiale de l’orbitale atomique avec des nombres quantiques principal n et 
angulaire l, et Yl,m , les harmoniques sphériques, étant donné la symétrie sphérique de l'atome, on peut 
considérer une équation du type Schrödinger où n'intervient que la partie radiale de la fonction d'onde 
Rn,l (r) représentant les électrons de valence. 
une pseudo-fonction d’onde 𝑅𝑙
𝑝𝑝(𝑟), plus douce (présentant moins de nœuds) est construite à partir 
de la fonction d’onde Rn,l (r),  
Dans le concept des pseudopotentiels à norme conservée𝑅𝑙
𝑝𝑝(𝑟), ils doivent être  satisfaire aux  
conditions suivantes : 
doit satisfaire les conditions suivantes : 
 le pseudo-fonction d’onde et la partie radiale de l’orbitale atomique coïncident à l’extérieur 
d’une sphère de rayon rc i.e. 𝑅𝑙
𝑝𝑝(𝑟) = 𝑅𝑛,𝑙(𝑟)       𝑟 > 𝑟𝑐  
 les valeurs propres de 𝑅𝑙
𝑝𝑝(𝑟) et 𝑅𝑛,𝑙(𝑟) sont égales, et cela nous donne 𝑙
𝑝𝑝(𝑟) = 𝑙(𝑟) 
 à l’intérieur de cette sphère de rayon rc, la forme de la fonction 𝑅𝑙
𝑝𝑝(𝑟) est choisie de manière 
à supprimer les noeuds et les oscillations dues à l’orthogonalisation des fonctions d’ondes. La 
figure II.3 illustre le tracé d’une pseudofonction d’onde, par rapport au potentiel et à la 
fonction d’onde exacts [6,15]. 
 
Figure II.3 : Tracé d’un pseudopotentiel et d’une pseudofonction d’onde, par rapport au potentiel et 
à la fonction d’onde exacts [15]. 
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 Les fonctions d’ondes des électrons de cœur et de valence ne doivent pas se chevaucher. On 
suppose de plus que Les orbitales associées aux électrons du cœur et de valence ne se 
recouvrent pas, et dans ce cas, il est possible de séparer les contributions des états de cœur et 
de valence dans tous les termes de l’énergie. 
 Le pseudopotentiel ne doit pas diverger au voisinage du noyau. On résout ce problème par le 
concept de conservation de la norme : la densité de charge à l’intérieur d’une sphère de rayon 
rc est la même pour la pseudo-fonction d’onde et la fonction d’onde réelle pour chaque état de 
valence. 
Ces pseudopotentiels à norme conservée (norm-conserving potentials) ont été dévéloppés par 
Trouiller et Martins [44], Hamann [45]. Leurs formulations sont différentes puisque la méthode de 
Hamann nécessite des rayons de coupure plus petits et des pseudofonctions d’onde se rapprochant 
exponentiellement des fonctions d’onde de valence au-delà de rc, alors que dans la méthode de 
Trouiller et Martins l’égalité est imposée pour r ≥ rc. 
Cependant ces deux approches présentent un coût prohibitif en temps de calcul pour les éléments de 
la deuxième ligne du tableau périodique. 
Les différentes conditions énumérées ci-dessus utilisent la dépendance angulaire des électrons dans 
les pseudopotentiels, i.e. dans le développement  
 
 
          𝑉𝑝𝑠(𝑟) = ∑ 𝑅𝑙
𝑝𝑝
𝑙,𝑚 (𝑟) lP̂                                                                                              (II.44) 
 
où  lP̂  est un opérateur de projection sur les harmoniques sphériques Yl,m  de moment angulaire l i.e. 
𝑃𝑙 = |𝑌𝑙,𝑚〉〈𝑌𝑙,𝑚|  
 
Si on utilise la même pseudo-fonction d’onde 𝑅𝑙
𝑝𝑝(𝑟) pour tous les moments angulaires, le 
pseudopotentiel est dit local; si dépend de l le pseudopotentiel est dit non local. Les pseudopotentiels 
à norme conservée sont semi locaux, i.e. les pseudopotentiels sont locaux en r, mais dépendent d’une 
manière non locale en l . Le pseudopotentiel 𝑉𝑝𝑠(𝑟) de l’équation (II.44) peut s’écrire en terme de 
deux contributions, l’une locale et l’autre semi locale en ajoutant et en soustrayant une fonction 
𝑅𝑙𝑜𝑐𝑎𝑙
𝑝𝑝 (𝑟)  
 
             𝑉𝑝𝑠(𝑟) = 𝑅𝑙𝑜𝑐𝑎𝑙
𝑝𝑝 (𝑟) + ∑ 𝛿𝑅𝑙 lP̂  
𝐿𝑚𝑎𝑥
𝐿=0                                                                        (II.45)             
              
Ou on a posé L=(l,m) et 𝛿𝑅𝑙 = 𝑅𝑙
𝑝𝑝(𝑟) − 𝑅𝑙𝑜𝑐𝑎𝑙
𝑝𝑝 (𝑟) qui peut être interprété comme une correction au 
pseudopotentiel local dans la région de cœur. [6,8] 
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II.5.3.b Pseudopotentiel ultra soft (US-PP) 
 Les pseudopotentiels ultra soft sont développés par Vanderbilt [46], ce type  de 
pseudopotentiels ne respectent pas la conservation de la norme, i.e.  La charge contenue dans la 
région du cœur est différente de la charge réelle dans cette région. Ce qui donne des pseudopotentiels 
caractérisés par des pseudofonctions d’onde lisses dans les régions du cœur, et s’appeler 
pseudopotentiels ultradoux. Les pseudofonctions d’ondes sont restreintes à être égales aux fonctions 
d’onde tous électrons au delà de rc, comme dans le concept de conservation de la norme, mais elles 
sont autorisés à être aussi lisses que possible à l’intérieur de rc. 
Les pseudopotentiels ultra soft  autorisent l’utilisation d’un rayon de coupure plus grand que pour les 
pseudopotentiels à norme conservée, ce qui fait réduire fortement l’énergie de coupure nécessaire 
pour décrire les orbitales localisées par la  réduction du nombre d’ondes planes. Dans cette méthode, 
il est nécessaire d’augmenter la densité électronique pour que les fonctions d’onde permettre de 
retrouver toute la charge du système, autour des atomes. 
 La densité qui tient compte de cette augmentation est écrite sous la forme [13] : 
 
       𝜌(𝑟) = ∑ {|𝜑𝑖(𝑟)|
2 + ∑ 𝑄𝑛𝑚
𝑁 (𝑟)⟨𝜑𝑖|𝛽𝑛
𝑁⟩⟨𝛽𝑚
𝑁 |𝜑𝑖⟩𝑛𝑚,𝑁 }𝑖                                            (II.46)  
 
Où les 𝛽𝑛
𝑁 sont les fonctions composées d’une fonction angulaire multipliée par une fonction qui 
s’annulent hors de la région de cœur. Les indices n et m courent sur le nombre total de ces fonctions.  
𝑄𝑛𝑚
𝑁 (𝑟) sont les fonctions d’augmentation localisées dans la région du cœur. 
A partir de là, l’énergie totale du système peut être reformulée pour tenir compte de l’utilisation des 
pseudopotentiels : 
 
     𝐸𝑡𝑜𝑡 = ∑ 〈𝜑𝑖 |−
1
2





                       𝐸𝑥𝑐𝑑
3𝑟𝑑3𝑟′                                                                                                      (II.47)                                                                                        
Où 𝑉𝑁𝑙 est la partie non local du potentiel, et qui peut s’écrire comme suit : 
 









0 : Un coefficient qui caractérise cette partie non locale du potentiel,  
𝑉𝑙𝑜𝑐
𝑖𝑜𝑛 : La partie locale du pseudopotentiel. 
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Généralement, les pseudopotentiels de Vanderbilt ont montré une bonne description des paramètres 
énergétiques et géométriques des systèmes que nous avons étudiés, Dans le cadre de cette thèse, nous 
avons utilisé les pseudopotentiels de Vanderbilt qui sont implémentés dans le code CASTEP.  
 
II.5.4. Génération de pseudo-potentiel 
 Les pseudopotentiels sont utilisés dans des calculs en physique du solide. On génère un 
pseudopotentiel, pour un atome, puis, du fait de la transférabilité des pseudopotentiels, on met en 
relation un grand nombre d’atomes dans un réseau (une maille cristalline par exemple), chacun ayant 
son pseudopotentiel. Il ne reste plus qu’à calculer les propriétés de la maille.  
Les pseudo-potentiels sont un élément essentiel dans les calculs en physique du solide, de par la 
grande simplification qu’ils apportent, leur transférabilité, et les bons résultats qu’ils donnent. Un 
pseudopotentiel bien trouvé pouvant être utilisé dans de nombreux systèmes. Sans pseudopotentiel, 
on ne peut pas utiliser une base d’ondes plane, base essentielle à la rapidité des calculs. De plus, les 
pseudopotentiels apportent un modèle simple des interactions entre l’ion formé par le noyau et les 
électrons de cœur, inertes chimiquement, et les électrons de valence, qui eux participent activement 
aux réactions chimiques. Répondant à des règles pendant leur génération, il n’en reste pas moins qu’il 
n’y a pas de méthode toute faite pour trouver un pseudopotentiel. 
 Généralement la méthode de génération d’un pseudopotentiel atomique est décrite sur la 
figure (II-2). Et à partir du choix de l'élément étudié (numéro atomique, configuration électronique), 
et d’une  forme donnée de la fonctionnelle d'échange et de corrélation, on effectue des calculs avec 
tous les électrons par une procédure self-consistante pour déterminer les énergies propres et les états 
propres de l'atome isolé par un choix convenable des orbitales de valences. 
On génère le pseudo potentiel en gardant la même forme pour la fonctionnelle d’échange-corrélation 
que dans le calcul tous-électrons, (fixation des énergies d'échange et de corrélation), on ajuste les 
paramètres du pseudopotentiel (principalement les rayons de coupure), et on résolve l'équation de 
Schrödinger, puis on fixe les pseudos fonctions d’ondes de valence comme fonctions d'ondes des 
électrons de valence à l'extérieur du rayon de coupure dans la région du cœur. On obtient un pseudo-
potentiel en inversant l’équation de Schrödinger avec les pseudo-fonctions d’ondes et la soustraction 
des contributions de l’énergie de Hartree et l’énergie échange-corrélation pour les électrons de 
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II.6 Présentation du code CASTEP et détails de calculs 
II.6.1 Présentation du code de calcul CASTEP  
 Il existe un grand nombre de codes de calculs basés sur la DFT, par exemple Dmol3 [47] 
VASP [48], ABINIT [49], CRYSTAL [50], BigDFT [51].  Dans ce travail, nous utiliserons le code 
de modélisation numérique appelé CASTEP (Cambridge Serial Total Energy Package) développé à 
l’origine en 1988 par Payne et al [52, 53, 28]. Il s’agit d’un code de calcul ab initio et il fait partie 
d’un ensemble de logiciels de simulation numériques nommé Material Studio commercialisés par 
Accelrys ©. CASTEP est un programme de pointe basé sur la mécanique quantique conçu 
spécifiquement pour la science des matériaux à l'état solide. CASTEP utilise la méthode 
pseudopotentielle de la théorie fonctionnelle de la densité, qui nous permet d'effectuer des calculs de 
mécanique quantique de premier principe qui explorent les propriétés des cristaux et des surfaces 
dans des matériaux tels que les semi-conducteurs, les céramiques, les métaux et les zéolites. 
Les applications typiques impliquent des études de chimie de surface, de propriétés structurelles, de 
structure de bande, de densité d'états et de propriétés optiques. CASTEP peut également être utilisé 
pour étudier la distribution spatiale de la densité de charge et des fonctions d'onde d'un système. De 
plus, vous pouvez utiliser CASTEP pour calculer le tenseur complet des constantes élastiques de 
second ordre et les propriétés mécaniques associées d'un cristal (coefficient de Poisson, constantes de 
Lame, module de masse). 
Nous ne présenterons ici que ses principales caractéristiques. Il s'agit d'un code de calcul qui utilise la 
DFT pour la résolution de l’équation de Schrödinger et emploi des conditions périodiques des 
supermailles, une intégration sur la ZB, une base d'ondes planes et des pseudopotentiels pour calculer 
l'énergie totale d'un système. Les fonctions d’ondes électroniques sont développées dans une base 
d’ondes planes définie par l’utilisation des conditions aux limites périodiques (PBC) et le théorème 
de Bloch. 
 Dans CASTEP, seules les orbitales de Kohn-Sham dont le vecteur k appartient à la partie irréductible 
de la ZB sont calculées, car la densité électronique peut être construite uniquement à partir de ces 
états, avec une étape de symétrisation qui fait appel aux matrices du groupe d'espace. Une étape de 
symétrisation est aussi nécessaire pour les forces et le stress. En conséquence, la densité électronique 
est explicitement symétrisée. L'utilisation de la symétrie permet de réduire de manière importante le 
temps de calcul, en particulier pour les petites mailles contenant beaucoup de points-k car CASTEP 
est efficacement parallélisé en fonction des points-k. Les forces exercées sur les atomes, le tenseur 
des contraintes et par conséquent les déplacements atomiques et les variations des paramètres de la 
maille cristalline sont toujours symétrisés. 
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Afin de trouver l’état fondamental électronique du système étudié, deux algorithmes SCF sont 
disponibles dans le code CASTEP : Density Mixing (DM) [48] et EDFT (ensemble density 
functional theory) [54]. Bien que l’algorithme DM soit généralement, ce n’est pas un algorithme 
variationnel et, de ce fait, il peut être sujet à des instabilités de convergence. L’algorithme EDFT est 
variationnel mais est généralement plus lent, en particulier en présence de bandes vides. Le choix de 
l’un ou de l’autre algorithme est gouverné par les difficultés de convergence de CASTEP pour un 
système donné.  
La convergence est définie par des critères portant simultanément sur le module des forces, des 
contraintes et la dérivée de l’énergie totale. La fonctionnelle d’échange et corrélation est traitée dans 
l’approximation de la densité locale (LDA) de Ceperly et Alder [19] et analytiquement paramétrée 
par Perdew et Zunger (CA-PZ) [18], et l’approximation du gradient généralisé proposée par Perdew, 
Burke et Ernzerhof (GGA-PBE) [23]. Pour le traitement de l’interaction électron-ion, le type du 
pseudopotentiel ultra-soft de Vanderbilt [46] extraits de la bibliothèque de Materials Studio (Accelrys 
©) est utilisé pour chaque élément, ce type de pseudopotentiel consiste à réduire considérablement le 
nombre d’ondes planes exigées comparativement au pseudopotentiel à normes conservées. Ces 
pseudopotentiels ont été optimisés en LDA, mais ont été qualifiés avec les approximations LDA et 
GGA. Pour certains éléments, une correction non linéaire de cœur est incluse dans l’expression du 
pseudopotentiel [55]. Le résultat des calculs est analysé à l’aide des outils de « Materials Studio ». 
 
II.6.1.1 Optimisation géométrique avec le code CASTEP 
 La tâche d’optimisation géométrique d’équilibre, est la première étape de l'étude théorique 
d'une molécule ou d’un solide qui nous permet d'affiner la géométrie d'un système périodique 3D 
pour obtenir une structure stable. La détermination de la structure optimisée d'un tel système  est 
basée sur la réduction de l'amplitude des forces et des contraintes calculées jusqu'à ce qu'elles 
deviennent plus petites que les tolérances de convergence définies. il est possible de calculer les 
forces s’exerçant sur les atomes, à l’aide du théorème de Hellmann-Feynman [56, 57]. Cela ouvre la 
possibilité de rechercher la position d’équilibre des noyaux (ainsi que les paramètres de maille 
d’équilibre), c'est-à-dire la configuration des noyaux pour laquelle toutes les forces et les contraintes 
sont nulles. Cette configuration d'équilibre est également celle qui minimise l'énergie totale (statique) 
du système.  
Les optimisations géométriques sont effectuées dans le package CASTEP de manière autocohérente à 
l’aide d’un algorithme de prédiction-correction nommé BFGS (Méthode de Broyden-Fletcher-
Goldfarb-Shanno) [58] à partir de la configuration choisie par l'utilisateur pour initialiser le calcul. 
L’algorithme BFGS permet d’optimiser une cellule en présence de contrainte externe telle que la 




   88 
 
pression hydrostatique et fournit généralement le moyen le plus rapide de trouver la structure 
d'énergie la plus basse et c'est le seul système qui supporte l'optimisation cellulaire dans CASTEP.  
Cette procédure est indispensable pour accéder à une structure moléculaire ou cristalline et à une 
énergie statique qui soient comparables aux valeurs expérimentales. De plus, même si la structure 
choisie pour l'initialisation est proche de la structure expérimentale, une optimisation géométrique 
précise est un préalable indispensable au calcul des propriétés vibrationnelles d’un système. Dans le 
cas de systèmes périodiques, le volume d’équilibre de la maille peut être calculé pour une pression 
hydrostatique imposée non nulle, ce qui permet de déterminer un point de l’équation d’état (Equation 
of state) du système. Cette méthode permet d’obtenir des résultats comparables à l’expérience. 
II.6.1.2 Convergence en Cut-off et l’échantillonnage en point k dans le code CASTEP 
 La première étape de calcul de premier principe pour un matériau donné, consiste à fixer deux 
paramètres techniques essentiels, influent sur la convergence, le temps et la précision du calcul, à 
savoir la qualité de l’échantillonnage de la zone de Brillouin par le choix de nombre de points-k dans 
l’espace du réseau réciproque et la taille de la base d’ondes planes par le choix de l’énergie de 
coupure (cutoff energy).  
On considère que la taille de la base est suffisante (on dit que le calcul est convergé par rapport à la 
taille de la base) lorsque l'énergie totale en fonction du cut-off atteint un plateau pour une énergie 
suffisamment basse. En pratique, comme la densité électronique varie toujours très rapidement près 
des atomes à cause des électrons de cœur qui sont très localisés, et pour assurer la convergence de 
l’énergie total Etot et fixer la taille de la base d’ondes planes utilisée dans le calcul, il est nécessaire de 
faire appel à des pseudopotentiels pour réduire la taille de la base, nous avons noté que l’utilisation 
des pseudopotentiels ultrasoft permit de réduire l’énergie de cutoff qu’il fallut utilisée pour trouver un 
compromis entre la précision et le coût calculatoire des résultats contrairement au pseudopotentiel à 
norme conservée. 
Le nombre de points-k est un paramètre qui dépend fortement de la taille ainsi que la symétrie de la 
structure que nous voulons calculer, donc pour choisir le nombre de points-k, il faudra trouver un 
compromis entre le temps de calcules et un nombre de points k qui donne une valeur convergée de 
l’énergie totale. En pratique, le calcul est nécessairement effectué avec un nombre fini de points k, 
que l'on choisit le plus faible possible tout en réalisant un échantillonnage représentatif de la zone de 
Brillouin,  la méthode d'échantillonnage utilisée par le code CASTEP est celle de Monkhorst-Pack 
[31], qui rend l'échantillonnage le plus uniforme possible le long des trois axes de l’espace 
réciproque. La symétrie du système permet de réduire le nombre de points-k de la cellule primitive. 
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II.6.1.3 Diagrammes de structure de bandes et de densité d'états 
II.6.1.3.a Structure de bandes électroniques 
 Comme on l'a vu précédemment, dans les systèmes périodiques, l'énergie d'une bande varie en 
fonction de k. Les minima et maxima énergétiques de chaque bande se trouvent généralement sur les 
points et les axes de haute symétrie du réseau réciproque. La structure de bandes électronique du 
système étudié  est obtenue par le  calcule des orbitales de Kohn-Sham sur un échantillonnage de 
points k le long de trajets passant par ces points k et axes de haute symétrie dans la zone de Brillouin.  
La résolution des équations de Kohn-Sham peuvent donner ces valeurs propres, et qui permettent de 
générer en DFT des diagrammes de structure de bandes d’énergie et de la densité d'états 
électroniques. 
Généralement, La courbe Eband = f (dk) avec dk est la distance entre les différents points-k, représente 
la structure de bandes électroniques est dans  laquelle  chaque point k est reliée avec la valeur propre 
associée à une bande donnée.  On note que, le gap d’énergie calculé à partir des valeurs propres de 
Kohn-Sham utilisant les méthodes LDA et GGA est sousestimé par rapport du gap d’énergie obtenu 
expérimentalement. 
 
II.6.1.2.b Densité d’états électroniques 
 Un autre outil d'analyse des résultats est constitué des courbes de densité d’états électroniques 
totale (TDOS, Total Density of States) ou de densité d’états électroniques partielle (PDOS, Partial 
density of states). La TDOS présente, sous forme d’histogramme, le nombre d’états 
monoélectroniques en fonction de l’énergie. Les PDOS sont basées sur l’analyse des populations de 
Mulliken [59] et réalisées par projection des orbitales monoélectroniques sur une base d’orbitales 
atomiques localisées autour des différents noyaux de la maille. Les PDOS permettent d’obtenir une 
identification approximative du type d’orbitales constituant chaque bande, en termes d'orbitales (s, p, 
d, ou f ) des atomes constitutifs du système. 
Dans un système à spin polarisé, des DOS distinctes pour les électrons de spin up et spin down 
peuvent être introduites. Leur somme produit la densité d’états totale (TDOS) et leur différence est 
appelée la densité d’états de spin (SDOS, spin density of states). 
La densité d’états est souvent utilisée pour l'analyse visuelle rapide de la structure électronique. Les 
caractéristiques telles que la largeur de la bande de valence, le gap d'énergie dans les isolants et le 
nombre et l'intensité des principales caractéristiques sont utiles pour interpréter qualitativement les 
données spectroscopiques expérimentales. L’analyse de la densité d’états peut aussi aider à 
comprendre les changements dans la structure électronique causés, par exemple, par une pression 
externe. 
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II.1.6.4 Traitement des propriétés optiques par le code Castep 
 En général, la différence dans la propagation d'une onde électromagnétique par le vide et 
d'autres matériaux peut être décrite par un indice de réfraction complexe.  
                     ?̃? = 𝑛 + 𝑖𝑘                                                                                                       (II.49) 
Dans le vide, il est réel et égal à l'unité. Pour les matériaux transparents, il est purement réel, la partie 
imaginaire étant liée au coefficient d'absorption par, 
                    𝛼 =
2𝑘𝜔
𝐶
                                                                                                             (II.50)  
La fraction d'énergie perdue par l'onde en traversant une épaisseur unitaire du matériau concerné. 
Ceci est dérivé en considérant le taux de production de chaleur Joule dans l'échantillon 
Le coefficient de réflexion peut être obtenu pour le cas simple d'incidence normale sur une surface 
plane en faisant correspondre les champs électriques et magnétiques à la surface, 
                








                                                                                (II.51) 
 
Cependant, lors de l'exécution de calculs de propriétés optiques, il est courant d'évaluer la constante 
diélectrique complexe, puis d'exprimer d'autres propriétés en fonction de cela. La constante 
diélectrique complexe est donnée par, 
                    = 1 + 𝑖 2 = ?̃?
2                                                                                             (II.52) 
et donc la relation entre les parties réelles et imaginaires de l'indice de réfraction et de la constante 
diélectrique est 
                     1 = 𝑛
2 − 𝑘2 2 = 2𝑛𝑘                                                                                    (II.53) 
Une autre forme fréquente pour l'expression des propriétés optiques est la conductivité optique, 
                     𝜎 = 𝜎1 + 𝑖𝜎2 = −𝑖
𝜔
4𝜋
( − 1)                                                                         (II.54) 
 
Une autre propriété que nous pouvons calculer à partir de la constante diélectrique complexe est la 
fonction de perte. Il décrit l'énergie perdue par un électron ponctuel traversant un matériau 
diélectrique homogène, et est donnée par, 
                      𝐼𝑚 (
−1
(𝜔)
)                                                                                           (II.55)  
II.1.6.4.1 Connexion à l'expérience 
 Expérimentalement, les paramètres optiques les plus accessibles sont l'absorption et les 
coefficients de réflexion. En principe, étant donné la connaissance de ces deux éléments, les parties 
réelle et imaginaire de ?̃? peuvent être déterminées, par l'équation. (II.50)  et Eq. (II.51). Eq. (II.52)  
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permet l'expression en termes de constante diélectrique complexe. Cependant, en pratique, les 
expériences sont plus compliquées que le cas de l'incidence normale considérée ci-dessus. Les effets 
de polarisation doivent être pris en compte, et la géométrie peut devenir très impliquée (par exemple, 
la transmission à travers des films multicouches ou l'incidence sous un angle général). CASTEP 
prend désormais en charge les optiques à polarisation de spin pour les pseudopotentiels à 
conservation de normes. Seules les transitions entre des bandes correctement sélectionnées sont 
autorisées, c'est-à-dire, uniquement les bandes ayant le même signe d'essorage. Pour une discussion 
plus générale de l'analyse des données optiques, voir Palik [60]. 
 
II.6.1.5 Méthode de calcul des constantes élastiques 
 Les méthodes pratiques de détermination des coefficients d'élasticité à partir des calculs de 
premiers principes fixent généralement soit la contrainte (stress) ou la déformation (strain) à une 
valeur finie, optimisent tous les paramètres libres de la structure, et calculent l’autre propriété (la 
déformation ou la contrainte, respectivement). Avec un choix judicieux de la déformation appliquée, 
les coefficients élastiques peuvent alors être déterminés. L'application d'une déformation homogène 
donnée (strain) et le calcul de la contrainte en résultant nécessite beaucoup moins d'effort de calcul, 
puisque la cellule unité est fixée et seulement les positions ioniques exigent l'optimisation. C’est la 
méthode implémentée dans le code CASTEP (finite strain method). Il ya d’autres méthodes plus 
sophistiquées pour le calcul des constantes élastiques à partir des calculs de la DFT (par exemple, 
basé sur la méthode de la réponse linéaire), mais elles impliquent des changements significatifs 
apportés au code DFT lui même, plutôt que d'utiliser l’output d'un calcul standard DFT pour une 
cellule unitaire déformée [8]. 
 
II.6.2 Méthode et paramètres de calculs  
 Tous les calculs effectués dans ce travail sont réalisés à l'aide d'une méthode 
pseudopotentielle à ondes planes (PP-PW) [28] dans le cadre de la théorie de la fonctionnelle de la 
densité (DFT) implémentée dans le code CASTEP. Les pseudopotentiels ultradoux de type 
Vanderbilt [46] extraits de la bibliothèque de Materials Studio (Accelrys ©) sont utilisés pour 
représenter les interactions des électrons de valence  avec les ions des noyaux pour les différents 
atomes constituant les matériaux étudiés dont les états de valence sont donnés comme suit : Mn (3d5, 
4S2), Te (5S2,5p4), S (3S2 3p4) et Se (4S2 4p4). Le traitement du potentiel d'échange-corrélation a été 
effectué dans l'approximation de la densité locale  (LDA) de Ceperley et Alder [19] paramétré par 
Perdew et Zunger [18] pour le composé MnTe et l’approximation du gradient généralisé de Perdew-
Burke-Ernzerhof (GGA-PBE) [23] pour le MnS et le MnSe. 
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 Pour l'ensemble de nos calculs, nous avons utilisé la technique de minimisation Broyden-
Fletcher-Goldfarb-Shanno telle que rapportée dans la réf. [58] est utilisé pour optimiser les 
géométries des différents composés étudies (MnTe, MnS, MnSe). La polarisation de spin du matériau 
étudié est prise en compte dans les présents calculs. Pour calculer les coefficients élastiques 
monocristallins (Cij), la méthode finie contrainte-déformation [61] a été utilisée. En dérivant Cij, les 
paramètres élastiques polycristallins ont déterminé dans l'approximation de Voigt-Reuss-Hill.  
 La tolérance de convergence pour l'optimisation de la géométrie est sélectionnée de telle sorte 
que l'énergie minimale, la force maximale, la contrainte maximale et le déplacement maximal sont 
inférieurs à 5 × 10-6 eV / atome, 0,01 eV / Å, 0,02 GPa, et 5,0 × 10-4 Å, respectivement. 
Avant le calcul des différentes propriétés désirés, en faisant des testes de convergence de l’énergie 
totale Etot  des composés MnTe, MnS et MnSe en fonction de nombre de points k dans la première 
zone de Brillouin et en fonction du paramètre de coupure Ecutoff.  
 Les tests de convergences effectués sur les trois composés,  nous ont permis de fixer la valeur 
de l’énergie de coupure à 400 eV pour l'ensemble de base de l'onde plane. Les intégrations de la zone 
de Brillouin sont effectuées en utilisant 56 points-k dans la partie irréductible, qui correspondait à 
l’ensemble points de Monkhorst-Pack 12×12×12.  
 
II.6.2.1  Paramètres structuraux de l’état fondamental 
 Les trois composés MnX (X = Te, S et Se) étudiés dans ce travaille possèdent la même 
structure, ils se cristallisent dans la structure sphalérite dite zincblende  [phase B3 ; groupe de 
symétrie 𝐹43𝑚 (SG : 216)]. Le réseau du zinc blende est cubique à faces centrées (cfc) décrite par a 
= b = c et 𝛼 = 𝛽 = 𝛾 = 90°. Cette structure est définie par une base de deux atomes Mn et X aux 
positions (0, 0, 0) et (1/4, 1/4, 1/4) qui est associée à chaque nœud, La maille conventionnelle 
contient quatre molécules MnX. Autour de chaque atome, on note que sous l’effet de la pression 
hydrostatique, les trois composés  peuvent subir une transition de phase, un changement de structure 
a lieu de la structure zincblende vers la structure du chlorure de sodium (NaCl) [phase B1 ; groupe de 
symétrie Fm3m (SG : 225)]. 
Après avoir déterminé Ecut et le nombre de points k (nkpt) qui donnent la meilleure convergence 
possible de l'énergie totale, on les utilise ensuite pour calculer l'énergie totale pour différentes valeurs 
de la constante de réseau. 
Les différentes valeurs obtenues des énergies sont tracées en fonction du volume de la maille. 
D’après ces courbes d'énergie totale Etot  présentée en fonction du volume de la maille obtenues dans 
le cadre des deux approximations GGA et LDA, on peut déduire les propriétés structurales statiques 
telles que : Le paramètre de maille a0 pour chaque composé MnTe, MnS et MnSe à l'équilibre à partir 
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du volume qui donne le minimum d'énergie totale, ainsi que le module de compressibilité  B0  et sa 
dérivée par rapport à la pression 𝐵0
′ . 
La procédure consiste à faire un fit sur les valeurs de Etot en fonction du volume en utilisant l'équation 
de Murnaghan [62] donnée par : 
 













                                                            (II.56) 
Avec :  








                                                                                            (II.57) 
Où : B0 est le module de compressibilité donné par la relation (II.57), V0 est le volume d'équilibre, 
E(V0) est l'énergie au volume d'équilibre et 𝐵0
′  la dérivé du module de compressibilité en fonction de 
la pression P à une pression nulle. 




         à   P =0                                                                                                   (II.57) 
En plus de la valeur du paramètre de maille à l’équilibre (a0) obtenue par l’ajustement (fitting) de 
l'équation (II.56) de Murnaghan, il existe un programme du package implémenté dans le CASTEP 
qui fait la tache d'optimiser ce paramètre en utilisant la technique de minimisation de Broyden-
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Chapitre III: Résultats et discussions 
Étude des propriétés structurales, mécaniques et optoélectroniques du MnX 
 (X = Te, S et Se)  
III.1 Introduction  
 Les avancées théoriques et la réduction du coût de calcul ont provoqué une démocratisation 
considérable de la modélisation ab initio ; plusieurs codes ont été commercialisés, leur utilisation 
croît d’une manière exponentielle, et les chercheurs deviennent de plus en plus sensibles à leurs 
résultats. En tant qu’aide à l’analyse et à l’interprétation des données expérimentales, la modélisation 
ab initio est désormais devenue un outil presque incontournable. En outre, ses capacités prédictives 
en font un véritable « expérience à l’ordinateur », capable d’identifier sans ambiguïté des 
mécanismes microscopiques sous-jacents aux phénomènes ou aux propriétés étudiées. 
 L'étude des propriétés des matériaux sous pression est devenue une activité de recherche 
importante. Cela est dû au développement de la cellule à enclume en diamant (dispositif qui permet 
de soumettre un matériau à des pressions et températures très élevées et de réaliser de nombreuses 
mesures physiques dans ces conditions.) et à l'extension de la plage de pression statique des mesures 
optiques et rayon-X [1-3]. D'autre part, plusieurs techniques de calcul pour la structure électronique 
et les calculs ab initio ont permis de mieux comprendre les propriétés fondamentales du matériau 
sous pression [4-9]. En fait, le réglage de pression a un effet important sur les propriétés 
fondamentales des matériaux semi-conducteurs et peut conduire à de nouveaux matériaux avec de 
nouvelles propriétés de comportement. 
Malgré l'importance du semiconducteur magnétique à base de MnX (X = Te, S et Se) en phase zinc 
blende, il n'y a eu que peu de travaux sur les propriétés fondamentales de ce type de composé 
semiconducteurs sous pression. Pour cela, d'autres investigations du matériau d'intérêt sous pression 
sont nécessaires.  
 Dans la présente contribution, l’étude des propriétés structurelles, mécaniques et 
optoélectroniques du composé semiconducteur MnX (avec X = Te, S et Se) dans la phase zinc blende 
a été étudiée. En utilisant la méthode du pseudopotentiel et onde plane (PP-PW) dans le cadre de la 
théorie de la fonctionnelle de la densité (DFT) qui mise en œuvre dans le code CASTEP, La 
fonctionnelle d’échange-corrélation est traitée dans l’approximation de la densité locale (LDA) pour 
le MnTe et dans l’approximation du gradient généralisé (GGA-PBE) pour les deux composés MnS et 
MnSe. Le but de la présente étude est d'étudier les propriétés d'intérêt de la MnX (X = Te, S et Se) 
dans la structure zinc-blende, on s’intéresse sur leur dépendance à la pression hydrostatique. 
Afin d’étudier les propriétés structurales, en particulier le paramètre de maille le volume et la densité  
cristalline,  les propriétés élastiques: telles que la matrices des constantes élastiques, et certains autres 
paramètres, tels que : le module de rigidité et sa dérivée,  le module de cisaillement, le facteur 





d’anisotropie,  et par conséquent l'effet de l'anisotropie sur les évolutions d’autres paramètres 
mécaniques tels que, le module de Young, ainsi que le coefficient de Poisson, du composé 
semiconducteurs MnX dans la phases zinc-blende. Les vitesses de propagation des ondes élastiques 
selon certaines orientations cristallographiques sont ainsi déterminées, ces dernières sont ensuite 
utilisées pour la prédiction de la température de Debye. Nous proposons d’étudier aussi les propriétés 
optoélectroniques, à savoir le gap énergétique, l’indice de réfraction, les fonctions diélectriques, 
conductivité optique, réflectivité et la structure de bande. L’étude a été faite à pression nulle et sous 
l’effet de la pression hydrostatique.    
. 
III.2 Etude des propriétés structurales du MnX (X = Te, S et Se) 
III.2.1 Etude des propriétés structurales du MnTe à pression nulle 
 Dans un premier temps, nous avons calculé les paramètres structuraux du composé 
semiconducteur MnTe en phase zinc-blende à l’équilibre c.-à-d. à P = 0 GPa et T = 0 K. 
La figure III.1 présente la structure du MnTe, un prototype de la cellule élémentaire du MnTe 
cubique à faces centrées.  
 
Figure III.1 : La cellule élémentaire du MnTe cubique à faces centrées (zinc-blende). 
 
 La constante de réseau relaxée calculée (a0), le volume de cellule unitaire (V0) et la longueur 
de liaison interatomique (d) pour le MnTe en structure zinc-blende sont représentés dans le tableau 
III.1, qui contient également les données expérimentales disponibles rapportées dans la littérature 
afin de pouvoir les comparer avec nos résultats actuels. Notez que l'écart entre notre a0 calculé et 
celui rapporté par la croissance épitaxiale pour des couches du MnTe effectuée par épitaxie par jet 
moléculaires (MBE) sur des substrats cubique [10, 11] est inférieur à 2%. La même conclusion est 
tirée pour le volume de la cellule unitaire avec un écart inférieur à 6%. Le processus d'optimisation 





de la géométrie est effectué à l’équilibre. La figure III.2 représente les données d'énergie-volume 
total (E-V) résultantes. Ces données sont adaptées à L'équation d'états de Murnaghan permet d'obtenir 
le module de compressibilité à l'équilibre noté B0 et sa dérivé par rapport à la pression noté 𝐵0
′ . Les 
valeurs obtenues pour B0 et 𝐵0
′  sont données dans le tableau III.1. Les données citées dans la 
littérature sont également présentées à titre de comparaison. Nous observons que notre calcul des 
valeurs B0 est en désaccord avec la valeur expérimentale de 37 GPa rapportée par Djemia et al. [12] 
en utilisant la diffusion de la lumière de Brillouin, il s'accorde bien avec l'expérimental de 52,67 GPa 
déterminés à partir des constantes élastiques rapportées par Abramof et al. [13] en utilisant des 
expériences de réflexion par diffraction d'électrons de haute énergie. Sur le plan théorique, notre 
résultat est beaucoup plus important que celui de 29 GPa calculé par Djemia et al. [12] en utilisant 
des calculs ab initio dans l'approximation du gradient généralisé. Néanmoins, notre valeur calculée de 
B0 est en parfait accord avec celle de 50 GPa calculée par le même auteur de Réf. [12] en utilisant 
l'approximation de densité de spin locale. En l'absence à la fois des données théorique et 
expérimentale concernant 𝐵0
′  pour le MnTe en structure zinc-blende, au meilleur de notre 
connaissance, nos résultats sont une prédiction qui peut contribuer pour des futures études. 
Tableau III.1 Constante de réseau a0, volume de cellule unitaire (V0), longueur de liaison 
interatomique (d) et module de rigidité et sa dérivée du MnTe en comparaison avec des valeurs 
























37 [12] (Exp);  29 [12] Théo  
52.67 [13]d (Exp) ; 50 [12] Théo 
𝐵0
′     4.50b - 
a  BFGS, 
b à partir du fit de l'équation de Murnaghan,  
c B0 = (C11+2C12)/3, 
d Determiner à partir des valeurs expérimentales des constants élastiques C11 et C12 rapportés dans la 
Ref. [13] : B = 1/3(C11+2C12). 





Les valeurs structurales calculées par la méthode d’optimisation BFGS s'accordent bien avec ceux 
obtenus à partir des ajustements de l’équation Murnaghan (E-V) et ceux évalués à partir de la 
compressibilité volumique. Ce sert de preuve de la fiabilité et la précision de la méthode théorique 
utilisée et donne confiance dans les résultats prédits pour les propriétés élastiques, électroniques 
rapporté dans le présent travail. 
 
Figure III.2 : Variation de l’énergie totale en fonction du volume. 
 
III.2.2 Effet de la pression sur les propriétés structurales du MnTe  
 La réponse du composé semiconducteur MnTe en structure zinc blende à la pression externe 
appliquée a été estimée en explorant la dépendance de la constante de réseau normalisée (a/a0), de la 
longueur de liaison (d/d0) et du volume cellulaire unitaire (V/V0) à la pression hydrostatique 
appliquée. Nos résultats sont présentés sur la figure III.3. Le processus d'optimisation de la géométrie 
est effectué à diverses pressions. Notez que tous les paramètres structurels normalisés diminuent de 
façon monotone avec l'augmentation de la pression. Les valeurs de la constante de réseau (a), la 
longueur de liaison (d) et du volume (V) commencent par les valeurs à pression nulle 6.21Å, 59.99 
Å3 et 2.6908 Å, respectivement, et ils atteignent les valeurs a = 6.07 Å, V = 56.07 Å3 et d = 2.63 Å, 
pour une pression de 4 GPa.  






Figure III.3 : La constante de réseau normalisée (a/a0), la longueur de liaison (d/d0) et du volume 
cellulaire unitaire (V/V0) calculées en fonction de la pression hydrostatique appliquée pour le MnTe. 
 
La variation de la densité cristalline en fonction du volume de la maille dans ce composé peut être 
estimé par la formule suivante : g (V) = 164.85/V. La variation de ce paramètre en fonction de la 
pression hydrostatique de ce composé est représentée sur la figure III.4, où il a été remarqué, que la 
densité cristalline prend une valeur d’environ 5.05g/cm3 à pression nulle, de même elle atteint une 
valeur de 5.40 g/cm3 à P = 4 GPa. 






Figure III.4 : Variation de la densité cristalline en fonction de la pression hydrostatique du MnTe. 
 
III.2.3 Etude des propriétés structurales des composés MnS et MnSe à pression nulle 
 Afin de déterminer les paramètres structuraux à pression normale des composés 
semiconducteurs MnS et MnSe. Les résultats obtenus pour la constante de réseau (a0), le volume de 
cellule unitaire (V0), la longueur de liaison interatomique (d), et la densité cristalline pour le MnS et 
MnSe en structure zinc-blende en utilisant la technique de minimisation BFGS, sont représentés dans 
le tableau III.2, qui contient également les résultats expérimentaux et théoriques disponibles 






















Tableau. III.2 : Constante de réseau a0, longueur de liaison interatomique (d) et la densité 








 Nos calculs Autres Nos calculs Autres 
a0 (Å) 5.68 5.60   [14] Exp 
5.598 [15] Théo 
5.9234 
 
5.88 [16] Exp 
5.806 [17] Théo 
d0(Å) 2.46  2.56  
ρ (g/cm3) 3.1408  4.2792  
 
 
En Général, les paramètres structuraux obtenus par nos calculs avec l’approximation GGA sont 
légèrement surestimés par rapport à celles de l’expérience. Nos résultats de la constante de réseau a0  
pour les deux composés semiconducteurs MnS et MnSe sont en excellent accord avec ceux de 
l’expérience [14,16] où les auteurs ont utilisés la diffraction des rayon-X dans les conditions 
normales pour la Ref [14] et la technique d’épitaxie par jets moléculaires (MBE) pour la Ref [16]. 
Notez que les écarts entre nos constantes de réseaux a0 et paramètres expérimentaux rapportés dans 
les références [14,16] sont de l’ordre de 1.53 % pour MnS et 0.73% pour MnSe. En outre, nos 
résultats trouvés sont en bon accord avec ceux obtenus par d’autres calculs théoriques utilisant la 
méthode DFT par le code SIESTA pour MnS [15] et le code VASP pour MnSe [17] comme le 
montré sur le tableau III.2 avec un écart inférieure à 2 % pour les deux composés. On peut conclure 
que la constante de réseaux, la distance interatomique d0 et la densité cristalline augmentent quand en 
allant de MnS à MnSe. Cette augmentation s’explique généralement, par l’accroissement du nombre 
Z des deux éléments soufre (ZS = 16) et Le sélénium (ZSe = 34) et le rayon atomique quand on 
descend suivant la colonne VI du tableau périodique (88 pm pour S et 103pm pour Se) et ainsi par la 
décroissance de l’électronégativité des éléments en descendant de S à Se (2.58 pour S et 2.55 pour 
Se). Notez que l'augmentation de l'électronégativité augmente les forces électrostatiques entre les 










III.2.3.1 Équation d’état   
 Le volume unitaire cellulaire V0, le module de compressibilité B0 et sa dérivée 𝐵0
′ , obtenues 
par l’ajustement (fitting) des données E-V à l’aide de l’équation d’état de Murnaghan que nous avons 
tracé sur les figures III.5 et III.6 pour MnS et MnSe, respectivement. Les valeurs obtenues par nos 
calculs avec quelques résultats trouvés dans le littérateur, sont données dans le tableau III.3. 
 
Figure III.5 : Evolution de l’énergie totale en fonction du volume du MnS. 
 
Figure III.6 : Evolution de l’énergie totale en fonction du volume du MnSe. 





Tableau III.3 : Volume d’équilibre V0, module de compressibilité B0 et sa première dérivée par 














45.9949 43.904 [14] Exp 
43.8569 [15] Théo 
51.9580 50.82 [16] Exp 
48.92 [17] Théo 
B0 (GPa) 60.79
 64.486 [15] Théo 49.7811 47.5 [17] Théo 
𝐵0
′
 3.985 3.372 [15] Théo 5.62 3.73 [17] Théo 
 
D’après les valeurs du tableau III.3, nous remarquons que nos résultats de volume unitaire V0 sont en 
bon accord avec les résultats expérimentaux, avec un écart à celui de la Ref [14], qui est de l’ordre de 
4.5 % pour le MnS, et de l’ordre de 2.17 % à celui de la Ref [16], pour le MnSe. 
La mesure du module de compression nous à permet de connaître la rigidité du cristal, c'est-à-dire 
l’énergie requise pour produire une déformation du cristal ; plus ce module est grand, plus le cristal 
est rigide. 
Le module de compressibilité B0 obtenu pour le MnS est plus grand que celui de MnSe, en 
remarquant aussi que les deux modules sont généralement en accord raisonnable avec les valeurs 
théoriques disponibles, où l’écart enregistré est de 6% pour le MnS en comparant avec celui de la Ref 
[15], et de l’ordre de 4.2%  pour le MnSe avec celui de la Ref [17]. 
La même conclusion est tirée pour la dérivée de module de compressibilité, et qui est aussi à son tour 
comparable aux valeurs théoriques dans les références [15,17] pour le MnS et MnSe, respectivement, 
citées dans le tableau. III.3. 
D’après nos valeurs, Il est clair que la décroissance de la valeur du module de compressibilité est 
apparait dans le sens S vers Se, ce qui confirme que le module de compression est inversement 
proportionnel au volume(𝐵 ∝ 𝑉−1). 
Notez que les petites différences remarquées entre nos valeurs calculées et les autres valeurs des 
différents auteurs cités précédemment, peut être expliquées par l’utilisation des différentes formes 
d’énergie d’échange et de corrélation, différentes formes de pseudopotentiel et aussi aux différents 
codes de calcul. On note qu’on a trouvé un manque de résultats concernant les paramètres étudiés 
pour nos composés, ce qui rend les résultats obtenus jusqu’à présent des prédictions. 
 
 





III.2.3.2 Pression de transition structurale  
 L’effet de la pression hydrostatique se manifeste directement sur  le changement du volume 
par changement des distances interatomiques, variations angulaires, rotation de polyèdres de la maille 
cristalline, et peut déclencher  aussi l'apparition des nouvelles transitions de phases, Ces transitions 
s’accompagnent souvent par des modifications des paramètres d’équilibre et donc changement de la 
structure cristalline des matériaux et ses différentes propriétés physico-chimiqies. 
 Afin de déterminer la pression de transition d’une phase à une autre, on a fait l'étude des deux 
phases, en utilisant les équations I.55 et I.56,  en cherchant la pression où les enthalpies de deux 
phases sont égales et la phase la plus stable correspond à un minimum d’énergie. Autrement dit, une 
structure est plus stable si son enthalpie est la plus basse.  
Les variations de l’enthalpie en fonction de la pression hydrostatiques des deux phases structurales de 
type zinc-blende (B3) et de type rock-salt NaCl (B1) pour le MnS et MnSe sont tracées dans les 
figures III.7, III.8, respectivement. Les deux figures  montrent qu’à pression nulle jusqu’à pression de 
transition Pt  les deux composés sont thermodynamiquement stables dans la phase B3, et comme la 
pression augmente au-delà de la pression de transition Pt, ils deviennent stables dans la phase B1. 
Notez que la pression de transition de la phase structurale de type zinc blende (B3) vers la phase 
structurale de type Nacl (B1) est de l’ordre de 1.3 GPa pour le MnS et environ à 1 GPa pour le MnSe. 
 
Figure III.7 : La variation de l’enthalpie en fonction de la pression hydrostatique pour le 
MnS dans les deux phases B3 et B1. 






Figure III.8 : La variation de l’enthalpie en fonction de la pression hydrostatique pour le 
MnSe dans les deux phases B3 et B1. 
 
III.2.4 Effet de la pression sur les propriétés structurales des composés MnS et MnSe 
 L’effet de la pression hydrostatique appliquée sur les paramètres structuraux des deux 
composés semiconducteurs MnS et MnSe en phase zinc blende, a été estimée en explorant la 
dépendance de la constante de réseau normalisée (a/a0), de la longueur de liaison (d/d0) et du volume 
cellulaire unitaire (V/V0) à la pression hydrostatique appliquée de chaque composé. En effectuant le 
processus d'optimisation de la géométrie à diverses pressions. Nos résultats sont présentés sur les 
figures III.9 et III.10. Les deux composés, comme peut être remarqué, affichent un comportement 
similaire. Il apparait que tous les paramètres structuraux normalisés diminuent de façon monotone 
avec l'augmentation de la pression dans la plage considérée pour chaque composé semiconducteur. 
 






Figure III.9 : La constante de réseau normalisée (a/a0), la longueur de liaison (d/d0) et du volume 
cellulaire unitaire (V/V0) calculées en fonction de la pression hydrostatique appliquée pour le MnS. 
 
Figure III.10 : La constante de réseau normalisée (a/a0), la longueur de liaison (d/d0) et du volume 
cellulaire unitaire (V/V0) calculées en fonction de la pression hydrostatique appliquée pour le MnSe. 
 
 






III.3 Etude des propriétés mécaniques du MnX (X = Te, S et Se)  
 Les propriétés mécaniques des matériaux semiconducteurs sont très importantes pour la 
compréhension de beaucoup de leurs propriétés fondamentales. Plus précisément, les constantes 
élastiques décrivent la réponse à un stress macroscopique appliquée et de fournir des informations sur 
l'élasticité et la stabilité mécanique de matériaux. En fait, si le cristal possède des éléments de 
symétrie, ce qui est exactement le cas des cristaux cubiques, le nombre des constantes élastiques sont 
généralement réduites. Dans le cas présent, il n'y a que trois constantes de rigidité indépendantes, à 
savoir C11, C12 et C44. La constante élastique C11 représente la résistance du cristal à la compression 
unidirectionnelle suivant les directions principales, i.e. la résistance à la contrainte (compression ou 
traction) appliquer sur les plans (100) suivants les directions <100>. La constante C44 représente la 
résistance à la contrainte de cisaillement appliqué sur le plan (100) suivant la direction [010]. 
Cependant la constante C12 n'a pas de signification physique simple mais son combinaison avec 
d'autres constantes fournit des informations supplémentaires au sujet du comportement élastique des 
matériaux cubique. 
III.3.1 Etude des propriétés mécaniques du MnTe à pression nulle 
III.3.1.1 Constantes élastiques Cij à pression nulle  
 Les constantes élastiques évaluées (Cij) pour le MnTe à pression nulle sont portées dans le 
tableau III.4. Les résultats expérimentaux rapportés dans la littérature sont également présentés à titre 
de comparaison. On peut remarquer que le MnTe en structure zinc-blende est caractérisés par une 
valeur de C11 plus élevée que C12 et C44, signifiant qu’il est plus résistant à la compression 
unidirectionnelle qu’aux déformations de cisaillement. La valeur élevée de la constante élastique C11 
reflète la dureté de la liaison covalente Mn-Te qui se trouve suivant les directions principales [100], 
[010] et [001]. 
Notez que les valeurs expérimentales rapportées par Buschert et al. [18] utilisant la diffraction des 
rayons X à triple cristal sont beaucoup plus faibles que nos résultats et ceux mesurés par d'autres 
groupes [12, 13]. Ces valeurs semblent également être les plus petites par rapport à celles de tous les 
autres matériaux à structure de zinc-blende ou de diamant étudiés jusqu'à présent. Cependant, nos 
résultats semblent être en très bon accord avec ceux expérimentaux rapportés par Abramof et al. [13]. 
De plus, l'accord entre nos valeurs C11 et C44 calculées et les valeurs expérimentales rapportées par 









Tableau. III.4 : Constantes élastiques et valeur du module de cisaillement G, facteur d’anisotropie de 
Zener AZ du MnTe en structure zinc-blende à P = 0 GPa en comparaison avec les autres valeurs 




Valeurs expérimentales  
C11 59.98 50 ±1 [12] (Exp)a ; 52 ± 4 [12] (Exp)b 
60 [13] (Exp); 22.2 ± 1[18] (Exp) 
C12 46.07 31 ±1 [12] (Exp)a ; 49 [13] (Exp) 
11.6 ± 1[18] (Exp) 
C44 16.91 14.7 ± 0.3 [12] (Exp)a 
G 6.955 9.50 [12] (Exp)a ; 5.3[18] (Exp) 
5.50 [13] (Exp) 
Az 2.43 2.43 [12] (Exp)a 
 
D’après La valeur du module de compressibilité B (50.71 GPa) à pression nulle reportée dans le 
tableau III.1, on peut dire qu’elle est plus élevée que celle du module de cisaillement G (G = 6.955 
GPa) portée dans le tableau III.4, ce qui indique que le composé semiconducteur MnTe en structure 
zinc-blende est plus résistifs à la compression (changement de volume) qu'au cisaillement 
(changement de forme). 
En général on peut dire que nos résultats trouvés pour les constantes C11, C12, C44, le module de 
cisaillement G et B à pression nulle sont en bon accord avec ceux trouvés expérimentalement. 
 
III.3.1.2 Ductilité / Fragilité à pression nulle 
 La ductilité et la fragilité des matériaux semiconducteurs sont deux propriétés mécaniques 
importantes qui sont déterminées directement à partir des constantes élastiques [9]. Une relation 
empirique entre les propriétés plastiques et les modules élastiques des matériaux semiconducteurs a 
rapporté par Pugh [19]. Pour étudier le comportement mécanique des semiconducteurs, on distingue 
deux paramètres thermodynamiques qui sont le module de cisaillement moyenné de Voigt dénommé 
G et le module de compressibilité B. G représente la résistance à la déformation plastique du 
matériau, alors que B représente la résistance à la fracture. Ainsi, si le rapport B/G est supérieur à 
1.75, le matériau se comporte de manière ductile ; au contraire, lorsque B/G est inférieur à 1.75, le 
matériau se comporte de manière fragile. Dans notre cas, B/G  est supérieur à 1.75 ce qui indique que 
le matériau d'intérêt se comporte de manière ductile.  





III.3.1.3 Anisotropie élastique à pression nulle   
 Pour déterminer l’anisotropie du MnTe en structure zinc-blende à pression nulle, on a calculé 
le facteur d’anisotropie de Zener, AZ, exprimé en fonction des constantes élastiques Cij, ce coefficient 
a obtenu en appliquant la formule (I.49.b). La valeur trouvée par notre calcul de Az est la même que 
celle trouvé dans la Réf [12] en utilisant la diffusion de la lumière Brillouin, ce qui confirme la 
crédibilité de nos calculs. Les valeurs mesurées sont portés dans le tableau III.4.  Nous avons trouvé 
que Az ≠ 1, donc, on peut déduire qu’il est élastiquement anisotropes et parce que, Az > 1, cela 
indique qu’il est plus rigide suivant les directions diagonales <111>. 
 
III.3.1.4 Stabilité mécanique à pression nulle  
 La condition de stabilité mécanique d'un réseau implique que la variation d'énergie sous toute 
petite déformation est positive. Cette condition peut être formulée en termes des constantes élastiques 
Cij. Pour déterminer La stabilité mécanique d’un système cubique, il suffit d’obtenir les trois 
constantes élastiques indépendantes C11, C12 et C44 obéissent aux conditions de Born citées dans le 
chapitre I et données par les équations I.57 : 
             (C11− C12) > 0 ; (C11 + 2C12) > 0 ; C11 > 0 ; C44 > 0,                           
et le module de compression B doit satisfait le critère : 
             C12 < B < C11.                                                                                         (III.1) 
Il est clair que les valeurs obtenues pour les Cij et le module de compressibilité B du composé 
semiconducteur MnTe, obéissent à ces conditions, indiquant la stabilité mécanique de la structure 
zinc-blende cubique pour le MnTe à pression nulle. 
 
III.3.2 Effet de la pression sur les propriétés mécaniques du MnTe 
III.3.2.1 Effet de la pression sur les constantes élastiques Cij  
 La variation des constantes élastiques indépendantes (Cij) en fonction de la pression 
hydrostatique du composé semiconducteur MnTe est affichée sur la figure III.11. Notez qu'en 
augmentant la pression à 4 GPa, C11 et C12 augmentent de façon monotone, présentant un 
comportement presque linéaire. Cependant, C44 semble diminuer avec l'augmentation de la pression. 
Le comportement est monotone et semble être également linéaire. Ainsi, les coefficients de pression 
linéaires de Cij sont calculés à partir d'un ajustement linéaire de Cij par rapport à la pression. Nos 
résultats ont montré que les dérivés de pression de Cij, c'est-à-dire dC11/dP, dC12/dP et dC44 /dP, sont 
respectivement de 3,49, 4,79 et -0,99. En conséquence, on peut remarquer que C44 est moins sensible 
à la pression que C11 et C12.  






Figure III.11 : La variation des constantes élastiques indépendantes (Cij) en fonction de la pression 
hydrostatique du MnTe. 
 
III.3.2.2  Effet de la pression sur la stabilité mécanique  
 La stabilité mécanique de la structure cubique sous l’effet de la pression pour un tel système 
nécessite que ses trois constantes élastiques indépendantes C11, C12 et C44. Afin de vérifier la stabilité 
mécanique du matériau considéré, nous avons utilisé les critères de stabilité élastique généralisée 
comme indiqué dans le chapitre I par les équations (I.58.a), (I.58.b) et (I.58.c). 
D'après nos résultats concernant Cij, tous les critères de stabilité sont vérifiés pour des pressions 
comprises entre 0 et 4 GPa, ce qui suggère que la MnTe en phase zinc-blende est mécaniquement 
stable dans la plage de pression étudiée. 
Sur la figure III.12, nous montrons l’évolution des critères de stabilité élastique généralisés en 
fonction de la pression appliquée. Notez que lorsque la pression augmente, K augmente également. 
Ce n'est pas le cas de G et G' qui diminuent de façon monotone en augmentant la pression. Il est à 
noter que G devient négatif à partir de la pression P = 4.23 GPa, ce qui donne des informations sur 
l’instabilité mécanique, cette dernière  peut être associée par une transition de phase.  
 






Figure III.12 : Variation des critères de stabilité en fonction de la pression hydrostatique du MnTe. 
 
III.3.2.3 Effet de la pression sur l’anisotropie élastique 
 Pour étudier l’effet de la pression hydrostatique sur l’anisotropie élastique du MnTe, nous 
avons calculé la variation du coefficient d’anisotropie de Zener AZ en fonction de la pression. Le 
comportement de AZ sous pression pour le MnTe est illustré sur la figure III.13. Cette figure montre 
que le facteur d’anisotropie pour le MnTe à la pression nulle est supérieur à 1.  L’augmentation de la 
pression provoque la croissance de la valeur du coefficient AZ, et devient plus loin de 1. Cela suggère 
que le degré d’anisotropie augmente en fonction de la pression dans la gamme de la pression 
considérée (de 0 à 4 GPa), et qui reste toujours supérieur à 1, indiquant que le composé MnTe est 
plus dur dans la direction <111>. 






Figure III.13 : Variation du facteur d'anisotropie élastique de Zener AZ avec la pression du MnTe.  
 
III.3.2.4 Effet de la pression sur les modules d’élasticité B, G et E  
 Pour caractériser le comportement élastique du composé semiconducteur MnTe en phase 
zinc-blende dans l’état polycristallin sous l’effet de la pression, nous calculons la variation des 
modules d’élasticité B, G et E en fonction de pression hydrostatique  
Sur la figure III.14, nous illustrons la variation des modules B, G et E en fonction de la pression. Pour 
des pressions allant jusqu’à 4 GPa, le module de compressibilité B croient linéairement en fonction 
de la pression, où il commence par une valeur de 50.64 GPa à P = 0, et il atteint une valeur de 68.02 
GPa pour une pression de 4 GPa, par contre, on remarque que le G diminue légèrement en fonction 
de la pression, il commence par une valeur de 11.79 GPa  à P = 0, et il atteint une valeur de 8.30 GPa  
pour une pression de 4 GPa. On note que la variation de module de Young E est plus rapide que la 
variation de G, la valeur de E à pression nulle est de 19.92 GPa et diminué de façon monotone en 
augmentant la pression et devient 12.75 GPa à pression P = 4 GPa.  
Dans la gamme de pression considérée, on note que B > G > E , ce qui signifie que notre composé 
semiconducteur MnTe en structure zinc-blende, est plus résistif au déformation de compression qu’au 
la déformation de cisaillement suivant la direction  principale [100], par contre il est caractérisé par  
une faible rigidité de la liaison Mn-Te  qui se trouve suivant les directions principales[100], [010] et 
[001] de la maille cristalline du composé semiconducteur MnTe. 







Figure III.14 : La variation des modules B, G et E en fonction de la pression du MnTe.  
 
 
III.3.2.5 Effet de la pression sur la ductilité /fragilité 
 
 L’évolution du rapport de Pugh B/G [19] en fonction de la croissance de la pression 
hydrostatique pour le MnTe est présentée sur la figure III.15. On constate une augmentation 
quasilinéaire de B/G avec la pression. Les valeurs de B/G restent supérieures à la valeur limite de 
Pugh (B/G = 1.75) qui distingue entre les matériaux fragiles et les matériaux ductiles, donc le MnTe 
est ductile dans la plage de pression considérée (0 - 4GPa). Cela est dû au fait que le module de 
cisaillement G est faible dans cette plage de pression. 






Figure III.15 : La variation du rapport B/G en fonction de la pression du MnTe. 
 
III.3.2.6 Effet de la pression sur le coefficient de Poisson 
 Le coefficient de Poisson μ, mesure la stabilité du cristal contre le cisaillement, prend 
formellement des valeurs entre -1 et 0.5, qui correspondent, respectivement, à la limite inférieure où 
le matériau ne change pas sa forme et à la limite supérieure quand le volume ne change pas. 
La figure III.16 montre la variation du coefficient de Poisson en fonction de la pression pour le 
composé semiconducteur MnTe. On note que lorsque la pression augmente, le coefficient de Poisson 
μ augmente également avec une faible pente, il prend une valeur de 0.4344 à P = 0 GPa et atteint une 
valeur de 0.4687 à P = 4 GPa. Ce premier résultat du coefficient de poisson confirme 
qu’effectivement le composé MnTe en phase zinc-blende est n’est pas parfaitement incompressible, 
en accord avec les valeurs du facteur d’anisotropie AZ. En outre, on peut déduire que l’augmentation 
de la pression peut modifier les liaisons chimiques de notre composé MnTe qui ne sont pas purement 
covalente. 






Figure III.16 : Variation du coefficient de Poisson en fonction de la pression du MnTe. 
 
 
III.3.2.7 Effet de la pression sur les vitesses de propagation des ondes élastiques et température 
de Debye  
 La figure III.17 montre la variation des vitesses de propagation des ondes élastiques 
longitudinale νL, transversale νT, moyenne νm et la température de Debye en fonction de la pression 
du MnTe. On constate d’après cette figure que les valeurs de la vitesse longitudinale νL augmentent 
avec l'augmentation de la pression, et au contraire, les valeurs des vitesses transversale νt, et moyenne 
νm diminuent avec l'augmentation de la pression hydrostatique.  
La variation de la température de Debye est illustrée sur la figure III.18. On remarque qu’elle décroit 
avec la l’augmentation de la pression hydrostatique appliquée, où elle prend une valeur de 166 K à 
une pression P = 0 GPa, puis commence à chuter, et elle atteint une valeur de 138 K à une pression 
de P = 4 GPa.  
 






Figure III.17 : Variations des vitesses de propagation des ondes élastiques νL, νT, et νm en fonction 
de la pression du MnTe. 
 
Figure III.18 : Variation de la température de Debye en fonction de la pression du MnTe.  
 
 





III.3.3 Etude des propriétés mécaniques des composés MnS et MnSe à pression nulle  
 Les propriétés élastiques des cristaux peuvent fournir des informations précieuses sur leurs 
propriétés mécaniques, dynamiques et chimiques. Afin d’explorer le comportement mécanique des 
deux composés semiconducteurs MnS et MnSe, nous déterminons tout d’abord leurs constantes 
élastiques à l’équilibre. 
 
III.3.3.1 Constantes élastiques Cij à pression nulle 
 Les valeurs obtenues des constantes élastiques C11, C12, C44, du module de cisaillement G et le 
facteur d’anisoropie Az des MnS et MnSe à une pression nulle sont portés dans le tableau. III.5. 
 
Tableau III.5 : Constantes élastiques, module de cisaillement G et facteur d’anisotropie de Zener AZ de 
MnS et MnSe en structure zinc-blende à pression nulle. 
 
 C11 (GPa) C12 (GPa) C44 (GPa) G (GPa) Az 
MnS 73.88 54.25 30.65 9.81 3.12 
MnSe 60.60 46.65 15.85 6.97 2.27 
  
 D’après les valeurs obtenus des constantes élastiques C11, C12, C44, on remarque que la 
constante élastique C11 décrivant la résistance à la compressibilité uniaxiale pour les deux composés 
semiconducteurs MnS et MnSe   est plus élevée que les deux autres constantes C12 et C44, ce qui nous 
indique que les deux composés étudiés MnS et MnSe en phase zinc-blende sont plus résistifs à la 
compression (ou la traction) uniaxiale qu’aux déformations de cisaillement. Comme nous avons 
indiqué dans le cas du composé MnTe, la constante élastique C11 reflète la dureté de la liaison 
covalente entre les éléments constituant les composés étudiés qui se trouve suivant les directions 
principales [100], [010] et [001], et d’après les valeurs obtenues, on remarque que la valeur de C11 
décroit de MnS à MnSe, ce qui conduit à une décroissance de la dureté de liaison covalente lorsqu’on 
passe de MnS à MnSe qui trouve suivant les directions principales [100], [010] et [001]. Cette 
décroissance est due à la décroissance de degré de covalence de la liaison de Mn-S à Mn-Se dans la 
même tendance résultant de l’augmentation de la longueur de cette liaison de MnS à MnSe. On note 
ici l’absence de toutes données expérimentales concernant les constantes élastiques. 
En outre, les valeurs calculées des modules de cisaillement G sont inférieurs par rapport à celles des 
constantes de cisaillement C44 pour les deux composés étudiés. Ce résultat confirme qu’effectivement 
les deux composés MnS et MnSe, sont plus résistifs à la compression volumique qu’au cisaillement, 
ce qui est en accord avec les valeurs du module de cisaillement G qui sont trouvés inférieures à celles 





de modules de compressibilité B présentés dans le tableau III.3. pour les deux composés MnS et 
MnSe. 
 
III.3.3.2 Ductilité / Fragilité à pression nulle 
 Par le calcul des rapports B/G, nos résultats (6.19 pour le MnS et 7.14 pour MnSe)   montrent 
qu’ils sont supérieurs à la valeur limite (B/G = 1.75) proposée par Pugh [19] qui sépare entre les 
matériaux ductiles et les matériaux fragiles, donc Les deux composés MnS et MnSe sont classés 
comme des matériaux ductiles. Notez que ce rapport augmente avec la décroissance de l’énergie 
d’ionisation en allant de S à Se.  
III.3.3.3 Stabilité mécanique à pression nulle 
 L’application des équations (I.57), pour nos composés, nous permet de déterminer les critères 
généralisés de stabilité de Born. D’après les résultats présentés sur le tableau III.5, Il est claire que les 
constantes élastiques C11, C12 et C44 obtenues  à pression nulle pour les deux composés 
semiconducteurs MnS et MnSe dans leurs structure cubique zinc-blende, sont tous positives, donc il 
s'est avéré que la condition de stabilité mécanique proposées par Born pour une structure cubique 
zinc-blende est vérifiée,  indiquant la stabilité mécanique de la structure zinc-blende cubique pour les 
deux composé MnS et MnSe à l’équilibre. 
 
III.3.3.4 Anisotropie élastique à pression nulle  
 On peut calculer facilement le facteur d’anisotropie Az, à l’aide de l’équation (I.49.b) en 
utilisant les trois constantes élastiques  calculés pour chaque composé, les valeur calculés pour le 
facteurs d’anisotropie Az pour le MnS et MnSe sont portés dans le tableau III.5. 
Notez que le Az est différent de l’unité pour les deux composés indiquant par conséquent qu’ils sont 
élastiquement anisotropes en cisaillement. AZ > 1, indiquant ainsi que les deux composés MnS et 
MnSe sont plus rigide le long des diagonales <111>. Les résultats de nos calculs pour Az montrent 
que l’anisotropie élastique en cisaillement diminuée lorsqu’on passe de MnS à MnSe. 
 
III.3.3.5 Vitesses d’ondes élastiques à pression nulle 
 Afin de déterminer les vitesses de propagation des ondes élastiques longitudinales et 
transversales dans les deux composés semiconducteurs MnS et MnSe, on utilise les expressions des 
vitesses d'ondes élastiques pour les cristaux cubiques suivant les directions de propagation [100], 
[110] et [111] mentionnées sur le tableau I.1 (chapitre I). Les résultats obtenus dans ce calcul sont 
portés dans le tableau III.6. 





D’après les résultats du tableau III.6, on remarque que, les vitesses de propagation des ondes 
longitudinale dans les trois directions de propagation [100], [110], [111] sont plus grande que les 
vitesses de propagation des ondes transversales pour les deux composés semiconducteurs MnS et 
MnSe. En revanche, on peut observer la décroissance des vitesses d’ondes acoustiques dans la même 
tendance de décroissance des constantes élastiques lorsqu’on passe de MnS à MnSe, ce qui indique 
que la vitesse de propagation des ondes acoustiques soient longitudinales ou bien transversales sont 
plus rapide en MnS que le MnSe. Notez que ces résultats pour les deux composés MnS et MnSe en 
structure zinc-blende, montrent que les ondes élastiques longitudinales (L) (appelées ondes de 
compression) se propagent plus vite suivant les principales directions [111], et elles sont relativement 
lentes suivant les directions [100], [010] et [001] (les directions considérés moins compressibles). Ce 
résultat confirme qu’effectivement les deux composés semiconducteurs MnS et MnSe sont plus 
rigide le long des diagonales <111>, en bon accord avec les valeurs calculés de facteur d’anisotropie 
AZ pour le MnS et MnSe. Ainsi que, les ondes acoustiques transversales (T) (appelées aussi les ondes 
élastiques de cisaillement) sont plus rapides suivant les directions [100] (avec plan de polarisation ⊥ 
au (100)) et directions [110] (avec un plan de polarisation suivant [001] (T1)), et elles sont 
relativement lentes suivant la direction [110] (polarisation [11̅0] (T2)) pour les deux composés 
semiconducteurs MnS et MnSe. 
 
Tableau III.6 : Vitesses de propagation des ondes élastiques suivant les directions de propagation 








Plan de polarisation Vitesse (m/s) 
MnS MnSe 
[100] [100] (L) 4850.02 3763.18 
┴ au [100] (T) 3123.89 1924.57 
 
[110] 
[100] (L) 5491.48 4029.41 
[001] (T1) 3123.89 1924.57 
[11̅0] (T2) 1767.77 1276.45 
[111] [111] (L) 5689.25 4114.33 
⊥ au (111) (T) 2310.03 1523.44 







III.3.4 Effet de la pression sur les propriétés mécaniques des composés MnS et MnSe 
III.3.4.1 Effet de la pression sur les constantes élastiques Cij 
 Les figures III.19 et III.20 illustrent les variations des constantes élastiques C11, C12 et C44 en 
fonction de la pression dans leurs structures zinc-blende, étant donné que la plage de pression pour le 
MnS est [0 à 1.3 GPa] et [0 à 1GPa] pour le MnSe. On constate que les deux composés 
semiconducteurs MnS et MnSe présentent presque un comportement identique pour les deux 
constantes élastiques C11, C12, qui croient de façon monotone avec l’augmentation de la pression. 
Cependant, Il a été trouvé que la valeur de la constante élastique C44  pour les différentes valeurs de 
pression, est presque constante pour le MnS, et affiche une légère croissance avec la pression dans le 
cas du MnSe.   
 
Figure III.19 : Variation des constantes élastiques indépendantes (Cij) en fonction de la pression 
hydrostatique du MnS. 






Figure III.20 : Variation des constantes élastiques indépendantes (Cij) en fonction de la pression 
hydrostatique du MnSe 
 
III.3.4.2 Effet de la pression sur la stabilité mécanique 
 L’application des formules des équations (I.58.a), (I.58.b) et (I.58.c) données dans le chapitre 
(I) pour les deux composés semiconducteurs MnS et MnSe dans leurs phase zinc-blende, nous permet 
de déterminer les critères généralisés de stabilité de Born. Nous avons tracés ensuite sur les figures 
III.21 et III.22, respectivement, les courbes des trois critères de stabilité généralisés en fonction de la 
pression hydrostatique pour le MnS et MnSe, respectivement. D’après ces courbes, on constate que 
les trois critères de stabilité mécaniques K, G et G’ sont positivement définie dans les plages de 
pression considérées, donc les trois conditions sont vérifiées. En conséquence, les deux composés 
semiconducteurs MnS et MnSe sont stables mécaniquement dans leurs phase zinc-blende. Notez qu’il 
est possible qu’à des pressions plus élevées, le critère de stabilité traduit par G’, qui diminue de façon 
remarquable et peut devient négatif, indique une possibilité d’instabilité mécanique pour ces deux 
composés à haute pression. 







Figure III.21 : Variation des critères de stabilité mécanique en fonction de la pression pour le MnS 
en structure zinc-blende. 
 
Figure III.22 : Variation des critères de stabilité mécanique en fonction de la pression pour le MnSe 
en structure zinc-blende. 





III.3.4.3 Effet de la pression hydrostatique sur l’anisotropie  
 Nous avons calculé la variation du coefficient d’anisotropie de Zener AZ en fonction de la 
pression. Les comportements de AZ sous pression pour les deux composés semiconducteurs MnS et 
MnSe dans leurs plages de pression considérées sont illustrés sur les figure III.23.  
D’après cette figure, on constate que Les deux composés présentent un comportement relativement 
identique pour AZ. Le facteur d’anisotropie AZ pour le MnS et MnSe croit et s’écart plus loin de 
l’unité avec l’augmentation de la pression. Cela suggère que le degré d’anisotropie augmente en 
fonction de la pression, et qui reste toujours supérieur à l’unité, indiquant que les deux cristaux MnS 
et MnSe sont plus rigide le long des diagonales <111> dans leurs plages de pression considérées. 
Notez que la variation du degré d’anisotropie pour le MnSe est plus importante que celui du MnS.   
 
Figure III.23 : Variation du facteur d'anisotropie élastique de Zener AZ avec la pression des 
composés MnS et MnSe.  
III.3.4.4 Effet de la pression sur les modules d’élasticité B, G et E 
 Dans le but d’étudier la dépendance en pression des modules de compressibilité B, modules 
de cisaillement G et les modules de Young, on a calculé les variations B, G et E en fonction de la 
pression, ces variations sont tracés sur les figures III.24 et III.25, pour le MnS et le MnSe, 
respectivement. Les deux composés MnS et MnSe présentent un comportement relativement 
similaire pour le module de compressibilité B et le module de cisaillement G; il est claire que pour les 
deux composés, le module B croit  avec l’augmentation de la pression, tandis que le module G reste 





presque constant est inférieure à B dans les deux gamme de pression considérées, Par conséquent, les 
deux composés étudiés sont plus résistifs au changement de volume (compression) qu’au changement 
de forme (cisaillement). 
 Concernant le module de Young E caractérisant la rigidité de la liaison qui se trouve suivant 
les directions principales [100], [010] et [001] de la maille cristalline, on note que dans les gammes 
de pression considérées, le module de Youg E possède une valeur de 27.94 GPa et atteint une valeur 
de 25.92 GPa pour le MnS, tandis qu’il commence par une valeur de 13.63 GPa et atteint  une valeur 
de 20.49 GPa pour le MnSe. Ces valeurs expliquent que le module de Youg pour le MnS est 
supérieur à celui trouvé pour le MnSe dans leurs plages de pression appliquées, montrent que la 
faible rigidité suivant les directions principales [100], [010] et [001] de la maille cristalline, augmente 
suivant les séquences S → Se. 
 
Figure III.24 : La variation des modules B, G et E en fonction de la pression du MnS.  






Figure III.25 : La variation des modules B, G et E en fonction de la pression du MnSe  
 
III.3.4.5 Effet de la pression sur la ductilité / fragilité  
 La variation du rapport B/G avec la pression hydrostatique pour MnS et MnSe dans leurs 
structures zinc-blende est schématisée sur la figure III.26. Il apparait que l’augmentation avec la 
pression est linéaire pour le MnS, tandis qu’elle est non-linéairement pour le MnSe, mais en générale, 
on constate que la variation des valeurs du rapport B/G avec la pression pour les deux composés 
semiconducteurs MnS et MnSe, reste toujours loin et supérieure à la valeur limite de Pugh (B/G = 
1.75) qui distingue entre les matériaux fragiles et les matériaux ductiles.  Donc les matériaux sous 
investigation sont ductiles. Cela dû au fait que le module de compressibilité B est plus important que 
le module de cisaillement G pour les deux composés MnS et MnSe dans leurs plages de pression 
considérées. 
 






Figure III.26 : La variation du rapport B/G en fonction de la pression pour le MnS et MnSe.  
 
 
III.4 Etude des propriétés optoélectroniques du MnX (X =Te, S et Se)   
 Les propriétés optiques des matériaux semiconducteurs jouent un rôle important dans la 
détermination de leurs propriétés optoélectroniques pour les dispositifs. Les chalcogénures de Mn, y 
compris S, Se et Te, ont attiré beaucoup d'attention en raison de leurs propriétés optiques, de 
transport et magnétiques intéressantes [12, 13, 20, 21]. Les matériaux peuvent être utilisés dans de 
nombreuses applications qui incluent des émetteurs verts bleus, revêtements de cellules solaires en 
tant que matériau fenêtre / tampon, et en tant que matériau optoélectronique pour une longueur 
d'onde courte [13]. 
Les propriétés optiques de MnS ont également suscité un intérêt considérable pour la protobiologie 
[22]. Très récemment, le MnS et MnSe ont été utilisés comme matériaux d'électrode dans des 
batteries Li-ion [23, 24] et comme matériaux de supercondensateur [25-28] démontrant ainsi des 
applications intéressantes liées à l'énergie. 
Il y a relativement peu de travail sur les propriétés fondamentales de MnS et MnSe. Dans cette partie, 
on traite les propriétés optoélectroniques des deux composés semiconducteurs MnS et MnSe dans la 
structure zinc-blende en utilisant des calculs de premier principe dans l'approximation du gradient 
généralisé. Les caractéristiques telles que la fonction diélectrique, l'indice de réfraction, la 
réflectivité, l'absorption optique, la conductivité, et les spectres de fonction de perte d'électrons ont 





été rapportés et leur dépendance à la pression couvrant toute les plages de leurs stabilités en structure 
zinc-blende a été examinée et discutée. L'information recueillie de la présente étude peut être utile 
pour les applications photovoltaïques. 
 
III.4.1 Etude des propriétés optiques du MnTe 
III.4.1.1 La fonction diélectrique  
 Pour caractériser les propriétés optiques linéaires des matériaux semi-conducteurs de symétrie 
cubique, il suffit de traiter un seul composant tensoriel diélectrique. A cet égard, la partie imaginaire 
de la fonction diélectrique est obtenue en utilisant la même méthodologie que celle décrite dans la 
Réf. [29], alors que la partie réelle de la fonction diélectrique est dérivée de la partie imaginaire en 
utilisant l'expression de Kramers-Kronig. La figure III.27 montre les parties optiques réelles et 
imaginaires calculées de la fonction diélectrique du MnTe en phase zinc-blende à pression nulle et 
sous pression de 4 GPa. 
D'après une inspection de la figure III.27, on constate que les parties réelles et imaginaires de la 
fonction diélectrique présentent presque le même comportement qualitatif avec quelques différences 
dans les détails. Nous observons que pour les fréquences plus petites, la courbe de la partie réelle 
présente un maximum proche du bord d'absorption. Ce maximum est suivi par les régions ayant la 
tendance générale à une intensité réduite. Une tendance similaire a été rapportée par Khan et 
Bouarissa [30] pour ZnS en utilisant la simulation de pression pour la dynamique moléculaire. La 
pression appliquée de 4 GPa semble diminuer le maximum du pic principal sans affecter la forme de 
ce dernier. La diminution du pic peut s'expliquer par les transitions interbandes qui changent sous 
pression. La forme générale de la partie réelle est celle attendue pour un oscillateur harmonique. Ce 
dernier a une fréquence de résonance autour de 7 eV. La pression appliquée déplace légèrement la 
fréquence de résonance vers des fréquences plus élevées. Ceci est dû à la variation de la séparation 
entre le niveau d'énergie moyen de liaison-anti-adhérence sous pression hydrostatique appliquée. En 
ce qui concerne la partie imaginaire, on peut noter la présence de pics suivis de régions modulées par 
des structures de pic liées aux points critiques de la zone de Brillouin. Les pics sont affectés par la 
pression où leur maximum est diminué. Cela a été accompagné par un changement de toutes les 
positions des points critiques avec un changement en énergie par rapport à celle de pression nulle. 
Cela peut être dû au changement des bandes interdites directes sous la pression appliquée. Bien que 
ces pics soient quantitativement affectés sous pression hydrostatique, leurs formes semblent rester 
presque similaires à celles-ci à pression nulle. La diminution du maximum du pic central de la partie 
imaginaire de la constante diélectrique avec élévation de la pression hydrostatique est expliquée par 
la diminution de la constante de réseau sous pression. Le déplacement des positions des points 





critiques sous pression appliquée implique une transition entre les bandes valence et les bandes de 
conduction supérieures au centre de la zone de Brillouin et le long de la direction <111>. 
 
Figure III.27 : Parties réelles et imaginaires de la fonction diélectrique du MnTe en phase zinc-
blende à une pression nulle et sous une pression de 4 GPa. 
 
III.4.1.2 Le coefficient d'absorption optique  
 La figure III.28 montre le spectre de coefficient d'absorption optique pour le MnTe en phase 
zinc-blende à zéro et moins de 4 GPa. La pénétration dans un matériau de la lumière d'une longueur 
d'onde particulière avant son absorption peut être déterminée par le coefficient d'absorption optique. 
Ce dernier a été calculé en fonction de l'énergie des photons à pression nulle. On remarque qu'à une 
pression nulle lorsque l'énergie du photon augmente jusqu'à environ 8 eV, le coefficient d'absorption 
optique augmente aussi, puis il diminue et disparaît à une énergie de photon d'environ 23 eV. 
Lorsque la pression est appliquée, les pics des spectres du coefficient d'absorption optique diminuent 
en amplitude. Néanmoins, ce comportement semble dépendre de l'énergie de la lumière qui est 
absorbée. 






Figure III.28 : Le spectre du coefficient d'absorption optique pour le MnTe en phase zinc-blende à 
pression nulle et sous une pression de 4 GPa. 
 
III.4.1.3 La conduction optique  
 La figure III.29 montre la conduction optique du MnTe en phase zinc-blende à une pression 
nulle et sous une pression de 4 GPa en fonction de l'énergie du photon. Notez que la conduction 
optique dépend fortement de l'énergie incidente du photon (longueur d'onde). Il atteint son maximum 
lorsque l'énergie des photons est comprise entre 5 et 10 eV et s'annule pour les énergies des photons 
au-delà de la valeur d'environ 23 eV. La pression appliquée de 4 GPa conduit à la diminution de la 
conductivité optique. L'effet semble être plus important dans la plage d'énergie des photons 5-10 eV. 
La diminution de la conductivité optique sous pression appliquée suggère la diminution de la vitesse 
à laquelle les électrons absorbent les photons incidents pour une énergie donnée.  






Figure III.29 : La conduction optique du MnTe en phase zinc-blende à une pression nulle et sous 
une pression de 4 GPa 
 
III.4.1.4 La fonction de perte d’énergie des électrons  
 La perte d'énergie des électrons rapides traversant un matériau semi-conducteur est décrite par 
la fonction de perte d'énergie. À cette fin, la fonction de perte d'énergie des électrons du composé 
semiconducteurs MnTe en phase zinc-blende à une pression nulle et sous une pression de 4 GPa a été 
calculée. Nos résultats sont représentés sur la figure III.30. Dans ces spectres, on peut noter des pics 
qui représentent la caractéristique associée à la résonance du plasma. La fréquence du plasma 
correspond à ce plasma. Lorsque la pression est appliquée, la fréquence du plasma est légèrement 
décalée vers des énergies plus petites et le maximum du pic est réduit suivi d'un changement de la 
forme du spectre. 






Figure III.30 : La fonction de perte d’énergie des électrons du MnTe en phase zinc-blende à une 
pression nulle et sous une pression de 4 GPa. 
 
III.4.2 Etude des Propriétés optiques du MnS  
III.4.2.1 La fonction diélectrique  
 La fonction de réponse optique qui comprend à la fois les parties réelles ε1 (E) et imaginaires 
ε2 (E) de la fonction diélectrique, pour MnS en phase zinc-blende à zéro et moins de 1.3 GPa, où E 
est l'énergie des photons, est représentée sur la figure III.31. L'analyse des courbes ε1 (E) et ε2 (E) 
montre que les deux quantités d'intérêt se comportent de manière similaire. Le pic principal de ε1 (E) 
est à E = 3.50 eV, alors que celui de ε2 (E) se produit à E = 5.20 eV. Ce dernier provient de 
transitions au point M. Le maximum de ε1 (E) est généralement proche du bord d'absorption. Il est 
suivi par les régions qui ont des tendances à l'intensité réduite. Khan et Bouarissa [30] ont rapporté la 
même tendance pour le composé semiconducteur ZnS en utilisant le calcul du premier principe basé 
sur la simulation de la dynamique moléculaire. Les pics prononcés suivent les pics principaux. Ces 
pics sont essentiellement attribués aux transitions optiques. Lors de la compression (c'est-à-dire à une 
pression de 1,3 GPa), les positions des pics sont légèrement décalées, mais leur forme reste presque 
la même. Ce petit déplacement des positions de pression nulle sous la compression implique une 
transition entre les bandes de valence et de conduction. En observant la forme générale de ε1 (E) à 
une pression de 1,3 GPa, on peut suggérer que la fréquence de résonance n'est pas significativement 
affectée par la pression et donc le niveau d'énergie de séparation liaison-anti-liaison moyenne dans le 





MnS zinc-blende n'est pas très affecté par la pression de 1,3 GPa. En fait, la pression appliquée 
augmentera les bandes passantes (Γ − Γ) directes, ce qui entraînera un décalage de la position de 
tous les points critiques. Cela arrive avec une augmentation ou diminution d'énergie comparée à celle 
à pression nulle. 
  
Figure III.31 : Les parties réelles et imaginaires de la fonction diélectrique du MnS à une pression 
nulle et égale à 1.3 GPa. 
III.4.2.2 L'indice de réfraction  
 L'indice de réfraction (n) est un paramètre fondamental important dans la conception du 
dispositif [31-34]. Le spectre n (E) calculé pour MnS à des pressions de 0 et 1,3 GPa est montré dans 
la figure III.32. Notez qu'à pression nulle, il y a une apparence de pics provenant des transitions 
excitoniques qui se produisent aux bords de E0. Les pics ne sont que légèrement affectés par une 
pression de 1,3 GPa où un léger décalage peut être observé. Cela peut être attribué au faible 
changement de l'énergie de la bande interdite à la pression de 1,3 GPa par rapport à celle à pression 
nulle. Les effets excitoniques ont tendance à augmenter la force de l'oscillateur aux points M0 et M1 
[35, 36]. Le pic le plus fort du spectre n(E) est lié essentiellement à la transition exciton 2D (E1). Lors 
d'une compression de 1,3 GPa, ce pic n'est que légèrement décalé et par conséquent, la transition 
d'exciton 2D (E1 dans MnS n'est pas significativement affectée par une pression de 1,3 GPa. À la 
pression nulle, nos résultats prédisent une valeur de 2,75 pour l'indice de réfraction statique de MnS 
dans la structure zinc-blende. 






Figure III.32 : Le spectre d’indice de réfraction (n) calculé pour le MnS pour des pressions nulle et 
égale à 1,3 GPa. 
 
III.4.2.3 Réflectivité optique  
 La connaissance de la fonction diélectrique complexe ε (E) permet de dériver une autre 
grandeur mesurable : le spectre de réflectivité. Nos résultats pour MnS à des pressions de 0 et 1,3 
GPa sont représentés sur la figure III.33. Notez que le maximum de la réflectivité a une valeur 
d'environ 44,7% et se situe autour de ℏ𝜔 = 12 𝑒𝑉. Le pic à ce stade est lié aux transitions 
interbandes qui sont modifiées par des effets excitoniques. Généralement, la région de fréquence la 
plus basse est dominée par une structure qui provient de la bande interdite d'énergie au point  Γ qui 
est de type M0. À une fréquence plus élevée, les pics deviennent plus larges et sont dus aux 
transitions interbandes. La largeur de ces pics est due à la diffusion phonon-phonon. Ce dernier 
amortit les vibrations. Une pression appliquée de 1,3 GPa conduit à un léger déplacement du spectre 
de réflectivité vers des fréquences plus élevées (énergies) avec une tendance générale à ce que les 
pics de réflectivité deviennent plus élevés. Néanmoins, la forme du spectre de réflectivité reste 
presque la même. 
 
 






Figure III.33 : Spectre de réflectivité du MnS à une  pression nulle et sous une pression égale à 1,3 
GPa. 
 
III.4.2.4 Absorption optique  
 Avant qu'elle ne soit absorbée, la lumière d'une longueur d'onde donnée pénètre à une certaine 
distance dans le matériau. Cette distance peut être déterminée par un paramètre physique appelé 
coefficient d'absorption optique. Dans le présent travail, ce coefficient a été calculé avec l'énergie des 
photons du MnS dans la phase zinc blende à pression nulle et sous pression égale à 1,3 GPa. Nos 
résultats sont illustrés sur la Figure III.34. Notez qu'à pression nulle, le coefficient d'absorption 
optique augmente avec l'augmentation de l'énergie des photons jusqu'à environ 11 eV, puis il diminue 
et s'annule pour l'énergie des photons au-delà de 25 eV. 
Une pression appliquée de 1,3 GPa conduit à un léger décalage du spectre de coefficient d'absorption 
optique. Du point de vue quantitatif, le changement du coefficient d'absorption optique comme il est 













Figure III.34 : Le spectre de coefficient d'absorption optique du MnS à des pressions nulle et égale à 
1.3 GPa en fonction de l’énergie des photons. 
 
III.4.2.5 La conductivité optique  
 La conductivité optique est une bonne sonde pour la détermination des caractéristiques 
électroniques des matériaux semi-conducteurs [37]. Dans ce but, les spectres de conductivité optique 
de MnS à des pressions nulles et égale à 1,3 GPa en fonction de l'énergie des photons sont montrés 
sur la figure III.35. Comme on peut le voir sur cette figure, la conductivité optique dépend fortement 
de la longueur d'onde des photons (énergie). Son maximum est atteint pour une énergie photonique 
d'environ 5,50 eV. Lorsque l'énergie des photons dépasse 25 eV, la conductivité optique disparaît. En 
appliquant une pression de 1,3 GPa, la conductivité semble augmenter très légèrement. Néanmoins, 
la forme générale du spectre reste similaire à celle à pression nulle. Ainsi, le taux d'absorption des 











Figure III.35 : Spectres de conductivité optique de MnS à des pressions nulle et égale à 1,3 GPa en 
fonction de l'énergie des photons. 
 
III.4.2.6 Fonction de perte des électrons  
 La figure III.36 montre le spectre de perte d'énergie du déplacement rapide d'électrons dans 
un matériau MnS à des pressions nulle et égale à 1,3 GPa. Nous notons l'existence de pics dans ces 
spectres. Le plus important de ces pics est identifié comme le pic plasmique. Ce dernier est situé 
autour d'une énergie de 19,3 eV. En fait, beaucoup des caractéristiques de la partie imaginaire de la 
fonction diélectrique sont représentées par la fonction de perte d'électrons. 
Dans le spectre de réflexion, les pics de perte d'énergie des électrons correspondent aux fronts de 
fuite. Sous une compression de 1,3 GPa, le pic de plasma est déplacé vers des fréquences plus 















Figure III.36 : La fonction de perte d’énergie des électrons du MnS pour une pression nulle et sous 
une pression de 1.3 GPa. 
 
III.4.3 Etude des Propriétés optoélectroniques du MnSe  
III.4.3.1 La fonction diélectrique  
 La partie imaginaire de la fonction diélectrique pour le zinc-blende MnSe est déterminée 
selon la même méthodologie que celle décrite dans la Réf [38]. La partie réelle de la fonction 
diélectrique est alors évaluée à partir de la partie imaginaire par la relation Kramers-Kronig. Nos 
résultats à une pression nulle et égale à 1 GPa sont présentés sur la figure III.37. Comme on le sait, la 
partie imaginaire est la propriété la plus importante des propriétés optiques de tous les matériaux 
[39]. Les deux parties, c’est-à-dire réelle et imaginaire, de la fonction diélectrique montrent presque 
une tendance similaire avec quelques différences de détails. À pression nulle, le pic principal de la 
partie réelle de la fonction diélectrique se produit à une énergie photonique d'environ 3 eV, alors que 
celle de la partie imaginaire apparaît à une énergie photonique d'environ 5,5 eV. Il existe trois pics 
principaux dans les parties imaginaires du diagramme de la fonction diélectrique de la phase zinc-
blende MnSe à zéro GPa. Pour les fréquences plus petites, la partie réelle montre un maximum 
proche de la limite d'absorption. Il y a des régions d'intensité réduite qui suivent ce maximum. Cette 
tendance est cohérente avec celle rapportée par Khan et Bouarissa [30] pour ZnS en utilisant la 
simulation de pression de la dynamique moléculaire. La pression appliquée jusqu'à 1 GPa induit un 
décalage vers le haut des pics situés dans la région des basses fréquences (énergie) dans la partie 





réelle. Néanmoins, dans la région des hautes fréquences de la partie réelle, ces pics sont décalés vers 
le bas. En ce qui concerne la partie imaginaire, ces pics sont décalés vers des fréquences plus basses 
dans la région des basses fréquences et vers des fréquences plus élevées dans la région des 
fréquences plus élevées. Le décalage de ces pics sous une pression appliquée de 1 GPa implique une 
transition entre les bandes de valence et de conduction. La forme générale de la partie réelle est celle 
attendue pour un oscillateur harmonique qui a une fréquence de résonance d'environ 7,5 eV dans 
notre cas. L'effet de la pression sur les parties réelles et imaginaires du zinc-blende MnSe semble être 
plus prononcé que celui du zinc-blende MnS [40]. 
 
Figure III.37 : Les parties réelles et imaginaires de la fonction diélectrique du MnSe à des pressions 
nulle et égale à 1 GPa. 
 
III.4.3.2 L'indice de réfraction  
 L'indice de réfraction est un paramètre utile dans la conception et la fabrication de dispositifs 
destinés à des applications technologiques [41- 44]. Le spectre d'indice de réfraction calculé pour le 
zinc-blende MnSe à une pression nulle et égale à 1 GPa est montré sur la figure III.38. En observant 
cette figure, on remarque qu'à pression nulle, un ensemble de pics peut être observé. Ces pics 
proviennent des transitions excitoniques. Sous une compression de 1 GPa, les pics sont affectés là où 
ils sont décalés vers le haut dans les régions de basse fréquence (énergie) et vers le bas dans les 
régions de plus haute fréquence (énergie). Le pic le plus fort dans le spectre de l'indice de réfraction 
est principalement lié à la transition de l'exciton 2D. La pression appliquée de 1 GPa déplace ce pic 





vers le haut, indiquant que les transitions de l'exciton 2D dans le zinc-blende MnSe sont affectées par 
la pression. D'un intérêt particulier, nos résultats prédisent une valeur d'environ 2,70 pour l'indice de 
réfraction statique dans le zinc-blende MnSe. Cette valeur devrait augmenter jusqu’à 3,25 lorsque la 
pression de 1 GPa est appliquée sur le matériau MnSe.  
 
Figure III.38 : Le spectre d’indice de réfraction (n) calculé pour MnSe à des pressions nulle et égale 
à 1GPa. 
 
III.4.3.3 La conductivité optique   
 Les caractéristiques électroniques des semi-conducteurs peuvent être bien obtenues en 
utilisant la conductivité optique comme sonde [45]. La figure III.39 montre le spectre de conductivité 
optique pour le zinc-blende MnSe à des pressions nulles et inférieures à 1 GPa en fonction de la 
fréquence des photons (énergie). Nous observons que la conductivité optique dépend fortement de 
l'énergie incidente des photons. C'est plus important lorsque l'énergie des photons se situe entre 4 et 
12 eV et disparaît pour les énergies photoniques au-delà de la valeur d'environ 25 eV. Lors de la 
compression d'environ 1 GPa, la conductivité optique augmente. L'augmentation semble être plus 
significative dans la gamme d'énergie de photons 3-8 eV. Le comportement de la conductivité 
optique sous pression appliquée indique que le taux d'absorption des photons incidents par les 
électrons augmente sous pression. 
 
 






Figure III.39 : Spectres de conductivité optique de MnS à des pressions nulles et égale à 1 GPa en 
fonction de l'énergie des photons. 
 
III.4.4 Propriétés électroniques du MnS et MnSe 
Les structures des bandes d’énergie des composés MnS et MnSe dans la structure zinc-blende, ont été 
calculées en utilisant la méthode du pseudopotentiel des ondes planes avec l’approximation du 
gradient généralisées (GGA). Les spectres d’énergie obtenus selon les directions de haute symétrie 
dans la zone de Brillouin sont représentés sur les figures III.40, 41, 42, 43. 
Dans ces figures le sommet de la dernière bande de valence des composés étudiés est comme origine 
des énergies. A pression nulle (voir figures III.40 et III.41) on remarque que le maximum de la bande 
de valence est situé au point de haute symétrie Γ (nommé G) dans la zone de Brillouin et le minimum 
de la bande de conduction est situé aussi au point Γ. Cela est vrai pour les deux composés à savoir 
MnS et MnSe. On peut conclure donc que les deux composé d’intérêts sont des semiconducteurs à 
bande-interdite (gap) directe. 
Cependant, les bandes de conduction de ces composés sont plus dispersées que les bandes de valence. 
Cela est due au fait qu’elles sont plus délocalisées. L’écart relevé entre le minimum de la bande de 
conduction et maximum de la bande de valence vaut 0.398 eV pour le composé MnSe et 0.219 eV 
pour le composé MnS. L’état le plus bas en énergie de la première bande de conduction est au point 
Γ, les fonctions d’ondes exhibent en ce point le degré de localisation le plus large avec les états S. Le 
même résultat a été trouvé pour la structure de bande électronique d’autres semiconducteurs [46]. 





On remarque à partir de ces spectres énergétiques, qu’il existe une bande interdite entre la première et 
la deuxième bande de valence au point X. cette bande est reliée à la différence des potentiels des 
cations et anions. Cette bande interdite « antisymètrique » a été proposé comme une mesure 
qualitative de l’ionicité du cristal [47]. Cette proposition a été confirmée par les résultats reportés par 
bouarissa [48]. On peut conclure donc que le composé MnSe est plus ionique que le composé MnS. 
Sous l’effet de la pression (voir figure III.42 et III.43), nous voyons que la présence de la pression 
déplace pratiquement toutes les bandes. Alors que les minimums de la bande de conduction au point 
Γ augmentent, ce qui conduit à une faible augmentation des bandes interdites fondamentales, mais les 
deux composés semiconducteurs restent toujours à bande interdite (gap) directe. La présence de la 
pression influe aussi sur la bande interdite « antisymètrique » où on remarque une légère diminution 
de celle-ci. Cela indique que l’ionicité des deux composés semiconducteurs sous investigation 
diminue sous pression. Cela est en bon accord avec les résultats de Bouarissa reportés sur le InP [49]. 
Il est à noter que les structures de bandes d’énergie des composés binaires MnS et MnSe sont 
qualitativement similaire. 
Du point de vue quantitative, ces structures différent par leurs valeurs de gaps. Vu la similitude de 
ces structures, nous n’avons pas représentée la structure du composé binaire MnTe, qu’on peut 




Figure III.40 : Spectres d’énergie obtenus selon les directions de haute symétrie dans la zone de 
Brillouin pour le MnS à pression nulle. 
 






Figure III.41 : Spectres d’énergie obtenus selon les directions de haute symétrie dans la zone de 
Brillouin pour le MnSe à pression nulle. 
 
 
Figure III.42 : Spectres d’énergie obtenus selon les directions de haute symétrie dans la zone de 
Brillouin pour le MnS sous une pression égale à 1.3 GPa. 
 
 







Figure III.43 : Spectres d’énergie obtenus selon les directions de haute symétrie dans la zone de 
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Dans ce travail, nous avons présenté une étude de premier principe (ab-initio) des propriétés 
structurales, électroniques, optiques et mécaniques des composés semiconducteurs magnétiques à 
base de manganèse MnX ( avec X = Te, S et Se) en phase zinc-blende, en se basant sur la théorie de 
la fonctionnelle de la densité (DFT) et l’approche des pseudopotentiels à ondes planes comme sont 
implémentées dans le code CASTEP. Les diverses propriétés étudiées ont été calculées à pression 
normale et sous l’effet de la pression hydrostatique dans le cadre des deux approximations pour 
l’échange et la corrélation LDA et GGA-PBE. L’essentiel des résultats obtenus sont les suivants : 
 
- Tout d’abord nous avons réalisé une série de calculs ab-initio pour choisir l’énergie de coupure 
et un suffisant points k pour l’échantillonnage de la première zone de Brillouin afin d’avoir une 
bonne convergence de l’énergie totale pour nos composés dans leurs structures zinc-blende. 
L’utilisation de ces choix essentiels avec le formalisme de (DFT+PP+PW) nous donne de bons 
résultats pour les paramètres structurels normalisés à l’équilibre avec la GGA et LDA et qui sont 
en bon accord avec les valeurs expérimentales et les données théoriques rapportées dans la 
littérature. Il est à noter  que ces paramètre structurels diminuent en allant de l’élément chimique 
Te vers l’élément S en passant par Se. Nous avons étudié aussi l’effet de la pression 
hydrostatique sur ces paramètres, Nos calculs ont montré que tous les paramètres structurels des 
trois composés diminuent de façon monotone avec l'augmentation de la pression hydrostatique 
dans la phase zinc-blende.  
- Les phases de transition  des semiconducteurs binaire MnTe, MnS et MnSe ont été calculées en 
utilisant les critères mécaniques et thermodynamiques. Nos résultats ont montrés que les 
transitions de phase cristalline vers la phase NaCl se produisent aux pressions 4.23 GPa, 1.3 GPa 
et 1 GPa, respectivement. 
- Nous avons aussi étudié les propriétés mécaniques à savoir les constantes élastiques, le module 
de compressibilité et sa première dérivée, le module de Young, le module de cisaillement, le 
coefficient de Poisson, le facteur d’anisotropie à pression nulle et les vitesses de propagation des 
ondes élastiques longitudinales, transversales et moyenne, ainsi que la température de Debye de 
chaque composé. L’effet de la pression sur ses paramètres à été aussi examiné et discuté. Nous 
avons  remarqué que la valeur de C11 décroit de MnS à MnSe à MnTe, ce qui conduit à une 
décroissance de ces duretés de liaison covalente qui trouve suivant les directions principales 
[100], [010] et [001]. Les modules de compressibilités des trois composés vérifient la 
proportionnalité inverse avec le volume. Nos calculs ont montré aussi que les trois systèmes sont 






caractérisés par une anisotropie élastique en cisaillement ; les trois composés sont plus résistif à 
la compression uniaxiale comparée au cisaillement.  
- La stabilité mécanique des composés semiconducteurs d’intérêt à été vérifié à l’aide des 
constantes élastique et de la pression en utilisant les critères générale de la stabilité de Born. Nos 
résultats ont montré que les semiconducteurs sous investigation sont mécaniquement stables dans 
leurs plages de pression considérés dans la phase zinc-blende. 
- En se basant sur la formule de Pugh, nos résultats ont montré que les semiconducteurs en 
question sont classés comme étant des matériaux ductiles. 
- En plus les propriétés électroniques à savoir la structure de bande ainsi que les propriétés 
optiques tels que le coefficient d'absorption optique, les parties réelles et imaginaires de la 
fonction diélectrique, la conductivité optique, l’indice de réfraction, la réflectivité optique et la 
fonction de perte des électrons ont été étudiés, et leur dépendance à la pression hydrostatique a 
été analysée et discutée. Les calculs effectués sur la structure électronique, à travers la structure 
de bandes électroniques, ont montré que les trois composés MnTe, MnS et MnSe  sont classés 
comme des semiconducteurs à gap direct. 
En raison du manque de données dans la littérature de l’effet de pression hydrostatique sur les 
propriétés des  composés étudiés (MnS, MnSe et MnTe), dans la phase zinc-blende, les présents 
résultats seront considérés comme des références fiables. 
Comme perspectives, nous avons l’intention d’étudier les propriétés thermodynamiques et 
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Abstract We present first-principles studies of structural,
mechanical, and optical properties of zinc blende MnTe
using the pseudopotential plane-wave method within the
local density approximation. The effect of hydrostatic pres-
sure on investigated properties has been examined and
discussed. At zero pressure, our results are found to agree
reasonably well with those reported in the literature. The
generalized elastic stability criteria showed that the material
of interest is mechanically stable in all the studied pressure
ranges. Applied pressure is found to shift all optical spectra
under consideration, giving new optical parameters.
Keywords MnTe · Pressure · Structural properties ·
Mechanical properties · Optical properties · Ab initio
1 Introduction
In recent years, interest in Mn-doped IIB–VI semimagnetic
semiconductors has been increased [1–6]. Manganese(II)
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telluride with the chemical formula MnTe is an inorganic
compound. It exhibits novel electronic and magnetic prop-
erties as compared to MnO, MnS, and MnSe [7–9]. Growth
methods [7, 8, 10–13] showed that the stable modification of
the material of interest is the hexagonal NiAs-type structure.
Nevertheless, MnTe can appear within other structures such
as a cubic rock salt or NaCl structure depending on the tem-
perature [5, 14]. Moreover, at low temperatures, it has been
reported that for epitaxial MnTe layers grown by molecular
beam epitaxy on cubic substrates [15–18], MnTe appeared
within the metastable zinc blende phase. In this phase, the
material under investigation is a magnetic semiconductor
that has technological applications as a constituent of II–
VI quantum structures that have been used in spintronic
experiments [4].
The investigation of materials under pressure has become
an important research activity. This is due to the devel-
opment of the diamond anvil cell and the static pressure
range extension of optical and X-ray measurements [19–
21]. On the other hand, reliable computational techniques
for electronic structure and ab initio calculations have given
a deeper understanding of the material fundamental proper-
ties under pressure [22–27]. In fact, pressure tuning has an
important effect on the fundamental properties of semicon-
ducting materials and can lead to new materials with novel
behavior properties.
In spite of the importance of zinc blende magnetic semi-
conductor MnTe, there have been only few works on the
fundamental properties of MnTe under pressure. For that,
further investigations of the material of interest under pres-
sure are needed. In the present contribution, the pressure
dependence of structural, mechanical, and optical properties
for zinc blende MnTe has been studied using a pseudopo-
tential plane-wave method as implemented in the CASTEP
code [28]. The aim of the present study is to investigate the
Author's personal copy
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MnTe properties of interest in the zinc blende structure, with
emphasis on their dependence on hydrostatic pressure.
2 Computational Methodology
The present calculations are carried out using a pseudopo-
tential plane-wave method as implemented in the CASTEP
code [28]. The Vanderbilt-type ultra-soft pseudopotentials
[29] are used so as to represent the interactions of valence
electrons with ion cores for Mn (3d5, 4S2) and Te (5S2,
5p4). The treatment of the exchange correlation poten-
tial has been made within the local density approximation
(LDA) of Ceperley and Alder [30] as parameterized by
Perdew and Zunger [31].
The cutoff is set as 400 eV for the planewave basis set.
Brillouin zone integrations are performed using Monkhorst
and Pack k-point meshes [32], with a 12 × 12 × 12 special
k-point mesh. These parameters are sufficient to achieve the
convergence for the total energy and elastic moduli.
The optimized geometries of MnTe are determined using
the Broyden-Fletcher-Goldfarb-Shanno (BFGS) minimiza-
tion technique as reported in Ref. [33]. The spin polarization
of the material of interest is taken into consideration. As
regards the electronic minimization, the electronic occu-
pation has been smeared using a Gaussian scheme with a
smearing width of 0.1 eV.
To calculate the single-crystal elastic coefficients (Cij ),
the finite strain-stress method [34] has been used. By
deriving Cij , the polycrystalline elastic parameters have
been determined within the Voigt-Reuss-Hill approximation
[35–38].
The convergence tolerance for the optimized geometry
calculations is selected in such a way that the minimum
energy, the maximum force, the maximum stress, and the
maximum displacement are less than 5 × 10−6 eV/atom,
0.01 eV/Å, 0.02 GPa, and 5.0 × 10−4 Å, respectively
3 Results and Discussion
3.1 Structural Properties
The calculated relaxed lattice constant (a0), the unit cell
volume (V0), and the inter-atomic bond length (d) for zinc
blende MnTe are depicted in Table 1 which contains also
the available experimental data reported in the literature to
compare with our present results. Note that the discrepancy
between our calculated a0 and that reported for epitaxial
MnTe layers grown by molecular beam epitaxy on cubic
substrates [13, 18] is less than 2 %. The same conclusion is
drawn for the unit cell volume with a deviation of less than
6 %.
Table 1 Calculated zero pressure equilibrium structural parameters
for zinc blende MnTe: lattice constant (a), unit cell volume (V0), and
interatomic distance (d0), compared to data available in the literature
Parameter This work Others
a0 (Å) 6.2142 6.337 [13, 18] (Expt.)
V0 (Å3) 59.99 63.6196 [13, 18] (Expt.)
d0 (Å) 2.6908 –
B0 (GPa) 50.38 37 [4] (Expt.); 29 [4] theory
52.67 [2]a (Expt.); 50 [4] theory
B′ 4.50 –
aDetermined from the experimental values of the elastic constants C11
and C12 reported in Ref. [2] using the relation B = 1/3(C11 + 2C12)
The process of the geometry optimization is performed
at various pressures. Figure 1 represents the resulting total
energy-volume (E-V ) data. These data are fitted to the
Birch-Murnaghan equation of states [39, 40] to obtain the
equilibrium bulk modulus denoted by B0 and its pressure
derivative denoted by B′. The values obtained for B0 and
B′ are given in Table 1. Also shown for comparison are the
data quoted in the literature. We observe that while our cal-
culated B0 values disagree with the experimental value of
37 GPa reported by Djemia et al. [4] using the Brillouin
light scattering, it agrees well with the experimental one of
52.67 GPa determined from the elastic constants reported
by Abramof et al. [2] using reflection high-energy electron
diffraction experiments. On the theoretical side, our result is
much larger than that of 29 GPa calculated by Djemia et al.
[4] using ab initio calculations within the generalized gradi-
ent approximation. Nevertheless, our calculated value of B0
is in perfect agreement with that of 50 GPa calculated by the
same authors of Ref. [4] using the local spin density approx-
imation. In the absence of both theoretical and experimental
Fig. 1 Total energy versus volume for zinc blende MnTe
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data concerning B′ for zinc blende MnTe, to the best of our
knowledge, our result is only for reference and may save for
future studies.
The response of zinc blende MnTe to external applied
pressure has been estimated by exploring the dependence of
the normalized lattice constant (a/a0), bond length (d/d0),
and unit cell volume (V /V0) on the applied hydrostatic
pressure. Our results are shown in Fig. 2. Note that all nor-
malized structural parameters decrease monotonically with
raising pressure.
3.2 Mechanical Properties
Mechanical properties of semiconducting materials are very
important for the understanding of many of their fundamen-
tal properties. Specifically, the elastic constants describe
the response to an applied macroscopic stress and provide
information about the elasticity and mechanical stability of
materials. In the present contribution, the elastic constants
of zinc blende MnTe have been calculated. As a matter of
fact, if the crystal possesses symmetry elements, which is
exactly the case of cubic crystals, the number of indepen-
dent elastic constants is usually reduced. In the present case,
there are only three independent stiffness constants, namely
C11, C12, and C44. The evaluated elastic constants (Cij ) for
zinc blende MnTe at zero pressure are listed in Table 2.
Also shown for comparison are the experimental findings
reported in the literature. Note that the experimental values
reported by Buschert et al. [17] using triple-crystal X-ray
diffraction are much lower than our results and those mea-
sured by other groups [2, 4]. These values seem also to
be the smallest ones as compared to those of all the other
zinc blende or diamond structure materials studied so far.
Fig. 2 Normalized lattice constant, unit cell volume, and bond length
versus pressure for zinc blende MnTe
Table 2 Elastic constants (Cij ) expressed in gigapascals of zinc
blende MnTe at zero pressure
Elastic constants This work Others
C11 59.98 50 ± 1 [4] (Expt.); 52 ± 4 [4] (Expt.)
≈ 60 [2] (Expt.); 22.2 ± 1 [17] (Expt.)
C12 46.07 31 ± 1 [4] (Expt.); ≈ 49 [2] (Expt.)
11.6 ± 1 [17] (Expt.)
C44 16.91 14.7 ± 0.3 [4] (Expt.)
However, our results appear to be in very good agreement
with the experimental ones reported by Abramof et al. [2].
Moreover, the agreement between our calculated C11 and
C44 and the experimental values reported by Djemia et al.
[4] using both the Brillouin and Raman light scattering is
reasonable.
The variation of independent elastic constants (Cij ) as
a function of hydrostatic pressure for zinc blende MnTe
is displayed in Fig. 3. Note that by raising pressure up
to 4 GPa, C11 and C12 increase monotonically, exhibiting
almost a linear behavior. However, C44 seems to decrease
with increasing pressure. The behavior is monotonic and
appears to be almost linear as well. Thus, the linear pres-
sure coefficients of Cij are calculated from a linear fit of Cij
versus pressure. Our results showed that the pressure deriva-
tives of Cij , i.e., dC11/dP, dC12/dP, and dC44/dP, are 3.49,
4.79, and −0.99, respectively. Accordingly, one can notice
that C44 is less sensitive to pressure than C11 and C12.
The ductility and brittleness of semiconducting materials
are two important mechanical properties that are determined
directly from the elastic constants [27]. An empirical rela-
tionship between the plastic properties and elastic moduli of
Fig. 3 Elastic constants (Cij ) and bulk modulus (B) versus pressure
for zinc blende MnTe
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semiconducting materials has been reported by Pugh [41].
To study the mechanical behavior of semiconductors, one
distinguishes two thermodynamic parameters which are the
Voigt averaged shear modulus referred to as G and the bulk
modulus B. G represents the resistance to plastic deforma-
tion of the material, whereas B represents the resistance to
fracture. Thus, if the ratio RG/B is greater than 0.5, the mate-
rial behaves in a brittle manner; on contrary, when RG/B is
less than 0.5, the material behaves in a ductile manner. In our
case, RG/B is less than 0.5 which indicates that the material
of interest behaves in a ductile manner.
In order to check the mechanical stability of the material
under consideration, we have used the generalized elastic
stability criteria as reported in Ref. [27]
K = 1
3
(C11 + 2C12 + P) > 0 (1)
G = 1
2
(C11 − C12 − 2P) > 0 (2)
G′ = (C44 − P) > 0 (3)
According to our results concerning Cij , all stability criteria
are verified for pressures in the range 0–4 GPa, thus sug-
gesting that zinc blende MnTe is mechanically stable in the
studied pressure range.
In Fig. 4, we display the generalized elastic stability cri-
teria as a function of applied pressure. Note that as pressure
increases, K increases as well. This is not the case of G and
G′ which decrease monotonically with raising pressure. It
is worth noting that G vanishes at about 4.23 GPa.
Fig. 4 Generalized elastic stability criteria, G, G′, and K , versus
pressure for zinc blende MnTe
3.3 Optical Properties
To characterize the linear optical properties of semiconduct-
ing materials that have a cubic symmetry, one has to deal
only with one dielectric tensor component. In this respect,
the dielectric function imaginary part is obtained using the
same methodology as that reported in Ref. [42], whereas
the dielectric function real part is derived from the imag-
inary one using the Kramers-Kronig expression. Figure 5
shows the computed optical real and imaginary parts of the
dielectric function for zinc blende MnTe at zero pressure
and under pressure of 4 GPa. From an inspection of Fig. 5,
one notes that the real and imaginary parts of the dielec-
tric function exhibit almost the same qualitative behavior
with some differences in details. We observe that for smaller
frequencies, the curve of the real part exhibits a maximum
close to the absorption edge. This maximum is followed by
regions with the general tendency for reduced intensity. A
similar trend has been reported by Khan and Bouarissa [43]
for ZnS using ab initio molecular dynamics simulation. The
applied pressure of 4 GPa seems to decrease the maximum
of the main peak without affecting the shape of the peak.
The decrease of the peak can be explained by the inter-
band transitions that change under pressure. The general
shape of the real part is that expected for a harmonic oscil-
lator. The latter has a resonant frequency at around 7 eV.
The applied pressure shifts the resonant frequency slightly
towards higher frequencies. This is due to the change in
the separation between the average bonding-anti-bonding
energy level under applied hydrostatic pressure. As far as
the imaginary part is concerned, one can note the pres-
ence of peaks followed by regions that are modulated by
peak structures which are related to critical points in the
Fig. 5 Real and imaginary parts of the dielectric function for zinc
blende MnTe at zero pressure and under 4 GPa pressure
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Brillouin zone. The peaks are affected by pressure where
their maximum is decreased. This has been accompanied
by a shift of all positions of critical points with a change
in energy with respect to that at zero pressure. This may
be due to the change of the direct band gaps under applied
pressure. Although these peaks are quantitatively affected
under hydrostatic pressure, their shapes seem to remain
almost similar to these at zero pressure. The decrease of
the maximum of the central peak of the imaginary part of
the dielectric constant with raising hydrostatic pressure is
explained by the decrease of the lattice constant under pres-
sure. The shift of the positions of the critical points under
applied pressure involves a transition between valence and
higher conduction bands at the Brillouin zone center and
along the [111] direction.
The penetration into a material of the light of a particu-
lar wavelength before its absorption can be determined by
the optical absorption coefficient. The latter has been calcu-
lated as a function of the photon energy at zero pressure and
under 4 GPa pressure and is displayed in Fig. 6. Note that
at zero pressure when increasing the photon energy up to
about 8 eV, the optical absorption coefficient increases and
then it decreases and vanishes at a photon energy of about
23 eV. When pressure is applied, the peaks of the optical
absorption coefficient spectra decrease in magnitude. Nev-
ertheless, this behavior seems to depend on the energy of
light which is being absorbed.
Figure 7 shows the optical conduction of zinc blende
MnTe at zero pressure and under 4 GPa pressure plotted
against the photon energy. Note that the optical conduction
depends strongly on the photon incident energy (wave-
length). It reaches its maximum when the photon energy
is in the range 5–10 eV, and it vanishes for photon ener-
gies beyond the value of about 23 eV. The applied pressure
Fig. 6 Optical absorption coefficient spectrum for zinc blende MnTe
at zero pressure and under 4 GPa pressure
Fig. 7 Optical conductivity spectrum for zinc blende MnTe at zero
pressure and under 4 GPa pressure
of 4 GPa leads to the decrease of the optical conductivity.
The effect seems to be more important in the photon energy
range 5–10 eV. The decrease of the optical conductivity
under applied pressure suggests the decrease of the rate at
which electrons absorb incident photons for a given energy.
The energy loss of fast electrons traversing in a semi-
conductor material is described by the energy loss function.
For that purpose, the electron energy loss function for
zinc blende MnTe at zero pressure and under 4 GPa pres-
sure has been computed. Our results are shown in Fig. 8.
In these spectra, one can note peaks that represent the
Fig. 8 Electron energy loss spectrum for zinc blende MnTe at zero
pressure and under 4 GPa pressure
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characteristic associated with the plasma resonance. The
plasma frequency corresponds to that plasma. When pres-
sure is applied, the plasma frequency is slightly shifted
towards smaller energies and the maximum of the peak is
reduced followed by a change in the shape of the spectrum.
4 Conclusion
In summary, the structural and mechanical properties and
optical spectra of the MnTe semiconductor compound were
investigated using the pseudopotential plane-wave method
in the LDA approach. The crystal structure of MnTe was a
zinc blende. Features such as lattice constant, bulk modu-
lus and its pressure derivative, elastic constants and some
of their related parameters, optical absorption coefficient,
real and imaginary parts of the dielectric function, opti-
cal conductivity, and electron loss function were studied,
and their dependence on hydrostatic pressure was analyzed
and discussed. Our results at zero pressure were found to
be in reasonably good agreement with the data reported in
the literature. The mechanical behavior was examined in
terms of ductility and brittleness, indicating that the mate-
rial of interest behaves in a ductile manner. The generalized
elastic stability criteria suggested that zinc blende MnTe
is mechanically stable in the pressure range of 0–4 GPa.
The influence of pressure was found to affect significantly
all the properties of interest, thus giving new physical
parameters.
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Abstract MnS is a semiconductor material that can be
used in solar cell coatings as window/buffer material and
in many other applications. The present contribution deals
with the optical properties of MnS in the zinc-blende struc-
ture using ab initio calculations within the generalized gra-
dient approximation. Features such as dielectric function,
refractive index, reflectivity, optical absorption, conductiv-
ity, and electron loss function spectra have been reported
and their pressure dependence has been examined and dis-
cussed. The information gathered from the present study can
be useful for photovoltaic applications.
Keywords Optical properties · MnS · Pressure · Ab initio
1 Introduction
Bulk Mn chalcogenides including S, Se, and Te have
attracted much attention due to their interesting optical,
transport, and magnetic properties [1–4]. Manganese sul-
fide (MnS) is one of these materials which crystallizes in
either the cubic structure (NaCl or zinc-blende) or in the
hexagonal structure (NiAs) [1]. All Mn chalcogenides can
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be stabilized artificially in the zinc-blende structure either
by alloying with II–VI type semiconductors or by epitaxial
growth [1]. Nevertheless, MnS was grown in the cubic zinc-
blende structure (β-MnS) in bulk [1]. The material can be
used in many applications which include blue green emit-
ters, solar cell coatings as window/buffer material, and as an
optoelectronic material for short wavelength [2].
The optical properties of semiconducting materials play
an important role in the determination of their optoelec-
tronic properties for devices. The MnS optical properties
have also raised considerable interest in protobiology [5].
Very recently, MnS has been employed as an electrode
material in Li-ion batteries [6, 7] and as a supercapacitor
material [8, 9] demonstrating thus interesting energy-related
applications.
The study of various properties of materials under pres-
sure has been of great interest both theoretically and exper-
imentally [10–15]. This is due to the developments of the
diamond-anvil technique on one side, and the range exten-
sion for x-ray measurements under static pressures on the
other side. Besides, the development of computers has made
it possible to deal with first-principle calculations for study-
ing the variation in the properties of materials as pressure
is changed. This provides useful complementary data to the
experimental investigations.
Although there exists some theoretical and experimental
studies on physical properties of MnSe and MnTe materi-
als [1, 3, 4], there has been relatively only a little work on
the fundamental properties of MnS [2]. For that purpose,
the present work reports on the optical properties of MnS
in the zinc-blende structure and their hydrostatic pressure
dependence for pressures covering the full stability range
of the zinc-blende structure. The calculations are performed
using first-principle pseudopotential calculations within the
generalized gradient approximation (GGA).
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2 Computational Method
All the calculations performed in this work are based on
a pseudopotential plane-wave method using the CASTEP
code [16]. The interaction between valence electrons and
ion cores of Mn and S is treated using the Vanderbilt-type
ultra-soft pseudopotentials [17]. The exchange correlation
term is treated within the GGA of Perdew et al. [18].
The plane wave cutoff energy is set to be 400 eV. The
Monkhorst and Pack k point meshes [19] are used in order
to perform the Brillouin zone integrations with a 12 ×
12 × 12 special k points mesh. The Broyden-Fletcher-
Goldfarb-Shanno minimization technique as reported in ref.
[20] is used so as to optimize geometries of MnS. The
spin polarization of the material under study is taken into
consideration in the present calculation. As far as the elec-
tronic minimization is concerned, the electronic occupation
is smeared with a smearing width of 0.1 eV using a Gaussian
scheme.
The tolerances for the geometry optimization are taken in
such a way that the difference in the total energy is within
5 × 10−6 eV/atom, the maximum ionic Hellmann-Feynman
force is within 0.01 eV/Å.
3 Results and Discussion
The optical response function which includes both the real
ε1(E) and imaginary ε2(E) parts of the dielectric function,
for zinc-blende MnS at zero and under 1.3 GPa, where E
is the photon energy, is displayed in Fig. 1. Analysis of the
ε1(E) and ε2(E) curves show that both quantities of inter-
est behave in a similar manner. The main peak of ε1(E) is at
Fig. 1 Real and imaginary parts of the dielectric function spectra for
zinc-blende MnS at zero and under 1.3 GPa pressures
E = 3.50 eV, whereas that of ε2(E) occurs at E = 5.20 eV.
The latter comes from transitions at the M point. The max-
imum of ε1(E) is generally close to the absorption edge.
It is followed by regions that have tendencies for reduced
intensity. Khan and Bouarissa [21] have reported the same
trend for ZnS compound semiconductor using first-principle
calculation based on molecular dynamics simulation. Pro-
nounced peaks are following the main peaks. These peaks
are essentially attributed to the optical transitions. Upon
compression (i.e., at pressure of 1.3 GPa), the positions of
the peaks are slightly shifted, but their shape remains almost
the same. This small shift of zero-pressure positions under
compression involves transition between the valence and
conduction bands. By observing the general shape of ε1(E)
at a pressure of 1.3 GPa, one may suggest that the reso-
nant frequency is not significantly affected by pressure and
hence, the average bonding-anti-bonding separation energy
level in zinc-blende MnS is not highly affected by pres-
sure of 1.3 GPa. As a matter of fact, applied pressure will
increase the (–) direct band gaps which leads to a shift
of the position of all critical points. This happens with an
increase or a decrease of energy comparative to that at zero
pressure.
The refractive index (n) is an important fundamental
parameter in device design [22–25]. The computed n(E)
spectrum for MnS at 0 and 1.3 GPa pressures is shown in
Fig. 2. Note that at zero pressure, there is an appearance of
peaks which originated from the excitonic transitions that
occurs at the E0 edges. The peaks are only slightly affected
by pressure of 1.3 GPa where a weak shift can be observed.
This may be attributed to the small change in the band gap
energy at a pressure of 1.3 GPa as compared to that at zero
pressure. Excitonic effects are reported to have the tendency
Fig. 2 Refractive index spectrum for zinc-blende MnS at zero and
under 1.3 GPa pressures
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to increase the oscillator strength at both M0 and M1 points
[26, 27]. The strongest peak in n(E) spectrum is related
essentially to the 2D exciton transition (E1). Upon compres-
sion of 1.3 GPa, this peak is only slightly shifted and hence,
the 2D exciton transition (E1) in MnS is not significantly
affected by a pressure of 1.3 GPa. At zero pressure, our find-
ings predict a value of 2.75 for the static refractive index of
MnS in the zinc-blende structure.
The knowledge of the complex dielectric function ε(E)
allows one to derive another measurable quantity, the reflec-
tivity spectrum. Our results for MnS at 0 and 1.3 GPa
pressures are plotted in Fig. 3. Note that the maximum of the
reflectivity has a value of about 44.7% and occurs at around
ω = 12 eV. The peak at this point is related to the interband
transitions that are modified by excitonic effects. Generally,
the lowest frequency region is dominated by a structure that
is originates from the energy band gap at  point which is
of type M0. At higher frequency region, the peaks become
broader and are due to interband transitions. The width of
these peaks is due to phonon-phonon scattering. The lat-
ter damps the vibrations. Applied pressure of 1.3 GPa leads
to a slight shift of the reflectivity spectrum towards higher
frequencies (energies) with a general tendency of the reflec-
tivity peaks to become higher. Nevertheless, the reflectivity
spectrum shape remains almost the same.
Before it is absorbed, the light of a given wavelength pen-
etrates for a certain distance into the material. This distance
can be determined by a physical parameter that is called
the optical absorption coefficient. In the present paper, this
coefficient has been computed with photon energy in zinc-
blende MnS at zero pressure and under pressure of 1.3
GPa. Our results are illustrated in Fig. 4. Note that at zero
pressure, the optical absorption coefficient increase with
Fig. 3 Reflectivity spectrum for zinc-blende MnS at zero and under
1.3 GPa pressures
Fig. 4 Optical absorption coefficient spectrum for zinc-blende MnS
at zero and under 1.3 GPa pressures
increasing the photon energy up to about 11 eV, then it
decreases and vanishes for photon energy beyond 25 eV.
Applied pressure of 1.3 GPa leads to a slight shift of the
optical absorption coefficient spectrum. From the quan-
titative point of view, the change in optical absorption
coefficient as shown in Fig. 4 (dotted curve) depends on the
energy of the absorbed light.
The optical conductivity is a good probe for the determi-
nation of the electronic characteristics of semi conducting
materials [28]. For that purpose, the optical conductivity
spectra of MnS at zero and under 1.3 GPa pressures as a
function of the photon energy are shown in Fig. 5. As can be
seen from this figure, the optical conductivity has a strong
dependence on the photon wavelength (energy). Its maxi-
mum is reached for a photon energy around 5.50 eV. When
Fig. 5 Optical conductivity spectrum for zinc-blende MnS at zero and
under 1.3 GPa pressures
Author's personal copy
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Fig. 6 Electron energy loss spectrum for zinc-blende MnS at zero and
under 1.3 GPa pressures
the photon energy goes beyond 25 eV, the optical conductiv-
ity vanishes. Upon compression of 1.3 GPa, the conductivity
seems to increase very slightly. Nevertheless, the general
shape of the spectrum remains similar to that at zero pres-
sure. Thus, the rate of absorption of incident photons by
electrons for a given energy is expected to be almost the
same.
Figure 6 displays the energy-loss spectrum of fast elec-
tron traversing in a MnS material at zero and 1.3 GPa
pressures. We note the existence of peaks in these spectra.
The most prominent of these peaks is identified as the plas-
mon peak. The latter is located at around an energy of 19.3
eV. In fact, a lot of the features of the dielectric function
imaginary part are represented by the electron loss function.
In the reflection spectrum, the electron energy loss peaks
correspond to the trailing edges. Under compression of 1.3
GPa, the plasma peak is shifted towards higher frequencies
(energies) and the electron loss energy seems to become
larger.
4 Conclusion
In conclusion, the optical properties of the MnS semicon-
ducting material in the zinc-blende structure were studied
using the pseudopotential plane-wave method in the GGA
approach. The pressure dependence of quantities such as
real and imaginary parts of the dielectric function, refractive
index, reflectivity, optical absorption, optical conductivity,
and electron loss function spectra were examined and dis-
cussed. Generally, our findings at zero pressure showed a
good agreement with the experimental data. The effect of
hydrostatic pressure of 1.3 GPa on the studied properties
was found to shift all spectra of interest. Nevertheless, the
shift was shown to be weak. The present study might be
useful for photovoltaic domain.
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A B S T R A C T
We investigate the structural phase transition, elastic constants and their related mechanical properties, stability
and optical response of zinc-blende MnSe by the pseudopotential plane-wave method within the generalized
gradient approximation using different parameterizations. At zero pressure, our findings show generally a
reasonably good accord with available data reported in the literature. Nevertheless, in most cases, our results are
predictions. The transition pressure from zinc-blende phase to NaCl phase is found to occur at pressure of 1 GPa.
The mechanical stability criteria are fulfilled for all pressures being considered in the present work. All features
of interest are affected by the presence of pressure leading to new physical properties of the material in question.
1. Introduction
The present work investigates the phase transition, mechanical
properties and optical spectra of MnSe under hydrostatic comparison.
The aim of the current contribution is to show to what extent the
pressure affects the features of interest. To our knowledge, this is the
first time such properties have been examined under pressure effect.
Manganese selenide is an inorganic compound with the chemical
formula MnSe. It possesses unique magnetic and magneto-optical
properties [1–3] with a large magnetic moment [4,5]. Similarly to other
manganese chalcogenides such as α-MnS and MnTe, the material in
question is anti-ferromagnetic at low temperatures (80–343 K) [6].
Thus, MnSe is an important functional semiconductor material that can
be used to fabricate dilute magnetic semiconductors [7–9] and re-
chargeable battery electrodes [10]. Furthermore, the material of in-
terest has been reported to be a good candidate for the realization of the
new topological magneto-electric effect [5,11,12]. In its bulk form,
MnSe is a wide band-gap semiconductor that can be found in several
forms [13].
High pressure has proven to be extremely efficient tool for in-
vestigating new materials and hence studies of semiconductor materials
under pressure effect have become a focus area in materials science and
condensed matter physics [14–22]. Pressure is a variable which in-
cludes physical and chemical changes comparable to the more familiar
effects of temperature [23,24]. As a matter of fact, the application of
external hydrostatic pressure to solid materials leads to an uniform
deformation of the crystal lattice which modifies the electronic band
structure and its related fundamental properties of the material under
investigation. Some fundamental properties of manganese chalcogen-
ides under pressure have been reported very recently in the literature
[25,26]. Nevertheless, only a limited studies have been reported for the
fundamental properties of MnSe semiconductor compound material
[5,6]. Moreover, to the best of the author's knowledge, no data have
been reported for the fundamental properties of MnSe under com-
pression. For that, further investigation of fundamental properties of
MnSe under hydrostatic compression are needed for eventual techno-
logical applications. This has prompted us to study the structural,
elastic and optical properties of MnSe in the zinc-blende structure at
zero and under hydrostatic pressure. The calculations are performed
using a pseudopotential plane-wave method as implemented in the
CASTEP code. More details about the method of calculations are given
in section 2.
2. Numerical treatment
In the present contribution, the calculations are performed in the
framework of the density functional theory (DFT) as implemented in
the CASTEP code [27]. The interactions of valence electrons with ion
cores for Mn(3d5, 4s2) and Se(4s2, 4p4) are described using the Van-
derbilt-type ultra-soft pseudopotentials [28]. The exchange and
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correlation potential is treated within the generalized gradient ap-
proximation (GGA) as parametrized by Perdew et al. (GGA-PBE) [29],
Wu and Cohen (GGA-WC) [30] and Perdew et al. (GGA-PBEsol) [31].
For the plane wave basis set, the cut-off is set to be 400 eV. The
Brillouin zone integrations are performed using the Monkhorst and
Pack k-point meshes [32] with a 12× 12×12 special k-points mesh.
These parameters have achieved the convergence for both the total
energy and the elastic moduli.
The optimized geometries of MnSe semiconductor binary compound
are obtained using the Broyden-Fletcher-Goldfarb-Shanno minimization
technique as described in Ref. [33]. Since MnSe is an important p-type
semiconductor which shows various properties namely super-
conductivity, semi-conductivity and magnetism [34], the spin polar-
ization is included in the calculations. As far as the electronic mini-
mization is concerned, the electronic occupation is smeared using a
Gaussian scheme with a smearing width of 0.1 eV.
The finite strain-stress method as described in Ref. [35] is used in
order to determine the single-crystal elastic coefficients (Cij). The de-
rivation of Cij has allowed the determination of the polycrystalline-
elastic parameters within the Voigt-Reuss-Hill approximation [36–39].
For the optimized geometry calculations, the convergence tolerance
is chosen to be less than 5× 10−6 eV/atom for the minimum energy,
0.01 eV/Å for the maximum force, 0.02 GPa for the maximum stress
and 5.0× 10−4 Å for the maximum displacement.
3. Results and discussion
3.1. Structural parameters and phase transition pressure
The computed structural parameters, namely the relaxed lattice
constant (a0), the unit cell volume (V0) and the inter-atomic bond
length (d0) for MnSe in the zinc-blende structure are listed in Table 1.
Also shown for comparison are the existing data from experiment and
previous theoretical calculations. Note that our determined a0 using
GGA-PBE approach is closer to experiment [40] than that calculated
previously by Zhou et al. [5] using DFT calculations via the Vienna ab
initio simulation package (VASP) within the GGA. Nevertheless, the use
of both GGA-WC and GGA-PBEsol approaches give better results as
compared to experiment than that obtained by GGA-PBE. The same
conclusion is drawn for V0. The equilibrium bulk modulus (B0) and its
first pressure derivative (B0′) have also been calculated. For that pur-
pose, the total energy versus volume for the material of interest has
been plotted as shown in Fig. 1. The data of Fig. 1 are then fitted to the
Birch-Murnaghan equation of states [41,42]. Our results concerning B0
and B0′ are presented in Table 1 along with the theoretical results re-
ported by Zhou et al. [5]. As regards B0, our GGA-PBE result seems to
agree well with that reported by Zhou et al. However, the use of GGA-
WC and GGA-PBEsol approaches give values that are overestimated
with respect to those of GGA-PBE obtained in this work and that
obtained by Zhou et al. [5]. As far as B0′ is concerned, our B0′ obtained
using the three different approaches, i.e. GGA-PBE, GGA-WC and GGA-
PBEsol appears to be much larger than that obtained by Zhou et al. On
the other hand, the B0′ value obtained using GGA-PBEsol is larger than
those of GGA-PBE and GGA-WC. In the absence of the experimental
results, no comment can be ascribed to this discrepancy.
In the thermodynamic language, a phase transition is due to the free
energy variation and occurs when the material structure changes. As a
matter of fact, the stability of any given structure corresponds to the
lowest Gibbs free energy, that is expressed as [18,43],
= + −G U PV TS (1)
In Eq. (1),U is the total internal energy, P represents the pressure,T
is the temperature, S represents the entropy and V is the volume.
In order to determine the phase transition pressure (Pt), the cell
parameters and atomic positions of both zinc-blende (B3) and NaCl (B1)
phases are optimized at T =0K. At this temperature, the Gibbs free
energy is exactly the enthalpy, i.e. Eq. (1) becomes = +H U PV . The
calculated enthalpies as a function of pressure for both B3 and B1
phases are displayed in Fig. 2. By observing Fig. 2 one can note that the
Gibbs free energy for B3 phase is more negative than that of B1 phase
for pressures ranging from 0 up to 1 GPa. This suggests that the B3
Table 1
Equilibrium lattice constant (a0), unit cell volume (V0), inter-atomic bond
length (d0), bulk modulus (B0) and pressure derivative of B0 (B0′) for zinc-
blende MnSe.
a0(Å) V0(Å3) d0(Å) B0(GPa) B0′
5.92a 51.96a 2.56a 49.78a 5.62a
5.85b 50.10b 61.76b 5.90b
5.85c 49.99c 62.70c 5.92c
5.88d 50.82d 47.5e 3.73e
5.806e 48.92e
a This work using GGA-PBE.
b This work using GGA-WC.
c This work using GGA-PBEsol.
d Exp. Ref. [40].
e Theor. Ref. [5].
Fig. 1. Total energy versus volume for zinc-blende MnSe.
Fig. 2. Enthalpy versus pressure for zinc-blende (B1) and NaCl (B3) phases of
MnSe.
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phase is more stable than the B1 phase in that pressure range. Never-
theless, beyond a pressure of 1 GPa, the Gibbs free energy for B1 phase
becomes more negative than that of B3 phase. This indicates that the B1
phase is more stable than B3 phase for pressures larger than 1 GPa. At a
pressure of 1 GPa, the two enthalpies versus pressure curves coincide
with each other. This suggests that the transition pressure (Pt) from B3
phase to B1 phase is 1 GPa for MnSe material. In the absence of both
experimental and theoretical data regarding Pt, our result is a predic-
tion that may serve as a reference for future studies on MnSe.
3.2. Elastic constants and mechanical stability under pressure
The elastic properties of solid materials provide important in-
formation on the elasticity and mechanical stability of these materials.
This is due to their link to various fundamental properties of materials
and their association with phonon acoustic waves [44–46]. In the
present contribution, the elastic constants (Cij) have been computed for
the zinc-blende MnSe. As a matter of fact, for cubic crystals such as the
case here, there are only three independent stiffness constants, namely
C11, C12 and C44. At zero pressure, our results yielded values of 60.60,
46.65 and 15.85 GPa for C11, C12 and C44, respectively. These values are
obtained when using the GGA-PBE approach. Nevertheless, the use of
the GGA-WC and GGA-PBEsol approaches seems to give values larger
than those obtained by GGA-PBE approach as shown in Table 2. To the
best of the author's knowledge, no data have been reported so far in the
literature for the elastic constants of zinc-blende MnSe. Hence, our
findings are predictions. The variation in Cij as a function of pressure for
the material of interest is illustrated in Fig. 3. We observe that all Cij's
increase monotonically with raising pressure. Nevertheless, the rate of
increase seems to be more important in the case of C11. It should be
noted that the use of different approaches for the exchange-correlation
potential shows a same qualitative behavior of Cij's although their
quantitative behavior is quite different.
To study the mechanical stability of the material in question, the
generalized elastic stability criteria as reported in Ref. [43] have been
used. Thus, the mechanical stability has been checked in terms of Cij's
and pressure as follows,
= + + 〉K C C P1
3
( 2 ) 011 12 (2)
= − − 〉G C C P1
2
( 2 ) 011 12 (3)
′ = − 〉G C P( ) 044 (4)
The evolution of the generalized elastic stability criteria, namely
K G, and ′G as a function of pressure using the GGA-PBE approach is
shown in Fig. 4. Note that both K and G parameters increase with
raising pressure from 0 up to 1 GPa, whereas ′G decreases with in-
creasing pressure in the range 0–1 GPa. However, all parameters (K G,
and ′G ) remain positive in the considered pressure range. This indicates
that all stability criteria in the pressure range 0–1 GPa are verified and
hence the material under investigation is mechanically stable in the
pressure range 0–1 GPa. It is worth noting that ′G decreases with in-
creasing pressure which makes it possible to become negative beyond
Table 2
Elastic constants (Cij) of zinc-blende MnSe at zero pressure using different
parameterizations for the exchange-correlation potential.




a This work using GGA-PBE.
b This work using GGA-WC.
c This work using GGA-PBEsol.
Fig. 3. Elastic constants (Cij) versus pressure for zinc-blende MnSe (a) using
GGA-PBE approach (b) using GGA-WC approach and (c) using GGA-PBEsol
approach.
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the pressure of 1 GPa, bearing in mind that beyond this pressure the
material of interest transforms from the zinc-blende phase into the NaCl
phase, which is still cubic (the generalized elastic stability criteria re-
main the same). In this case one may expect a mechanical instability of
MnSe. The same conclusion is expected when using the other ap-
proaches, namely GGA-Wc and GGA-PBEsol.
3.3. Optical properties and pressure effect
The imaginary part of the dielectric function for zinc-blende MnSe is
determined following the same methodology as that described in Ref.
[47] and then the real part of the dielectric function is evaluated from
the imaginary part by the Kramers-Kronig relationship. Our results at
zero and under 1 GPa pressure are shown in Fig. 5. As well known, the
imaginary part is the pandect of the optical properties for any materials
[48]. Both parts, i.e. real and imaginary, of the dielectric function show
almost a similar trend with some differences in details. At zero pressure,
the main peak of the real part of the dielectric function occurs at a
photon energy of about 3 eV, whereas that of the imaginary part
appears at a photon energy of approximately 5.5 eV. There are three
main peaks in the imaginary parts of the dielectric function plot of the
zinc-blende MnSe phase at zero GPa. For smaller frequencies, the real
part shows a maximum which is close to the absorption edge. There is
reduced intensity regions which follow this maximum. This trend is
consistent with that reported by Khan and Bouarissa [49] for ZnS using
ab initio molecular dynamics simulation. Applied pressure up to 1 GPa
induces an upward shift of the peaks located in the low frequency
(energy) region in the real part. Nevertheless, in the high frequency
region in the real part these peaks are shifted downwards. As far as the
imaginary part is concerned, these peaks are shifted towards lower
frequencies in the low frequency region and towards higher frequencies
in the higher frequency region. The shift of these peaks under applied
pressure of 1 GPa involves transition between the valence and con-
duction bands. The general shape of the real part is that expected for a
harmonic oscillator which has a resonant frequency of about 7.5 eV in
our case. The effect of pressure on both real and imaginary parts for
zinc-blende MnSe seems to be more pronounced than that for zinc-
blende MnS [26].
The refractive index is a useful parameter in the design and fabri-
cation of devices for technological applications [50–53]. The calculated
refractive index spectrum for zinc-blende MnSe at zero and under 1 GPa
pressure is shown in Fig. 6. By observing this figure, we note that at
zero pressure, a set of peaks can be seen. These peaks are originated
from the excitonic transitions. Under compression of 1 GPa, the peaks
are affected where they are shifted upwards in the low frequency (en-
ergy) regions and downwards in the higher frequency (energy) regions.
The strongest peak in the refractive index spectrum is mainly linked to
the 2D exciton transition. Applied pressure of 1 GPa shifts this peak
upwards indicating that the 2D exciton transitions in zinc-blende MnSe
are affected by pressure. Of particular interest, our results predict a
value of about 2.70 for the static refractive index in zinc-blende MnSe.
This value is predicted to increase approximately up to 3.25 when
pressure of 1 GPa is applied on MnSe material.
The electronic characteristics of semiconductors can be nicely ob-
tained using the optical conductivity as a probe [54]. Fig. 7 displays the
optical conductivity spectrum for zinc-blende MnSe at zero and under
1 GPa pressures plotted against the photon frequency (energy). We
observe that the optical conductivity depends strongly on the incident
energy of the photons. It is more important when the energy of photons
lies in the range 4–12 eV, and it vanishes for photon energies beyond
the value of approximately 25 eV. Upon compression of about 1 GPa,
Fig. 4. Generalized elastic stability criteria versus pressure for zinc-blende
MnSe.
Fig. 5. Real and imaginary parts of the dielectric function spectra for zinc-
blende MnSe at zero and under 1 GPa pressures.
Fig. 6. Refractive index spectrum for zinc-blende MnSe at zero and under 1 GPa
pressures.
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the optical conductivity increases. The increase seems to be more sig-
nificant in the photon energy range 3–8 eV. The behavior of the optical
conductivity under applied pressure indicates that the rate of the ab-
sorption of the incident photons by electrons increases under pressure.
4. Conclusion
The structural, mechanical and optical properties of the MnSe
semiconductor material in the zinc-blende structure were investigated
at zero and under hydrostatic pressure up to 1 GPa. The calculations
were performed using the pseudopotential plane-wave method in the
GGA approach using different parameterizations such as GGA-PBE,
GGA-WC and GGA-PBEsol. At zero pressure, the accord between our
results and those available in the literature was found to be satisfactory.
Nevertheless, in most cases our findings are predictions. To the best of
the author's knowledge, this is the first time the properties of interest of
zinc-blende MnSe under pressure have been studied. The transition
pressure for zinc-blende phase to NaCl phase was found to occur at a
pressure of 1 GPa. The material in question was found to be mechani-
cally stable in the pressure range of 0–1 GPa. Upon compression, all
features being studied in this work were found to be significantly af-
fected suggesting thus new physical properties for the material of in-
terest under pressure.
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Fig. 7. Optical conductivity spectrum for zinc-blende MnSe at zero and under
1 GPa pressures.
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Résumé 
e présent travail porte sur les études ab initio de la structure de la bande électronique et des 
propriétés dérivées des semiconducteurs composés magnétiques à base de Mn dans la 
structure zinc-blende. Les calculs sont effectués en utilisant la méthode des ondes planes 
pseudopotentielles à la fois dans l'approximation de la densité locale et dans l'approximation du 
gradient généralisé. Des caractéristiques telles que les bandes interdites d'énergie, la densité d'états, la 
transition de phase structurelle, les constantes élastiques et leurs propriétés mécaniques, la stabilité et 
les réponses optiques associées ont été étudiées. L'effet de la pression hydrostatique sur les propriétés 
d'intérêt a été examiné et discuté. 
À pression nulle, nos résultats montrent un bon accord raisonnablement avec ceux rapportés 
dans la littérature. Les critères de stabilité élastique généralisés ont montré que les matériaux en 
question sont mécaniquement stables dans toutes les plages de pression étudiées. La pression 
appliquée permet de modifier les paramètres structurels et mécaniques et de décaler toutes les bandes 
électroniques et tous les spectres optiques considérés, donnant ainsi de nouvelles propriétés 
fondamentales aux matériaux considérés. Les informations recueillies lors de la présente étude 




he present work deals with ab initio studies of electronic band structure and derived 
properties of Mn based magnetic compound semiconductors in the zinc-blende structure. The 
calculations are performed using the pseudopotential plane-wave method within both the 
local density approximation and the generalized gradient approximation approaches. Features such as 
energy band gaps, density of states, structural phase transition, elastic constants and their related 
mechanical properties, stability and optical responses have been investigated. The effect of 
hydrostatic pressure on the properties of interest has been examined and discussed.  
At zero pressure, our findings show reasonably good accord with those reported in the 
literature. The generalized elastic stability criteria showed that the materials in question are 
mechanically stable in all the studied pressure ranges. Applied pressure is found to change structural 
and mechanical parameters and to shift all electronic bands and optical spectra under consideration, 
giving new fundamental properties of the materials under consideration.  The information gathered 




 انًشكَّثح انًىطالخ ألشثاِ انًشرمح وانخظائض اإلنكرشوَي انُطاق نثُيح األول انًثذأ حساب تاسرعًال دساساخ انعًم هزا يرُاول
 اإلنكرشوَيح انكثافح دانيح َظشيح تاسرعًال انحساتاخ ذُجشي . انزَك كثشيريذ تُيح في Mn انًُغُيز عُظش عهً انمائًح انًغُطيسيح
 انًحهيح انكثافح ذمشية وهًا االسذثاط-انرثادل نطالح ذمشيثيٍ تاسرعًال  انًسرىيح األيىاج و انكارتح انكًىَاخ َظشيح إنً إضافح
 يثم يًيزاخ في انرحميك وذى  انًشوَيح و اإلنكرشوَيح،انثظشيح انثُيىيح، نهخظائض َظشيح دساسح ذًد ولذ .انًعًى انرذسج وذمشية
 ، تها انًشذثطح انًيكاَيكيح وانخىاص انًشَح وانثىاتد ، نهطىس انًشحهي واالَرمال ، انحاالخ وكثافح ، انطالح َطاق في انفجىاخ
 .َرائجها ويُالشح انذساسح ليذ انخظائض جًيع عهً انهيذسوسراذيكي انضغظ ذأثيش فحض ذى. انثظشيح واالسرجاتاخ وانثثاخ
 يعاييش أظهشخ ولذ. انساتمح األتحاز في انىاسدج ذهك يع يعمىل تشكم جيًذا اذفالًا َرائجُا ذظهش انًعذوو، انضغظ عُذ
 انًطثك انضغظ يريح. دساسرها ذًد انري انضغظ َطالاخ جًيع في ييكاَيكياً  يسرمشج انًعُيح انًىاد أٌ انًعًًح انًشَح االسرمشاس
 يعطي يًا ، فيها انُظش يرى انري انثظشيح األطياف وجًيع اإلنكرشوَيح انُطالاخ جًيع وذحىيم وانًيكاَيكيح انهيكهيح انًعايالخ ذعذيم
 انكهشوضىئيح نهرطثيماخ يفيذج ذكىٌ أٌ يًكٍ انذساسح هزِ في جًعها ذى انري انًعهىياخ. انًذسوسح نهًىاد جذيذج أساسيح خظائض
 .انجذيذج انكهشويغُاطيسيح  انطىتغشافيح وانرأثيشاخ
L 
T 
