Motivation: The rapid progress of gene expression profiling has facilitated the prosperity of recent biological studies in various fields, where gene expression data characterizes various cell conditions and regulatory mechanisms under different experimental circumstances. Despite the widespread application of gene expression profiling and advances in high-throughput technologies, profiling in genome-wide level is still expensive and difficult. Previous studies found that high correlation exists in the expression pattern of different genes, such that a small subset of genes can be informative to approximately describe the entire transcriptome. In the Library of Integrated Network-based Cell-Signature program, a set of $1000 landmark genes have been identified that contain $80% information of the whole genome and can be used to predict the expression of remaining genes. For a cost-effective profiling strategy, traditional methods measure the profiles of landmark genes and then infer the expression of other target genes via linear models. However, linear models do not have the capacity to capture the non-linear associations in gene regulatory networks. Results: As a flexible model with high representative power, deep learning models provide an alternate to interpret the complex relation among genes. In this paper, we propose a deep learning architecture for the inference of target gene expression profiles. We construct a novel conditional generative adversarial network by incorporating both the adversarial and ' 1 -norm loss terms in our model. Unlike the smooth and blurry predictions resulted by mean squared error objective, the coupled adversarial and ' 1 -norm loss function leads to more accurate and sharp predictions. We validate our method under two different settings and find consistent and significant improvements over all the comparing methods.
Introduction
Gene expression profiling is a powerful tool for measuring the expression of thousands of genes under a given biological circumstance. It provides a comprehensive view of cellular status and is therefore the basis for functional gene expression pattern characterization. Gene expression profiling has been widely used in the analysis of various cell conditions and regulatory mechanisms in response to different disturbances, thereby enabling the discovery of cellular functionality and differentiation during the pathogenesis of disease.
The rapid development of high-throughput technologies has contributed to the proliferation of large-scale gene expression profiles. Several public databases have been constructed to archive gene expression data for various biological states. For example, Gene Expression Omnibus (GEO) (Edgar et al., 2002 ) is a versatile data warehouse storing the gene expression measurement in different cells. The Connectivity Map provides a collection of gene expression profiles from curated human cells. The availability of these databases helps to improve the understanding of gene expression patterns in different cellular situations.
Gene expression analysis has facilitated recent biological studies in various fields, such as cancer classification and subtype discovery (Calon et al., 2015) , estrogen-receptor (ER) status determination (Mouttet et al., 2016) , drug-target network construction (Y ild ir im et al., 2007) , cell type detection (Darmanis et al., 2015) as well as the influenza infection susceptibility and severity analysis (Yan et al., 2015) . By assessing global gene expression profiles in colorectal cancer samples, researchers in (Calon et al., 2015) established the connection between elevated expression of mesenchymal genes in (Mouttet et al., 2016) . By integrating gene expression microarray data, researchers in (Y ild ir im et al., 2007) constructed a bipartite graph to analyze the association between drug targets and diseasegene products, providing a clue to new drug discovery. Moreover, microarray analysis in (Yan et al., 2015) identified significantly altered expression levels of several immune-related genes in mice susceptible to influenza A virus infection. Despite the rapid advances and widespread application of gene expression profiling, genome-wide profiling remains expensive and difficult when it comes to analyzing numerous cell types in response to different interferences (Nelms et al., 2016) . Therefore, how to accurately and efficiently evaluate the entire genome expression is still a key issue. According to previous studies, the expression patterns of different genes are highly correlated (Heimberg et al., 2016; Ntranos et al., 2016; Shah et al., 2016) . As is indicated in the cluster analysis of single-cell RNA-seq in (Ntranos et al., 2016) and (Shah et al., 2016) , genes from the same cluster exhibited similar expression patterns under different conditions. Given such a high correlation among gene expression profiles, it is reasonable to assume that only a small group of genes can be informative to approximate the overall genome expression. To determine the appropriate small subset of informative genes, researchers in the Library of Integrated Network-based Cell-Signature (LINCS) plan (http://www.lincspro ject.org/) performed principle component analysis (PCA) and identified $1000 genes that were sufficient to describe $80% of the information in the entire transcriptome (Duan et al., 2014) . This set of $1000 genes, called landmark genes, contains most of the information in the whole genome and can be used to predict the expression of other genes.
Based on the above findings, one credible and cost-effective strategy for large-scale gene expression profiling is to measure the expression profile of only landmark genes and then estimate the remaining target gene expression through an appropriate predictive model. Therefore, it is essential to construct effective computational methods to infer the target gene expression profiles from the landmark genes. The estimation of target gene expression profiles can be naturally formulated as a multi-task regression problem, where the prediction of one target gene can be formulated as one task. The most straightforward model is linear regression, which has been applied in the LINCS program. The LINCS program generated the landmark gene expression of $1.3 million profiles using L1000 technology, and adopt the linear regression model to infer the expression of the remaining target genes.
However, the regulatory network among genes is complicated, linear models do not have enough capacity to capture the non-linear relationship of the gene expression profiles (Guo et al., 2014) . Kernel models provide a way to introduce flexibility in representing the nonlinear relations among gene expression. However, in large-scale scenarios, kernel methods need to calculate an extremely large kernel matrix and therefore suffer from a high computational burden. In contrast, deep learning models are scalable and highly flexible, and have been widely applied to different biological problems, such as protein structure prediction (Lyons et al., 2014) , cancer classification (Fakoor et al., 2013) and population stratification detection (Romero et al., 2016) . The remarkable predictive power and flexibility of the deep learning model makes it a powerful alternative for effective inference large-scale gene expression profiles. Chen et al. (2016) applied deep neural networks to the multitask regression problem for gene expression inference. The authors constructed a fully connected neural network (abbreviated as D-GEX) that outperformed linear models. The success of the D-GEX model proves the prospect of deep learning models in driving the gene expression inference problem. However, D-GEX model uses standard mean squared error (MSE) loss function, which produces smooth and blurry results (Mathieu et al., 2015) . In other words, the use of MSE loss makes the model not capable of learning the high-frequency patterns in the data, thus performs poorly when data comes from multi-modal distribution. Also, training D-GEX model using the MSE loss is sensitive to outliers in the data, hence D-GEX is not a robust model. To deal with these problems, we propose a novel conditional generative model for robust and sharp estimation in the regression task. We consider adversarial loss found in generative adversarial networks (GAN) (Goodfellow et al., 2014) to estimate the target gene expression in a sharp and realistic approach. Moreover, we adopt ' 1 -norm loss to stabilize the adversarial training and make our model robust to outliers. We apply our model for predicting target gene expression profiles from two different gene expression data portal: GEO and genotype-tissue expression (GTEx) (Lonsdale et al., 2013) . Our model significantly outperforms previous methods on the inference of gene expression, and also provides insights into the correlation between different genes.
We would like to point out our main contributions as follows:
• Proposing a novel GAN for the problem of gene expression inference.
• Introducing an effective loss function consisting of the adversarial and ' 1 -norm losses for training the gene regression model.
• Outperforming alternative models with significant margins on two datasets according to different evaluation metrics.
Notation: here we summarize the notations used throughout the whole paper: Unless specified otherwise, upper case letters denote function, e.g. D, G. Bold lower case letters denote vectors, e.g. x; y; b. w i denotes the i-th element of vector w. Plain lower case letters denote scalars, e.g. a, c, k. Specially, n denotes the number of gene profiles. l denotes the dimension of the input feature vector, i.e. number of landmark genes. t denotes dimension of the output feature vector, i.e. the number of target genes. jjwjj denotes the ' 2 -norm of w:
2 Related work
Gene expression inference
Despite the progress observed in high-throughput sequencing and analysis techniques, genome-wide gene expression profiles under different perturbations and cellular conditions are still expensive and difficult (Nelms et al., 2016) . Therefore, how to keep a low-budget in gene expression profiling while making measurements as informative as possible remains a key issue. According to previous studies, gene expression is highly correlated, and genes with similar function show similar expression patterns in different experimental conditions. With such related structure inherited in gene expression, even a small number of genes can provide abundant information. Shah et al. indicates that a random collection of 20 genes capture $50% of the correlation information in the entire genome (Shah et al., 2016) . Recent advances in RNA-seq (Heimberg et al., 2016; Ntranos et al., 2016) also support the notion that a small subset of genes are rich enough to depict the overall information throughout the transcriptome.
In order to analyze the gene correlation structure and identify the subset of informative genes, researchers from the LINCS program have assembled the expression profiles from a total of 12 063 genes. They collect the data from GEO database using Affymetrix HGU133A microarrays, and calculate the maximum percentage of expected connections that can be recovered with a specific number of genes. The measurement of recovered connection is based on a comparable rank from the Kolmogorov-Smirnov statistic. According to the LINCS analysis, the researchers find that a set of only 978 genes can recover 82% of the observed connections in the whole transcriptome (Keenan et al., 2017) . The set of 978 genes are identified as landmark genes, which can be referenced for inferring the expression of other target genes in various cell types under different chemical, genetic and disease conditions.
Deep neural networks
In recent years, deep learning has shown impressive performance in wide range of applications, such as computer vision (Krizhevsky et al., 2012) , natural language processing (Collobert and Weston, 2008) , social network embedding (Wang et al., 2016) , speech recognition (Hinton et al., 2012a) and even biological science (Di Lena et al., 2012) . The competence of deep models is based on leaning hierarchical representations of data using scalable learning methods. However, learning wide and deep sets of features in multi-layer neural networks is a challenging task. To address this issue, several tricks and techniques are developed in the literature, including regularizations like dropout (Hinton et al., 2012b) , normalization layers like batch normalization (Ioffe and Szegedy, 2015) and weight normalization (Salimans and Kingma, 2016) , non-saturating activation functions like rectified linear unit (ReLU) (Nair and Hinton, 2010) and leaky rectified linear unit (LReLU) (Maas et al., 2013) , clever architectures like Inception model , ResNet (He et al., 2016; Zagoruyko and Komodakis, 2016) and DenseNet (Huang et al., 2017) and advanced optimization algorithms like Adam (Kingma and Ba, 2014) and AdaGrad (Duchi et al., 2011) .
In addition to these techniques, a powerful generative model, called GAN, is introduced in (Goodfellow et al., 2014) . While GAN is primarily developed to synthesize realistic images with great visual details, it is also widely appreciated due to the learning of loss function instead of manually designing the effective loss for the desired task. In particular, GAN objective includes a two-player minimax game between a generator and a discriminator networks. While the generator aims to fool the discriminator by synthesizing realistic images from arbitrary distribution (i.e. random noise), the discriminator tries to distinguish between the real and synthesized (i.e. fake) images. There are several studies (Denton et al., 2015; Karras et al., 2017) , which improved GAN by stabilizing the training process and producing higher quality images. Moreover, some studies enhanced the quality and diversity of synthesized images by conditioning the generation process on the class labels or text descriptions. The conditional GAN models are also successfully applied in image to image translation by learning the mapping function between input and output images (Isola et al., 2016; Zhu et al., 2017) . Furthermore, GAN has been adopted in different problems, such as semi-supervised image classification , object detection (Li et al., 2017) , speech enhancement (Pascual et al., 2017) and drug discovery (Benhenda, 2017) .
Although our model falls into the category of conditional GAN models, it is different from the previous works due to the new application of gene expression inference and the challenges in generating large dimension outputs with no spatial structure.
3 Conditional generative adversarial network for gene expression inference
Motivations
Given a set of gene expression profiles X ¼ fðx i ; y i Þg n i¼1 , where fx i g n i¼1 denotes n landmark gene expression profiles, and fy i g n i¼1 corresponds to target genes, our goal is to learn a multi-task regression model for mapping landmark genes to the corresponding target genes G : x ! y, that is appropriate for the inference of each y i given x i .
Although, the MSE loss is the first objective candidate for learning this mapping function, it suffers from different problems. For instance, if the prediction probability of target genes for a landmark gene x has two equally likely modes y and y 0 , then the average value y ave ¼ ðy þ y 0 Þ=2 will be the estimation with the minimum MSE loss, even if the y ave itself has very low probability. In other words, MSE loss makes the estimation as the average over possible modes, thus leads to blurry and smooth prediction results.
To address the inherently smooth predictions obtained from the MSE loss function, we propose a novel deep generative model, denoted by GGAN, for the inference of target gene expression from landmark genes. In particular, we adopt a conditional adversarial network as our model, where the generator plays the role of conditional distribution of the target genes given the landmark genes, and the discriminator assesses the quality of generated target genes compared to the ground truths. Consideringŷ i ¼ Gðx i Þ as the predicted target genes by the generator network, we train the discriminator to distinguish the real pairs ðx; yÞ from the fake pairs ðx;ŷÞ, and learn the generator to synthesize as realistic as possibleŷ samples to fool the discriminator.
In order to train the generator network, we combine the adversarial loss and ' 1 -norm loss functions. In contrast to the smoothing effect of MSE loss, adversarial loss selects a single mode and results in sharp predictions. The ' 1 -norm loss provides robust predictions to the outliers, and is also helpful in stabilizing the adversarial training. In another point of view, ' 1 -norm loss function captures the low frequency structure of samples, and adversarial loss learns the high-frequency parts of the data. Moreover, to guarantee that the output of our mapping function is stable w.r.t. the perturbation of random noises, we introduce consistency loss in our model such that the output should be similar when the input is added with different random noises. To make the motivation clear, we show the architecture of our model along with the applied loss functions in Figure 1. 
Deep generative model
The min-max adversarial loss for training the generator and discriminator networks in our model has the following form. (1) Note that the input to the discriminator network is the concatenation of landmark and target genes. This formation helps the generator to learn the joint distribution pðx; yÞ, thus produces the corresponding target genes to the landmark genes. It also guides the discriminator to learn the relationship between the landmark and target genes.
The ' 1 -norm loss function for training the generator network is:
min G E ðx;yÞ$pðx;yÞ ½jjy À GðxÞjj 1 :
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We also define the consistency loss for training the parameters of the generator as follows. 
where u and u 0 are the dropout noises that we add to the input and hidden layers of the generator network.
Training the GAN models to generate the large dimension samples using the adversarial loss is very challenging. There are some studies that propose tricks like patch-GANs (Zhu et al., 2017) , in which the discriminator only sees a small patch of input image, or progressive GAN (Karras et al., 2017) , in which the generator network is expanded by adding layers during training and the size of generated images is increased as a result. However, we cannot use these tricks, since they are developed for the image data with spatial structure. In order to tackle this issue, we develop the idea of multiplying a binary mask to the inputs of discriminator network. The mask is constructed using the random Bernoulli distribution with probability p mask , having 0 and 1 elements. We start training using the mask with the high probability (i.e. having more zero elements) to only show the small portion of genes to the discriminator, and then progressively decrease the probability to finally show all the genes to the discriminator at the end of training process. The empirical approximation of the adversarial loss with the incorporated mask has the following form:
where m i represents the mask. Note that the mask only applies to the target genes in order to simplify the generation task. Also, the masks for ðx i ; y i Þ and ðx i ; Gðx i ÞÞ in each training step are same in order to show same set of target genes to the discriminator. Besides, we scale up the values of target genes by multiplying by 1=p mask during training to keep the output activation intact. This mask not only increases the difficulty level of generation task progressively and stabilize the adversarial learning, but also considers the target genes conditionally independent. The ' 1 -norm and consistency loss functions can be also approximated by the following empirical losses.
Combining the three loss terms in Equations (4), (5) and (6), we define the joint loss for training the generator network as
where k adv and k cons are the hyper-parameters to balance the role of different loss terms. To update the parameters in generator G and discriminator D, we adopt gradient-based optimization, which is the most popular method for optimizing neural networks. The stochastic gradient descent (SGD) methods are efficient in calculating the gradient yet introduce high variance in parameter updating thus leads to heavy fluctuation in the objective function. To handle this problem, minibatch SGD methods propose to update the parameter h w.r.t. each mini-batch X m ¼ fðx ti ; y ti Þg nt i¼1
given a general cost function Jðh; XÞ as follows:
X t and any two mini-batches are disjoint. Fig. 1 . Illustration of GGAN architecture and its loss functions. We use ðx; yÞ 2 R lþt to denote a gene expression profile, where x 2 R l corresponds to the landmark genes and y 2 R t represents the target genes. Our goal is to learn a generator function G which takes x as the input and outputŷ as the prediction of the target gene expression. To construct an appropriate prediction function G, we consider three loss terms in our model: Lcons ; L adv and L1. Lcons measures the consistency of the prediction from G when the input x is perturbed by random noise u and u 0 . L 1 measures the difference between the prediction vectorŷ and the ground truth y. For the term L adv , we construct a discriminator D which takes both ðx; yÞ and ðx;ŷÞ as the input. The discriminator D tries to distinguish the real' sample ðx; yÞ from the 'fake' sample ðx;ŷÞ while the G tries to predict the realisticŷ vector to fool the discriminator. L adv measures the adversarial loss in the game between the generator G and discriminator D
In our gene expression inference problem, we adopt a variant of mini-batch SGD methods to update the parameters in generator G and discriminator D for an efficient and stable update. We summarize the optimization steps in Algorithm 1.
Experimental results
In this section, we apply our model to gene expression data from three different projects, i.e. GEO, GTEx and 1000 Genomes (1000 G). The goal is to correctly predict the expression value of target genes based on the expression of landmark genes. In the meantime, we propose to interpret the role of each landmark gene in the inference of target gene expression, which may provide insights into the information captured by the landmark genes as well as the correlation between different genes.
Experimental setup

Datasets
We download three different publicly available datasets from https://cbcl.ics.uci.edu/public_data/D-GEX/ for this analysis, which includes: the microarray-based GEO dataset, the RNA-Seq-based GTEx dataset data and the 1000 G RNA-Seq expression data.
The original GEO dataset consists of 129 158 gene expression profiles corresponding to 22 268 probes (978 landmark genes and 21 290 target genes) that are collected from the Affymetrix microarray platform. The original GTEx dataset is composed of 2921 profiles from the Illumina RNA-Seq platform in the format of Reads Per Kilobase per Million (RPKM). While the original 1000 G dataset includes 2921 profiles from the Illumina RNA-Seq platform in the format of RPKM.
We follow the pre-processing protocol in (Chen et al., 2016) for duplicate samples removal, joint quantile normalization and crossplatform data matching. Among the 22 268 genes in the GEO data, there are 10 463 genes having corresponding Gencode annotations in RNA-Seq. In the joint quantile normalization, we map the expression values in the GTEx and 1000 G datasets according to the quantile computed in the GEO data. The expression value has been quantile normalized to the range between 4.11 and 14.97. Finally, the expression value of each gene has been normalized to zero mean and unit-variance. After pre-processing, there are a total of 111 009 profiles in the GEO dataset, 2921 profiles in the GTEx dataset while 462 profiles in the 1000 G dataset. All the profiles correspond to 10 463 genes (943 landmark genes and 9520 target genes).
Baseline methods
In the LINCS program, the gene expression inference is based on the linear regression model:
where W is the weight matrix in the regression model. Thus, we include the least square regression (LSR) (8) model in the comparison as the baseline method. We also include two other linear models, which are LSR with ' 2 -norm regularization (LSR-L2):
and LSR with ' 1 -norm regularization (LSR-L1):
The introduction of regularization term in (9) and (10) reduces overfitting of LSR model. We also compare with the k nearest neighbor (KNN) method for regression, where the prediction of a given profile is formulated as the average of its k nearest profiles. Moreover, we compare with a deep learning method for gene expression inference (D-GEX) (Chen et al., 2016) to validate the performance of our GGAN model. The D-GEX model use a multi-task multi-layer fully connected neural network for regression. To the best of our knowledge, D-GEX is the only model that applies deep learning methods to the gene expression inference problem.
Evaluation metrics
The evaluation of the comparing methods is based on two different metrics, which are mean absolute error (MAE) and concordance correlation (CC). Given a set of input data fx i ; y i g n i¼1 , we denote the predicted expression set as fŷ i g n i¼1 . The definition of MAE is:
where MAE j indicates the MAE for the j-th target gene, and n 0 is the number of test samples.
The following equation shows the definition of CC:
where CC j indicates the CC for the j-th target gene, q is the Pearson correlation and r y j ; rŷ j and l y j ; lŷ j are the mean and standard deviation of y j andŷ j respectively.
Following the experimental protocol in (Chen et al., 2016) , we evaluate the methods under two different circumstances. Firstly, we use 80% of the GEO data for training, 10% of the GEO data for validation while the other 10% of the GEO data for testing. Secondly, we use the same 80% of the GEO data for training, the 1000 G data for validation while the GTEx data for testing. In the Algorithm 1 Optimization of GGAN via mini-batch SGD method.
Input: Input gene expression profile X ¼ fðx i ; y i Þg n i¼1 , where fx i g n i¼1 denotes n landmark gene expression profiles, and fy i g n i¼1 corresponds to target genes. Hyper-parameter k adv and k cons . Output: Generator function G and discriminator function D.
1.
for t ¼ 1,. . ., T do 4.
randomly choose mini-batch X t & f1; . . . ; ng of size b 5.
Update D by ascending along its stochastic gradient:
6. Update G by descending along its stochastic gradient:
7. end for 8. end for second scenario, the training, validation and testing comes from different platforms, which is designed to validate if comparing methods are capable of conducting regression models suitable for crossplatform prediction. We use the training data to construct the regression model, validation data for model selection and parameter setting, while the testing data to conduct the evaluation. For each method, we report the overall performance on the testing data. Since we adopt exactly the same setup of the data as in (Chen et al., 2016) , for the comparing method D-GEX we directly report the results in the paper (Chen et al., 2016) . Moreover, as the CC value is not reported in the original paper of D-GEX, we rerun their released code (https://github. com/uci-cbcl/D-GEX) to get the CC value for comparison in Tables 1  and 3 . For D-GEX, we report its best results w.r.t. MAE among different setting of hidden layers and hidden units.
Implementation details
We use similar architecture for the both datasets, train the networks only using the training sets, tune the hyper-parameters via the validation sets, and report the results on the test sets. For the generator network, we employ a DenseNet (Huang et al., 2017) architecture with three hidden layers, each one containing 9000 hidden units. For the discriminator, we use a fully connected network with one hidden layer including 3000 hidden units. We consider LReLU (Maas et al., 2013) with leakiness ratio 0.2 as the activation function of all layers except the last layer of generator network, which has linear function due to the mean-zero and unit-variance data normalization. Moreover, we set the maximum and minimum learning rates to 5 Â 10 -4 and 1 Â 10 -5, respectively, and linearly decrease it during training with the maximum epoch 500. Adam algorithm (Kingma and Ba, 2014 ) is adopted as our optimization method with the default hyper-parameters
The batch size is set to 200. We also utilize weight normalization (Salimans and Kingma, 2016) as layer normalization to speed up the convergence of training process. The parameters of all layers are all initialized by Xavier approach (Glorot and Bengio, 2010) . We also select dropout, k cons , and k adv from dropout set ¼ f0:05; 0:1; 0:25g; k set cons ¼ f1; 10; 50g, and k set adv ¼ f0:1; 1; 5g, respectively. We use Theano toolbox for writing our code, and run the algorithm in a machine with one Titan X pascal GPU.
Furthermore, we replace the original adversarial loss in the GAN models with the least-squares loss in (Mao et al., 2017) . We find that this loss leads to more stable training of our model, and paralytically provides better experimental results. In particular, we optimize the generator and discriminator parameters with the following least square loss instead of the sigmoid cross entropy loss function in Equation (4).
Prediction of GEO data
We first present the comparison results on the GEO data in Table 1 .
The results for GGAN model are obtained from the DenseNet architecture. We can observe apparent improvement of our model over other methods. First of all, deep learning models (D-GEX and GGAN) always performs better than linear models (LSR, LSR-L1 and LSR-L2), which indicates the superiority of deep models in interpreting the non-linear association between different genes. Moreover, we can notice that GGAN model gains significantly better performance than D-GEX, which validates the success of applying the adversarial mechanism in the gene expression inference problem. Compared with D-GEX with MSE loss, our model considers both adversarial loss and ' 1 -norm loss, thus make more sharp and realistic prediction results. To show that the major superiority of GGAN over D-GEX comes from the adversarial mechanism in our model design, we further compare D-GEX and GGAN with exactly the same structure (both models use fully connected network with varying number of hidden units and hidden layers). We present the comparison results in Table 2 and we can find GGAN consistently outperforms 
The results of D-GEX is based on a network with three hidden layers and 9000 hidden units in each layer (best structure reported). The results of GGAN is based on the DenseNet architecture. The results of the comparing models are obtained by us running the released codes, except the one marked by (() on top that is reported from the original paper. Better results correspond to lower MAE value or higher CC value. Note: Both models are constructed with the same fully connected neural network structure. 
The results of D-GEX is based on a network with two hidden layers and 9000 hidden nodes in each layer (best structure reported). The results of GGAN is based on the DenseNet architecture. The results of the comparing models are obtained by us running the released codes, except the one marked by (() on top that is reported from the original paper. Better results correspond to lower MAE value or higher CC value D-GEX regardless the setting of hidden layers and hidden units. This observation further validates that the use of adversarial loss and ' 1 -norm loss in GGAN model overcomes the blurry and smooth prediction from D-GEX and make better inference for target genes.
Prediction of GTEx data
Furthermore, we present the results for the cross-platform prediction, where we use GEO data for training, 1000 G data for validation while GTEx data for testing. We summarize the comparison results in Tables 3 and 4 . Our model still gains significant advantage over the comparing methods, which indicates that our GGAN model is capable of capturing the cross-platform information, such that the model constructed on the GEO data predict well for the inference of GTEx data.
Visualization
In this subsection, we plot several visualization figures to show the role of different landmark genes in the gene expression inference problem. We adopt the layer-wise relevance propagation (LRP) (Bach et al., 2015) method to calculate the importance of landmark genes. In Figure 2 , we look into the results from the fully connected networks (structure for results in Table 2 on the GEO data). Firstly, we divide the gene expression profiles into 20 clusters and then use LRP to calculate the relevance score of landmark genes w.r.t. each profile cluster. Figure 2a and b indicate that the landmark gene expression patterns for various profile groups are different, which replicates the findings in previous cancer subtype discovery and cancer landscape study that different Note: Both models are constructed with the same fully connected neural network structure. (Kandoth et al., 2013; Speicher and Pfeifer, 2015) . Next, we analyze the relationship between landmark genes and target genes. We cluster the target genes into 20 groups and calculate the overall relevance score of landmark genes in the prediction of each target gene cluster. For a clear visualization, we group the landmark genes into 10 clusters and display the association between landmark gene clusters and target gene clusters in Figure 2d . We can notice apparent difference in the relevance patterns for different target gene clusters, yet some similarity among certain clusters, e.g. cluster (column) 5, 10 and 14. Cluster 5, 10 and 14 show consistent lower relevance value with the landmark genes, while cluster 14 shows higher correlation with the sixth landmark gene cluster than others. This finding has also been validated by previous gene cluster analysis (Medema et al., 2015) , where gene cluster information is related to the structure of biosynthetic pathways and metabolites.
Moreover, we plot the illustration results on the prediction of GTEx data in Figure 3 and find similar result as in GEO data. It is notable that our model for the prediction of GTEx data is training on the GEO data, which validates that our model is able to appropriately capture the relation among genes for the cross-platform prediction.
Conclusion
In this paper, we proposed a novel conditional generative model for gene expression inference. Compared with previous deep learning models considering minimum squared error loss that render blurry results, our model employed the coupled adversarial loss and ' 1 -norm loss to make the regression results sharp and realistic. We validated our model on the inference of two different datasets, GEO and GTEx, and found consistent and significant improvements over all the counterparts. Moreover, we looked into the role of landmark genes in the prediction and identified different relevance pattern, which provided insights into the relations among gene regulatory networks. In the future, we will investigate how to incorporate the profiles with only landmark gene measurement available using semi-supervised framework. Also, it would be interesting to employ the cluster structure among profile samples in the prediction to strengthen the inference of target gene expression.
