The majority of modern deep learning models are able to interpolate the data: the empirical loss can be driven near zero on all samples simultaneously. In this work, we explicitly exploit this interpolation property for the design of a new optimization algorithm for deep learning. Specifically, we use it to compute an adaptive learning-rate given a stochastic gradient direction. This results in the Adaptive Learning-rates for Interpolation with Gradients (ALI-G) algorithm. ALI-G retains the advantages of SGD, which are low computational cost and provable convergence in the convex setting. But unlike SGD, the learning-rate of ALI-G can be computed inexpensively in closed-form and does not require a manual schedule. We provide a detailed analysis of ALI-G in the stochastic convex setting with explicit convergence rates. In order to obtain good empirical performance in deep learning, we extend the algorithm to use a maximal learning-rate, which gives a single hyper-parameter to tune. We show that employing such a maximal learning-rate has an intuitive proximal interpretation and preserves all convergence guarantees. We provide experiments on a variety of architectures and tasks: (i) learning a differentiable neural computer; (ii) training a wide residual network on the SVHN data set; (iii) training a Bi-LSTM on the SNLI data set; and (iv) training wide residual networks and densely connected networks on the CIFAR data sets. We empirically show that ALI-G outperforms adaptive gradient methods such as Adam, and provides comparable performance with SGD, although SGD benefits from manual learning rate schedules. We release PyTorch and Tensorflow implementations of ALI-G as standalone optimizers that can be used as a drop-in replacement in existing code (code available at https://github.com/oval-group/ali-g).
Introduction
Training a deep neural network is a challenging optimization problem: it involves minimizing the average of many high-dimensional non-convex functions. In practice, the main algorithms of choice are Stochastic Gradient Descent (SGD) [RM51] and adaptive gradient methods such as AdaGrad [DHS11] or Adam [KB15] . In recent work, the ability to interpolate -i.e. to achieve near zero loss on all training samples simultaneously -has been shown to help convergence of SGD [MBB18, VBS19, ZYZ
+ 19]. This property is usually satisfied in supervised deep learning because of the empirical success of over-parameterized architectures. However, while the convergence analyses provide a better theoretical understanding of SGD, they do not help improve its practical behavior.
In this work, we open a different line of enquiry, namely: can the interpolation property be used to design a robust and efficient optimization algorithm for deep learning? In order to answer this question, we begin by giving the following two desiderata of an optimization algorithm for deep learning: (i) an inexpensive computational cost per iteration (typically a call to a stochastic first-order oracle); and (ii) adaptive learning-rates that do not require a manually designed schedule.
In this work, we present ALI-G (Adaptive Learning-rates for Interpolation with Gradients), an algorithm that takes advantage of interpolation by design and satisfies both properties mentioned above. Key to the ALI-G algorithm are the following two ideas. First, an adaptive learning-rate can be computed for the non-stochastic gradient direction when the minimum value of the objective function is known [Pol69, Sho85, Brä95, NB01a, NB01b]. And second, one such minimum value is usually approximately known for interpolating models: for instance, it is close to zero for a model trained with the cross-entropy loss. By carefully combining these two ideas, we create a stochastic algorithm that provably converges fast in the convex setting and that can be used to train neural networks.
Procedurally, ALI-G can be seen as a variant of projected stochastic gradient descent with adaptive learning-rates. Crucially, since the adaptive learning-rates are computed in closed-form, ALI-G is completely hyper-parameter free in this form. In order to improve its empirical behavior with deep neural networks, we introduce a single hyper-parameter that controls the maximal learning-rate.
Contributions. We summarize the contributions of this work as follows: -We formalize how the interpolation property can be exploited to compute a learning-rate in closed form at each iteration. The resulting algorithm has the same computational cost per iteration as SGD, but it requires no hyper-parameter for its learning-rate.
-We provide convergence rates of ALI-G in various convex settings.
-We extend the formulation to use a maximal learning-rate, which offers an intuitive interpretation through the lens of proximal optimization and retains all convergence guarantees.
-Empirically, we demonstrate the usefulness and efficiency of ALI-G on learning a differentiable neural computer; training variants of residual networks on the SVHN and CIFAR data sets; and training a Bi-LSTM on the Stanford Natural Language Inference data set. This is a longer and more detailed version of the submitted paper. It provides additional theoretical results, and supplementary mathematical and visual interpretations. Incremental Subgradient Algorithms. Previous methods have exploited knowledge of the minimum value to compute an adaptive learning-rate, both in the deterministic case [Pol69, Sho85, Brä95] , and in the randomized one [NB01a, NB01b]. However, even the randomized variants of these algorithms required periodical computations of the full (non-stochastic) objective function, which is expensive for large data sets. In contrast, by exploiting interpolation, ALI-G has the same computational cost per iteration as SGD. Furthermore, our extension with a maximal step-size is crucial for good practical performance with deep neural networks.
Related Work
Adaptive Learning-Rate Algorithms.
[RM18] proposed the L 4 algorithm that also employs an adaptive learning-rate based on the minimum value of the objective function. However, in contrast to our method, which utilizes interpolation, L 4 estimates the minimum value at each iteration based on past stochastic iterates. While being more broadly applicable, L 4 requires additional hyper-parameters to heuristically compensate for the noise. In addition, L 4 does not come with convergence guarantees. We compare the updates of L 4 and ALI-G in section 3.4, and we empirically evaluate the L 4 algorithms in our experiments.
[BZK19] introduced the Deep Frank-Wolfe (DFW) algorithm to train deep neural networks by solving proximal linear support vector machine problems approximately. Though motivated differently, the DFW algorithm is procedurally close to ALI-G. However, DFW required the loss function to be piece-wise linear convex, while ALI-G can use most loss functions, including the cross-entropy loss. In addition, ALI-G offers convergence guarantees for the convex setting, thereby making it more theoretically appealing. In a concurrent work to ours, [VML + 19] show that one can use line search in a stochastic setting for interpolating models while guaranteeing convergence. However, in contrast to our work, the resulting algorithm requires more than one hyper-parameter (up to four), and the line-search is not computed in closed form. Note that we discuss their definition of interpolation and compare it to ours in section 3.3. Less closely related methods have proposed adaptive learning-rates without using the minimum for the computation of the learning rate [SZL13, TMDQ16, ZWW17, BCR + 18, WWB18, LO19].
The ALI-G Algorithm
We begin by presenting the optimization problem that we aim to solve in this work. Then we present a simplified setting to give an intuition of the ALI-G algorithm. Finally, we introduce the ALI-G algorithm and briefly describe some convergence results for stochastic convex optimization.
Problem Setting
Loss Function. We consider a supervised learning task where the model is parameterized by w ∈ R p . Usually, the objective function can be expressed as an expectation over z ∈ Z, a random variable indexing the samples of the training set:
where each z is the loss function associated with the sample z. We assume that each z is lower-bounded, which is the case for the large majority of loss functions used in machine learning. For instance, suppose that the model is a deep neural network with weights w performing classification. Then for each sample z, z (w) can represent the cross-entropy loss, which is always lower-bounded by zero. Other loss functions that are lower-bounded by zero include the structured or multi-class hinge loss, and the L 1 or L 2 loss functions for regression.
Regularization. It is sometimes desirable to employ a regularization function φ in order to promote generalization. In this work, we incorporate such regularization as a constraint on the feasible domain: Ω = {w ∈ R p : φ(w) ≤ r} for some value of r. In the deep learning setting, this will allow us to assume that the objective function can be driven close to zero without unrealistic assumptions about the regularization. Our framework can handle any constraint set Ω on which Euclidean projections are computationally efficient. This includes the feasible set induced by L 2 regularization: Ω = w ∈ R p : w 2 2 ≤ r , for which the projection is given by a simple rescaling of w. Finally, note that if we do not wish to use any regularization, we define Ω = R p and the corresponding projection is the identity.
Problem Formulation. The learning task can be expressed as the problem (P) of finding a feasible vector of parameters w ∈ Ω that minimizes f :
Also note that f refers to the minimum value of f over Ω: f min w∈Ω f (w).
A Simple Case: Non-Stochastic Update with Exact Minimum Known
Setting. In order to convey the intuition of our algorithm, we begin with a simple case. Specifically, we assume that f is known and we use non-stochastic updates: at each iteration, the full objective f and its derivative are evaluated. We now explain how this can be leveraged to inexpensively compute an adaptive learning-rate at each iteration. We denote by ∇f (w) the first-order derivative of f at w (e.g. ∇f (w) can be a sub-gradient or the gradient). In addition, we use the following notation: · is the standard Euclidean norm in R p , and Π Ω (w) is the Euclidean projection of the vector w ∈ R p on the set Ω. Note that all proofs are deferred to Appendix B for space reasons.
Non-stochastic Update with f Known. At time-step t, we define the following update:
where we loosely define 0 0 = 0 for simplicity purposes.
Interpretation. The update given by equation (2) is similar to projected gradient descent, with the crucial difference that the learning-rate γ t is given in closed form by equation (2) instead of being a hyper-parameter of the method. It can be shown that w t+1 lies on the intersection between the linearization of f at w t and the horizontal plane z = f . Note that since f is the minimum of f , the learning-rate γ t is necessarily non-negative.
The following proposition sheds further light on equation (2) in the unconstrained case:
Proposition 1. Suppose that the problem is unconstrained:
∇f (wt) 2 ∇f (w t ). Then w t+1 verifies:
where we remind that f is the minimum of f , and w → f (w t ) + ∇f (w t ) (w − w t ) is the linearization of f at w t .
wt w w t+1 f Loss function f Linearization at wt Minimum f Figure 1 : Illustration of the update (2) in an unconstrained uni-dimensional case. In this setting, w t+1 is the intersection between the linearization of f at w t and the minimum f .
In other words, w t+1 lies on the intersection between the linearization of f at w t and the horizontal plane z = f . Suppose that w t is not already an optimal solution of problem (P). Then in one dimension, this intersection is a single point, which thus defines w t+1 -see figure 1. In higher dimension, the intersection is a hyperplane of R p , and w t+1 is its member that is closest to w t .
Relationship to Existing Work. Consider the case Ω = R and f = 0, that is the unconstrained uni-dimensional setting where the minimum of f is 0. Then equation (2) coincides with an update of the Newton-Raphson method for finding roots.
In the more general case Ω ⊆ R p for some p ≥ 1 and f ∈ R, the update defined in equation (2) has also been proposed in previous works [Pol69, Sho85, Brä95, NB01a, NB01b]. However, the simplified scenario presented in this section uses unrealistic assumptions and is not practically useful, as we explain below.
Limitations. Equation (2) has two major short-comings that prevent its applicability in a machine learning setting. First, the computation of γ t requires exact knowledge of f , the minimum of f over Ω. In practice, this exact knowledge is not usually available. Thus we wish to use instead an approximation that is known in advance. Second, the update requires a full evaluation of f and its derivative. Stochastic extensions have been proposed in [NB01a, NB01b], but they still require frequent evaluations of f . This is expensive in the large data setting, and even computationally infeasible when using massive data augmentation.
Therefore we would like to design an algorithm extending the update (2) so that (i) it requires an easily obtainable approximation of f , and (ii) it relies only on stochastic estimates of f to compute the learning-rate γ t . The next section introduces the notion of uniform lower bound, which will allow us to achieve these two goals.
Uniform Lower Bound & Interpolation
Formal Definitions. Intuitively, a uniform lower bound on the problem (P) is a value that is lower than any value achievable by any single loss function z on its unconstrained domain R p . We formalize this below:
Definition 1 (Uniform Lower Bound). We say that b is a uniform lower bound on (P) if:
The definition above makes b a useful statistic to analyze the behavior of each loss function z around w , in a uniform way (that is, independently of z). The quality of a uniform lower bound b can be quantified by the notion of ε-interpolation:
Definition 2 (ε-Interpolation). Let b be a uniform lower bound on (P), w be a solution of (P) and ε ≥ 0 be a non-negative number. Then we say that w is an ε-interpolation for ((P), b) if:
Furthermore, when w is an ε-interpolation for ((P), b) with ε = 0, we say that w is a perfect interpolation for ((P), b).
By taking the expectation over equation (5), we can see that if w is an ε-interpolation for ((P), b), then we immediately have: f − ε ≤ b ≤ f . In other words, b is also an approximation of f by below, and its quality is quantified by ε. We further note that f does not satisfy the definition of a uniform lower bound in the general case. However when f actually is a uniform lower bound, for any solution w of (P), w is a perfect interpolation for ((P), f ).
Applicability in Practice.
We highlight that in many practical applications of deep learning, we already know a simple uniform lower bound for which the ε-interpolation assumption is verified. We detail this below.
Observation 1. Suppose that we employ a non-negative loss function (such as cross-entropy, hinge loss, mean-squared-error etc.). Then b = 0 is a uniform lower bound on problem (P). Furthermore, suppose that w is a solution of (P) such that ∀z ∈ Z, z (w ) ≤ ε. Then w is an ε-interpolation for ((P), b = 0).
To illustrate this further, consider the use case of a neural network performing classification, and suppose that the model is trained with the cross-entropy loss and L 2 regularization. Let us further assume that the number of parameters of the neural network is significantly larger than the number of training samples, and that the data is consistently labeled. Due to the over-parameterization, the model is able to interpolate the data. In other words, it is possible to find parameter values w such that the cross-entropy loss of each training sample is at most ε 1. In such a case, w is an ε-interpolation for ((P), b = 0). Crucially, we have not made any assumption on the value of the L 2 regularization, which can be significantly greater than 0 at w . This shows the advantage of including the regularization as a constraint rather than as an objective term: it avoids the unrealistic assumption of a regularization close to 0 at w .
On the Definition of Interpolation. Note that similarly to [MBB18], our definition of interpolation is based on function values, while the one of [VML + 19] relies on gradient norms. These definitions are equivalent if the loss functions are convex, but they differ otherwise. In particular, they are different in the non-convex setting of optimization for deep learning. Our definition of interpolation, which uses function values, is more natural for our algorithm since our step-size exploits function values and function distances to the minimum.
The ALI-G Algorithm
Now that we have defined the notion of uniform lower bound, we assume that we have access to one such value (e.g. 0 for a neural network), and we denote it by b. In this section, we explain how the uniform lower bound can be leveraged to inexpensively compute an adaptive learning-rate at each iteration. In comparison with the update of equation (2), we will use b instead of f to compute the learning-rate, and we will rely on stochastic estimates of f and its gradients only. In other words, each update will only use (b, zt (w t ), ∇ zt (w t )) instead of (f , f (w t ), ∇f (w t )).
Sampled loss function z t Linearization at wt Uniform lower bound b
Figure 2: Illustration of the ALI-G update in an unconstrained uni-dimensional case. Compared to figure 1, the learning-rate is computed for the sampled loss function zt instead of the full objective f , and uses a uniform lower bound b rather than the exact minimum f . If we assume ε-interpolation, then we have
Update. The update of ALI-G is illustrated in figure 2 . At each time-step t, it can be written as:
Note that the definition of the uniform lower bound b guarantees that γ t ≥ 0. The term δ ≥ 0 is a positive constant for numerical stability, which we usually choose to have a very small positive value. This constant is required to be non-zero whenever b < f in order to avoid division by zero (while the numerator remains non-zero).
Comparison. In comparison with equation (2), we emphasize that we use b instead of f . We further note that given knowledge of b, the learning-rate given in equation (6) is inexpensive to compute. Indeed, it only requires zt (w t ) and ∇ zt (w t ), both of which are usually available in practice (in contrast to f (w t ) and ∇f (w t ) as before). Furthermore, we point out that γ t can again be interpreted as the solution of a proximal problem. Indeed, a result very similar to Proposition 1 can be shown in the case Ω = R p and δ = 0, by simply replacing f by z and f by b. The L 4 algorithms [RM18] use a similar update to (6). The crucial difference is that instead of the uniform lower bound b, they use an estimate of the minimum that is based on past iterations. This estimation requires three hyper-parameters in practice. In contrast, provided that b is known in advance, ALI-G requires none.
The ALI-G Algorithm with a Maximal Learning-Rate
We wish to train deep neural networks with the ALI-G algorithm. However, the resulting steps are sometimes too large in practice, thus causing oscillations and preventing convergence. Indeed, the convergence guarantees of this work do not apply to the non-convex problem of training a deep neural network. Therefore we would like the algorithm to take more conservative steps in a controllable way. In this section, we show how truncating the learning-rate with a maximal value offers three advantages: (i) it is easy to interpret via a proximal formulation; (ii) it preserves the computational cost of the method; and (iii) it retains all guarantees of convergence. We denote by η the value of the maximal learning-rate. The resulting algorithm will still be called ALI-G, and from now on, the version presented in the previous section will be referred to as ALI-G ∞ (because it has an infinite maximal learning-rate).
Algorithm. Given a maximal learning-rate η > 0, ALI-G uses the following update at each iteration:
Note that γ t simply selects the smallest of the two elements z t (wt)−b ∇ z t (wt) 2 +δ and η. In other words, the only difference between ALI-G ∞ and ALI-G is that in the latter, each learning-rate γ t is clipped to η. The following two observations are direct consequences of equation (7):
Observation 2. When we use the trivial uniform lower bound b → −∞, we always have γ t = η and we recover the projected SGD algorithm with constant learning-rate η.
Theorem 1. [Proximal Interpretation] Suppose that Ω = R
p and let δ = 0. We consider the update performed by SGD: w SGD t+1 = w t − η∇ zt (w t ); and the update performed by ALI-G: w
, where
∇ z t (wt) 2 +δ , η , Then we have:
In other words, at each iteration, ALI-G solves a proximal problem in closed form in a similar way to SGD. In both cases, the loss function zt is locally approximated by a first-order Taylor expansion at w t . The difference is that ALI-G also exploits the fact that zt is lower-bounded by b.
Relationship with Existing Algorithms. The formula of the learning-rate γ t in equation (7) SSZ16] . This is because such methods are applicable to the dual of problem (9) which they happen to solve exactly in a single step. Therefore, if such methods were applied to problem (9), the resulting primal solution w t+1 would remain the same. We also point out that when no regularization is used, ALI-G and Deep Frank-Wolfe (DFW) [BZK19] are procedurally identical algorithms. This is because in such a setting, one iteration of DFW also amounts to solving (9) in closed-form. However, we point out the two fundamental advantages of ALI-G over DFW: (i) ALI-G can handle arbitrary (lower-bounded) loss functions, while DFW can only use convex piece-wise linear loss functions; and (ii) as will be seen shortly, ALI-G provides convergence guarantees in the convex setting.
Algorithm Overview. The ALI-G algorithm can be summarized as follows:
Require: maximal learning-rate η, initial feasible w 0 ∈ Ω, uniform lower bound b, small constant δ > 0 1: t = 0 2: while not converged do
3:
Get zt (w t ), ∇ zt (w t ) with z t drawn i.i.d.
4:
6: t = t + 1 7: end while
Convergence
We now establish various convergence rates of the ALI-G algorithm. A summary of the results is provided in Table 1 : Table 1 : Convergence results for ALI-G: distance to the minimum as a function of T , the number of iterations.
The detailed results for ALI-G are described further, and their proofs are available in Appendix B.
Beyond the theoretical convergence speed, it is worth briefly discussing the computation of the learning-rate in practice. For the (S)GD algorithms, the choice of learning-rate depends on the properties of the objective function, such as the Lipschitz, strong convexity or smoothness constant. All of these are usually unknown to the user and are difficult to estimate. In contrast, provided that one has access to a uniform lower bound, the learning-rate of ALI-G only relies on information that is readily available to the user.
We now detail the convergence results for the ALI-G algorithm in three cases: Lipschitz convex functions; smooth convex functions; and smooth and strongly convex functions.
Theorem 2. [Convex and Lipschitz]
We assume that X is a convex set, and that for every z ∈ Z, z is convex and C-Lipschitz. Let b be a uniform lower bound on (P) and w be a solution of (P). Further suppose that w is an ε-interpolation for ((P), b). Then ALI-G ∞ applied to f satisfies:
In other words, f approximately converges to f at a rate of O(1/ √ T ).
In addition, we note that the convergence rate of O(1/ √ T ) given by Theorem 2 is optimal among gradient-based algorithms ([Bub15], Theorem 3.13).
Theorem 3. [Convex and Smooth]
We assume that X is a convex set, and that for every z ∈ Z, z is convex and β-smooth. Let b be a uniform lower bound on (P) and w be a solution of (P). Further suppose that w is an ε-interpolation for ((P), b), and that δ > 2βε. Then ALI-G ∞ applied to f satisfies:
In other words, f approximately converges to f at a rate of O(1/T ).
Theorem 4. [Strongly Convex and Smooth]
We assume that X is a convex set, and that for every z ∈ Z, z is α-strongly convex and β-smooth. Let b be a uniform lower bound on (P) and w be a solution of (P). Further suppose that w is an ε-interpolation for ((P), b), and that δ > 2βε. Then ALI-G ∞ applied to f satisfies:
In other words, f approximately converges to f at a rate of O(exp(−αT /8β)).
Note that in all previous results, we have given results with dependencies on ε and δ. If we happen to know ε = 0 (which happens when b = f ), we can safely use δ = 0 and simplify all convergence results with the convention ε/δ = 0; convergence then becomes exact rather than approximate.
It can be shown that ALI-G provably converges as fast as ALI-G ∞ for η sufficiently large, and converges more slowly when η is small. For space reasons, the detailed results and their proofs are deferred to Appendices A and B.
Experiments
We compare ALI-G to the optimization algorithms most commonly used in deep learning. Our experiments span a variety of architectures and tasks: (i) learning a differentiable neural computer; (ii) training wide residual networks on SVHN; (iii) training a Bi-LSTM on the Stanford Natural Language Inference data set; and (iv) training wide residual networks and densely connected networks on the CIFAR data sets. In all these experiments, ALI-G will use the uniform lower bound of 0. Note that the tasks of training wide residual networks on SVHN and CIFAR-100 are part of the DeepOBS benchmark [SBH19], which aims at standardizing baselines for deep learning optimizers. In particular, these tasks are among the most difficult ones of the benchmark because the SGD baseline benefits from a manual schedule for the learning rate. Despite this, ALI-G obtains competitive performance with SGD. In addition, ALI-G is the best performing method with a single hyper-parameter on the difficult tasks of Bi-LSTM on SNLI and ResNet variants on CIFAR.
The code to reproduce our results is available at https://github.com/oval-group/ali-g. 
Differentiable Neural Computers

Setting. The Differentiable Neural Computer (DNC) [GWR
+ 16] is a recurrent neural network that aims at performing computing tasks by learning from examples rather than by executing an explicit program. In this case, the DNC learns to repeatedly copy a fixed size string given as input. Although this learning task is relatively simple, the complex architecture of the DNC makes it an interesting benchmark problem for optimization algorithms.
Methods. We use the official and publicly available implementation of DNC 3 . We vary the initial learning rate as powers of ten between 10 −4 and 10 4 for each method except for L4Adam and L4Mom. For L4Adam and L4Mom, since the main hyper-parameter α is designed to lie in (0, 1), we vary it between 0.05 and 0.095 with a step of 0.1. The gradient norm is clipped for all methods except for ALI-G, L4Adam 
Figure 3: Final objective function when training a Differentiable Neural Computer for 10k steps (lower is better). The intensity of each cell is log-proportional to the value of the objective function (darker is better). ALI-G obtains good performance for a very large range of η (any η ≥ 0.1).
Results. We present the results in Figure 3 . ALI-G provides accurate optimization for any η ≥ 0.1, and is among the best performing methods by reaching an objective function of 2.10 −7 . On this task, L4Adam and L4Mom also provide accurate and robust optimization. In contrast to ALI-G and the L4 methods, the most commonly used algorithms such as SGD, SGD with momentum and Adam are very sensitive to their main learning-rate hyper-parameter. ] ). For other methods, the learning rate hyper-parameter is tuned as a power of 10. The L 2 regularization is cross-validated in {0.0001, 0.0005} for all methods but ALI-G. For ALI-G, the regularization is expressed as a constraint on the L 2 -norm of the (flattened) parameters, and its maximal value is set to 50. SGD, ALI-G and BPGrad use a Nesterov momentum of 0.9. All methods use a dropout rate of 0.4.
Wide Residual Networks on SVHN
Setting. The Street View House Numbers (SVHN) data set contains 73k training samples, 26k testing samples and 531k additional easier samples. From the 73k difficult training examples, we select 6k samples for validation; we use all remaining (both difficult and easy) examples for training, for a total of 598k samples. We train a wide residual network 16-4 following the protocol of [ZK16]. Method. For SGD, we use the manual schedule for the learning rate of [ZK16]. For L4Adam and L4Mom, we cross-validate the main learning-rate hyper-parameter α to be in {0.0015, 0.015, 0.15} (0.15 is the value recommended by [RM18
Results.
The results are presented in Table 2 . On this relatively easy task, most methods achieve about 98% test accuracy. Despite the cross-validation, L4Mom does not converge on this task. Even though SGD benefits from a hand-designed schedule, ALI-G and other adaptive methods obtain close performance to it.
Bi-LSTM on SNLI
Setting. We now train a Bi-LSTM of 47M parameters on the Stanford Natural Language Inference (SNLI) data set [BAPM15]. The SNLI data set consists in 570k pairs of sentences, with each pair labeled as entailment, neutral or contradiction. This large scale data set is commonly used as a pre-training corpus for transfer learning to many other natural language tasks where labeled data is scarcer [CKS + 17] -much like ImageNet is used for pre-training in computer vision. We follow the protocol of [BZK19]; we also use their code and re-use their existing results for the baselines.
Method. For L4Adam and L4Mom, the main hyper-parameter α is cross-validated in {0.015, 0.15} -compared to the recommended value of 0.15, this helped convergence and considerably improved performance. The SGD algorithm benefits from a hand-designed schedule, where the learning-rate is decreased by 5 when the validation accuracy does not improve. Other methods use adaptive learning-rates and do not require such schedule. The value of the main hyper-parameter η is cross-validated as a power of ten for the ALI-G algorithm and for previously reported adaptive methods. Following the implementation by [CKS + 17], no L 2 regularization is used. The algorithms are evaluated with the Cross-Entropy (CE) loss and the multi-class hinge loss (SVM), except for DFW which is designed for SVMs only. Results. We present the results in Table 3 . ALI-G ∞ is the only method that requires no hyper-parameter for its learning-rate. Despite this, and the fact that SGD employs a learning-rate schedule that has been hand designed for good validation performance, ALI-G ∞ is still able to obtain results that are competitive with SGD. Moreover, ALI-G, which requires a single hyper-parameter for the learning-rate, outperforms all other methods for both the SVM and the CE loss functions. . We use 45k samples for training and 5k for validation. The images are centered and normalized per channel. We apply standard data augmentation with random horizontal flipping and random crops.
Wide Residual Networks and Densely Connected Networks on CIFAR
Method. All optimization methods employ the cross-entropy loss, except for the DFW algorithm, which is designed to use an SVM loss. For DN and WRN respectively, SGD uses the manual learning rate schedules from [HLWvdM17] and [ZK16]. Following [BZK19], the batch-size is cross-validated in {64, 128, 256} for the DN architecture, and {128, 256, 512} for the WRN architecture. For L4Adam and L4Mom, the learning-rate hyper-parameter α is cross-validated in {0.015, 0.15}. For AMSGrad, DFW and ALI-G, the learning-rate hyper-parameter η is cross-validated as a power of 10 (in practice η ∈ {0.1, 1} for ALI-G). SGD, DFW and ALI-G use a Nesterov momentum of 0.9. Following [BZK19], for all methods but ALI-G, the L 2 regularization is cross-validated in {0.0001, 0.0005} on the WRN architecture, and is set to 0.0001 for the DN architecture. For ALI-G, L 2 regularization is expressed as a constraint on the norm on the vector of parameters; its maximal value is set to 100 for the WRN models, and to 75 for the DN ones. We present fewer baselines on this task due to the heavy computational cost of the cross-validation. AMSGrad was selected in [BZK19] because it was the best adaptive method on similar tasks, outperforming in particular Adam and Adagrad.
Results. We present the results in Table 4 . In this setting again, ALI-G obtains competitive performance with SGD. Furthermore, ALI-G largely outperforms AMSGrad, and significantly bridges the gap between DFW and SGD on CIFAR-10 with the WRN model, and on CIFAR-100 with the DN one. Note that ALI-G is able to accurately minimize the objective function: the objective function reaches final values of about 0.001 on CIFAR-100, and 0.0001 on CIFAR-10. Step-Size γt Figure 4 : Example of training with the ALI-G algorithm: a WRN model is trained on the CIFAR-100 data set. Each epoch takes about 50s, which is approximately the same as for SGD. One can observe that the objective function is accurately minimized, and reaches a final value of about 5e-4. In addition, one can notice the maximal value of η = 0.1 for the learning-rate γ t . The sharp decrease in γ t provokes the major improvement on both the objective function and on the accuracy around epoch 35. Perhaps surprisingly, the learning-rate increases again after this. We postulate that once the network has found parameter values that classify correctly each sample, the objective function is minimized by pushing the samples as far as possible from the decision boundary and ALI-G takes large steps for that.
Discussion
We hope that the ALI-G algorithm is a helpful step towards efficient and reliable training of deep neural networks. ALI-G is readily applicable to a broad range of applications in deep learning where the model can interpolate the data. When that is not the case however, it would be interesting to design new algorithms that adapt the lower bound b online while requiring few hyper-parameters. This could be achieved for instance by building upon the works of [NB01b] and [RM18]. There are currently many parameters (too large initial learning rate, use of momentum, small batch-sizes etc.) that indirectly improve generalization while hurting optimization performance. We believe that a crucial next step is the design of more effective regularization methods removing such flukes, so that better optimization results in better learning.
[ 
A Convergence Results for ALI-G with a Maximal Learning-Rate
In this section, we show that using a maximal learning-rate does not affect the convergence guarantees of the ALI-G algorithm (other than by changing the constants in the convergence results). As previously, we consider the following three cases: (i) convex and Lipschitz functions, (ii) convex and β-smooth functions and finally (iii) α-strongly convex and β-smooth functions.
A.1 Lipschitz Convex Functions
We give the two following results in the convex and Lipschitz case. We note that the first result only holds for a large value of η, while the second result is informative in the complementary case where η has a small value.
Theorem 5. We assume that X is a convex set, and that for every z ∈ Z, z is convex and C-Lipschitz. Let w be an ε-interpolation for ((P), b). We further assume that η > ε δ . Then if we apply ALI-G with a maximal learning-rate of η to f , we have:
Proof : See Appendix B.6.
We note that for very large values of η (η → ∞), Theorem 5 gives the exact same result as Theorem 2. However when η is small, the convergence error of Theorem 5 is large. This is corrected in the following result which is informative in the regime where η is small: Theorem 6. We assume that X is a convex set, and that for every z ∈ Z, z is convex and C-Lipschitz. Let w be an ε-interpolation for ((P), b). Then if we apply ALI-G with a maximal learning-rate of η to f , we have:
Proof : See Appendix B.7.
A.2 Smooth Convex Functions
We now tackle the convex and β-smooth case. Our proof techniques naturally produce two distinct cases:
, the convergence result is exactly the same as in Theorem 3 (which corresponds to η → ∞). When η ≤ 1 2β , the speed of convergence is limited by the value of η. Theorem 7. We assume that X is a convex set, and that for every z ∈ Z, z is convex and β-smooth. Let w be an ε-interpolation for ((P), b), and suppose that δ > 2βε. Further assume that η ≥ 1 2β . Then if we apply ALI-G with a maximal learning-rate of η to f , we have:
Proof : See Appendix B.8.
Theorem 8. We assume that X is a convex set, and that for every z ∈ Z, z is convex and β-smooth. Let w be an ε-interpolation for ((P), b), and suppose that δ > 2βε. Further assume that η ≤ 1 2β . Then if we apply ALI-G with a maximal learning-rate of η to f , we have:
A.3 Smooth and Strongly Convex Functions
Finally, we consider the α-strongly convex and β-smooth case. Again, our proof yields a natural distinction between η ≥ 1 2β and η ≤ 1 2β . In a similar way to the β-smooth case, when η ≥ 1 2β , Theorem 9 gives the exact same result as Theorem 4 (which corresponds to η → ∞). And when η ≤ 1 2β , the rate of convergence given by Theorem 10 is limited by the value of η.
Theorem 9. We assume that X is a convex set, and that for every z ∈ Z, z is α-strongly convex and β-smooth. Let w be an ε-interpolation for ((P), b), and suppose that δ > 2βε. Further assume that η ≥ 1 2β . Then if we apply ALI-G with a maximal learning-rate of η to f , we have:
Proof : See Appendix B.10.
Theorem 10. We assume that X is a convex set, and that for every z ∈ Z, z is α-strongly convex and β-smooth. Let w be an ε-interpolation for ((P), b), and suppose that δ > 2βε. Further assume that η ≤ 1 2β . Then if we apply ALI-G with a maximal learning-rate of η to f , we have:
Proof : See Appendix B.11.
B Proofs
B.1 Proposition 1 Proposition 1. Suppose that the problem is unconstrained: Ω = R p . Let w t+1 = w t − f (wt)−f ∇f (wt) 2 ∇f (w t ). Then w t+1 verifies:
Proof : First we show that wt+1 satisfies the linear equality constraint:
Now let us show that it has a minimal distance to wt.
We takeŵ ∈ R p a solution of the linear equality constraint, and we will show that wt+1 −wt ≤ ŵ−w t . By definition, we have thatŵ satisfies:
Now we can write:
B.2 Theorem 1 Theorem 1. [Proximal Interpretation] Suppose that Ω = R p and let δ = 0. We consider the update performed by SGD: w SGD t+1 = w t − η∇ zt (w t ); and the update performed by ALI-G: w
Proof : In order to make the notation simpler, we use dt ∇ z t (wt) and lt z t (wt) − b. First, let us consider dt = 0.
Then we choose γt = 0 and it is clear that wt+1 = wt − ηγtdt = wt is the optimal solution of problem (9).
We now assume dt = 0.
We can successively re-write the proximal problem (9) as :
The inner problem is now smooth in w and υ. We write its KKT conditions:
We plug in these results and obtain:
This is a one-dimensional quadratic problem in ν. It can be solved in closed-form by finding the global maximum of the quadratic objective, and projecting the solution on [0, 1]. We have:
Since dt = 0 and η = 0, this gives the optimal solution:
since lt, η, dt 2 ≥ 0. Plugging this back in the KKT conditions, we obtain that the solution wt+1 of the primal problem can be written as:
B.3 Theorem 2
Theorem 2. [Convex and Lipschitz] We assume that X is a convex set, and that for every z ∈ Z, z is convex and C-Lipschitz. Let b be a uniform lower bound on (P) and w be a solution of (P). Further suppose that w is an ε-interpolation for ((P), b). Then ALI-G ∞ applied to f satisfies:
Proof :
We consider the update at time t, which we condition on the draw of zt ∈ Z:
We re-write this inequality as:
We can now use the Cauchy-Schwarz inequality to bound the sum over the iterations:
Therefore we can write:
which yields:
We can now take the expectation over the zt:
Dividing by T + 1 and exploiting convexity of f , we finally get:
B.4 Theorem 3 Lemma 1. Let z ∈ Z. Assume that z is convex, β-smooth and is lower-bounded on R p by b ∈ R. Then we have:
Proof : Let w ∈ R p and suppose that z reaches its infimum at w ∈ (R ∪ {−∞, +∞}) p .
First, let us consider the case w ∈ R p . Then by Lemma 3.5 of [Bub15], we have:
Now let us assume that w / ∈ R p . Then we can construct a sequence (w k ) k∈N ∈ (R p ) N that converges to w. Since z and ∇ z are continuous functions (they are respectively convex and smooth), we have:
Therefore the previous case gives the wanted result by using w k in place of w and then taking the limit k → ∞.
Lemma 2. Let z ∈ Z. Assume that z is convex, β-smooth and is lower-bounded on R p by b ∈ R. Then we have:
Proof :
Let w ∈ R p . We apply Lemma 1 and we write successively:
) ,
Theorem 3. [Convex and Smooth] We assume that X is a convex set, and that for every z ∈ Z, z is convex and β-smooth. Let b be a uniform lower bound on (P) and w be a solution of (P). Further suppose that w is an ε-interpolation for ((P), b), and that δ > 2βε. Then ALI-G ∞ applied to f satisfies:
We now lower bound γt( z t (wt) − z t (w )) and upper bound γt( z t (w ) − b) individually.
We begin with γt( z t (wt) − z t (w )), for which we distinguish two cases according to its sign:
B PROOFS
We minimize the right hand-side overŵ, which gives:
Thus by choosingŵ = w and re-ordering, we obtain the following result (a.k.a. the Polyak-Lojasiewicz inequality):
We introduce the function ψ : x ∈ R + → 1 2α
x + ε x + δ , and we compute its derivative:
x − ε (x + δ) 2 ,
Therefore ψ is monotonically increasing. As a result, we have:
Therefore we have that:
which concludes the proof.
Theorem 4. [Strongly Convex and Smooth]
Proof :
We condition the update on zt drawn at random. The beginning of the proof is identical to that of Theorem 3 (and in particular requires δ > 2βε). In addition, we remark that δ > 2βε ≥ 2αε, because it always holds true that β ≥ α. Combining inequalities (42) and (46), we obtain:
wt+1 − w 2 ≤ wt − w 2 − 1 2β ( z t (wt) − z t (w )) + δ 4β 2 + γt( z t (w ) − b), ≤ wt − w 2 − 1 2β ( z t (wt) − z t (w )) + δ 4β 2 + γtε, (definition of ε) ≤ wt − w 2 − 1 2β ( z t (wt) − z t (w )) + δ 4β 2 + ε 2α
. (Lemma 4)
Let w (z t ) be the minimizer of z t on its unconstrained domain R p (its existence is guaranteed by the strong convexity property). Then we exploit strong convexity to lower bound the progress made: 
B.6 Theorem 5
Theorem 5. We assume that X is a convex set, and that for every z ∈ Z, z is convex and C-Lipschitz. Let w be an ε-interpolation for ((P), b). We further assume that η > ε δ . Then if we apply ALI-G with a maximal learning-rate of η to f , we have: 
wt+1 − w ≤ wt − w 2 − 2γt( z t (wt) − z t (w )) + γt( z t (wt) − b) (convexity of z t ) = wt − w 2 − 2γt( z t (wt) − z t (w )) + γt( z t (wt) − z t (w )) + γt( z t (w ) − b)
= wt − w 2 − γt( z t (wt) − z t (w )) + γt( z t (w ) − b)
We now consider different cases, according to the value that γt takes: γt = z t (w t )−b ∇ z t (w t ) 2 +δ or γt = η.
First, suppose that γt = z t (w t )−b ∇ z t (w t ) 2 +δ . Then we can follow the proof of Theorem 2 to obtain: wt+1 − w 2 ≤ wt − w 2 − ( z t (wt) − z t (w ))
By taking the expectation and using a telescopic sum, we obtain:
Re-arranging and using the convexity of f , we finally obtain:
B.10 Theorem 9
Proof : Re-using inequalities (96) and (101) from the proof of Theorem 7, we obtain:
This is exactly the same result as the first line of the inequality (61) in the proof of Theorem 4. Then the rest of the proof is identical to the one of Theorem 4.
B.11 Theorem 10
Proof : Re-using inequalities (104) and (110) from the proof of Theorem 8, we can write:
wt+1 − w 2 ≤ wt − w 2 − η( z t (wt) − z t (w )) + ηδ 2β + γt( z t (w ) − b),
Furthermore, the inequality (62) gives:
Therefore, we can write:
wt+1 − w 2 ≤ wt − w 2 − αη 4 wt − w 2 + ηδ 2β + 3ηε, = 1 − αη 4 wt − w 2 + ηδ 2β + 3ηε.
