ABSTRACT Collaborative filtering (CF) has been generally used in recommender systems when faced some practical problems. Due to the sparsity of the rating matrix, the traditional CF-based approach has a significant decline in recommendation performance. Gradually, a hybrid method, using side information and rating information, has been widely employed and achieves great performance. Together with side information and rating information, the hybrid method can overcome the data sparsity and cold-start problems. However, they seem to fail to take into consideration the fact that the sparsity of single side information. To solve this problem, we take full advantage of the characteristics of deep learning that can learn effective representation and propose a novel deep learning model named additional variational autoencoder that considers both content and tag information of the item. The model learns effective latent representations from additional side information, including content information and tag information in an unsupervised manner. With the help of graphical models, it can extract the implicit relationships between users and items effectively. A large number of experimental results on two actual datasets show that our proposed model is superior to other methods, and the performance improvement is achieved.
I. INTRODUCTION
Recommender systems play a major role for many applications, such as social network, recommendation of products such as movies, games, music and articles [5] , [9] , [14] . Generally, various recommendation methods have been proposed over the past decade. These algorithms can be divided into three categories [1] , [11] : content-based methods [10] , [12] , [13] , collaborative filtering (CF) based methods [13] , [15] and hybrid methods [7] . However, these approaches tend to suffer from the nature sparsity of the user-item rating data and cold start problem. Moreover, matrix factorization has became a useful method that used in recommendation about large datasets. The latent factors can be learned from matrix factorization from the user-item rating matrix [9] . However, the learned latent factors are not effective because of the sparsity of user-item rating matrix and side information [2] . Therefore, it is essential to find a way to solve the above problems.
A. SIDE INFORMATION FOR RECOMMENDER SYSTEMS
Recently, multiple hybrid methods fused additional information such as user-item information into the CF model to promote recommendation performance [15] . The side information can be obtained from users and items. The item information can contain a brief introduction from abstract and specific tag information. How to integrate multiple information and extracting the latent feature vector is an urgent task to promote recommendation performance.
B. DEEP LEARNING FOR RECOMMENDATION
Nowadays, deep learaning has been proved that can effectively learn the user and item representations to use in recommendation and achieve great performance [8] . However, there are still two critical issues with these algorithms. Firstly, the latent feature vectors are often not valid when the additional information is very sparse. Just like [16] , it used the restricted Boltzmann machines to learn the latent vector and together with CF for recommendation. However, it did not fuse additional information and lead a common result. Moreover, collaborative topic regression (CTR) [19] achieves poor results when the additional side information is sparse. Secondly, some works only use single information as input to extract item feature. Consequently, the deep model is difficult to obtain and learn implicit relationships between users (or items) accurately. For example, [11] and [18] have been proposed for learning item feature vector from a stacked denoising autoencoder (SDAE) and a variational autoencoder with collaborative filtering, which show promising performance. However, they only use the abstract information as input to extract the item feature. Addition information is not being used well. There is still room for improvement in performance.
C. MAIN CONTRIBUTIONS
In this paper, to solve the problems mentioned above, we proposed a hybrid deep learning model together with CF named additional variational autoencoder. It integrates additional information as inputs and extracts the feature vector from additional information. We use the probabilistic graphical model to learn the relationships between users (or items) and employ probabilistic matrix factorization for recommendation tasks.
The main contribution of this paper is threefold: 
II. PRELIMINARY
In this paper, we begin with elaborating the problem discussed in this paper and give a brief introduction about variational autoencoder (VAE).
A. PROBLEM DEFINITION
Similar to [17] , we extract the implicit feedback data [9] from user-item rating matrix. The feedback data are treated as the training and test data. The task of our paper is to recommend suitable articles to every user. The additional information contains rating and side information included item content information that represents by bag of words and its tag information. We define a user-item rating matrix R ij . The value R ij = 1 implies that user i show interest in item j and R ij = 0 otherwise. Just like the same procedure about rating matrix, the tag matrix T jt are binary matrix. T jt = 1 means that tag t is associated with item j and T jt = 0 otherwise.
B. VARIATIONAL AUTOENCODER
As shown as in Fig. 1 , variational autoencoder contains a recognition network and a generative network. The concrete implementation process is described as follows: 1) For input data x, draw data x ∼ p θ (x|z). 2) For generative network, draw a latent factor z ∼ p(z) = N (z|0, I ). Where x is the input information (user or item information) and z is the latent vector. The objective function of VAE includes the log likelihood about input data x and the KL divergence between the generative and the prior results. The corresponding cost function is as follows:
where q φ (z|x) is the variational posterior that used to simulate the true posterior.
III. METHODOLOGY
In this section we first provide our model called AVAE and give a detailed introduction of our hybrid collaborative filtering model named CAVAE.
A. ADDITIONAL VARIATIONAL AUTOENCODER
As shown as in Fig. 2 , we proposed a novel deep learning model called additional variational autoencoder, which can be divided into recognition process and generative process. AVAE model integrates the item content information and its concrete tag information as inputs. The blue balls mean the item content information. The corresponding tag information is represented by red balls. Compared with traditional variational autoencoder, we integrate additional information as inputs and effectively learn the latent vector. Similar to [4] , [6] , and [13] , we can define the two processes as follows:
For each item j, draw the hidden vectors: a) Draw the latent mean and covariance vector
Generally, λ s goes to infinity. σ (·) is the sigmoid function. T a is the tag information. AVAE model will degenerate to be a Bayesian nature. Just as shown as in Fig. 2 , the first L/2 layers of the network act as the recognition process and the last L/2 layers of the network as the generation process. In our model, we assume the hidden layer as the latent factor, and the latent factor is generated from z j . The z j can be generated from standard norm distribution η. The concrete form is shown as follows z j = µ j + σ j η.
B. ADDITIONAL VARIATIONAL AUTOENCODER FOR COLLABORATIVE FILTERING
As shown in Fig. 3 . We use the additional variational autoencoder as a component that extracts the item latent vector, the generative process of collaborative filtering is shown as follows:
1) Through the AVAE network: a) For each item j, draw the corresponding latent vector z j ∼ N (µ j , diag(σ j )) 2) Draw a latent user vector for each user i: 
4) Draw a rating
ij ) Here λ v , λ u , λ t , λ w are hyperparameters. The variable C ij is a confidence parameter just the same as CDL [18] . The latent vector can be learned effectively from AVAE model. With the help of graphical model, CAVAE model can easily capture the implicit relationship between items. We can easily extend our model to other deep learning models, such as CNN and RNN because of its own Bayesian environment. Certainly, the additional information is not only tag information, but also it can be other binary content information.
C. OPTIMIZATION METHODOLOGY
Through the CAVAE network, we use maximum a poster probability estimator to learn our model parameters. The objective function contains three parts: latent loss, KL loss and regularization loss. Similar to the equation 1 and combine our AVAE model, the objective function thus becomes:
where the z j is the content latent vector, L is the layer number of AVAE model. We use the stochastic gradient descent to train u i and v j . The u i and v j thus becomes:
where I i is a diagonal matrix and I ij are its elements. R i ∈ R M is a vector of R ij . I ij = R ij = 0 if user i has not yet rated item j.
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For parameters W l , W t and biases b l , b t for each layer, we use the back-propagation algorithm to train them. For the parameters W l and b l , we use the same method to train them just like training W t and b t . The implementation process is as follows:
As for the mean parameter µ j and the covariance vector σ j , the gradient with respect to µ and σ is:
We predict the rating value R ij as follows:
And then generate a sorted list of items for each user based on these predicted values.
IV. EXPERIMENTS
In this section, we will evaluate our model on two actual datasets to compare its performance with the number of newly recommended technologies reported in the literature.
A. DATASETS AND EVALUATION METRICS
We use two public datasets from CiteULike. 1 The first dataset, citeulike-a, is collected by Wang and Blei [17] and the second dataset citeulike-t is collected by Wang et al. [19] . See table 1. The text information contains abstract and title information. After preprocessing the content information, the vocabulary number of each dataset is shown in table 1. The text information of each article has been preprocessed using the same procedure as that [17] . We preprocess the content data using the bag of words and get a content vector for each item. All vectors are normalized. Each article has its own tag information. The corresponding tag matrix T jt can be used to represent the tag information for all items. Each matrix entry T jt is a binary value, where T jt = 1 means that tag t is associated with item j and T jt = 0 otherwise.
In each dataset, similar to [19] , we use the same approach for datasets. We select the data of N items from the dataset as the training set and the rest of the dataset is used as the test set. The number of N is 1 and 10 as the sparse setting and dense setting, respectively. The results are obtained under repeated ten times. Following [19] , we use recall rates as indicators to evaluate preformance. Like most recommender systems, we rank the predictive ratings of candidate articles and recommend the first N items to the target user. The recall rate is defined as follows:
items that users like among the top M items that the user likes (10)
B. BASELINE MODELS
Here, we compare our method, which is named as ''CAVAE,'' against the following baselines:
1) CTR [17] . Collaborative Topic Regression is a model that integrates topic modeling and collaborative filtering for recommendation. 2) CDL [18] . Collaborative Deep Learning is a probabilistic model that combines deep learning model about stacked denoising autoencoder (SDAE) with collaborative filtering. CDL is a classical algorithm and achieves better performance among recommendation algorithms. 3) CVAE [11] . Collaborative Variational Autoencoder is an advanced arithmetic based on CDL and using variational autoencoder (VAE) to replace the stacked denosing autoencoder. It achieves performance enhancements compared with CDL.
C. HYPERPARAMETERS SETTINGS
In the experiment, we use a validation set to find the optimal hyperparameters for CTR, CDL, CVAE, and CAVAE. The concrete statistic is shown in table 2. We also pretrained our model in plain AVAE to train the hyperparameters. For CVAE, the recognition network and generation network are set to be a two-layer network (600-300) for recognition network and (300-600) for generation network. Sigmoid function is used as the activation function. For CAVAE, the settings are the same as the CVAE that are used for fairness. 
D. EVALUATION RESULTS
The specific evaluation results of all the compared models are presented in Fig. 4 in sparse setting and Fig. 5 in dense setting. We note that our model outperforms all the baseline models across all the two datasets. The evaluation results actually meet our expectations. We can observe from the Fig. 4 and Fig. 5 that CAVAE, CVAE and CDL achieve better performance than CTR. We also find that CDL outperforms better in citeulike-a compare with citeulike-t. We also evaluate the sensitivity to hyperparameters. We use the same procedure like [18] to evaluate the performance of CAVAE with different K values based on recall for datasets in sparse setting and dense setting. The K value is the number of latent factors. From Fig. 3 we know that different values K make a difference between the latent vector of content and the latent variable for the probabilistic matrix factorization model. Fig. 6 shows that our model can not learn a good representation from the input information including content information and tag information when K value is very small such as 10. Meanwhile, CAVAE model can not learn a great representation when the K is enough larger because its representation capability is enough for the input information. However, the opposite situation appears in the dense setting, we can see that the larger K can achieve better performance, this is because denser ratings provide more guidance for reasoning networks to perform variational reasoning, and therefore require greater representation capability to learn. We did the similar experiment to verify our conclusion in citeulike-t just as shown in Fig. 7 .
E. DISCUSSION
In order to evaluate the impact of tag information on recommendation effectiveness, we train our model and CVAE in the sparse setting with the dataset citeulike-a. The corresponding recommendatory top 10 results for user are shown in Table 3 and Table 4 . The instance article we can automatically learn the user preference together with tag information. Compare with CVAE model, our proposed model integrates additional information as inputs to extract the item latent vector. The experimental results in Fig. 4 And Fig. 5 show that AVAE model can outperform all the baselines and by a margin about 3% ∼ 5% compare with CVAE. Our model identified user I as a learner about network. Together with the tag information of item, CAVAE model can extend user preference such as text analysis and related network technologies. However, CVAE can only recommend some information about network because of its single content information.
V. CONCLUSION
In this paper, we proposed a deep learning model called additional variational autoencoder (AVAE) and a hybrid collaborative filtering model named collaborative additional variational autoencoder (CAVAE). Our AVAE model integrates additional information as inputs compared traditional variational autoencoder, which overcomes the sparsity of single side information and learns the latent factor accurately. CAVAE model is a Bayesian probabilistic model that fuses the AVAE model. Together with graphical model, CAVAE model can effectively learn the implicit relationships between users or items. Our experimental results present that our model can achieve great performance compared with the state-of-the-art methods.
