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Summary. — Simulating quantum many-body systems on a classical computer
generally requires a computational cost that grows exponential with the number
of particles. This computational complexity has been the main obstacle to under-
standing various fundamental emergent phenomena in condensed matters such as
high-Tc superconductivity and the fractional quantum-Hall effect. The difficulty
arises because even the simplest models that are proposed to capture those phe-
nomena cannot be simulated on a classical computer. Recognizing this problem in
1981, Richard Feynman envisioned a quantum simulator, an entirely new type of
machine that exploits quantum superposition and operates by individually manip-
ulating its constituting quantum particles and their interactions. Recent advances
in various experimental platforms from cold atoms in optical lattices, trapped ions,
to solid-state systems have brought the idea of Feynman to the realm of reality.
Among those, interacting photons in superconducting circuits has been one of the
promising platforms thanks to their local controllability and long coherence times.
Early theoretical proposals have shown possibilities to realize quantum many-body
phenomena of light using coupled cavity arrays such as Mott to superfluid tran-
sitions and fractional quantum Hall states. Start-of-the-art experiments include
realization of interacting chiral edge states and stroboscopic signatures of localiza-
tion of interacting photons in a three-site and a nine-site superconducting circuit,
respectively. Interacting photons also serve as a natural platform to simulate driven-
dissipative quantum many-body phenomena. A 72-site superconducting circuit has
also recently been fabricated to study a dissipative phase transition of light.
1. – Introduction
Quantum simulation is an emerging interdisciplinary field in physics [1, 2, 3]. It aims
to develop a new type of devices that exploit quantum coherence to answer questions
about models that describe complex quantum phenomena that are beyond the reach of
a classical computer. Experimental progress in the past 30 years have made it possible
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to control and manipulate individual quantum systems including trapped ions [4], cold
atoms in optical lattices [5], nuclear magnetic resonance (NMR) [6], interacting photons
[7], quantum dots [8], superconducting circuits [9], and nitrogen-vacancy centers [10].
These new exciting developments transit quantum simulation from a theoretical proposal
to the realm of reality.
Below, we first discuss the concept of simulation on a classical computer, its limitation,
and motivation of quantum simulation. We then review various experimental platforms
for quantum simulation. We conclude the section by giving an overview of the lecture
which will be focused on interacting photons in superconducting circuits for quantum
simulation of both in and out-of-equilibrium quantum many-body systems.
1
.
1. Computer simulation. – Imitating a complex real-world process or system by
simulating relevant models on a classical computer has been an essential technique for the
development of science and technology. To simulate something, one needs first to develop
a model that describes characteristics and behavior of such system [11]. By changing
variables of the model in the simulator, one can make predictions about the behavior of
the real complex system. In many cases, these predictions can be used to reduce a high
cost of performing several trial-and-error experiments on the real system. For example,
the drug design process can be drastically speed up by appropriately modeling molecular
systems [12]. An airplane wing can be designed by simulating relevant drag forces via
fluid dynamics models [13].
In some cases, simulation is useful when it is difficult or not possible to perform ex-
periments on a real system. For example, the climate system can be predicted by solving
differential equations that represent essential factors of climate and their interactions
including atmosphere, oceans, land surface, and ice [14]. We note that the act of simu-
lation itself, i.e., imitating real-world processes or systems, is not necessarily done on a
classical computer. For example, simulating a weightless in the outer space can be done
by aerobatic maneuvers on the Earth that undergo a parabolic motion [15].
1
.
2. Quantum simulation. – Despite the tremendous success of computer simulation
over the past 70 years from the nuclear detonation process in the Manhattan Project
in World War II [16] to forecasting of prices on financial markets [17], there remains a
large class of systems that are too complex to be simulated by any conceivable classical
computer. In physics, this usually involves simulating systems that are non-linear or
chaotic due to their non-integrability. In quantum mechanics, although the Schro¨dinger
equation is a linear equation, simulating it generally requires a computational cost that
grows exponential with the number of particles. For example, to describe a wavefunction
of N spin-1/2 particles, one needs to store 2N complex coefficients. Also, one needs
to perform linear algebra to such vectors in order to evaluate physical observables that
describe the dynamics or even the ground state of the system. This task can be impossible
when N is as small as 50 which requires several petabytes of classical memories [18, 19].
This number is far less than the number of electrons in real materials which are of the
order of 1023. This computational complexity is the main obstacle to understanding
various fundamental emergent phenomena such as high-Tc superconductivity [20] and
the fractional quantum-Hall effect [21].
Recognizing this problem, in 1981 Richard Feynman envisioned an idea of a quantum
simulator, a machine that exploits quantum parallelism and operates by individually
manipulating its constituting quantum particles and their interactions [22]. Predictions
are made by performing appropriate measurements on those particles. Feynman proposed
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to quantize both space and time to allow such simulator to be universal, i.e., can be
programmed to simulate any quantum systems. The idea was later extended by Seth
Lloyd in 1996 [23], who proved that by evolving in small time steps, or trotterization, such
simulator could simulate the dynamics of any local quantum many-body Hamiltonian
with the time scale that grows only polynomially with the number of particles.
Such universal or a ‘digital’ quantum simulator, however, requires full control over
quantum many-body systems and may still be a long time ahead. Alternatively, one
may aim at a less ambitious goal of an ‘analog’ quantum simulator. The idea is to use
reasonably well-controlled quantum systems to simulate only certain classes of quan-
tum systems which are, nevertheless, interesting and cannot be simulated on a classical
computer. Building the later may be less prone to errors because it does not requite
trotterization. Also, phases of matter are typically robust against local perturbation.
Nevertheless, as pointed out in ref.[2], a functioning quantum simulator should (i) be
able to mimic a simple model, or a family of simple models, (ii) simulate models that
are of some relevance for applications, (iii) simulate models that are computationally
hard for classical computers, and (iv) allow for broad control of the parameters of the
simulated model. Also, a quantum simulator should allow for validation, for example, by
benchmarking against a classical computer in the regimes where numerical or analytical
techniques exist or against different quantum simulators, ideally implemented in different
platforms which subjected to different noises.
It might be hard, if not impossible, to prove that a given system cannot be efficiently
simulated with a classical computer. Many quantum many-body systems can be sim-
ulated on a classical computer with approximate numerical methods such as artificial
neural networks [24], tensor networks [25], dynamical mean-field theory, density matrix
renormalization group (DMRG) theory [26], density functional theory [27] and quantum
Monte-Carlo [28]. However, they are known to be limited to certain classes of problems.
For example, DMRG is appreciable only to gapped systems in one dimension. Quantum
Monte Carlo does not work with fermionic statistics or frustrated models, due to the sign
problem. Mean-field theory only works when the correlation between sites is weak and
often fails in one dimension.
With this in mind, the models that benefited most from a quantum simulator are
expected to be the ones that involve a large amount of entanglements such as zero-
temperature ground states of many-body Hamiltonians near the phase transition, non-
equilibrium dynamics of driven or quenched systems, and dissipative dynamics of open
systems. A quantum simulator can, for example, rule out or validate candidate models
such as the Femi-Hubbard model for describing high-temperature superconductivity [29],
check the eigenstate thermalization hypothesis with various quantum many-body systems
[30], and compute accurate calculations of molecular properties for quantum chemistry
[31, 32].
1
.
3. Platforms for quantum simulation. –
1
.
3.1. Cold neutral atoms in optical lattices:. Ultracold atoms in optical lattices
represent one of the most versatile platforms for quantum simulation [5, 33, 34]. Optical
lattices are formed by interfering laser beams in different directions to create a control-
lable standing-wave pattern that mimics the crystal lattice of a solid. Atoms can be
trapped in the optical lattice due to an effective periodic potential landscape induced by
laser beams via a dipole moment of the atoms. Ultracold atoms in optical lattices were
first used to simulate the celebrated Mott to the superfluid phase transition in the Bose-
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Hubbard model [35]. Subsequent work has shown quantum gas microscopes which enable
fluorescence detection of atoms in single sites [36], quantum magnetism [37], possibilities
to create artificial gauge fields by lattice shaking or by laser-induced tunneling [38], and
realization of the Fermi-Hubbard model [39, 40, 41, 42]. The Bose-Einstein condensation
to Bardeen-Cooper-Schrieffer crossover was also observed in the continuum limit [43].
Recently, cold atoms in optical lattices were recently used to study the breakdown of
thermodynamics description of interacting boson gas in two-dimensional disordered lat-
tices [44]. Predicting a thermalized to a many-body localized phase transition in such
a system is currently not possible with a classical computer due to the lack of efficient
numerical techniques. A quantum simulator with 51-cold atoms trapped using optical
tweezers has also been realized to observe different ordering in quantum Ising model [45].
1
.
3.2. Trapped ions:. Another approach for atom-based quantum simulators is the
use of trapped atomic ions held in linear radio-frequency traps [46, 47]. Here ion crystals
are formed by balancing the Coulomb repulsion between ions and trap confinement force,
allowing them to be accurately controlled and manipulated. A wide range of models have
been simulated in trapped ion systems from spin models [48, 49], to dynamical phase
transitions [50] and discrete time crystal [50]. High controllability in trapped ions also
makes it a promising platform for quantum computing [51, 52]. The number of ions
in a quantum simulator varies by a large factor depending on their controllability. For
example, in 2012 a few hundreds of trapped ions with no local control was used to
realize the quantum Ising model [53], while a fully-programmable quantum simulator
was only recently realized with five atoms in 2016 [54]. This controllability is also a
crucial factor for building a scalable quantum simulator in addition to the number of
constituting atoms. Building a scalable quantum processor with high controllability and
long coherent time over a few hundred qubits and defining relevant real-world applications
are near-term challenges faced by all quantum technologies platforms [55].
1
.
3.3. Solid-state systems:. There are also platforms for quantum simulation that
based on solid state systems. For example, nitrogen-vacancy centers in diamond have
been recently used to observe signatures of discrete time crystal [45]. Donor spins in sili-
con have been used together with Nuclear Magnetic Resonance technique to demonstrate
quantum gates between two qubits [6]. A programmable quantum processor consisting of
two single-electron-spin qubits in a silicon/silicon germanium (Si/SiGe) double quantum
dot has been illustrated [56]. The Fermi-Hubbard model has also been simulated using
a quantum dot array in a GaAs/AlGaAs heterostructure semiconductor [8].
1
.
3.4. Interacting photons:. In parallel to the above progress, a new type of quan-
tum simulators based on photons and hybrid light-matter excitations, known as polari-
tons, has been slowly emerging [57, 58], inspired by advances in the field of quantum
nonlinear optics and cavity quantum electrodynamics (QED) in the last two decades [7].
Pioneer theoretical works have shown possibilities to realize strongly correlated states
of lights in coupled resonator arrays (CRAs) and to observe the Mott to the superfluid
phase transition of light [59, 60, 61]. Subsequent works extend the results to a family of
many-body phenomena including an artificial field for the fractional quantum Hall effect
[62, 63, 64], effective spin models [65, 66, 67, 68], and topological transport of quantum
states [69]. Signatures of localization of interacting photons in a quasi-periodic potential
have recently been observed with a nine-site superconducting circuit by directly mea-
suring statistics of eigenenergies and spreading of energy eigenstates [70]. This platform
will be the main focus of this lecture.
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In complementary with cold atoms, interacting photons provide a natural setting for
simulating open quantum systems because light-matter systems dissipate to the environ-
ment and because they can be driven by external fields. The coupling to the environ-
ment is usually weak, and the bath is memoryless. Consequently, the system may reach
a dynamically-stable steady state that depends on the symmetries of the system [71].
Early theoretical works have shown that such steady states manifest various quantum
many-body phases [72, 73, 74, 75, 76, 77] and can exhibit dissipative phase transitions
(DPT) [78, 79]. A 72-site nonlinear superconducting circuit has recently been fabricated
to study DPT with light [80].
Perhaps, the most promising platform for realizing interacting photons is supercon-
ducting circuits where conventional optical and electron-beam lithography is used, allow-
ing CRAs to be designed with great flexibility and high controllability [9]. The circuit
is made superconducting by cooling to few milli-Kelvins using a dilution refrigerator.
Photonic modes can be realized from the co-planar transmission line or an LC circuit
which effectively acts as a Fabry-Perot microwave cavity [81]. An ‘artificial’ two-level
atom can be made from the use of Josephson junctions [82]. Both strong coupling [83]
and ultra-strong coupling [84] between an artificial atom and transmission line have also
been reported. Non-linear coupled resonator arrays up to 19 sites have been implemented
using superconducting circuits [70, 85, 86].
We note that there is also active research in the field of exciton polaritons in semicon-
ductor materials, realizing quantum fluid of light [87]. However, the interaction strength
of such a system is typically weak at a few-photon level. Nevertheless, there are possi-
bilities to enhance such interaction, for example, by resonantly coupling a pair of cavity
polaritons to a biexciton state [88]. Experiments in this platform have led to realization
of exotic phases of matter such as non-equilibrium Bose-Einstein condensation [89, 90]
and non-equilibrium polariton superfluidity [91, 92].
1
.
3.5. conclusions:. In this section, we have discussed several platforms for quantum
simulators. Next, we will discuss the basic concept of quantum phase transition with
a specific example of the Mott to the superfluid phase transition in the Bose-Hubbard
model. We then discuss the basic concepts in light-matter interaction, including field
quantization in a cavity QED, the Jaynes-Cummings model, and photon blockade. We
then review the early proposal for Mott to superfluid transitions of light, state-of-the-art
experiments, and various works on both equilibrium and driven-dissipative many-body
phases of light in CRAs. Lastly, we discuss circuit quantization and recent experimental
progress in achieving interacting photons in superconducting circuits.
2. – Quantum phase transitions
Identifying phases of matter are one of the main goals in condensed matter and mate-
rial science. During a phase transition, specific properties of the material change abruptly
as a result of the change of some external parameters. In classical physics, these param-
eters could be, for example, temperature, pressure, electric or magnetic fields. Classical
phase transitions are driven by thermal fluctuations and cease to exist at zero tempera-
ture. Quantum phase transitions (QPTs), on the other hand, exist at zero temperature
and are driven by quantum fluctuations [93]. Although, strictly speaking, absolute zero
temperature is not physically realizable, signatures of QPTs can be observed when the
energy scale of the thermal fluctuation kBT is much smaller than that of the quantum
fluctuations ~ω, where ω is a typical frequency of the quantum oscillation.
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Fig. 1. – Two types of non-analyticity at a quantum phase transition. Eigenenergies of
Hˆ = Hˆ1 + gHˆ2 as a function of g in the case of (a)
[
Hˆ1, Hˆ2
]
= 0 and (b)
[
Hˆ1, Hˆ2
]
6= 0.
To concretize the above description of QPT, let us consider a Hamiltonian of the form
Hˆ = Hˆ1 + gHˆ2,
where g is a dimensionless parameter. The QTP concerns with non-analytic dependence
of the ground-state energy
E(g) = 〈G|Hˆ|G〉
as the parameter g changed. Here |G〉 is the ground state of the system, i.e., Hˆ|G〉 =
E(g)|G〉. In the case of
[
Hˆ1, Hˆ2
]
= 0, non-analyticity can happen due to crossing of
eigenvalues, see fig. (1). In the case of
[
Hˆ1, Hˆ2
]
6= 0, non-analyticity can happen due
to the closing of the energy gap between the ground state and the first excited state
which happens in the thermodynamic limit. The latter is more common and has a closer
analogy to classical phase transitions, while the former often occurs in conjunction with
the latter. The QPT is usually accompanied by an abrupt change in the correlations in
the ground state.
2
.
1. Example: the Mott-to-superfluid phase transition:. – The Fermi-Hubbard
model was originally proposed in 1963 by Hubbard [94] to approximately describe a
conducting to an insulating QPT of electrons in solids. Its bosonic version was proposed
in the same year by Gersch and Knollman [95] and named the Bose-Hubbard model.
The phase diagram of the latter was first calculated in 1989 [96] and the corresponding
QPT was realized in cold atoms in optical lattices in [35]. Specifically, the Bose-Hubbard
(BH) model describes the system of N bosonic particles moving on a lattice consisting
of L lattice sites,
(1) HˆBH = −J
∑
〈i,j〉
aˆ†i aˆj − µ
L−1∑
i=0
nˆj +
U
2
L−1∑
i=0
nˆj(nˆj − 1),
where aˆj (aˆ
†
j) is a bosonic annihilation (creation) operator at site j, nˆj = aˆ
†
j aˆj is the
number operator at site j, 〈..〉 denotes the sum over nearest-neighbour, J is the hopping
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Fig. 2. – The Bose-Hubbard model. (a) A sketch of cold atoms in optical lattices realizing the
Bose-Hubbard model. b The mean-field energy as a function of µ/U for three different numbers
of particles n = 1, 2, 3. The mean-field energy landscape in the Mott and the superfluid phase
are shown in (b) and (c), respectively.
strength between site i and j, µ is the chemical potential, and U is the on-site interaction.
The first term in eq. (1) describes kinetic energy of particles, the second term determines
the number of particles in the ground state, and the last term describes interaction
between particles.
To understand different phases exhibited by the BH model, let us first consider the
limit J = 0. In this case, HˆBH reduces to the sum of on-site Hamiltonians, i.e., HˆBH =∑
j hˆj , where hˆj = −µnˆj + U2 nˆj(nˆj − 1). Hence, the ground state takes the form of
a product state |G〉 = ∏j |n〉j , where |n〉j is an n-particle Fock state at site j, i.e.,
nˆj |n〉j = n|n〉j . The corresponding ground state energy is E(n) = L
[−µn+ U2 n(n− 1)].
As shown in fig. (2-b), there are different level crossing between states with different
integer fillings n for µ = nU . The ground state has an energy gap, hence they should be
stable against small changes in the Hamiltonian such as small tunneling. This integer-
filling ground states are known as Mott insulating states.
Another phase can be revealed by considering the limit U = 0, where the Hamilto-
nian is reduced to the tight-binding model Hˆtight−binding = −J
∑
〈i,j〉 aˆ
†
i aˆj − µ
∑
j nˆj .
The Hamiltonian can be diagonalized by applying the quantum Fourier transform aˆk =
1√
L
∑ikj
aˆj . The Hamiltonian is then casted into the form Hˆtight−binding =
∑
k ωkaˆ
†
kaˆk,
where ωk is a constant depending on µ and k. For example, for a one-dimensional pe-
riodic lattice, we have ωk = −µ − 2J cos(k). For µ, J > 0, the ground state is then
|G〉 = (aˆ†k=0)N |000...〉 which is a product state in the momentum space, not in the
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Fig. 3. – Phase diagram of the Bose Hubbard model. The mean-field phase diagram
showing the Mott and the superfluid phase is shown in (a). A more exact phase diagram
calculated from DRMG for the one dimensional system is shown in (b). The result is reproduced
from ref. [97]
position space as in the Mott. This state is known as the superfluid state.
2
.
2. The mean-field phase diagram:. – Now let us consider an approximate
method to calculate the many-body phases for the full range of J/U . The key idea
is to decompose aˆj = ψ+δaˆj , where δaˆj is the fluctuation from the mean value ψ ≡ 〈aˆj〉.
The mean-field approximation proceeds by dropping the second order terms in δaˆj in the
Hamiltonian, assuming that correlations between sites can be ignored. This approxima-
tion becomes exact in infinite dimensions, but often fails in one-dimension. To see how
this leads to the sum of approximated on-site Hamiltonians, let us write the hopping
term as
aˆ†i aˆj +H.c. = (ψ
∗ + δaˆ†i )(ψ + δaˆj) +H.c.
= ψ∗ψ + δaˆ†iψ + ψ
∗δaˆj + δaˆiδaˆj +H.c.
≈ ψ∗ψ + δaˆ†iψ + ψ∗δaˆj +H.c.
≈ ψ∗ψ + (aˆ†i − ψ∗)ψ + (aˆj − ψ)ψ∗ +H.c.
≈ aˆ†iψ + aˆ†jψ − ψψ∗ +H.c..(2)
The full Hamiltonian is then written as
HˆBH ≈ HˆMFBH =
∑
j
(hˆ
(0)
j + Vˆj)
where hˆ
(0)
j = −µnˆj + U2 nˆj(nˆj − 1)− Jzψ∗ψ and Vˆj = −Jz(ψ∗aˆj +ψaˆ†j) with z being the
coordination number, or the number of sites connected to site j via the hopping term.
We then write the mean-field energy as
En = E
(0)
n + E
(1)
n + E
(2)
n + ....
MANY-BODY PHYSICS AND QUANTUM SIMULATIONS WITH STRONGLY INTERACTING PHOTONS9
By doing perturbation theory with respect to the V−term, the zero order eigenenergy is
E(0)n =
{
0 for µ < 0
−µn+ U2 n(n− 1) + Jzψ2 for U(n− 1) < µ < Un
The first order eigenenergy is zero E
(1)
1 = 〈n|Vˆj |n〉 = 0. The second order eigenenergy is
E(2)n = ψ
2
∑
n′
|〈n|Vˆj |n′〉|2
E
(0)
n − E(0)n′
= (Jzψ)2
(
u
U(n− 1)− µ +
n+ 1
µ− Un
)
.
The mean-field energy is then En = const. +m
2ψ2 + ... where
m2
Jz
= 1 +
n
U˜(n− 1)− µ˜ +
n+ 1
µ˜− U˜n ,
with µ˜ = µ/Jz and U˜ = U/Jz.
As shown in fig. (2-c) and fig. (2-d), for m2 > 0 En is minimized when ψ = 0.
Hence the ground state has U(1) symmetry, i.e., invariant under the transformation ψ →
eiθψ, and no quantum fluctuation between sites corresponding to the Mott insulating
states. For m2 < 0, En is minimized when ψ 6= 0, implying that the ground state has
a broken U(1) symmetry corresponding to the superfluid state. The phase boundary
can be computed by solving the equation m2 = 0. The corresponding mean-field phase
diagram is shown in fig. (3-a). Fig. (3-b) shows the phase diagram for a one-dimension
Bose-Hubbard lattice calculated by a more exact density-matrix-renormalization-group
(DMRG) technique [97], taking into account correlations between sites. We can see that
the mean-field theory can give a qualitative approximation of the phase diagram.
3. – Quantum many-body phases of light
3
.
1. Light-matter interaction:. – Having discussed phases of matter, we now turn
to experimental realization of photon-photon interactions and how many-body phases of
light can emerge. Engineering strong interactions at progressively low light intensity has
been one of the greatest challenges in optical science. In classical regime, photon-photon
interaction is achieved by shining an intense light beam to a non-linear material so that
optical properties of the material such as refraction and absorption are modified and, in
turn, lead to power-dependent light propagation through the material [98]. Specifically,
polarization P of non-linear media, defined as dipole moments per unit volume, can be
written as
(3) P/0 = χ
(1)E + χ(2)E2 + χ(3)E3 + ...,
where 0 is the electric permittivity of free space, χ
i is the electric susceptibility of order
ith, and E is the input electric field. The higher order terms account for non-linear optical
phenomena such as second or higher harmonic generation, sum-frequency generation,
self-focusing, and optical solitons. However, as the light intensity is weaker, the higher
order terms in eq. (3) are suppressed, and eventually, the material only exhibits a linear
response, making it difficult to achieve strong interaction at a few photon levels.
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Fig. 4. – A sketch of a simplified optical cavity consisting of two plane mirrors at z = 0 and
z = L.
Another way to see this is to consider the probability p of one photon getting absorbed
by an atom. At resonance, this probability is maximized and proportional to the ratio
between the wavelength of light squared (λ2) and the transverse area of the laser beam
(d2), i.e., p ∼ λ2/d2. The number of atoms required to modify one photon is then
N ≈ 1/p. Due to the diffraction limit that prevents the focusing of the light beam
below the wavelength, this probability is typically small p 1. Recent experiments have
achieved p ≈ 0.01− 0.1 by concentrating laser light to a small area [99, 100, 101, 102].
In the limit p→ 1, the presence of one atom can substantially modify a single incident
photon. Since a single two-level atom can only absorb one photon at a time, a pair of
incident photons will experience an atomic response that is very different from that
of a single photon, hence realizing nonlinearity at the two-photon level. One way to
achieve this is to use a reflective cavity that enhances the interaction probability p by
the number of bounces, F , that the photon makes inside the cavity before leaking out.
The probability p approaches unity when η  1, where η = Fλ2/d2 is the cooperativity.
3
.
1.1. Field quantization: mode of a simple optical resonator:. Let us consider
an optical cavity consisting of two parallel perfectly reflecting mirrors, lying on the x-y
plane at z = 0 and z = L. The electric field and the magnetic field inside the cavity take
the form
E(r, t) = exEx(z, t),
B(r, t) = eyBy(z, t),
respectively. By solving Maxwell’s equations assuming the boundary conditions Ex(0, t) =
Ex(L, t) = 0, we get
E(m)x (z, t) = E0 sin(ω
(m)
c t) sin(kmz),
B(m)y (z, t) = B0 cos(ω
(m)
c t) cos(kz),
where km = mpi/L, m is a positive integer, ω
(m)
c = ckm, c is the speed of light, E0 is
the amplitude of the electric field, and B0 = E0/c is the amplitude of the magnetic field.
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The energy of the electromagnetic field inside the cavity is
E(m) =
1
2
∫
dV
[
0|E(m)x (z, t)|2 +
1
µ0
|B(m)y (z, t)|2
]
=
1
4
0E
2
0V
(
sin2(ω(m)c t) + cos
2(ω(m)c t)
)
=
1
2
[
(p(m)(t))2 + (ω(m)c )
2(q(m)(t))2
]
,
where V is the volume of the cavity, q(m)(t) =
√
0V
2(ω
(m)
c )2
E0 sin(ω
(m)
c t), and p(m)(t) =√
V
2µ0
B0 cos(ω
(m)
c t). One can see that the energy E(m) takes the form of the energy
of a simple Harmonic oscillator where p(m)(t) and q(m)(t) are position and momentum
coordinates, respectively. From now one we will consider the lowest mode m = 1 and
drop the superscript (m).
Next, we perform second quantization by promoting p(t) and q(t) to operators, i.e.,
E(m) → Hˆcavity = 1
2
(
pˆ2 + ω2c qˆ
2
)
,
where [qˆ, pˆ] = i~. We then define the ladder operators as
aˆ† =
ωcqˆ − ipˆ√
2~ωc
,
aˆ =
ωcqˆ + ipˆ√
2~ωc
,
where
[
aˆ, aˆ†
]
= 1. The Hamiltonian is then written as Hˆcavity = ~ωc(aˆ†aˆ + 12 ) which is
the form of a quantum harmonic oscillator. We will set ~ = 1 for now on for simplicity.
3
.
1.2. The Jaynes-Cummings interaction:. The system consisting of a two-level
atom interacting with photons trapped in an optical cavity, as shown in fig. (5), is
described by the Hamiltonian
HˆJC = Hˆcavity + Hˆatom + Hˆint,
where
Hˆcavity = ωc(aˆ
†aˆ+
1
2
)(4)
is the Hamiltonian of the cavity. ωc is the fundamental frequency of the cavity. The
two-level atom is described as
Hˆatom = ωaσˆ
+σˆ−,
where σˆ+ = |e〉〈g| and ωa is the energy different between the two eigenstates. The
atom interacts with the cavity mode by a dipole transition operator which is defined as
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Fig. 5. – The Jaynes-Cummings model. (a) A sketch of an empty cavity with (b) its linear
spectrum. When the modes of the cavity coupled to the two-level system, the total system is
described by the Jaynes-Cummings model (c). (d) The resulting energy spectrum has non-
linear splitting proportional to g
√
n. An external laser with frequency ωlaser = ωc − g will be
resonant with the one-excitation state |1,−〉 but off-resonant with the two-excitation state |2,−〉
leading to the photon blockade effect where only one photon can enter the cavity.
dˆ = d∗σˆ+ + dσˆ−, where d is the dipole moment. The interaction between the atom and
the cavity is described by the dipole interaction.
Hˆint = −dˆ · Eˆ(z, t)
= −E0(aˆ+ aˆ†) sin
(piz
L
)
dˆ
= g(σˆ+ + σˆ−)(aˆ+ aˆ†)
= g(σˆ†aˆ+ σˆ−aˆ+ σˆ+aˆ† + σˆ−aˆ†),
where g = −E0 sin(pizL ) is the light-matter coupling constant. E0 is the amplitude of
the field in the cavity of length L. z is the position in the cavity. We can see that
Hˆint contains terms that do not conserve the number of excitation. To see the effect of
these terms, we move from the Schro¨dinger picture into the interaction picture defined
by Hˆcavity + Hˆatom, i.e.,
Hˆint(t) =e
i(Hˆcavity+Hˆatom)tHˆinte
−i(Hˆcavity+Hˆatom)t
=g
(
aˆσˆ−e−i(ωc+ωa)t + aˆσˆ+ei(ωa−ωc)t +H.c.
)
.(5)
The terms aˆ†σˆ− and aˆσˆ+ describe an emission and an an absorption process, respec-
tively. They oscillate with a slow frequency ωa − ωc, while the counter-rotating terms
(aˆσˆ−e−i(ωc+ωa)t + H.c.) do not conserve number of excitations and quickly oscillates.
When |ωc − ωa|, g  ωc + ωa, the latter terms can be ignored, giving rise to a solvable
model known as the Jaynes-Cummings (JC) model [103, 104] first envisioned in 1963.
This approximation is known as the rotating-wave approximation. The JC model is then
written as
HˆJC = ωaσˆ
+σˆ− + ωcaˆ†aˆ+ g(aˆ†σˆ− + aˆσˆ+).
3
.
1.3. Eigenstates of the Jaynes-Cummings model:. To obtain the eigenstates
and the eigenenergies of the JC model, we first notice that the Hamiltonian HˆJC com-
mutes with the total number excitation operator
Nˆ = σˆ+σˆ− + aˆ†aˆ.
MANY-BODY PHYSICS AND QUANTUM SIMULATIONS WITH STRONGLY INTERACTING PHOTONS13
For n excitations, there are only two possible states which are (i) |ψ1〉 = |n− 1, e〉 with
n − 1 photons in the cavity and the atom is in the excited state and (ii) |ψ2〉 = |n, g〉
with n photons in the cavity and the atom is in the ground state. The matrix elements
of HˆJC in this subspace,
(6) H
(n)
JC,ij = 〈ψi|HˆJC|ψj〉
for i, j ∈ {1, 2}, are written as
Hˆ
(n)
JC =
(
(n− 1)ωc + ωa g
√
n
g
√
n nωc
)
.
Diagonalizing this Hamiltonian, we obtain the energy eigenstates as
(7) E±(n) = ωc
(
n− 1
2
)
± 1
2
√
(ωa − ωc)2 + g2n.
with the energy eigenstates
|n,+〉 = cos
(αn
2
)
|n− 1, e〉+ sin
(αn
2
)
|n, g〉,
|n,−〉 = − sin
(αn
2
)
|n− 1, e〉+ cos
(αn
2
)
|n, g〉,
where αn = tan
−1 (2g
√
n/(ωa − ωc)). Excitations in |n,±〉 are a collective mode of
photonic and atomic excitations called a polariton. The cavity is said to be a non-linear
cavity because its eigenenergies now have non-linear dependence in n. The non-linearity
becomes maximized at resonance ωa = ωc, i.e. ,E±(n) = ωc(n−1/2)± 12g
√
n+ 1. In the
large detuning limit |ωa − ωc|  g
√
n, the eigenenergies becomes approximately linear
in n, i.e.,
E±(n) ≈ ωcn± 1
2
|ωa − ωc|.
In this limit, the cavity modes are decoupled from the atom. In addition, the spectrum
is also approximately linear for a large number of photons n  1 where √n+ 1 ≈ √n
since an energy gap between adjacent energy levels are approximately the same, e.g.
E±(n+ 2)− E±(n+ 1) ≈ E±(n+ 1)− E±(n) ≈ ωc ± 1
2
g
√
n.
3
.
1.4. Early experimental realizations of strong light-matter coupling:. Sig-
natures of the atom-cavity interaction were first observed in the 1980s via the change in
the spontaneous emission rate of an atom when placed in a cavity [106, 107, 108]. The
cavity mode is said to be ‘strongly coupled’ to the atom when the light-matter coupling
is much larger than dissipation rate both to the input and the output waveguides K and
to free space γ, i.e.,
g2 > Kγ.
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Fig. 6. – Quantum Rabi oscillation in a microwave cavity. (a) A simple diagram of the
experiment. Rubidium atoms effuse from the oven O and circular Rydberg atoms are prepared
in the box B. The atoms cross the cavity C made of two superconducting mirrors. (b) The
observed Rabi oscillation according to the Hamiltonian in eq. (6). The result is reproduced
from ref. [105].
In this limit, a single photon in the cavity has enough coherent time to allow reversible
exchange between the atomic and the photonic excitation before irreversibly leaking out
the cavity. Signatures of the strong light-matter interaction were first observed in the
optical regime in 1992 via normal mode splitting [109] and in the microwave regime in
1996 via quantum Rabi oscillation [105], see fig. (6). The former led to the first exper-
imental demonstration that single atoms can introduce a phase shift to a single photon
by approximately pi/10 [110], while the latter led to the generation of Einstein-Podolsky-
Rosen pair of atoms in a controllable manner [111]. In superconducting systems, strong
coupling between a single artificial atom and a single microwave photon was later realized
in 2004 [83].
3
.
1.5. Photon blockade effect:. Photon blockade refers to a situation in which
interaction between photons is so strong that the presence of a single photon in a cavity
can completely ‘block’ another photon from entering the cavity. The term is used in
analogy to the Coulomb blockade effect [112] where a single electron on a small metallic
or semiconductor device can block the flow of another electron when the charging energy
is much larger than the thermal energy. To understand photon blockade in the Jaynes-
Cummings model, imagine the cavity and the atom is initially in the vacuum state and
the ground state, respectively, i.e., |0, g〉. A laser beam is then shined to the system with
the frequency that is resonant with one of the one-excitation eigenstates, e.g.,
ωlaser = E−(1) = ωc − 1
2
g
(assuming ωa = ωc). Due to the resonance condition, the first photon that enters the
cavity will excite the cavity to the state |1,−〉. However, the frequency of the second
photon is now off-resonant with that of the two-excitation state |2,−〉,
E±(2)− E−(1) = ωc ∓ 1
2
g(
√
2∓ 1) 6= ωlaser.
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Fig. 7. – Experimental realization of photon blockade. (a) A simple diagram of the
experiment. (b) The intensity correlation function g(2)(τ) as a function of the time delay τ
between two photons. g(2)(τ) drops to near zero at τ = 0, indicating the probability of detecting
two photons at the same time is strongly suppressed. The result is reproduced from ref. [113].
Hence the second photon is prevented from entering the cavity and the two photons
effectively ‘repel’ each other. The first experimental breakthrough that showed direct
signatures of photon blockade was done in 2005 [113], through the anti-bunching statistics
of transmitted photons, see fig. (7). The result marks an exciting new era in nonlinear
quantum optics.
3
.
1.6. Quantum nonlinear optics with atomic ensembles:. Before moving on to
quantum many-body body physics with light, we would like to mention an alternative
approach to engineer strong light-matter interaction where photons are stored in an en-
semble of atoms which exhibits the so-called electromagnetically induced transparency
(EIT) [114]. In EIT, the optical response of an otherwise opaque atomic gas is modified
by an extra control field. This control field is strong and induces coherent coupling be-
tween a weak probe pulse and atomic states leading to collective light-matter excitations,
called polaritons. The latter results in a drastically reduced group velocity of the probe
field, much reduced linear susceptibility χ(1), and greatly enhanced nonlinear suscepti-
bility χ(3). Effective strong polariton-polariton interaction is then induced by exciting
the atoms to the metastable Rydberg state with a high principal quantum number of
approximately 100 [115]. The strong interaction between two Rydberg atoms that are
separated by less than the blockade radius introduces an energy shift when two of them
are excited. This energy shift is maximized when both controlled field and probe field
are resonant with corresponding atomic states. The latter prevents both of them to
get excited simultaneously. Effectively, each Rydberg atom behaves like a ‘superatom’
consisting of Na atoms within the Rydberg radius but only one excitation, resulting in
enhanced cooperativity of η = Naλ
2/d2.
In addition to the above Rydberg blockade, when the control laser is detuned from
resonance, it is possible to use EIT to engineer effective distance-dependent interaction
between photons. The attractive interaction between photons has been realized in this
way and two-photon bound states have been observed [116]. In the case of repulsive
interaction, it is predicted that photon crystallization could be formed [7].
3
.
2. Mott-to-superfluid transition of light in coupled resonator arrays: . –
Having realized strong photon-photon interactions, it is natural to ask if photons can
form many-body states in analogy to real atoms in solid state. Pioneer works explored
this question by envisioning an array of coupled nonlinear cavities both with the Kerr
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Fig. 8. – The Jaynes-Cummings-Hubbard model (a) A sketch of a coupled cavity array,
implementing the Jaynes-Cummings-Hubbard model. (b) Energy spectrum of the JCH model.
(c) The order parameter Var(Ni) of the lowest-energy state in the unit-filled manifold as a
function of detuning (ωa − ωc)/g for 3-7 sites with and without decay. The order parameter
exhibits a jump from zero to a finite value, corresponding to the Mott and the superfluid phase,
respectively. The transition gets shaper with as the system’s size is increased as expected from
quantum phase transition. The results are reproduced from ref. [59].
type [60] and the Jaynes-Cummings type [59, 61]. The latter, as shown in fig. (8-a), is
described by the Hamiltonian,
HˆJCH =
L−1∑
j=0
(
ωaσˆ
+
j σˆ
−
j + ωcaˆ
†
j aˆj + g(aˆ
†
j σˆ
−
j + aˆj σˆ
+
j )
)
− J
L−2∑
j=0
(
aˆ†j aˆj+1 +H.c.
)
,
where L is the size of the system, J is the hopping strength of photons between two
adjacent cavities, σ+j (σ
−
j ) is the raising (lowering)operator for the atom at site j, and
aˆj (aˆ
†
j) is a bosonic annihilation (creation) operator at site j. The model is known as
the Jaynes-Cummings-Hubbard (JCH) model. HˆJCH commutes with the total number
of excitations Nˆ =
∑
j Nˆj , where
Nˆj = aˆ
†
j aˆj + σˆ
+
j σˆ
−
j .
Hence, as shown in fig. (8-b), the eigenspectrum of HˆJCH are grouped into manifold
labeled by the filling factor n¯ = 〈Nˆ〉/L where 〈...〉 denotes an expectation value over
a given eigenstate. It is important to recall that when deriving the Jaynes-Cummings
interaction we have assumed that ωa and ωc are the largest energy scale in the system.
This implies that the ground state of HˆJCH is the vacuum, as depicted in fig. (8-b).
To observe many-body characteristics of HˆJCH, one can consider the lowest energy
state |G〉n¯=1 in the unit-filled manifold. At resonance and g  J , photon blockade
prevents two photonic excitations at the same cavity, effectively switching off the hopping
process and leading to the Mott-like ground state, i.e.,
|G〉n¯=1 = |1,−〉 ⊗ |1,−〉...⊗ |1,−〉.
This state can be prepared by sending a pi/2 pulse at frequency ωa − g to each cavity to
excite the vacuum state |0, g〉 to the lower polariton state |−1〉. To observe the superfluid
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Fig. 9. – Phase diagram of the Jaynes-Cummings-Hubbard model. The mean-field phase
diagrams with different detuning ∆ ≡ ωa − ωc = 0,−2J, 2J are shown in (a)-(c), respectively.
The results are reproduced from ref. [61]. The DRMG phase diagram for the one-dimensional
system with ∆ = 0 is shown in (d). The result is reproduced from ref. [117].
behavior of photonic excitations, one can adiabatically switch on either the coupling g or
the detuning ωa − ωc via, say, a Stark shift from an external field. In this limit, photon
blockade is suppressed and the system is effectively described by the tight-binding model
HˆJCH ≈ −J
∑
j
(
aˆ†j aˆj+1 +H.c.
)
.
The Mott-to-superfluid phase transition can then be probed by measuring the fluctuation
of the number of excitations, i.e.,
Var(Ni) =
√
〈Nˆ2j 〉 − 〈Nˆj〉2,
see fig. (8-c) . Note that, unlike atoms in the Bose-Hubbard lattice discussed in Sec.
(2
.
1), the number of excitations, in this case, is conserved. Hence the order parameter
〈ai〉 always vanishes both in the Mott and the superfluid phase.
3
.
2.1. The mean-field phase diagram:. To make a more explicit analogy to the
atoms in the Bose-Hubbard lattice, one can introduce the chemical potential term to the
JCH model [61]. Note that this is done by hand since photons do not naturally have a
chemical potential. Nevertheless, a possibility to engineer one has been proposed [118].
The JCH model with the chemical potential is written as
HˆGCJCH = HˆJCH − µNˆ,
where µ is the chemical potential and the label ‘GC’ stands for the grand canonical
potential. HˆGCJCH still commutes with Nˆ . However, it is now possible that the ground
state of the system is not the vacuum because the chemical potential term introduces an
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energy shift of −µn¯L to the excited states of HˆJCH. This removes the need of restricting
ourselves to the n¯ = 1 manifold as before.
We then proceed to calculate the ground-state phase diagram of HˆGCJCH by applying
the mean-field approximation HˆGCJCH ≈
∑
j Hˆ
MF
JCH(j), where
HˆMFJCH(j) = (ωc − µ)aˆ†j aˆj + (ωa − µ)σˆ+σˆ− + g(aˆ†σˆ− + aˆσˆ+)
− 2J(ψaˆ2 + ψ∗aˆ− |ψ|2)(8)
To numerically compute the phase diagram, we first write down HˆMFJCH(j) in a matrix
form, keeping up to nmax excitations. For example, for nmax = 1 the matrix takes the
form
HˆMFJCH(j) =
 0 0 −2Jψ0 ωa − µ g
−2Jψ∗ g ωc − µ
 ,
where |g, 0〉 = (1, 0, 0), |e, 0〉 = (0, 1, 0), and |e, 1〉 = (0, 0, 1). For nmax = 2 the matrix
takes the form
HˆMFJCH(j) =

0 0 −2Jψ 0 0
0 ωa − µ g −2Jψ 0
−2Jψ∗ g ωc − µ 0 −2
√
2Jψ
0 −2Jψ 0 ωa + ωc − 2µ
√
2g
0 0 −2Jψ √2g 2ωc − µ
 .
The next step is to numerically obtain the ground state energy as a function of the mean-
field energy E [ψ] and find ψc that minimizes E[ψ]. The process is then repeated until
ψc is converged with nmax. The mean-field phase diagram of Hˆ
GC
JCH as calculated in ref.
[61] is shown in fig. (9-a). A more accurate phase diagram was calculated numerically
using DMRG in ref. [117] and analytically in ref [119].
3
.
2.2. Existing works on equilibrium many-body phases of interacting pho-
tons:. Following the pioneer works, there has been several work investigating various
aspects of the JCH model including many-body dynamics [120, 121, 122], ground-state
entanglement [123, 124], critical exponents at the phase transition [125] and its applica-
tions for quantum information processing [126, 127]. Phase transitions in the JCH model
and the BH model have been shown to be in the same universality class. As shown in [59]
in the Mott regime, the JCH model also simulates the standard XY spin model where
the presence and the absence of a polariton in each cavity represent the state of spin
up and down, respectively. Subsequent works also show that the anisotropic Heisenberg
spin model can be simulated using coupled cavity arrays where each cavity contains a
three-level system [65, 66, 67, 68]. Topological pumping of interacting photons to re-
liably transport Fock states is discussed in ref. [69]. Artificial gauge field for photons
can be engineered in a 2D array using an external drive that controls the hopping phase
of photons. When combined with photon blockade, the ground state of the system can
be mapped to the Laughlin state, simulating the fractional quantum Hall state of light
[62, 63]. Such combination has been realized with two microwave photons in a three-site
superconducting circuit chip [64].
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Fig. 10. – Chiral edge states of interacting photons in superconducting circuits. (a)
An optical image of the superconducting circuit made by standard nano-fabrication techniques.
It can be described by the Bose-Hubbard Hamiltonian as shown in eq. (9). (b) Time evolution
showing chiral current of two interacting photons. PQj is the probability of finding one photon at
site j. Two photons are initialized at sites 1 and 2 by applying a pi/2 pulse to the corresponding
sites. The chiral current can be understood by looking at the current of the hole, initially located
at site 3. The results are reproduced from ref. [64].
3
.
2.3. State-of-the-art experiments:. Here we briefly review two experimental
works that demonstrate exceptional control and a long coherent time of interacting pho-
tons in superconducting circuits.
Chiral ground-state currents of interacting photons in a synthetic magnetic field [64].
Using two interacting photons in a three-site superconducting circuit (see fig. (10-a)), the
authors have realized two basic ingredients for simulating fractional quantum Hall states
of light, i.e., large interactions in the presence of a large magnetic field. The resulting
ground states exhibit chiral current of two hardcore photons, where the probability of
two photons being in the same site is strongly suppressed, see fig. (10-b). The artificial
magnetic field is created by periodically modulating hopping strength between two sites
[128], i.e.,
(9) Hˆchiral(t) =
3∑
j=1
ωj nˆj +
∑
j,k
Jjk(t)(aˆ
†
j aˆk +H.c.)−
U
2
3∑
j=1
nˆj(nˆj − 1),
where
Jjk(t) = J0 cos(∆jk + φjk),
with ∆jk = ωj−ωk. J0 and φjk are constants. To understand how the effective magnetic
field is derived, let us consider the Hamiltonian of a pair of qubit
Hˆ = ωnˆ1 + (ω + ∆)nˆ2 + J0(e
i∆t+iψ + e−i∆−iφ)(aˆ†1aˆ2 +H.c.)−
U
2
2∑
j=1
nˆj(nˆj − 1).
We then move to a rotating frame via the unitary transformation e−i∆nˆ2t. The Hamil-
tonian in the rotating frame reads
Hˆ = ω(nˆ1 + nˆ2) + J0(e
i∆t+iφ + e−i∆−iφ)(aˆ†1aˆ2e
−i∆t +H.c.)− U
2
2∑
j=1
nˆj(nˆj − 1).
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If J0  ∆, we can apply the rotating wave approximation and arrive at
Hˆ = ω(nˆ1 + nˆ2) + J0(aˆ
†
1aˆ2e
−iφ +H.c.)− U
2
2∑
j=1
nˆj(nˆj − 1).
Hence for a three-site lattice with a periodic boundary condition, the total ‘artifical’
magnetic flux is Φ = φ12 +φ23 +φ31. In the experiment, each site in the superconducting
chip is inductively coupled to each other which can be tuned in nanosecond timescale
using an external (real) magnetic field. The coupling Jjk(t)/2pi can take any value
between -55 MHz to +5 MHz, including zero. The initial state is prepared by applying
a pi/2 pulse at the first and the second site.
Spectroscopic signatures of localization with interacting photons in superconducting
circuits [70]. Statistical thermodynamics is one of the pillars of modern physics in de-
scribing physical systems with a large degree of freedom. Its fundamental postulate states
that all accessible microstates associated with a given macro-state have equal probability.
In quantum physics, it has been observed that quantum many-body systems would often
evolve and reach a thermal equilibrium over time, regardless of a starting state. However,
disorders can prevent those systems from thermalization. The mechanism is known as
many-body localization (MBL) [129, 30, 130, 131, 132, 133, 134, 135, 136, 137, 138, 139].
Unlike quantum phase transitions in the equilibrium case such as the Mott to the su-
perfluid phase transition, the thermalized to the MBL phase transition is dynamical and
involves all the many-body energy eigenstates of the system.
Signatures of MBL have been observed in cold atoms in optical lattices [44, 140,
141], trapped ions [142] and superconducting qubits [143]. In all cases, a non-thermal
evolution is probed by monitoring the time dynamics of an initially localized state. In the
thermalized phase, the system spreads throughout the lattice over time leading to zero
population imbalance between sites. When the disorder is increased, and the system
is in the MBL phase, the system shows traces of the initial state after a long period.
Although this technique reveals signatures of MBL, directly probing many-body energy
eigenstates are still absent in the previous work.
In ref. [70], the authors observe signatures of the celebrated many-body localization
transition using interacting photons in a nine-site superconducting circuit. The measure-
ments of the relevant energy eigenenergies and eigenstates were done by implementing
a novel many-body spectroscopy method based on time evolution. The approach was
benchmarked by measuring the energy spectrum predicted for the system of electrons
moving in two dimensions under a strong magnetic field - the Hofstadter butterfly.
Here we outline the spectroscopy protocol performed in ref. [70], starting with a single
photon. We begin by initializing a photon at site p in the superposition state of |0〉 and
|1〉, i.e.,
|ψ0〉p = |0〉1|0〉2...
( |0〉p + |1〉p√
2
)
...|0〉L−1|0〉L
=
1√
2
(|Vac〉+ |1p〉) ,
=
2√
2
(
|Vac〉+
8∑
α=0
Cpα|E(1)α 〉
)
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where |1p〉 = aˆ†p|Vac〉, Cpα = 〈1p|E(1)α 〉, |Vac〉 is the vacuum state, and |E(1)α 〉 is a one-
photon energy eigenstate with the eigenenergy E
(1)
α . The system at time t is given by
|ψ(t)〉p = 1√
2
(
|Vac〉+
∑
α
Cpαe
−iE(1)α t|E(1)α 〉
)
.
The operator aˆp is not Hermitian and therefore not observable. Nevertheless, one can
measure
〈Xˆp〉 ≡ 〈aˆ†p + aˆp〉,
〈Yˆp〉 ≡ i〈aˆ†p − aˆp〉.
and compute the expectation value
〈aˆp〉(t) ≡ 1
2
(
〈Xˆp〉 − i〈Yˆp〉
)
=
1
2
∑
α
|Cpα|2e−iE
(1)
α t.
at different times. The Fourier transform of 〈aˆp〉(t) then reveals the eigenenergies E(1)α
and the overlap |Cpα|. The experiment is then repeated by varying all possible initial
configurations q ∈ {1, 2, ..., L} and calculating
χ(1)(t) =
L∑
p=1
〈aˆp〉(t).
The latter ensures that all peaks will have appreciable amplitudes in the Fourier trans-
form.
To benchmark the method, the authors implement the 1D Harper model with one
photon in a nine-site superconducting circuit, i.e.,
Hˆ1−photonHarper = ∆
8∑
j=0
cos(2pibj)nˆj − J
7∑
j=0
(aˆ†j aˆj+1 +H.c.).
The Harper model can be mapped to the 2D Quantum Hall model where b is mapped
to a magnetic flux, [144]. The spectrum of the Harper model as a function of b exhibits
a butterfly-like structure similar to its 2D counterpart. The structure was first proposed
by Hofstadter in 1976 [145]. It is a fractal structure, meaning that small fragments of the
structure contain a copy of the entire structure. However, observing the full butterfly
in a conventional condensed matter system requires an unphysically large magnetic field
in the order of ∼ 105 Tesla that can ‘squeeze’ one flux quanta through a unit cell.
Signatures of the butterfly were observed by using a superlattice structure in graphene
[146, 147, 148, 149].
The authors of ref. [70] realize Hˆ1−photonHarper by setting the cavity’s frequency ωj =
∆ cos(2pibj). Since b in Hˆ1−photonHarper is not related to a real magnetic, it can be easily
tuned from 0 to 1 in our setup. Fig. (11-a) shows the Fourier transform of χ(2)(t) as a
function of b. A clear butterfly-like structure is observed as expected since the Fourier
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Fig. 11. – The Hofstadter butterfly (a) The Fourier transform of χ(1)(t) is shown for 100
values of dimensionless magnetic field b ranging from 0 to 1. (b) For each b value, we identify
9 peaks and plot their location as a colored dot. The numerically computed eigenvalues of
the Harper model are shown with gray lines. The color of each dot is the difference between
the measured eigenvalue and the numerically computed one. Spectroscopic signatures of
localization with two interacting photons. (c) The measured histogram P (r) of rβ s for
∆/J = 1 and 5. The dashed lines are plots of PPoisson and PGOE according to eq. (10) and
eq.(11), and the solid lines are numerical simulations. (d) The participation ration PRSpace as
a function of ∆/J .
transform represents the eigenspectrum. However there are only nine single-particle
eigenenergies for each value of b, the fractal structure of the spectrum is not displayed.
In fig. (11-b), the measured peaks in the Fourier transform are compared with exact
numerics. The errors in the position of the peaks on average are found to be less than
2%. This result illustrates high controllability and a low error rate of the setup.
By placing two photons into the system, the interacting Harper model is then imple-
mented, i.e.,
Hˆ2−photonsHarper = ∆
8∑
j=0
cos(2pibj)nˆj − U
2
8∑
j=0
nˆj(nˆj − 1)− J
7∑
j=0
(
aˆ†j+1aˆj + aˆ
†
j aˆj+1
)
.
Four different irrational values of b are chosen from [0, 1], and the corresponding ob-
servables are averaged. The irrational choice of b ensures that the periodicity of the
potential and lattice are incommensurate, mimicking the effect of disorder [150, 151]. In
the experiment, U/2pi and J/2pi are fixed to 175 MHz and 50 MHz, respectively (U/J is
fixed to 3.5). For this value the ergodic to the localized phase transition of two photons
is expected to happen at ∆ ≈ 2J [151].
Spectroscopy of the two-photon eigenstates is done in a similar way, i.e., the initial
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state is prepared as
|ψ0〉p,q = |0〉1|0〉2...
( |0〉p + |1〉p√
2
)
...
( |0〉q + |1〉q√
2
)
...|0〉L−1|0〉L
=
1
2
(|Vac〉+ |1p, 1q〉) + 1
2
(|1p〉+ |1q〉) ,
where p 6= q ∈ {1, 2, .., L} and |1p, 1q〉 = |0〉1|0〉2...|1〉p...|1〉q...|0〉L are the two-photon
Fock states. Then the measurement at time t reads,
〈aˆpaˆq〉(t) = 1
4
〈XˆpXˆq − YˆpYˆq − iXˆpYˆq − iYˆpYˆq〉 = 1
4
∑
β
|Cp,qβ |2e−iE
(2)
β t.
The experiment is then repeated for all possible pairs of p and q. The following quantity
is then calculated,
χ(2)(t) =
∑
p 6=q
〈aˆpaˆq〉(t)
The eigenenergies are then obtained from the Fourier transform of χ(2)(t).
Since the difference between the ergodic and the localized phase is in its dynamics
which are determined by eigenenergies, one of the most direct way to probe the transition
is to study the distribution of energy level [152, 153, 154]. Using the two-photon protocol,
the two-photon eigenenergies E
(2)
β are measured. Then the authors calculate the level
spacing sβ = E
(2)
β+1 − E(2)β between two adjacent levels and level separation uniformity,
rβ ≡ min{sβ , sβ−1}
max{sβ , sβ−1} .
The level statistics is then defined as a histogram P (rβ) of rβ . In the localized phase
when the disorder is large, the levels are uncorrelated resulting in the Poisson distribution
(10) PPoisson(rβ) =
2
(1 + rβ)2
.
In the ergodic phase, it has been postulated that the statistics of energy levels is the same
as the ensemble of real random matrices, following the Gaussian orthogonal ensemble
(GOE) [154],
(11) PGOE(rβ) =
27
4
rβ + r
2
β
(1 + rβ + r2β)
5/2
.
The measured level statistics is shown in fig. (11-c). It can be seen that at ∆ < 2J
the peak of the distribution P (r) is located away from r = 0. As the disorder is increased
beyond 2J , this peak starts to shift towards r = 0, as expected from a finite precursor
of the thermalized to the MBL phase transition.
The amplitude of the peaks in the Fourier spectrum in the protocol also provides
informations about the probability of each energy eigenstate being present at each lattice
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site {Pβ,j}. Perhaps, the most common way to quantify the spreading of the eigenstates
is to use the participation ratio (PR) [155]
(12) PRSpace(β) =
1∑
j
|Cβj |4
,
Here |Cjβ |2 is the probability of having one or two photons at site j. PRSpace indicates
the number of lattice sites that are covered by each eigenstate.
The measured PRSpace as a function of ∆/J is shown in fig. (11-d). As ∆/J is
increased, the eigenstates with the highest and the lowest energies start to shrink, and
each eigenstate undergoes a delocalized to a localized transition at different disorder
strength. This energy-dependent transition is a finite-size signature of the mobility edge
in the thermodynamic limit [156].
3
.
3. Driven-dissipative many-body phases of interacting photons. – Up to now, we
have ignored the effect of dissipation by assuming that the dissipation rate is negligibly
smaller than a typical energy scale of the system. However, light-matter systems naturally
dissipate to the environment. One of the major developments in the field of many-body
physics with light is the study of non-equilibrium many-body phases. The latter happens
at the steady state where photon losses are compensated by external laser driving. For
example, a coupled resonator array as described by the JCH model can be locally driven
by a coherent laser field. The total time-dependent Hamiltonian in the lab frame is
written as
Hˆtot(t) = HˆJCH +
L−1∑
j=0
Ωj(aˆ
†
je
−iωdt + aˆjeiωdt),
where ωd is the frequency of the drive, Ωj is the amplitude of the coherent drive.
The time dependence can be removed by going the rotating frame defined by Uˆ(t) =
exp
[
i(
∑L−1
j=0 aˆ
†
j aˆj)ωdt
]
, i.e.,
HˆRtot = Uˆ(t)Hˆtot(t)Uˆ(t)
−1 + iUˆ(t)
∂Uˆ−1(t)
∂t
= HˆJCH − ωd
L−1∑
j=0
aˆ†j aˆj +
L−1∑
j=0
Ωj(aˆ
†
j + aˆj).
The effect of dissipation can be captured by considering the Lindblad master equation
(13)
∂ρˆ
∂t
= Lρˆ = −i
[
HˆRtot, ρ
]
+
γ
2
L−1∑
j=0
(
2aˆj ρˆaˆ
†
j − {ρˆ, aˆ†j aˆj}
)
where γ is the loss rate, ρˆ is the density matrix of the system, and L is the Lindblad super-
operator. The master equation is then obtained by first writing down the Schro¨dringer
for the total system and then tracing out the environment, assuming that the system and
the environment are initially in a product state and the bath is memoryless [103]. Due
MANY-BODY PHYSICS AND QUANTUM SIMULATIONS WITH STRONGLY INTERACTING PHOTONS25
to the memoryless bath, the system could reach a non-equilibrium steady state (NESS)
that depends on the symmetries of the system, i.e.,
(14)
∂ρˆNESS
∂t
= 0.
Comparison between the NESS of the JCH and the BH model in the driven-dissipative
scenario is discussed in ref. [157]. Similarities between the two models are found when
NESS contains a few photons per site, and the light-matter coupling is much stronger
than the dissipation rate g/γ ∼ 104. In 2009, I. Carusotto’s et al. [72] first showed
fermionized photons in a driven-dissipative BH array where the NESS of the system
mimics a strongly correlated Tonks-Girardeau gas of impenetrable bosons. In an inde-
pendent work, Hartmann [73] has studied crystallization of photons at the NESS of a
similar dissipative BH array but the with alternating local drive Ωj = −Ωe−iφj , where
Ω is the amplitude of the drive and φj = jpi/2. Similar behavior is observed in the
driven-dissipative JCH array [74]. Signatures of fractional quantum Hall in a 2D driven-
dissipative BH array is discussed in [75]. Exotic phases at the NESS includes photon
solid phases [77] and Majorana-like mode of light [76]. The effect of non-linear driving
such as parametric down conversion has been discussed in [76, 158]. Probing many-body
signatures of non-linear resonator arrays using photon transport have been discussed in
ref. [159]. A nonlinear superconducting circuit with up to 72 sites has also been fabri-
cated to study the dissipative phase transition [80]. The role of long-range order and the
symmetry in driven-dissipative many-body dynamics will be discussed in ref. [160].
Below we briefly summarize the main results of some of the above proposals and the
experiment done in ref. [80, 161].
Fermionized photons in an array of driven-dissipative nonlinear cavities [72]. Here
photons blockade is assumed to be strong such that the probability of having two photons
at the same site is strongly suppressed. The latter mimics Pauli’s exclusion principle of
fermionic particles. In this limit, commutation relations of bosonic operators can also
be mapped to those of fermionic operators using the Jordan-Wigner transformation. In
this work, the authors examine such relation for the steady state of driven-dissipative
nonlinear cavities as described by eq. (14). The drive is assumed to be homogeneous.
Fig. (12-a) shows the expectation value of the photon number operator 〈n〉 at NESS for
different value of detuning ∆ωp = ωd−ωc. The peaks happen when the frequency of the
drive is resonant with the energy of the non-driven system E(k) = ωc− 2J cos(k), where
k is the momentum mode. The effect of finite nonlinearities has also been also studied.
Polariton crystallization in driven arrays of lossy nonlinear resonators [73]. Here the
author considers arrays of nonlinear resonators as described by the Bose-Hubbard model.
The drive has an alternating phase, Ωj = −Ωe−iφj . The correlation function between
site j and l at NESS is defined as
g(2)r (j, l) = 〈aˆ†j aˆ†l aˆlaˆj〉/〈aˆ†j aˆj〉〈aˆ†l aˆl〉.
For strong nonlinearities, g
(2)
r (i, j) exhibits density-density correlations indicating crys-
tallization of photons, see fig. (12-b).
Beyond mean-field bistability in driven-dissipative lattices: Bunching-antibunching
transition and quantum simulation [162] Here the authors investigated the existence
of multiple non-equilibrium states of a driven-dissipative lattice in the limit U/J → ∞.
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Fig. 12. – Driven-dissipative phases and dissipative phase transitions. (a) fermion-
ized photons at NESS. The plot shows total transmission spectra as a function of the detun-
ing for 5 cavities with J/γ = 20. Difference curves correspond to the pumping amplitude
Ω/γ = 0.1, 0.3, 1, 2, 3. (b) Photon crystallization. The figure shows density correlations of
the NESS for 16 cavities with ωp = ωc, U/γ = 10, Ω/γ = 2, and J/γ = 2. (c) Bunching-
antibunching transition. Correlations C(j, r) as a function of detuning for j = 30, L = 61,
J/γ = 2,Ω/γ = 1. (d) Photon solid phases. The plot shows population imbalance at NESS for
zero-detuning, J = 0, and Ω = 0.75. (e) Observation of dissipative phase transitions. The plot
shows the transmission as a function of power and driving frequency, exhibiting a transition
from a suppressed transmission regime to the regime of dynamical bistability. (f) Dissipatively
stabilized Mott Insulator. The plot shows the number of photon, P1, at each site as a function
of time. The results are reproduced from [72, 73, 162, 77, 80, 161], respectively.
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It was found that a commonly-used mean-field approximation which ignores spatial corre-
lations predicts regimes of bistability at the steady state. However, matrix-product-state
based analysis reveals that such bistability is an artifact of the mean-field method. The
authors also found a bunching-antibunching transition, fig. (12-c), captured by
C(j, r) =
〈nˆj nˆj+r〉
〈nˆj〉〈nˆj+r〉 ,
as the detuning ∆ changes.
Photon solid phases in driven arrays of nonlinearly coupled cavities [77] Here the
authors considered arrays described by the extended Bose-Hubbard model with cross-
Kerr nonlinearities. The mean-field and the matrix-product-state approaches are used to
calculate the NESS phase diagram that includes a photon crystal phase, see fig. (12-d).
The latter is defined by a non-zero population imbalance between two sub-lattices.
Observation of a dissipative phase transition in a one-dimensional circuit QED lattice
[80] In this work, 72 coupled microwave cavities each coupled to a superconducting qubit
was fabricated to study dissipative phase transition. Microwave transmission 〈aˆj〉 is
measured at the NESS. fig. (12-e) shows the transmission as a function of power and
driving frequency, exhibiting a transition from a suppressed transmission regime to the
regime of dynamical bistability.
A dissipatively stabilized Mott insulator of photons [161] In this work, the authors
engineered a dissipative bath to stabilize the Mott insulating phase of photons in a 8-site
superconducting circuit. The bath was done by introducing a lossy cavity attached to
the system. When a hole in the Mott insulator happens due to a single photon loss, a
coherent drive is autonomously applied to replace the hole with two photon on the same
size. The extra photon then coherently hops to the lossy cavity and quickly dissipates
away. The resulting Mott insulator is therefore dynamically robust again photon loss.
4. – Strongly-interacting photons from superconducting circuits
We now turn our discussion to the implementation of cavity QED and light-matter
interactions using superconducting circuits. The idea of quantum phenomena in a macro-
scopic object is traced back to Josephson in 1962 [163] who predicted quantum tunneling
of Cooper pairs between two superconductors separated by a thin insulating barrier
known as a Josephson junction. In the late 1990s, quantized charges and Rabi oscilla-
tion of a capacitively shunted Josephson junction subjected to a weak microwave field
were observed [164, 165], providing evidence that a macroscopic object can behave as
an effective quantum two-level system. This ‘artificial’ two-level atom, also known as a
superconducting qubit, can then be coupled to modes of a harmonic oscillator such as
an LC circuit or a coplanar transmission line. The total system mimics the JC model
where a single atom coupled to a cavity. This analogy was put forward in 2004 where
strong coupling between a single microwave photon and a superconducting qubit was
observed [83], see fig. (13). Since the topology of a circuit can be fabricated almost arbi-
trarily using the conventional electron-beam lithography, superconducting circuits serves
as a scalable platform for quantum simulation with interacting photons. Artificial gauge
fields for interacting photons in this system have been realized [64]. A nine-site super-
conducting circuit with a long coherent time has been fabricated to study signatures of a
thermalized to a many-body localized transition [70]. A 72-site superconducting circuit
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Fig. 13. – Strong coupling of a single microwave photon to a superconducting qubit.
(a) The superconducting chip including a coplanar transmission line that act as a cavity. (b)
A capacitor to connect the transmission line to an input and output feed. (c) A superconduct-
ing qubit that acts as an artificial atom. (d) Vacuum Rabi mode splitting. The results are
reproduced from ref. [83].
simulating the JCH model has been made to study dissipative phase transition of light
as discussed earlier [80].
In the following, we will discuss the standard circuit quantization [166] for an LC
circuit as a linear element and a particular type of a superconducting qubit called a
transmon qubit as a non-linear element. We conclude the section by reviewing state-of-
the-art superconducting chips implementing the BH and the JCH model.
4
.
1. Microwave photons from an LC circuit . – An LC circuit is depicted in fig. (14).
To write down the Lagrangian for the circuit, we first write down the Kirchhoff’s law as
(15)
q
C
= L
dI
dt
,
where q is the charge stored in the capacitor, I = dq/dt is the current, C is the capac-
itance, L is the inductance, Φ = LI is the flux. By differentiating eq. (16) respect to
time, we arrive at an equation of motion for a harmonic oscillator
d2
dt2
q + ω2q = 0,
where ω = 1√
LC
is the frequency of the oscillator. The energies stored in the capacitor
and the inductor are
EC =
q2
2C
=
1
2
CΦ˙2
and
EL =
1
2
LI2 =
1
2L
Φ2,
respectively, where Φ = LI is a flux variable. The Lagrangian of the circuit is then
defined as
(16) LLC ≡ EC − EL = 1
2
CΦ˙2 − 1
2L
Φ2.
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Fig. 14. – Basic elements in superconducting circuits. Because an LC circuit is a harmonic
oscillator, it can be viewed as a linear cavity operating in the microwave regime or a mass
attached to a spring. The circuit can be driven coherently by applying an external voltage
in the same way that an external laser can drive a cavity. A capacitively-shunted Josephson
junction (c) behaves like a χ(2) nonlinear cavity which has an analogy to a mechanical pendulum.
This Lagrangian can be compared to that of a particle attached to a spring as shown
in fig. (14-b). The flux Φ corresponds to the position of the particle x. The mass of
the particle is m = C, while the spring constant is k = 1/L. Similar to the harmonic
oscillator, the Hamiltonian of the LC circuit takes the form
HLC ≡ LLC −QΦ = Q
2
2C
+
Φ2
2L
,
where
Q = ∂LLC
∂Φ˙
= CΦ
is a conjugate momentum. By promoting Φ and Q to operators, we get a commutation
relation
[Qˆ, Φˆ] = −i.
We define an annihilation operator as
aˆ = i
1√
2Cω
Qˆ+
1√
2Lω
Φˆ,
respectively. The final Hamiltonian then takes the form
HˆLC ≈ ~ω(aˆ†aˆ+ 1
2
).
We note that we choose to discuss an LC circuit here for simplicity. In the experiment,
a loss-noise coplanar transmission is usually used as a linear element [81]. We refer the
reader to ref. [167] for the detailed derivation of the circuit quantization of the latter.
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4
.
2. A Kerr resonator from a transmon qubit . – Josephson junction provides a nat-
ural non-linear element for superconducting circuits. A capacitively shunted Josephson
junction is described by the Lagrangian
(17) Ltransmon = 1
2
CΦ˙2 + EJ cos
(
Φ
Φ0
)
,
where EJ is the Josephson energy and Φ0 = ~/2e is a flux quanta. As shown in fig. (14),
a mechanical analogy of this system is a pendulum where C is the moment of inertia, EJ
is the gravitational energy, and Φ is the angle of the pendulum. Let us first understand
the harmonic oscillation limit of this system. Imagine the pendulum is initially placed at
its minima Φ = 0 and then subjected to a small kick that generates an oscillation around
this point. If the gravitational energy is large compared to the initial kinetic energy, then
this oscillation has a small amplitude. In the circuit picture, this corresponds to the limit
EJ/EC  1 where EC = e2/2C. Subsequently, the expansion of the cosine function in
Φ can be truncated at to a finite order, i.e.,
(18) Ltransmon ≈ 1
2
CΦ˙2 − 1
2LJ
Φ2 +
EJ
4Φ40
Φ4 + ...,
where
LJ = Φ
2
0/EJ
is an effective linear inductance. When keeping up to the second order, the system
reduces to a simple Harmonic oscillator with the frequency
ω = 1/
√
LJC.
Slightly away from this limit, the nonlinearity arises from the forth order term. Hence,
the system becomes a non-linear oscillator. In the following we will perform the circuit
quantization while first keeping infinite orders and only apply truncation after normal
ordering of ladder operators. Without truncation, the Hamiltonian can be written as
(19) Htransmon = Q
2
2C
+
Φ2
2LJ
+
∞∑
m=2
(−1)mEJ
(2m)!Φ2m0
Φ2m,
where
Q = C ∂Ltransmon
∂Φ˙
is a conjugate momentum. As before, we promote Q and Φ to operators as
Φˆ =
√
LJω
2
(aˆ† + aˆ),
Qˆ = i
√
Cω
2
(aˆ† − aˆ),(20)
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Fig. 15. – Arrays of coupled transmon qubits fabricated by (a) Google with L = 9 [178, 70]
, (b) IBM with L = 5 [85], (c) Regetti with L = 19 [86]. A 72-site superconducting chip
implementing the JCH model to study dissipative phase transition [80] is shown in (d).
where
[
aˆ, aˆ†
]
= i. We then apply normal ordering of the operators aˆ and aˆ† in Htransmon
using the formula [168]
(a+ a†)2m =
m∑
k=0
2m−2k∑
i=0
(2m)!(a†)ia2m−2k−i
2kk!i!(2m− 2k − i)! .
In the limit EJ/EC ≈ 50− 100, the higher order terms in Htransmon can be truncated up
to the forth order. As a result, the final Hamiltonian can be written as
(21) Hˆtransmon ≈ (ω + δω)nˆ− U
2
nˆ(nˆ− 1),
where U = −EJe−λ2λ4/4 is Kerr nonlinearity, δω = λ2EJe−λ2 , and λ = (2EC˜/EJ)1/4.
This Hamiltonian takes the same form of that of a Kerr resonator. Due to the n-
dependent nonlinearity, a vacuum state |0〉 and a one-photon Fock state |1〉 of the res-
onator can also be used as a qubit. A capacitively shunted Josephson junction operating
at this regime is known as a transmon qubit. A typical values of ω and U are ∼ 5−10GHz
and ∼ 200 − 300GHz, respectively [169]. Typical lifetime of photons in the transmon
qubit is 10− 20µs with the dephasing time around 2µs.
4
.
3. Different types of superconducting qubits. – For a larger nonlinearity EJ/EC˜ >
100, the transmon qubit is also known as a charge or a Cooper-pair-box qubit [164, 165]
which was one of the first qubit design invented in early 1990. However, the charge
qubit suffers from charge noises and only has a lifetime of a few ns. We note that there
are several other designs of superconducting qubits such as flux qubits and phase qubits
[170, 171, 172, 173, 174, 175, 176] for quantum computing applications [177]. However,
only a transmon qubit can be mapped to a Kerr nonlinear resonator.
4
.
4. Nonlinear lattices from arrays of coupled transmon qubits. –
4
.
4.1. The Bose-Hubbard model. Transmon qubits can be coupled in various ways such
as a simple use of a capacitor of which we provide details of the circuit quantization below,
a transmission line that creates virtual excitation exchange between qubits [179, 180],
and a pair of Josephson junctions that allow the coupling to be tuned in situ using an
external flux [181, 182, 183]. Arrays of coupled transmon qubits are described by the
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Bose-Hubbard Hamiltonian
(22) HˆBHM =
L−1∑
j=0
ωj nˆj − U
2
L−1∑
j=0
nˆj(nˆj − 1)−
∑
〈j,j′〉
Jj,j′
(
aˆ†j aˆ
′
j +H.c.
)
where nˆj = aˆ
†
j aˆj is a local number operator, Jj,j′ is the hopping coefficient between the
sites j and j′, ωj is the frequency of the resonator j. State-of-the-art superconducing
chips containing arrays of coupled transmon qubits with different topologies are shown in
fig. (15). The 9-site one-dimensional chip in fig. (15-a) was used to implement random
circuits for quantum supremacy [178] and to observe stroboscopic signatures of many-
body localization [70]. The 5-site chip in fig. (15-b) and 19-site chip in fig. (15-c) were
used to demonstrate quantum variational-based algorithms for quantum chemistry [85]
and quantum machine learning [86].
In the following we will give an example of circuit quantization of capacitively-coupled
transmon qubits, the circuit diagram is shown in fig. (16). The flux variable is defined
as φj = −
∫
Vjdt, where Vj is a voltage at the corresponding position. As will be shown
below, this quantity can be quantized to the form φj = α(aˆj+aˆ
†
j), where aˆj , aˆ
†
j are bosonic
operators at site j and α is some constant that depends on the circuit’s elements. As
shown in [184], two parallel-connected Josephson junction with a flux bias Φg can be
thought of as an effective single Josephson junctions EJ where
EJ = (EJ1 + EJ2) cos
(
Φg
2Φ0
)√
1 + d2 tan
(
Φg
2Φ0
)
,
with Φ0 = ~/2e and d = (EJ2 − EJ1)/(EJ2 + EJ1). The resonator’s frequency ωj is
related to EJ , hence it can be tuned on the fly, by changing the flux bias Φg.
Following the standard circuit quantization procedure [166], we first write down the
circuit’s Lagrangian as
L =
L−1∑
j=0
(
1
2
CJ φ˙
2
j + EJ cos
(
φj
φ0
))
+
L−2∑
j=0
1
2
C(φ˙j − φ˙j+1)2,
Assuming C/(CJ + 2C)  1, the Hamiltonian can be obtained using the Legendre
transformation [185],
(23) H =
L−1∑
j=0
(
φ˙2j
2C˜
+
φ2j
2L˜
+
∞∑
n=2
(−1)nEJ
(2n)!Φ2n0
φ2nj
)
+
L−2∑
j=0
C
C˜2
qjqj+1,
where
qj =
√
2C + CJ
∂L
∂φ˙j
is a conjugate momentum of φj , C˜ = CJ +2C is an effective capacitance and L˜ = Φ
2
0/EJ
is an effective inductance . We then quantized φj and qj by defining ladder operators aˆj ,
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Fig. 16. – Circuit QED diagram showing an implementation of the Bose-Hubbard Hamiltonian.
aˆ†j according to
φˆj = (L˜/4C˜)
1/4(aˆj + aˆ
†
j)(24)
qˆj = i(C˜/4L˜)
1/4(−aˆj + aˆ†j)(25)
The first two terms in eq. (23) become
∑
j ωaˆ
†
j aˆj , where ω = 1/
√
L˜C˜ is a resonator
frequency. In addition, the capacitor C leads to the hopping term with J = −ωC
2C˜
. A
rotating-wave approximation is assumed, so we ignore the term (aˆ†j aˆ
†
j+1 + h.c.).
The Josephson junction EJ introduces an anharmonicity to the resonator’s frequency.
Due to this anharmonicity, a vacuum state |0〉 and a one-photon Fock state |1〉 of the
resonator can be used as a qubit. A transmon qubit corresponds to the regime with
a large EL˜/EC˜ > 1 where EC˜ = e
2/2C˜ and EL˜ = Φ
2
0/L˜ , such that the terms higher
than the forth order can be neglected [184]. Hence, a transmon qubit can be thought
of as a resonator with an attractive Kerr nonlinearity U < 0. Taking into account the
normal ordering [186], we get U = −EJe−λ2λ4/4, where λ = (2EC˜/EL˜)1/4. This normal
ordering also introduces a small normalization factor δωto the resonator frequency, with
δω = λ2EJe
−λ2 .
4
.
4.2. The Jaynes-Cummings Hubbard model. A single superconducting qubit coupled
to a transmission line can be described with the Jaynes-Cummings model, where the
transmission line plays a role of a resonator, and a qubit plays a role of an atom. An
array of up to 72 coupled Jaynes-Cummings resonators which leads to the JCM model
has been implemented in ref. [80] to study dissipative phase transition.
5. – Conclusions and future aspects
Although implementing a universal quantum simulator which requires full control over
quantum many-body systems may still be years away, tremendous experimental progress
has been made during the past two decades. Two main approaches have emerged. The
first approach such cold atom systems provide a global control a large ensemble of quan-
tum particles, with possible local manipulation and measurement in some cases. The
second approach such as interacting photons in superconducting circuits provide more
flexibility on the local control and measurement while scaling up to 50-100 site are in cur-
rent progress. For the latter, one needs to develop both new experimental techniques and
new theoretical frameworks to maintain such controllability when scaling up. For exam-
ple, the many-body spectroscopy technique developed in ref. [70] allows one to resolve all
34 JIRAWAT TANGPANITANON ETC.
energy eigenstates and eigenenergies of the system. This result allows us to benchmark
the experiment with the theory and to reconstruct matrix elements of many-body Hamil-
tonians that a given circuit implements. However, when scaling up eigenenergies of the
system will become too dense to be resolved by the current resolution which is limited by
the coherence time of the system. Hence, obtaining full information of the Hamiltonian of
the circuit is not possible for a large system. To what extent, the disregarded information
becomes essential to the physics of the system is still an open question. Constructing
the Hamiltonian of the system with limited details also require a new theoretical frame-
work. The latter also raises the question of how to systematically benchmark a quantum
simulator as it approaches the limit of classical computers. Identifying problems beyond
quantum physics that can only be solved with near-term quantum simulators is also
an important question that drives the field forwards. With these in mind, we conclude
that, due to exceptional local control systems, interacting photons in superconducting
circuits, although still in its early state, is one of the promising candidates for quantum
simulation.
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