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1 Introduction
The problem of finding the circle of smallest radius enclosing a given finite set
of points in the plane was introduced by Sylvester in 1857 [21]. It is equivalent
to detecting the Chebyshev center of the convex hull of the given points. This
problem (and the corresponding problem in Euclidean space of any constant
dimension) can be solved in linear time [16,24]. There are some other easy-
to-solve Chebyshev center problems. For example, when the set is polyhedral
and the estimation error is l∞ norm, the Chebyshev center can be solved by
a linear programming problem [17]. When the set is the intersection of two
ellipsoids and the problem is defined on the complex domain, the Chebyshev
center problem can be recast by a semidefinite programming [2] based on
strong Lagrangian duality [1]. Generally, finding the exact Chebyshev center
of a convex set (e.g., the intersection of multiple ellipsoids [10]) is a hard
problem.
Chebyshev centering problem has some applications in optimization. It
serves as a key subproblem in each iteration for solving constrained optimiza-
tion and equilibrium problems [5,18]. The other example is that the problem
of finding the optimal 1-network1 of a compact set C ⊆ R2 can be reduced to
finding the Chebyshev center and Chebyshev radius for C [15].
In this paper, we study the problem of finding the Chebyshev center of the
intersection of balls. Mathematically, it can be reformulated as
(CCB) min
z
max
x∈Ω
‖x− z‖2, (1)
where Ω = {x ∈ Rn : ‖x − ai‖2 ≤ r2i , i = 1, . . . , p}, ri ∈ (0,+∞) and
‖ · ‖ denotes the l2 norm. Throughout the paper, we assume that Ω contains a
nonempty interior. Geometrically, (CCB) is to find the smallest ball (centering
at z) enclosing Ω.
The problem (CCB) was first introduced by Beck [3], where it was shown to
be equivalent to a standard quadratic programming reformulation (and hence
globally solved in polynomial time) when p ≤ n − 1. Two years later, this
sufficient assumption is relaxed to p ≤ n by the same author [4].
We summarize here some (new) applications of (CCB):
Example 1 Robust estimation. Suppose yk, k = 1, . . . , p are p measurements
of the unknown x with bounded noises, i.e., ‖yk − x‖ ≤ ρ for some ρ > 0.
Then, a robust recover of x can be obtained by solving (CCB).
Example 2 ([12,13]) In non-cooperative wireless network positioning, the
region for a target to communicate with some reference nodes is an inter-
section of many balls. The position error is usually bounded by the diameter
of the smallest ball enclosing this region. This leads to a direct application of
(CCB) with n = 2 or 3.
1 Generally, the optimal N-network of a compact set C ⊂ R2 is to solve the optimization
problem infS∈
∑
N
h(C,S), where
∑
N is the set of all nonempty sets containing at most N
points in R2 and h(C,S) = supx∈C infy∈S ‖x−y‖ is the Hausdorff deviation of a set C from
the other set S [15].
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Example 3 Recently, based on (CCB) with p = 2, Bubeck et al. [8] proposed
an alternative to Nesterov’s accelerated gradient descent method for minimizing
a smooth and strongly convex objective function. An open problem was raised
there whether one can develop an efficient algorithm based on both limited-
memory BFGS (which maintains a history of the past p iterations) and the
corresponding (CCB) (with the same p).
Example 4 The Chebyshev center of the general convex set
{x ∈ Rn : fi(x) ≤ 0, i = 1, . . . , p}
with each fi(x) being strongly convex with parameter µi can be approximately
relaxed to (CCB) with
Ω =
{
x ∈ Rn : fi(x0) +∇fi(x0)T (x− x0) + µi
2
‖x− x0‖2 ≤ 0, i = 1, . . . , p
}
,
where x0 ∈ Rn is fixed and ∇fi(x0) is the gradient of fi(x) at x0.
The difficulty of the minimax optimization problem (CCB) (1) remains,
even when the optimal center z is known in advance. Actually, for any given
z, the inner maximization of (1) in terms of x, belongs to the class of nonconvex
quadratic optimization problem with ellipsoid constraints:
(NC-EQP) max f(x) := xTQx+ cTx
s.t. ‖Fix− gi‖ ≤ 1, i = 1, . . . , p,
where Fi ∈ Rm×n and gi ∈ Rm. More precisely, the inner maximization of (1)
is a special case of (NC-EQP) with Q = Fi ≡ I. It is called uniform quadratic
optimization and denoted by (UQ). When Fi ≡ I, (NC-EQP) is generally
NP-hard but polynomially solvable when p is a fixed constant number [9].
The Lagrangian dual problem of (NC-EQP) can be recast as a semidefinite
programming (SDP) relaxation. For a complete procedure, we refer to Section
3.1 of this paper, where the Lagrangian dual problem of (UQ) is reformulated
as a semidefinite programming problem. The primal (SDP) relaxation can
be derived by directly lifting xxT to Y satisfying Y  xxT (see [14]), and
it provides an efficient approach to approximately (and sometimes globally)
solve (NC-EQP). For (UQ) (i.e., (NC-EQP) with Q = Fi ≡ I), Beck [3] showed
that there is no duality gap between (NC-EQP) and (SDP) when p ≤ n− 1,
which is further relaxed to p ≤ n in [4]. Moreover, suppose the origin 0 is an
interior feasible solution and Slater’s condition also holds for the dual (SDP),
as shown by Tseng [22], one can generate a feasible solution x˜ in polynomial
time satisfying
v(SDP) ≥ f(x˜) ≥ (1− γ)
2
(
√
r + γ)2
· v(SDP), (2)
where r = p, γ := maxi=1,...,p ‖gi‖ and v(·) denotes the optimal value of the
problem (·). Recently, as a further improvement of Tseng’s result, Hsia et al.
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[14] showed that r in (2) can be decreased from p to min
{
n+ 1,
⌈√
8p+17−3
2
⌉}
,
where ⌈(·)⌉ is the smallest integer greater than or equal to (·).
The Lagrangian dual was used by Beck [3] to efficiently approximate (CCB).
First, replacing the inner maximization problem (UQ) with its Lagrangian
dual yields a quadratic semidefinite programming (QSDP) approximation of
(CCB). Then, (QSDP) is shown to be equivalently reduced to a convex stan-
dard quadratic programming problem (SQP), which is to minimize a quadratic
objective function over the unit simplex. To our best knowledge, the quality
of the approximate solution provided by (SQP) remains unknown.
In this paper, we provide an in-depth investigation on (UQ) and (CCB).
Our main contributions are summarized as follows:
• (CCB) is NP-hard. The special case in the plane (i.e., n = 2) is efficiently
and strongly polynomially solvable in O(p2) time. (Section 2)
• We propose a new linear programming (LP) relaxation for (UQ), which
is equivalent to the (SDP) relaxation under the assumption that strong
duality does not hold for (UQ). New sufficient conditions (which generalize
the condition p ≤ n) are provided with the help of (LP). (Section 3)
• An approximation bound for the (LP) relaxation of (UQ) is established,
which is tighter than the general ratio (2) and no longer dependent on p.
(Section 3)
• The (LP) relaxation of the inner maximization leads to a new and simple
derivation of the standard quadratic programming (SQP) approximation
of (CCB). (Section 4)
• The quality of the solution returned by (SQP) for approximating (CCB)
is analyzed. More precisely, the first approximation bound of (SQP) is
established. (Section 4)
• Both (UQ) and (CCB) can be solved in polynomial time when either n or
p−n(> 0) is a fixed integer. Moreover, under this assumption, (UQ) could
be strongly polynomially solvable. (Section 5)
Throughout the paper, v(·) stands for the optimal value of problem (·).
Denote by Q ≻ ()0 that Q is positive (semi)definite. The inner product of
two matrices A and B is denoted by A • B = Tr(ABT ) = ∑ni=1∑nj=1 aijbij .
Denote by rank(A) and ‖A‖ the rank and spectral norm of A, respectively.
For any set Ω ⊆ Rn, int(Ω) denotes the set of all the interior points in Ω.
Denote by conv{Ω} the convex hull of Ω. N (·) is the null space of (·) and
dim(·) denotes the dimension of the (sub)space (·).
2 Complexity of (CCB)
In this section, we study the computational complexity of (CCB). We first show
that the planar (CCB) can be solved in O(p
2). However, in general, (CCB) is
NP-hard.
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2.1 Strongly polynomial solvability in the plane
Theorem 1 When n = 2, the computational complexity for globally solving
(CCB) is at most O(p
2).
Proof We first characterize the boundary of Ω, where at least one of the p
constraints in Ω is active. For each i = 1, . . . , p, the i-th part of the boundary
of Ω is the following circular arc(s)
arci := {x ∈ R2 : ‖x− ai‖ = ri, ‖x− aj‖ ≤ rj , j 6= i}
= ∩j 6=i{x ∈ R2 : ‖x− ai‖ = ri, ‖x− aj‖ ≤ rj}
= ∩j 6=i{x ∈ R2 : ‖x− ai‖ = ri, 2(ai − aj)Tx ≤ ‖ai‖2 − ‖aj‖2 + r2j − r2i }.
The last equality implies that arci is the intersection of p−1 circular arcs, each
of which is obtained by solving a system consisting of one quadratic equation
and one linear inequality. Therefore, arci is the union of at most p − 1 arcs
(denoted by arci,j (j = 1, 2, · · · , p − 1)) and hence determined by at most
p − 1 pairs of ordered endpoints {Ai,2j−1, Ai,2j} (j = 1, 2, · · · , p − 1) on the
circumference of the i-th circle. Each endpoint Ai,k (k ∈ {1, 2, · · · , 2p − 2})
corresponds to a closed-form solution in terms of ai and ri (i = 1, 2, · · · , p).
The complexity of finding out all the pairs of ordered endpoints {Ai,2j−1, Ai,2j}
(i = 1, 2, · · · , p; j = 1, 2, · · · , p− 1) is O(p2).
Every pair of distinct points on a circle determines two arcs. We call the
longer one the major arc and the other the minor arc. In the equal case, both
are called major arcs. If there is an index i such that ai ∈ ∪p−1j=1conv{arci,j}
(i.e., arci,j is a major arc for some index j), the Chebyshev center and radius
of Ω are ai and ri, respectively, that is, the i-th circle is the smallest circle
cover. Otherwise, all arci,j are minor arcs and the Chebyshev radius of Ω is
smaller than or equal to mini=1,··· ,p{ri}. Then, we have
Ω = ∪i=1,2,··· ,p;j=1,2,··· ,p−1conv{arci,j} ∪ conv{A},
where A := {Ai,k : i = 1, 2, · · · , p; k = 1, 2, · · · , 2p− 2}.
One can show that any circle with a radius less than or equal to ri covering
the chord [Ai,2j−1, Ai,2j ] also covers the convex hull of the minor arc arci,j .
Otherwise, the radius of the circle will be greater than ri. Therefore, (CCB)
reduces to find the smallest ball enclosing either conv{A} or just the finite set
A. Applying Welzl’s algorithm [24], one can find the smallest ball enclosing
p(p − 1) points in O(p2) time. Notice that all the involved calculations are
exact. As a conclusion, the worst case time complexity of (CCB) is O(p
2). 
It is unknown whether the above algorithm for solving the planar (CCB)
can be extended to solve the general (CCB) of dimension n ≥ 3.
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2.2 NP-hardness
We show that the general (CCB) is NP-hard, especially when p ≥ 2n+2. Con-
sider the partitioning problem (PP), which asks whether the linear equation
aTx = 0, x ∈ {−1, 1}n
has a solution for any given integer vector a. It is well known that (PP) is
NP-hard [11].
Let us construct the following quadratic programming problem with ball
constraints:
(P0) max x
Tx (3)
s.t. xTx+ xi ≤ 1 + n, i = 1, . . . n, (4)
xTx− xi ≤ 1 + n, i = 1, . . . n, (5)
xTx− aTx ≤ n, (6)
xTx+ aTx ≤ n. (7)
It is trivial to see that v(P0) ≤ n. Moreover, we have the following result.
Lemma 1 v(P0) = n if and only if the solution of (PP) exists.
Proof Let x be any feasible solution of (P0). It follows from (6)-(7) that x
Tx ≤
n. Suppose (PP) has a solution, denoted by x˜ ∈ {−1, 1}n, then x˜ is a feasible
solution of (3)-(7) and x˜T x˜ = n. It follows that v(P0) = n.
On the contrary, suppose v(P0) = n with the optimal solution x
∗, we have
x∗Tx∗ = n. Then, it follows from (4)-(5) that −1 ≤ x∗i ≤ 1 for i = 1, . . . , n, and
therefore x∗i ∈ {−1, 1}. According to (6)-(7), we obtain aTx∗ = 0. Therefore,
x∗ is a solution of (PP). The proof is complete. 
Theorem 2 The problem (CCB) is NP-hard.
Proof The problem (P0) can be reformulated as a special case of (CCB):
min
z
max
x∈Ω0
‖x− z‖2, (8)
where Ω0 denotes the feasible region of (P0), i.e., the set of all solutions satis-
fying (4)-(7). Notice that for any x ∈ Ω0, we always have −x ∈ Ω0. Therefore,
for any z ∈ Rn, it holds that
max
x∈Ω0
‖x− z‖2 = max
x∈Ω0
max{‖x− z‖2, ‖ − x− z‖2}
= max
x∈Ω0
{xTx+ zT z +max{−2xT z, 2xT z}}
≥ max
x∈Ω0
xTx+ zT z
≥ max
x∈Ω0
xTx.
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It is trivial to verify that the above two inequalities hold as equalities if and
only if z = 0. Consequently, we have
min
z
max
x∈Ω0
‖x− z‖2 = max
x∈Ω0
xTx = v(P0). (9)
According to (9) and Lemma 1, the NP-hard problem (PP) can be solved via
(8), a special case of (CCB). The proof is complete. 
3 The inner maximization: uniform quadratic optimization
We study in this section the inner maximization problem of (CCB). It is a uni-
form quadratic optimization (UQ), which is generally reformulated as follows:
(UQ) max f0(x) = x
Tx− 2aT0 x
s.t. x ∈ Ω1 :=
{
x ∈ Rn : fi(x) = xTx− 2aTi x+ bi ≤ 0, i = 1, · · · , p
}
.
(UQ) is difficult to solve. It is already NP-hard as it contains (P0) (3)-(7) as
a special case. Throughout this section, we assume that the Slater’s condition
holds for (UQ), i.e., int(Ω1) 6= ∅. Without loss of generality, using a vector
translation if necessary, we can make the following assumption.
Assumption 1 Suppose 0 ∈ int(Ω1), or equivalently, bi < 0 for i = 1, · · · , p.
3.1 SDP relaxations
Introducing p Lagrangian multipliers λ1 ≥ 0, · · · , λp ≥ 0 yields the Lagrangian
function of (UQ):
L(x, λ) = f0(x)−
p∑
i=1
λifi(x)
=
(
1−
p∑
i=1
λi
)
xTx+ 2
(
p∑
i=1
λiai − a0
)T
x−
p∑
i=1
λibi.
The Lagrangian dual problem of (UQ) reads as
(D) inf
λ≥0
{
d(λ) := sup
x∈Rn
L(x, λ)
}
.
By using Shor’s relaxation scheme [20], the dual problem (D) can be reformu-
lated as the dual semidefinite programming (D-SDP) relaxation for (UQ):
(D-SDP) inf τ
s.t.
(
(
∑p
i=1 λi − 1)I a0 −
∑p
i=1 λiai
aT0 −
∑p
i=1 λia
T
i τ +
∑p
i=1 λibi
)
 0,
τ ∈ R, λi ≥ 0, i = 1, . . . , p.
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It is not difficult to verify that the conic dual problem of (D-SDP) leads
to the following primal SDP:
(SDP) max
(
I −a0
−aT0 0
)
•
(
Y x
xT 1
)
(10)
s.t.
(
I −ai
−aTi bi
)
•
(
Y x
xT 1
)
≤ 0, i = 1, . . . , p, (11)(
Y x
xT 1
)
 0, (12)
which can be more directly obtained by lifting xxT to Y satisfying Y  xxT
(see [3]). It is trivial to see that (x, Y ) = (0, ǫI) with 0 < ǫ < min{−bi}
n
is an
interior feasible point of (SDP). And, (λ, τ), with any fixed λ satisfying λi > 0,∑p
i=1 λi > 1 and sufficiently large τ , is an interior feasible point of (D-SDP).
That is, Slater’s condition holds for both (SDP) and (D-SDP). Consequently,
strong duality holds for (D-SDP) and (SDP) [23], i.e.,
v(SDP) = v(D-SDP) = v(D)
and both optimal values are attained.
For the tightness of the SDP relaxation, Beck [3] established the following
sufficient condition to guarantee that v(UQ) = v(SDP).
Theorem 3 ([3]) v(SDP) = v(UQ) as long as p ≤ n− 1.
Two years later, Beck [4] further relaxed the above sufficient condition to
the following one:
Theorem 4 ([4]) v(SDP) = v(UQ) as long as p ≤ n.
Before ending this section, we propose a more general sufficient condition
to guarantee the strong duality of (UQ) and leave the proof for the next
subsection.
Theorem 5 v(SDP) = v(UQ) under one of the following conditions:
(i) a0 6∈ conv{a1, . . . , ap};
(ii)
{
x ∈ Rn : (ai − a0)Tx ≥ 0, i = 1, · · · , p
} 6= {0}.
Theorem 4 is a corollary of Theorem 5, as shown in the following.
Proposition 1 If p ≤ n, then either Case (i) or Case (ii) holds.
Proof If p ≤ n and a0 ∈ conv{a1, . . . , ap}, then
rank ([a1 − a0, · · · , ap − a0]) ≤ p− 1 ≤ n− 1.
Therefore, N ([a1 − a0, · · · , ap − a0]) ≥ 1, which implies that{
x ∈ Rn : (ai − a0)Tx ≥ 0, i = 1, · · · , p
} 6= {0} .
That is, if Case (i) is not true, then Case (ii) holds. 
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3.2 Linear programming relaxation
Simply introducing a new variable y ∈ R to replace the nonconvex term xTx,
we obtain the following linear programming relaxation:
(LP) max y − 2aT0 x
s.t. y − 2aTi x+ bi ≤ 0, i = 1, . . . , p. (13)
We first show that the linear programming bound v(LP) is proper.
Lemma 2 v(LP) < +∞ if and only if a0 ∈ conv {a1, . . . , ap}.
Proof The dual problem of the linear programming (LP) reads as follows:
(DLP) min −
p∑
i=1
biλi
s.t.
p∑
i=1
λiai = a0, (14)
p∑
i=1
λi = 1, λi ≥ 0, i = 1, . . . , p.
Since strong duality holds for linear programming, we have v(LP) = v(DLP).
Therefore, v(LP) < +∞ if and only if (DLP) has a feasible solution, that is,
a0 ∈ conv{a1, . . . , ap}. The proof is complete. 
Next, it is interesting to see that the linear programming bound v(LP) is
as tight as the SDP relaxation if (SDP) is not tight.
Theorem 6 If v(SDP) > v(UQ), then v(SDP) = v(LP) < +∞.
Proof Since Slater’s condition holds for (SDP) and its conic dual (D-SDP), we
have v(SDP) < +∞ and it is attained at an optimal solution (x∗, Y ∗).
The constraint (12) implies that
Tr(Y ∗) = I • Y ∗ ≥ x∗Tx∗. (15)
Substituting (15) into (11) implies that x∗ ∈ Ω1. If the constraint (15) holds
as an equality, then Y ∗ = x∗x∗T and hence x∗ is the optimal solution of
(UQ). It must hold that v(SDP) = v(UQ). Therefore, under the assumption
v(SDP) > v(UQ), the constraint (15) is inactive, i.e., Tr(Y ∗) > x∗Tx∗. Define
Y˜ = x∗x∗T +
Tr(Y ∗)− x∗Tx∗
n
· I.
Then, we have Tr(Y˜ ) = Tr(Y ∗), Y˜ ≻ x∗x∗T and (x∗, Y˜ ) remains an optimal
solution to (SDP). There is a sufficiently small ǫ > 0 such that Y ≻ xxT for
all (x, Y ) satisfying (11) and
‖x− x∗‖+ ‖Y − Y˜ ‖ < ǫ. (16)
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By the optimality of (x∗, Y˜ ), for all (x, Y ) satisfying (11) and (16), we have
Tr(Y )− 2aT0 x ≤ Tr(Y˜ )− 2aT0 x∗. (17)
Let y˜ = Tr(Y˜ ). It is trivial to see that (x∗, y˜) is a feasible solution of (LP),
that is, all inequalities (13) hold true at (x∗, y˜). Next we show that (x∗, y˜) is
also an optimal solution of (LP).
Define the following two continuous functions:
f1(x, y) = y − xTx,
f2(x, y) = ‖x− x∗‖+
∥∥∥∥xxT + y − xTxn · I − x∗x∗T − y˜ − x∗Tx∗n · I
∥∥∥∥ .
According to the above definitions of x∗, Y˜ and y˜, we have
f1(x
∗, y˜) = y˜ − x∗Tx∗ = Tr(Y˜ )− x∗Tx∗ > 0,
f2(x
∗, y˜) = 0.
Therefore, by the continuity of f1(x, y), there exists δ1 > 0 such that
|f1(x, y)− f1(x∗, y˜)| < 1
2
f1(x
∗, y˜) (18)
holds for any (x, y) satisfying both (13) and ‖x − x∗‖ + |y − y˜| < δ1. Notice
that it follows from (18) that
f1(x, y) > f1(x
∗, y˜)− 1
2
f1(x
∗, y˜) =
1
2
f1(x
∗, y˜) > 0. (19)
Similarly, for the sufficient small ǫ > 0 used in (16), there exists δ2 > 0 such
that
|f2(x, y) − f2(x∗, y˜)| < ǫ (20)
holds for any (x, y) satisfying both (13) and ‖x− x∗‖+ |y − y˜| < δ2.
Define δ = min{δ1, δ2} > 0 and
Y (x, y) = xxT +
y − xTx
n
· I.
Let (x, y) be any vector satisfying both (13) and ‖x− x∗‖+ |y− y˜| < δ. Then
both (19) and (20) hold true at (x, y). It follows from (19) that y > xTx, which
implies that
Y (x, y) ≻ xxT .
According to (20), we obtain
‖x− x∗‖+
∥∥∥Y (x, y)− Y˜ ∥∥∥ = f2(x, y) < ǫ. (21)
Moreover, since (x, y) satisfies (13) and Tr(Y (x, y)) = y, it holds that (x, Y (x, y))
satisfies (11). Notice that (16) holds true at (x, Y (x, y)) due to (21). Therefore,
(17) holds at (x, Y (x, y)), that is,
Tr(Y (x, y))− 2aT0 x ≤ Tr(Y˜ )− 2aT0 x∗.
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Since Tr(Y (x, y)) = y and Tr(Y˜ ) = y˜, we now conclude that
y − 2aT0 x ≤ y˜ − 2aT0 x∗ (22)
holds for any (x, y) satisfying both (13) and ‖x− x∗‖+ |y − y˜| < δ. It follows
that (x∗, y˜) is a local maximizer of (LP). Consequently, (x∗, y˜) is a (global)
optimal solution of (LP) and hence
v(LP) = y˜ − 2aT0 x∗ = Tr(Y˜ )− 2aT0 x∗ = v(SDP).
The proof is complete. 
The assumption is necessary in Theorem 6. Suppose v(SDP) = v(UQ), it
may happen either v(LP) = +∞ or v(SDP) < v(LP) < +∞, as demonstrated
by the following example.
Example 5 Let n = 1. For any α, consider the following examples:
(UQ(α)) max x2 − αx
s.t. x2 + x− 4 ≤ 0,
x2 − x ≤ 0.
It always holds that v(SDP) = v(UQ). Moreover, one can verify that
(1) If α 6∈ [−1, 1], v(LP(α)) = +∞ > v(SDP(α)). (Lemma 2)
(2) If −1 ≤ α < 1, v(LP(α)) = 2(1− α) > v(SDP(α)) = 1− α.
(3) If α = 1, v(LP(α)) = v(SDP(α)) = 0.
Moreover, we can know more from any optimal solution of the linear pro-
gramming relaxation (LP).
Theorem 7 Suppose v(LP) < +∞ and let (x∗, y∗) be any optimal solution of
(LP). Then, we have
(a) If x∗Tx∗ = y∗, then v(LP) = v(SDP) = v(UQ).
(b) If x∗Tx∗ > y∗, then v(SDP) = v(UQ).
(c) If x∗Tx∗ < y∗, then v(LP) = v(SDP),
Proof Notice that we always have v(LP) ≥ v(SDP) ≥ v(UQ) according to
their definitions. In the case of x∗Tx∗ = y∗, the linear programming relaxation
(LP) is tight, i.e., v(LP) = v(UQ). Then it is trivial to see that v(LP) =
v(SDP) = v(UQ).
Suppose x∗Tx∗ > y∗. Assume v(SDP) > v(UQ), according to the proof
of Theorem 6, there is an optimal solution of (SDP), denoted by (x˜, Y˜ ), such
that Tr(Y˜ ) > x˜T x˜. And moreover, (x˜,Tr(Y˜ )) is an optimal solution of (LP).
Therefore, for any α ∈ [0, 1], (αx˜ + (1 − α)x∗, αTr(Y˜ ) + (1 − α)y∗) is also an
optimal solution of (LP). Define
F (α) = αTr(Y˜) + (1 − α)y∗ − ‖αx˜+ (1 − α)x∗‖2.
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Since F (0) < 0 < F (1) and F (α) is continuous, we conclude that there is an
α ∈ (0, 1) such that F (α) = 0, which implies that v(LP) = v(UQ). It imme-
diately follows that v(SDP) = v(UQ), which is a contradiction. Therefore, in
this case, we must have v(SDP) = v(UQ).
For the last case x∗Tx∗ < y∗, define Y ∗ = x∗x∗T + y
∗−x∗Tx∗
n
· I. Then, one
can verify that (x∗, Y ∗) satisfies the constraints (11)-(12) and the correspond-
ing objective function value (10) is(
I −a0
−aT0 0
)
•
(
Y ∗ x∗
x∗T 1
)
= y∗ − 2aT0 x∗ = v(LP).
Since v(LP) ≥ v(SDP), (x∗, Y ∗) is an optimal solution to (SDP). Thus,
v(LP) = v(SDP). The proof is complete. 
Based on Lemma 2, Theorems 6 and 7, now we can prove Theorem 5.
Proof of Theorem 5.
Assume Case (i) holds, i.e., a0 6∈ conv{a1, . . . , ap}. According to Lemma 2,
v(LP) = +∞. Suppose v(SDP) = v(UQ) is not true, then it must hold that
v(SDP) > v(UQ). According to Theorem 6, we have v(LP) = v(SDP) < +∞,
which is a contradiction.
Now we assume that Case (i) does not hold, but Case (ii) holds, i.e., there
is a vector v 6= 0 such that (ai − a0)T v ≥ 0 for i = 1, · · · , p.
Based on the linear transformation t = y − 2aT0 x, (LP) has the following
equivalent reformulation:
(LP′) max t
s.t. t− 2(ai − a0)Tx+ bi ≤ 0, i = 1, . . . , p. (23)
According to Lemma 2, v(LP′) < +∞. Then, (LP′) has an optimal solution,
denoted by (x∗, t∗). It is easy to see that any solution (x, t∗) satisfying (23)
remains optimal for (LP′). Define x˜(α) = x∗ + αv. For all α > 0, we have
t∗ − 2(ai − a0)T x˜(α) + bi = t∗ − 2(ai − a0)Tx∗ − 2α(ai − a0)T v + bi
≤ t∗ − 2(ai − a0)Tx∗ + bi
≤ 0.
That is, for any α > 0, (x˜(α), t∗) is optimal for (LP′). Since v 6= 0, for suffi-
ciently large α, we have t∗ < x˜(α)T x˜(α). Then, according to Theorem 7, we
have v(SDP) = v(UQ). This completes the proof of Theorem 5. 
Remark 1 Case (b) of Theorem 7 implies that a solution of (UQ) can be
obtained in polynomial time (e.g., via solving (SDP)), but (LP) itself fails to
find the global optimal solution of (UQ). It is not difficult to verify that, (SDP)
is equivalent to the following second-order cone programming relaxation:
(SOCP) max y − 2aT0 x (24)
s.t. y − 2aTi x+ bi ≤ 0, i = 1, . . . , p,∥∥∥∥( xy−1
2
)∥∥∥∥ ≤ y + 12 ,
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where the last constraint is actually equivalent to xTx ≤ y.
3.3 Approximation algorithm for (UQ)
For the hard case of (UQ) (i.e., Case (c) in Theorem 7), it often holds that
v(UQ) < v(LP). One can employ the approximation algorithms [14,22] for
solving the general nonconvex quadratic optimization with ellipsoid constraints
(NC-EQP), which also provides an approximation bound of the returned so-
lution. In this section, we propose a new approximation algorithm for (UQ)
based on (LP) with an improved approximation bound, which is no longer
dependent of p.
Theorem 8 Suppose Assumption 1 holds and v(SDP) > v(UQ). We can find
a feasible solution x of (UQ) in polynomial time satisfying
f0(x) ≥
(
1− γ√
2 + γ
)2
· v(LP), (25)
where γ = maxi=1,...,p
‖ai‖√
−bi+‖ai‖2
< 1.
Proof Assumption 1 implies that v(UQ) > 0. According to Theorem 6, (LP)
has a bounded solution, denoted by (x∗, y∗). As v(SDP) > v(UQ), it follows
from Theorem 7 that x∗Tx∗ < y∗. Then there must exist a nonzero vector
t ∈ Rn such that x∗Tx∗ + tT t = y∗. Since v(LP) = y∗ − 2aT0 x∗, for any β, it
holds that
(β2 + 1)(x∗Tx∗ + tT t− 2aT0 x∗) = (β2 + 1) · v(LP). (26)
Based on the facts that x∗Tx∗ − 2aT0 x∗ < y∗ − 2aT0 x∗ = v(LP) and tT t > 0,
there exits a real value β > 0 such that
(x∗ + βt)T (x∗ + βt)− 2aT0 (x∗ + βt) = v(LP). (27)
Define
u1 =
1√
1 + β2
, u2 =
β√
1 + β2
.
The equation (27) is equivalent to
(u1x
∗ + u2t)T (u1x∗ + u2t)− 2u1aT0 (u1x∗ + u2t) = u21 · v(LP). (28)
The equation (26) minus the equation (27) equals
(βx∗ − t)T (βx∗ − t)− 2βaT0 (βx∗ − t) = β2 · v(LP),
which further implies that
(u2x
∗ − u1t)T (u2x∗ − u1t)− 2u2aT0 (u2x∗ − u1t) = u22 · v(LP). (29)
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Define
s1 = u1x
∗ + u2t, s2 = u2x∗ − u1t.
The equations (28) and (29) can be recast as
sT1 s1 − 2u1aT0 s1 = u21 · v(LP), (30)
sT2 s2 − 2u2aT0 s2 = u22 · v(LP), (31)
respectively. Then, we can verify that
sT1 s1 + s
T
2 s2 = y
∗, u1s1 + u2s2 = x∗.
As (x∗, y∗) satisfies the constraints (13) of (LP), we obtain
sT1 s1 − 2u1aTi s1 + sT2 s2 − 2u2aTi s2 ≤ −bi, i = 1, . . . , p. (32)
Define
ρi =
1√−bi + ‖ai‖2 , i = 1, . . . , p.
It follows from Assumption 1 that 0 < ρi <
1
‖ai‖ . We can equivalently rewrite
the inequalities (32) as
ρ2i ‖s1 − u1ai‖2 + ρ2i ‖s2 − u2ai‖2 ≤ 1, i = 1, . . . , p.
Then, we have
min
{
max
i=1,...,p
1
u21
· ρ2i ‖s1 − u1ai‖2, max
i=1,...,p
1
u22
· ρ2i ‖s2 − u2ai‖2
}
≤ min
{
1
u21
,
1
u22
}
=
{
1 + β2, if |β| ≤ 1,
1 + 1
β2
, otherwise,
≤ 2.
Consequently, there is an index j ∈ {1, 2} such that
ρi‖sj/uj − ai‖ ≤
√
2, i = 1, . . . , p. (33)
Next we will construct a feasible solution of (UQ) satisfying the inequality
(25). Define
x :=
{
sj/uj, if a
T
0 sj/uj ≤ 0,
−sj/uj, otherwise,
τ := max
{
τ ∈ [0, 1] : fi(τx) ≤ 0, i = 1, . . . , p
}
= max
{
τ ∈ [0, 1] : ρi‖τx− ai‖ ≤ 1, i = 1, . . . , p
}
.
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According to (33), it holds that
ρi‖x− ai‖ ≤ max
{
ρi‖sj/uj − ai‖, ρi‖ − (sj/uj − ai)− 2ai‖
}
≤ max
{√
2,
√
2 + 2ρi‖ai‖
}
=
√
2 + 2ρi‖ai‖.
Therefore, for any τ ∈ [0, 1], we obtain
ρi‖τx− ai‖ = ρi‖τ(x− ai) + (1 − τ)(−ai)‖
≤ τ
(√
2 + 2ρi‖ai‖
)
+ (1− τ)ρi‖ai‖.
Thus, for any τ ∈
[
0, 1−ρi‖ai‖√
2+ρi‖ai‖
]
, we have
ρi‖τx− ai‖ ≤ 1, i = 1, . . . , p,
i.e., τx¯ is feasible for (UQ). According to the definition of τ , we obtain
τ ≥ min
i=1,...,p
1− ρi‖ai‖√
2 + ρi‖ai‖
=
1−maxi=1,...,p ρi‖ai‖√
2 + maxi=1,...,p ρi‖ai‖
,
where the equality holds true since h(γ) = (1 − γ)/(√2 + γ) is a decreasing
function over [0, 1]. Consequently, we have
f0(τx) =τ
2xTx− 2τaT0 x
≥τ2xTx− 2τ2aT0 x (34)
≥τ2xTx− 2τ2aT0 sj/uj (35)
=τ2(sj
T sj − 2ujaT0 sj)/uj2
=τ2 · v(LP), (36)
where the inequality (34) holds true since aT0 x ≤ 0 and τ ≥ τ2 (as τ ∈ [0, 1]),
the inequality (35) is true as aT0 x ≤ aT0 sj/uj, and the equality (36) follows
from (30) and (31). 
4 Standard quadratic programming relaxation
4.1 A new and simple derivation
The standard quadratic programming relaxation for (CCB) was first proposed
by Beck [3]. First, by replacing the inner maximization problem with its La-
grangian dual (D-SDP), one obtains the following SDP problem:
(SDP(z)) min y
s.t.
(
(−1 +∑pi=1 λi)I z −∑pi=1 λiai
zT −∑pi=1 λiaTi y +∑pi=1 λi(‖ai‖2 − r2i )
)
 0,
λi ≥ 0, i = 1, . . . , p.
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Then, the minimax optimization problem (CCB) is relaxed to a convex mini-
mization problem:
(DCC) min
z
v(SDP(z)) + ‖z‖2
= min
y,λ,z
y + ‖z‖2
s.t.
(
(−1 +∑pi=1 λi)I z −∑pi=1 λiai
zT −∑pi=1 λiaTi y +∑pi=1 λi(‖ai‖2 − r2i )
)
 0,
λi ≥ 0, i = 1, . . . , p.
Based on a nontrivial analysis, Beck [3] showed that (DCC) is further equiva-
lent to the following standard convex quadratic programming problem (SQP):
(SQP) min
λ
p∑
i=1
λi(r
2
i − ‖ai‖2) +
∥∥∥∥∥
p∑
i=1
λiai
∥∥∥∥∥
2
s.t.
p∑
i=1
λi = 1, λi ≥ 0, i = 1, . . . , p.
Let λ∗ be the optimal solution of (SQP). The approximate solution of (CCB)
is then given by
z =
p∑
i=1
λ∗i ai (37)
so that we have
v(SQP) = v(SDP(z)) + ‖z‖2. (38)
When p ≤ n, according to Theorem 4, v(CCB) = v(DCC) = v(SQP) and
hence z is a global optimal solution of (CCB) [4].
In this section, we present a new and simpler derivation of (SQP). We first
write the linear programming relaxation (as discussed in Section 3.2) of the
inner maximization of (CCB):
LP(z) max y − 2zTx
s.t. y − 2aTi x+ ‖ai‖2 ≤ ri2, i = 1, . . . , p,
which is equivalent to its dual linear programming:
(LPD(z)) min
λ
p∑
i=1
λi(r
2
i − ‖ai‖2)
s.t.
p∑
i=1
λiai = z,
p∑
i=1
λi = 1, λi ≥ 0, i = 1, . . . , p.
Chebyshev Center of the Intersection of Balls 17
Therefore, we immediately re-obtain (SQP) as follows:
v(CCB) ≤ min
z
{
v(LP(z)) + ‖z‖2}
= min
z
{
v(LPD(z)) + ‖z‖2}
= min
λ
p∑
i=1
λi(r
2
i − ‖ai‖2) +
∥∥∥∥∥
p∑
i=1
λiai
∥∥∥∥∥
2
s.t.
p∑
i=1
λi = 1, λi ≥ 0, i = 1, . . . , p.
The above two different derivations imply the following interesting observation.
Proposition 2 Let z be defined in (37). Then, we have
v(SDP(z)) = v(LP(z)). (39)
The following example shows that (39) could be no longer true if z is replaced
by any other z.
Example 6 Let n = 1. Consider
min
z
max
x2+x−4≤0,x2−x≤0
|x− z|2.
Solving the corresponding (SQP), we get z = 12 . According to Example 5, it is
interesting to verify that
v(SDP(z)) < v(LP(z)), ∀z 6= z.
4.2 Approximation bound
(SQP) is efficient to solve and provides a candidate solution (z (37)) to (CCB).
However, to the best of our knowledge, the worst-case quality of the returned
solution z remains unknown. In this section, we answer this question. More-
over, the first approximation ratio between v(CCB) and v(SQP) is established.
Theorem 9 Suppose int(Ω) 6= ∅, for the returned solution z (37), we have
v(SQP) ≥ max
x∈Ω
‖x− z‖2 ≥ v(CCB) ≥
(
1− γ√
2 + γ
)2
· v(SQP), (40)
where γ(< 1) is equal to (or larger than) the optimal objective value of the
following convex programming problem:
min
x∈Rn
max
i=1,...,p
‖x− ai‖
ri
. (41)
Moreover, let dmax = maxi,j=1,...,p ‖ai− aj‖, rmin = mini=1,...,p ri and suppose
dmax <
√
2 rmin, then (40) holds with
γ =
dmax√
2 rmin
. (42)
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Proof Let z be defined in (37). If (SDP(z)) is tight for the inner maximization
problem, then v(CCB) = v(SQP) and there is nothing to prove.
We first suppose 0 ∈ int(Ω). According to Theorem 8, we have
v(LP(z)) ≥ max
x∈Ω
{‖x‖2 − 2xT z} ≥ τ20 · v(LP(z)), ∀z ∈ Rn, (43)
where
τ0 =
1−maxi=1,...,p ‖ai‖ri√
2 + maxi=1,...,p
‖ai‖
ri
.
Since 0 ∈ int(Ω), we have ‖ai‖ < ri for i = 1, . . . , p, which imply τ0 > 0. On
the other hand, it is trivial to see τ0 < 1. Therefore, it holds that τ
2
0 < 1 and
then we obtain from (43) that
min
z
{v(LP(z)) + ‖z‖2} ≥ min
z
max
x∈Ω
‖x− z‖2 ≥ τ20 min
z
{v(LP(z)) + ‖z‖2}.
In view of the definition of z, Proposition 2 and (38), we have
v(SQP) = v(LP(z)) + ‖z‖2 ≥ v(CCB) ≥ τ20 (v(LP(z)) + ‖z‖2) = τ20 · v(SQP).
Besides, the first inequality of (40) follows from Proposition 2 and the defini-
tion of (SDP(z)), that is,
v(LP(z)) + ‖z‖2 = v(SDP(z)) + ‖z‖2 ≥ ‖x‖2 − 2zTx+ ‖z‖2, ∀ x ∈ Ω.
Now, let x0 be any interior point of Ω since int(Ω) 6= ∅, i.e., ‖x0−ai‖ < ri,
i = 1, . . . , p. Consider
(CC′B) min
z
max
x˜∈Ω(x0)
‖x˜− (z − x0)‖2,
where Ω(x0) = {x˜ ∈ Rn : ‖x˜ − (ai − x0)‖2 ≤ r2i , i = 1, . . . , p}. Then it is
trivial to see that 0 ∈ int(Ω(x0)) and v(CCB) = v(CC′B).
We write the linear programming relaxation for the inner maximization
problem of (CC′B) as follows:
LP′(z) max y˜ − 2(z − x0)T x˜
s.t. y˜ − 2(ai − x0)T x˜+ ‖ai − x0‖2 ≤ ri2, i = 1, . . . , p.
Let (x∗, y∗) be an optimal solution of LP(z). Define
x˜ := x∗ − x0, y˜ := y∗ − 2xT0 x∗ + xT0 x0.
We can verify that (x˜, y˜) is a feasible solution of LP′(z) and hence
v(LP′(z)) ≥ y˜ − 2(z − x0)T x˜ = v(LP(z)) + ‖z‖2 − ‖z − x0‖2. (44)
On the other hand, let (x˜∗, y˜∗) be an optimal solution of LP′(z). Define
x := x˜∗ + x0, y := y˜∗ + 2xT0 x˜
∗ + xT0 x0.
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We can verify that (x, y) is a feasible solution of LP(z) and hence
v(LP(z)) ≥ y − 2zTx = v(LP′(z))− ‖z‖2 + ‖z − x0‖2. (45)
Combining (44) and (45) yields
v(LP(z)) + ‖z‖2 = v(LP′(z)) + ‖z − x0‖2.
Therefore, we obtain
v(SQP) = min
z
{v(LP(z) + ‖z‖2} = min
z
{v(LP′(z) + ‖z − x0‖2} = v(SQP′).
(46)
Since 0 ∈ int(Ω(x0)), according to the first part of this proof, we have
v(SQP′) ≥ max
x˜∈Ω(x0)
‖x˜− (z˜ − x0)‖2 ≥ v(CC′B) ≥ τ(x0)2 · v(SQP′),
where z˜ =
∑p
i=1 λ
∗
i (ai − x0), λ∗ is an optimal solution of (SQP′) and
τ(x0) =
1−maxi=1,...,p ‖x0−ai‖ri√
2 + maxi=1,...,p
‖x0−ai‖
ri
.
Therefore, it holds that
v(SQP) ≥ max
x∈Ω
‖x− z˜‖2 ≥ v(CCB) ≥ τ(x0)2 · v(SQP). (47)
Since the inequality (47) holds for arbitrary x0 ∈ int(Ω), the best choice
of x0 is to maximize the lower bound τ(x0) in int(Ω). That is, we can select
τ(x0) =
1− γ√
2 + γ
with any γ < 1 satisfying
γ ≥ inf
x0∈int(Ω)
max
i=1,...,p
‖x0 − ai‖
ri
= min
x0∈Ω
max
i=1,...,p
‖x0 − ai‖
ri
. (48)
Finally, we show that (42) is a feasible choice of γ. According to the defi-
nition of rmin, we have
min
x0∈Ω
max
i=1,...,p
‖x0 − ai‖
ri
≤ min
x0∈Rn
max
i=1,...,p
‖x0 − ai‖
rmin
=
1
rmin
· min
x0∈Rn
max
i=1,...,p
‖x0 − ai‖
≤ 1
rmin
· min
x0∈Rn
max
a∈conv{a1,··· ,ap}
‖x0 − a‖,
where the last inequality holds since the optimal solution of the inner convex
maximization problem in terms of a is attained at one of the vertices a1, . . . , ap.
According to Example 3.3.6 in [6], we have
min
x0∈Rn
max
a∈conv{a1,··· ,ap}
‖x0 − a‖ ≤ dmax
√
n
2(n+ 1)
<
dmax√
2
.
Consequently, if dmax <
√
2 rmin, γ can be set as in (42). 
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5 More polynomially solvable cases
5.1 Polynomially solvable cases for uniform quadratic optimization
We first reformulate (UQ) as the following shifted version:
(UQ′) max ‖x− a0‖2 − ‖a0‖2
s.t. ‖x− a0‖2 − 2(ai − a0)Tx+ bi − aT0 a0 ≤ 0, i = 1, . . . , p.
The corresponding linear programming relaxation becomes
(LP′) max z − ‖a0‖2
s.t. z − 2(ai − a0)Tx+ bi − aT0 a0 ≤ 0, i = 1, . . . , p.
According to Remark 1, the (SDP) relaxation is equivalent to the following
(SOCP):
(SOCP′) max z − ‖a0‖2
s.t. z − 2(ai − a0)Tx+ bi − aT0 a0 ≤ 0, i = 1, . . . , p,∥∥∥∥(x− a0z−1
2
)∥∥∥∥ ≤ z + 12 . (49)
We first solve (LP′). If v(LP′) = +∞, according to Theorem 6, v(SDP′) =
v(UQ′) and hence (UQ′) can be globally solved by (SOCP′). Otherwise, let
(x∗, z∗) be a returned optimal solution of (LP′). If z∗ = ‖x∗− a0‖2, (x∗, z∗) is
also an optimal solution of (UQ′).
Suppose z∗ < ‖x∗ − a0‖2, according to Theorem 7, v(SDP′) = v(UQ′).
Then, (UQ′) can be globally solved by (SOCP′).
Now, we assume that
z∗ > ‖x∗ − a0‖2. (50)
Then we have the following reformulation.
Lemma 3 Suppose v(LP′) < +∞. Let (x∗, z∗) be an optimal solution of (LP′)
and the assumption (50) holds. Then, (UQ′) is equivalent to the following
nonconvex optimization problem:
(UQ′′) max z − ‖a0‖2 (51)
s.t. z − 2(ai − a0)Tx+ bi − aT0 a0 ≤ 0, i = 1, . . . , p, (52)
z ≤ ‖x− a0‖2. (53)
Proof Since v(UQ′′) ≤ v(LP′) < +∞, and the feasible region of (UQ′′) is
nonempty and closed, (UQ′′) has an attained optimal solution, denoted by
(x′′, z′′). If (53) is active at (x′′, z′′), then clearly v(UQ′′) = v(UQ′). Otherwise,
we have z′′ < ‖x′′− a0‖2. It implies that (x′′, z′′) is a local optimal solution of
(51)-(52), which is also a local optimal solution of (LP′). Therefore, (x′′, z′′) is
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an optimal solution of (LP′). It follows that v(LP′) = z′′−‖a0‖2 = z∗−‖a0‖2,
that is, z′′ = z∗. Define
h(α) = z∗ − ‖αx′′ + (1− α)x∗ − a0‖2.
Since h(0) > 0 > h(1) and h(α) is continuous with respect to α, there is an
α∗ ∈ (0, 1) such that h(α∗) = 0 and x(α∗) = α∗x′′ + (1 − α∗)x∗ satisfies
(52). Consequently, (x(α∗), z∗) is an optimal solution of (UQ′′). It follows that
v(UQ′′) = v(UQ′). 
Lemma 4 Under the same assumption as in Lemma 3, there is an optimal
solution of (UQ′) at which (53) is active and
rank [aj − a0 (j ∈ J)] = n (54)
holds with J being the index set of all active constraints (52).
Proof We first assume
v(SDP′) > v(UQ′). (55)
According to Lemma 3, there is an optimal solution of (UQ′′), denoted by
(x˜, z˜), such that z˜ = ‖x˜ − a0‖2. Let J be the index set of active inequalities
(52) at (x˜, z˜). Without loss of generality, we assume J = {1, · · · , k}. Suppose
(54) does not hold, then
rank [a1 − a0, · · · , ak − a0] ≤ n− 1. (56)
There exists a vector v 6= 0 such that
vT (ai − a0) = 0, i = 1, . . . , k.
We can further assume
vT (x˜− a0) ≥ 0, (57)
otherwise, let v := −v. Then, for any sufficiently small ǫ > 0, (x˜ + ǫv, z˜)
satisfies (52) and the corresponding index set of active constraints is still J .
Moreover, according to (57), we have
z˜ = ‖x˜− a0‖2 < ‖x˜− a0‖2 + 2ǫvT (x˜− a0) + ǫ2‖v‖2 = ‖x˜+ ǫv − a0‖2. (58)
Therefore, (x˜ + ǫv, z˜) remains an optimal solution of (UQ′′). Moreover, ac-
cording to (58), (x˜ + ǫv, z˜) is a local optimal solution of (51)-(52), which is
also a local optimal solution of (LP′). Therefore, (x˜+ ǫv, z˜) is also an optimal
solution of (LP′). It follows from Theorem 7 that v(SDP′) = v(UQ′), which
contradicts the assumption (55).
Now, we consider the case that the assumption (55) does not hold. Then,
we have v(SOCP′) = v(SDP′) = v(UQ′). Notice that under assumption (50),
Theorem 7 implies that v(SDP′) = v(LP′). It turns out that (x∗, z∗), the
optimal solution of (LP′), remains an optimal solution of (SOCP′). For any
other (if exists) optimal solution of (SOCP′), denoted by (x˜, z˜), we have
v(SOCP′) = z∗ − ‖a0‖2 = z˜ − ‖a0‖2.
22 Yong Xia et al.
Then, z∗ = z˜ and the set of optimal solutions of (SOCP′) is characterized as
{(x, z∗) : z∗−2(ai−a0)Tx+bi−aT0 a0 ≤ 0, i = 1, . . . , p, ‖x−a0‖2 ≤ z∗}. (59)
It follows that v(SOCP′) = v(UQ′) if and only if
z∗ = max ‖x− a0‖2 (60)
s.t. z∗ − 2(ai − a0)Tx+ bi − aT0 a0 ≤ 0, i = 1, . . . , p. (61)
Since the problem (60)-(61) is a strictly convex maximization over a polytope,
its optimal solution must be an extreme point, i.e., there are n active con-
straints in (61) such that their coefficient vectors in terms of x are linearly
independent. The proof is complete. 
According to Lemma 4, it is sufficient to enumerate all sets of n indices
of the constraints (52) with linearly independent coefficient vectors. For each
such selection, letting the n constraints be active yields the linear equations
ze−Ax+ b− (aT0 a0)e = 0,
where e = (1, · · · , 1)T ∈ Rn, A is an n× n matrix composed by the n linearly
independent coefficient vectors and b is the corresponding n-dimensional vector
(bi). Since A is invertible, we have
x(z) = A−1(b − (aT0 a0)e + ze). (62)
Substituting (62) into z = ‖x− a0‖2, as (53) is active, we obtain a univariate
quadratic equation in terms of z:
z = ‖A−1b− (aT0 a0)A−1e+ zA−1e− a0‖2,
which has at most two explicit real solutions z1 ≥ z2. If x(z1) (62) satisfies all
the other inactive constraints (53), then x(z1) is a candidate optimal solution of
(UQ′). Otherwise, if x(z2) (62) is feasible, add x(z2) to the candidate solution
list. Suppose neither x(z1) nor x(z2) is feasible, we conclude that the current
selection of the n linearly independent constraints cannot provide an optimal
solution of (UQ′). Totally, there are at most
(
p
n
)
= p!
n!(p−n)! candidate solutions
and x(z) with the maximal z is the exact optimal solution of (UQ′).
As a summary, we have the following result.
Theorem 10 The worst-case complexity for solving the problem (UQ) is
T (n, p) := LP(n+ 1, p) + max
{
SOCP(n+ 1, p),
( p
n
)
·O(n3)
}
, (63)
where LP(n + 1, p) is the time complexity for solving a linear programming
problem in (n+1)-dimension with p constraints and SOCP(n+1, p) is the time
for solving a second-order cone programming problem in (n+1)-dimension with
one second-order conic constraint and p linear constraints.
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It is interesting to observe that, since (55) already implies (50), there is
actually no need to make the assumption (50) in Lemma 3. Thus, the enumer-
ation procedure itself is sufficient to find the optimal solution of (UQ′). That
is, in the worst case, Theorem 10 could be improved as follows.
Theorem 11 Suppose either n is fixed or p = n + q with a fixed integer q,
then (UQ) is strongly polynomially solvable in at most
(
p
n
) ·O(n3) time.
Finally, if the optimal solution of (UQ′) is not unique, all the extreme
points of the optimal solution set are collected by the enumeration procedure.
5.2 Polynomially solvable cases for (CCB)
Notice that (CCB) (1) can be reformulated as
min
z
{
f(z) := zT z +max
x∈Ω
{xTx− 2zTx}
}
. (64)
Notice that f(z) is strictly convex and nonsmooth. Hence, (CCB) is polyno-
mially solved with the ellipsoid method [19], if the subgradient of f(z) can be
obtained in polynomial time.
For the sake of completeness, we briefly present the ellipsoid method for
solving the nonsmooth convex optimization:
f∗ = min
{
f(x) : x ∈ Q := {x ∈ Rn : f(x) ≤ 0}} , (65)
where f(x) and f(x) are convex (possibly nonsmooth) functions,Q is a bounded
closed convex set with nonempty interior. Let g(x) and g(x) be the subgradi-
ents of f(x) and f(x), respectively.
Ellipsoid method [19]
1. Initialize y0 ∈ Rn. Choose R > 0 such that ‖y − y0‖ ≤ R for all y ∈ Q.
Set H0 = R
2 · I and k = 0.
2. Repeat until a stopping criterion is reached:
gk =
{
g(yk), if yk ∈ Q,
g(yk), if yk /∈ Q,
yk+1 = yk − 1n+1 Hkgk√gT
k
Hkgk
, Hk+1 =
n2
n2−1
(
Hk − 2n+1 Hkgkg
T
k Hk
gT
k
Hkgk
)
,
k := k + 1.
Theorem 12 (Theorem 3.2.8, [19]) Let f(x) (65) be Lipschitz continuous
on {x ∈ Rn : ‖x− x∗‖ ≤ R} with some constant M . Assume that there exists
some ρ > 0 and x ∈ Q such that {x ∈ Rn : ‖x− x‖ ≤ ρ} ⊆ Q, then for
k > 2(n+ 1)2 log(R/ρ), (66)
we have Q ∩ {y0, y1, . . . , yk−1} 6= ∅ and
min
0≤j≤k,yj∈Q
f(yj)− f∗ ≤ 1
ρ
MR2 · e− k2(n+1)2 . (67)
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Now, we employ the above ellipsoid method [19] to solve (CCB) (64). Let
z∗ be the optimal solution of (CCB). As it is well-known that z∗ ∈ Ω, we can
rewrite (64) in the formulation as in (65), where
Q = {z ∈ Rn : ‖z − a1‖ ≤ r1} and f(z) = ‖z − a1‖2 − r21 .
Since Q itself is a ball, we have ρ = R = r1. Notice that f(z) is a quadratic
function and hence differentiable. Now, we compute the subgradient of f(z).
Let x∗(z) = argmaxx∈Ω{xTx−2zTx} in evaluating f(z) (64). It is not difficult
to verify that
g(z) = 2(z − x∗(z))
is a subgradient of f(z) at z, i.e.,
f(z2) ≥ f(z1) + g(z1)T (z2 − z1), ∀z1, z2 ∈ Q.
Therefore, we have
f(z1)− f(z2) ≤ g(z1)T (z1 − z2)
≤ ‖g(z1)‖ · ‖z1 − z2‖
≤ 2(‖z1‖+ ‖x∗(z1)‖)‖z1 − z2‖
≤ 4(‖a1‖+ r1)‖z1 − z2‖.
The above inequalities still hold if z1 and z2 are exchanged. Thus, f(z) is
Lipschitz continuous on Q with a constant M = 4(‖a1‖+ r1).
For our case (CCB), the assumptions of Theorem 12 are satisfied. Moreover,
the conclusions (66) and (67) are reduced to k > 0 (as ρ = R) and
min
0≤j≤k,yj∈Q
f(yj)− f∗ ≤ 4(‖a1‖+ r1)r1 · e−
k
2(n+1)2 , (68)
respectively. According to (68) and Theorem 10, we have the following com-
plexity result.
Corollary 1 Suppose either n is fixed or p = n+ q with a fixed integer q. An
ǫ-approximate solution of (CCB) (i.e., a vector z˜ satisfying f(z˜) ≤ v(CCB)+ǫ)
can be found in polynomial time. More precisely, the complexity is at most
T (n, p) ·O(n2) log 4(‖a1‖+ r1)r1
ǫ
,
where T (n, p) is defined in (63).
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6 Conclusion
Finding the smallest ball enclosing the intersection of p given balls in dimension
n, denoted by (CCB), is a classical mathematical problem. From the view
of optimization, (CCB) is a minimax problem and the inner maximization
problem is a nonconvex uniform quadratic optimization (UQ). It is the first
time to show (CCB) is NP-hard, though (CCB) in the plane is efficiently and
strongly polynomially solved. It is known that when p ≤ n (UQ) enjoys the
strong duality. In this paper, we present a simple linear programming (LP)
relaxation for (UQ), which leads to a more general sufficient condition for
the strong duality of (UQ). Based on (LP), we propose a simple derivation
of the standard convex quadratic programming (SQP) relaxation for (CCB).
Strong duality of (UQ) implies that (SQP) is tight when p ≤ n. However,
this is not true when p > n. Generally, the first approximation bound of the
solution obtained by (SQP) is established, which is independent of the number
p. Finally, with the help of (LP), we show the polynomial solvability of (CCB)
under the assumption either n or p− n > 0 is fixed. However, it is not known
whether (CCB) is strongly polynomially solvable even when n = 3.
Acknowledgments
The authors are grateful to the two anonymous referees for very helpful com-
ments and suggestions.
References
1. Beck, A., Eldar, Y.C.: Strong duality in nonconvex quadratic optimization with two
quadratic constraints. SIAM J. Optim. 17(3), 844-860 (2006)
2. Beck, A., Eldar, Y.C.: Regularization in regression with bounded noise: A Chebyshev
center approach. SIAM J. Matrix Anal. Appl. 29(2), 606-625 (2007)
3. Beck, A.: On the convexity of a class of quadratic mappings and its application to the
problem of finding the smallest ball enclosing a given intersection of balls. J. Global
Optim. 39(1), 113-126 (2007)
4. Beck, A.: Convexity properties associated with nonconvex quadratic matrix functions
and applications to quadratic programming. J. Optim. Theory Appl. 142(1), 1-29
(2009)
5. Belykh, T.I., Bulatov, V.P., Yas′Kova, E.N: Methods of Chebyshev points of convex
sets and their applications. Autom. Remote Control. 69(4), 700-707 (2008)
6. Bertsekas, D.P.: Nonlinear Programming (Section Edition), Athena Scientific, Belmont,
MA, 1999.
7. Bertsekas, D.P., Nedic´, A., Ozdaglar, A.E.: Convex analysis and optimization. Athena
Scientific, Belmont, MA, 2003.
8. Bubeck, S., Lee, Y.T., Singh, M.: A geometric alternative to Nesterov’s accelerated
gradient descent. arXiv:1506.08187v1. (2015)
9. Bienstock, D., Michalka, A.: Polynomial solvability of variants of the trust-region sub-
problem. In Proceedings of the Twenty-Fifth Annual ACM-SIAM Symposium on Dis-
crete Algorithms, pages 380-390, 2014
10. Eldar, Y.C., Beck, A., Teboulle, M.: A minimax Chebyshev estimator for bounded
error estimation. IEEE Trans. Signal Proces. 56(4), 1388-1397 (2008)
26 Yong Xia et al.
11. Garey, M.R., Johnson, D.S.: Computers and intractability: a guide to the theory of
NP-completeness. Freeman, San Francisco, 1979.
12. Gholami, M.R., Wymeersch, H., Stro¨m, E.G., Rydstro¨m, M.: Wireless network po-
sitioning as a convex feasibility problem. EURASIP J. Wirel. Commun. Netw. 1:161
(2011)
13. Gholami, M.R., Stro¨m, E.G., Wymeersc, H., Rydstro¨m, M.: On geometric upper
bounds for positioning algorithms in wireless sensor networks. Signal Process. 111,
179-193 (2015)
14. Hsia, Y., Wang, S., Xu, Z.: Improved semidefinite approximation bounds for nonconvex
nonhomogeneous quadratic optimization with ellipsoid constraints. Oper. Res. Lett.
43, 378-383 (2015)
15. Lebedev, P.D., Ushakov, A.V.: Approximating sets on a plane with optimal sets of
circles. Autom. Remote Control. 73(3), 485-493 (2012)
16. Megiddo N.: Linear-time algorithms for linear programming in R3 and related prob-
lems. SIAM J. Comput. 12, 759-776 (1983)
17. Milanese, M., Tempo, R.: Optimal algorithms theory for robust estimation and pre-
diction. IEEE Trans. Autom. Control. 30(8), 730-738 (1985)
18. Nenakhov, E.I., Primak, M.E.: Convergence of the method of Chebyshev centers and
some applications. Cybernet. Systems Anal. 22(2), 219-226 (1986)
19. Nesterov, Y.: Introductory lectures on convex optimizaiton: A basic course. Volume 87
of Applied Optimization. Kluwer, Boston, 2004.
20. Shor, N.Z.: Quadatric optimization problems. Sov. J. Comput. Syst. Sci. 25, 1-11
(1987)
21. Sylvester, J.J.: A question in the geometry of situation. Quarterly Journal of Mathe-
matics. 1, 79 (1857)
22. Tseng, P.: Further results on approximating nonconvex quadratic optimization by
semidefinite programming relaxation. SIAM J. Optim. 14, 268-283 (2003)
23. Vandenberghe, L., Boyd, S.: Semidefinite programming. SIAM Rev., 38(1), 49-95,
(1996).
24. Welzl, E.: Smallest enclosing disks (balls and ellipsoids), in Maurer, H.: New Re-
sults and New Trends in Computer Science, Lecture Notes in Computer Science, 555,
Springer-Verlag, 359-370 (1991)
