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Abstract—The freshness of status information is of great im-
portance for time-critical Internet of Things (IoT) applications. A
metric measuring status freshness is the age-of-information (AoI),
which captures the time elapsed from the status being generated
at the source node (e.g., a sensor) to the latest status update.
However, in intelligent IoT applications such as video surveil-
lance, the status information is revealed after some computation-
intensive and time-consuming data processing operations, which
would affect the status freshness. In this paper, we propose a novel
metric, age-of-processing (AoP), to quantify such status freshness,
which captures the time elapsed of the newest received processed
status data since it is generated. Compared with AoI, AoP further
takes the data processing time into account. Since an IoT device
has limited computation and energy resource, the device can
choose to offload the data processing to the nearby edge server
under constrained status sampling frequency. We aim to minimize
the average AoP in a long-term process by jointly optimizing the
status sampling frequency and processing offloading policy. We
formulate this online problem as an infinite-horizon constrained
Markov decision process (CMDP) with average reward criterion.
We then transform the CMDP problem into an unconstrained
Markov decision process (MDP) by leveraging a Lagrangian
method, and propose a Lagrangian transformation framework
for the original CMDP problem. Furthermore, we integrate the
framework with perturbation based refinement for achieving
the optimal policy of the CMDP problem. Extensive numerical
evaluations show that the proposed algorithm outperforms the
benchmarks, with an average AoP reduction up to 30%.
Index Terms—Age-of-processing, status sampling frequency,
data processing offloading, edge computing.
I. INTRODUCTION
The rapid proliferation of the Internet of Things (IoT)
devices boosts the fast development of various networked
monitoring and cyber-physical systems applications [1], [2],
such as crowdsourcing in sensor networks [3], phaser updating
in smart grid systems [4], and autonomous driving in smart
transportation systems [5]. For these IoT applications, the
freshness of status information of the physical process at the
operation nodes is of fundamental importance for accurate
monitoring and controlling.
Age of information (AoI), which is also often referred to
as age, was proposed to quantify the status freshness of
interested physical process [6], [7]. More specifically, AoI is
generally defined as the time elapsed from the generation at
the source node (e.g., a sensor) to the last successfully received
status update at the destination (e.g., a controller). There have
been extensive works that focus on minimizing the age under
various queueing models [8]–[22]. It is worth noting that the
AoI minimization depends on the status update frequency, and
differs from the conventional design principles (e.g., providing
low delay). Specifically, on the one hand, updating status at
a low frequency results in a small message queueing delay
since the queue is always empty, however, the destination node
has a large age because of the infrequent status update. On
the other hand, updating status at a high frequency results in
a large queueing delay due to the Little’s law [23], and the
destination node also has a large age because the status update
suffers from a large queueing delay. Therefore, different from
the queueing delay that increases with the status sampling
frequency, AoI exhibits more complex patterns as a metric
for status freshness and is more challenging to optimize [24].
For many intelligent real-time IoT applications, the status
freshness depends not only on the status update frequency
of AoI, but also on status data processing operations. For
example, in smart video surveillance, the status update (e.g.,
sampling an image) would not take effect until the useful
information embedded in the image is extracted by some
data processing operations (e.g., AI-based image recognition)
which are computational expensive and time consuming.
Since an IoT device typically has limited computation
and storage capacities, edge computing can be leveraged to
facilitate real-time data processing. In this case, the IoT device
can offload the data processing operations to the nearby mobile
edge computing (MEC) platforms [25], which utilize the
edge servers deployed at the edge of radio access networks
(e.g., base stations (BSs) or access points (APs)) to execute
computing tasks. Specifically, the IoT device offloads the
status update to the edge server through wireless channel for
further data processing, and then the edge server sends the final
results back to the destination node. Therefore, the processing
offloading would also affect the status freshness.
To capture the status freshness considering data processing
in the edge computing-enabled real-time IoT applications,
we propose a new metric, age-of-processing (AoP), which is
defined as the time elapsed since the generation of the freshest
status update data until it is processed and finally takes effect
at the destination node. Compared with conventional AoI, the
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AoP takes the additional data processing time in status update
into account.
In this paper we aim to minimize the AoP through opti-
mizing the data processing offloading decision and the status
sampling frequency jointly. Specifically, the data processing
offloading can reduce the data processing time by utilizing
edge servers’ computation resource, but incurs additional
transmission time which depends on the wireless channel
state between the source node (e.g., the IoT device) and
the edge server. When the wireless channel state is good,
offloading the data processing operations to the edge server
incurs short transmission time and can reduce the processing
time. However, when the channel state is bad, the transmission
time between the source node and the edge server is not
negligible, and the IoT device can process the status update
data by its local server or wait for a good channel state.
Therefore, we need to carefully decide the optimal offloading
strategy under different channel states to minimize the AoP.
Moreover, the status sampling frequency also has an es-
sential impact on AoP. Specifically, when the previous status
update is under processing, a new update needs to wait in
queue, and hence becomes stale while waiting. Therefore, it
can be better not to generate new sample while the edge server
is busy. Authors in [26] proposed a status sampling policy
called zero-wait policy, which samples a new update after the
previous update takes effect. However, authors in [27], [28]
showed that the zero-wait policy might be far from age-optimal
in some cases. Hence, how to optimize the status sampling
frequency considering data processing is still an open question.
Furthermore, the status sampling process consumes energy of
IoT devices. It is necessary to introduce a constraint for the
sampling frequency due to the limited energy budget of the
IoT devices, which make it harder to obtain the optimal status
sampling policy for minimizing the AoP.
By addressing the challenges above, we achieve the follow-
ing key contributions:
1) We propose a new metric, age-of-processing (AoP), to
capture the status freshness considering data processing
in real-time IoT applications. In order to minimize the
average AoP, we formulate the joint status sampling
and processing offloading problem as an infinite-horizon
constrained Markov decision process (CMDP) with the
maximum sampling frequency constraint of the IoT
device.
2) We relax the challenging CMDP problem into an un-
constrained MDP problem using the Lagrangian method
which significantly simplifies the original CMDP prob-
lem. We then propose a Lagrangian transformation
framework to derive the optimal status sampling and pro-
cessing offloading policy under the optimal Lagrangian
multiplier.
3) Building upon the proposed Lagrangian transformation
framework, we develop stochastic approximation based
policy iteration algorithms with perturbation based re-
finement to achieve the optimal policy of the CMDP
problem.
4) We provide extensive simulations to illustrate the struc-
tural properties of the optimal policy, and show that the
proposed improved algorithm outperforms the bench-
marks, with an average AoP reduction up to 30%.
The rest of the paper is organized as follows. In Sec. II,
we discuss the related works. In Sec. III, we present the
system model and formulate the AoP minimization problem
as a CMDP problem. In Sec. IV, we transform the CMDP
problem to an unconstrained MDP problem by leveraging the
Lagrangian method. In Sec V, we first propose a Lagrangian
transformation framework for the original CMDP problem,
and improve it with perturbation based refinement to achieve
the optimal policy. We show our simulation results in Sec. VI,
and conclude the paper in Sec.VII.
II. RELATED WORK
Age-of-information (AoI) was introduced in the early 2010s
as a new metric to characterize the freshness of the information
that a system has about a process observed remotely [6]. Since
then, an abundant of researches focus on the queueing theory
to analyze the age-of-information in various system settings. In
[24], the authors obtained the theoretical results of the average
AoI, where the status update is served with the first-come-first-
served (FCFS) principle, and more specifically, the queueing
models include M/M/1, M/D/1 and D/M/1. After that,
different queueing models, such as G/G/1 [13], M/G/1 [15],
and D/G/1 [18], were also studied. A new metric, peak age,
was introduce in [29], and the authors in [10] obtained the
distribution of peak age in a PH/PH/1/1 queue. In [16],
the authors studied the reliable transmission under the peak-
age violation guarantees.
Another branch of researches on AoI considers energy-
harvesting constraints since the IoT device (e.g., a sensor) is
usually energy limited, and the sampling process consumes
energy [30]–[33]. In [30], the authors derived an optimal
transmission policy in an energy harvesting status update
system, which is formulated as an MDP problem. In [31],
the authors proposed a reinforcement learning algorithm to
learn the system parameters and the status update policy for
an energy harvesting transmitter with a finite-capacity battery.
The authors in [32], [33] analyzed the scenario where an
energy harvesting sensor with random or incremental battery
recharge sends measurement updates to a destination, and
showed that the optimal update policy follows a renewal
structure. All the above works assume that the status update
takes effect once it is received in the destination node, and the
age is immediately set down to the time elapsed from status
generation to its reception.
For computation-intensive application (e.g., autonomous
driving), however, the status update (e.g., a video clip) needs
further data processing to reveal the useful features. Hence,
the data processing time also affects the age. However, there
are very limited research efforts in this area. In [34], the
authors considered the soft update in an information updating
system. In both exponentially and linearly decaying age cases,
the authors derived the optimal sampling schemes subject to
a sampling frequency constraint. In [35], the authors studied
the AoI for computation-intensive messages with MEC, and
derived the closed-form average AoI for exponentially dis-
tributed computing time. In [36], the authors jointly optimized
the information freshness (age) and the completion time in
a vehicular network. Nevertheless, the computation time is
not taken into consideration in the age. In [37], the authors
proposed a performance metric called age of task (AoT) to
evaluate the temporal value of computation tasks. By jointly
considering task scheduling, computation offloading and en-
ergy consumption, the authors proposed a light-weight task
scheduling algorithm. However, it is an offline policy where
the task arrival time is known in advanced.
Different from existing research efforts, in this paper, we ex-
pand the concept of AoI to AoP by taking the data processing
time into consideration. We further consider data processing
offloading to MEC server, and minimize the total average AoP
by optimizing the status sampling and processing offloading
policy.
III. MODEL AND FORMULATION OF AOP MINIMIZATION
A. System Model
Consider a real-time IoT status monitoring and control
system for computation-intensive applications. The IoT device
(a.k.a. the sensor) monitors the current status of a physical
process (e.g., a camera records images of traffic situation at
a crossroad), which needs further data processing. As shown
in Fig. 1, the IoT device can choose to process the raw data
locally at its processor or offload them to a mobile edge server
in proximity. The data processing operation reveals the hidden
feature (e.g., the congestion level at the crossroad) in the
raw data, which we refer to as knowledge that will be then
transmitted to an operator for accurate control. After receiving
the knowledge, the operator sends an acknowledge (ACK) to
the IoT device to sample a new status update.
We define the time elapsed from the status generation at the
IoT device to the latest knowledge received by the operator
as the age-of-processing (AoP), which is maintained by the
operator to capture the status freshness. Compared to the
traditional AoI, the AoP takes the data processing time into
account, which is affected by the data processing offloading
policy.
The IoT device follows the generate-at-will sampling policy
[27], under which the IoT device can start a new sample
whenever it prefers, and does not generate a new status
update when the previous update is under processing, to avoid
unnecessary waiting time. Suppose the IoT device samples a
new status update i at time Si, and then decides where to send
the raw data (e.g., to its local processor or the edge server)
for further data processing.
For the status update i, we denote its data processing task
by a pair (li, ci), where li is the input data size of status packet
and ci is the total required CPU cycles to compute this task.
1) Local processing: We assume that the sensor is equipped
with a local processor (e.g., embedded CPU) for some neces-

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Fig. 1. Status sampling and processing procedure.
sary computations. If the sensor chooses to process the status
update locally, then the operation time can be formulated as
tli =
ci
fl
, (1)
where fl is the CPU frequency of the local processor. After
data processing, the local server transmits the processed status
result to the operator. We assume that the data size of the result
is quite small (e.g., the result of object classification is usually
takes only several bits). Therefore, the time of transmitting the
result to the operator is negligible.
2) Edge offloading: If the sensor chooses to offload the raw
data to the edge server, it incurs extra time for transmitting the
computation input data via wireless connection. According to
[38], the offloading rate can be formulated as
ri = W log2
(
1 +
pihi
σ2i
)
, (2)
where W is the channel bandwidth and pi is the transmission
power of update i. Furthermore, hi denotes the wireless
channel gain between the sensor and the edge server, which
can be generated using a distance-dependent path-loss model
given in [39]
hi[dB] = 140.7 + 36.7 log10 d[km], (3)
and σ2i is the total background noise and interference power
of transmitting update data i. Therefore, the transmission time
is computed as
ttri =
li
ri
, (4)
and the data processing time at the edge server is
texi =
ci
fe
, (5)
where fe is the CPU frequency of the edge server. As men-
tioned before, we ignore the time of transmitting the processed
statue result from the edge server to the operator. Following
(4) and (5), we can compute the time overhead of the edge
offloading approach as
tei = t
tr
i + t
ex
i . (6)
Throughout this paper, we assume that both the computation
capacities of the local and edge servers are stable (e.g., fl
and fe are both constants). This is reasonable since the sensor
usually carries out a dedicated sensing task and the edge server
usually allocates a resource block (i.e., a virtual machine) with
fixed size to a certain computing task. Besides, we assume
that all state update tasks have the same input data size li and
required computation cl1. For example, the input image size
for object recognition based surveillance task is the same with
almost the same CPU cycles for processing each image. For
the wireless channel, we assume that the transmission power pi
is the same for all update i. The total background noise and
interference power σ2i influences the wireless channel state.
It is unknown and change stochastically. The channel state
has a critical impact on the data offloading policy. Intuitively,
when the wireless channel state is good (e.g., σ2i is small),
the IoT device tends to offload the status data to the edge
server, using the abundant computing resource of edge server
to reduce the processing time. When the wireless channel is
bad (e.g., σ2i is large), the transmission time is relatively large,
and hence the IoT device would like to process the update
data locally to avoid the large transmission time. We depict
the evolution of the age-of-processing in Fig. 2. Suppose a
new status update i is sampled at time Si. If the raw data
is processed locally, then the processing time is Yi = tl2. If
the raw data is processed in edge server, the total processing
time is Yi = ttri + t
ex
i . Therefore, the processed result of
update i is delivered at time Di = Si + Yi. After the operator
receives the update i, the sensor node may insert a waiting
time Zi ∈ [0, T ] before sampling the new status update i+ 1
at time Si+1 = Di + Zi, where T is the maximum waiting
time under a sampling frequency constraint. The sensor can
switch to a low-power sleep mode during the waiting period
[Di, Si+1).
At any time t, the freshest status update at the operator is
generated at time
u(t) = max{Si : Di ≤ t}. (7)
Then the age-of-processing ∆(t) is defined as
∆(t) = t− u(t). (8)
As shown in Fig. 2, the AoP ∆(t) follows a stochastic process
which increases linearly with t while waiting for the next
sample or the data is under processing, and then downward
jumps when the status update is delivered at the operator.
Therefore, the curve of the AoP has a zig-zag shape. More
specifically, status update i is sampled at time Si and is
received by the operator at time Di = Si + Yi. Therefore,
1We left the heterogeneous state update tasks with different li and ci in
our future work.
2Since all state update tasks have the same required computation ci, we
simplify tli as tl for all update i.
the AoP at time Di is ∆(Di) = Di−Si = Yi. After that, the
AoP continues to increase linearly with time t while the sensor
is waiting or the update data is under processing. Finally, the
AoP reaches ∆(D−i+1) = Yi + Zi + Yi+1 right before the
processed result of status update i + 1 is delivered. Then, at
time Di+1, the AoP drops to ∆(Di+1) = Yi+1.
B. CMDP Formulation
In this subsection, we focus on specifying the optimal status
sampling and computation offloading policy to minimize the
average AoP of the system discussed above.
In most existing works, the long-term average age is a
key performance metric to measure the long-run information
freshness, which is defined as
∆av = lim
t→∞
1
t
∫ t
0
∆(t)dt. (9)
Intuitively, ∆av is the time-average shaded area under the ∆(t)
envelop. To compute the average AoP, we decompose ∆(t)
into a series of areas between the sampling time Si. As shown
in Fig. 2, the light shaded area Qi1 is a parallelogram, which
equals to
Qi1 = (Yi−1 + Zi−1)Yi, (10)
and the dark shaded area Qi2 is a triangle having the area
Qi2 =
1
2
(Yi + Zi)
2. (11)
Therefore, the average AoP can be calculated as
Q =
∑
i→∞(Qi1 +Qi2)∑
i→∞(Yi + Zi)
=
∑
i→∞
[
(Yi−1 + Zi−1)Yi + 12 (Yi + Zi)
2
]∑
i→∞(Yi + Zi)
.
(12)
Note that, minimizing Q is a long-term stochastic problem.
At each delivered time Di, the operator maintains the age
∆(Di) = Yi, and then decides the inserted waiting time Zi
before sampling next status update i+ 1. Besides, we assume
that the IoT device also determines where to process the next
update i+ 1 at time Di, which will affect the value of Yi+1.
Markov decision process: As mentioned before, the wire-
less channel states between the sensor and the edge server
change stochastically. Let Xi be the channel state with a
finite state space Γ = {γ0, . . . , γM},3 which is influenced by
σ2i . Unlike the assumption of the i.i.d. channel state process
{Xi, i = 1, 2, . . .} in [40], we consider a general case where
the process of Xi is a stationary and ergodic Markov chain
with the transition matrix Pch [41].4 The element Pij the
3Since the data size of all status update packets is the same, we can simplify
the channel state γ0, . . . , γM as the transmission time of the update data (4).
Since the transmission time in (4) is continuous, it results in an infinite state
space in the MDP. For simplicity, we discretize the transmission time into
M + 1 channel states.
4We assume that we know the statistics of the channel Pch in advance,
since we can estimate Pch through channel training.
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Fig. 2. Evolution of the age-of-processing (AoP).
transition matrix Pch is the probability from channel state γi
to state γj .
At time Di, we denote Ai , {Yi−1, Zi−1, Yi, Xi} ∈ A as
the current system state, where A is the system state space.5
Then the sensor chooses an action wi , {Zi, Oi} ∈ W from
the action space W , where Zi is the inserted waiting time and
Oi is the offloading decision for update i. When Oi = 0, the
sensor chooses to offload the status update i to the edge server,
and when Oi = 1, the sensor chooses to process the update i
locally. We then define the reward function for taking action
wi at state Ai as
r(Ai,wi) = Qi = Qi1 +Qi2
= (Yi−1 + Zi−1)Yi +
1
2
(Yi + Zi)
2.
(13)
The system then evolves to the next state Ai+1 =
{Yi, Zi, Yi+1, Xi+1}, which only depends on previous system
state Ai and the action wi. More specifically, the transition of
channel state is
P(Xi+1 = γm|Xi = γj) = Pjm, (14)
where Pjm is the element of channel transition matrix Pch,
and the age evolves according to
Yi+1 =
{
tex + γm if Oi = 0, Xi+1 = γm,
tl if Oi = 1.
(15)
5We also discretize the waiting time Zi since a discrete waiting time is
much easier to execute for IoT devices, and an infinite waiting time space
results in an infinite MDP state space which is difficult to solve.
Stationary status sampling and processing offloading
policy: Given the system state A ∈ A, the IoT device deter-
mines the sampling and offloading action w ∈ W according
to the following policy.
Definition 1: A stationary status sampling and computation
offloading policy pi is defined as a mapping from the system
state space A to the control action space W , where pi : A →
W , which is independent of the update sequence i.
In this paper, we focus on the stationary policy due to
its low complexity for practical implementation (e.g., without
recording the long historical information for decision making).
Under a given stationary policy pi, the average AoP can be
calculated as:
Q(pi) , lim sup
n→∞
Epi [
∑n
i=1Qi]
Epi [
∑n
i=1(Yi + Zi)]
, (16)
where the expectation operation is taken with respect to the
measure induced by the policy pi, and we focus on the worst
case derived by the lim sup operation.
Sampling frequency constraint: Due to the limited energy
resource of the sensor, it is impossible to sample the status
update in a very high frequency. Following the works [28]
and [42], we introduce a sampling frequency constraint
T (pi) , lim inf
n→∞
1
n
Epi
[
n∑
i=1
(Yi + Zi)
]
≥ Tmin, (17)
where Tmin = 1/fmax is the minimum sampling duration and
fmax the maximum allowed average status sampling frequency
due to a long-term average resource constraint. We should
emphasize that in practice it is hard to monitor the runtime
energy expenditure by the sensor itself, and hence we consider
the maximum sampling frequency constraint instead of the
energy budget constraint in the formulation.
AoP minimization: We seek to find the optimal stationary
status sampling and computation offloading policy pi∗ that
minimizes the average AoP under a maximum sampling fre-
quency constraint at the sensor, as follows:
Q
∗ , min
pi
Q(pi),
s. t. T (pi) ≥ Tmin.
(18)
Problem (18) is a constrained Markov decision process
(CMDP). It is computationally intractable to find the optimal
policy pi∗ for problem (18), since only at the end of the infinite
trajectory can we obtain the final valuation Q(pi) of the policy
pi, this is because the denominator of (16) is the sum of Yi+Zi
for all status update i.
To tackle this difficulty, we relax the problem (18) as:
Q˜∗ , min
pi
Q˜(pi),
s. t. T (pi) ≥ Tmin,
(19)
where
Q˜(pi) , lim sup
n→∞
1
n
Epi
[
n∑
i=1
Q˜i
]
, (20)
and
Q˜i =
Qi
Yi + Zi
=
Yi−1 + Zi−1
Yi + Zi
Yi +
1
2
(Yi + Zi). (21)
Obviously, finding the optimal policy pi∗ for problem (19) is
not equal to the optimal policy pi∗ for problem (18). If Q(pi)
is smaller than Q˜(pi) for all policy pi, therefore, the solution of
problem (19) is an upper bound policy for the original problem
(18). However, there is no certain assertion to determine the
direction of inequality between∑n
i=1Qi∑n
i=1(Yi + Zi)
and
1
n
n∑
i=1
Qi
Yi + Zi
.
The inequality direction is influenced by the values of n and
all Qi/(Yi + Zi). However, the extensive simulation results
in Sec. VI show that the ratio between Q(pi∗) and Q˜(pi∗) is
very close to 1, which shows that the relaxed problem (19) is
a good approximation to the original problem (18).
IV. UNCONSTRAINED MDP TRANSFORMATION
It is well known that solving a CMDP problem directly is
quite challenging [43]. In this section we will transform the
CMDP problem (19) to an unconstrained MDP problem by
leveraging the Lagrangian method.
We first describe problem (19) in terms of CMDP. At
each delivered time Di which we also refer to as decision
epoch i, the IoT device observes the current system state
Ai = {Yi−1, Zi−1, Yi, Xi}, where Yi−1 is the processing time
of the previous status update i − 1, Zi−1 is the waiting time
before sampling the update i, and Yi, Xi are current processing
time and transmission time, respectively. After observing the
current state Ai, the IoT device selects an action wi following
a policy pi, where wi = pi(Ai). We also refer the policy pi to a
state-action mapping function. After that, the IoT device will
receive an immediate reward Q˜i from the reward function
r˜(Ai,wi) = Q˜i =
Yi−1 + Zi−1
Yi + Zi
Yi +
1
2
(Yi + Zi), (22)
which is a time-average area of Qi and then the system evolves
to next state Ai+1 = {Yi, Zi, Yi+1, Xi+1}. We can see that
all the elements in Ai+1 only depend on the previous state
Ai and action wi. Therefore, the random process {Ai} is a
controlled Markov process. The objective of problem (19) is to
find an optimal state-action mapping function pi∗ to minimize
the infinite horizon average reward
Q˜(pi∗) = min
pi
lim sup
n→∞
1
n
Epi
[
n∑
i=1
Q˜i
]
, (23)
while committing to a sampling constraint T (pi) ≥ Tmin.
A major challenge in obtaining the optimal policy for prob-
lem (19) is the sampling frequency constraint. To overcome
this difficulty, we first transform the problem (19) into an
unconstrained Markov decision process (MDP) by introducing
Lagrange multipliers [40]. We define the immediate Lagrange
reward of update i as
Lλ(Ai,wi) , r˜(Ai,wi)− λ(Yi + Zi), (24)
where λ ≥ 0 is the Lagrange multiplier. Then, the average
Lagrange reward under policy pi is given by
L
λ
(pi) , lim sup
n→∞
1
n
Epi
[
n∑
i=1
Lλ(Ai,wi)
]
. (25)
By introducing the Lagrange multiplier, we now have an
unconstrained MDP problem with the objective of minimizing
the average Lagrange cost
L
λ
(piλ) , min
pi
L
λ
(pi). (26)
Let piλ be the optimal policy of problem (26) when the La-
grange multiplier is λ. Define L
λ
= L
λ
(piλ), Q˜λ = Q˜λ(piλ),
and T
λ
= T
λ
(piλ). For the above Lagrange transformation,
we can show the following result.
Lemma 1: Lλ is monotone non-increasing while Q˜λ and
T
λ
are monotone non-decreasing in λ.
Proof. The monotone non-increasing property of L
λ
and non-
decreasing property Q˜λ are a consequence of the following
fundamental inequality
L
λ+η
(piλ+η)− Lλ(piλ+η) ≤ Lλ+η(piλ+η)− Lλ(piλ)
≤ Lλ+η(piλ)− Lλ(piλ) ≤ 0,
(27)
for any positives λ ≥ 0 and η > 0. The first inequality follows
that the policy piλ minimizes the problem L
λ
(pi), and the
second inequality follows that the policy piλ+η minimizes the
problem L
λ+η
(pi). The third inequality can be obtained from
− ηTλ+η ≤ Lλ+η − Lλ ≤ −ηTλ ≤ 0. (28)
Therefore, we have L
λ ≥ Lλ+η and Tλ ≤ Tλ+η . As for
Q˜λ, we first assume that Q˜λ is not monotone non-decreasing.
Then there exists λ, η such that Q˜λ > Q˜λ+η . But T
λ ≤ Tλ+η ,
whence,
Q˜λ − λTλ > Qλ+η − λTλ+η. (29)
Consequently, we come to the contradiction L
λ
(piλ) >
L
λ
(piλ+η). Finally, we have the result Q˜λ ≤ Q˜λ+η .
Lemma 1 reveals important relationships between the La-
grange multiplier λ and the minimum sampling duration T (pi)
as well as the average AoP Q˜(pi), which help us solve the
MDP problem (26). First, the minimum sampling duration
T (pi) is non-decreasing in λ. Therefore, the optimal policy
piλ to problem (26) under Lagrange multiplier λ corresponds
to a certain T (piλ). When T (piλ) ≤ Tmin, the policy piλ is not
a feasible solution to the original problem (18). Then, we can
increase the value of λ, until T (piλ) ≥ Tmin. Furthermore, the
average AoP, Q˜(piλ) is also non-decreasing in λ. Since our
objective is to find an optimal policy pi∗ to minimize Q˜(pi)
subject to T (pi) ≥ Tmin, it is equivalent to find the optimal
Lagrange multiplier λ∗, such that
λ∗ = inf{λ : T (piλ) ≥ Tmin}. (30)
In order to find the optimal Lagrange multiplier λ∗, we need
to solve the following two subproblems:
Subproblem 1: how to find the optimal policy piλ for the
MDP problem (26) when given a Lagrange multiplier λ;
Subproblem 2: how to update λ such that λ converges to
λ∗.
In summary, the Lagrangian transformation method trans-
forms the CMDP problem (19) to the unconstrained MDP
problem (26) which is much easier to solve. Furthermore, by
exploring the relationships between the Lagrangian multiplier
and the sampling frequency as well as the AoP, we show
that the MDP problem (26) can be decomposed into two
subproblems. In the next section we will first solve the two
subproblems for (26), and then we propose an algorithm to
obtain the optimal policy for the original CMDP problem (19).
V. OPTIMAL POLICY FOR THE CMDP PROBLEM
In this section, we first propose a policy iteration algorithm
to derive the optimal policy piλ for Subproblem 1. After
that, we apply the Robbins-Monro algorithm to derive the
optimal Lagrangian multiplier λ∗ for Subproblem 2. Finally,
we propose an algorithm to derive the optimal policy for the
original CMDP problem (19).
Solving Subproblem 1. When given λ, problem (26) is
a Markov decision process with an average reward criterion,
which has been studied in many excellent works, e.g., [44]
and [45]. We restrict the stationary policy pi to the stationary
deterministic policy pisd. A stationary deterministic policy pisd
maps each state to a single action. That is, given a state
Ai ∈ A, the output of policy pisd(Ai) is a single action, not a
probability distribution over the action space. The stationary
deterministic policy simplifies the state space and guarantees
the existence of the optimal policy to the MDP problem (26).
Applying a stationary deterministic policy pisd to a con-
trolled Markov process yields a Markov process with sta-
tionary transition probability matrix Ppisd , where the element
Ppisd(Ai, Aj) is the state transition probability from Ai to
Aj under policy pisd [46]. Given policy pisd, we also have
a reward vector rpisd ∈ R|A|, where the element rpisd(Ai)
is the immediate reward Lλ(Ai, pisd(Ai)) at state Ai with
the chosen action pisd(Ai). A gain vector gpisd ∈ R|A| is an
average reward vector, whose element gpisd(Ai) is the average
reward when starting at the initial state Ai
gpisd(Ai) = lim sup
n→∞
1
n
Episd
[
n∑
i=1
Lλ(Ai, pisd(Ai))
]
. (31)
Moreover, when given a λ, the MDP problem (26) has
following Bellman optimality equation:
L
λ
+bpisd(Ai) = min
w∈W
{
rpisd(Ai)+
∑
Aj∈A
P (Aj |Ai,w)bpisd(Aj)
}
,
(32)
where P (Aj |Ai,w) is the probability from state Ai to Aj
under the policy pi(Ai) = w, and the bias vector bpisd ∈ R|A|
is the expected total difference between the immediate reward
and the average reward [44]. Therefore, the optimal policy piλ
can be obtained by:
piλ(Ai) = arg min
w∈W
{
rpisd(Ai)+
∑
Aj∈A
P (Aj |Ai,w)bpisd(Aj)
}
.
(33)
We propose the policy iteration algorithm to solve (33), as
shown in Algorithm 1. The key idea of Algorithm 1 is to
iteratively perform policy evaluation and policy improvement
to drive the update dynamics to converge to the optimal policy
in (33).
The linear equations (33) and (34) can uniquely determine
the gain vector gpisd . However, as for bpisd , the class of
bpisd +ke, where k is an arbitrary constant and e is an all one
vector with the same dimension as bpisd , all satisfy the linear
equations (33) and (34). Therefore, an auxiliary vector µpisd,n
and an additional equation (35) are introduced to determine
bpisd . Note that, in each iteration, the policy evaluation needs
to solve a linear program with 3|A| variables, and the policy
improvement needs conduct at most |A||W| comparisons. The
convergence of Algorithm 1 to the optimal policy of problem
(26) can be shown by following the similar proof procedures
in [44, Sec. 8] and hence is omitted here for brevity.
Solving Subproblem 2. Since the minimum sampling dura-
tion T (piλsd) is non-decreasing in the Lagrangian multiplier λ
according to Lemma 1, we adopt the two time-scale stochastic
Algorithm 1 The policy iteration algorithm
Input: Lagrangian multiplier λ;
Output: The optimal policy piλsd of (26) when given a λ;
1: Set n = 0 and select an arbitrary stationary deterministic
policy pisd,0 ∈ pisd.
2: (Policy evaluation) Obtain the average reward vector
gpisd,n , the bias vector bpisd,n , and an auxiliary vec-
tor µpisd,n by solving a set of linear equations for
(gpisd,n ,bpisd,n , µpisd,n) as follows:
(I − Ppisd,n)gpisd,n = 0, (34)
gpisd,n + (I − Ppisd,n)bpisd,n = rpisd,n , (35)
bpisd,n + (I − Ppisd,n)µpisd,n = 0, (36)
where I is a diagonal matrix with all one value and the
same dimension as Ppisd,n . Ppisd,nand rpisd,n are known
when given pisd,n.
3: (Policy improvement)
For each state Ai ∈ A, choose pisd,n+1 ∈ pisd to satisfy
pisd,n+1(Ai) ∈ arg min
w∈W
{
rpisd,n(Ai)+∑
Aj∈A
P (Aj |Ai,w)bpisd,n(Aj)
}
.
(37)
setting pisd,n+1(Ai) = pisd,n(Ai).
4: If pisd,n+1 = pisd,n, stop and set piλsd = pisd,n. Otherwise,
increment n by 1 and return to step 2.
approximation based Robbins-Monro algorithm [47] to solve
Subproblem 2, as shown in Algorithm 2. Specifically, at the
small time scale we solve the optimal policy for the MDP with
a given Lagrange multiplier λk (e.g., step 4 and 5), and at the
large time scale we update the Lagrange multiplier according
to
λk+1 = λk +
1
k
(
Tmin − T (piλsd)
)
, (38)
(e.g., step 6 and 7). The sequence of Lagrange multipliers
(λ1, λ2, . . .) derived by Algorithm 2 converges to λ∗ following
the two time-scale stochastic approximation analysis in [47].
There are several possible stop criterion in Algorithm 2, for
example, the difference between |λk+1−λk| or Tmin−T (piλsd)
being small enough (e.g., smaller than Cstop = 10−4), or the
number in iterations of Algorithm 2 exceeding a prespecified
number (e.g., K = 103). In practice, the optimal Lagrange
multiplier λ∗ derived by Algorithm 2 can be close to but not
precisely the one defined at (30). Nevertheless, when the λ∗
is close to the value defined in (30), we can further refine the
optimal policy pi∗ for (19) as follows.
Solving Problem (19). We integrate the perturbation based
refinement framework to achieving the optimal policy for
problem (19). We introduce two perturbed Lagrange multi-
pliers λ1 and λ2 by imposing some perturbation to λ∗. Given
Algorithm 2 Lagrangian transformation algorithm for the
CMDP problem (19).
Input: Stop criterion Cstop;
Output: The policy piλ
∗
sd of (19);
1: Initialization:
2: Initialized λ with a sufficiently small number (e.g., λ1 =
0) and k = 1.
3: End initialization
4: Repeat transform the CMDP problem (19) to the MDP
problem (26) when given a λk.
5: Obtain the optimal policy piλ
k
sd for problem (26) using
Algorithm 1.
6: Update the Lagrange multiplier λ according to (38).
7: Increase k by 1.
8: Until some stop criterion are satisfied.
Algorithm 3 Optimal policy refining for CMDP problem (19).
Input: Stop criterion Cstop and the perturbation value δ;
Output: The optimal policy pi∗ of (19);
1: Obtain the Lagrangian multiplier λ∗ using Algorithm 2.
2: Obtain λ1 and λ2 according to (39).
3: Obtain the policy piλ1 and piλ2 using Algorithm 1.
4: Obtain the optimal policy pi∗ for the CMDP problem (19)
according to (41).
λ∗ derived by Algorithm 2, we set
λ1 = λ
∗ + δ, λ2 = λ∗ − δ, (39)
where δ is a small enough perturbation parameter (e.g., δ =
10−4). Lemma 1 shows that T
λ
is monotone non-decreasing
in λ, and hence
T
λ2 ≤ Tmin ≤ Tλ1 . (40)
Then we refine the optimal policy pi∗ as a randomized mixture
of two perturbed policies piλ1 and piλ2 as
pi∗ = qpiλ1 + (1− q)piλ2 , (41)
where the randomization factor q can be given as
q =
Tmin − Tλ2
T
λ1 − Tλ2
. (42)
In this way, we will satisfy the condition in (30) due to the
fact that
qT
λ1
+ (1− q)Tλ2 = Tmin. (43)
We summarize the policy refining procedure in Algorithm 3.
In Algorithm 3, when running the Algorithm 2 to obtain the
optimal Lagrangian multiplier λ∗ in step 1, it takes a long time
to converge due to the low convergence rate of the stochastic
approximation technique in (38). Since the step size 1k is still
large when λk is near λ∗ after a few iterations, it would take
a long time for 1k to get small enough. Therefore, we improve
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Fig. 3. value of λ under different update step sizes.
Algorithm 2 by introducing a modified step size × 1k , where
 is small value (e.g., 10−3), and update λ as:
λk+1 = λk + × 1
k
(Tmin − T (piλsd)). (44)
As shown in Fig. 3(a), when updating λ using (38), it takes
a long time to converge to the optimal Lagrangian multiplier
λ∗ (e.g., more than 25000 iterations when the stop criterion
here is |λk+1 − λk| ≤ 10−4). As shown in Fig. 3(b), the
new updating rule (44) tremendously reduces the number of
iterations (e.g., 120 iterations). Furthermore, the small figures
in Fig. 3(a) and 3(b) show the last ten iterations of (38) and
(44). We can see that using (44) converges more close to λ∗.
VI. PERFORMANCE EVALUATION
In this section, we evaluate the performances of our pro-
posed algorithms via extensive simulations.
A. Simulation Setup
As mentioned in Sec. III, we use (l, c) to characterize the
status update for an IoT computation-intensive application,
where l is the input data size and c indicates the required
CPU cycles. We also assume that all status update packets are
of identical pair. Specially, we consider the face recognition
application in [48], where the data size for the computation
offloading l = 500 KB and the total number of CPU cycles
c = 1000 Megacycles. In terms of computing resources, we
assume that the CPU capability of edge and local server to be
fe = 20 GHz and fl = 1 GHz [49].
As for edge offloading, we assume that the wireless channel
bandwidth W = 20 MHz, and the distance between sensor and
edge server d = 0.1 km. The transmission power of sensor is
p = 20 dBm and the mean background noise σ2 = −100
dBm [38]. We assume that the wireless channel state process
is a Markov chain. Following the equal-probability SNR
partitioning method [41], we can model the channel by three-
state Markov chain, i.e., Γ = γ0, γ1, γ2, with approximately
the transition probability matrix
Pch =
0.85 0.15 00.15 0.7 0.15
0 0.15 0.85
 . (45)
Assume that if offloading is attempted, the transmission time
defined in (2) and (4) are given by ttr(γ0) = 500 ms,
TABLE I
SIMULATION SETUP AND SYSTEM PARAMETERS
parameters values
input data size of each status update, l 500 KB
number of CPU cycles of each status update, c 1000 Megacycles
CPU cycle of edge server, fe 20 GHz
CPU cycle of local server, fl 1 GHz
wireless bandwidth between sensor and edge server, W 20 MHz
distance between sensor and edge server, d 0.1 km
transmission power of the sensor, p 20 dBm
background noise, σ2 -100 dBm
action set of waiting time, Z [0,200,...,800] ms
minimum sampling duration, Tmin 1200 ms
perturbation parameter, δ 3× 10−5
ttr(γ1) = 1000 ms, and ttr(γ2) = 2000 ms. We summarize
the main parameters of the simulation in Table I.
B. Benchmarks
In order to verify the performance of our proposed algo-
rithms, we compare with the following benchmarks:
1) Always edge computing with zero waiting (AEZW): the
sensor chooses to offload each status update to the
edge server for further processing without waiting. That
is, when the edge server completes computation of
one status update, the sensor would sample an new
status update immediately. However, this policy may not
satisfy the sampling frequency constraint.
2) Always edge computing with conservative waiting
(AECW): the sensor chooses to offload each status
update to the edge server with a conservative waiting.
That is, when the edge server completes computation
of one status update, based on current AoP Yi in the
operator, the sensor choose to wait max{Tmin − Yi, 0}
before sampling next status update.
3) Always local computing with conservative waiting
(ALCW): the sensor chooses to computer each status
update at the local server with a conservative waiting.
Since the local CPU cycle fl and total computation
cycles c are constants, the AoP Yi is also a constants
when the local server completes computation, then the
sensor choose to wait Tmin − Yi.
C. Policy structures of proposed algorithms
We first compare the average AoP performance of the
original problem (18) and the approximated problem (19), and
verify the optimal policy structure of the CMDP problem (19).
As shown in Fig. 4, we conduct the simulation of 105 status
updates while using the optimal policy pi∗ defined in (41). The
orange line depicts the average AoP of the original problem
(18) while the blue line depicts the approximated problem
(19). As we can see, when the status update number increases,
the average AoP of both (18) and (19) would become stable,
and the average AoP of (18) is slightly lager than that of (19).
More precisely, the small figure in Fig. 4 depicts the average
AoP ratio of (18) and (19). We can see that the ratio is very
close to 1 (with the value of 1.06). This shows that, instead
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of obtaining the optimal policy of the original problem (18),
which is intractable, we seek to obtain the optimal policy pi∗
of the approximated problem (19), and the solution pi∗ of (19)
is also a nice approximation of the original problem (18).
We depict the optimal policy structure of the CMDP
problem (19) in the Fig. 5. The coordinate (y, x) represents
the current system state Ai, where x axis x = (1, . . . , 6)
represents the combination of the current AoP Yi and the
wireless channel state Xi, while the y axis y = (1, . . . , 20)
represents the combination of the last AoP Yi−1 and waiting
time Zi−1. The z axis z = (1, . . . , 9) represents the action
wi = pi(Ai) at state Ai, where even numbers denote “of-
floading”, odd numbers denote “local computing”, and bigger
numbers represent higher waiting time (e.g., z = 3 represents
local computing and the waiting time is 200 ms). As shown in
Fig. 5(a), the waiting time Zi is a threshold structure function
of Yi−1 and Zi−1. That is, the optimal policy chooses longer
waiting time Zi when the sum of the last AoP Yi−1 and waiting
time Zi−1 is large (e.g., when x axis is fixed and the value of
y axis increases, the value of z axis also increases).
Fig. 5(a) shows the optimal policy structure piλ
∗
of the
Lagrangian multiplier λ∗, which is obtained by Algorithm
2. Fig. 5(b) and 5(c) show the optimal policy piλ1 and piλ2 ,
which are obtained by Algorithm 3. As we can see, the policy
piλ
∗
and piλ1 are exactly the same when introducing a small
perturbation δ to λ∗ (λ1 = λ∗ + δ). Besides, the policy piλ1
and piλ2 only differ at one state which is pointed out by the
red arrow in state (3, 7).
D. Performances among different benchmarks
We next conduct the simulations to compare average AoP
performances among different benchmarks. As shown in Fig.
6, the optimal policy pi∗ achieves the minimum average AoP
at around 1460 ms. The ALCW policy has a lower average
AoP than AECW and AEZW, which is a constant of 1600 ms,
and our proposed algorithms have an average AoP reduction
at around 10%. The reason of this reduction is that the optimal
policy pi∗ would offload the status update to the edge server
for further processing when the wireless channel state is good,
and the powerful computing capacity of the edge server can
shorten the processing time immensely, therefore, it results in a
smaller average AoP. However, as shown in Fig. 6, the always
offloading policies achieve a worse average AoP, at around
1840 ms and 2100 ms for AEZW and AECW, respectively, and
our proposed algorithm achieves an AoP reduction at around
20% and 30%. The reason is that the average transmission
time of offloading to the edge server is large in the original
simulation setting. Although the processing time is small at
edge server, the transmission time plays an critical role of
AoP.
E. The influence of wireless channel state
In this subsection, we discuss the influence of wireless
channel state for average AoP. Although the sensor can choose
to offload to edge server to reduce the processing time, it
would introduce additional transmission time. In this paper,
we assume that the channel state is an Markov chain with
three states. We can simply refer these three state to “good”,
“medium”, and “bad” channel state. We conduct the simulation
with different transmission time of the medium channel state
(e.g., [600, 700, . . . , 1100] ms)6. As shown in Fig. 7(a), when
the transmission time increases, the average AoP of our
proposed algorithm and the always offloading policies (AEZW
and AECW) also increases. Besides, our algorithm has a much
smaller increase rate, because the optimal policy would choose
to local computing when the wireless channel state is bad.
When the transmission time less than 700 ms, the AEZW
policy has a smaller average AoP than our proposed algorithm,
however, as shown in Fig. 7(b), the average sampling time
of AEZW is less than Tmin = 1200 ms, which violates the
sampling frequency constraint (17). Although the AECW and
ALCW policies can always satisfy the constraint (17), they
result in a worse average AoP.
F. The influence of computation demand
In this subsection, we discuss the influence of computa-
tion demand for average AoP. We conduct the simulation
of different computation demand of one status update (e.g.,
[1.0, 1.2, . . . , 2.0] Gigacycles) while the transmission time of
the medium channel state is 1000 ms. As shown in Fig. 8, the
average AoP of the ALCW policy increases dramatically when
the computation demand increases from 1.0 to 2.0 Gigacycles
due to the limited computation capacity of the local server. It
takes much time to process a status update for computation-
intensive application at the local server. In contrast, the average
AoP of always offloading policies AEZW and AECW just
has a slight increment since the edge server has a much
larger computation capacity. We should note that, when the
6the transmission time of good channel state is half of the medium state,
and the transmission time of bad channel state is twice of the medium state.
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Fig. 5. different optimal policies pi when given different Lagrangian multipliers.
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Fig. 6. Average AoP performance among different policies.
computation demand is 2.0 Gigacycles, the average AoP of
our proposed algorithm equals to that of the AEZW policy.
The reason is that when the computation demand is essentially
large, the processing time would dominates the AoP, the
proposed algorithm would choose to always offloading policy
to reduce the processing time.
VII. CONCLUSION
In this paper, we aim to minimize the age-of-processing
(AoP) of computation-intensive IoT application in a status
monitoring and control system. Due to the limited resource of
an IoT sensor, it can offload the status update to the edge server
for processing. We focus on finding the optimal sampling and
processing offloading policy to minimize the average AoP,
which is formulated as a CMDP. We propose a Lagrangian
transformation method to relax the CMDP problem into an un-
constrained MDP problem, and derive the optimal policy when
given the optimal Lagrangian multiplier of the MDP problem.
Furthermore, by introducing a small perturbation value to
the optimal Lagrangian multiplier of the MDP problem, we
obtain the optimal policy of the original CMDP problem. The
extensive simulation results verify the superior performance of
our proposed algorithms. For the future direction, we are going
to generalize our framework to the much more challenging
scenarios with multiple IoT devices and edge servers.
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