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Introduction
L’e`re nume´rique que nous traversons depuis quelques anne´es a permis un acce`s
a` l’information bien plus aise´ que par le passe´. Les documents nume´riques e´tant im-
mate´riels, leur diffusion est extreˆmement rapide et peu couˆteuse. Les re´seaux et les sup-
ports nume´riques de forte capacite´ facilitent les e´changes de documents. Chacun peut
copier, modifier et distribuer a` son tour un fichier multimedia. Il est dans ce contexte
tre`s difficile de concilier libre acce`s a` l’information et respect des auteurs et des droits
associe´s. N’importe qui peut s’approprier une œuvre et l’utiliser en vue de faire des
profits au de´pend des ayant droits initiaux. Il est e´galement difficile d’authentifier un
document : on ne peut prouver qu’il n’a pas e´te´ retouche´.
La cryptographie fut une premie`re proposition pour se´curiser les documents nume´-
riques. Les sche´mas asyme´triques (une clef secre`te pour crypter et une clef publique
diffe´rente pour de´crypter) permettent de signer et donc d’authentifier un document.
De plus, il est possible de controˆler la diffusion par la distribution des clefs : seuls les
clients ayant acquitte´ des droits ont acce`s au document. Ne´anmoins, une fois de´crypte´,
le document n’est plus prote´ge´ et peut eˆtre distribue´ malhonneˆtement sans protection.
Il est en outre impossible d’exposer librement les documents prote´ge´s. Par exemple, ce
type de protection serait inapproprie´ pour une galerie en ligne.
Issu de la cryptographie et de la ste´ganographie1, le tatouage (ou watermarking)
nume´rique est une approche qui a fortement e´merge´e depuis une dizaine d’anne´es.
Comme la ste´ganographie, le tatouage se propose de dissimuler au sein d’un document
un message, tout en laissant le document marque´ exploitable. Mais il y ajoute une
notion de robustesse : la transmission du message doit eˆtre robuste aux modifications
du media qui le ve´hicule.
Le tatouage trouve plusieurs applications dans la protection et l’authentification
de document. Le tatouage fragile [LD99] permet de ve´rifier l’inte´grite´ du document
marque´. Il est tre`s fragile aux modifications, et permet de ve´rifier que le document n’a
pas e´te´ retouche´ et donc de l’authentifier (cas illustre´ par la figure 1(b)). Ne´anmoins,
certains syste`mes de tatouage fragile sont tout de meˆme re´sistants aux traitements les
plus usuels (compression avec perte notamment) afin de ne de´tecter que les modifi-
cations les plus pre´judiciables vis-a`-vis de l’interpre´tation du document. Ce type de
1L’art de dissimuler de l’information. Un des premiers exemples connus a e´te´ conte´ par He´rodote.
Afin de transmettre un message, la teˆte d’un esclave fut tatoue´e. Apre`s la repousse de ses cheveux, il
a pu transmettre le message secret sans eˆtre inquie´te´ [Sim98].
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sche´ma de tatouage est dit semi-fragile [LC97, LBC+00]. Le message transmis est la
plupart du temps un index issu d’une table de hachage applique´e sur le document a`
prote´ger.
A` l’oppose´, le tatouage robuste a pour objectif de transmettre une information
malgre´ la modification du document. Lors de la lecture de la marque, certains al-
gorithmes permettent d’extraire un message complet (une suite de symbole), tandis
que d’autres indiquent simplement si le document a e´te´ marque´ ou pas (on parle de
de´tection de marque). Le tatouage robuste est particulie`rement adapte´ au suivi et
a` la gestion de droits. Meˆme si un fraudeur modifie le document, il est possible de
retrouver l’auteur initial en inse´rant un nume´ro d’identification par tatouage robuste
(illustre´ par la figure 1(c)). Le syste`me Image bridge de´veloppe´ par Digimarc [Dig] est
une application commerciale de ces techniques sur les images nume´riques. Les auteurs
sont identifie´s par un nume´ro et le tatouage de leurs images permet de retrouver les
contrefac¸ons.
Outre ces diffe´rences dues a` la robustesse, les sche´mas de tatouages peuvent eˆtre
classe´s suivant les e´le´ments ne´cessaires pour l’extraction (lecture du message depuis
le document) de la marque. Un sche´ma aveugle n’a pas besoin du document original
pour extraire. Au contraire, un sche´ma non aveugle ne´cessite le media original pour
pouvoir lire correctement le message. Ces types de sche´mas sont de moins en moins
e´tudie´s, les applications concre`tes e´tant assez rares.
Un dernier point discriminant est l’utilisation des clefs. La marque inse´re´e est is-
sue du codage du message a` transmettre. Il est de´pendant d’une clef. Si cette meˆme
clef est ne´cessaire au de´codage (c’est-a`-dire a` l’extraction du message), le sche´ma est
syme´trique et dans le cas contraire, il est asyme´trique (syste`mes a` clef prive´e et clef
publique). On retrouve cette classification dans les algorithmes de cryptographie. De
nombreuses recherches tentent de construire un sche´ma de tatouage asyme´trique [FVD01,
FD03, ESG00].
Cette e´tude se concentre sur le tatouage robuste et aveugle en vue de transmettre
un message. De plus, nous nous plac¸ons dans le cadre d’un sche´ma syme´trique. L’e´tat
de l’art nous propose actuellement deux alternatives : des sche´mas pratiques sous-
optimaux, souvent base´s sur des constatations empiriques, ou des sche´mas the´oriques
qui permettent d’exhiber des limites de performance mais dont la mise en œuvre pose
proble`me. Notre objectif est de proposer un sche´ma de tatouage dont chaque choix est
justifie´, et pouvant eˆtre imple´mente´ sans difficulte´. Afin d’optimiser notre technique,
nous utiliserons la the´orie des jeux. Nous proposerons e´galement une technique de
codage adapte´e aux canaux avec information adjacente (mode`le the´orique convenant
particulie`rement au tatouage). Nos re´sultats nous permettrons de justifier certains choix
empiriques de´ja` propose´s par la communaute´ scientifique, mais aussi d’introduire des
techniques ine´dites.
Ces travaux ont e´te´ mene´s dans le cadre du projet RNRT Diphonet. Son objectif est
de proposer une plate-forme d’authentification et de suivi d’images a` destination des
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professionnels de la photographie (agences de presses, photographes inde´pendants, . . .).
Graˆce au tatouage robuste, les utilisateurs pourront prote´ger leurs œuvres, et suivre
leur diffusion sur l’Internet par un syste`me d’exploration automatique du re´seau.
Plan du manuscrit
La premie`re partie du manuscrit porte sur l’e´tude de l’existant. Nous e´tudierons les
me´thodes de tatouage les plus repre´sentatives de l’e´tat de l’art, mais aussi les domaines
associe´s a` cette proble´matique. Ainsi, nous verrons quelques exemples de mode`les per-
ceptuels utilise´s afin de limiter la perception de la marque ou encore les principaux
re´sultats en codage canal utilise´s par la suite.
S’appuyant sur une transmission par e´talement de spectre, la seconde partie de´velop-
pe l’optimisation de notre sche´ma de tatouage. L’interaction entre la phase d’insertion
de la marque et la transmission du document marque´ est vue comme un jeu entre un
attaquant et un de´fenseur. La the´orie des jeux nous permet alors de de´finir une forme
d’attaque optimale, puis la de´fense adapte´e. Les expe´rimentations applique´es sur des
images montrent l’inte´reˆt d’une telle approche.
En tirant profit des canaux avec information adjacente, les travaux de Costa [Cos83]
ont montre´ un gain the´orique tre`s important. Dans la troisie`me partie, nous proposons
tout d’abord une imple´mentation pratique du sche´ma de Costa, graˆce a` la construction
de codes adapte´s. Nous introduisons de plus un algorithme ite´ratif simple permettant
de supprimer l’interfe´rence inter-symboles, point faible de l’e´talement de spectre. Nous
e´tendons ensuite notre jeu en introduisant la prise en compte de de´synchronisations
ge´ome´triques, puis graˆce a` une mode´lisation statistique plus pre´cise, nous de´finissons
une attaque informe´e. Enfin, le dernier chapitre pre´sente une application pratique
de nos re´sultats. Nous de´finissons un sche´ma de tatouage d’images utilisant la trans-
forme´e en ondelettes. Graˆce a` nos re´sultats pre´ce´dents, nous montrons comment choisir
une strate´gie d’insertion permettant de garantir un niveau de robustesse et comment
appliquer nos re´sultats a` des sce´narii d’utilisation.
Notations
Les notations suivantes seront utilise´es par la suite :
– x = {x1, x2, . . . , xn} : vecteur,
– N (µ, σ2) : loi Normale de moyenne µ et de variance σ2,
– 〈x, y〉 : produit scalaire entre les vecteurs x et y,
– x ∝ y : e´quivalement a` x = k × y avec k constante inde´pendante de x et de y,
– Pbe : probabilite´ d’erreur par bit,
– X = {X1, X2, . . . , Xn} : ensemble de variables ale´atoires, dont la re´alisation est le
vecteur x,
– E [X] : espe´rance de la variable ale´atoire X,
– H(X) : entropie de la v.a. X, donne´e par −∑x Pr(X = x)× log2 Pr(X = x),
– I(X;Y ) : information mutuelle entre les v.a.X et Y , donne´e parH(X)−H(X|Y ).
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(a) Tatouage d’une image
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(b) Tatouage fragile : la moindre modification du document se re´percute for-
tement sur la marque extraite et on peut en de´duire que le document n’est
pas authentique
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(c) Tatouage robuste : malgre´ de fortes modifications, le message doit pouvoir eˆtre lu correctement
Fig. 1 – Diffe´rentes utilisations du tatouage : fragile ou robuste
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De plus, nous nous efforcerons de conserver les meˆmes notations pour les diffe´rents
e´le´ments implique´ dans le tatouage :
– m = {m1,m2, . . . ,mk} ∈ Mk : message (suite de k symboles) transmis par le
tatouage,
– x = {x1, x2, . . . , xn} ∈ X n : signal hoˆte issu du document a` tatouer,
– w ∈ X n : marque, obtenue par le codage d’un message,
– y ∈ X n : signal tatoue´ (ou marque´),
– y′ ∈ X n : signal marque´ puis attaque´,
– c ∈ C : clef utilise´e pour le codage ou/et le de´codage,
– Dxy : mesure la distorsion entre x et y, c’est-a`-dire la distorsion introduite par le
tatouage,
– Da : distorsion introduite par les attaques. Cette mesure peut correspondre a` Dyy′
ou Dxy′ .
12 Introduction
Premie`re partie
Contexte ge´ne´ral
13

Chapitre 1
Le tatouage aveugle robuste
Le tatouage, dans la version qui nous inte´resse dans ce manuscrit, consiste a` trans-
mettre un message via un document hoˆte, c’est-a`-dire en utilisant ce document comme
support. Ce dernier est donc modifie´ de fac¸on a` ce qu’un message puisse en eˆtre extrait
apre`s analyse, sans que son exploitation normale soit remise en cause : la modifica-
tion ne doit pas eˆtre perceptible au point de geˆner l’utilisation du document tatoue´.
Cette e´tude se focalise sur la version aveugle et robuste du tatouage. Un sche´ma de
tatouage est dit aveugle si l’on peut extraire le message uniquement a` partir du docu-
ment marque´, et donc sans le document original. Un sche´ma est robuste si, malgre´ le
fait que le document marque´ ait e´te´ modifie´, il reste possible d’extraire la marque sans
erreur. La robustesse d’un sche´ma se quantifie par le nombre ou la force des modifica-
tions que peut subir le document marque´ sans mettre a` mal l’extraction du message.
Le terme robuste est principalement utilise´ pour se de´marquer du tatouage fragile, ou`
toute modification influe sur l’extraction de la marque (dans le but de ve´rifier l’inte´grite´
du document) et ne correspond pas a` une norme quelconque de robustesse. Seuls les
sche´mas de tatouage syme´triques seront e´tudie´s. Les phases d’insertion et d’extraction
sont parame´tre´es par une clef unique (clef prive´e). Il existe ne´anmoins plusieurs sche´mas
proposant une approche par clef prive´e et publique [FVD01, FD03, ESG00].
1.1 Transmission d’un message par le tatouage d’un do-
cument
Transmettre un message par le support d’un document comporte trois phases :
l’insertion du message dans le support, la diffusion du document marque´ et enfin l’ex-
traction du message. Cet enchaˆınement est re´sume´ par la figure 1.1, dont les briques
sont de´taille´es dans les sections suivantes.
1.1.1 Insertion du message
La totalite´ des sche´mas de tatouage propose´s par la communaute´ scientifique est
mode´lisable par l’enchaˆınement d’actions de´crit par la figure 1.2. Les notations des
15
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Fig. 1.1 – Transmission d’un message par le tatouage d’un document
diffe´rents e´le´ments de cette figure seront utilise´es dans le reste de ce document.
Les donne´es hoˆtes, modifie´es par le processus d’insertion, sont note´es sous la forme
d’un vecteur d’e´le´ments x = {x1, x2, . . . , xn} ∈ X n. Elles sont obtenues a` partir du do-
cument d’origine. Par exemple, si le document hoˆte est une image monochrome, chaque
e´le´ment xi correspond a` la luminosite´ du ie`me pixel de l’image, avec X = {0, 1, . . . , 255}.
Ne´anmoins, il peut eˆtre inte´ressant de changer l’espace de repre´sentation du document
hoˆte afin d’obtenir un signal x aux meilleures proprie´te´s (exploitation d’un mode`le per-
ceptuel, meilleur comportement face a` certains types de modifications, . . .). Ce chan-
gement est indique´ par l’e´tape de transformation de la figure 1.2 et est e´tudie´ plus en
de´tails dans la section 2.
Comme dit dans l’introduction, nous nous penchons sur la transmission d’un mes-
sage, et non sur la de´tection d’une marque1. Un message est une suite de k symboles
m = {m1,m2, . . . ,mk} ∈ Mk. Dans le cas de messages binaires, nous avons donc
M = {0, 1}. Le message est code´ (codes correcteurs d’erreur, modulation, . . .) avant
insertion, donnant le signal de la marque note´ w = {w1, w2, . . . , wn} ∈ X n. Ce co-
dage peut se faire en prenant en compte le signal hoˆte (pour adapter l’e´nergie de la
marque en fonction du signal ou pour prendre en compte une information adjacente,
comme pre´sente´ dans la section 3.3). La forme du codage est de´pendante d’une clef
c ∈ C, ne´cessaire au de´codage, disponible uniquement lors de la phase d’insertion et
d’extraction. Le signal marque´ est alors donne´2 par y = x + w. Enfin, la transforme´e
inverse de celle utilise´e en de´but de sche´ma (changement de repre´sentation) termine
cette phase d’insertion. L’ajout d’un signal de marque au signal hoˆte introduit une dis-
torsion ine´vitable entre le document original et sa version tatoue´e. Elle est note´e Dxy.
On conside´re donc l’insertion d’une marque comme une fonction
X n ×Mk × C × R −→ X n
insert : (x,m, c,Dxy) 7−→ y. (1.1)
1Extraire un message ou de´tecter une marque comporte ne´anmoins de nombreuses similarite´s. Cela
est discute´ dans la section 1.3
2Le tatouage substitutif peut aussi eˆtre vu comme l’ajout de deux signaux, le signal de marque e´tant
adapte´ au signal hoˆte, d’ou` l’inte´reˆt du lien entre signal hoˆte et codage
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Fig. 1.2 – Sche´ma d’insertion classique d’une marque au sein d’un document
1.1.2 Diffusion et attaques
Entre le marquage et l’extraction de la marque, le document est diffuse´. Cela s’ac-
compagne d’e´ventuelles modifications : il est parfois ne´cessaire de changer de format, de
passer par des canaux analogiques (avec les conversions ade´quates), . . . On distingue
les attaques involontaires des attaques malicieuses. Dans le premier cas, le document
est modifie´ par commodite´ : on y classe les compressions avec perte (passage au for-
mat JPEG d’une image, compression de musique en MP3), les conversions A/N et
N/A ou encore les traitements de document usuels (filtrage, e´galisation, changement
d’e´chelle, . . .). Les attaques malicieuses ont pour but d’atte´nuer la marque (l’optimal
e´tant de la supprimer totalement) afin de rendre l’extraction du message initialement
inse´re´ impossible. De nombreux articles ont propose´ de telles attaques [VDP00, HVR01,
SEG01b, RDCD02], adapte´es a` un type de tatouage pre´cis. On conside`re que l’attaque,
volontaire ou non, est inde´pendante de la clef utilise´e lors de l’insertion : meˆme si
l’attaquant connaˆıt parfaitement la technique de tatouage utilise´e, l’utilisation d’une
clef secre`te fait qu’il ne peut connaˆıtre la forme exacte du signal w ajoute´, comme le
pre´conise le principe de Kerckoffs [Ker83].
Hormis quelques exceptions (par exemple les attaques sur le protocole de trans-
mission de la clef secre`te, non e´tudie´es ici), les attaques peuvent se classer en deux
cate´gories, aux conse´quences tre`s diffe´rentes vis-a`-vis du tatouage. Les attaques de
type traitement du signal vont modifier individuellement les e´chantillons de y : le
ie`me e´chantillon y′i rec¸u correspondra bien au i
e`me e´chantillon marque´, avec les effets de
l’attaque en plus (filtrage, bruit supple´mentaire, . . .). Les attaques de´synchronisantes
ont pour but de de´truire cette correspondance. Les e´chantillons sont de´cale´s, et le
message ne pourra pas eˆtre extrait correctement. Il est indispensable d’appliquer un
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Fig. 1.3 – Sche´ma d’extraction classique d’une marque depuis un document
module de recalage avant l’extraction. Les modifications ge´ome´triques (rotations, trans-
lations, . . .) sont des attaques de´synchronisantes.
L’attaque est vue comme une fonction de´pendante de la distorsion introduite, c’est-
a`-dire
X n × R+ −→ X n
attaque : (y, Da) 7−→ y′. (1.2)
Il y a deux manie`res de mesurer Da : soit conside´rer Dyy′ et donc la distorsion entre
le document marque´ et sa version attaque´e, soit prendre Dxy′ , c’est-a`-dire la distorsion
entre le document original et sa version marque´e puis attaque´e. Il est entendu que cette
dernie`re ne peut eˆtre mesure´e directement par l’attaquant, celui-ci n’ayant e´videmment
pas acce`s aux donne´es hoˆtes d’origine. Ne´anmoins, cette version comporte le principal
avantage de justifier l’emploi de filtres de´bruiteurs en guise d’attaque [MI01b].
1.1.3 Extraction du message
A` moins d’utiliser une transformation invariante aux attaques de´synchronisantes, il
est indispensable de disposer d’un module de recalage, applique´ avant la transformation
et le de´codage du signal rec¸u. La phase d’extraction reprend les e´tapes e´quivalentes a`
celles de l’insertion : changement de repre´sentation aboutissant au signal marque´ et
attaque´ note´ y′, puis de´codage de ce signal (figure 1.3). Cet enchaˆınement de´finit
X n × C −→ Mk
extraction :
(
y′, c
) 7−→ m̂. (1.3)
1.1.4 Mesures de performance
Il est indispensable de pouvoir quantifier la performance d’un sche´ma de tatouage.
Elle peut varier en fonction du document hoˆte a` marquer (certains signaux sont fa-
cilement attaque´s et le sche´ma de tatouage sera moins performant), de la taille du
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Fig. 1.4 – Repre´sentation sche´matique du compromis entre robustesse, capacite´ et
visibilite´
message transmis, et surtout des distorsions d’insertion et d’attaque. La performance
d’un sche´ma de tatouage est donc une fonction
X n × R+ × R+ × R+ −→ R
perf :
(
x, log2 ‖Mk‖, Dxy, Da
)
7−→ p. (1.4)
Une mesure inte´ressante est la probabilite´ d’erreur d’extraction, note´e Pe : on mesure
la probabilite´ que le message extrait m̂ soit diffe´rent du message inse´re´. Une autre
possibilite´ est de mesurer la capacite´ du canal forme´ par le tatouage, c’est-a`-dire la
taille maximale de message qu’il est the´oriquement possible de transmettre sans erreur.
Meˆme si la capacite´ permet effectivement de quantifier la performance d’un sche´ma, elle
n’a pas de re´percussion pratique directe. Dans le cadre du tatouage robuste, on cherche
a` maximiser la robustesse du sche´ma, et non a` transmettre le plus grand message
possible. La taille du message est ge´ne´ralement fixe´e et est commune a` l’insertion et
l’extraction. Enfin, une mesure comple´mentaire est la probabilite´ de fausse alarme,
note´e Pf : elle mesure la probabilite´ d’extraire un message alors que le document n’a
pas e´te´ tatoue´. Elle est surtout utilise´e dans le cas de de´tection de marque, ou` les fausses
alarmes re´duisent la confiance et donc l’inte´reˆt du tatouage.
Quel que soit le sche´ma de tatouage, si l’on souhaite atteindre une performance
donne´e, il faut faire un compromis entre la distorsion d’insertion, la taille du message
et la distorsion d’attaque que le sche´ma va pouvoir supporter. Cela est illustre´ par la
figure 1.4. Par exemple, mettre des messages de taille plus importante sans modifier
Dxy induit que le sche´ma sera moins robuste.
1.2 Mises en pratique
La construction du signal de marque w lors de l’insertion et son extraction depuis
le document rec¸u caracte´rise les techniques de tatouage. On classe ces techniques en
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deux cate´gories : d’abord les techniques additives, ou` le signal ajoute´ n’est pas corre´le´
au signal hoˆte, puis les techniques substitutives, ou` les donne´es hoˆtes sont modifie´es
afin de correspondre a` un message code´.
1.2.1 Tatouage additif
Le tatouage additif consiste a` ajouter un signal w a` x (y = x + w), sans que le
codage amenant a` w soit de´termine´ par x, meˆme si les e´chantillons wi peuvent eˆtre
module´s par un facteur perceptuel de´pendant de xi (voir la section 4). Classiquement,
on pose E [〈x,w〉] = 0. L’extraction se fait en de´codant le signal y′ rec¸u, c’est-a`-dire en
de´codant w bruite´ par l’attaque et par le signal hoˆte x (voir la figure 1.5). De plus, afin
de respecter la contrainte d’imperceptibilite´, l’e´nergie de w est tre`s infe´rieure a` celle de
x. Nous sommes en face d’un syste`me de transmission tre`s fortement bruite´.
La fonction de codage permet d’associer a` un message m ∈ Mk un signal w ∈ W
avec Wn ⊂ X n : codage(m, c) = w. De meˆme, la fonction de de´codage permet de
retrouver un message depuis un signal rec¸u, c’est-a`-dire le message correspondant au
signal ŵ le plus proche du signal rec¸u. Dans le cas ou` ‖Mk‖ est important, la recherche
du signal le plus proche est en pratique impossible (pour un message binaire de n bits,
il faudrait 2n calculs de distance). L’e´talement de spectre [PWM82] est une solution
de communication adapte´e a` ce type de caracte´ristiques et utilisable sans difficulte´
pour des valeurs de ‖Mk‖ importantes. Le principe est de coder les symboles de m
se´pare´ment, plutoˆt que de coder le message complet. Soit la fonction d’e´talement
{0, 1, . . . , k} ×M× C −→ X n
ss : (j,m, c) 7−→ wj . (1.5)
Chaque symbole est code´ diffe´remment selon son rang dans m (ss(i,mi, c) 6= ss(j 6=
i,mi, c)). Le vecteur de marque est donne´ par
w =
k∑
j=1
ss(j,mj , c). (1.6)
L’extraction du j e`me symbole consiste a` rechercher le signal ŵj le plus proche de y′ parmi
les ‖M‖ possibles. Pour un message de n symboles binaires, l’extraction comple`te se
fait en seulement 2n calculs de distance.
Dans le cas de symboles binaires, une simplification commune [CDRP99a, CDRP99b]
consiste a` prendreM = {−1,+1}. La fonction ss() est de´finie par une matrice G ∈ X k.n
de dimensions k × n ge´ne´re´e pseudo-ale´atoirement depuis la clef c. Les wj sont obte-
nus graˆce a` la modulation du j e`me vecteur de G (c’est-a`-dire la j e`me porteuse) par le
j e`me bit :
{0, 1, . . . , k} × {−1,+1} × C −→ Wn
ss : (j,m, c) 7−→ mj × G(j). (1.7)
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Pour des signaux gaussiens, le calcul de la distance entre y′ et une porteuse consiste
en un calcul de produit de corre´lation entre ces deux signaux :
m̂j = arg max
m∈M
{〈y′, ss(j,m, c)〉} . (1.8)
Si l’on prend y′ = y = x+
∑k
j=1 ss(j,mj , c) (signal marque´ non attaque´), le re´sultat de
ce calcul est se´parable en trois composantes :
〈y′, ss(j,mj , c)〉 = 〈ss(j,mj , c), ss(j,mj , c)〉+ 〈x, ss(j,mj , c)〉
+
k∑
l=1,l 6=j
〈ss(j,ml, c), ss(j,mj , c)〉. (1.9)
On trouve donc :
– l’auto-corre´lation de la porteuse. C’est dans ce terme d’espe´rance non nulle que
re´side d’e´nergie de la marque,
– le produit de corre´lation entre la porteuse et le signal hoˆte. Malgre´ son espe´rance
nulle, ce terme est la principale source d’interfe´rence (et donc de potentielles
erreurs),
– le produit de corre´lation entre la porteuse du j e`me symbole et celle des autres
symboles. Bien que dans l’ide´al les porteuses doivent eˆtre parfaitement orthogo-
nales afin de s’assurer d’une interfe´rence nulle, leur grand nombre et leur grande
longueur rend cette construction quasi impossible. Cela entraˆıne une interfe´rence
re´siduelle (interfe´rence inter-symboles, appele´e aussi ISI) limitant la performance
du canal de transmission.
La transmission par e´talement de spectre de´finit un canal gaussien [PBBC97, PBBC98]
que l’on caracte´rise par son rapport signal-a`-bruit Eb/N0. Ce type de canal est de´taille´
dans la section 3.1.2.
Outre le classique calcul de corre´lation de l’e´quation 1.8, Cox et al. [CMB02] pro-
posent de normaliser la mesure en la divisant par |y′|.|ss(j,m, c)|. Dans la meˆme optique,
il a e´te´ propose´ de prendre en compte l’attaque qu’a subit le signal marque´ en divisant
le produit de corre´lation par la somme des e´nergies de la marque et du bruit d’attaque
ajoute´ [WYL02]. Une autre possibilite´ est, plutoˆt que d’utiliser y′ dans le calcul, de
prendre une version de´bruite´ du signal rec¸u (en vue d’atte´nuer le bruit introduit par le
signal hoˆte). Voloshynovskiy et al. [VDPP01] utilisent pour cela un filtre de Wiener.
1.2.2 Tatouage substitutif
Plutoˆt que de construire un signal w n’ayant que peu de rapport avec les donne´es
hoˆtes, le tatouage substitutif se propose de modifier ces donne´es afin de les faire corres-
pondre au message que l’on souhaite transmettre. On peut classer dans ces me´thodes le
tatouage par quantification, vu en de´tail dans la suite de cette section, et les techniques
de tatouage imposant un ensemble de contraintes aux donne´es marque´es3.
3Tatouage dit virtuel [Man01].
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Fig. 1.5 – Codage et de´codage d’un message transmis par tatouage additif
Quantification
Une fac¸on tre`s simple de tatouer une image est d’utiliser les bits de poids faible
(LSB) des e´chantillons de x [Tur89] : ils peuvent eˆtre modifie´s sans grand impact per-
ceptuel. Ces bits sont alors force´s aux valeurs correspondant au message m. Cette
simplicite´ se paye par une tre`s faible robustesse : n’importe quel traitement, meˆme peu
important, suffit a` modifier les LSB et donc a` rendre l’extraction impossible. Cette
technique est a` classer dans le tatouage substitutif (la donne´e xi est remplace´e par une
donne´e yi tre`s proche) et plus pre´cise´ment dans les me´thodes de tatouage par quanti-
fication.
Le principe du tatouage par quantification est de substituer les donne´es hoˆtes par
des e´tats de quantification. L’extraction se fait en prenant l’e´tat le plus proche des
donne´es rec¸ues. Conside´rons un tatouage par quantification m-aire. Les donne´es a` mar-
quer seront donc modifie´es par sous-signaux de dimension m. Le nombre de symboles
a` inse´rer n’e´tant pas force´ment e´gal a` n/m, le message est d’abord code´ par la fonction
codage(m, c) = v tel que v ∈ Mn/m. Chaque symbole ainsi obtenu sera inse´re´ dans
un des n/m sous-signaux. Soit un ensemble {Qs1 , Qs2 , . . . , Qs‖M‖} de quantificateurs
m-aires associe´s aux ‖M‖ symboles possibles. Pour chaque symbole vj de v, le quantifi-
cateur Qvj de´finit un ensemble d’e´tats de quantification possibles. L’e´tat le plus proche
du sous-signal conside´re´ est le sous-signal marque´.
L’extraction du j e`me symbole de v̂ se fait prenant tous les e´tats de quantification
possibles avec les ‖M‖ quantificateurs. Le quantificateur dont un des e´tats est le plus
proche du sous-signal rec¸u donne le symbole extrait v̂j auquel il est associe´. La suite
de symboles v̂ est de´code´e par l’inverse de la fonction codage() pour donner m̂. Le
principe est illustre´ par la figure 1.6 dans le cas d’une quantification scalaire (m = 1)
et de symboles binaires (‖M‖ = 2).
L’avantage de cette me´thode est qu’il est possible de de´finir un ensemble de quanti-
ficateurs tel qu’il n’y ait aucune erreur pour un niveau de bruit donne´ (contrairement a`
l’e´talement de spectre vu au-dessus, a` cause des interfe´rences lors de la corre´lation d’ex-
traction). Ainsi, si le bruit ajoute´ est infe´rieur a` la distance minimale entre deux e´tats de
quantification (Q/2 dans le cas montre´ par la figure 1.6), l’extraction est sans erreur. De
ce fait, il est possible de de´velopper une re´sistance absolue a` une attaque parfaitement
connue. Par exemple, la compression JPEG e´tant essentiellement une quantification de
coefficients DCT, la prendre en compte dans le choix des quantificateurs permet de
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Fig. 1.6 – Principe du tatouage par quantification scalaire avec des symboles binaires
re´sister a` l’attaque.
L’inconve´nient majeur re´side dans la re´sistance aux changements d’e´chelle du ca-
nal lors de l’attaque (y′i = γi × yi) et a` l’ajout de bruit non blanc. Les quantifica-
teurs sont de´cale´s et l’extraction est mise en de´faut. Ne´anmoins, une solution propose´e
par [EBTG02] consistant a` inse´rer un signal pilote permet d’estimer le facteur γi. Ce
type de synchronisation est inspire´e des techniques utilise´es pour estimer les attaques
ge´ome´triques.
Un autre point de´licat est qu’il faut que le de´codeur connaisse les e´tats de quanti-
fication utilise´s lors de l’insertion (pour les cas les plus simples, cela se re´sume au pas
de quantification). Il faut donc transmettre ce parame`tre.
Un cas particulier de tatouage par quantification est e´tudie´ par Chen et Wor-
nell [CW00]. Ils proposent non pas de quantifier les donne´es x, mais ces donne´es
projete´es sur un sous-ensemble de´fini par une base orthogonale. Ce sche´ma, nomme´
ST-QIM pour spread transform quantization index modulation, permet d’obtenir des
e´chantillons dont les variations seront limite´es. Une autre ame´lioration est d’utiliser
une dither quantization [CW01, EG00], explique´e en de´tail dans [GN98]. Cela consiste
a` inse´rer avant quantification un signal permettant de re´duire la distorsion entre les
donne´es quantifie´es puis reconstruites et les donne´es originales. Il peut de plus servir
de clef ne´cessaire a` l’extraction.
Imposer une contrainte a` y
De fac¸on plus ge´ne´rale, le tatouage substitutif est vu comme un tatouage par
contrainte : en modifiant x, on force les donne´es marque´es a` respecter certaines pro-
prie´te´s qui de´terminent le message transmis. Le tatouage par quantification vu au-
dessus se de´finit par la contrainte : la donne´e est modifie´e afin de correspondre a` un
e´tat de quantification codant une partie du message.
Le sche´ma propose´ par Koch et Zhao [KZ95] est une illustration de ce principe. Un
triplet de donne´es hoˆtes (x1, x2, x3) est associe´ a` un bit. Le tatouage consiste a` forcer
le triplet marque´ a` respecter une relation d’ordre de´pendante du bit a` transmettre :
y1 > y3 + δ y2 > y3 + δ pour transmettre 1
y1 + δ < y3 y2 + δ < y3 pour transmettre 0, (1.10)
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ou` δ conditionne la robustesse du sche´ma. L’extraction se fait en ve´rifiant la relation
d’ordre des triplets rec¸us : si y′1 > y′3 et y′2 > y′3, alors le bits extrait est 1. Dans le
cas contraire, le bit 0 est extrait. D’autres exemples de tatouage par contrainte sont les
techniques inspire´es de la compression fractale [PJ96, BCD98] ou celles utilisant une
modification des statistiques de sous-bandes issues de la transforme´e en ondelettes du
document hoˆte [Man01].
Une proprie´te´ inte´ressante du tatouage substitutif est que les donne´es hoˆtes n’in-
terfe`rent pas dans le de´codage. En l’absence d’attaque, on est certain de de´coder cor-
rectement le message inse´re´, contrairement au tatouage additif.
1.3 Extraction ou de´tection ?
Les techniques pre´sente´es ici permettent de transmettre un certain nombre de sym-
boles. A` la re´ception des donne´es y′, une suite de symboles est extraite. On transmet
donc un message. Une autre application du tatouage est la de´tection. Dans ce cas, la
phase d’extraction indique si la marque est pre´sente au pas.
La figure 1.7(a) illustre l’extraction d’un message. Nous avons vu qu’un message m
est associe´ a` une marque w graˆce a` la fonction de codage. Si l’on suppose que toutes
les marques possibles sont de meˆme e´nergie, les w sont sur une hyper-sphe`re centre´e
en 0, et sont re´gulie`rement re´partis graˆce a` la fonction de codage et aux proprie´te´s des
espaces de grande dimension. L’extraction se fait en recherchant le ŵ le plus proche
du signal y′. On associe a` chaque w une zone d’attraction telle que si y′ est dans cette
zone, la marque w correspondante est la plus proche. Ces zones sont trace´es en noir sur
la figure. Cela de´finit des hyper-coˆnes dans l’espace n-dimensionnel. Un bon sche´ma de
tatouage en vue de la transmission d’un message consiste donc a`
– trouver une fonction de codage maximisant le volume de chaque zone de robus-
tesse pour une taille de message donne´e (bonne re´partition des mots de code),
– en conside´rant la zone de robustesse associe´e au message a` transmettre, construire
un signal marque´ tel que les attaques ne le fassent pas quitter cette zone,
– avoir une fonction de de´codage permettant de trouver la marque la plus proche
parmi les ‖Mk‖ possibles en un temps re´aliste.
On remarque que meˆme si le signal rec¸u n’a pas e´te´ tatoue´, un message sera tout de
meˆme extrait.
La figure 1.7(b) illustre la de´tection d’une marque depuis le signal y′. Contrairement
a` l’extraction, il y a un seul message possible. On retrouve e´galement une zone de
robustesse (ou zone de de´tection dans ce cas, en vert sur la figure), mais elle est de´finie
par le de´tecteur. C’est un compromis entre robustesse de la de´tection et probabilite´ de
fausse alarme : si la zone est e´troite, il y a peu de chances qu’un signal non marque´ s’y
trouve, mais une attaque faible pourra de´placer le signal marque´ hors de la zone (et
fausser la de´tection). Un sche´ma de tatouage pour la de´tection consiste a` :
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(a) Extraction d’un message : on ob-
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(b) De´tection du message m
Fig. 1.7 – Illustration de la diffe´rence entre extraction et de´tection (n = 2, ‖Mk‖ = 12)
– trouver le meilleur compromis entre robustesse et probabilite´ de fausse alarme,
– construire un signal marque´ tel que les attaques ne le fassent pas quitter cette
zone, en conside´rant la zone de robustesse/de´tection vise´e
– avoir une fonction permettant de savoir si le signal marque´ appartient ou non a`
la zone de de´tection en un temps re´aliste.
La phase d’insertion de la marque (construction du signal y) est la meˆme pour la
transmission ou pour la de´tection d’un message. Seules les fonctions de codage/de´codage
changent. Un algorithme de de´tection peut donc eˆtre vu comme un cas particulier de
transmission. Les techniques propose´es par la communaute´ scientifique sont utilisables
dans les deux cas.
Conclusion
Le tatouage robuste permet de transmettre un message via un document hoˆte. Cette
transmission se compose de trois phases : insertion, diffusion et extraction. L’insertion
d’une marque modifie le document hoˆte et introduit donc une distorsion. Le document
marque´ est ensuite sujet a` des modifications lors de sa diffusion. Elles peuvent eˆtre
involontaires (traitements usuels sur les documents multimedia) ou conc¸ues dans le but
de supprimer la marque. Ces modifications, vues comme des attaques sur le syste`me
de tatouage, introduisent e´galement une distorsion. Enfin, la phase d’extraction utilise
le document marque´ et attaque´ afin d’extraire le message s’y trouvant. Un syste`me de
tatouage est robuste s’il peut re´sister a` de fortes attaques sans que cela mette en pe´ril
la bonne transmission du message.
Les me´thodes de tatouage peuvent se classer dans deux cate´gories. Les techniques
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additives ajoutent un signal de marque correspondant au message a` transmettre, au do-
cument hoˆte. L’extraction consiste alors a` retrouver ce signal ajoute´ afin d’en de´duire le
message. Les techniques substitutives modifient les donne´es hoˆtes afin que leur forme ou
leurs proprie´te´s correspondent au message souhaite´. Lors de la re´ception du document
marque´, l’analyse des donne´es permet de de´duire le message. Les techniques additives
font que le signal hoˆte est un bruit limitant la performance de la transmission : meˆme
en l’absence d’attaque, il est possible d’avoir des erreurs d’extraction. Les techniques
substitutives n’ont pas ce proble`me.
Chapitre 2
Repre´sentation et mode´lisation
du signal hoˆte
Comme nous l’avons vu dans le chapitre pre´ce´dent, les ope´rations propres au ta-
touage (insertion, codage et de´codage) s’appuient sur une repre´sentation abstraite des
donne´es (vecteurs x, y, . . .), sans lien avec le type de document. Cela permet de
ge´ne´raliser les me´thodes de tatouage a` tout type de documents multime´dia (images
monochromes et en couleurs, vide´os et sons) et a` tout type de repre´sentation.
Le moyen le plus simple d’obtenir un vecteur de donne´es x est de conside´rer di-
rectement les valeurs des e´chantillons du document : il s’agit de tatouage dans le
domaine spatial. On peut de´composer le proble`me en utilisant plusieurs vecteurs de
donne´es hoˆtes si on a affaire a` des document multi-composantes, comme par exemple
x = {xr, xg, xb} pour des images en couleurs RGB. Or, la repre´sentation spatiale se
preˆte mal a` l’analyse perceptuelle et a` la mode´lisation des attaques : il est difficile de
pre´voir l’impact des attaques sur les donne´es marque´es. Ainsi, les compressions telles
que celles des normes JPEG [Wal91] ou MPEG Layer 3 (plus connu sous le nom de MP3)
travaillent sur une repre´sentation fre´quentielle et modifient principalement les hautes
fre´quences, peu influentes perceptuellement. Dans le cas d’un tatouage dans le domaine
spatial, il est difficile d’isoler ces hautes fre´quences, qui seront potentiellement plus at-
taque´es et qui ne´cessitent donc un traitement particulier lors des phases d’insertion
et d’extraction. Les transforme´es fre´quentielles permettent d’analyser plus finement le
document a` marquer et d’obtenir une repre´sentation plus adapte´e au tatouage robuste.
Nous verrons dans la suite de ce chapitre plusieurs transforme´es, en nous focalisant sur
leurs proprie´te´s statistiques. Nous e´tudierons ensuite les mode`les perceptuels, indispen-
sables pour s’assurer de l’invisibilite´ ou de l’inaudibilite´ du tatouage une fois revenu
dans le domaine spatial ou temporel.
2.1 Transforme´es fre´quentielles
Les transforme´es fre´quentielles trouvent de nombreuses applications dans la res-
toration de qualite´ ou l’analyse [GW92]. Elles sont particulie`rement utilise´es pour la
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compression : la transforme´e en cosinus discre`te est l’e´le´ment central des normes de com-
pression JPEG et MPEG, et la transforme´e en ondelettes est utilise´e dans la norme
JPEG 2000 [TM01].
2.1.1 Transforme´e de Fourier
Conside´rons un signal discret s compose´ de n e´chantillons. Sa transforme´e de Fourier
discre`te (DFT), note´e f est de´finie par la paire
∀u ∈ {1, 2, . . . , n}, fu =
√
1
n
n∑
x=1
sx exp
[
−2ipi (u− 1)(x− 1)
n
]
, (2.1)
∀x ∈ {1, 2, . . . , n}, sx =
√
1
n
n∑
u=1
fu exp
[
2ipi
(u− 1)(x− 1)
n
]
(2.2)
avec i =
√−1. Ce signal complexe peut s’e´crire fu = |fu| exp [i× φu]. La fonction |f| est
le spectre de Fourier de s tandis que φ est sa phase angulaire. Le signal |f|2 est le spectre
de puissance de s. Un exemple est donne´ sur la figure 2.1 pour l’image Lena. Il existe un
algorithme rapide pour calculer la transforme´e : la FFT (pour fast Fourier transform).
Il permet de passer d’une complexite´ en O(n2), comme le sugge`re l’e´quation 2.1, a` une
complexite´ en O(n log2 n) en calculant f sous forme re´cursive.
A` partir de l’e´quation 2.1, on peut remarquer qu’une translation sur s ne modifie
pas le spectre |f|. Cette invariance du spectre est une proprie´te´ inte´ressante en vue de la
re´sistance a` des attaques de´synchronisantes. Ne´anmoins, la rotation ou le changement
d’e´chelle dans le domaine spatial ont le meˆme impact sur le spectre. La transforme´e de
Fourier-Mellin [RP98] s’appuie sur cette caracte´ristique pour de´velopper une invariance
plus comple`te. Si l’on conside´re un signal bi-dimensionnel, les coordonne´es d’un e´le´ment
(x, y) peuvent se mettre sous la forme log-polaire (eµ cos θ, eµ sin θ), avec µ ∈ R et
θ ∈ [0; 2pi[, et on de´finit une e´quivalence (x, y) ↔ (µ, θ). Ces coordonne´es polaires
disposent de deux proprie´te´s importantes. D’abord, le changement d’e´chelle correspond
a` une translation :
(∆× x,∆× y)↔ (µ+ log∆, θ) . (2.3)
De la meˆme fac¸on, une rotation d’un angle ∆ est e´galement convertie en translation :
(x cos∆− y sin∆, x sin∆ + y cos∆)↔ (µ, θ +∆) . (2.4)
En injectant ce syste`me de coordonne´es dans la transforme´e de Fourier (spectre de
Fourier passe´ en coordonne´es polaires, suivi d’une autre transforme´e de Fourier), on
de´finit la transforme´e de Fourier-Mellin. Le spectre de Fourier-Mellin d’un signal bi-
dimensionnel est invariant a` la rotation, au changement d’e´chelle et bien suˆr a` la trans-
lation. Cette transformation de´finit donc une repre´sentation invariante a` ces trois modi-
fications1, utile pour la re´sistance aux attaques ge´ome´triques. Mais le passage des coor-
donne´es euclidiennes aux coordonne´es polaires implique des approximations nume´riques
1Invariance RST.
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Fig. 2.1 – Spectre de Fourier de l’image Lena
dans le cas discret, lie´es a` un proble`me de changement de grille d’e´chantillonnage. Ces
approximations font que l’enchaˆınement transforme´e de Fourier-Mellin et transforme´e
inverse n’est pas sans perte : la transforme´e n’est pas parfaitement inversible en pra-
tique et introduit une distorsion supple´mentaire si elle est utilise´e dans un sche´ma de
tatouage.
2.1.2 Transforme´e en cosinus
Depuis quelques anne´es, la transforme´e en cosinus discre`te (DCT) est la repre´senta-
tion de choix pour la compression (MP3, JPEG et MPEG), graˆce a` son compromis
inte´ressant entre pouvoir de de´corre´lation, proche de l’optimal, et complexite´ algorith-
mique. Elle est utilise´e dans les algorithmes de compression JPEG et MPEG par blocs
de taille 8 × 8. Cette caracte´ristique est tre`s souvent reprise dans les techniques de
tatouage utilisant la DCT.
2.1.3 Transforme´e en ondelettes
La transforme´e en ondelettes discre`te (DWT) permet de transformer un signal
discret en sous-bandes directionnelles, assimilables a` une de´composition fre´quentielle.
Cette de´composition est re´cursive, comme illustre´ par la figure 2.2(b). Outre l’in-
terpre´tation fre´quentielle des sous-bandes, on remarque que la structure spatiale du
signal est conserve´ (au contraire des transforme´es de Fourier et DCT) : on a un aspect
spatio-fre´quentiel. De plus, la DWT permet une approche multi-re´solution du signal.
Cela peut eˆtre exploite´ dans le cadre du tatouage vis-a`-vis des changements d’e´chelle.
Cette transforme´e est la pierre angulaire du re´cent format de compression d’image
JPEG 2000 [TM01].
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(a) Principe de la transforme´e en ondelettes vue par l’approche bancs de filtres, applique´ sur
une image
(b) Transforme´e en ondelettes de
l’image Lena sur trois niveaux
Fig. 2.2 – Transforme´e en ondelettes
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2.2 Mode´lisation statistique
La connaissance de la distribution statistique du signal hoˆte est une donne´e indis-
pensable pour mode´liser de fac¸on rigoureuse le tatouage. Ainsi, on exprime analytique-
ment l’impact des attaques sur l’extraction du messsage, les mesures de distorsion et
les probabilite´s d’erreur.
La mode´lisation la plus ge´ne´rale possible, et au final la plus proche de la re´alite´,
est de conside´rer un mode`le statistique inde´pendant pour chacun des e´chantillons
conside´re´s. Mais ce mode`le est d’une complexite´ importante et ne peut eˆtre utilise´ tel
quel par de nombreux outils de codage canal utilisables pour le tatouage (de´veloppe´s
dans le chapitre suivant). A` l’oppose´, prendre un mode`le unique (gaussienne ge´ne´ralise´e
pour les coefficients DCT [Mu¨l93, BBRP99], distribution de Weibull pour la trans-
forme´e de Fourrier [RBB+99], . . .) est en contradiction avec l’objectif de de´corre´lation
des transforme´es fre´quentielles.
La solution interme´diaire consiste a` regrouper les e´chantillons de distributions pro-
ches, et de conside´rer chacun de ces sous-groupes comme inde´pendants et identiquement
distribue´s (i.i.d.). Ainsi, les travaux de Moulin [hKRM99, Mou01] utilisent un mode`le
gaussien, et par regroupement, de´finit un ensemble de canaux paralle`les gaussiens.
Dans le cas de la DWT, la proposition de Baraniuk et al. [CNB98] trouve un bon
compromis entre simplicite´ et pre´cision. Pour chaque sous-bande, le mode`le conside`re
deux familles de coefficients. Ces familles sont forme´es en appliquant des re`gles (les
coefficients voisins tendent a` eˆtre de meˆme famille, une famille se propage a` travers les
sous-bandes, . . .). L’information d’appartenance a` une ou l’autre famille est mode´lise´e
par un re´seau de Markov cache´. Un algorithme de type EM (expectation maximization)
permet de de´terminer la probabilite´ avec laquelle un coefficient appartient a` une famille.
Chaque sous-bande est alors mode´lise´e par une mixture de deux lois Normales : Pr(xi ∼
N1)×N1+Pr(xi ∼ N2)×N2. Une approche assez similaire est donne´e par Weidmann et
Vetterli [WV99]. Ils re´partissent les coefficients DWT en deux cate´gories : les significatifs
(e´nergie forte) et les non-significatifs (e´nergie faible). Chaque cate´gorie est mode´lise´e
par une loi Normale.
2.3 Mesures et mode`les perceptuels
La de´finition meˆme du tatouage indique que les modifications apporte´es au do-
cument hoˆte doivent rester imperceptibles, ou tout au plus ne pas geˆner l’exploitation
normale du document marque´. Afin de respecter cette condition, ou de pouvoir mesurer
de fac¸on efficace la distorsion introduite par le tatouage, il est ne´cessaire d’introduire un
crite`re perceptuel base´ sur une mode´lisation de la perception des signaux multimedia.
La mesure habituellement utilise´e pour quantifier la distorsion entre un signal ori-
ginal x et un signal modifie´ y est le PSNR2. Elle est base´e sur l’erreur quadratique
2Pour peak signal-to-noise ratio.
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moyenne3, de´finie par
eqm(x, y) =
1
n
n∑
i=1
(xi − yi)2 , (2.5)
ou` n est la dimension commune aux deux vecteurs conside´re´s. Quant au PSNR, il est
calcule´ par
psnr(x, y) = 10 log10
[
(max(x))2
eqm (x, y)
]
. (2.6)
On peut remarquer que chaque e´chantillon de x intervient de la meˆme fac¸on dans le
calcul. Or, cela n’est pas le cas lorsque l’on conside`re le syste`me perceptuel humain.
La figure 2.3 illustre le fait que pour une meˆme mesure de PSNR, les re´sultats peuvent
eˆtre visuellement de qualite´s bien diffe´rentes.
A` l’oppose´, le crite`re le plus fide`le a` la perception est la mesure de qualite´ subjective,
comme le MOS (mean opinion score) : les documents sont note´s par un panel de testeurs
et la moyenne de ces notes donne une mesure de qualite´. Mais il est e´vident que ce
type de mesure est extreˆmement contraignante en temps et en moyens. Dans le cas
du tatouage, la mesure de qualite´ doit eˆtre mesure´e au moment meˆme de la phase
d’insertion. La suite de cette section va donc s’inte´resser aux me´triques objectives.
2.3.1 Exemple de caracte´ristiques perceptuelles : le syste`me visuel
humain
La sensibilite´ du syste`me visuel humain (HVS) de´pend principalement de trois pa-
rame`tres : la fre´quence spatiale, la couleur et l’intensite´ lumineuse (la luminosite´). La
re´ponse perceptuelle en fonction de la fre´quence spatiale correspond a` la sensibilite´
au contraste. Cette re´ponse de´finit une fonction note´e CSF4, e´tudie´e dans [MS74]. Le
HVS est sensible aux contrastes moyens, et peu stimule´ par les contrastes tre`s forts
ou tre`s faibles. De plus, la sensibilite´ varie selon l’orientation de cette fre´quence : l’œil
est plus sensible aux motifs horizontaux et verticaux, plutoˆt qu’aux motifs a` 45 degre´s.
Le second parame`tre est la fre´quence spectrale, c’est-a`-dire la couleur. Le HVS n’est
en effet pas sensible de la meˆme manie`re aux diffe´rentes longueurs d’onde du spectre
visible. Dans le cas d’une repre´sentation de la couleur sous la forme de trois canaux
{rouge, vert, bleu}, le canal bleu est celui qui a le moins d’importance (le HVS y est
moins sensible). Enfin, le dernier parame`tre est la luminosite´. L’œil peut remarquer de
plus petites variations de luminosite´ quand la luminosite´ moyenne est faible.
A` ces trois parame`tres s’ajoute un phe´nome`ne plus spe´cifique : les effets de mas-
quage. La plus ou moins bonne perception d’une modification de´pend de son contexte.
Ainsi, un e´le´ment parfaitement perc¸u isole´ment peut eˆtre difficilement discernable parmi
d’autres e´le´ments de meˆme fre´quence, mais de luminosite´ plus importante. Le masquage
peut eˆtre fre´quentiel (une fre´quence en masque une autre) ou fonction de la lumino-
site´. Ces caracte´ristiques doivent eˆtre prises en compte dans les mode`les perceptuels
3EQM, ou MSE pour mean square error.
4Pour constrast sensitivity function.
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(a) Image originale x : Lena
(b) Image y1 : augmenta-
tion de constraste. Extrait de
[WBL02]
(c) Image y2 : compression
au format JPEG. Extrait de
[WBL02]
Fig. 2.3 – Diffe´rents re´sultats visuels pour une meˆme mesure de PSNR : psnr(x, y1) '
psnr(x, y2) ' 25 dB
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afin qu’ils soient proches de la re´alite´. Les de´monstrations conc¸ues par Adelson [Ade] a`
partir de ses travaux [Ade00] illustrent ces caracte´ristiques par des illusions d’optique.
2.3.2 Ponde´ration perceptuelle
L’approche la plus pratique pour prendre en compte les caracte´ristiques vues pre´ce´-
demment est l’introduction d’une ponde´ration perceptuelle au sein de la mesure clas-
sique du PSNR ou de l’erreur quadratique moyenne. Ce type de mesure, note´ wPSNR
par [VDP00] pour weighted PSNR, est de´fini par
wpsnr(x, y) = 10 log10
[
(max(x))2
weqm(x, y)
]
(2.7)
weqm(x, y) =
1
n
n∑
i=1
ϕ2i (xi − yi)2 (2.8)
ou` ϕi est une ponde´ration repre´sentant l’importance du ie`me e´chantillon. De nom-
breuses ponde´rations de ce type ont e´te´ propose´es, telles que celles cite´es par [WBL02].
Ne´anmoins, la plus connue est celle de Watson [Wat93], de´finie pour les images passe´es
dans le domaine DCT5, dont une version simplifie´e est utilise´e dans JPEG 2000 [Tau00] :
ϕ2i ∝
1
σ2bi + V
2
i
(2.9)
avec Vi =
1
‖Φi‖
∑
j∈Φi
|xj |ρ. (2.10)
L’ensemble Φi de taille ‖Φi‖ repre´sente les indices des voisins du ie`me coefficient. Les
meilleurs re´sultats sont obtenus pour ρ = 1/2. La valeur Vi est une mesure d’activite´
au voisinage du ie`me coefficient. La variable σbi est un seuil de visibilite´, de´pendant de
la distance d’observation et fixe´ a` 10−2 pour JPEG 2000. La version comple`te de la
mesure de Watson permet de prendre en compte la sensibilite´ fre´quencielle (une table
donne le niveau de sensibilite´ pour les 64 coefficients d’un bloc DCT) et les phe´nome`nes
de masquage duˆs a` la luminance et au contraste.
Les travaux de l’e´quipe de T. Pun [VHBP99] s’appuient sur une ponde´ration calcule´e
a` partir d’une constatation simple : l’œil agit comme un filtre de´bruiteur. Plus le filtre
supprime de bruit, et moins le HVS sera sensible a` ce bruit. Ainsi, dans le cas de
signaux non i.i.d. et gaussiens (chaque e´chantillon xi est mode´lise´ par Xi ∼ N (0, σ2Xi)),
le filtre optimal au sens du MAP est le filtre de Wiener. Les auteurs de´finissent alors
une mesure, note´e NVF pour noise visibility function, d’une forme similaire a` celle de
la ponde´ration d’un filtre de Wiener :
nvf(i) =
1
1 + σ2Xi
. (2.11)
5A` l’origine, Watson voulait utiliser sa ponde´ration au sein de JPEG, qui se base sur une quantifi-
cation de blocs DCT de taille 8× 8.
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La variance locale est calcule´e en pratique en utilisant une feneˆtre 3 × 3. L’autre cas
conside´re´ prend en compte une mode´lisation par gaussienne ge´ne´ralise´e de moyenne x,
de variance σ2X et de facteur de forme γ. En calculant le filtre de´bruiteur optimal, le
NVF est de´fini par
nvf(i) =
wi
wi + σ2Xi
(2.12)
avec wi =
γ
||ri||2−γ
et ri =
xi − x
σX
.
Il peut eˆtre utilise´ pour de´finir une mesure de type wPSNR en prenant ϕi = nvf(i).
2.3.3 Seuils de perception
Une autre fac¸on de prendre en compte le syste`me perceptuel humain est d’uti-
liser des seuils de perception. Contrairement aux crite`res de qualite´ sous forme de
ponde´rations vus pre´ce´demment, ce type de seuil ne mesure pas une distortion, mais
indique la distorsion maximale autorise´e sans que la modification soit visible ou au-
dible. Au dessous de ce seuil, la modification ne pourra pas eˆtre remarque´e, mais au
dessus elle pourra eˆtre perc¸ue. Ce niveau de distorsion maximal est note´ JND (pour just
noticeable difference). Watson [WYSV97] a de´termine´ expe´rimentalement des seuils de
perception du bruit pour les coefficients DWT, utilise´s afin de calculer des matrices de
quantification pour faire de la compression d’images.
Ce type de mesure ne permet pas de quantifier la distorsion perceptuelle introduite :
on sait juste si la modification apporte´e est perceptible ou non. Or, rester sous ce seuil
de visibilite´ impose des modifications tre`s faibles. Applique´ au tatouage, le respect
de la JND ne permet donc pas d’introduire une marque de forte e´nergie. Cela peut
poser proble`me dans le cas ou` la robustesse est primordiale, et plus importante que
la perte de qualite´ (on peut supporter dans certains cas une de´gradation le´ge`rement
visible). De plus, ne pas de´passer la JND impose pratiquement l’e´nergie du tatouage :
comme il est impossible de quantifier la distorsion (qui sera imperceptible si l’on reste
sous le seuil) et comme le tatouage se doit d’eˆtre robuste (et donc son e´nergie doit
eˆtre maximise´e), la meilleure strate´gie est d’imposer l’e´nergie de la marque e´gale a` la
JND [Del00]. L’utilisation d’une fonction de visibilite´ rend donc impossible le fait d’avoir
des strate´gies de marquage conciliant plusieurs compromis entre distorsion perceptuelle
et e´nergie inse´re´e.
Conclusion
Afin d’eˆtre inde´pendant du type de document hoˆte (images, sons, . . .), nous l’abs-
trayons en un signal note´ x. Celui-ci est obtenu directement a` partir des donne´es du
documents (valeurs des pixels ou des e´chantillons), mais la plupart des techniques de
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tatouage passent par une transforme´e. Les plus populaires sont la transforme´e de Fou-
rier, la DCT ou la transforme´e en ondelettes, souvent utilise´es dans l’analyse de signaux
(notamment dans la compression avec perte).
Les me´thodes de tatouage doivent s’adapter aux donne´es hoˆtes. Comme il est impos-
sible de construire une technique de tatouage pour chaque occurrence de signal hoˆte pos-
sible, il est indispensable de s’appuyer sur une mode´lisation statistique de ces signaux.
De plus, afin de garantir l’imperceptibilite´ du tatouage, il faut e´galement connaˆıtre et
mesurer la distorsion introduite par l’insertion de la marque. Les mode`les perceptuels
permettent de quantifier l’impact visuel ou auditif d’une modification, ge´ne´ralement en
s’appuyant sur les statistiques des donne´es hoˆtes.
Chapitre 3
Analogie avec le codage canal
Comme vu dans la premie`re section de cette partie, le tatouage consiste a` trans-
mettre un message. Cette transmission est bruite´e par le signal hoˆte dans le cas du ta-
touage additif et par les e´ventuelles attaques. Nous sommes donc en face d’un proble`me
de communication et de codage canal. Ce rapprochement permet de reprendre les outils
de´veloppe´s dans le cadre du codage canal et de mode´liser le proble`me du tatouage, et
par la suite de donner des bases et outils the´oriques permettant de de´finir et d’ap-
procher les performances optimales. Nous verrons dans ce chapitre diffe´rents types de
canaux classiques et les re´sultats s’y rapportant. Puis nous rappellerons les principes
de codage permettant des performances optimales. Enfin nous e´tudierons un mode`le de
canal particulie`rement bien adapte´ au tatouage : les canaux avec information adjacente
disponible a` l’encodage.
3.1 Canaux pour le tatouage
3.1.1 Canal ge´ne´ral
Un canal discret est un syste`me consistant en un alphabet d’entre´eW, un alphabet
de sortie Y et une matrice de probabilite´s de transition Pr(Y = y |w) qui exprime la
probabilite´ d’observer le symbole y en sortie alors que le symbole w a` e´te´ envoye´.
Un canal est sans me´moire si la distribution de probabilite´s de la sortie de´pend
uniquement de l’entre´e au meˆme moment, et est conditionnellement inde´pendante des
entre´es et sorties pre´ce´dentes [CT91]. La capacite´ d’un canal est le plus grand taux de
bits d’information que l’on peut envoyer par utilisation du canal, avec une probabilite´
d’erreur aussi faible que l’on veut. Elle est donne´e par
C = max
Pr(w)
{I(W ;Y )} , (3.1)
ou` I(W ;Y ) est l’information mutuelle entre W et Y , variables ale´atoires mode´lisant
respectivement les signaux w et y, et ou` le maximum est pris parmi toutes des distri-
butions possibles Pr(w).
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Fig. 3.1 – Transmission d’un symbole sur un canal binaire syme´trique
Un exemple simple est le canal binaire syme´trique, ou` W = {0, 1}. A` chaque utili-
sation du canal, l’e´metteur transmet le symbole 0 ou 1. Le re´cepteur rec¸oit le symbole
transmis avec une probabilite´ 1− p = 1− Pr(Y 6= w) (figure 3.1). On peut calculer la
capacite´ :
C = max
Pr(w)
{I(W ;Y )}
= max
Pr(w)
{H(Y )−H(Y |W )}
= max
Pr(w)
{H(Y )} −H(p)
= 1−H(p), (3.2)
avec H(Y ) entropie de Y . Le maximum H(Y ) = 1 est obtenu pour une distribution
uniforme de W .
3.1.2 Canal gaussien
Conside´rons un signal a` transmettre w borne´ en e´nergie par P :
∑n
i=1w
2
i ≤ nP .
Ce signal est bruite´ par z, bruit mode´lise´ par une loi Normale de moyenne nulle et
d’e´nergie N . Le signal rec¸u est donc y = w + z. Cela est re´sume´ par la figure 3.2.
Cette transmission de´finit un canal gaussien caracte´rise´ par son rapport signal-a`-bruit
Eb/N0 = P/N .
Dans le cas de symboles binaires, la meilleure strate´gie consiste a` transmettre wi =
±√P [CT91]. Le signal rec¸u, dont chaque symbole yi est mode´lise´ par la variable
ale´atoire Yi, aura donc la forme de deux gaussiennes centre´es en −
√
P et +
√
P et de
variance N . La loi de de´codage optimale correspondant a` ce type de transmission, en
conside´rant chaque symbole rec¸u se´pare´ment, est de de´coder ŵi = +
√
P si yi > 0 et
ŵi = −
√
P sinon. La probabilite´ d’erreur par bit est alors
Pbe =
1
2
[
Pr
(
Yi < 0 |wi = +
√
P
)
+ Pr
(
Yi > 0 |wi = −
√
P
)]
(3.3)
=
1
2
× erfc
[√
Eb
2N0
]
. (3.4)
Codage du message 39
La capacite´ the´orique maximale est obtenue en prenant un signal envoye´ suivant une
loi Normale (W ∼ N (0, P )), et est donne´e par
C = I(W ;Y ) (3.5)
=
1
2
log2
[
1 +
Eb
N0
]
, (3.6)
ou` I(W ;Y ) est l’information mutuelle entre W et Y , variables ale´atoires mode´lisant
respectivement les signaux w et y.
Ce type de canal gaussien, aussi nomme´ AWGN 1, est souvent utilise´ pour repre´senter
le tatouage [SPR98, MO99, MO00, CL02] : l’attaque est mode´lise´e comme l’ajout de
bruit gaussien. Ce cas est valable uniquement pour les attaques non-de´synchronisantes.
Ne´anmoins, meˆme dans ces conditions, de nombreux traitements ne peuvent eˆtre consi-
de´re´s comme un simple ajout de bruit. Par exemple, un filtrage passe-bas ou une com-
pression de type JPEG suppriment ou atte´nuent certaines composantes fre´quentielles,
agissant comme un bruit multiplicatif corre´le´.
3.1.3 Canal SAWGN
Un mode`le plus ge´ne´ral, conside´rant a` la fois le bruit multiplicatif et additif est
conside´re´ dans les articles les plus re´cents [SEG01a, SEG01b, MI03] : c’est le canal
SAWGN2. Un signal w transmis via un canal SAWGN est rec¸u comme
y = γ × w + z, (3.7)
ou` γ est un facteur multiplicatif et z un bruit additif suivant une loi gaussienne N (0, N),
comme vue au-dessus. En se ramenant a` un canal AWGN e´quivalent, il est facile de
montrer que la capacite´ d’un tel canal est donne´e par
C =
1
2
log2
[
1 +
γEb
N0
]
. (3.8)
Ce type de canal permet d’enrichir la gamme des attaques non-de´synchronisantes que
peut subir un signal marque´, mais il a e´galement e´te´ montre´ [SG99, SEG01b] que pour
une meˆme distorsion, les attaques de la forme de l’e´quation 3.7 sont plus ne´fastes pour
le tatouage que les attaques AWGN.
3.2 Codage du message
Les capacite´s the´oriques vues dans la section pre´ce´dente ne sont atteignables qu’avec
un codage adapte´ du message a` transmettre. Transmettre le message bit a` bit, meˆme
si la capacite´ du canal est supe´rieure a` la taille du message, expose chacun des bits a`
1Pour additive white Gaussian noise.
2Pour scaling and additive white Gaussian noise.
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Fig. 3.2 – Transmission d’un signal w via un canal gaussien
une probabilite´ d’erreur non ne´gligeable (e´quation 3.4), rendant la re´ception correcte
de l’ensemble du message peu probable : Pe = 1 −
(
1−Pbe
)n
. Un code correcteur
permet de limiter ces erreurs. Nous verrons d’abord leur principe, puis leur utilisation
pour le tatouage.
3.2.1 Principes
La correction d’erreur se fait en ajoutant de la redondance au message a` coder.
Dans le cas binaire, a` partir d’un message de k bits, le codeur ge´ne`re un mot de code
de n bits. C’est donc une fonction
{0, 1}k −→ U ⊂ {0, 1}n
f : m 7−→ u. (3.9)
Le rendement du code est de´fini par r = k/n. On mesure sa performance par la distance
minimale dmin du code, c’est-a`-dire la distance entre les deux e´le´ments de U les plus
proches. La correction d’erreur (le de´codage) consiste a` retrouver le mot de code u? ∈ U
le plus proche du signal rec¸u. La fonction f−1() donne alors le message correspondant.
On voit ainsi pourquoi la distance minimale intervient dans le pouvoir de correction du
code : si le signal a` de´coder est se´pare´ du bon mot de code par une distance supe´rieure
a` dmin/2, il est possible que le mot de code le plus proche ne soit pas celui initialement
transmis. D’un point de vue ge´ome´trique, dans un espace n-dimensionnel, les mots de
codes de´finissent des hyper-sphe`res de robustesse de rayon dmin/2. Lorsque le signal
quitte la sphe`re, il peut eˆtre mal de´code´. L’apport d’un code sur la probabilite´ d’erreur
par bit est e´value´e [Des01] graˆce a`
Pbe '
1
2
erfc
[√
dmin
Eb
2N0
]
. (3.10)
La recherche de l’e´le´ment le plus proche dans un ensemble de grande dimension est
un proble`me algorithmique qui, pour des e´le´ments non ordonne´s, n’a pas de meilleure
solution que la recherche se´quentielle exhaustive. De´coder un message peut donc eˆtre
tre`s complexe (en O(2k)). Cela n’est re´alisable que pour des messages de petite taille.
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De plus, seule une re´partition uniforme des mots de codes peut permettre d’atteindre les
limites de capacite´ vues pre´ce´demment. Des solutions sous-optimales plus rapides ont
donc e´te´ de´veloppe´es. La premie`re est de conside´rer des codes en bloc, tels que les codes
BCH ou de Reed-Solomon. Le message est divise´ en blocs, code´s inde´pendamment, et le
tout est concate´ne´ pour former le mot de code u. Le de´codage se fait e´galement par bloc,
avec des recherches dans des espaces re´duits. La seconde solution permettant d’obtenir
une bonne distance minimale et une vitesse de de´codage acceptable est donne´e par les
codes convolutifs. L’encodage se fait graˆce a` des registres a` de´calage, alimente´s par
les bits du message. A` chaque top d’horloge, les registres se de´calent et r−1 bits sont
ge´ne´re´s par combinaison line´aire des e´le´ments des registres. Cette technique permet
d’obtenir un ensemble U ordonne´ par la corre´lation entre les bits des mots de code.
L’algorithme de Viterbi [Vit67] exploite cette proprie´te´ par la construction d’un graphe
d’e´tats (un treillis convolutif). Chaque chemin de ce graphe correspond a` un mot de
code possible et la recherche consiste a` trouver le chemin minimisant l’erreur avec le
signal observe´. La complexite´ est line´aire (en O(k)).
Un bond en avant dans les performances a e´te´ fait en 1993 par les turbo-codes
[BGT93]. Cette technique, appliquable aux deux types de codes vus au-dessus, utilise
deux codeurs diffe´rents. Le re´sultat du de´codage de l’un sert d’a priori a` l’autre, de
fac¸on ite´rative. Les codes LDPC (low-parity density-check codes) permettent e´galement
d’atteindre d’excellentes performances. Ils ont e´te´ initialement invente´s dans les anne´es
1960 [Gal63], mais ont eu peu de succe`s a` l’e´poque a` cause de leur complexite´ impor-
tante et de l’arrive´e des codes de Reed-Solomon. Ils ont e´te´ rede´couverts a` la fin des
anne´es 1990 et depuis, leurs performances et les progre`s en terme de capacite´ de calcul
les ont remis a` l’ordre du jour.
De fac¸on ge´ne´rale, il y a deux moyens de de´coder un message rec¸u. La premie`re
est de convertir l’estimation obtenu en symbole (en choisissant bien suˆr le plus proche)
et de de´coder cette suite de symboles. C’est un de´codage avec de´cision dure (hard
decoding). L’autre moyen est de directement envoyer au de´codeur les estimations :
c’est le de´codage avec de´cision souple (soft decoding). Ce dernier offre de meilleures
performances. Supposons une fonction de codage simple telle que f(0) = {+1 − 1 +1}
et f(1) = {−1 +1−1}. Le symbole 1 est envoye´, c’est-a`-dire le mot de code {−1 +1−1}.
A` la re´ception, on estime la suite {+0, 1 +0, 9 +0, 2}. Avec le de´codage hard, il y a prise
de de´cision sur les symboles recu, et c’est donc la suite {+1 + 1 + 1} qui est de´code´e.
Dans ce cas, le mot de code le plus proche est celui correspondant a` 0. Il y a donc une
erreur de transmission. Avec le de´codage souple, le de´codeur choisi le mot de code le
plus proche de {+0, 1 + 0, 9 + 0, 2} : c’est celui qui correspond a` 1. La transmission
est correcte. La figure 3.3 (issue de nos expe´rimentations) montre la supe´riorite´ du
de´codage souple pour un codeur convolutif associe´ a` un de´codeur de Viterbi (courbes
en trait plein a` comparer a` celles de meˆme couleur en pointille´s).
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(b) Probabilite´s d’erreur par message
Fig. 3.3 – Probabilite´s d’erreur obtenus avec ou sans codage (k = 100, codes convolutifs
avec longueur de contrainte e´gale a` 9)
3.2.2 Application au tatouage
Une particularite´ du canal forme´ par le tatouage est que l’e´nergie maximale du
signal transmis (la distorsion introduite) est limite´e. De ce fait, inse´rer n = k/r bits
au lieu de k bits re´duit l’e´nergie par bit d’un facteur r−1, et donc d’autant le rapport
signal-a`-bruit Eb/N0 du canal. On a donc l’estimation de probabilite´ d’erreur par bit
Pbe '
1
2
erfc
[√
dmin
r × Eb
2N0
]
. (3.11)
On peut en de´duire que le codage par simple re´pe´tition (dmin = r−1) n’apporte pas de
gain. Au contraire, si dmin > r−1, un gain de performance est apporte´. Cela est visible
sur la figure 3.3 ou` le rapport Eb/N0 en abscisse est normalise´ par le rendement du
code, pour souligner l’importance de la distance minimale du code.
Plusieurs e´tudes ont mis en e´vidence l’apport de codes correcteurs dans le tatouage.
Ainsi Baudry et al. [BDS+01] ont e´tudie´ l’inte´reˆt des codes BCH. Pe´rez-Gonza`les et
al. [PGHB01] ont propose´ une e´tude pousse´e sur les codes de Hamming, les codes BCH
et les codes convolutifs, dans le cadre d’une de´cision hard ou soft. Ils montrent que les
codes convolutifs apportent le meilleur compromis entre performance et complexite´.
3.3 Canaux avec information adjacente
Les canaux AWGN et SAWGN permettent, en mode´lisant les attaques sous la forme
d’ajout de bruit et de facteur d’e´chelle, de de´river des formules de capacite´. Ne´anmoins,
la caracte´ristique fondamentale du tatouage est que le message est transmis via un
signal hoˆte, intervenant dans les caracte´ristiques du canal. Dans le cas d’un signal hoˆte
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Fig. 3.4 – Transmission d’un signal w via un canal gaussien avec information adjacente
disponible a` l’encodage
x mode´lise´ par X ∼ N (0, Q), le signal rec¸u est donne´ par y′ = x+ w + z et la capacite´
est, d’apre`s l’e´quation 3.6
C =
1
2
log2
[
1 +
P
Q+N
]
. (3.12)
Or, ce bruit est parfaitement connu au moment de l’encodage permettant d’obtenir w.
Ce type de canal a e´te´ e´tudie´ par Costa [Cos83], qui en a de´duit une limite de capacite´
e´tonnante : le bruit pre´sent a` l’encodage n’influe pas sur la capacite´ du canal. Il exhibe
un sche´ma de codage the´orique permettant d’atteindre cette capacite´, pre´sente´ dans la
suite de cette section.
3.3.1 Sche´ma de Costa
Les travaux de Gel’fand et Pinskert [GP80] et de Heegard et El Gamal [EH83]
montrent que la capacite´ d’un canal sans me´moire avec l’information x disponible a`
l’encodeur est de´finie par
C = max
Pr(u,w |x)
{
I(U ;Y ′)− I(U ;X)} . (3.13)
avec U variable ale´atoire repre´sentant le dictionnaire utilise´. Costa re´sout cette maxi-
misation en identifiant la forme optimale de ce signal : u = w + αx, et donc U ∼
N (0, P + α2Q). La capacite´ du canal est alors de´finie par
C = max
α
{
I(U ;Y ′)− I(U ;X)} (3.14)
avec I(U ;Y ′) =
1
2
log2
[
(P +Q+N)(P + α2Q)
PQ (1− α)2 +N (P + α2Q)
]
(3.15)
et I(U ;X) =
1
2
log2
[
P + α2Q
P
]
. (3.16)
Le maximum est obtenu pour α = P/(P +N), donnant
C =
1
2
log2
[
1 +
P
N
]
. (3.17)
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De cette de´monstration de´coule le sche´ma de Costa (connu sous le nom d’ICS pour ideal
Costa scheme). Le signal u est un mot de code issu d’un dictionnaire U compose´ de
2n(I(U ;Y
′)−²) e´le´ments, avec ² tendant vers ze´ro quand n tend vers l’infini. Le dictionnaire
U est divise´ en 2n(C−²) sous-dictionnaires Um : a` chaque message possible m est associe´
un sous-dictionnaire. Au moment de l’encodage de m, le mot de code u? ∈ Um tel que u?
et x soient typiquement joints est recherche´. La formule du signal transmis est donne´e
par
w = u? − αx (3.18)
⇔ y = (1− α) x+ u?.
Le de´codage se fait en recherchant le mot de code û ∈ U tel que celui-ci et y′ soient ty-
piquement joints. Le sous-dictionnaire Ubm auquel il appartient donne le message de´code´
m̂. La formulation de l’e´quation 3.18 met en e´vidence le principe essentiel du sche´ma
de Costa. Plutoˆt que d’ajouter un mot de code potentiellement orthogonal au bruit
de´ja` pre´sent3, ce bruit est dirige´ vers le mot de code u?/α correspondant au message a`
transmettre, sans toutefois l’atteindre. La taille du dictionnaire et sa subdivision, ainsi
que le parame`tre α sont calcule´s afin que statistiquement, le signal w soit d’e´nergie
suffisante pour que y puisse eˆtre place´ a` l’inte´rieur de la zone de robustesse de u?, et
qu’il faille y ajouter un bruit d’e´nergie au moins e´gale a` N pour en sortir.
La difficulte´ pratique de ce sche´ma est la construction du dictionnaire structure´,
avec des mots de code et des sous-dictionnaires bien re´partis. Costa utilise dans sa
de´monstration un dictionnaire ale´atoire afin de s’assurer de cette bonne re´partition
(graˆce a` l’asymptotic equiparition property [CT91]), mais sa taille rend toute mise en
pratique irre´aliste.
3.3.2 Propositions pratiques
Malgre´ le gain potentiel de performance possible graˆce au sche´ma de Costa, une
application directe en grande dimension (la capacite´ the´orique e´tant atteinte quand n
tend vers l’infini) est impossible de par sa complexite´. Plusieurs approches pratiques,
portant principalement sur la construction d’un dictionnaire structure´, plus ou moins
sous-optimales, ont e´te´ propose´es afin de s’approcher de la limite de l’e´quation 3.17.
Modification du tatouage par quantification
Le tatouage par quantification (section 1.2.2) peut eˆtre vu comme un tatouage
avec prise en compte de l’information adjacente. En effet, le signal hoˆte est modifie´
de fac¸on a` correspondre a` un e´tat de quantification, c’est-a`-dire un mot de code. Cela
de´finit un dictionnaire re´parti uniforme´ment dans l’espace (mono-dimensionnel pour la
quantification scalaire) structure´ en affectant un message a` chaque mot de code, comme
illustre´ par la figure 3.6 pour un code a` deux dimensions.
3Soit une insertion du type x+ w avec w issu du codage du message sans prise en compte de x.
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Fig. 3.5 – Principe du SCS, base´ sur une quantification scalaire du signal hoˆte
Dans le tatouage par quantification classique, le signal y tatoue´ est le mot de code
(l’e´tat de quantification) le plus proche des donne´es hoˆtes. Or, un des principes de l’ICS
est de rapprocher le signal hoˆte vers le mot de code le plus proche, graˆce au parame`tre
α de l’e´quation 3.18, plutoˆt que de lui imposer une certaine valeur. Fort de cette consta-
tation, le SCS (scalar Costa scheme) de Eggers et al. [EBTG02] introduit ce principe
dans son pre´ce´dent sche´ma de tatouage par quantification [EG00], comme illustre´ par
la figure 3.5. Si cela augmente les performances du tatouage par quantification clas-
sique, les re´serves e´mises dans la section 1.2.2 sur ce type de technique sont toujours
d’actualite´ : pas de re´sistance vis-a`-vis du bruit multiplicatif, et besoin de connaˆıtre le
pas de quantification a` l’extraction.
Dictionnaires structure´s issus de codes correcteurs
Malgre´ l’apparente ade´quation des codes issus d’une lattice dans le cadre des canaux
avec information adjacente, ils ne sont pas de meˆme e´nergie. Cette lacune les rend
sensibles au changement d’e´chelle du canal. De plus, la bonne re´partition des mots
de code dans l’espace n’est pas assure´e. Une autre solution pour la construction de
codes structure´s est de s’inspirer des codes correcteurs d’erreurs. En effet, les proprie´te´s
recherche´es par Costa sont les meˆmes qu’en codage canal.
Ainsi, Miller et al. [MDC02] utilisent un treillis modifie´ pour obtenir un dictionnaire,
illustre´ par la figure 3.7. Un treillis est un graphe caracte´rise´ par un nombre d’e´tats
2r et un nombre de symboles k. Il comporte k × 2r sommets. Dans le cas binaire,
un treillis classique tel qu’utilise´ dans les codes correcteurs d’erreurs comporte deux
arcs par sommet (un par bit), comme sur la figure 3.7(a). A` une suite de bits (un
message) correspond donc un chemin unique. L’ide´e de Miller est d’avoir plusieurs
chemins possibles par message. Pour cela, il multiplie le nombre d’arcs : pour un sommet
(s, t) et un bit donne´, il y a i arcs possibles vers un sommet de t+ 1 (figure 3.7(b) ou`
i = 2). Et donc le graphe comporte ik chemins possibles par message, comme le montre
la figure 3.7(c).
Ces arcs sont value´s par des vecteurs de symboles pseudo-ale´atoires. Un chemin
correspond donc a` une suite de symboles. Lors de l’encodage du message m, le chemin
le plus proche des donne´es hoˆtes x est choisi entre les ik possibles (en n’autorisant que
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Fig. 3.6 – Construction d’un dictionnaire structure´ en utilisant des quantificateurs
les transitions correspondant au message a` coder) graˆce a` un algorithme de Viterbi.
L’extraction du message est faite en de´codant les donne´es rec¸ues y′, toujours par Vi-
terbi, mais cette fois en conside´rant l’ensemble des chemins possibles (le treillis de la
figure 3.7(b)).
Miller et al. conseillent dans leur article d’utiliser un treillis dont tous les sommets
de t + 1 sont accessibles depuis n’importe quel sommet de t (c’est-a`-dire 2r arcs par
sommet et par bit). Or, le pouvoir de correction du treillis est tre`s re´duit dans ce cas.
Ils compensent en valuant les arcs par de tre`s longues se´quences pseudo-ale´atoires, as-
surant ainsi une distance minimale correcte.
Le codage par syndrome, introduit par Pradhan et Ramchandran [PR00], est vu
par Chou et al. [CPR99, CPGR00, CPR01] comme une fac¸on de construire un code
structure´ utilisable dans le cadre de canaux avec information adjacente, et donc dans
le tatouage.
Tout code correcteur binaire peut eˆtre vu comme l’ajout de bits de parite´ aux bits
du message que l’on souhaite coder [CMB02]. La notation de l’e´quation 3.9 peut donc
s’e´crire
{0, 1}k −→ U ⊂ {0, 1}k+(n−k)
f : m 7−→ u = m • p (3.19)
ou` a • b repre´sente la concate´nation des vecteurs a et b. Le syndrome d’un mot est la
diffe´rence entre les bits de parite´ de ce mot et les bits de parite´ normalement obtenu
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par codage du message :
syn(u′ = m • p′) = les n− k derniers bits de f(m)⊕ u′. (3.20)
Un syndrome diffe´rent de 0 indique donc que le mot de code rec¸u comporte une ou
plusieurs erreurs, mais n’informe pas sur la manie`re de corriger.
Le codage par syndrome consiste a` envoyer le message via le syndrome du mot
transmis. Ce type de codage a la proprie´te´ d’eˆtre structure´, comme l’exige le sche´ma
de Costa. En effet, de nombreux mots peuvent donner le meˆme syndrome et donc
correspondre au meˆme message transmis. Ainsi, si l’on souhaite coder le message 0,
tous les mots de la forme f(x) avec x ∈ {0, 1}k sont possibles. Afin de trouver le mot
de code le plus proche, il faut de´coder le signal hoˆte en limitant les chemins du treillis
aux diffe´rents mots de code correspondant au message a` transmettre. Cela est fait par
un algorithme de Viterbi applique´ a` un treillis dont les valeurs des arcs sont change´s
afin de correspondre au bon syndrome. Ce principe est tre`s similaire a` celui des codes
de Miller.
Conclusion
Transmettre un message via un document pouvant eˆtre attaque´ est assimilable a`
un proble`me de communication. L’analogie entre le tatouage et le codage canal a e´te´
faite assez rapidement dans la litte´rature. En assimilant le signal hoˆte a` un canal bruite´
par des attaques, le codage canal permet une mode´lisation the´orique du tatouage et
donne les formules de capacite´ ou de probabilite´s d’erreur associe´es. De plus, le codage
canal apporte des outils tels que les codes correcteurs, permettant d’obtenir de forts
gains de performances (baisse de probabilite´ d’erreur ou augmentation de la robustesse).
Toutefois, meˆme si de nombreux auteurs proposent d’utiliser des codes correcteurs pour
ame´liorer les performances de leur sche´ma, peu ont ve´ritablement conside´re´ le tatouage
comme de la communication et de´finit leur sche´ma en conse´quence. On voit plutoˆt des
techniques de communication se greffer plus ou moins heureusement sur des sche´mas
de tatouage existants
Enfin, les canaux avec information adjacente disponible a` l’encodage trouvent avec
le tatouage une application. Les travaux the´oriques sur ce type de canaux ont montre´
qu’il e´tait possible d’obtenir des performances bien supe´rieures aux limites obtenues en
conside´rant le tatouage comme un proble`me de canal bruite´ classique. Ne´anmoins, le
sche´ma the´orique amenant a` la de´monstration de ces performances ne peut eˆtre utilise´
directement, et les de´rivations pratiques (notamment celles base´es sur la quantification)
restent sous-optimales.
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(a) Treillis convolutif classique (un arc par sommet et par
bit) a` 8 e´tats et 8 symboles
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(b) Treillis avec deux arcs par sommet et par bit
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(c) Treillis permettant de coder m = {10011010}
Fig. 3.7 – Construction d’un dictionnaire structure´ par un treillis convolutif se-
lon [MDC02] (arcs bleus pour le bit 0 et arcs rouges pointille´s pour le bit 1)
Chapitre 4
Adapter la marque au signal hoˆte
Bien que nous ayons vu dans le chapitre pre´ce´dent que le tatouage est assimilable
a` la transmission d’un message sur un canal bruite´, une diffe´rence importante entre le
codage canal et le tatouage est que ce dernier s’inscrit au sein d’un document, dont les
qualite´s perceptuelles ne doivent pas eˆtre endommage´es. Coder le message sans tenir
compte du signal hoˆte, en respectant uniquement la contrainte de distorsion maximale,
peut donc amener a` un signal marque´ fortement de´grade´.
Les premie`res tentatives pour prendre en compte l’impact perceptuel dans le ta-
touage ont e´te´ empiriques et base´es sur des observations. L’introduction de mesures per-
ceptuelles (voir la section 2.3) a permis ensuite une adaptation plus fine. Dernie`rement,
ces techniques sont remises en cause par l’utilisation de la the´orie des jeux : la prise en
compte du comportement de l’attaquant permet de rede´finir la strate´gie d’allocation
de la marque.
4.1 Techniques empiriques
La mesure de fide´lite´ la plus courante entre deux signaux est le PSNR (e´quation 2.6).
Elle ne fait pas intervenir d’aspect perceptuel, et donc tous les e´chantillons sont de meˆme
importance dans ce calcul. Si l’on reste dans cette optique, il est logique de construire
un signal de marque dont l’e´nergie est re´partie uniforme´ment sur chaque e´chantillon :
∀i ∈ {1, 2, . . . , n}, σ2Wi = eqm(x, y).
Une des caracte´ristiques du syste`me visuel humain, vu dans la section 2.3.1, est que
l’œil est plus sensible aux modifications touchant les basses fre´quences (zones uniformes)
plutoˆt que les hautes fre´quences (contours et zones tre`s texture´es). Une ide´e est donc
de privile´gier ces dernie`res lors de la re´partition de l’e´nergie de la marque. Ne´anmoins,
les hautes fre´quences sont sujettes a` de fortes de´gradations lors d’attaques comme les
compressions JPEG ou MP3, de´gradations qui peuvent supprimer la marque. Il faut
donc trouver un compromis entre invisibilite´ et robustesse.
L’ide´e la plus e´vidente est de marquer uniquement dans les moyennes fre´quences.
Ainsi, Csurka et al. [CDRP99b] utilisent une transforme´e de Fourier et se´lectionnent
les coefficients correspondant aux moyennes fre´quences du spectre. Une autre approche
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est donne´e par Piva et al. [PBBC97, PBBC98], utilisant le domaine DCT. Les premiers
coefficients de l’organisation en zig-zag sont e´vite´s (les plus basses fre´quences) et les
autres sont tatoue´s en utilisant
yi = xi + wi (4.1)
= xi + α|xi| × wi, (4.2)
ou` α, dont la valeur est commune a` tous les e´chantillons de x, sert a` re´gler le compromis
robustesse/invisibilite´ du tatouage, et wi est le codage du message a` transmettre issu
par exemple d’un e´talement de spectre, suivant une loi Normale N (0, 1). Cette forme
d’insertion, ou` la force de la marque de´pend directement de la valeur absolue du coef-
ficient hoˆte, est justifie´e par le fait que le seuil de visibilite´ de´pend de l’amplitude du
signal hoˆte1.
4.2 Adaptation perceptuelle
La me´thode de Piva vue au-dessus tente de prendre en compte un aspect perceptuel
lors de l’insertion de la marque, mais de fac¸on assez simpliste. Plus ge´ne´ralement,
comme le remarquent Cox et al. [CMB02], il y a essentiellement deux possibilite´s de
conside´rer l’impact perceptuel du tatouage. La premie`re2 est de choisir une distorsion
s’appuyant sur un crite`re psycho-visuel ou psycho-acoustique, comme par exemple une
MSE ponde´re´e comme de´crit dans la section 2.3.2, au lieu du classique PSNR et de ses
de´rive´s. Dans ce premier cas, l’insertion est du type yi = xi+αwi avecW ∼ N (0, 1), et
α est re´gle´ afin de respecte´ une distorsion Dxy maximale. Ainsi, une image tre`s texture´e
pourra eˆtre marque´e plus fortement (parame`tre α important) qu’une image avec de
nombreuses re´gions uniformes. Cette technique permet d’adapter la force globale de la
marque signal par signal. Cela est illustre´ par la figure 4.1 : l’image Baboon est tre`s
texture´e, a` l’oppose´ de l’image Rose. Avec la meˆme contrainte de distorsion3 Dxy = 20,
l’image Baboon peut recevoir une marque donc l’e´nergie est quatre fois supe´rieure a`
celle que peut recevoir Rose, c’est-a`-dire σ2W = α
2 ' 414 pour Baboon et seulement
σ2W ' 103 pour Rose.
Cette me´thode d’ajustement conduit a` une marque re´partie uniforme´ment sur l’en-
semble de l’image (on remarque bien un bruit blanc sur les figures 4.1(b) et 4.1(e)). Il
serait inte´ressant d’adapter la marque zone par zone, a` l’inte´rieur de l’image, comme
le fait Piva avec son wi = α|xi| × wi. Avec un crite`re perceptuel, on aurait beaucoup
d’e´nergie sur les contours et peu dans les basses fre´quences. Cette adaptation est ap-
pele´e perceptual shaping par Cox, et l’insertion est du type yi = xi + αi × wi avec αi
de´pendant de l’importance perceptuel de l’e´chantillon xi, note´ ici ϕi. On peut avoir
un simple αi ∝ ϕ−1i ou une combinaison avec un seuil de type JND (section 2.3.3) :
1The perceptibility threshold of a sinusoidal grating depends on the amplitude of the iso-frequency
signal to which it is superimposed [BBCP98].
2De´signe´e par perceptually limited embedding par Cox.
3Contrainte calcule´e en utilisant une erreur quadratique moyenne ponde´re´e (voir l’e´quation 2.8) avec
une ponde´ration ϕi de Watson [Wat93].
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(a) Image originale x de taille
512× 512 : Rose
(b) Marque w, avec α =
10, 127
(c) Image marque´e y = x+w
(d) Image originale x de taille
512× 512 : Baboon
(e) Marque w, avec α =
20, 349
(f) Image marque´e y = x+w
Fig. 4.1 – Insertion de type yi = xi + α × si avec une contrainte de distorsion Dxy =
weqm(x, y) = 20 identique pour les deux images
αi = min
(
cst× ϕ−1i , jndx(i)
)
afin de ne pas de´passer le seuil de visibilite´/audition.
Cette seconde technique est illustre´e par la figure 4.2. Comme pre´ce´demment, la meˆme
contrainte de distorsion Dxy = 20 est impose´e aux marques pour les images Baboon et
Rose. On remarque bien sur les images 4.2(b) et 4.2(e) que la marque est adapte´e au
signal hoˆte et est fortement concentre´e sur les contours. La tre`s grande majorite´ des
techniques prenant en compte l’impact perceptuel du tatouage utilise une adaptation
de ce type [DN00, JCL02].
4.3 Re´solution par the´orie du jeu
Adapter la marque en suivant son intuition ou en s’appuyant sur des mesures per-
ceptuelles comme dans les techniques pre´ce´dentes met de coˆte´ toute une partie de la
52 Adapter la marque au signal hoˆte
(a) Image originale x de taille
512× 512 : Rose
(b) Marque w, avec αi =
4, 47/ϕi
(c) Image marque´e y = x+w
(d) Image originale x de taille
512× 512 : Baboon
(e) Marque w, avec αi =
4, 47/ϕi
(f) Image marque´e y = x+w
Fig. 4.2 – Insertion de type yi = xi + αi × wi avec une contrainte de distorsion Dxy =
weqm(x, y) = 20
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chaˆıne de transmission. Comme le rappelle la figure 1.1 (page 16), la transmission du
message passe par trois e´tapes : insertion, transmission (attaques) et extraction. Afin
de garantir la meilleure robustesse, il faut conside´rer ces trois phases pour adapter la
marque.
Cette remarque a e´te´ faite de`s 1997 par Cox et al. [CKLS97]. Si l’on conside`re la
dernie`re technique de la section pre´ce´dente, consistant a` prendre une marque de´pendante
d’un facteur perceptuel local en chacun des e´chantillons a` marquer, la marque est
principalement concentre´e sur les composantes les moins significatives d’un point de
vue perceptuel (contours de la figure 4.2(b)), afin de maximiser l’e´nergie globale de la
marque tout en respectant la contrainte de distorsion. Or, ce sont ces composantes qui
seront attaque´es en priorite´ par les traitements les plus usuels, comme la compressions
JPEG ou MP3. En effet, si l’on veut supprimer ou modifier le plus d’e´le´ments d’un
signal, tout en minimisant l’impact perceptuel, il est logique de s’attaquer en priorite´
aux composantes les moins significatives. Ainsi, si le marqueur (la phase d’insertion) et
l’attaquant agissent isole´ment, ils vont se concentrer sur les meˆmes e´le´ments. Au final,
la marque risque d’eˆtre tre`s de´grade´e. Ce raisonnement aboutit a` une conclusion assez
tranche´e de la part de Cox : the watermark should not be placed in perceptually insigni-
ficant regions of the image (or its spectrum) since many common signal and geometric
processes affect these components. Elle aura ne´anmoins de nombreux adeptes par la
suite [WPD99, SC02, HWS02].
De fac¸on plus ge´ne´rale, la relation entre la phase d’insertion et les techniques d’at-
taque peut eˆtre vue comme un jeu entre un attaquant et un de´fenseur [OME98].
Conside´rons une mesure de performance du sche´ma, telle que la probabilite´ d’erreur
Pe ou la capacite´ du canal de tatouage. L’attaquant veut minimiser la performance en
respectant une contrainte de distorsion maximale Dmaxa , tandis que le de´fenseur veut
maximiser la performance avec une contrainte de distorsion d’insertion Dmaxxy .
La premie`re tentative de re´solution du jeu fut donne´e par Su et al. [SG99]. Ils
conside`rent des distorsions de type EQM (pas de ponde´ration perceptuelle) et analysent
plusieurs couples attaque/de´fense. La premie`re attaque est tout simplement l’ajout
de bruit gaussien (et donc un canal AWGN comme de´crit dans la section 3.1.2). La
meilleure strate´gie a` adopter dans ce cas du point de vue du de´fenseur est d’utiliser une
marque de spectre proportionnellement similaire a` celui du signal hoˆte. Cette condition
est baptise´e PSC pour power-spectrum condition et est re´sume´e par : the watermark
should look like the original. On peut remarquer que la technique de Piva de type
wi = α|xi| × wi respecte le PSC, et que d’autres papiers aboutissent a` une forme de
marque e´quivalente [SKH02].
Le simple ajout de bruit gaussien e´tant sous-optimal, ils de´finissent une attaque
optimale dans un papier plus re´cent [SEG01a]. Elle se compose de l’ajout de bruit
gaussien dans les cas ou` la distorsion d’attaque possible est faible, et de la suppression
de l’e´chantillon conside´re´ pour les distorsions les plus fortes (que l’on peut mode´liser
par un canal SAWGN, section 3.1.3). Mais dans cette configuration, une marque PSC
n’est pas optimale, et ils proposent une me´thode ite´rative nume´rique afin de trouver la
solution du jeu.
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Analytiquement, le jeu se formule par une optimisation de type max-min [CL00,
CL01, Mou01, MI01a]. Conside´rons l’ensemble E(Dmaxxy ) des re´partitions possibles de
la marque telles que celles-ci respectent la contrainte de distorsion maximale Dmaxxy , et
l’ensemble A(Dmaxa ) de toutes les attaques possibles respectant la contrainte Dmaxa . La
performance optimale est donne´e par
p? = max
e∈E(Dmaxxy )
min
a∈A(Dmaxa )
perf(e, a), (4.3)
ou` perf(e, a) est la performance de la transmission du sche´ma de tatouage (capacite´,
probabilite´ 1−Pe, . . .) avec une e´nergie re´partie suivant e et apre`s une attaque a. Les
papiers traitant de la re´solution de l’e´quation 4.3 diffe`rent par les gammes d’attaques
possibles, la distribution suppose´e du signal hoˆte et les mesures de distorsion. Ainsi,
Cohen et Lapidoth [CL02] conside´rent un signal gaussien et uniforme´ment distribue´,
avec une distorsion de type EQM. Ils calculent la capacite´ du canal de tatouage soumis
a` une attaque de type SAWGN (ajout d’un bruit gaussien z et facteur d’e´chelle γ¯).
Le premier re´sultat est obtenu en utilisant une mesure de distorsion d’attaque calcule´e
entre le signal marque´ et le signal attaque´. Ils trouvent alors
C =
1
2
log2
[
1 +
Dxy
Dyy′
]
, (4.4)
avec
Dxy =
n∑
i=1
(xi − yi)2 (4.5)
et Dyy′ =
n∑
i=1
(yi − y′i)2. (4.6)
On reconnaˆıt la capacite´ de l’e´quation 3.17. En utilisant une mesure de distorsion
d’attaque calcule´e entre le signal d’origine x et le signal marque´ puis attaque´ y′, la
formule de capacite´ est alors
C =
1
2
log2
[
1 +
Dxy
Dxy′ −Dxy
[
1− Dxy′
σ2X
]]
, (4.7)
ou` σ2X est la variance du signal hoˆte. Les strate´gies optimales pour l’attaquant et le
de´fenseur prennent les formes suivantes :
y = γ¯ (x+ w) (4.8)
y′ = γ¯ (y + z) . (4.9)
Les parame`tres sont donne´s par
γ¯ =
σ2X −Dxy
σ2X
(4.10)
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γ¯ =
σ2X −Dxy′
σ2X −Dxy
(4.11)
σ2Z = (Dxy′ −Dxy)
σ2X −Dxy′
σ2X −Dxy
. (4.12)
On voit depuis l’e´quation 4.8 que le simple tatouage additif n’est pas le plus efficace.
On remarque e´galement que le facteur γ¯ correspond a` l’expression d’un filtre de Wiener
dont le but serait de re´duire l’impact de la marque w. De la meˆme fac¸on, le facteur γ¯
est en fait l’expression du filtre de Wiener atte´nuant la marque et le bruit ajoute´ z/γ¯.
L’attaque consiste a` ajouter du bruit et a` le filtrer.
Des travaux similaires ont e´te´ propose´s par Moulin [Mou01, MM03], e´tendus a` des
signaux non identiquement distribue´s. Il conside`re un signal hoˆte non i.i.d. se´pare´ en
canaux gaussiens paralle`les (de´ja` e´voque´s dans la section 2.2). La capacite´ totale est
alors la somme des capacite´s atteignables sur chacun des k canaux :
C = max
dxy
min
dxy′
k∑
i=1
ri × Γ(σ2i , dxy(i), dxy′(i)), (4.13)
ou` σ2i est la variance du i
e`me canal, ri le rapport entre nombre d’e´chantillons du ie`me ca-
nal et nombre total d’e´chantillons, dxy(i) la distorsion d’insertion sur ce canal, dxy′(i)
la distorsion d’attaque. La fonction Γ() mesure la capacite´ atteignable avec les ca-
racte´ristiques passe´es en parame`tres (voir l’e´quation 4.7). On retrouve le jeu entre
attaquant et de´fenseur de l’e´quation 4.3 : l’attaquant recherche une re´partition dxy′ de
sa distorsion afin de minimiser capacite´ du canal, tout en respectant
k∑
i=1
ri × dxy′(i) ≤ Dmaxxy′ , (4.14)
et le de´fenseur souhaite maximiser cette capacite´ avec une contrainte de distorsion de la
meˆme forme. L’auteur pre´cise que les re´sultats peuvent eˆtre e´tendues a` des distorsions
de type wEQM (avec ponde´ration perceptuelle, voir la section 2.3.2) en multipliant
chaque e´chantillon xi du signal hoˆte par
√
ϕi, ou` ϕi est la ponde´ration correspon-
dante [MM01].
Conclusion
Meˆme si le codage canal apporte des solutions pour coder le message a` transmettre,
il ne tient pas compte des contraintes d’invisibilite´ du tatouage, ni des interactions entre
marqueur et attaquant. La re´partition de la marque au sein du document hoˆte est un
facteur important sur l’impact de la marque et sa robustesse.
Si les premie`res ide´es de re´partitions diffe´rentes de l’uniformite´ furent dicte´es par
l’intuition, la prise en compte de facteurs perceptuels a permis depuis de re´soudre le
proble`me de l’invisibilite´, mais pas celui de la robustesse vis-a`-vis des attaques volon-
taires. Voir les interactions entre marqueur et attaquant comme un jeu autorise l’uti-
lisation d’optimisation de type max-min : en conside´rant une mesure de performance
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commune aux deux parties et des contraintes de distorsion, il est possible de de´finir
une attaque optimale et e´galement la re´partition optimale de la marque permettant
d’obtenir la meilleure performance.
Deuxie`me partie
E´talement de spectre pour le
tatouage
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Introduction
La premie`re partie de ce manuscrit a donne´ un aperc¸u des tendances en terme de
tatouage. L’une des principales conclusions est que le tatouage est un proble`me de com-
munication. Il est a` ce titre le´gitime d’utiliser les notions et les outils de´veloppe´s dans
ce domaine. Un point fait ne´anmoins la diffe´rence entre tatouage et simple communi-
cation : le document hoˆte. La contrainte imposant que l’information pre´sente lors de
l’encodage du message a` transmettre (conside´re´e comme du bruit) doit rester utilisable
malgre´ l’ajout d’une marque et apre`s attaque est ine´dit en terme de communication. La
transmission d’un message doit donc a` la fois jouer avec les notions de codage (modu-
lation, codes correcteurs, . . .) mais aussi avec des distorsions, des aspects perceptuels
et de´jouer des strate´gies d’attaque. On se´pare ce proble`me en deux aspects. Il faut
tout d’abord de´finir un canal de tatouage. Cette de´finition doit prendre en compte des
contraintes de distorsion afin que la marque soit quasi-imperceptible. Il faut pour cela
adapter l’e´nergie de la marque en fonction du signal hoˆte (chapitre 4 de la premie`re
partie), mais aussi en fonction des attaques que le document marque´ sera susceptible de
rencontrer. L’autre aspect concerne le codage du message. Les travaux de Costa [Cos83],
pre´sente´s dans le chapitre 3, trouvent une excellente application dans le tatouage, et
montrent qu’il est possible d’obtenir de bien meilleures performances avec un codage
adapte´.
Plusieurs travaux ont tente´ de de´finir un canal de tatouage prenant en compte une
distorsion et d’e´ventuelles attaques. Les plus performants mode´lisent l’interaction entre
l’insertion et les attaque par un jeu. Les articles de Cohen et Lapidoth [CL00, CL01],
pre´sente´s dans la section 4.3 de la partie 1, ont permis de de´finir la forme optimale de
la marque (ajout d’une marque puis filtrage de Wiener) et la forme de l’attaque (bruit
et filtrage) dans le cas de signaux identiquement distribue´s et gaussiens. Une limite de
capacite´ en est de´duite. Or, les signaux multimedia ge´ne´ralement rencontre´s suivent
rarement une simple loi Normale (voir la section 2.2 de la page 31).
Leurs derniers travaux [CL02] et ceux de Moulin [Mou01, MM03] e´tendent cette
e´tude aux signaux non i.i.d. en subdivisant le signal hoˆte en canaux paralle`les gaussiens.
Les e´chantillons du signal qui suivent une loi similaire sont regroupe´s en sous-canaux4.
Une optimisation de type max-min permet de de´finir la forme de l’attaque optimale et
4Chaque e´chantillon est suppose´ suivre une loi N (0, σ2Xi). La variance est calcule´e en utilisant une
feneˆtre centre´e sur l’e´chantillon conside´re´. Toutes ces variances sont quantifie´es, donnant ainsi des
groupes d’e´chantillons aux proprie´te´s statistiques proches.
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la de´fense (la re´partition de l’e´nergie de la marque ajoute´e) correspondante. La capacite´
totale est la somme des capacite´s obtenues sur chacun des canaux. Ne´anmoins, le fait
d’optimiser sur des canaux inde´pendants pose des proble`mes si l’attaquant ne choisit
pas l’attaque optimale telle que de´finie par le jeu. Un exemple fictif est donne´ par la
figure 3, en conside´rant deux canaux. La distorsion d’insertion maximale est de 10, et
la distorsion d’attaque de 20. La re´solution du jeu nous donne la meilleure re´partition
de l’attaque : dxy′(1) = 9 sur le premier canal et dxy′(2) = 11 sur le second. La meilleure
strate´gie de de´fense est alors de prendre dxy(1) = 3 et dxy(2) = 7. La capacite´ totale
atteignable dans ces conditions est alors de 8 bits. Deux bits sont donc transmis sur
le premier canal et six sur le second. Or, l’attaquant a inte´reˆt a` changer de strate´gie.
Ainsi, sur la figure 3(b), il concentre son attaque sur le second canal. Les six bits trans-
mis ne seront probablement pas extraits correctement, faisant chuter la capacite´ totale
(seuls les deux bits du canal 1 seront corrects). Pourtant, cette strate´gie d’attaque
n’est pas optimale : la capacite´ totale est potentiellement infinie car un canal n’est pas
attaque´. Mais comme le cas n’a pas e´te´ pre´vu, seuls deux bits ont e´te´ transmis. Une
fois la strate´gie d’insertion fixe´e, l’attaquant a donc tout inte´reˆt a` choisir une strate´gie
d’attaque autre que celle normalement pre´vue. Le jeu n’aboutit pas a` un e´quilibre. Un
autre point sensible de ce type de canaux est que le receveur doit pouvoir reconstruire
les sous-canaux a` partir du signal marque´ et attaque´ (une attaque perturbant la re-
construction en modifiant les proprie´te´s statistiques des e´chantillons peut fortement
perturber la transmission). Il doit e´galement connaˆıtre le nombre de bits transmis sur
chacun des canaux.
Afin d’e´viter ses e´cueils, une solution est de transmettre l’ensemble des bits sur un
canal global commun. De ce fait, une attaque plus faible que pre´vue ne pourra donner
que de meilleurs re´sultats. Certes, si k bits sont inse´re´s, il sera bien suˆr impossible d’en
extraire plus de k, mais cela pourra par exemple se re´percuter par un gain en terme de
probabilite´ d’erreur. Les proble`mes concernant la subdivision du signal hoˆte en sous-
signaux sont aussi e´vite´s. Une solution est l’e´talement de spectre, dont le principe a
de´ja` e´te´ e´voque´ dans la section 1.2.1 de la premie`re partie. La porteuse correspondant
a` chaque symbole transmis est re´partie uniforme´ment sur l’ensemble du signal hoˆte. Si
l’attaque se concentre uniquement sur une partie du document (pour un meˆme niveau
de distorsion totale), cela va re´duire e´quitablement la performance d’extraction pour
chacun des bits. Mais en contrepartie, cette perte sera compense´e car le reste du docu-
ment ne sera pas attaque´ : la performance de la transmission ne pourra eˆtre infe´rieure
a` celle pre´vue par une optimisation de type max-min si l’on obtient un e´quilibre.
Cette partie porte donc sur l’optimisation d’un sche´ma de tatouage base´ sur l’e´tale-
ment de spectre. Le premier chapitre va introduire les notations utilise´es, puis nous
de´finirons la technique d’extraction du message inse´re´ en conside´rant des attaques de
type SAWGN. Cela aboutira a` une mesure de performance. Elle sera utilise´e dans
le chapitre suivant, au sein d’un jeu entre un attaquant et un de´fenseur. On verra
ainsi la forme de l’attaque optimale quelle que soit la strate´gie d’insertion choisie, puis
la re´partition de l’e´nergie de la marque a` privile´gier afin d’y re´sister au mieux. Le
61
          
          
          
          
          
          
          
          
         
         
         
         
         
         
         
         








         
         
         
         
         
         
         
         
 	
  
 
ﬀﬂﬁﬃﬁ
 !
"$#&%&'
 
ﬁﬃﬁ
!)(ﬀ*,+.-0/21$354
"6#&%
 

 	
87  
9

:
<;=<>
 ?
"6#&%@'
 
>
?	(A*,+.-B/2163C4
"$#&%
 
; D
:
 ?
D

 !
(a) L’attaque subie est celle pre´vue : les 8 bits sont correctement
transmis
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(b) L’attaque se concentre sur un canal : la capacite´ totale est de
2 bits
Fig. 3 – Les canaux paralle`les gaussiens face a` deux re´partitions d’attaque
chapitre 3 reprend ce jeu en conside´rant une insertion additive suivie d’un filtrage,
ce qui donne une nouvelle forme de re´partition. Enfin le dernier chapitre de´montre
expe´rimentalement l’efficacite´ de l’attaque ainsi de´finie et les performance de notre
technique de de´fense.
62
Chapitre 1
Pre´sentation du proble`me
Le tatouage par e´talement de spectre permet de coder le message a` transmettre
sur l’ensemble des e´chantillons du signal hoˆte. Une attaque e´ventuelle aura le meˆme
impact sur chacun des symboles du message, contrairement a` la technique des canaux
gaussiens paralle`les utilise´e par Moulin.
Nous verrons d’abord dans la suite de ce premier chapitre un rappel du principe du
tatouage par e´talement de spectre avec l’introduction des notations utilise´es. Puis nous
introduirons une mode´lisation des attaques lie´es a` la diffusion du document marque´ en
s’appuyant sur les canaux SAWGN. Enfin, en conside´rant ces hypothe`ses d’insertion et
d’attaque, nous exposerons la me´thode d’extraction optimale.
1.1 Insertion par e´talement de spectre
L’e´talement de spectre [PWM82] est une technique de communication permettant
de transmettre un message sur un canal tre`s bruite´. Il est par exemple utilise´ dans les
re´seaux sans fil ou encore dans les syste`mes de positionnement GPS [Dix94]. A` chaque
symbole possible et a` chaque position du symbole dans le message a` transmettre est
associe´ un vecteur porteur. La somme des ces vecteurs va constituer le signal a` trans-
mettre. L’extraction se fait en recherchant les vecteurs porteurs au sein du signal rec¸u.
La robustesse de l’e´talement de spectre en fait notre choix de pre´dilection pour le
sche´ma de tatouage pre´sente´ ici.
Nous conside´rons un message a` transmettre note´ b ∈ Rn mode´lise´ par les v.a. Bj
(avec j ∈ {1, 2, . . . , n}) et d’e´nergie E
[
B2j
]
= 1. Il peut eˆtre obtenu par codage di-
rect des informations que l’on souhaite transmettre, ou bien par la sortie d’un syste`me
de correction d’erreurs. Le signal hoˆte est note´ x = {x1, x2, . . . , xm}. Comme vu dans
la premie`re partie, il existe de nombreux mode`les statistiques adapte´s aux diffe´rents
signaux multimedia, selon la transforme´e fre´quentielle dont ils sont issus ou selon le
type de document qu’ils repre´sentent. Ne´anmoins, il apparaˆıt que la mode´lisation sous
forme de lois Normales inde´pendantes pour chacun des e´chantillons de x permet la
prise en compte de nombreux cas, comme les mixtures de gaussiennes pour les co-
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efficients issus d’une transforme´e en ondelettes [CNB98, WV99], ou les canaux pa-
ralle`les gaussiens [hKRM99, Mou01]. Nous supposons donc le signal hoˆte comme la
re´alisation d’un ensemble de variables ale´atoires inde´pendantes X = {X1, X2, . . . , Xm},
avec Xi ∼ N (0, σ2Xi). Nous supposons que la valeur de n est tre`s infe´rieure celle de m,
ce qui est ge´ne´ralement le cas en pratique, la taille du message a` transmettre dans les
sche´mas de tatouage robuste e´tant tout au plus de quelques centaines de bits, alors que
le signal hoˆte se compose souvent de plus de cent mille e´chantillons (un signal hoˆte com-
pose´ de la luminance d’une image monochrome de taille 512×512 donne m > 2, 5×105
et un extrait sonore de qualite´ CD de 30 secondes donne m ' 1, 3× 106).
Afin d’inse´rer n symboles binaires dansm e´chantillons, l’e´talement de spectre utilise
un ensemble de porteuses, regroupe´es ici au sein d’une matrice G de dimensions n×m
et telle que G ∈ Rn.m, dont chacun des e´le´ments est d’espe´rance nulle et d’e´nergie
E
[
G(i, j)2
]
= 1. Cette matrice est construite pseudo-ale´atoirement en utilisant une
clef c ∈ C. Dans le contexte de cette e´tude, nous nous focalisons sur un sche´ma de
tatouage syme´trique. La clef c est donc connue lors de l’insertion et de l’extraction,
mais reste secre`te pour les autres protagonistes de la chaˆıne de communication (les
e´ventuels attaquants dans notre cas). Le signal de marque w est de´fini par
∀i ∈ {1, 2, . . . ,m}, wi = σWi√
n
n∑
j=1
G(i, j)× bj , (1.1)
et le signal marque´ est
y = x+ w. (1.2)
La ponde´ration σWi/
√
n permet d’adapter l’e´nergie de la marque e´chantillon par e´chan-
tillon. Par le the´ore`me de la limite centrale, comme chaque e´le´ment wi est obtenu par la
somme de n valeurs pseudo-ale´atoires (avec n suffisamment grand), la marque peut eˆtre
vue comme la re´alisation d’un ensemble de variables ale´atoires W = {W1,W2, . . . ,Wm}
suivant une loi Normale : Wi ∼ N (0, σ2Wi). Et comme les signaux x et w sont inde´pen-
dants, y est une re´alisation de Y avec Yi ∼ N (0, σ2Yi = σ2Xi + σ2Wi).
1.2 Mode´lisation des attaques
Nous ne prenons pas en compte dans cette partie les attaques ge´ome´triques (c’est-a`-
dire de´synchronisantes), c’est-a`-dire introduisant un de´calage entre les donne´es marque´es
y et les donne´es attaque´es y′. De nombreux articles conside`rent les attaques non de´syn-
chronisantes comme un ajout de bruit [SPR98, MO99, MO00, CL02]. Mais ce mode`le
ne permet pas de prendre en compte des traitements e´volue´s tels que le filtrage, les
techniques de compression avec perte ou encore le bruit corre´le´. Les canaux de type
SAWGN, de´ja` e´voque´s dans la section 3.1.3 de la premie`re partie, apportent en plus du
simple ajout de bruit un facteur de ponde´ration. Cela permet par exemple de mode´liser
l’ajout d’un bruit corre´le´ au signal hoˆte, de prendre en compte un facteur d’e´chelle
(changement du volume sonore d’un extrait audio, variations de contraste et de lumi-
nosite´ d’une image, . . .) ou un filtrage line´aire. Les donne´es rec¸ues s’e´crivent dans ce
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cas
∀i ∈ {1, 2, . . . ,m}, y′i = γi × yi + zi (1.3)
= γi
xi + σWi√
n
n∑
j=1
G(i, j)× bj
+ zi, (1.4)
ou` γi est un facteur compris d’e´chelle, et zi est un bruit gaussien blanc, re´alisation
de la variable ale´atoire Zi ∼ N (0, σ2Zi). Une autre formulation possible aurait pu eˆtre
y′i = γi(yi + zi), mais notre formule est plus ge´ne´rale. Elle permet en effet de prendre
en compte des attaques consistant a` annuler la marque et a` ajouter du bruit (γi = 0 et
σZi > 0).
1.3 Extraction du message
Comme nous l’avons vu dans la section 1.2.1 de la premie`re partie, dans le cas du
tatouage additif, l’extraction se fait ge´ne´ralement par corre´lation entre les porteuses et
le signal rec¸u. Nous allons utiliser ici un crite`re de maximun a posteriori (MAP) afin
d’estimer chacun des symboles bj introduits par le tatouage. Dans ce cas de figure, la
valeur estime´e du j e`me bit est
b̂j = argmax
b
{Pj(b)} (1.5)
avec Pj(b) = Pr
(
Bj = b |Y′ = y′
)
, (1.6)
ou` Y′ est l’ensemble de m variables ale´atoires mode´lisant le signal y′ et Bj est la v.a.
mode´lisant le j e`me bit inse´re´. Par la loi de Bayes, nous avons
Pj(b) =
Pr (Bj = b, Y′ = y′)
Pr (Y′ = y′)
=
Pr (Y′ = y′ |Bj = b)× Pr (Bj = b)
Pr (Y′ = y′)
. (1.7)
Par de´finition, le signal y′ est parfaitement connu a` la re´ception, et donc Pr(Y′ = y′)
est une constante. De plus, comme Pr(Bj = b) = 1/2 (car nous n’avons pas d’a priori
sur la valeur des bits composant le message), alors
Pj(b) ∝ Pr
(
Y′ = y′ |Bj = b
)
. (1.8)
Comme les sites marque´s sont inde´pendants, on peut exprimer Pj(b) par un produit de
probabilite´s :
Pj(b) ∝
m∏
i=1
Pr
(
Y ′i = y
′
i |Bj = b
)
(1.9)
∝
m∏
i=1
Pr
(
Y ′i −
γiσWi√
n
G(i, j)×Bj = y′i −
γiσWi√
n
G(i, j)× b |Bj = b
)
.
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Le conditionnement de cette probabilite´ e´tant inde´pendant du reste, il peut eˆtre sup-
prime´. On peut donc reformuler par
Pj(b) ∝
m∏
i=1
Pr
(
Y ′i −
γiσWi√
n
G(i, j)×Bj = y′i −
γiσWi√
n
G(i, j)× b
)
. (1.10)
Par les hypothe`ses de de´part sur les distributions de X et Z, ce produit est un produit
de distributions gaussiennes de formes
Y ′i −
γiσWi√
n
G(i, j)×Bj ∼ N
(
0, σ2i
)
(1.11)
avec σ2i = γ
2
i
(
σ2Xi +
(n− 1)σ2Wi
n
)
+ σ2Zi . (1.12)
Le produit de probabilite´s s’exprime alors par
Pj(b) ∝
m∏
i=1
1√
2pi × σi
exp
−
(
y′i −
γiσWi×G(i,j)×b√
n
)2
2σ2i
 , (1.13)
que l’on peut e´crire
Pj(b) ∝ exp
(−Λ(b)
2
)
(1.14)
avec Λ(b) =
m∑
i=1
(
y′i −
γiσWi×G(i,j)×b√
n
)2
σ2i
. (1.15)
Apre`s quelques manipulations de´crites en de´tails dans l’annexe A.1, on peut mettre
Λ(b) sous la forme
Λ(b) =
(
b− bj
)2
σ2bj
+ Γ, (1.16)
ou` Γ est inde´pendant de b, et
σ−2bj =
m∑
i=1
γ2i σ
2
Wi
n× σ2i
et bj = σ2bj
m∑
i=1
γiσWi × G(i, j)× y′i√
n× σ2i
. (1.17)
En reprenant l’e´quation 1.5, on de´duit alors
b̂j = argmax
b
{Pj(b)}
= argmin
b
{Λ(b)}
∝ bj . (1.18)
Capacite´ du canal 67
L’expression de bj est donc l’estimateur optimal au sens du MAP. Sa performance peut
eˆtre mesure´e en terme de rapport signal-a`-bruit Eb/N0 du canal de tatouage, qui s’ave`re
eˆtre un canal gaussien (voir la section 3.1.2 de la premie`re partie), exprime´ par
Eb
N0
=
E
[
b̂j
2
]
σ2bj
=
1
n
m∑
i=1
γ2i σ
2
Wi
γ2i
(
σ2Xi + σ
2
Wi
(n− 1)/n
)
+ σ2Zi
. (1.19)
Le re´sultat obtenu est en fait tre`s conforme a` l’intuition. On retrouve au nominateur
l’e´nergie de la marque, ponde´re´e par le facteur d’e´chelle de l’attaque, et au de´nominateur
les diffe´rents bruits intervenant lors de la transmission du message : le bruit du signal
hoˆte, le bruit gaussien de l’attaque et enfin le bruit des autres symboles. Le rapport
signal-a`-bruit d’un canal gaussien nous permet de calculer sa capacite´ et la probabilite´
d’erreur (voir la section 3.1.2 de la premie`re partie). Minimiser la probabilite´ d’erreur
est e´quivalent a` maximiser Eb/N0.
On remarque e´galement que l’estimateur est un produit de corre´lation ponde´re´e
entre le vecteur porteur du symbole a` extraire et le signal rec¸u y′. Il est proche de celui
donne´ par Wu et al. [WYL02] de´ja e´voque´ dans la premie`re partie (section 1.2.1 de
la page 20) : la corre´lation entre le signal rec¸u y′ et la marque w est divise´e par la
somme du bruit ajoute´ lors de la transmission. On note e´galement que ce re´sultat ne
correspond pas a` l’estimation de la marque par filtrage de Wiener, contrairement a` ce
qui a de´ja` e´te´ propose´ [VDPP01].
1.4 Capacite´ du canal
Comme l’indique la formule 1.19, les n symboles transmis se partagent un rapport
signal-a`-bruit global. Moins on transmet de symboles et plus le rapport signal-a`-bruit
du canal sera important. On peut s’interroger sur la capacite´ d’un tel canal. Conside´rons
une transmission de m symboles sur un canal gaussien caracte´rise´ par le rapport signal-
a`-bruit Eb/N0. La capacite´ totale maximale, selon ce qui a e´te´ vu dans la section 3.1.2
de la premie`re partie, est donne´e par
Cmax = mC = m
2
log2
[
1 +
Eb
N0
]
. (1.20)
En utilisant l’e´talement de spectre, nous nous limitons a` n symboles. L’e´nergie dispo-
nible par symbole est multiplie´e par un facteur m/n. Par contre, le bruit ajoute´ reste
le meˆme. Malgre´ le fait que le signal hoˆte repre´sente un bruit d’e´nergie supe´rieure a`
l’e´nergie de la marque, cela nous permet d’atteindre un rapport signal-a`-bruit poten-
tiellement important. La capacite´ totale est alors donne´e par
Cst = nCst = n
2
log2
[
1 +
m× Eb
n×N0
]
. (1.21)
Pour une valeur Eb/N0 faible, la formule de la capacite´ par e´chantillon peut eˆtre ap-
proxime´e par
C =
1
2
log2
[
1 +
Eb
N0
]
' Eb
2 ln 2×N0 . (1.22)
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Fig. 1.1 – Capacite´ totale en utilisant l’e´talement de spectre
On e´crit alors l’e´quation 1.21 sous la forme
Cst = n
2
log2
[
1 + 2Cst ln 2
]
' Cmax × f(r) avec f(r) = 1
2r
log2 [1 + 2r ln 2] . (1.23)
La fonction f() repre´sente le rapport entre la capacite´ totale maximale d’un canal
gaussien classique (ou de canaux paralle`les gaussiens) et la capacite´ qu’il est possible
d’atteindre en utilisant l’e´talement de spectre, et r est le rapport entre le nombre de bits
utiles et le nombre de bits n (c’est-a`-dire le rendement du code utilise´). La figure 1.1
montre cette fonction. On voit que pour obtenir la meilleure capacite´, le rendement doit
eˆtre le plus faible possible. Cette capacite´ est maximale (Cst = Cmax) quand le rende-
ment tend vers 0 et donc quand le nombre de symboles envoye´s tend vers la dimension
m du signal hoˆte. Le tatouage par e´talement de spectre peut donc potentiellement
atteindre la limite the´orique. De plus, l’utilisation de codes de rendements convention-
nels tels que 1/3 ou 1/6 (que nous utiliserons par la suite) donne de´ja` d’excellentes
performances (85 % de la capacite´ the´orique atteignable avec r = 1/3).
Meˆme si on peut atteindre the´oriquement la capacite´ maximale en utilisant l’e´tale-
ment de spectre (figure 1.2(a)), c’est en pratique impossible. Comme vu au-dessus, il
faudrait que n → m. Mais le canal ainsi obtenu ne pourraient eˆtre gaussien avec un
rapport m/n si faible. La courbe de la figure 1.2(b) montre la diffe´rence entre capacite´
maximale the´orique (courbe en pointille´, atteignable pour un signal hoˆte gaussien i.i.d.
ou avec des canaux paralle`les gaussiens) et capacite´ en se limitant a` m/n = 25 (courbe
WSS). On voit que les deux mesures se rejoignent pour les attaques les plus fortes, mais
la diffe´rence est importante pour les attaques faibles. Ne´anmoins, cela ne concerne que
la mesure de capacite´ et n’a pas d’influence sur la robustesse de la transmission : pour
un message de longueur fixe´e, plus Eb/N0 (et donc Cmax) est important et plus la
transmission sera robuste.
Capacite´ du canal 69
 
 
 
 
 
 	

      

 

ﬁﬀ
ﬂﬃ! "$#&%%
')(+*
,-".ﬃ!/0#&%%
')(+*
13254ﬃ3#&%%
')(+*
67"82!25 9#&%%
')(+*
(a) n = 200000
 
 
 
 
 
 	

      


ﬁﬀﬃﬂ 	
!#"%$
&'ﬀ)(*#ﬂ 	
!#"%$
+#,.-'ﬂ 	
!#"%$
/0ﬀ12,,34ﬂ 	
!#"%$
(b) n = 10000
Fig. 1.2 – Capacite´ the´orique atteignable par l’e´talement de spectre en fonction de la
taille du sous-espace (m ' 250000)
Conclusion
Nous avons conside´re´ une insertion de symboles par e´talement de spectre, puis un
canal d’attaque de type SAWGN. En posant comme hypothe`se un signal hoˆte mode´lise´
par un ensemble de lois Normales inde´pendantes (signal gaussien non identiquement
distribue´), nous avons de´fini l’estimateur optimal au sens du crite`re MAP. On peut voir
que la transmission de bit via ce type de signal hoˆte et ce type d’attaque correspond
a` une transmission sur un canal gaussien, dont le rapport signal-a`-bruit a e´te´ exprime´.
Ce rapport permet de quantifier la performance du sche´ma de tatouage en fonction de
la re´partition de l’e´nergie de la marque σ2Wi et des parame`tres de l’attaque γi et σZi .
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Chapitre 2
Re´solution par max-min
Nous avons vu dans le chapitre pre´ce´dent la de´finition formelle du canal de tatouage
en fonction des parame`tres d’insertion et d’attaque et nous en avons de´duit une mesure
de performance, correspondant au rapport signal-a`-bruit Eb/N0.
Afin de trouver la meilleure re´partition d’e´nergie de la marque, nous allons de´finir
la forme de l’attaque optimale en fonction de l’e´nergie d’insertion. Puis nous verrons la
re´partition qui permet de maximiser la performance du sche´ma en prenant en compte
l’attaque de´finie pre´ce´demment. Ces recherches se font sous la contrainte de distorsions
maximales : l’attaquant ne peut modifier trop fortement les donne´es marque´es car le
document doit rester utilisable. De meˆme, la marque doit eˆtre la moins perceptible
possible.
2.1 Le jeu du tatouage
La chaˆıne du tatouage peut eˆtre vue comme un jeu entre deux adversaires : le
de´fenseur qui souhaite transmettre correctement son message, et l’attaquant qui veut
au contraire rendre la transmission impossible. La the´orie des jeux [Owe95, Sta99]
permet de de´finir des strate´gies optimales pour les deux parties. Nous verrons d’abord
son principe et quelques exemples simples, puis nous reformulerons le proble`me du
tatouage sous forme de jeu.
2.1.1 Principes
La the´orie des jeux est l’e´tude des comportements rationnels des individus en si-
tuation de conflit. Les applications pratiques sont l’e´conomie (de´terminer le prix d’un
produit en fonction de sa cliente`le), les jeux de strate´gie (e´checs, poker, . . .) ou la po-
litique (un exemple souvent cite´ est celui de Kroutchev et Kennedy lors de la crise de
Cuba). Un jeu est un ensemble de re`gles de´finissant les gains et les pertes de joueurs
en fonction de leurs choix. A` chaque tour du jeu, chaque joueur doit choisir une action.
Une strate´gie est l’ensemble des actions effectue´es par un joueur lors d’un jeu. Le jeu
est a` information comple`te si chacun des participants connaˆıt ses possibilite´s d’ac-
tion, l’ensemble des choix des autres joueurs, les issues possibles, la valeur des gains qui
71
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Ciseaux Feuille Caillou
Ciseaux 0, 0 −1,+1 +1,−1
Feuille +1,−1 0, 0 −1,+1
Caillou −1,+1 +1,−1 0, 0
Tab. 2.1 – Forme normale du jeu ciseaux feuille caillou
en re´sultent et enfin les motifs des joueurs : chacun doit pouvoir se mettre a` la place
d’un de ses adversaires et savoir quoi de´cider dans la meˆme situation. Si les joueurs
jouent en meˆme temps, il y a information imparfaite : un joueur ne sait pas ce que
joue son adversaire au moment de son choix. Si les coups sont conse´cutifs, le jeu est a`
information parfaite.
Un exemple simple de jeu a` information imparfaite est ciseaux/feuille/caillou. Les
deux adversaires annoncent leur choix en meˆme temps et les points sont compte´s ainsi :
il y a match nul si les joueurs A et B donnent le meˆme objet, le caillou bat les ciseaux,
la feuille bat le caillou et les ciseaux battent la feuille. Ces re`gles peuvent eˆtre mises sous
la forme d’une matrice, comme le montre la table 2.1. Tout jeu a` information comple`te
est pre´sentable sous cette forme. Le jeu perd tout inte´reˆt s’il est a` information parfaite :
le joueur passant en second est certain de gagner.
Un autre cas tre`s connu est le dilemme du prisonnier. Deux suspects sont arreˆte´s
pour avoir commis un de´lit. La police manque de preuve et tente d’obtenir des aveux.
Les sce´narii suivants sont possibles :
– aucun des deux suspects n’avoue. Ils prennent simplement 1 an de prison (on
pose arbitrairement le gain a` 3 points),
– les deux avouent : ils ont tous les deux 3 ans de prison (1 point),
– l’un des deux avoue et l’autre nie : celui qui a avoue´ est libre (5 points) et le
complice de´nonce´ prend 5 ans de prison (aucun point).
Ces re`gles sont re´sume´es par l’arbre de la figure 2.1 (arbre de Kuhn du jeu). Si le jeu
est de type coope´ratif (on recherche un gain collectif maximal), la meilleure solution
est que les deux prisonniers nient : ils s’en sortent avec une peine faible. Mais si l’on
conside`re des inte´reˆts individuels (jeu non coope´ratif), les deux prisonniers vont avouer
et de´noncer leur complice. En effet, quel que soit le choix de A, il est plus inte´ressant
pour B d’avouer. Ce raisonnement s’applique aussi pour A et est valable pour un jeu
a` coups conse´cutifs ou a` coups simultane´s. Les prisonniers vont donc tous les deux se
de´noncer et e´coper d’une forte peine de prison : la rationalite´ individuelle fait que l’on
se trouve dans la pire situation globale (6 ans de prison en tout).
2.1.2 Application au proble`me du tatouage
Nous de´finissons une strate´gie d’insertion e comme une re´partition de l’e´nergie
moyenne de la marque, c’est-a`-dire une suite de σWi : e = {σW1 , σW2 , . . . , σWm}.
L’ensemble de toutes les strate´gies d’insertion est note´ E = [R+]m et l’ensemble des
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Fig. 2.1 – Arbre de Kuhn du dilemme du prisonnier
strate´gies respectant la contrainte de distorsion Dxy est note´ E(Dxy). De la meˆme fac¸on,
une strate´gie d’attaque a est une suite de couples (γi, σZi). L’ensemble des strate´gies
d’attaque est A, e´gal a` (R× R+)m, et celles qui respectent la distorsion maximale Da
sont dans A(Da).
Notre proble`me est de savoir comment de´terminer la strate´gie d’insertion. L’inter-
action entre de´fenseur (phase d’insertion) et attaquant (phase d’attaque) est un jeu
a` information comple`te comprenant un tour unique et ou` l’attaquant joue apre`s le
de´fenseur (coups conse´cutifs). Comme nous souhaitons que la technique de´veloppe´e ici
respecte le principe de Kerckoffs [Ker83], l’attaquant connaˆıt parfaitement la strate´gie
d’insertion : le jeu est a` information parfaite. Il est en position de force car il peut
agir de fac¸on optimale pour contrer la de´fense. Par contre, le de´fenseur ne peut pre´voir
comment vont eˆtre attaque´es les donne´es marque´es. La the´orie des jeux nous indique
tout de meˆme que l’on peut s’assurer d’une performance minimale, en conside´rant le
pire cas1. Du point de vue de la de´fense, ce pire cas est l’attaque optimale (attaquant
omniscient). Si l’on conside`re que l’attaquant va toujours jouer de la meilleure fac¸on
possible, la de´fense peut de´finir une strate´gie prenant en compte cette attaque. Du
point de vue de l’attaquant, re´soudre le jeu consiste donc a` minimiser la mesure de per-
formance Eb/N0 (fonction de A×E , de´finie au chapitre pre´ce´dant) pour une strate´gie e
donne´e, en respectant sa contrainte de distorsion maximale. Sa solution est donc de´finie
par
ae(Da) = arg min
a∈A(Da)
{
Eb
N0
(e, a)
}
. (2.1)
Et pour le de´fenseur, la strate´gie assurant la meilleure performance face a` ce type
d’attaques est
e(Dxy, Da) = arg max
e∈E(Dxy)
{
Eb
N0
(e, ae(Da))
}
(2.2)
1On retrouve ce meˆme type de raisonnement dans les de´monstrations de capacite´ de canal. On
conside`re que la pire de´gradation sera applique´e, et la recherche de la meilleure strate´gie de de´fense
donne la capacite´ du canal.
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= arg max
e∈E(Dxy)
{
min
a∈A(Da)
{
Eb
N0
(e, a)
}}
. (2.3)
La re´solution du jeu, c’est-a`-dire la strate´gie a` utiliser lors de l’insertion, se compose
d’une premie`re phase pour rechercher la forme de l’attaque optimale, puis d’une seconde
pour trouver la meilleure strate´gie de de´fense (optimisation max-min). Ces optimisa-
tions sont contraintes par des mesures de distorsions maximales pour les deux parties.
2.2 Mesures de distorsion
Afin de mesurer les distorsions introduites par l’insertion et l’attaque, nous utilisons
une erreur quadratique moyenne ponde´re´e par un facteur perceptuel (mesure de type
wEQM comme vu dans la section 2.3.2 de la premie`re partie). La re´alisation de Wi
n’e´tant pas force´ment connue lors de la re´partition d’e´nergie, nous utilisons l’espe´rance
de l’erreur quadratique. La distorsion d’insertion est alors donne´e par
Dxy =
1
m
E
[
m∑
i=1
ϕ2i (Xi − Yi)2
]
, (2.4)
ou` ϕi mesure l’importance perceptuelle du ie`me e´chantillon du signal hoˆte x. En re-
prenant la formulation de y, donne´e par les e´quations 1.1 et 1.2 de la page 64, on
obtient
Dxy =
1
m
m∑
i=1
ϕ2i × σ2Wi . (2.5)
Comme discute´ par Moulin [Mou01] et Cohen [CL02], il existe deux possibilite´s
pour mesurer la distorsion introduite par l’attaque. La premie`re est de conside´rer l’at-
taque comme un processus inde´pendant et alors de prendre uniquement la distorsion
introduite par l’attaquant, c’est-a`-dire Da = Dyy′ . Ce cas supprime une partie des liens
entre tatouage et attaque. Par exemple, si l’insertion utilise une mesure de type JND
(voir la section 2.3.3 de la premie`re partie) afin de rester sous le seuil de perception, en
conside´rant uniquement la distorsion a` partir de y (et donc en calculant de nouveaux
seuils de visibilite´ depuis y), l’attaquant peut tre`s bien faire en sorte de rester sous
nvfy mais de´passer nvfx. Les modifications de l’attaque ne seront pas perceptibles si on
conside`re le document marque´, mais pourront eˆtre observe´es si on prend le document
original. La seconde possibilite´, avec Da = Dxy′ , prend en compte l’impact global de
la chaˆıne du tatouage. Ce point de vue est plus en accord avec la notion d’utilisabilite´
du document final : ce qui importe est la fide´lite´ par rapport au document d’origine,
et non par rapport au document marque´. Nous avons choisi cette orientation pour la
suite.
Comme le de´fini le jeu, l’attaquant devra minimiser la performance de la transmis-
sion en restant sous un seuil de distorsion maximal, mesure´ par Dxy′ . Mais le signal hoˆte
lui est inconnu. Par contre, il connaˆıt parfaitement la strate´gie d’insertion (c’est-a`-dire
la fonction f(σXi) = σWi). De plus, comme σ
2
Yi
= σ2Xi + σ
2
Wi
et σ2Wi ¿ σ2Xi du fait des
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contraintes d’imperceptibilite´, il peut estimer finement les valeurs σXi connaissant y
(par exemple graˆce a` un simple algorithme ite´ratif initialise´ par σXi = σWi). Un raison-
nement similaire peut s’appliquer sur les ponde´rations ϕi. En conside´rant les donne´es
a` la disposition de l’attaquant, la distorsion s’exprime par
Dxy′ =
1
m
E
[
m∑
i=1
ϕ2i
(
Xi − Y ′i
)2]
=
1
m
m∑
i=1
ϕ2i
[
(1− γi)2 E
[
X2i
]
+ γ2i E
[
W 2i
]
+ E
[
Z2i
]]
=
1
m
m∑
i=1
ϕ2i
[
σ2Xi (1− γi)2 + γ2i σ2Wi + σ2Zi
]
. (2.6)
2.3 Strate´gie d’attaque
Connaissant l’expression des attaques possibles et la formule de distorsion, nous
allons de´finir la strate´gie d’attaque minimisant la performance. Soit e une re´partition
de l’e´nergie de la marque w. La strate´gie d’attaque optimale re´pondant a` e et respectant
la contrainte Dmaxxy′ est formule´e par
ae(Dmaxxy′ ) = arg min
a∈A(Dmax
xy′ )
{
Eb
N0
(e, a)
}
(2.7)
comme vu pre´ce´demment. Dans la suite de cette section, nous allons voir comment for-
muler le proble`me sous la forme d’une minimisation de fonctionnelle, puis nous verrons
sa re´solution.
2.3.1 Formulation lagrangienne
L’optimisation de l’e´quation pre´ce´dente peut se reformuler sous la forme d’une mini-
misation lagrangienne. La fonctionnelle a` minimiser est alors donne´e par la formulation
lagrangienne :
ae(Dmaxxy′ ) = argmin
a∈A
{
Eb
N0
(a, e) + λ′
[
Dxy′ −Dmaxxy′
]}
= argmin
a∈A
{
Jλ = n
Eb
N0
(a, e) + λm
[
Dxy′ −Dmaxxy′
]}
, (2.8)
ou` λ est le multiplicateur lagrangien. Les facteurs n et m permettent de simplifier
l’expression sans modifier la re´solution. Depuis les e´quations 1.19 et 2.6, on remarque
que Jλ est une fonctionnelle additive de la forme
Jλ =
m∑
i=1
J iλ (2.9)
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avec J iλ =
γ2i σ
2
Wi
γ2i
(
σ2Xi + σ
2
Wi
(n− 1)/n
)
+ σ2Zi
+λϕ2i
[
σ2Xi
(
1− γ2i
)
+ γ2i σ
2
Wi + σ
2
Zi
]
, (2.10)
et que donc la minimisation peut se faire terme a` terme. La forme de l’attaque optimale
au ie`me e´chantillon est donc donne´e par(
γ?i , σ
?
Zi
)
= arg min
γi,σZi≥0
{
J iλ
}
. (2.11)
Afin de re´soudre cette minimisation, nous recherchons d’abord une solution sur R×R+∗,
puis nous analyserons le comportement de la fonctionnelle aux bords du domaine de
validite´ (ici σZi = 0). Le cas ge´ne´ral se re´soud en annulant les de´rive´es selon chacun
des deux parame`tres :
∂J iλ
∂γi
= 2
γiσ
2
Wi
σ2Zi(
γ2i
(
σ2Xi + σ
2
Wi
(n− 1)/n
)
+ σ2Zi
)2
+2λϕ2i
[
γiσ
2
Wi − σ2Xi (1− γi)
]
(2.12)
∂J iλ
∂σ2Zi
= − γ
2
i σ
2
Xi(
γ2i
(
σ2Xi + σ
2
Wi
(n− 1)/n
)
+ σ2Zi
)2 + λϕ2i (2.13)
La mise a` ze´ro des deux e´quations donnent les parame`tres solutions candidats suivants :
γai = n
√
λϕiσ
2
Xi
− σWi√
λϕiσ2Wi
(2.14)
σaZi =
√
γai (γ
w
i − γai )
(
σ2Xi + σ
2
Wi
)
, (2.15)
ou` γwi est l’expression du facteur multiplicatif utilise´ pour un filtrage de Wiener dont
le but serait de de´bruiter le signal hoˆte du signal de la marque. Il est de´fini par
γwi =
σ2Xi
σ2Xi + σ
2
Wi
. (2.16)
Cette strate´gie d’attaque est un me´lange de filtrage et d’ajout de bruit gaussien. Nous
la notons aI(i) = (γai , σ
a
Zi
).
2.3.2 Cas limites
Par de´finition, la valeur de σZi est contrainte : elle doit eˆtre supe´rieure ou e´gale
a` ze´ro. Les solutions des e´quations 2.14 et 2.15 ne sont valides que si les ine´galite´s
suivantes sont ve´rifie´es :
√
λϕiσ
2
Xi − σWi ≥ 0 (2.17)(
σWi −
√
λϕiσ
2
Xi
) (
σ2Xi + σ
2
Wi
)
+
√
λϕiσ
2
Xi
σ2Wi
n
≥ 0 (2.18)
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(b) Avec n = 100 : le domaine D2 est quasi-
nul
Fig. 2.2 – Les trois domaines d’attaque de´finis par la contrainte σZi ≥ 0 (λ = 0, 02 et
ϕi = 1)
Ces deux ine´galite´s de´finissent trois domaines, repre´sente´s par la figure 2.2, et note´s
D1 (contrainte 2.17 non respecte´e), D2 (domaine de validite´ des solutions trouve´es
pre´ce´demment) et D3 (contrainte 2.18 non satisfaite). Les domaines D1 et D3 ad-
mettent une attaque optimale autre que celle de´finie par l’annulation des de´rive´es.
Nous conside´rons alors la limite de validite´ σZi = 0 et recherchons les valeurs de γi
susceptibles de donner un minimum local. D’apre`s la de´rive´e de la fonctionnelle par
rapport a` γi (e´quation 2.12), deux valeurs sont alors possibles :
– γi = γwi (e´quation 2.16). Cette strate´gie est obtenue par annulation de la de´rive´e.
Elle est note´e aW(i) = (γwi , 0),
– γi = 0, la valeur marque´e est annule´e. C’est un cas limite. Cette strate´gie est
note´e aE(i) = (0, 0).
Les trois attaques possibles aboutissent aux valeurs de fonctionnelles J iλ donne´es par la
table 2.2. Afin de trouver le candidat optimal, il faut rechercher quelle strate´gie parmi
les trois possibles minimise J iλ dans chacun des trois domaines. Graˆce aux valeurs des
fonctionnelles donne´es par la table 2.2 et avec la de´finition des domaines (e´quations 2.17
et 2.18), on montre que les strate´gies optimales pour les domaines D1, D2 et D3 sont
respectivement aE, aI et aW. Le de´tail des calculs est donne´ dans l’annexe A.2.1.
2.3.3 Remarques
On peut analyser intuitivement le comportement de l’attaquant. Ainsi, si l’e´nergie
de la marque est importante par rapport a` celle du signal hoˆte (domaine D1), il est
plus inte´ressant d’annuler le signal : meˆme si la distorsion introduite est forte, la perte
en terme de Eb/N0 sera tre`s importante. A` l’oppose´, si le signal hoˆte est fort et que la
marque est faible (domaine D3), annuler le signal (et supprimer la marque) apporterait
beaucoup de distorsion pour une perte de performance trop faible : il vaut mieux alors
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aE(i) = (0, 0) JE = λϕ2iσ
2
Xi
aW(i) = (γwi , 0) JW =
√
λϕi
σ2XiσWi
σ2Xi + σ
2
Wi
+ λϕ2i
σ2Xiσ
2
Wi
σ2Xi + σ
2
Wi
aI(i) = (γai , σ
a
Zi
) JI = γai
√
λϕiσWi + λϕ
2
iσ
2
Xi
(
1− γai
)
Tab. 2.2 – Valeur de la fonctionnelle J iλ a` minimiser en fonctions des trois attaques
possibles
laisser la marque et simplement utiliser un filtre de Wiener pour abaisser Dxy′ .
Enfin, en posant
σ2Xi
σ2Xi + σ
2
Wi
+
(
σaZi/γ
a
i
)2 = σ2Xi
σ2Xi + σ
2
Wi
+
(
σ2Xi + σ
2
Wi
)
(γwi − γai ) /γai
= γai , (2.19)
on voit que γai est l’expression du facteur multiplicatif d’un filtre de Wiener dont le
but serait d’atte´nuer la marque et un bruit d’attaque d’e´nergie
(
σaZi/γ
a
i
)2. L’attaque
interme´diaire consiste donc a` ajouter du bruit et a` de´bruiter la marque et le bruit afin
de restaurer le signal hoˆte original. Ces re´sultats sont a` rapprocher de ceux de Cohen
et Lapidoth obtenus par une optimisation max-min similaire [CL02] (explique´s dans la
section 4.3 de la premie`re partie) et a` ceux de Su et al., re´sume´s par : at low distortions,
add noise ; at high distortions, throw away frequency components [SEG01b].
2.4 De´fense
Comme nous conside´rons que l’attaquant est susceptible d’appliquer la strate´gie op-
timale vue dans la section pre´ce´dente, afin d’assurer d’une performance minimale, nous
devons de´finir la strate´gie d’insertion maximisant la performance de la transmission,
c’est-a`-dire
e(Dmaxxy , D
max
xy′ ) = arg max
e∈E(Dmaxxy )
{
Eb
N0
(
e, ae(Dxy′)
)}
. (2.20)
Comme pour la re´solution de l’attaque, on utilise une formulation lagrangienne afin de
se ramener a` la maximisation d’une fonctionnelle :
e(Dmaxxy , D
max
xy′ ) = argmax
e∈E
{
Jχ = Jλ − χm
[
Dxy −Dmaxxy
]}
, (2.21)
ou` χ est le multiplicateur lagrangien. La` encore, on peut remarquer que Jχ est une
fonctionnelle additive, de´finie par la somme des J iχ. La valeur optimale de l’e´nergie de
la marque pour le ie`me e´chantillon est donne´e par
σ?Wi = arg maxσWi≥0
{
J iχ
}
. (2.22)
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2.4.1 Re´ponse a` l’annulation
Nous conside´rons les trois attaques possibles et les trois expressions de J iλ corres-
pondantes. Dans le cas de l’attaque par effacement aE(i) avec γi = σZi = 0, optimale
sur D1, nous avons d’apre`s la table 2.2 et l’e´quation 2.5 :
J iχ = λϕ
2
iσ
2
Xi − χϕ2iσ2Wi . (2.23)
Cette fonction est de´croissante, et la valeur maximale de la fonctionnelle est donc
la borne minimale du domaine D1, c’est-a`-dire σWi =
√
λϕiσ
2
Xi
. Nous notons cette
premie`re strate´gie d’insertion eE(i) =
√
λϕiσ
2
Xi
. Sa forme est donne´e par la courbe
bleue de la figure 2.3(a). Les points solutions sont sur la frontie`re de´limitant D1 et D2.
2.4.2 Re´ponse a` l’attaque interme´diaire
Conside´rons la valeur σWi =
√
λϕiσ
2
Xi
(n − 1)/n. Cette valeur ne ve´rifie pas la
contrainte de l’e´quation 2.18, mais elle ve´rifie celle de l’e´quation 2.17. On peut donc
dire que D2 est inclus dans le domaine de´fini par{
σWi ≤
√
λϕiσ
2
Xi
}
∩
{
σWi ≥
√
λϕiσ
2
Xi(n− 1)/n
}
.
La solution optimale face a` l’attaque interme´diaire appartient a` ce domaine. Or il est en
pratique extreˆmement re´duit : les tailles de message utilise´es sont souvent supe´rieures
a` 50, et dans ce cas (n− 1)/n est tre`s proche de 1. Le domaine D2 est par conse´quent
encore plus petit. Cela est ve´rifiable sur la figure 2.2(b). La solution de de´fense dans ce
domaine peut donc s’approximer par
eI(i) '
√
λϕiσ
2
Xi . (2.24)
On retrouve la meˆme de´fense que dans le cas de l’attaque par annulation.
2.4.3 Re´ponse au filtrage de Wiener
Enfin, pour l’attaque par filtrage de Wiener aW(i) = (γwi , 0), optimale dans le
domaine D3, nous proce´dons de la meˆme fac¸on : nous reprenons la valeur de J iλ
de la table 2.2 et nous recherchons un maximum local par annulation de la de´rive´e.
Ne´anmoins, cette technique aboutit a` la recherche de la racine d’une e´quation du cin-
quie`me degre´. Afin de fournir une solution analytique, nous faisons l’hypothe`se que
(n − 1)/n ' 1 pour les valeurs de n ge´ne´ralement utilise´es dans le cadre du tatouage.
On a alors la fonctionnelle suivante :
J iχ ' J˜ iχ =
σ2Wi
σ2Xi + σ
2
Wi
[
1 + λϕ2iσ
2
Xi
]− χϕ2iσ2Wi (2.25)
et
∂J˜ iχ
∂σ2Wi
=
σ2Xi(
σ2Xi + σ
2
Wi
)2 [1 + λϕ2iσ2Xi]− χϕ2i . (2.26)
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(b) Strate´gie globale, obtenue en
se´lectionnant la meilleure valeur de
J iχ
Fig. 2.3 – Strate´gie d’insertion optimale (λ = 0, 02, χ = 0, 022, ϕi = 1 et n = 100)
La racine de la de´rive´e est alors
σ2Wi =
σXi
√
1 + λϕ2iσ
2
Xi√
χϕi
− σ2Xi . (2.27)
Comme σ2Wi doit eˆtre positif ou nul, l’expression ci-dessus n’est valide que si ϕ
2
iσ
2
Xi
(λ−
χ) + 1 ≥ 0. Dans le cas contraire, la de´rive´e est ne´gative et le maximum est obtenu
avec σ2Wi = 0. Cette strate´gie d’insertion est note´e eW(i) et est illustre´e par la courbe
rouge de la figure 2.3(a). De plus, si cette racine donne une valeur supe´rieure a`
√
λϕiσ
2
Xi
(limite infe´rieure approxime´e de D2), nous ne sommes plus dans le domaine D3 pour
lequel cette solution a e´te´ calcule´e. La strate´gie adapte´e a` l’attaque par filtrage de
Wiener est donc de´finie par
eW(i)2 = min
σXi
√
1 + λϕ2iσ
2
Xi√
χϕi
− σ2Xi , eI(i)2
 si ϕ2iσ2Xi(λ− χ) ≥ −1
= 0 sinon. (2.28)
La strate´gie d’insertion globale consiste a` faire le choix entre les strate´gies eE
(e´quivalente a` eI) et eW. Pour cela, il suffit de calculer les valeurs de J iχ correspon-
dantes et de se´lectionner le meilleur re´sultat, et ce pour chacun des m e´le´ments du
signal hoˆte x. La figure 2.3(b) montre la forme de la strate´gie globale. On peut remar-
quer que pour les e´le´ments du signal hoˆte de forte e´nergie, il vaut mieux ne pas inse´rer
de marque.
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Conclusion
En prenant l’hypothe`se d’un signal hoˆte non i.i.d. gaussien, d’un principe de ta-
touage par e´talement de spectre et d’attaques de type SAWGN, nous avons montre´ une
re´partition de l’e´nergie de la marque permettant d’assurer une performance minimale
de transmission (rapport signal-a`-bruit) quelle que soit l’attaque subie. Pour cela, nous
avons exhibe´ la forme d’attaque la plus ne´faste, me´lange de trois strate´gies (annulation
du signal, de´bruitage par Wiener et combinaison de bruit et de filtrage), en reformulant
le proble`me sur la forme d’une minimisation lagrangienne. Puis nous avons vu com-
ment re´partir l’e´nergie de la marque en prenant en compte une attaque potentiellement
optimale.
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Chapitre 3
Tatouage additif filtre´
La re´solution du jeu pre´sente´e dans le chapitre pre´ce´dent nous montre la forme de
l’attaque optimale. Une de ses composantes est le filtrage de Wiener : l’attaquant res-
taure l’image marque´e en atte´nuant le bruit que repre´sente la marque. Il va ainsi re´duire
la distorsion entre l’image originale et l’image marque´e puis attaque´e. On peut donc
obtenir des cas de transmission tels que Dxy′ < Dxy : l’image marque´e puis attaque´e
est plus fide`le que l’image non attaque´e. De plus, si l’on reprend l’e´quation du rapport
signal-a`-bruit
Eb
N0
=
1
m
m∑
i=1
γ2i σ
2
Wi
γ2i
(
σ2Xi + σ
2
Wi
(n− 1) /n
)
+ σ2Zi
, (3.1)
comme les formules de l’attaque optimale nous indiquent que si γi = γwi , alors σZi = 0,
la performance de la transmission reste constante. Le filtrage de Wiener re´duit la distor-
sion apporte´e par l’insertion de la marque, mais ne modifie en rien les performances du
sche´ma de tatouage. Ce filtrage est donc une ame´lioration possible de la phase d’inser-
tion, sans aucune contrepartie. C’est pour cette raison qu’il est logique de l’introduire
lors de l’insertion. Nous de´veloppons donc une technique de tatouage additive filtre´e.
Ce nouveau type d’insertion modifie le´ge`rement les formulations de y et y′. Nous posons
yi = γ¯i (xi + wi) et y′i = γ¯i × yi + zi.
Nous allons re´soudre le jeu en prenant en compte la nouvelle expression de l’inser-
tion. Nous verrons d’abord la nouvelle expression des mesures de distorsion, puis nous
exprimerons les strate´gies d’attaque et de de´fense.
3.1 Reprise des re´sultats pre´ce´dents
Les hypothe`ses de de´part sont inchange´es, c’est a` dire que chaque e´le´ment xi du
signal hoˆte x est la re´alisation de Xi ∼ N (0, σ2Xi) et que le signal de marque est par
construction mode´lise´ par Wi ∼ N (0, σ2Wi). Afin de pouvoir reprendre la majorite´ des
re´sultats des deux pre´ce´dentes sections, nous notons γi = γ¯i × γ¯i pour retomber sur
l’expression de l’e´quation 1.4 (page 65), c’est-a`-dire y′i = γi (xi + wi) + zi. De ce fait,
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l’expression de l’estimateur optimal selon le MAP est donc toujours
b̂j =
m∑
i=1
γiσWi × G(i, j)× y′i
γ2i
(
σ2Xi + σ
2
Wi
(n− 1) /n
)
+ σ2Zi
, (3.2)
donnant le rapport signal-a`-bruit de l’e´quation 3.1. La distorsion d’attaque Dxy′ reste
inchange´e. Seule la distorsion d’insertion varie par rapport aux mesures de la section 2.2.
L’erreur quadratique moyenne ponde´re´e est alors donne´e par
Dxy =
1
m
E
[
m∑
i=1
ϕ2i (Xi − Yi)2
]
=
1
m
m∑
i=1
ϕ2i
[
(1− γ¯i)2 E
[
X2i
]
+ γ¯2i E
[
W 2i
]]
=
1
m
m∑
i=1
ϕ2i
[
σ2Xi (1− γ¯i)2 + γ¯2i σ2Wi
]
. (3.3)
3.2 Re´solution du jeu
Une strate´gie d’insertion e est une re´partition de l’e´nergie de la marque sur les
e´chantillons du signal hoˆte, associe´e a` une suite de ponde´rations : e ∈ E = (R× R+)m.
L’ensemble des strate´gies d’insertion respectant la contrainte de distorsion maximale
Dxy est note´ E(Dxy). Une strate´gie d’attaque est une suite de couples (γ¯i, σZi). L’en-
semble des strate´gies d’attaque est A, et celles qui respectent la distorsion d’attaque
maximale Dxy′ de´finissent l’ensemble A(Dxy′).
3.2.1 Strate´gie d’attaque
Comme pour la pre´sentation du jeu de la page 71, on suppose que l’attaquant
connaˆıt parfaitement la strate´gie d’insertion adopte´e. Nous allons donc de´finir la strate´gie
d’attaque optimale en fonction d’une strate´gie e quelconque, respectant la contrainte
de distorsion maximale impose´e, ce qui revient a` re´soudre la minimisation lagrangienne
ae(Dmaxxy′ ) = argmin
a∈A
{
Eb
N0
(a, e) + λ′
[
Dxy′ −Dmaxxy′
]}
= argmin
a∈A
{
Jλ = n
Eb
N0
(a, e) + λm
[
Dxy′ −Dmaxxy′
]}
. (3.4)
En reprenant les e´tapes des sections 2.3.1 et 2.3.2, on se´pare l’espace des parame`tres
en trois domaines, de´finis par
D1 =
{√
λϕiσ
2
Xi − σWi < 0
}
(3.5)
D2 =
{√
λϕiσ
2
Xi − σWi ≥ 0
}
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∩
{(
σWi −
√
λϕiσ
2
Xi
) (
σ2Xi + σ
2
Wi
)
+
√
λϕiσ
2
Xi
σ2Wi
n
≥ 0
}
(3.6)
D3 =
{(
σWi −
√
λϕiσ
2
Xi
) (
σ2Xi + σ
2
Wi
)
+
√
λϕiσ
2
Xi
σ2Wi
n
< 0
}
. (3.7)
On retrouve alors les trois strate´gies : annulation (aE(i) = (γ¯i = 0, σZi = 0)), filtrage
de Wiener (aW(i) = (γ¯i = γwi /γ¯i), σZi = 0)) et me´lange de filtrage et bruit (aI(i) =
(γ¯ai , σ
a
Zi
)), dont les parame`tres sont donne´s par
γ¯ai = n
√
λϕiσ
2
Xi
− σWi
γ¯i
√
λϕiσ2Wi
(3.8)
σaZi =
√
γ¯iγ¯i (γwi − γ¯iγ¯i)
(
σ2Xi + σ
2
Wi
)
. (3.9)
Ces trois strate´gies sont respectivement optimales dans les domaines D1, D3 et D2, et
aboutissent aux fonctionnelles J iλ de la table 2.2. Comme dans le chapitre pre´ce´dent,
on voit que le domaine D2 est e´crase´ pour des valeurs de n re´alistes (supe´rieures a` 50).
3.2.2 Strate´gie de de´fense
Trouver la strate´gie d’insertion permettant de re´pondre de fac¸on optimale a` l’at-
taque de´finie dans la section au-dessus consiste a` rechercher pour tout i les parame`tres
γ¯i et σWi maximisant la fonctionnelle(
γ¯?i , σ
?
Wi
)
= arg max
γ¯i,σWi≥0
{
J iχ = J
i
λ − χϕ2i
[
σ2Xi (1− γ¯i)2 + γ¯2i σ2Wi
]}
. (3.10)
De´fense face a` l’annulation
Face a` la strate´gie d’attaque aE, la de´rive´e suivant γ¯i est donne´e par
∂J iχ
∂γ¯
= −2χϕ2i
[
σ2Xi (γ¯i − 1) + γ¯iσ2Wi
]
, (3.11)
et est annule´e par γ¯i = γwi . De plus, comme γ¯i est inde´pendant de J
i
λ, ce re´sultat est va-
lable pour les trois cas (annulation, interme´diaire et filtrage de Wiener). La de´rive´e selon
σ2Wi est ne´gative, et donc la valeur maximisant la fonctionnelle est la limite infe´rieure
du domaine D1, c’est-a`-dire σWi =
√
λϕiσ
2
Xi
. La strate´gie optimale dans ce cas de figure
est donc eE(i) = (γwi ,
√
λϕiσ
2
Xi
). Elle est illustre´e par la courbe bleue de la figure 3.1(a).
Face a` l’attaque interme´diaire
Nous avons vu dans le chapitre pre´ce´dent que le domaine D2 e´tait en pratique
tre`s re´duit. Nous avions montre´ que si il existait une solution autre que les limites du
domaine, elle e´tait comprise entre
√
λϕiσ
2
Xi
et
√
λϕiσ
2
Xi
(n − 1)/n. Si cette solution
n’existe pas, la meilleure strate´gie consiste a` prendre une valeur de σWi sur les bords.
La solution peut alors eˆtre approxime´e par σWi '
√
λϕiσ
2
Xi
, c’est-a`-dire eI(i) ' eE(i).
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De´fense face au filtrage de Wiener
En reprenant l’astuce de la section 2.4.3 (c’est-a`-dire (n− 1)/n ' 1 pour des tailles
de message usuelles), on calcule la de´rive´e selon σ2Wi :
∂J iχ
∂σ2Wi
' σ
2
Xi(
σ2Xi + σ
2
Wi
)2 [1 + λϕ2iσ2Xi]− χϕ2i γ¯2i . (3.12)
Or, nous avons vu que γ¯i est l’expression d’un filtre de Wiener. Nous pouvons l’intro-
duire dans l’e´quation au-dessus, et nous obtenons
∂J iχ
∂σ2Wi
' σ
2
Xi(
σ2Xi + σ
2
Wi
)2 [1 + ϕ2iσ2Xi (λ− χ)] . (3.13)
Si 1+ϕ2iσ
2
Xi
(λ−χ) < 0, la fonction J iχ est de´croissante et la valeur optimale de σWi est
donc 0. Sinon, la fonction est croissante, et la valeur optimale est la limite supe´rieure
du domaine D3, qui correspond e´galement a` la limite infe´rieure de D2, que nous avons
approxime´e par σWi '
√
λϕiσ
2
Xi
. La strate´gie optimale face au filtrage de Wiener est
donc
eW(i) = (γ¯i = γwi , σWi =
√
λϕiσ
2
Xi) si σ
2
Xi ≤ σ2lim
= (γwi , 0) sinon. (3.14)
avec σ2lim =
[
ϕ2i (χ− λ)
]−1. Elle est illustre´e par la courbe rouge de la figure 3.1(a).
Choix global
Pour savoir quelle strate´gie de de´fense est pre´fe´rable entre eE (e´quivalente a` eI) et
eW, nous reprenons la formulation de J iχ, en introduisant le fait que γ¯i = γ
w
i :
J iχ = J
i
λ − χϕ2i
σ2Xiσ
2
Wi
σ2Xi + σ
2
Wi
. (3.15)
Si σ2Xi ≤ σ2lim, les fonctionnelles sont e´gales pour toutes les strate´gies (voir les e´quations A.10
a` A.14 de l’annexe A.2.1). Par contre, si σ2Xi > σ
2
lim, les fonctionnelles sont ne´gatives
sauf pour σWi = 0, c’est-a`-dire pour la strate´gie eW. C’est donc elle qui maximise J
i
χ.
Au final, cette strate´gie est la meilleure pour toutes les valeurs de σXi . Elle est illustre´e
par la figure 3.1(b).
On remarque e´galement que l’e´nergie de la marque est croissante en ϕi : plus
l’e´chantillon est perceptuellement important et plus il sera marque´. L’intuition de
Cox [CKLS97] que nous avons e´voque´e dans la section 4.3 (partie 1) est en partie
ve´rifie´e.
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(a) Strate´gies d’insertion contre l’attaque
par effacement et par filtre de Wiener
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(b) Strate´gie globale, obtenue en
se´lectionnant la meilleure valeur de
J iχ
Fig. 3.1 – Strate´gie d’insertion optimale (λ = 10−4, χ = 10−3, ϕi = 1 et n = 100)
3.3 Mise en œuvre pratique
Nous venons de montrer que la re´partition optimale de la marque est donne´e par
σWi '
√
λϕiσ
2
Xi
pour tout i respectant σ2Xi ≤ σ2lim, ce qui correspond exactement a`
la frontie`re entre les deux strate´gies d’attaque possibles (annulation de l’e´chantillon en
posant γ¯i = 0 ou aucune action). Il nous est donc impossible de connaˆıtre le choix de
l’attaquant lors de la re´ception des donne´es marque´es y. S’il de´cide que la ie`me donne´e
appartient au domaine D1, il l’annule et dans ce cas
J iλ = JE = λϕ
2
iσ
2
Xi . (3.16)
S’il de´cide qu’elle appartient a` D3, γ¯i = 1 et σZi = 0. Nous avons alors J iλ = JW = JE
d’apre`s l’e´quation A.13 de l’annexe A.2.1. Enfin, s’il de´cide que la donne´e marque´e est
dans le domaine D2, il utilisera l’attaque interme´diaire. Mais aussi dans ce cas, nous
avons J iλ = JI = JE (e´quation A.11 de l’annexe A.2.1). Quelle que soit la strate´gie
d’attaque choisie (entre les trois strate´gies optimales), la fonctionnelle que l’attaquant
cherche a` minimiser donne le meˆme couˆt. On peut donc en de´duire que
JE = JI = JW = λϕ2iσ
2
Xi ⇒
Eb
N0
= λ
−mDxy′ + σXi≤σlim∑
i=1
ϕ2iσ
2
Xi
 . (3.17)
A` partir d’un couple (λ, χ)1, on peut donc tracer une ligne indiquant le rapport signal-
a`-bruit Eb/N0 minimum qu’il est possible d’atteindre, pour des distorsions d’attaque
comprises entreDxy et la distorsion suite a` l’annulation de tous les e´chantillons marque´s.
Deux exemples sont donne´s par la figure 3.2. Les couples (λ, χ) ont e´te´ choisis afin que la
1Ou un couple (λ, σlim).
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Fig. 3.2 – Performances obtenues avec deux couples (λ, χ) diffe´rents sur l’image Lena
(Dxy = 10, n = 100 et ϕi = 1)
distorsion d’insertion soit commune. Dans le premier cas (courbe bleue), σlim est tel que
tous les e´chantillons sont marque´s. On voit qu’il est possible d’obtenir un rapport signal-
a`-bruit correct meˆme pour des distortions d’attaques tre`s fortes (n×Eb/N0 > 300 pour
Dxy′ = 50, soit un PSNR de 31, 1 dB). En contrepartie, s’il n’y a pas d’attaque, la per-
formance est a` peine meilleure (n×Eb/N0 ' 450 pour Dxy′ = Dxy). Dans le second cas,
la valeur de σlim fait que seule la moitie´ des e´chantillons est marque´e. Par conse´quent,
si cette moitie´ est efface´e (ce qui introduit une distorsion relativement faible), la perfor-
mance est nulle (Eb/N0 = 0 pour Dxy′ ' 30). Par contre, pour des attaques plus faibles,
ce cas est rapidement meilleur que le premier (n × Eb/N0 ' 15000 pour Dxy′ = Dxy).
En fonction de la distorsion d’attaque vise´e, il faut choisir des parame`tres d’insertion
diffe´rents. Dans cet exemple, si la distorsion d’attaque maximale vise´e est infe´rieure a`
28, il vaut mieux prendre la seconde solution. Rechercher la meilleure strate´gie pour
une distorsion d’attaque donne´e Dmaxxy′ consiste a` parcourir toutes les valeurs de σlim
possibles, puis a` fixer le parame`tre λ afin que la distorsion d’insertion soit au niveau
voulu et a` noter la valeur de Eb/N0 correspondant a` Dmaxxy′ . La strate´gie donnant le
meilleur re´sultat est la strate´gie optimale.
De plus, en injectant les parame`tres de la strate´gie optimale dans la formule de
l’estimateur (e´quation 3.2), on remarque une nouvelle forme d’estimation, donne´e par
b̂j =
m∑
i=1
ϕi × G(i, j)× y′i. (3.18)
Cette formule est valable sur l’ensemble des e´chantillons marque´s et dans le cas ou`
l’attaque subie est l’attaque optimale. L’estimation des bits inse´re´s peut donc eˆtre faite
sans connaissance des parame`tres d’insertion (hormis la valeur de σlim).
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Conclusion
A` la fin du chapitre pre´ce´dent, nous avions vu que le filtre de Wiener e´tait une des
strate´gies d’attaque optimale, permettant a` l’attaquant de restaurer l’image marque´e
et d’en augmenter la qualite´. De plus, ce type de filtrage, mode´lise´ par un coefficient
multiplicatif devant la formulation de l’e´nergie de la marque, ne modifie pas les per-
formances de la transmission. Il e´tait donc tout a` fait intuitif de penser utiliser un tel
filtrage au moment meˆme de l’insertion. Ce chapitre nous a permis de ve´rifier analy-
tiquement cette hypothe`se, en introduisant un nouveau parame`tre γ¯i dans la strate´gie
de de´fense. On retrouve des formules d’insertion similaires a` celles de Cohen et Lapi-
doth [CL02] vues dans la section 4.3 de la premie`re partie : la marque doit eˆtre ajoute´e,
puis filtre´e afin de re´duire la distorsion d’insertion.
Appliquer ce filtre modifie la formulation de la distorsion d’insertion Dxy. Les re`gles
du jeu sont donc modifie´es. Cela modifie la re´partition de l’e´nergie de la marque. On voit
apparaˆıtre une coupure nette, laissant de coˆte´ des e´chantillons de plus forte e´nergie.
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Chapitre 4
Re´sultats
Par l’utilisation d’une optimisation max-min, nous avons de´fini une attaque opti-
male quelle que soit la strate´gie d’insertion choisie. Nous avons e´galement exhibe´ la
re´partition de l’e´nergie de la marque donnant les meilleures performances. Nous al-
lons confronter dans ce chapitre ces strate´gies face a` des attaques et des techniques
d’insertion classiques.
4.1 E´valuation de l’attaque optimale
Afin de mesurer la performance de l’attaque optimale de´finie dans la section 2.3,
nous l’avons applique´e sur des strate´gies d’insertion inspire´es de l’e´tat de l’art, liste´es
ici :
– la strate´gie constante, ou` l’e´nergie de la marque est identique pour tous les
e´chantillons du signal a` tatouer. D’apre`s la mesure de distorsion utilise´e (voir
l’e´quation 2.5), nous avons donc σ2Wi = Dxy,
– une strate´gie similaire a` celle utilise´e par Piva et al. [PBBC97, PBBC98] et res-
pectant le PSC de Su et al. [SG99, SKH02], ou` l’e´nergie du ie`me e´le´ment de la
marque est proportionnelle a` la valeur absolue du ie`me e´chantillon du signal hoˆte :
σWi ∝ σXi .
Le signal hoˆte x est obtenu par la de´composition en ondelettes sur trois niveaux d’une
image en niveaux de gris. La sous-bande de plus basse fre´quence n’est pas utilise´e
(figure 4.2) car nos expe´rimentations montrent que la moindre modification sur ses
coefficients est tre`s visible, meˆme si une ponde´ration perceptuelle telle que celle de
Watson1 est utilise´e. Les images teste´es sont donne´es par la figure 4.1. Ce sont des
images classiquement utilise´es en traitement d’images, de taille 512 × 512. L’image
Rose a la particularite´ de posse´der tre`s peu de hautes fre´quences, a` l’oppose´ de Baboon.
Les images Lena et Paper ont une distribution fre´quentielle moyenne. Les variances
locales σ2Xi sont calcule´es sur une feneˆtre 5×5 centre´e sur l’e´chantillon conside´re´. Nous
n’avons pas utilise´ de ponde´ration perceptuelle (ϕi = 1), les distorsions d’insertion et
d’attaque sont donc des EQM.
1Voir la section 2.3.2 de la premie`re partie.
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(a) Image Lena (b) Image Paper. Copyright
photo courtesy of Karel de
Gendre
(c) Image Rose. Copyright
photo courtesy of Toni Lan-
kerd
(d) Image Baboon
Fig. 4.1 – Images utilise´es : taille 512× 512, en niveaux de gris
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L’attaque optimale est compare´e a` deux autres attaques. La premie`re consiste a`
ajouter un bruit gaussien i.i.d. sur l’ensemble du signal marque´. Cette strate´gie est
re´sume´e par e(i) = (γ¯i = 1, σZi =
√
Dxy′ −Dxy). La seconde est compose´e d’un
filtrage de Wiener et d’un bruit gaussien proportionnel a` l’e´nergie de la marque :
e(i) = (γwi , σZi ∝ σWi). Le facteur de proportionnalite´ est fixe´ en respectant la distor-
sion d’attaque que l’on souhaite atteindre. Les performances sont e´value´es en mesurant
le rapport signal-a`-bruit Eb/N0, de´fini par
Eb
N0
=
m∑
i=1
γ2i σ
2
Wi
γ2i
(
σ2Xi + σ
2
Wi
)
+ σ2Zi
. (4.1)
Cette formule diffe`re de l’e´quation 3.1 car le rapport 1/n a e´te´ supprime´. De ce fait,
les performances donne´es ici correspondent au rapport signal-a`-bruit global. Si n bits
sont inse´re´s, il doit eˆtre divise´ par n.
La figure 4.3 montre l’impact des attaques sur un sche´ma de tatouage avec une
re´partition uniforme de l’e´nergie de la marque. Chaque image est marque´e en respectant
une distorsion d’insertion e´gale a` 10 (soit un PSNR de 38, 13 dB). Elle est ensuite
attaque´e en faisant varier la force des attaques teste´es (c’est-a`-dire la distorsion Dxy′
introduite, reporte´e en abscisse sur les graphiques). A` chaque e´tape, le rapport Eb/N0
est calcule´ (en ordonne´e). Plus ce rapport est faible et plus l’attaque est efficace. On
peut obtenir depuis cette mesure la capacite´ totale maximale du canal de tatouage2.
Nous l’estimons par
C = m
2
log2
[
1 +
Eb
m×N0
]
. (4.2)
On voit la nette supe´riorite´ de l’attaque optimale sur les deux autres attaques teste´es.
Sur l’image Rose, de nombreux e´chantillons sont annule´s, faisant baisser tre`s rapidement
la performance de la transmission, jusqu’a` l’annulation comple`te du signal a` Dxy′ ' 41.
La figure 4.4 reprend le meˆme type de tests, applique´ a` un marquage a` la Piva. On
retrouve le bon comportement de l’attaque optimale.
4.2 Comportement de la de´fense
La strate´gie d’attaque de´finie dans la premie`re section de cette partie donne les
re´sultats espe´re´s : pour une distorsion d’attaque donne´e, elle donne le rapport signal-a`-
bruit le plus faible quelle que soit la strate´gie d’insertion adopte´e. Nous allons voir dans
cette section si la de´fense base´e sur un tatouage additif filtre´ (avec filtrage de Wiener
lors de l’insertion) donne de meilleurs re´sultats que les re´partitions uniformes ou a` la
Piva, et comment elle se comporte face aux attaques pre´sente´es au-dessus.
4.2.1 Face a` l’attaque optimale
La figure 4.5 donne le comportement des trois strate´gies d’insertion face a` l’attaque
optimale. Pour chaque Dxy′ , nous calculons la strate´gie d’insertion correspondante,
2Voir la section 1.4 pour plus de de´tails.
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Fig. 4.2 – Ensemble des coefficients formant le signal hoˆte x (pre´sente´ ici avec une
DWT sur trois niveaux) : la sous-bande de plus basse fre´quence n’est pas utilise´e
c’est-a`-dire le couple (λ, χ) optimise´ pour la distorsion de l’attaque applique´e. Comme
pre´vu, la strate´gie de´finie par la the´orie du jeu donne les meilleures performances.
Ainsi pour l’image Paper avec une distorsion Dxy′ = 30 (PSNR de 33, 4 dB), l’insertion
constante peut atteindre une capacite´ de 72 bits, l’insertion a` la Piva 509 bits et notre
insertion 2152 bits.
4.2.2 Face a` des attaques quelconques
Enfin, afin de valider notre technique d’insertion, nous avons repris les attaques
teste´es dans la premie`re section de ce chapitre, c’est-a`-dire l’ajout de bruit gaussien
uniforme et l’ajout d’un bruit gaussien proportionnel a` l’e´nergie de la marque3. Cette
fois aussi, nous ajustons notre strate´gie d’insertion en fonction du niveau d’attaque vise´.
La figure 4.6 montre les re´sultats obtenus sur les quatre images de test. On voit que si
l’attaque optimale n’est pas applique´e, la performance de transmission est meilleure.
Nous avons e´galement applique´ les traitements du test Stirmark [Pet00, sti] sur notre
strate´gie d’insertion. Nous n’avons pas pris en compte les attaques de type ge´ome´trique,
et donc seules les traitements suivants ont e´te´ teste´s :
– filtres me´dians de taille 2× 2, 3× 3 et 4× 4,
– filtre gaussien 3× 3,
– attaque FMLR (frequency mode Laplacian removal),
– sharpenning 3× 3,
– compression JPEG avec des qualite´s allant de 95 % (tre`s bonne qualite´) a` 10 %
(qualite´ me´diocre).
3Dans la premie`re section, cette attaque e´tait pre´ce´de´e d’un filtrage de Wiener, mais comme il est
pre´alablement applique´ par notre technique d’insertion, il devient inutile.
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(a) Pour l’image Lena
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(c) Pour l’image Rose
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(d) Pour l’image Baboon
Fig. 4.3 – Impact de diffe´rentes attaques, en utilisant une e´nergie de marque constante
(re´partition uniforme) telle que Dxy = 10 (ϕi = 1)
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(c) Pour l’image Rose
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(d) Pour l’image Baboon
Fig. 4.4 – Impact de diffe´rentes attaques, en utilisant une e´nergie de marque du type
σWi ∝ σXi telle que Dxy = 10 (ϕi = 1)
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(c) Pour l’image Rose
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(d) Pour l’image Baboon
Fig. 4.5 – Performances de plusieurs re´partitions de l’e´nergie de la marque face a`
l’attaque optimale. La distorsion d’insertion est fixe´e a` Dxy = 10 (ϕi = 1)
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Comme nous ne pouvions pre´voir a` l’avance la distorsion introduite par ces attaques
et donc ajuster au mieux la strate´gie d’insertion, nous avons fixe´ les parame`tres λ et
χ afin de viser une attaque de distorsion Dxy′ = 40 (PSNR de 32 dB). La figure 4.7
indique les re´sultats. Les losanges rouges correspondent aux filtrage me´dians, les verts
a` l’attaque FMLR, les noirs au filtre gaussien et les bleus au sharpenning 4. Malgre´
le fait que la strate´gie d’insertion ne soit pas spe´cifiquement adapte´e a` chacune des
attaques, les performances restent excellentes. A` titre de comparaison, les re´sultats
obtenus face a` l’attaque optimale ont e´te´ ajoute´s (courbe en trait gras). On voit que
les attaques de Stirmark sont bien moins performantes que l’attaque que nous avons
de´finie. En particulier, alors que la compression JPEG est souvent utilise´e pour tester la
performance des sche´mas de tatouage, on remarque que son impact sur les performances
est assez faible.
Conclusion
Ces premiers re´sultats sont tout a` fait conformes a` la the´orie du jeu utilise´e pour
notre optimisation. Quelle que soit la technique d’insertion utilise´e, l’attaque optimale
est la meilleure (celle qui fait baisser le plus le rapport signal-a`-bruit de la transmission).
La strate´gie d’insertion correspondante, s’auto-appliquant un filtrage de Wiener, est la
meilleure strate´gie face a` cette attaque. Si une attaque autre que l’optimale est alors
applique´e, les re´sultats sont encore ame´liore´s.
4Ce dernier point n’apparaˆıt que pour l’image Rose car il engendre e´norme´ment de distorsion.
Ne´anmoins, la perte de performance est tre`s faible (par exemple, sur Baboon, on obtient Eb/N0 > 11000
pour Dxy′ > 2000).
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(d) Pour l’image Baboon
Fig. 4.6 – Impact de l’ajout de bruit gaussien sur la performance de la de´fense optimale.
La distorsion d’insertion est fixe´e a` Dxy = 10 (ϕi = 1)
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(d) Pour l’image Baboon
Fig. 4.7 – Impact des attaques imple´mente´es par Stirmark sur la performance de la
de´fense optimale. La distorsion d’insertion est fixe´e a` Dxy = 10 et nous visons une
attaque de distorsion Dxy′ = 40 (ϕi = 1)
Troisie`me partie
Prise en compte de l’information
adjacente
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Introduction
L’e´tude de l’existant de la premie`re partie a montre´ que le tatouage pouvait s’assimi-
ler a` un proble`me de communication. Nous avons vu e´galement qu’un type de canal e´tait
particulie`rement adapte´ au tatouage : le canal avec information adjacente disponible
a` l’encodeur (side information). Dans ce cas, le message que l’on souhaite transmettre
(contraint en e´nergie) est bruite´ par deux e´le´ments : un bruit de´ja` pre´sent et connu lors
de l’envoi des donne´es et un bruit ajoute´ lors de la transmission (figure 8). Le sche´ma de
Costa [Cos83] (ICS pour ideal Costa scheme), applicable a` des signaux i.i.d. gaussiens,
montre qu’il est possible d’obtenir de meilleures performances par rapport a` un canal
AWGN classique (voir le chapitre 3 de la premie`re partie).
La transmission d’un message par tatouage est typiquement un proble`me de trans-
mission sur un canal avec information adjacente. Dans les sche´mas de tatouage additif,
le signal hoˆte est un bruit venant perturber la transmission de la marque et il est par-
faitement connu avant le processus de codage. La prise en compte de cette information
adjacente pourrait donc permettre un fort gain de performance, comme le montre la
figure 9. Ne´anmoins, il est impossible d’appliquer le sche´ma de Costa tel quel sur notre
technique. D’une part, il s’appuie sur la construction d’un dictionnaire ale´atoire de
grande dimension, impossible a` imple´menter directement. D’autre part, il suppose des
signaux gaussiens et i.i.d. (pour l’information adjacente et le bruit ajoute´ lors de la
transmission), ce qui est en contradiction avec nos hypothe`ses de de´part.
Cette troisie`me partie va montrer comment adapter le sche´ma de Costa a` notre tech-
nique de tatouage par e´talement de spectre et optimisation graˆce a` la the´orie des jeux.
Nous allons d’abord montrer que l’e´talement de spectre de´finit un sous-espace line´aire
correspondant aux distributions statistiques impose´es par Costa, et nous verrons com-
ment optimiser ses parame`res (par max-min). La section suivante exposera la construc-
tion d’un dictionnaire structure´ issu de codes correcteurs d’erreur, adapte´ a` l’ICS.
Nous introduirons dans le chapitre 2.4 une technique permettant de supprimer l’in-
terfe´rence inter-symboles (un facteur limitant de l’e´talement de spectre). Enfin, le cha-
pitre 3 e´tudiera deux extensions de notre sche´ma : l’introduction de de´synchronisations
dans la mesure de performance, et la prise en compte de la re´alisation du signal (afin
d’ame´liorer notre mode`le statistique).
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Fig. 8 – Transmission d’un signal w via un canal gaussien avec information adjacente
disponible a` l’encodage
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Fig. 9 – Performances possibles avec suppression de l’interfe´rence du signal hoˆte graˆce
a` la prise en compte de l’information adjacente (e´nergie d’insertion uniforme, attaque
par bruit gaussien uniforme, Dxy = 10, ϕi = 1 et n = 100)
Chapitre 1
E´talement de spectre et
information adjacente
Les signaux mutimedia suivent rarement une loi Normale identiquement distribue´e.
Nous avons alors conside´re´ un mode`le plus ge´ne´ral pour la construction du notre
sche´ma : le signal hoˆte x, la marque w et le bruit d’attaque z sont des signaux gaussiens
non i.i.d. mode´lise´s par des ensembles de variables ale´atoires. Or, une des hypothe`ses
de la de´monstration de Costa est que les signaux soient i.i.d. et gaussiens. Son sche´ma
n’est donc pas applicable directement. Une solution est donne´e par les canaux paralle`les
gaussiens de´ja` e´voque´s dans l’introduction de la seconde partie, mais ils ne permettent
pas de de´finir un e´quilibre global du jeu (sur l’ensemble des canaux) par optimisation
max-min.
L’e´talement de spectre peut eˆtre vu comme la projection d’un signal sur un ensemble
de porteuses, de´finissant un sous-espace line´raire. Les signaux ainsi projete´s suivent une
loi Normale, respectant la condition de l’ICS. Nous rede´finissons dans ce chapitre les
parame`tres de l’e´talement de spectre vu dans la partie 2 (estimateur optimal et jeu
entre attaquant et de´fenseur) afin d’appliquer l’ICS dans le sous-espace obtenu.
1.1 Fonctions de projection
Les fonctions de projection (spread transforms) de´finissent un sous-espace line´aire
par la projection des e´le´ments du signal conside´re´ sur un ensemble de porteuses. On
passe d’un signal de dimension m a` sa version projete´e de dimension n.
Le tatouage additif filtre´ (plus performant que le simple tatouage additif, comme
vu dans le chapitre 3 de la partie pre´ce´dente) utilisant la technique de l’e´talement de
spectre est de´fini par
yi = γ¯i [xi + wi]
= γ¯i
xi + σWi√
n
n∑
j=1
G(i, j)× bj
 , (1.1)
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avec G ∈ Rn.m matrice pseudo-ale´atoire, telle que E [G(i, j)] = 0 et E [G(i, j)2] = 1,
de´finissant l’ensemble des n porteuses et b la suite de symboles (d’e´nergie unitaire) que
l’on souhaite inse´rer. L’inte´reˆt d’un facteur multiplicatif γ¯i a` l’insertion a e´te´ de´montre´
dans la partie 2 : il permet de re´duire la distorsion d’insertion (par un filtre de Wiener)
sans modifier la performance du sche´ma de tatouage. Nous avons mode´lise´ les attaques
sous la forme SAWGN : y′i = γ¯i × yi + zi, avec z bruit non i.i.d. gaussien. Ce type de
mode´lisation convient a` de nombreuses attaques (compression avec perte, bruit corre´le´,
filtrage, . . .). Nous reprenons la notation γi = γ¯i × γ¯i. Nous avons vu dans la partie
pre´ce´dente que l’extraction depuis le signal y′ se fait par
b̂j =
m∑
i=1
βi × G(i, j)× y′i, (1.2)
avec βi de´fini par l’e´quation 3.2 de la page 84. L’e´quation ci-dessus peut eˆtre vue
comme la projection du signal y′ sur les porteuses de´finies par G. De meˆme, on peut
conside´rer b comme e´tant le signal de la marque dans le sous-espace. L’e´talement de
spectre correspond donc a` l’ajout de deux signaux dans un sous-espace line´raire obtenu
par projection. Les projete´s de x, y′ et z sont respectivement de´finis par
xstj =
m∑
i=1
βiγi × G(i, j)× xi (1.3)
y′stj =
m∑
i=1
βi × G(i, j)× y′i (1.4)
zstj =
m∑
i=1
βi × G(i, j)× zi (1.5)
et suivent une loi Normale uniforme (voir la section 1.3 de la partie 2). Dans le sous-
espace, l’insertion donne´e par l’e´quation 1.1 correspond a`1
yst = xst + wst. (1.6)
L’hypothe`se de Costa sur la distribution des signaux est donc ve´rifie´e et son sche´ma
peut eˆtre applique´ dans le sous-espace. En suivant ce paradigme, le vecteur b n’est
plus une suite de symboles mais doit eˆtre de´fini tel que de´crit par l’ICS, c’est-a`-dire
par b = u? − αxst, avec u? mot de code issu d’un dictionnaire structure´. Par souci de
cohe´rence, nous notons ce signal de marque wst. La formule de l’insertion est alors
yi = γ¯i
xi + σWi‖wst‖
n∑
j=1
G(i, j)× wstj
 . (1.7)
1L’e´galite´ n’est pas tout a` fait vraie car il faut ajouter l’interfe´rence introduite par la non-
orthogonalite´ des porteuses (interfe´rence inter-symboles). Ne´anmoins, nous la ne´gligeons pour la suite
de ce chapitre. Une solution permettant de la supprimer sera e´tudie´e dans la section 2.4.
Estimateur optimal 107
Dans le sous-espace de´fini par l’e´talement de spectre, les signaux sont mode´lise´s par
une loi Normale : Xst ∼ N (0, Q) et Zst ∼ N (0, N), dont les variances respectives sont
donne´es par
Q =
m∑
i=1
β2i γ
2
i × σ2Xi (1.8)
N =
m∑
i=1
β2i × σ2Zi . (1.9)
Une des hypothe`ses du sche´ma de Costa est la contrainte d’e´nergie sur le signal trans-
mis w. Ici, elle peut s’e´crire
∑n
j=1
[
wstj
]2 ≤ nP . D’apre`s la formule d’insertion de
l’e´quation 1.1, la valeur de P est
P =
1
n
[
m∑
i=1
βiγi × σWi
]2
. (1.10)
Malgre´ le fait que σWi ¿ σXi afin de limiter la distorsion introduite par la marque,
l’e´quation ci-dessous montre que l’e´nergie re´partie sur l’ensemble des e´chantillons du
signal marque´ est concentre´e dans le sous-espace : la valeur de Q et de N est fonction
de m tandis que celle de P est fonction de m2/n. De ce fait, il est possible d’avoir
P > Q pour des rapports m/n importants.
1.2 Estimateur optimal
En prenant en compte l’information adjacente, la capacite´ qu’il est possible d’at-
teindre est fonction croissante du rapport P/N . Nous de´cidons de prendre ce rapport
comme mesure de performance de notre sche´ma de tatouage. Trouver l’estimateur op-
timal consiste a` de´terminer la forme de βi maximisant P/N :
β?i = argmax
βi
{
P
N
=
[
∑m
i=1 βiγi × σWi ]2
n
∑m
i=1 β
2
i × σ2Zi
}
. (1.11)
En recherchant la valeur de βi annulant la de´rive´e de l’e´quation de P/N , on obtient
β?i ∝
γiσWi
σ2Zi
, (1.12)
En injectant cette valeur dans l’e´quation 1.11, le rapport signal-a`-bruit est exprimable
par
Eb
N0
=
P
N
=
1
n
m∑
i=1
γ2i σ
2
Wi
σ2Zi
. (1.13)
Tout comme l’expression trouve´e dans la partie concernant le tatouage sans prise en
compte de l’information adjacente, cette formule est assez conforme a` l’intuition. Le
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nominateur correspond a` l’e´nergie de la marque inse´re´e et le de´nominateur est l’e´nergie
du bruit d’attaque. En toute logique, et du fait de la prise en compte de l’information
adjacente, le signal hoˆte a disparu de la mesure de performance par rapport a` la formule
utilise´e dans la seconde partie (e´quation 1.19 de la page 67). Il faut tout de meˆme
remarquer que meˆme si nous notons Eb/N0 = P/N par analogie avec un canal gaussien
classique, ce rapport ne correspond pas au ve´ritable rapport signal-a`-bruit observe´ en
sortie du canal, donne´ par
P (P +Q+N)
N(N + P )
.
Une explication plus de´taille´e sur ce re´sultat est fourni dans l’annexe B.
On note que la formule optimale β?i n’est pas la formule naturelle de la projection
inverse2. De ce point de vue, l’e´talement de spectre tel que nous l’utilisons n’est pas une
projection re´versible, contrairement aux fonctions de projection utilise´es dans d’autres
sche´mas de tatouage [CW00, EBTG02].
1.3 Re´solution par la the´orie des jeux
La formule du rapport signal-a`-bruit de l’e´quation 1.13 est la mesure de performance
que nous allons utiliser pour de´terminer la meilleure strate´gie de re´partition de l’e´nergie
de la marque. Nous utilisons cette fois encore une approche de type max-min. Les
distorsions d’insertion et d’attaque restent inchange´es par rapport au chapitre 3 de la
seconde partie, c’est-a`-dire
Dxy =
1
m
m∑
i=1
ϕ2i
[
σ2Xi (1− γ¯i)2 + γ¯2i σ2Wi
]
(1.14)
Dxy′ =
1
m
m∑
i=1
ϕ2i
[
σ2Xi (1− γi)2 + γ2i σ2Wi + σ2Zi
]
. (1.15)
1.3.1 Attaque optimale
L’attaque optimale est l’attaque minimisant la performance du sche´ma et respec-
tant une contrainte de distorsion donne´e. Comme pre´ce´demment, nous utilisons une
formulation lagrangienne :
ae(Dmaxxy′ ) = argmin
a∈A
{
Eb
N0
(a, e) + λ′
[
Dxy′ −Dmaxxy′
]}
= argmin
a∈A
{
Jλ = n
Eb
N0
(a, e) + λm
[
Dxy′ −Dmaxxy′
]}
. (1.16)
La fonctionnelle Jλ e´tant additive, la minimisation peut se faire terme a` terme. Les
parame`tres d’insertion pour le ie`me e´chantillon sont donc de´finis par
(γ?i , σ
?
Zi) = arg minγi,σZi≥0
{
J iλ =
γ2i σ
2
Wi
σ2Zi
+ λϕ2i
[
σ2Xi (1− γi)2 + γ2i σ2Wi + σ2Zi
]}
, (1.17)
2Qui serait βi ∝ σWi/
√
nγi.
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avec γi = γ¯i × γ¯i. Nous allons d’abord rechercher une solution sur R× R+∗, puis nous
explorerons les cas limites (c’est-a`-dire σZi = 0). Les de´rive´es de J
i
λ par rapport a` γi et
a` σ2Zi sont donne´es respectivement par
∂J iλ
∂γi
=
2γiσ2wi
σ2Zi
+ 2λϕ2i
[
γi
[
σ2Xi + σ
2
Wi
]− σ2Xi] (1.18)
∂J iλ
∂σ2Zi
= −γ
2
i σ
2
Wi
σ4Zi
+ λϕ2i . (1.19)
Leur annulation commune donne les valeurs
γai = γ
w
i −
σWi√
λϕi
(
σ2Xi + σ
2
Wi
) (1.20)
σaZi =
√
γai (γ
w
i − γai )
(
σ2Xi + σ
2
Wi
)
, (1.21)
avec γwi le facteur d’atte´nuation correspondant a` un filtre de Wiener a` l’insertion. La
formule de σaZi est identique a` celle trouve´e dans la seconde partie de ce manuscrit, ou`
l’information adjacente n’e´tait pas prise en compte. La formule de γai correspond au
facteur multiplicatif d’un filtre de Wiener dont le but serait d’atte´nuer la marque et
le bruit zi/γai (voir l’e´quation 2.19 de la page 78). Ces deux parame`tres de´finissent la
strate´gie d’attaque note´e aI(i) = (γai /γ¯i, σ
a
Zi
). Ces optimaux locaux ne sont pas valides
dans tous les cas. Du fait que σZi soit obligatoirement supe´rieur ou e´gal a` ze´ro, les
re´sultats ci-dessus ne sont valables que si la contrainte suivante est respecte´e :
σaZi ≥ 0 ⇔ γai ≥ 0
⇔ σWi ≤
√
λϕiσ
2
Xi . (1.22)
Le domaine respectant cette contrainte est note´ D2 et celui ne la respectant pas est note´
D1. Contrairement au cas traite´ dans la partie 2, nous n’avons ici que deux domaines,
car la contrainte γ¯i ≤ γwi est toujours vraie.
Conside´rons maintenant le bord du domaine de validite´ σZi = 0. La valeur minimi-
sant la fonctionnelle J iλ est γ¯i = 0. Cela de´finit la strate´gie aE(i) = (0, 0). Nous avons
donc deux attaques possibles a` associer a` deux domaines. L’annexe A.2.2 nous indique
que la strate´gie aE(i) est optimale sur D1 et que la strate´gie aI(i) est optimale sur D2.
1.3.2 De´fense
Afin de trouver la de´fense optimale (c’est-a`-dire les couples e(i) = (γ¯i, σWi)) face a`
l’attaque que nous venons de de´finir, nous conside´rons une optimisation de type max-
min, applique´e a` une formulation lagrangienne :
e(Dmaxxy , D
max
xy′ ) = argmax
e∈E
{
Jλ − χ
[
Dxy −Dmaxxy
]}
= argmax
e∈E
{
Jχ = Jλ − χm
[
Dxy −Dmaxxy
]}
. (1.23)
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Fig. 1.1 – Les deux domaines d’attaque de´finis par la contrainte σZi ≥ 0 (λ = 0, 02 et
ϕi = 1)
Et comme Jχ est une fonctionnelle additive se´parable, nous pouvons optimiser e´chantillon
par e´chantillon :
(γ¯?i , σ
?
Wi) = arg maxγ¯i,σWi≥0
{
J iχ = J
i
λ − χϕ2i
[
σ2Xi (1− γ¯i)2 + γ¯2i σ2Wi
]}
. (1.24)
Si l’on se place sur le domaine D1, ou` l’attaque par annulation aE(i) est optimale,
la de´rive´e de J iχ suivant σWi est toujours ne´gative : la valeur optimale est donc la
limite infe´rieure du domaine, de´finie par l’e´quation 1.22. L’annulation de la de´rive´e
de J iχ suivant γ¯i nous donne γ¯i = γ
w
i . La strate´gie de de´fense face a` aE(i) est donc
eE(i) = (γ¯i = γwi , σWi =
√
λϕiσ
2
Xi
).
Dans le domaine D2, l’annulation de la de´rive´e de J iχ suivant γ¯i nous donne cette
fois aussi γ¯i = γwi . La de´rive´e suivant σWi est e´gale a`
∂J iχ
∂σWi
= 2σ2Xi
ϕ2i (λ− χ)σ2XiσWi +
√
λϕi
(
σ2Xi − σ2Wi
)− σWi(
σ2Xi + σ
2
Wi
)2 , (1.25)
et sa racine, unique sur D2, est donne´e par
σaWi =
ϕ2i (λ− χ)σ2Xi − 1 +
√(
ϕ2i (λ− χ)σ2Xi − 1
)2
+ 4λϕ2iσ
2
Xi
2
√
λϕi
. (1.26)
La strate´gie optimale vis-a`-vis de aI(i) est donc eI(i) = (γwi , σ
a
Wi
). De plus, cette
strate´gie est dans tous les cas meilleure que eE(i) : la distorsion d’insertion est plus
faible et la fonctionnelle J iλ sera plus e´leve´e (voir l’e´quation A.16 de la page 174).
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Fig. 1.2 – Deux strate´gies d’insertion optimales (ϕi = 1)
1.3.3 Remarques
Tout comme la strate´gie d’insertion de´finie dans la section 3 de la partie pre´ce´dente,
nous avons montre´ que la de´fense a tout inte´reˆt a` s’auto-appliquer un filtrage de Wiener
apre`s insertion de la marque. La figure 1.2 montre les strate´gies d’insertion obtenues
pour deux couples (λ, χ) diffe´rents. Contrairement aux strate´gies vues dans la partie 2,
tous les e´chantillons doivent eˆtre marque´s. La force d’insertion est croissante en ϕi :
les e´chantillons perceptuellement importants seront plus marque´s. On voit aussi que
suivant le signe de λ− χ, la forme de l’insertion tend soit vers une constante
lim
σXi→∞
σWi =
√
λ
ϕi(λ− χ)
soit vers une forme parabolique
lim
σXi→∞
σWi = ϕi
λ− χ√
λ
σ2Xi .
Lorsque l’attaque optimale est applique´e, seule la strate´gie aI sera utilise´e. En injectant
les parame`tres de cette strate´gie et ceux de la de´fense dans la formule de l’estima-
teur optimal de´fini dans la section 1.2, on trouve β?i ∝ ϕi. Cette proprie´te´ avait de´ja`
e´te´ montre´e pour l’estimateur de la seconde partie. Ne´anmoins, elle n’e´tait applicable
que pour les e´chantillons marque´s (il fallait donc connaˆıtre la limite entre e´chantillons
marque´s et non marque´s). Or ici, cet estimateur est utilisable sur l’ensemble du signal
y′ rec¸u. Il n’est donc pas ne´cessaire de connaˆıtre les parame`tres d’insertion utilise´s pour
estimer la marque de fac¸on optimale. L’extraction d’un message est totalement aveugle.
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1.4 Re´sultats
Afin de tester la pertinence de notre sche´ma, nous l’avons compare´ a` des attaques
et des de´fenses (re´partitions de l’e´nergie de la marque) classiques. Les performances
sont quantifie´es par le rapport signal-a`-bruit global, donne´ par
Eb
N0
=
m∑
i=1
γ2i σ
2
Wi
σ2Zi
. (1.27)
Ce rapport est a` diviser par la dimension n du sous-espace utilise´ (correspondant a`
la dimension du signal wst que l’on souhaite transmettre). En utilisant un sche´ma
exploitant l’information adjacente disponible a` l’encodeur, la capacite´ totale maximale
est estime´e par
C = m
2
log2
[
1 +
Eb
m×N0
]
. (1.28)
Le signal hoˆte est obtenu par la de´composition en ondelettes sur trois niveaux de quatre
images de test (pre´sente´es par la figure 4.1 de la page 92). Ce sont des images en niveaux
de gris de taille 512× 512. Comme pour les re´sultats du chapitre 4 (partie 2), la sous-
bande de plus basse fre´quence n’est pas utilise´e.
1.4.1 Comportement de l’attaque optimale
Les attaques teste´es sont les meˆmes que celles du chapitre 4 de la seconde partie :
l’ajout d’un bruit gaussien uniforme (a(i) = (γ¯i = 1, σWi =
√
Dxy′ −Dxy)), une com-
binaison de filtrage de Wiener (afin d’atte´nuer le bruit de la marque et de restaurer
le signal hoˆte d’origine) et de bruit gaussien proportionnel a` l’e´nergie de la marque en
chacun des e´chantillons (a(i) = (γwi , σZi ∝ σWi)) et bien suˆr l’attaque optimale de´finie
dans la section 1.3.1 de ce chapitre.
Ces attaques sont applique´es a` des strate´gies d’insertion : insertion uniforme (e´nergie
de la marque constante en chacun des e´chantillons) et insertion avec e´nergie de la
marque proportionnelle a` l’e´nergie de l’e´chantillon conside´re´ (similaire a` la technique
de Piva et respectant le PSC de Su et al.). La distorsion d’insertion est fixe´e a` 10 (PSNR
de 38, 13 dB).
Les figures 1.3 et 1.4 donnent les re´sultats de ce premier test. La distorsion d’at-
taque est reporte´e en abscisse et la performance Eb/N0, calcule´e par la formule de
l’e´quation 1.27, est en ordonne´e. La baisse de performance introduite par l’attaque op-
timale est bien plus importante qu’avec les deux autres attaques teste´es, et ce quelle
que soit la technique d’insertion choisie et l’image hoˆte utilise´e. Cela confirme l’inte´reˆt
de l’attaque SAWGN.
1.4.2 Performances de la de´fense
Nous testons maintenant les performances de la de´fense de´finie dans la section
pre´ce´dente. La figure 1.5 montre les re´sultats obtenus pour les trois strate´gies d’insertion
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(d) Pour l’image Baboon
Fig. 1.3 – Impact de diffe´rentes attaques sur le tatouage avec information adjacente,
en utilisant une e´nergie de marque constante (re´partition uniforme) telle que Dxy = 10
(ϕi = 1)
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(d) Pour l’image Baboon
Fig. 1.4 – Impact de diffe´rentes attaques sur le tatouage avec information adjacente,
en utilisant une e´nergie de marque du type σWi ∝ σXi telle que Dxy = 10 (ϕi = 1)
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face a` l’attaque optimale. Les parame`tres de notre state´gie d’insertion sont optimise´s
pour chaque niveau d’attaque Dxy′ . Comme pre´vu par l’optimisation utilise´e, la de´fense
optimale donne les meilleures performances pour les quatre images. De plus, face a` des
attaques autres (ajout de bruit gaussien uniforme ou proportionnel a` l’e´nergie de la
marque), les re´sultats sont encore meilleurs, comme le montre la figure 1.6.
Nous avons e´galement utilise´ le test Stirmark (voir la section 4.2.2 de la page 94 pour
plus d’informations sur le mode ope´ratoire) en fixant les parame`tres λ et χ en vue d’une
attaque de distorsion Dxy′ = 40. Les re´sultats sont pre´sente´s sur la figure 1.7. Comme
pour les re´sultats de la partie pre´ce´dente, on voit que cette famille d’attaque, pourtant
largement utilise´e dans la litte´rature pour de´montrer la performance de techniques de
tatouage, est sous-optimale et permet a` notre strate´gie d’insertion de fournir de bonnes
performances.
Ces re´sultats montrent e´galement l’inte´reˆt de la prise en compte de l’information
adjacente. Pour une distorsion d’attaque Dxy′ = 40, la capacite´ pour l’image Lena
passe de 950 (re´sultats de la partie 2) a` plus de 4000 bits (rapport 4, 2), tandis que
pour Baboon, elle passe de 5000 a` plus de 33000 bits (rapport 6, 6).
Conclusion
L’e´talement de spectre est conside´re´ comme la projection d’un signal sur un en-
semble de porteuses, de´finissant ainsi un sous-espace line´aire. Les signaux ainsi pro-
jete´s suivent une distribution i.i.d. et gaussienne, satisfaisant ainsi une des hypothe`ses
ne´cessaires a` l’application du sche´ma de Costa [Cos83]. La prise en compte de l’in-
formation adjacente permet de de´finir de nouvelles limites de capacite´. Cela modifie
conside´rablement la mesure de performance que nous utilisions dans la seconde partie
de ce manuscrit. Les donne´es du jeu entre l’attaquant et le de´fenseur sont donc mo-
difie´es. Nous avons re´solu cette nouvelle optimisation et de´fini une attaque optimale et
la de´fense associe´e en vue de l’utiliser dans un sche´ma prenant en compte l’information
adjacente. Les re´sultats obtenus montrent que les strate´gies ainsi de´finies apportent de
forts gains par rapport aux autres strate´gies teste´es.
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(d) Pour l’image Baboon
Fig. 1.5 – Performances (avec prise en compte de l’information adjacente) de plusieurs
re´partitions de l’e´nergie de la marque face a` l’attaque optimale. La distorsion d’insertion
est fixe´e a` Dxy = 10 (ϕi = 1)
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(d) Pour l’image Baboon
Fig. 1.6 – Impact de l’ajout de bruit gaussien sur la performance de la de´fense optimale
(avec information adjacente prise en compte). La distorsion d’insertion est fixe´e a` Dxy =
10 (ϕi = 1)
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(d) Pour l’image Baboon
Fig. 1.7 – Impact des attaques imple´mente´es par Stirmark sur la performance de la
de´fense optimale (avec information adjacente prise en compte). La distorsion d’insertion
est fixe´e a` Dxy = 10 et nous visons une attaque de distorsion Dxy′ = 40 (ϕi = 1)
Chapitre 2
Codes pour le tatouage
La technique d’e´talement de spectre que nous utilisons de´finit un sous-espace line´aire :
le signal hoˆte de dimension m est projete´ sur un ensemble de n porteuses. Dans cet
espace, les signaux projete´s suivent une loi Normale. Le signal marque´ et le signal rec¸u
sont respectivement donne´s par
yst = xst + wst (2.1)
y′st = xst + wst + zst, (2.2)
avec xst et zst mode´lise´s par les v.a. Xst ∼ N (0, Q) et Zst ∼ N (0, N). L’e´nergie de la
marque est contrainte par
∑n
j=1
[
wstj
]2 ≤ nP . Comme le signal projete´ xst est parfai-
tement connu lors de l’insertion, ce cas de figure correspond exactement a` la de´finition
d’un canal gaussien avec information adjacente disponible a` l’encodeur. Les re´sultats
vus dans la section 3.3 de la premie`re partie peuvent donc eˆtre repris, y compris le
sche´ma de´fini par Costa (l’ICS) permettant d’atteindre the´oriquement la limite de ca-
pacite´ pour laquelle ont e´te´ optimise´s les parame`tres de l’e´talement de spectre dans le
chapitre pre´ce´dent.
Appliquer directement le sche´ma de Costa est impossible pour des valeurs de n
re´alistes. Il utilise en effet un dictionnaire construit ale´atoirement, et le de´codage de-
vrait donc se faire par recherche exhaustive. Nous allons proposer dans ce chapitre
une technique permettant de construire le signal de marque wst en s’appuyant sur
un dictionnaire structure´ construit a` partir d’un syste`me de codes correcteurs (ECC).
La section 2.1 passe d’abord en revue quelques techniques repre´sentatives s’appuyant
sur des codes correcteurs. Puis nous pre´senterons dans la section suivante notre ap-
proche par codes poinc¸onne´s. Enfin, la section 2.3 montrera une technique permettant
de construire une marque wst plus adapte´e au tatouage que celle du sche´ma de Costa.
2.1 Dictionnaires structure´s issus de codes correcteurs
La mise en œuvre pratique du sche´ma de Costa ne vient pas de la construction
du dictionnaire structure´ ale´atoire, mais de son utilisation. Nous pouvons reprendre la
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Fig. 2.1 – Ajout de i bits d’index afin de construire un dictionnaire structure´ (k = 8,
i = 4 et n = 24)
remarque faite sur les codes correcteurs dans la section 3.2 de la premie`re partie concer-
nant la complexite´ de de´codage de signaux de dimensions importantes. Ne´anmoins, les
syste`mes de codes correcteurs utilise´s aujourd’hui s’affranchissent de ce proble`me :
codage par bloc pour limiter la taille de l’espace de recherche ou codage convolutif per-
mettant d’obtenir un dictionnaire ordonne´ tout en conservant de bonnes performances.
L’utilisation de codes correcteurs pourrait donc permettre la construction et l’exploi-
tation d’un dictionnaire structure´ tel que de´fini par Costa, tout comme ils permettent
d’approcher les limites the´oriques des canaux classiques. Dans la suite de cette section,
nous nous plac¸ons dans le sous-espace de´fini par l’e´talement de spectre. Les notations
wst, xst et zst sont respectivement simplifie´es en w, x et z.
2.1.1 Approche par bits d’index et codes correcteurs
Le dictionnaire U utilise´ dans le sche´ma de Costa est constitue´ de 2n(I(U ;Y ′)−²) mots
de code1. Il est divise´ en 2n(C−²) sous-dictionnaires. Chaque message possible est donc
associe´ a` 2nI(U ;X) mots de codes. Une technique de construction simple pour obtenir
un tel dictionnaire est d’utiliser des bits d’index afin de multiplier le nombre de mots
de code par message. Nous conside´rons par la suite des messages binaires. Notons
i = n× I(U ;X) = n
2
log2
[
1 +
PQ
(P +N)2
]
. (2.3)
Si l’on inse`re ces i bits au sein du message que l’on souhaite transmettre et que l’on
code le tout (par un code de rendement r), chaque message correspondra a` 2i mots de
codes diffe´rents, ce qui satisfait les exigences de l’ICS. Cet enchaˆınement est montre´
par la figure 2.1.
La taille des mots de code ainsi ge´ne´re´s sera de (k+ i)/r. Or d’apre`s l’e´quation 2.3,
la valeur de i de´pend du signal hoˆte x, et donc la taille des mots de code aussi. Mais en
pratique la dimension n de x est fixe2, et il est donc tout a` fait possible que n 6= (k+i)/r :
l’insertion y = x+w est impossible si les signaux a` ajouter sont de dimensions diffe´rentes.
Le rendement global k/n doit eˆtre fixe et inde´pendant de i (et donc de Q).
1Avec ²→ 0 quand n→∞.
2Comme nous comptons utiliser ce type de dictionnaire au sein du sous-espace de´fini par e´talement
de spectre, nous pourrions faire en sorte que le nombre de porteuses n soit e´gal a` la dimension des
mots de codes. Or, en modifiant n, nous modifions Q et donc i. La dimension du sous-espace doit eˆtre
adapte´e jusqu’a` convergence de i. Or elle n’est pas assure´e dans tous les cas de figure.
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Fig. 2.2 – Construction du code structure´ propose´ par Chou et al. graˆce a` l’en-
chaˆınement d’un code par syndrome et de deux codes paralle`les
2.1.2 Les codes de Chou et al.
Le codage par syndrome (voir la section 3.3.2 de la page 45) permet d’associer plu-
sieurs mots de code a` un meˆme message. Il est de ce fait adapte´ a` la construction d’un
dictionnaire structure´ pour le sche´ma de Costa. Chou et al [CPR99, CPR01] proposent
d’utiliser le codage par syndrome associe´ a` un code de type turbo (figure 2.2) afin d’as-
surer une bonne re´partition des mots de codes au sein du dictionnaire global U , mais
aussi au sein des sous-dictionnaires Um.
Un premier codeur utilise le principe des syndromes. Les i bits d’index sont encode´s
et les k bits du message forment le syndrome. D’un point du vue message3, son rende-
ment est r1 = k/(k + i) : a` un meˆme message seront associe´s 2i mots de code. Ce type
de codeur assure une bonne re´partition des mots de code d’un meˆme sous-dictionnaire.
Ne´anmoins, le pouvoir de correction est tre`s faible car la distance minimale est de 1
(tous les e´le´ments de {0, 1}k+i sont des mots de code). Pour pallier ce de´faut, un second
e´tage de codage, utilisant deux codeurs en parralle`le, est applique´. Son rendement est
note´ r2 = (k + i)/n. Ce type de construction, associe´e a` un de´codage turbo, assure
d’excellentes performances. Le rendement global est r1 × r2 = k/n.
Toutefois, il est tre`s difficile de faire varier i tout en gardant le rendement k/n
constant. Les deux e´tages de codage doivent eˆtre adapte´s, et il faut disposer d’une
tre`s large palette de codeurs pour assurer le rendement correct pour toute valeur de i
(tableau 2.1).
2.2 Approche par codes poinc¸onne´s
Comme nous l’avons de´ja` remarque´, les approches pre´sente´es ci-dessus ne peuvent
garantir un rendement global constant malgre´ la variation probable de i suivant les si-
gnaux hoˆtes. Comme le nombre de mots de code par message possible varie en fonction
de l’e´nergie de l’information adjacente a` conside´rer, il est impossible d’assurer que la
3En fait, de par le principe du codage par syndrome, ce sont les i bits d’index qui sont encode´s, le
ve´ritable rendement du code utilise´ est donc i/(k + i)
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i r1 r2
0 1 1/3
1 64/65 65/192
2 32/33 33/96
3 64/67 67/192
4 16/17 17/48
. . . . . . . . .
32 2/3 1/2
Tab. 2.1 – Rendements des deux codeurs a` utiliser pour obtenir un rendement k/n
constant avec k = 64 bits et n = 192
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Fig. 2.3 – Construction d’un motif pour l’encodage de m = {10101010} (k = 8 et i = 4)
dimension des mots de code du dictionnaire U soit la meˆme que celle de x. Ne´anmoins,
utiliser un syste`me de codes correcteurs pour construire un dictionnaire adapte´ a` l’ICS
semble la solution la plus approprie´e. Il faudrait donc un code dont le rendement puisse
eˆtre augmente´ ou diminue´ tout en gardant un bon pouvoir de correction. La solution
se trouve du coˆte´ du poinc¸onnage. Le principe est tout simplement de supprimer une
partie du mot de code afin d’adapter sa taille a` celle de´sire´e. Lors du de´codage, les
e´chantillons supprime´s sont remplace´s par des valeurs neutres afin de retrouver la taille
originale du signal. Nous proposons d’utiliser ce principe au sein de codes convolutifs.
Conside´rons une valeur de i (obtenue par exemple en utilisant la formule 2.3), un
message a` transmettre m de k bits, un signal hoˆte de dimension n et un code de
rendement r tel que r = k/n. L’encodage de m se fait en recherchant le mot de code u?
le plus proche de x. Pour cela, nous construisons tout d’abord un motif comme illustre´
par la figure 2.3 : i bits d’index sont ajoute´s aux bits du message et le tout est entrelace´
afin de s’assurer d’une bonne re´partition des mots de code associe´s a` un meˆme message.
Ce motif va servir d’a priori fort dans un de´codeur de Viterbi. A` partir d’une matrice
de poinc¸onnage P ∈ P avec P = {0, 1}(k+i)/r.n, nous de´finissons les fonctions
X n × P −→ X (k+i)/r
e´tend : (x,P) 7−→ xe (2.4)
et
X (k+i)/r × P −→ X n
poinc¸onne : (xe,P) 7−→ x. (2.5)
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Fig. 2.4 – Treillis permettant de coder le message m = {10101010} en utilisant le motif
de la figure pre´ce´dente. Le treillis d’origine est donne´ par la figure 3.7(a) de la page 48
L’encodage du motif va aboutir a` des mots de code de dimension (k + i)/r. Afin que
la taille du signal hoˆte corresponde, ce dernier est e´tendu de i/r e´chantillons en utili-
sant des valeurs neutres pour le de´codage (valeurs 0) graˆce a` l’utilisation de la fonction
e´tend(). Il est ensuite de´code´ en utilisant le motif issu du message a` transmettre (fi-
gure 2.5). Le de´codage de x va donc fixer les i bits d’index de fac¸on a` ce que le mot de
code obtenu soit le plus proche du signal x e´tendu et corresponde au message m. L’a
priori va forcer certaines transitions du treillis (les k bits utiles du message), comme
le montre la figure 2.4. Le mot de code issu du parcours du treillis est poinc¸onne´ avec
poinc¸onne() afin de ramener sa dimension a` n. C’est le mot de code u? et il est par
construction le plus proche de x. A` la re´ception des donne´es y′, le signal e´tend(y′,P)
est de´code´ en utilisant un algorithme de Viterbi classique (sans a priori). On identifie
par la suite les k bits du message.
En utilisant une modulation de type BPSK4 (le bit 0 devient −1 et le bit 1 devient
+1), tous les mots de codes ainsi ge´ne´re´s sont de meˆme e´nergie. La performance de
de´codage est alors inde´pendante d’un e´ventuel facteur d’e´chelle de type y′ = γ[x+w+z].
Remarque
On voit dans cette approche une similitude avec le treillis de Miller et al. [MDC02],
de´ja` vu dans la section 3.3.2 de la premie`re partie. En regroupant les transitions libres
(qui correspondent aux bits d’index du motif) avec les transitions t− 1 (figure 2.6), la
meˆme proprie´te´ apparaˆıt : pour un sommet et un bit donne´s, plusieurs transitions sont
possibles. On multiplie de ce fait le nombre de chemins par message.
4Pour binary phase shift keying.
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Fig. 2.5 – Encodage du message par de´codage du signal hoˆte (k = 8, i = 4, r = 1/2 et
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Fig. 2.6 – Treillis permettant de coder le message m = {10101010}. Certains couples
de transitions sont regroupe´s afin de montrer l’analogie avec le treillis de Miller
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2.3 Maximisation de la robustesse
Costa indique dans son sche´ma la construction du signal a` transmettre : w = u?−αx
avec α = P/(P + N). La valeur de α est celle qui maximise la capacite´ the´orique du
canal. Or, dans le cadre du tatouage robuste, cette notion de capacite´ reste abstraite : la
taille du message est fixe et l’on souhaite maximiser la robustesse plutoˆt que maximiser
la capacite´. Nous allons d’abord montrer une interpre´tation ge´ome´trique de l’inser-
tion d’une marque, puis nous verrons quelles techniques peuvent nous permettre de
construire w avec les meilleures performances.
2.3.1 Interpre´tation ge´ome´trique
Les figures 2.8 et 2.9 donnent une interpre´tation de l’insertion d’une marque. Elles
sont pre´sente´es en deux dimensions pour des raisons de lisibilite´, mais doivent eˆtre
conside´re´es dans l’espace n-dimensionnel. Le dictionnaire est divise´ en 2nC sous-diction-
naires : dans l’exemple de la figure 2.8, il y a trois messages possibles, repre´sente´s par les
couleurs bleu, rouge et vert. Chacun des mots de code (de meˆme e´nergie) est associe´ a`
une zone de robustesseRu (qui a la forme d’un hyper-coˆne en n dimensions) a` l’inte´rieur
de laquelle le mot de code le plus proche est u. Ces zones sont de´limite´es par les traits
pointille´s de la figure. Supposons que l’on veuille transmettre le message bleu. Comme
le de´fini le sche´ma de Costa, on recherche le mot de code u? le plus proche de x tel
que u? ∈ Ubleu. Une fois cela fait, il faut construire un signal w tel que x + w soit a`
l’inte´rieur de la zone de robustesse Ru? et qu’il faille ajouter un bruit d’une e´nergie au
moins e´gale a` N pour en sortir, tout en respectant la contrainte d’e´nergie maximale
(repre´sente´e par un cercle centre´ en x sur la figure).
La valeur de i permet d’adapter la re´partition des mots de code. Si i est important,
la taille des sous-dictionnaires sera importante. Et comme par construction ils sont
suppose´s eˆtre re´partis uniforme´ment, la distance entre le signal hoˆte et le mot de code
le plus proche sera statistiquement faible. D’un autre coˆte´, la zone de robustesse associe´e
sera peu e´tendue et l’e´nergie du bruit auquel il sera possible de re´sister (la robustesse)
sera faible. A` l’inverse, si l’on souhaite re´sister a` un fort bruit, il vaut mieux augmenter
la taille des zones de robustesse et donc rapprocher i de 0 (dictionnaire classique),
comme le montre l’exemple de la figure 2.7.
2.3.2 Techniques d’insertion
L’ICS indique comment construire w de fac¸on a` optimiser la capacite´ du canal. Ses
performances the´oriques ne sont atteignables que lorsque le nombre d’e´chantillons n
tend vers l’infini. Or, en pratique, ce nombre est bien suˆr limite´. Les parame`tres d’in-
sertion α et i donne´s par Costa ne sont peut-eˆtre pas optimaux pour des cas re´alistes.
De plus, nous ne recherchons pas a` maximiser la capacite´ du canal mais la robustesse de
la transmission (notre capacite´ est fixe´e et nous voulons maximiser N , alors que Costa
maximise la capacite´ pour un N donne´). Nous devons donc adapter la construction de
w au code dont nous disposons et a` notre recherche de robustesse.
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Fig. 2.7 – Nombre de bits d’index a` ajouter (e´quation 2.3) en fonction du bruit d’at-
taque
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Fig. 2.8 – Re´partition des mots de codes dans l’espace et zones de robustesse
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Fig. 2.9 – Diffe´rentes techniques de construction du signal de la marque w. Figure
inspire´e de celle pre´sente´e par Miller et al. [MCB00]
La figure 2.9 montre plus pre´cisement la phase d’insertion. La contrainte de puis-
sance sur w de´fini une hyper-sphe`re SP de rayon
√
nP centre´e en x. Tous les points de
SP sont des candidats potentiels pour y. Or, il faut bien suˆr que y appartienne a` Ru?
afin d’assurer un bon de´codage. La recherche peut donc se limiter a` Ru? ∩ SP .
Nous pouvons mesurer la robustesse d’un point par la distance statistique de ce point
par rapport aux bords de l’hyper-coˆne. L’ensemble des points situe´s a` une distance N
(il faut ajouter un bruit d’e´nergie N pour quitter l’hyper-coˆne) de´finit un hyperbolo¨ıde,
dont plusieurs exemples sont donne´s sur la figure 2.9 :
HN =
{
y t.q. N =
[〈y, u?〉
‖u?‖
]2
(1 + tan2 θ)− ‖y‖2
}
, (2.6)
ou` θ est l’angle de l’hyper-coˆne Ru? . Nous pouvons de´duire de la the´orie du sphere
packing [Lee67] la formule
tan−2 θ = 2
2(k+i)
n − 1. (2.7)
La marque w = u? − P x/(P +N) que de´finit Costa est optimale dans le pire cas5
(c’est-a`-dire que x est situe´ a` e´quidistance de deux mots de codes du sous-dictionnaire
du message a` transmettre). Dans d’autres cas, il se peut que la marque de Costa
ne soit pas optimale en terme de robustesse et qu’il soit possible de proposer mieux.
5Une justification ge´ome´trique de ces parame`tres est donne´e en annexe B.
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Miller et al. [MCB00] ont e´nume´re´ trois6 principales techniques d’insertion en vue d’une
utilisation dans le cadre de la de´tection de marque (ces techniques sont illustre´es par
les fle`ches rouges de la figure 2.9). Les auteurs se basent sur une zone de de´tection (si
le signal rec¸u est dans cette zone, la marque est conside´re´e comme pre´sente) que l’on
peut assimiler dans notre cas a` la zone de robustesse Ru? :
– la premie`re me´thode consiste a` prendre w ∝ u?, et correspond en fait a` une
transmission sans prise en compte de l’information adjacente (insertion aveugle).
Or, comme le montre la figure 2.9, il est possible que y ne soit pas dans la zone
de robustesse et que le message extrait soit faux meˆme en l’absence de bruit
d’attaque z. Miller baptise cette me´thode MLC (maximizing linear correlation).
D’apre`s la formulation de Costa, cela e´quivaut a` faire tendre α vers ze´ro. Cette
technique maximise la mesure 〈u?, y〉,
– la technique MCC (maximizing correlation coefficient) consiste a` se rapprocher le
plus possible du mot de code. S’il y a intersection entre l’hyper-cercle de´finissant
la limite de distorsion et u? (par exemple si P > Q), cela e´quivaut a` y ∝ u?. Le
signal hoˆte est alors totalement supprime´7. La mesure
c =
〈u?, y〉
‖u?‖ × ‖y‖
est maximise´e,
– la dernie`re technique (note´e MR pour maximum robustness) consiste a` trouver
le signal w qui maximise l’e´nergie N du bruit qu’il est possible de supporter,
c’est-a`-dire a` trouver le point tangent a` HN tel que N soit le plus fort possible.
Sur l’exemple de la figure 2.9, cette technique permet de re´sister a` l’ajout d’un
bruit d’e´nergie N1.
Faire en sorte que le signal marque´ soit le plus loin possible des limites de la zone de
robustesse est la technique qui a le plus de sens dans le cadre du tatouage robuste. En
l’absence de connaissance sur le bruit d’attaque ajoute´, et d’apre`s l’e´quation 2.6, on
peut de´finir w par
w = arg max
w˜ t.q. ‖w˜‖2=nP
{[〈x+ w˜, u?〉
‖u?‖
]2 (
1 + tan2 θ
)− ‖x+ w˜‖2} . (2.8)
Pour une valeur i donne´e, la maximisation se fait en recherchant sur la sphe`re SP le
point y = x+ w maximisant N .
Remarque
Le sche´ma de Costa nous indique la taille optimale des sous-dictionnaires. Nous en
de´duisons le nombre de bits d’index i a` utiliser pour notre code structure´ (e´quation 2.3).
6Dans cet article, une quatrie`me technique est pre´sente´e, note´e CR pour constant robustness. Elle
cherche a` garantir une robustesse constante sans se soucier de la contrainte de distorsion, et ne respecte
donc pas nos hypothe`ses.
7Cette technique est e´galement connue sous le nom de precancellation [PS98, CW00, CMB02].
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Reste que ce parame`tre doit eˆtre connu lors du de´codage (cela est e´galement vrai pour
les codes propose´s par Chou et al.) et doit donc eˆtre transmis. On retrouve la meˆme
proble´matique que le tatouage par quantification : il faut transmettre les parame`tres
permettant de construire le dictionnaire utilise´ a` l’insertion. Plusieurs solutions sont
envisageables, comme la re´servation des premiers symboles de wst, ou alors l’ajout
d’une marque supple´mentaire pour transmettre i.
2.4 Suppression de l’interfe´rence inter-symboles
L’optimisation du chapitre 1 se base sur l’hypothe`se que le bruit du signal hoˆte
n’intervient pas dans la mesure de performance, graˆce a` l’utilisation de codes adapte´s
utilisant l’information adjacente disponible. Or la projection par e´talement de spectre
introduit un bruit supple´mentaire. Reprenons l’e´quation de la projection des donne´es
rec¸ues (marque´es et attaque´es) :
y′stj =
m∑
i=1
βi × G(i, j)× y′i
=
m∑
i=1
βi × G(i, j)
[
γi
[
xi +
σWi
‖wst‖
n∑
k=1
G(i, k)× wstk
]
+ zi
]
= xstj + w
st
j + z
st
j
+
m∑
i=1
G(i, j)βiγi × σWi‖wst‖
n∑
k=1,k 6=j
G(i, k)× wstk
 . (2.9)
Le dernier terme de la somme est l’interfe´rence des autres e´le´ments de wst et est connu
sous le nom d’interfe´rence inter-symboles (ISI). Si les porteuses sont ge´ne´re´es pseudo-
ale´atoirement, c’est un bruit i.i.d. suivant une loi Normale de moyenne nulle et dont la
variance est
I =
m∑
i=1
β2i γ
2
i × σ2Wi
n− 1
n
. (2.10)
Pour l’e´talement de spectre classique vu dans la seconde partie de ce manuscrit, sans
prise en compte de l’information adjacente, cette interfe´rence a peu d’influence sur la
capacite´ du canal. On passe d’un rapport P/(N +Q) au rapport P/(N +Q+ I) avec
I ¿ Q. Comme le montre la figure 2.10 (courbes rouges), l’impact de l’interfe´rence
inter-symboles sur la performance est alors tre`s faible et quasi ne´gligeable. Par contre,
s’il y a prise en compte du signal hoˆte a` l’insertion, on passe d’un rapport P/N a` un
rapport P/(N + I) : la perte est importante (courbes bleues de la figure 2.10). Les
performances pre´sente´es a` la fin du chapitre 1 ne prennent pas en compte l’ISI. Il faut
donc un moyen de la supprimer pour espe´rer les atteindre.
130 Codes pour le tatouage
2.4.1 Porteuses orthogonales
L’interfe´rence est due au fait que les porteuses ne sont pas parfaitement ortho-
gonales. Un moyen simple de l’e´viter est de transmettre un seul e´le´ment de wst par
e´chantillon [CW01], c’est-a`-dire que ∀i ∈ {1, 2, . . . ,m}, il faut qu’il y ait un seul
e´le´ment non nul dans {G(i, 1),G(i, 2), . . . ,G(i, n)}. Les porteuses sont alors orthogo-
nales et I = 0. Ne´anmoins, cette technique limite l’e´talement : chaque e´le´ment de wst
est e´tale´ sur m/n e´chantillons (et non sur m), ce qui pose proble`me si n est impor-
tant. De plus, pour un signal hoˆte de faible e´nergie (par exemple l’image Rose que nous
utilisons pour les expe´rimentations pre´sente´es ici), le nombre d’e´chantillons pouvant ac-
cueillir une marque de forte e´nergie est limite´ car la marque est principalement situe´e
sur les coefficients aux variances les plus fortes (voir la forme de l’insertion pre´sente´e
par la figure 3.1 de la page 87). De ce fait, il y a risque que l’e´nergie globale ne soit
pas e´quitablement partage´e par les e´le´ments de wst. Les signaux projete´s ne seront
probablement pas i.i.d. : l’utilisation de canaux paralle`les serait plus approprie´e.
2.4.2 L’interfe´rence inter-symboles comme information adjacente
Nous proposons de prendre en compte l’interfe´rence inter-symboles lors du codage
du message et de la construction de wst afin de l’ajouter a` l’information adjacente.
Nous devons construire un signal wst prenant en compte le signal hoˆte xst et sa propre
interfe´rence. Cela correspond a` la re´solution d’un syste`me line´aire de dimension n× n.
Nous proposons d’utiliser une re´solution ite´rative de type Jacobi, pre´sente´e par l’algo-
rithme 2.1. Comme l’ISI est faible par rapport au signal hoˆte, nous pouvons initialiser
l’algorithme en approximant la solution sans prendre en compte l’ISI. Nous en de´duisons
le signal w. Son interfe´rence est ajoute´e au signal hoˆte : xst ← xst+isi(wst). Cette infor-
mation adjacente est utilise´e pour raffiner wst. Le processus est re´pe´te´ jusqu’a` ce que
la valeur de wst se stabilise. En pratique, la convergence est obtenue en moins de trois
ite´rations.
2.5 Re´sultats
Cette section pre´sente les re´sultats obtenus par application de notre dictionnaire
structure´ dans le cadre d’un canal avec information adjacente. Les deux premie`res
expe´rimentations utilisent une chaˆıne de transmission comme celle de´crite par la fi-
gure 2.11 : le message m est code´ en utilisant le dictionnaire de´fini dans la section 2.2,
et un signal de marque w respectant la contrainte d’e´nergie P est transmis. Il est bruite´
par x et z. Le signal rec¸u y′ est de´code´. La dernie`re expe´rience montre l’inte´reˆt de la prise
en compte de l’interfe´rence inter-symboles dans le cadre du tatouage avec information
adjacente.
2.5.1 Comparaison entre codes structure´s et codes classiques
Nous comparons tout d’abord notre approche a` un code classique non-structure´.
Nous disposons de deux codes correcteurs convolutifs binaires : un code de rendement
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Fig. 2.10 – Influence de l’interfe´rence inter-symboles sur le tatouage base´ sur l’e´talement
de spectre (image Lena de taille 512× 512, n = 100, ϕi = 1 et Dxy = 10)
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Fig. 2.11 – Transmission du message m sur un canal gaussien avec l’information x
disponible a` l’encodage
132 Codes pour le tatouage
for j = 1 to n do
xstj ←
m∑
i=1
βiγi × G(i, j)× xi
end for
u? ← mot de code le plus proche de xst
w˜st ← arg max
w t.q. ‖w‖2=nP
{[〈x+ w, u?〉
‖u?‖
]2 (
1 + tan2 θ
)− ‖x+ w‖2}
repeat
wst ← w˜st
for j = 1 to n do
xstj ← 0
for i = 1 to m do
wi ← σWi‖wst‖
n∑
k=1
G(i, k)× wstk
I(i, j) ← wi − σWi‖wst‖G(i, j)× w˜
st
j
xstj ← xstj + βiγi (xi + I(i, j))G(i, j)
end for
end for
u? ← mot de code le plus proche de xst
w˜st ← arg max
w t.q. ‖w‖2=nP
{[〈x+ w, u?〉
‖u?‖
]2 (
1 + tan2 θ
)− ‖x+ w‖2}
until |w˜st − wst| ≤ ²
Alg 2.1: Calcul de wst afin de prendre en compte l’interfe´rence inter-symboles en plus
de l’information adjacente et de maximiser la robustesse
Re´sultats 133
1/2 et un autre de rendement 1/3. Ils ont tous les deux une longueur de contrainte
(taille du registre a` de´calage) de 9. Nous utilisons les parame`tres de Costa, c’est-a`-
dire α = P/(P + N) et i de´fini selon l’e´quation 2.3. Cette e´quation montre que si
Q ≥ P [41−r − 1] alors le nombre de bits d’index est supe´rieur au nombre de bits
de redondance pour les plus petites valeurs de N . Il est donc impossible de trans-
mettre correctement les bits utiles. Pour cette raison, nous avons limite´ l’e´nergie de x
a` Q = 0, 75× P pour r = 1/2 et a` Q = 1, 15× P pour r = 1/3. Cela n’est pas ge´nant
dans notre cadre d’utilisation. En effet, l’e´talement de spectre fait que l’e´nergie de la
marque est concentre´e dans le sous-espace. Ainsi, les valeurs de Q restent limite´es par
rapport a` celles de P . Par exemple, en prenant Dxy = 10 et n = 100 et en utilisant
les formules 1.8 et 1.10 (page 107), nous avons Q/P ' 1, 1× 10−2 pour Lena, environ
2, 5×10−2 pour Paper et Baboon et 6, 8×10−3 pour Rose. L’e´nergie du signal transmis
w est fixe´e a` P = 1.
La figure 2.12 montre les taux d’erreur par bit obtenus. Le rapport signal-a`-bruit
du canal normalise´ par le rendement (afin de pouvoir comparer les deux codes de
rendements diffe´rents) est note´ en abscisse et la probabilite´ d’erreur en ordonne´. Pour
les trois valeurs de Q teste´es, nous avons ajoute´ a` titre de comparaison les performances
du code de base soumis a` la somme des bruits x + z (traits pointille´s). Nous avons
de plus indique´ (courbe en trait plein e´pais) la performance du code classique sur
un canal perturbe´ uniquement par z : cette courbe mesure la performance maximale
the´orique que pourrait atteindre le code (suppression parfaite de l’influence de x sur les
performances).
L’utilisation de codes structure´s associe´e a` la prise en compte de l’information ad-
jacente apporte un net gain de performance (par exemple, gain de 2 dB a` Pbe = 10
−4
sur le code de rendement 1/2 pour Q = 0, 25). L’influence de x sur Pbe est re´duite.
Ne´anmoins, la robustesse reste de´pendante de Q : plus l’e´nergie de l’information adja-
cente est e´leve´e et plus la performance est e´loigne´e de l’ide´al the´orique (pour r = 1/2,
on passe d’environ 1, 2 dB de diffe´rence entre l’ide´al et les performances pratiques pour
Q = 0, 25 a` une diffe´rence de 2 dB pour Q = 0, 5). La figure 2.13 reprend la meˆme
expe´rimentation mais indique les probabilite´s d’erreur par message.
2.5.2 Techniques d’insertion
Nous testons ensuite les diffe´rentes techniques d’insertion vues dans la section 2.3.2.
Nous utilisons notre dictionnaire structure´ en nous appuyant sur des codes convolutifs
de rendements 1/2 ou 1/3 comme pour les tests pre´ce´dents. Le signal w transmis est
construit avec
– la technique MLC,
– la technique MCC,
– la me´thode donne´e par Costa : α = P/(P +N),
– la technique MR.
Son e´nergie est fixe´e a` P = 1. La valeur i est calcule´e par l’e´quation 2.3.
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(a) Code de rendement r = 1/2 et de lon-
gueur de contrainte 9
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Fig. 2.12 – Probabilite´ d’erreurs par bit en utilisant des codes convolutifs structure´s
ou non
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(b) Code de rendement r = 1/3 et de lon-
gueur de contrainte 9
Fig. 2.13 – Probabilite´s d’erreur par message en utilisant des codes convolutifs struc-
ture´s ou non (k = 100 bits)
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(a) Code de rendement r = 1/2 et de lon-
gueur de contrainte 9, avec une information
adjacente telle que Q = 0.5
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(b) Code de rendement r = 1/3 et de lon-
gueur de contrainte 9, avec une information
adjacente telle que Q = 0.75
Fig. 2.14 – Probabilite´s d’erreur par bit pour diffe´rentes me´thodes de construction de
w
La figure 2.14 montre les re´sultats obtenus. L’abscisse des graphiques indique le
rapport signal-a`-bruit normalise´ par le rendement et l’ordonne´ la probabilite´ d’erreur
par bit. En plus des quatre techniques liste´es ci-dessus, nous avons ajoute´ la performance
maximale the´orique du code (voir l’explication dans la section pre´ce´dente). On voit que
la technique de Costa est sous-optimale dans notre cas et qu’il est plus inte´ressant de
maximiser la robustesse. La diffe´rence entre les re´sultats pratiques et l’ide´al the´orique
passe de 2 a` 1, 2 dB pour le code de rendement 1/2 a` Pbe = 10
−4. L’analyse de la
figure 2.15 de´livre les meˆmes conclusions en ce qui concerne la probabilite´ d’erreur par
message.
2.5.3 Gains graˆce a` la prise en compte de l’ISI
Nous reprenons le mode ope´ratoire des expe´riences du chapitre 1 de cette troisie`me
partie. Nous utilisons la strate´gie de de´fense optimale et appliquons trois attaques :
attaque optimale, ajout de bruit gaussien uniforme et de bruit gaussien proportionnel
a` l’e´nergie de la marque.
La figure 2.16 montre la diffe´rence de performance entre tatouage avec prise en
compte comple`te de l’information adjacente (signal hoˆte et ISI) et tatouage avec prise
en compte uniquement du signal hoˆte. Les gains les plus importants sont obtenus pour
les attaques les plus faibles (pour l’image Baboon et contre l’attaque optimale de dis-
torsion Dxy′ = 15 (PSNR de 36, 4 dB), la prise en compte de l’ISI fait passer d’une
capacite´ maximale de 85000 bits a` plus de 175000 bits, soit un rapport 2). La diffe´rence
s’amenuise pour les distorsions importantes, car le bruit d’attaque devient plus impor-
tant que le bruit de l’ISI (a` Dxy′ = 45, on passe de 22500 a` 28000 bits, soit un rapport
1, 25).
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(a) Code de rendement r = 1/2 et de lon-
gueur de contrainte 9, avec une information
adjacente telle que Q = 0.5
 
 
  
  
  

      	 





ﬁﬀﬃﬂﬃ "!ﬃ$#&%
'ﬀﬃﬂﬃ "!ﬃ(#*)+
ﬁﬀﬃﬂﬃ "!ﬃ$#,++
-,.0/21435/7698:
;<>=@?BADCFE4ADCHGJI
.LK
(b) Code de rendement r = 1/3 et de lon-
gueur de contrainte 9, avec une information
adjacente telle que Q = 0.75
Fig. 2.15 – Probabilite´s d’erreur par message pour diffe´rentes me´thodes de construction
de w (k = 100 bits)
Conclusion
La limite de capacite´ de Costa est de´montre´e en utilisant un dictionnaire structure´
ale´atoire et en conside´rant une dimension n→∞. On retrouve ce type de construction
dans les calculs de capacite´ de canaux classiques. L’utilisation de codes correcteurs en
vue de construire un dictionnaire structure´ semble eˆtre logique. Ne´anmoins, le rende-
ment global du code doit eˆtre constant, malgre´ l’addition de bits servant a` indexer les
diffe´rents mots de code par message : il nous faut donc un code correcteur de rendement
variable.
La solution est apporte´e par les codes poinc¸onne´s. A` partir d’un code convolutif
classique, nous avons de´veloppe´ une technique permettant de multiplier le nombre de
mots de code par message, de rechercher le mot de code u? le plus proche d’un si-
gnal hoˆte donne´ et de de´coder le signal rec¸u, tel que l’a de´fini Costa. Les re´sultats
nous montrent que dans le cas de canaux avec information adjacente, ce code est bien
plus performant qu’un code classique e´quivalent, malgre´ la perte de pouvoir correc-
teur due au poinc¸onnage. De plus, nous avons montre´ que les parame`tres de Costa
(forme du signal a` transmettre) ne sont pas les plus adapte´s au proble`me du tatouage
robuste. Il vaut mieux maximiser la robustesse au cas par cas lors de l’insertion. Les
expe´rimentations montrent que les performances atteintes dans ce cas de figure ap-
prochent l’ide´al the´orique. Enfin, nous avons expose´ un algorithme permettant de sup-
primer l’interfe´rence inter-symboles a` la construction du signal de la marque et d’obtenir
des gains significatifs en terme de performance.
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(a) Pour l’image Lena
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(b) Pour l’image Paper
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(d) Pour l’image Baboon
Fig. 2.16 – Gains apporte´ par la prise en compte de l’interfe´rence inter-symboles
(courbes en traits pleins contre courbes en pointille´s). La strate´gie d’insertion est celle
de´finie par max-min dans le chapitre pre´ce´dent et la distorsion d’insertion est fixe´e a`
Dxy = 10 (ϕi = 1)
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Chapitre 3
Raffinements du jeu
Le premier chapitre de cette partie a expose´ une strate´gie d’insertion adapte´e aux
canaux avec prise en compte de l’information adjacente. Elle a e´te´ obtenue par applica-
tion de la the´orie des jeux, graˆce a` une optimisation de type max-min. Nous proposons
maintenant d’affiner ce jeu en utilisant des mesures diffe´rentes.
La premie`re section introduit dans la mesure de performance Eb/N0 l’influence
d’une erreur de recalage. Le jeu est alors modifie´ et les strate´gies re´sultantes sont
applique´es aux signaux issus d’une transforme´e en ondelettes. La seconde section utilise
des mesures de distorsion prenant en compte la re´alisation du signal. Nous avions pour
le moment utilise´ des mesures base´es sur la distribution statistique du signal hoˆte
(variances de chacun des e´chantillons de x), connue par les deux protagonistes du jeu.
Or l’attaquant connaˆıt en plus le signal y et le de´fenseur le signal x.
3.1 Introduction de la de´synchronisation ge´ome´trique
Les attaques ge´ome´triques consistent a` de´synchroniser l’extracteur. Par une trans-
formation ge´ome´trique (rotations, translations, de´formations locales telles que celles
imple´mente´es par Stirmark [Pet00, sti], . . .), le signal apre`s attaque y′ est de´cale´. Si
une extraction comme celle pre´sente´e ici (base´e sur la corre´lation entre les porteuses
de G et le signal y′) est faite, il y a peu de chances de retrouver le message correct. Un
sche´ma de tatouage dont une des priorite´ est la re´sistance aux attaques ge´ome´triques
doit inclure un module de recalage, comme celui illustre´ par la figure 3.1.
Les techniques de recalage propose´es dans la litte´rature se se´parent en deux princi-
pales cate´gories. La premie`re approche est d’utiliser un domaine invariant aux attaques
ge´ome´triques vise´es [RP98, PRD+99], comme la transforme´e de Fourier-Mellin de´ja`
e´voque´e dans la section 2.1.1 de la premie`re partie. La seconde possibilite´ est d’in-
troduire au sein du signal marque´ un motif de synchronisation [PRD+99, VDP01] aux
proprie´te´s ge´ome´triques connues (pics d’auto-corre´lation, structures pe´riodiques, . . .). Il
peut eˆtre directement introduit dans la marque w ou graˆce a` un signal supple´mentaire.
En identifiant les caracte´ristiques du motif depuis l’image attaque´e, la transformation
ge´ome´trique subie peut eˆtre estime´e et inverse´e. Ne´anmoins, dans les deux cas, les
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Fig. 3.1 – Sche´ma d’extraction classique : le document est recale´ ge´ome´triquement
avant extraction
mode`les utilise´s sont limite´s : il est impossible de pre´voir toutes les transformations
ge´ome´triques susceptibles d’eˆtre applique´es (c’est un compromis entre complexite´ du
mode`le et diversite´ des attaques prises en compte). Or, les attaques les plus malicieuses,
comme celle de Stirmark (figure 3.2), utilisent des transformations locales difficiles a`
mode´liser. Il en re´sulte des de´fauts de recalage introduisant des pertes de performance.
Quelques e´tudes ont tente´ de mode´liser l’impact des de´fauts de synchronisation
sur la performance de sche´mas de tatouage. Une des premie`res fut celle d’Eggers
et al. [EBG02], auteurs d’un sche´ma de tatouage base´ sur la quantification [EG00,
EBTG02]. Ce type de sche´ma est sensible aux facteurs d’e´chelle : les pas de quantifi-
cation sont alors de´cale´s. Ils proposent d’introduire des se´quences pilotes et e´tudient
l’impact d’erreurs de synchronisation sur leur sche´ma. Baudry et al. [BNM02] proposent
une technique originale base´e sur une mode´lisation markovienne des de´synchronisations.
Enfin, un article re´cent [LOJPG03] e´tudie l’influence des de´synchronisations (random
jitter attack) sur les performances (taux d’erreurs par bit) d’un sche´ma de tatouage par
e´talement de spectre dans le domaine spatial. Les de´synchronisations sont mode´lise´es
par un ajout de bruit gaussien de´pendant du signal marque´.
Nous allons e´tudier dans cette section l’impact de ces erreurs en introduisant dans
notre mode`le de tatouage un facteur de de´synchronisation. Nous verrons les ame´liorations
apporte´es en appliquant les re´sultats sur le marquage de signaux issus d’une transforme´e
en ondelettes.
3.1.1 Mode´lisation
Nous notons le signal discret y sous une forme continue y(t) =
∑m
i=1 yi×sincd(t−i),
avec d dimension du signal (d = 1 pour un signal audio, 2 pour des images, . . .). Nous
pouvons en de´duire que si l’on introduit une erreur de synchronisation ∆, le signal
discret y′ issu de l’e´chantillonnage de y(t+∆) est donne´ par
y′i = ci × yi + ni, (3.1)
avec ci = sincd(∆) et ni bruit de variance σ2Ni =
(
1− c2i
)
σ2Yi repre´sentant le bruit de
l’interfe´rence des e´chantillons voisins. Plus ge´ne´ralement, nous exprimons cette variance
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(a) Image marque´e y : Lena (b) Image marque´e x : grille
de 512× 512 pixels
(c) Image attaque´e y′ (d) Image attaque´e y′
Fig. 3.2 – Effet de la distorsion ge´ome´trique locale applique´e par Stirmark. Exemples
tire´s du site de F. Petitcolas (http ://www.petitcolas.net/)
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par σ2Ni = ai × σ2Yi . Une erreur de ∆ = 1 suffit a` annuler comple`tement la re´ponse de
la marque. De ce fait, on conside`re que ci = 0 pour ∆ ≥ 1. Le rapport signal-a`-bruit
atteignable en prenant en compte l’information adjacente et cette de´synchronisation
est exprime´ par
Eb
N0
=
c2i × γ2i σ2Wi
ai × γ2i
(
σ2Xi + σ
2
Wi
)
+ σ2Zi
, (3.2)
obtenu en reprenant la maximisation de la section 1.2. Cette nouvelle mesure de perfor-
mance nous permet de reprendre le jeu entre attaquant et de´fenseur afin de trouver la
strate´gie d’insertion optimale. On remarque que pour le cas ci = ai = 1, on retrouve la
mesure de performance utilise´e dans la partie 2 (sans prise en compte de l’information
adjacente), et que pour ai = 0, on tombe sur celle la section 1 de cette partie. Cette
mesure peut eˆtre vue comme une ge´ne´ralisation des cas e´tudie´s pre´ce´demment.
3.1.2 Re´solution du jeu
Les mesures de distorsions restent inchange´es par rapport au jeu de´fini dans le
premier chapitre :
Dxy =
1
m
m∑
i=1
ϕ2i
[
σ2Xi (1− γ¯i)2 + γ¯2i σ2Wi
]
(3.3)
Dxy′ =
1
m
m∑
i=1
ϕ2i
[
σ2Xi (1− γ¯iγ¯i)2 + γ¯2i γ¯2iσ2Wi + σ2Zi
]
. (3.4)
Elles ne prennent pas en compte la distorsion visuelle introduite par le de´calage. Ce
type de mesure reste un proble`me ouvert et ne pourrait eˆtre pris en compte par une
simple ponde´ration ϕi.
Attaque
La re´solution de la minimisation lagrangienne est tre`s similaire aux cas vus pre´ce´-
demment. La mise a` ze´ro des de´rive´es de la fonctionnelle J iλ par rapport a` γi et σ
2
Zi
donne les parame`tres
γai =
1
1− ai
γwi − ci × σWi√
λϕi
(
σ2Xi + σ
2
Wi
)
 (3.5)
σaZi =
√
γai (γ
w
i − γai )
(
σ2Xi + σ
2
Wi
)
, (3.6)
optimaux pour σaZi ≥ 0 (domaine D2). L’exploration du cas limite σZi = 0 donne
deux autres strate´gies d’attaque : annulation du signal (γi = 0) si σWi <
√
λϕiσ
2
Xi
/ci
(domaine D1), et filtrage de Wiener (γi = γwi ) si
γai > γ
w
i ⇒
1
1− ai
[
σWi −
√
λϕiσ
2
Xi
]
+ σ2Wi < 0, (3.7)
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de´finissant le domaine D3. Les domaines de´finissant les strate´gies et donc l’attaque
optimale de´pendent donc des parame`tres de de´synchronisation.
De´fense
En conside´rant la strate´gie d’attaque optimale, nous recherchons une me´thode de
de´fense maximisant la performance Eb/N0. Nous calculons pour les trois strate´gies
une re´ponse adapte´e, en veillant a` rester dans les limites des domaines pour lesquels
elles sont de´finies. La strate´gie adapte´e au domaine D2 (parame`tres d’attaque des
e´quations 3.5 et 3.6) s’ave`re eˆtre la plus performante de toutes. Elle est donne´e par
σ?Wi =
ϕ2i (λ− χ(1− ai))σ2Xi − c2i +
√(
ϕ2i (λ− χ(1− ai))σ2Xi − c2i
)2
+ 4λϕ2iσ
2
Xi
c2i
2ci ×
√
λϕi
si λ > χ ou σXi <
ci
ϕi
√
ai (χ− λ)
= 0 sinon. (3.8)
La de´fense est tre`s similaire a` celle trouve´e pour le chapitre 1 (on retrouve la meˆme
formule si l’on pose ai = 0 et ci = 1). Elle prend en compte les parame`tres de
de´synchronisation. On observe ne´anmoins une limite au dela` de laquelle les e´chantillons
ne sont plus marque´s, comme pour l’optimisation concernant le tatouage par e´talement
de spectre classique (chapitre 3 de la seconde partie). On voit e´galement que le seuil
de´croˆıt avec ci, c’est-a`-dire que le nombre d’e´chantillons marque´s sera d’autant plus
faible que l’erreur de recalage ∆ est forte : il est inutile de marquer les coefficients
qui seront mal synchronise´s et participerons peu a` la performance de la transmission.
Enfin, on montre que l’extracteur optimal est β?i ∝ ϕi si on utilise les strate´gies que
nous venons de montrer.
3.1.3 Re´sultats : application au tatouage d’image utilisant la trans-
forme´e en ondelettes
La transforme´e en ondelettes est une de´composition multi-re´solution : elle est ap-
plique´e re´cursivement sur une version de plus en plus re´duite du signal. De ce fait,
une erreur de synchronisation de ∆ au niveau spatial entraˆıne un de´calage de ∆/2
dans les sous-bandes issues du premier niveau de de´composition, et une erreur de ∆/4
pour celles du second (voir la figure 3.3). Les sous-bandes de plus basses fre´quences
offrent une re´sistance accrue vis-a`-vis de la de´synchronisation. Nous exploitons cette
proprie´te´ dans les re´sultats pre´sente´s ici, applique´s aux images en niveaux de gris. Pour
un de´calage de ∆ pixels dans le domaine spatial, les parame`tres ci (ponde´ration mesu-
rant e´nergie exploitable) et ai (ponde´ration sur l’interfe´rence des e´chantillons voisins)
pour les sous-bandes issues d’un niveau de de´composition d sont donne´s par
∆i =
∆
2d
(3.9)
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ci = sinc2(∆i) si ∆i < 1
= 0 sinon (3.10)
ai = 1− c2i . (3.11)
La figure 3.4 confirme la justesse de ce choix : la re´ponse re´elle d’une marque d’e´nergie
1 calcule´e en fonction du de´calage (courbes en traits pleins) est proche1 de la fonction
sinc2() (traits pointille´s) pour des valeurs de ∆i < 1. A` chaque e´chantillon xi est donc
associe´ un couple (ai, ci) de´pendant de la re´solution dont est issu l’e´chantillon conside´re´.
Le mode ope´ratoire utilise´ dans ces expe´rimentations est le meˆme que ceux vus dans les
re´sultats pre´ce´dents : le signal hoˆte x est obtenu par transforme´e en ondelettes de l’image
a` marquer, la marque est ajoute´e en utilisant les parame`tres de de´fense optimaux vus
ci-dessus puis l’attaque optimale est applique´e. La distorsion Dxy′ obtenue est note´e en
abscisse et le rapport signal-a`-bruit (e´quation 3.2) en ordonne´e.
La figure 3.5 montre l’impact du de´calage sur la performance du tatouage lorsque
l’on utilise une DWT sur trois niveaux. Il est alors possible de re´sister (rapport signal-
a`-bruit supe´rieur a` ze´ro) a` un de´calage maximal de 23 = 8 pixels. La de´synchronisation
introduit une forte perte de performance : pour l’image Lena, on passe d’une capacite´
maximale totale de 3850 bits2 (pour ∆ = 0) a` 24 bits (∆ = 4 pixels) pour un PSNR
de 32 dB entre image originale et image marque´e (soit une distorsion Dxy′ = 40). En
utilisant une DWT sur cinq niveaux (figure 3.6), la perte est plus faible (capacite´ to-
tale d’environ 150 bits avec le meˆme niveau d’attaque et un de´calage identique). Il
est donc pre´fe´rable d’utiliser une DWT avec un nombre important de de´compositions
pour pre´venir les de´synchronisations. Cela est confirme´ par la figure 3.7. La formule
de σ?Wi (e´quation 3.8) fait que les sous-bandes de plus faibles re´solutions seront pri-
vile´gie´es a` l’insertion. La figure 3.8 indique la participation de chacune des sous-bandes
dans le rapport signal-a`-bruit global : la participation des sous-bandes de plus basses
fre´quences devient pre´dominante pour les attaque importantes, malgre´ leurs faibles
nombres d’e´chantillons.
3.2 Utilisation de la re´alisation du signal
Les optimisations par the´orie des jeux faites dans les chapitres pre´ce´dents s’appuient
sur une connaissance commune entre les deux parties : la distribution statistique du
signal hoˆte (c’est-a`-dire l’ensemble {σ2X1 , σ2X2 , . . . , σ2Xm}) et le facteur de ponde´ration
perceptuelle ϕi. Les parame`tres des strate´gies d’attaque et de de´fense sont exprime´s
en fonction de cette connaissance. Or l’attaquant dispose en plus de la re´alisation y du
signal marque´. Il peut donc estimer plus finement la distribution de X :
Pr (Xi = xi |Yi = yi) = Pr(Yi = yi |Xi = xi)× Pr(Xi = xi)Pr(Yi = yi)
1La le´ge`re diffe´rence vient probablement du fait du support fini des filtres utilise´s pour la transforme´e.
2Estime´e par la formule C = m
2
log2
»
1 +
Eb
m×N0
–
.
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Fig. 3.3 – Pyramide forme´e par une transforme´e en ondelettes. L’erreur de synchroni-
sation se re´duit au fur et a` mesure de la de´composition
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Fig. 3.4 – Re´ponses d’une marque d’e´nergie 1 dans plusieurs niveaux de re´solution en
fonction de l’erreur de recalage ∆
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(d) Pour l’image Baboon
Fig. 3.5 – Impact d’un recalage d’une impre´cision de ∆ pixels, avec une DWT sur 3
niveaux. Les performances donne´es sont celles obtenues face a` l’attaque optimale, avec
une insertion telle que Dxy = 10 (ϕi = 1)
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(b) Pour l’image Paper
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(c) Pour l’image Rose
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(d) Pour l’image Baboon
Fig. 3.6 – Impact d’un recalage d’une impre´cision de ∆ pixels, avec une DWT sur 5
niveaux. Les performances donne´es sont celles obtenues face a` l’attaque optimale, avec
une insertion telle que Dxy = 10 (ϕi = 1)
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(b) Pour l’image Paper
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(c) Pour l’image Rose
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(d) Pour l’image Baboon
Fig. 3.7 – Performances obtenues selon le niveau de de´composition en ondelettes choisi,
avec une erreur de recalage de ∆ = 4 pixels. Les performances donne´es sont celles
obtenues face a` l’attaque optimale, avec une insertion telle que Dxy = 10 (ϕi = 1)
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(a) Pour ∆ = 0
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(d) Pour ∆ = 4
Fig. 3.8 – Contribution de chaque niveau de re´solution dans la performance du sche´ma,
en fonction de l’erreur de synchronisation. Les performances donne´es sont celles obte-
nues face a` l’attaque optimale, avec une insertion telle que Dxy = 10 (ϕi = 1)
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∼ N
(
γwi yi
γ¯i
, γwi σ
2
Wi
)
, (3.12)
avec γwi coefficient multiplicateur d’un filtre de Wiener, comme vu pre´ce´demment. En
prenant cette estimation de x, la formule de distorsion Dxy′ devient
Dxy′ =
1
m
E
[
m∑
i=1
ϕ2i
(
Xi − Y ′i
)2]
=
1
m
m∑
i=1
ϕ2i
[
E
[
X2i
]
+ γ¯2iE
[
Y 2i
]− 2γ¯iE [XiYi] + E [Zi]]
=
1
m
m∑
i=1
ϕ2i
[
y2i
(
γwi
γ¯i
− γ¯i
)2
+ γwi σ
2
Wi + σ
2
Zi
]
. (3.13)
Nous reprenons l’optimisation par la the´orie du jeu afin de de´finir une strate´gie d’at-
taque et la de´fense correspondante. Le tatouage avec prise en compte de l’information
adjacente utilise la re´alisation de X pour de´finir le signal transmis (chapitre 1). Ce type
de technique est souvent appele´ tatouage informe´ [MCB00, EG02]. Par analogie, nous
qualifions l’attaque prenant en compte la re´alisation de Y d’attaque informe´e.
3.2.1 Attaque informe´e
Nous utilisons une formulation lagrangienne pour rechercher la strate´gie minimisant
le rapport Eb/N0. De par la forme additive de la fonctionnelle, l’optimisation peut se
faire e´chantillon par e´chantillon :
(
γ¯?i , σ
?
Zi
)
= arg min
γ¯i,σZi≥0
{
J iλ =
γ2i σ
2
Wi
σ2Zi
+ λϕ2i
[
yi
(
γwi
γ¯i
− γ¯i
)2
+ γwi σ
2
Wi + σ
2
Zi
]}
.
(3.14)
Nous re´solvons d’abord pour le cas ge´ne´ral par annulation des de´rive´es, puis nous
rechercherons une solution aux bords du domaine (σZi = 0). L’annulation des de´rive´es
donne
∂J iλ
∂γ¯i
= 0 ⇔ γ¯
[
γ¯2i σ
2
Wi
σ2Zi
+ λϕiy2i
]
= λϕ2i y
2
i
γwi
γ¯i
(3.15)
∂J iλ
∂σ2Zi
= 0 ⇔ λϕ2i =
γ2i σ
2
Wi
σ4Zi
, (3.16)
et fournit les parame`tres solution
γ¯ai =
γwi
γ¯i
− γ¯iσWi√
λϕi × y2i
(3.17)
σaZi =
√
y2i γ¯i
(
γwi
γ¯i
− γ¯i
)
. (3.18)
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Fig. 3.9 – Limites entre les deux domaines d’attaque, de´finies par l’e´quation 3.9
Ce couple de´finit la strate´gie aI(i) = (γ¯ai , σ
a
Zi
). En posant y2i /γ¯
2
i ' σ2Xi+σ2Wi , on retrouve
les formules des strate´gies de´termine´s dans les chapitres 3 (partie 2) et 1 (partie 3). La
solution n’est valable que pour
σWi ≤
√
λϕiγ
w
i
γ¯2i
y2i . (3.19)
Le domaine D2 est de´fini par le respect de cette contrainte. Le reste du domaine de
validite´ est note´ D1. La figure 3.9 montre quelques exemples de limite entre les deux
domaines. L’exploration du cas σZi = 0 nous donne la seconde strate´gie aE(i) = (0, 0).
Graˆce a` des calculs similaires a` ceux pre´sente´s par l’annexe A.2.2, on montre que la
strate´gie aE est optimale sur D1 et aI sur D2.
La forme de l’attaque informe´e est tre`s proche de celles vues dans les chapitres
pre´ce´dents. Les e´chantillons dont la re´alisation est faible par rapport a` l’e´nergie de la
marque ajoute´e sont annule´s : la distorsion introduite est alors peu importante. Les
autres sont bruite´s puis filtre´s.
3.2.2 Strate´gie de de´fense
La strate´gie de de´fense optimale est obtenue par maximisation de Jλ + χDxy. Or
la fonctionnelle Jλ est exprime´e en fonction de y et donc de w. Ce dernier est inconnu
avant la projection car la prise en compte de l’information adjacente fait qu’il de´pend
de la strate´gie de de´fense. Il est donc impossible de re´soudre directement l’optimisa-
tion. L’estimation de y2i par γ¯
2
i
(
σ2Xi + σ
2
Wi
)
nous rame`ne a` l’optimisation de´ja` re´solue
au chapitre 1 et donc a` la strate´gie de l’e´quation 1.26 (page 110).
Un autre point de vue est, a` l’image de l’attaque, de prendre en compte la re´alisation
de X dans la mesure de distorsion, et d’estimer y2i par γ¯
2
i
(
x2i + σ
2
Wi
)
. La distorsion
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(a) Strate´gies d’insertion contre l’attaque
par effacement et l’attaque interme´diaire
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(b) Strate´gie globale, obtenue en
se´lectionnant la meilleure valeur de
J iχ
Fig. 3.10 – Strate´gie d’insertion optimale obtenue en posant y2i ' γ¯2i
(
x2i + σ
2
Wi
)
(λ =
0, 0001, χ = 0, 0005 et ϕi = 1)
d’insertion devient
Dxy =
1
m
m∑
i=1
ϕ2i
[
x2i (1− γ¯i)2 + γ¯2i σ2Wi
]
. (3.20)
La minimisation de la fonctionnelle Jχ = Jλ + χDxy donne, quelle que soit la strate´gie
parmi les deux expose´es a` la section ci-dessus, la forme de filtrage optimale suivante :
γ¯?i =
x2i
x2i + σ
2
Wi
. (3.21)
Rechercher la valeur de σWi optimale est plus proble´matique. Dans le domaine D1
(la strate´gie d’attaque optimale est l’annulation), la de´rive´e de J iχ est ne´gative et le
maximum est obtenu au bord du domaine (e´quation 3.19). La solution est donc la
racine du polynoˆme du troisie`me degre´
σ3Wi + σWiσ
2
Xi − σ2Wi
(√
λϕiσ
2
Xi
)
− x2i
√
λϕiσ
2
Xi . (3.22)
La maximisation pour le domaine D2 est probablement impossible a` re´soudre analyti-
quement. En utilisant une recherche nume´rique du maximum, nous obtenons le re´sultat
pre´sente´ par la courbe bleue de la figure 3.10(a). La strate´gie globale optimale est ob-
tenue en choisissant la strate´gie donnant la meilleure valeur de J iχ (figure 3.10(b)).
3.2.3 Re´sultats
Les figures 3.11 a` 3.13 montre l’impact de l’attaque informe´e sur les performances
de transmission. Il est compare´ aux attaques pre´ce´demment teste´es : ajout de bruit
gaussien uniforme, de bruit proportionnel a` l’e´nergie de la marque et attaque optimale
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vue dans le chapitre 1 de cette partie (attaque non informe´e). Trois strate´gies ont e´te´
utilise´es : e´nergie de la marque uniforme, e´nergie de type PSC et strate´gie de de´fense
optimale (chapitre 1).
La prise en compte de la re´alisation de Y lors de l’attaque apporte un gain (perte
de performance plus importante) quelle que soit la technique d’insertion choisie. En
utilisant une mesure de distorsion plus fine, l’attaque est plus efficace. Alors que la
strate´gie de de´fense du premier chapitre nous assurait une capacite´ totale de 6200 bits
sur l’image Paper face a` l’attaque non informe´e de distorsion Dxy′ = 40 (PSNR d’envi-
ron 32 dB), l’attaque informe´e fait chuter ce chiffre a` 2310 bits. La diffe´rence est plus
limite´e pour les distorsions d’attaque plus faibles.
La figure 3.14 montre les performances atteignables face a` l’attaque optimale in-
forme´e avec plusieurs re´partitions de l’e´nergie de la marque. Sans surprise, les strate´gies
de´finies par max-min sont les plus performantes, et la strate´gie que nous venons de voir,
avec prise en compte de la re´alisation de X, est meilleure que celle du chapitre 1. En
utilisant ses nouvelles strate´gies, les performances atteintes restent infe´rieures a` celles
vues dans le chapitre 1 (courbes en pointille´s). Ne´anmoins, la strate´gie de de´fense a e´te´
de´veloppe´e sur la base d’une approximation de y2i . On peut supposer qu’une estimation
plus pre´cise ame´liorerait les re´sultats pour se rapprocher des performances pre´ce´dentes.
Conclusion
La premie`re partie de ce chapitre nous a permis de justifier une ide´e de´ja` employe´e
empiriquement [ZL02] : privile´gier les plus basses fre´quences du document a` marquer
permet d’obtenir une meilleure re´sistance vis-a`-vis des attaques ge´ome´triques. Du fait de
sa construction sous la forme d’une pyramide de sous-bandes de diffe´rentes re´solutions,
la transforme´e en ondelettes est un outil de choix pour appliquer nos re´sultats. Plus
le de´calage pre´vu est important et plus l’e´nergie de la marque sera localise´e dans les
sous-bandes de plus faibles re´solutions.
La seconde partie a vu la de´finition d’une forme d’attaque plus performante que celle
de´veloppe´e dans le chapitre 1. Elle utilise le fait que l’attaquant connaˆıt parfaitement le
signal qu’il rec¸oit et de ce fait a e´te´ baptise´e attaque informe´e. L’attaquant peut donc
estimer plus finement la distorsion qu’il introduit et eˆtre plus efficace. Les re´sultats
montrent un meilleur comportement que l’attaque classique vue pre´ce´demment. La
strate´gie de de´fense correspondante n’a pu eˆtre calcule´e analytiquement et nous avons
utilise´ pour nos re´sultats une re´solution nume´rique. De plus, nous sommes oblige´s de
passer par une estimation de y afin de pre´voir la re´action de l’attaque dans notre opti-
misation. Malgre´ cela, cette de´fense apporte une ame´lioration face a` l’attaque informe´e.
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(d) Pour l’image Baboon
Fig. 3.11 – Apport de l’attaque avec prise en compte de la re´alisation de Y (attaque in-
forme´e) vis-a`-vis des attaques vues pre´ce´demment. L’e´nergie de la marque est constante
(re´partition uniforme) telle que Dxy = 10 (ϕi = 1)
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(d) Pour l’image Baboon
Fig. 3.12 – Apport de l’attaque avec prise en compte de la re´alisation de Y (attaque
informe´e) vis-a`-vis des attaques vues pre´ce´demment. L’e´nergie de la marque est du type
σWi ∝ σXi telle que Dxy = 10 (ϕi = 1)
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(d) Pour l’image Baboon
Fig. 3.13 – Apport de l’attaque avec prise en compte de la re´alisation de Y (attaque in-
forme´e) vis-a`-vis des attaques vues pre´ce´demment. L’e´nergie est de´finie par la strate´gie
de de´fense vue dans le chapitre 1 de cette partie, et telle que Dxy = 10 (ϕi = 1)
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(c) Pour l’image Rose
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(d) Pour l’image Baboon
Fig. 3.14 – Performance de plusieurs re´partitions de l’e´nergie de la marque face a` l’at-
taque optimale prenant en compte la re´alisation de Y (attaque informe´e). Les perfor-
mances des strate´gies vues au chapitre 1 (en pointille´s) sont mises a` titre de comparaison
(Dxy = 10 et ϕi = 1)
158 Raffinements du jeu
Chapitre 4
Mise en pratique
Notre sche´ma de tatouage est de´composable en deux parties : l’e´talement de spectre,
permettant de re´partir l’e´nergie de la marque en fonction d’une distorsion d’insertion
et d’attaque (avec des mesures de distorsion utilisant e´ventuellement une ponde´ration
perceptuelle), et le codage du message qui utilise un dictionnaire base´ sur les travaux de
Costa [Cos83]. Nous avons montre´ dans les chapitres pre´ce´dents les re´sultats de chacune
de ses parties, c’est-a`-dire le rapport signal-a`-bruit que l’on peut atteindre en utilisant
nos strate´gies d’insertion et les probabilite´s d’erreur de notre technique de codage. Or,
le lien entre ces deux aspects n’a pas encore e´te´ fait.
Nous proposons dans ce dernier chapitre de voir comment appliquer nos travaux
afin de proposer une chaˆıne de tatouage comple`te. Nous utilisons ici des images mo-
nochromes avec une transforme´e en ondelettes. Ce domaine est particulie`rement bien
adapte´, a` la fois pour ses proprie´te´s statistiques (bon pouvoir de de´corre´lation) et
pour sa bonne ade´quation avec la prise en compte de de´synchronisations ge´ome´triques,
comme vu dans le chapitre pre´ce´dent. Le sche´ma de la figure 4.1 re´sume l’approche
retenue.
4.1 Choix de la strate´gie d’insertion
La strate´gie d’insertion obtenue par max-min est optimise´e en fonction d’un couple
(Dxy, Dxy′) donne´. Or, dans les cas d’utilisation pratiques, on sait quelle distorsion d’in-
sertion on peut tole´rer en fonction de l’utilisation future de l’image marque´e, mais on
ne peut e´valuer pre´cise´ment la distorsion d’attaque. Le sce´nario le plus courant est que
l’on souhaite transmettre un message de k bits et que l’on voudrait eˆtre le plus ro-
buste possible pour une probabilite´ d’erreur maximale Pmaxe . Les courbes issues de nos
expe´rimentations permettent de trouver le meilleur compromis. Les re´sultats pre´sente´s
ici utilisent trois niveaux de compositions en ondelettes et le sche´ma prenant en compte
l’information adjacente.
Supposons que nous voulions transmettre k = 128 bits dans l’image Lena avec une
probabilite´ d’erreur par bit infe´rieure a` Pmaxe = 10
−5. Nous nous autorisons une distor-
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Fig. 4.1 – Insertion de la marque dans une image
sion d’insertionDxy = 10. Notre dictionnaire structure´ est de rendement r = k/n = 1/3,
et sa courbe de performance est donne´e par la figure 4.2(a) (reprise de la figure 2.14(b)
de la page 135). On voit que pour de´passer notre performance minimale impose´e, il faut
un rapport r−1×P/N ≥ 7, 35. Pour nos 128 bits, il faut donc P/N ≥ 7, 35×128 ' 951.
On reporte ce re´sultat sur la courbe de performance de notre strate´gie d’insertion
(courbe de la figure 4.2(b), reprise des re´sultats de la page 116) et on observe que
la distorsion maximale a` laquelle il est possible de re´sister est Dxy′ ' 75 (PSNR de
29, 4 dB). Il faudra donc utiliser la strate´gie d’insertion adapte´e a` ce niveau de distor-
sion (en recherchant le couple (λ, χ) correspondant). Pour toute attaque de distorsion
infe´rieure a` 75, nous pouvons assurer la transmission de 128 bits utiles avec une pro-
babilite´ d’erreur par bit de 10−5 (soit une probabilite´ d’erreur par message d’environ
10−3).
Pour certains traitements spe´cifiques, cette technique de recherche de strate´gie peut
eˆtre adapte´e. Ainsi, si l’image tatoue´e est susceptible d’eˆtre recadre´e (cropping), il est
pre´fe´rable de se laisser une marge. Dans l’exemple ci-dessus, il vaut mieux alors assurer
un Eb/N0 supe´rieur a` 1500 (en supposant qu’un tiers de l’image soit supprime´ par le
recadrage). On choisira alors la strate´gie d’insertion correspondant a` Dxy′ = 62 (environ
30 dB).
4.2 Applications vise´es
Meˆme s’il est conc¸u pour eˆtre le plus robuste possible, le fait que notre sche´ma
soit optimise´ pour une distorsion d’attaque donne´e lui donne acce`s a` plusieurs types
d’applications : tatouage robuste classique, insertion d’informations supple´mentaires
pour enrichir le document hoˆte ou encore de´tection de marque.
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(a) Valeur de P/N pour une probabilite´
d’erreur par bit de 10−5
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(b) Distorsion d’attaque maximale que
peut supporter le sche´ma pour cette per-
formance (image Lena)
Fig. 4.2 – Recherche de la distorsion d’attaque a` viser pour une probabilite´ d’erreur
donne´e
4.2.1 Gestion de droits
L’application la plus e´vidente du tatouage robuste est la gestion de droits. Dans ce
premier cas, la marque doit eˆtre tre`s re´sistante afin que si d’e´ventuels pirates tentent de
supprimer le message, l’image marque´e soit tellement de´grade´e qu’elle ne pre´sente plus
de valeur. La taille du message est limite´e. Il peut s’agir d’un nom ou d’un identifiant
d’auteur, avec e´ventuellement quelques informations supple´mentaires (date de cre´ation,
bit indiquant si la copie est autorise´e ou non, . . .). Un syste`me commercial d’authen-
tification comme Image bridge [Dig] utilise une centaine de bits pour transmettre ces
informations.
Cas ge´ne´ral
Prenons k = 128 bits et une distorsion d’insertion de Dxy = 10 (soit un PSNR
supe´rieur a` 38 dB). Notre sche´ma (avec prise en compte de l’information adjacente)
nous assure d’extraire correctement la marque avec une probabilite´ d’erreur par bit
e´gale a` 10−5, malgre´ une attaque de distorsion Dxy′ = 75 (PSNR de 29, 4 dB) pour
l’image Lena, 30 pour Rose (PSNR de 33, 5 dB), 94 pour Paper (28, 4 dB) et > 250
pour Baboon (< 24 dB). Toutes ces images sont de taille 512× 512.
Avec de´synchronisation
Nous conservons les parame`tres k = 128 et Dxy = 10 et utilisons la strate´gie d’in-
sertion prenant en compte une de´synchronisation ge´ome´trique. S’il y a une erreur de
recalage de ∆ = 1 pixel, nous pouvons tout de meˆme re´sister a` une attaque de distorsion
Dxy′ = 55 (soit un PSNR de 30, 7 dB). Pour un de´calage de 2 pixels, l’attaque maximale
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est de distorsion 23 (34, 5 dB). Par contre, il nous est impossible d’assurer Pmaxe = 10
−5
pour ∆ ≥ 3. Il faut alors augmenter le niveau de de´composition en ondelettes. Avec
cinq niveaux et malgre´ un de´calage de 5 pixels, on peut alors re´sister a` une attaque de
distorsion 15 (36, 4 dB).
4.2.2 Contenus enrichis
Enrichir des contenus est une application quasi oppose´e : une grande quantite´ d’in-
formation est transmise, mais la robustesse n’est pas capitale. Ce type de sce´nario est
utilise´ pour offrir a` l’utilisateur du document un service supple´mentaire. On peut pen-
ser par exemple a` une adresse Internet au sein d’une image afin de visiter la galerie ou
encore a` des sous-titres dans une vide´o.
Meˆme si la robustesse n’est pas importante, le document marque´ peut subir quelques
traitements (conversions de format, bruit lors de la transmission, . . .). Prenons une ro-
bustesse a` une distorsion d’environ 35 dB de PSNR (Dxy′ = 20). Avec une distorsion
d’insertion Dxy = 5 (PSNR supe´rieur a` 40 dB), notre sche´ma nous permet de trans-
mettre 345 octets (k = 2760) dans Lena ou encore 50 octets dans Rose (ce qui est
suffisant pour une adresse Internet), avec une probabilite´ d’erreur par bit e´gale a` 10−5.
4.2.3 De´tection de marque
Le point important dans la de´tection de marque est la probabilite´ de fausse alarme,
c’est-a`-dire la probabilite´ que l’on de´tecte que la marque est pre´sente alors qu’elle ne
l’est pas (voir la section 1.3 de la partie 1). La se´curite´ que l’on souhaite est re´gle´e
par la taille du message que l’on inse`re : pour un message de k bits, Pf = 2
−k. Avec
une distorsion d’insertion Dxy = 10 et un message de 25 bits, la probabilite´ de ne pas
retrouver la marque si Lena est effectivement marque´e est infe´rieure a` 10−3,6 malgre´
une attaque de distorsion maximale Dxy′ = 105 (27, 9 dB). La probabilite´ de de´tecter
la marque alors que l’image n’a pas e´te´ marque´e est Pf < 10
−7.
Enfin, il est possible de me´langer extraction et de´tection. On peut alors transmettre
un message et s’assurer que ce message est bien valide. Ainsi, si on souhaite transmettre
128 bits avec la meˆme se´curite´ que pour le cas ci-dessus, il faut ajouter inse´rer k =
128+25 bits. Avec une distorsion d’insertion e´gale a` 10, nous pouvons extraire la marque
avec un probabilite´ d’erreur par bit e´gale a` 10−5 malgre´ une attaque de distorsion 60
(PSNR de 30, 3 dB), et la probabilite´ de de´clarer la marque valide alors que l’image n’a
pas e´te´ marque´e est Pf < 10
−7.
4.3 Impact visuel du marquage et de l’attaque
Les figures 4.3 a` 4.6 pre´sentent des exemples d’images marque´es et attaque´es. On
remarque les diffe´rences de re´partition suivant l’attaque vise´e. Pour les images des
figures 4.3(a) et 4.5(a), la strate´gie d’insertion est choisie afin de re´sister au mieux a` une
distorsion d’attaque de 20 et de respecter la distorsion d’insertion de 10 (38, 13 dB).
Les images tatoue´es sont de bonne qualite´ : la marque est relativement bien e´tale´e
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(a) Image marque´e avec la
distorsion Dxy = 10
(b) De´tail de l’image
marque´e
(c) Image attaque´e avec
Dxy′ = 20
Fig. 4.3 – Insertion et attaque d’une marque sur Lena avec nos strate´gies (ϕi = 1). La
distorsion d’attaque vise´e est Dxy′ = 20 (PSNR de 35 dB)
avec une le´ge`re concentration sur les contours (forte variance du signal hoˆte). Par
contre, lorsque l’on vise une distorsion d’attaque supe´rieure, l’e´nergie de la marque est
essentiellement distribue´e sur les e´chantillons de forte e´nergie. Comme nous utilisons
le domaine DWT pour ces re´sultats, cela se manifeste sous la forme de rebonds autour
des contours. Malgre´ une distorsion d’insertion identique, la marque est plus visible
qu’avec la premie`re strate´gie.
Les images attaque´es montrent bien les deux aspects de notre attaque optimale :
ajout de bruit et filtrage. On voit que de nombreux de´tails disparaissent, meˆme pour
l’attaque la moins forte teste´e ici. Ainsi, le grain de la photo, tre`s visible sur l’e´paule
de Lena, est totalement supprime´ sur l’image 4.3(c), laissant une zone quasi uniforme.
Pour les attaques les plus fortes (figures 4.4(c) et 4.6(c)), de nombreux e´chantillons sont
annule´s et l’image est rendue floue.
Les rebonds peuvent eˆtre atte´nue´s par l’introduction d’une ponde´ration percep-
tuelle. Nous utilisons une mesure inspire´e de celle de Watson, pre´sente´e dans la sec-
tion 2.3.2 de la premie`re partie. Elle est de la forme
ϕ2i ∝
1
σ2bi + V
2
i
(4.1)
avec Vi =
1
‖Φi‖
∑
j∈Φi
|xj |ρ. (4.2)
La formule de Vi ressemble a` celle que nous utilisons pour calculer la variance des
e´chantillons (calcul dans une feneˆtre centre´e sur l’e´chantillon conside´re´). On voit donc
que les e´chantillons de variances les plus fortes auront une mesure ϕi faible. D’apre`s
la forme de l’insertion que nous utilisons, l’e´nergie de la marque sera moins concentre´e
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(a) Image marque´e avec la
distorsion Dxy = 10
(b) De´tail de l’image
marque´e
(c) Image attaque´e avec
Dxy′ = 100
Fig. 4.4 – Insertion et attaque d’une marque sur Lena avec nos strate´gies (ϕi = 1). La
distorsion d’attaque vise´e est Dxy′ = 100 (PSNR de 28 dB)
(a) Image marque´e avec la
distorsion Dxy = 10
(b) De´tail de l’image
marque´e
(c) Image attaque´e avec
Dxy′ = 20
Fig. 4.5 – Insertion et attaque d’une marque sur Paper avec nos strate´gies (ϕi = 1).
La distorsion d’attaque vise´e est Dxy′ = 20 (PSNR de 35 dB)
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(a) Image marque´e avec la
distorsion Dxy = 10
(b) De´tail de l’image
marque´e
(c) Image attaque´e avec
Dxy′ = 100
Fig. 4.6 – Insertion et attaque d’une marque sur Paper avec nos strate´gies (ϕi = 1).
La distorsion d’attaque vise´e est Dxy′ = 100 (PSNR de 28 dB)
sur les basses fre´quences. Cela est confirme´ par les figures 4.7 et 4.8 : les rebonds sont
moins visibles que pour les images des figures 4.4(a) et 4.6(a).
Conclusion
Nous avons montre´ comment utiliser les re´sultats des expe´rimentations des chapitres
pre´ce´dents pour choisir les meilleurs compromis entre probabilite´ d’erreur et force d’at-
taque supportable. Les re´sultats pratiques que nous avons expose´s montrent que notre
technique de tatouage est adapte´e a` plusieurs sce´narii d’utilisation : gestion de droits,
de´tection de marque, enrichissement de contenus, . . . Le sche´ma pre´sente´ ici (tatouage
d’images et utilisation de la transforme´e en ondelettes) est imple´mente´ par le logiciel
χ-mark2, de´pose´ a` l’Agence de Protection des Programmes1 et utilise´ dans le projet
RNRT Diphonet.
1Nume´ro IDDN.FR.001.480027.000.S.P.2002.000.41100.
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(a) Image marque´e avec la
distorsion Dxy = 10
(b) De´tail de l’image
marque´e
Fig. 4.7 – Image Lena marque´e avec notre strate´gie (ϕi calcule´ par la mesure de Wat-
son). La distorsion d’attaque vise´e est Dxy′ = 100 (PSNR de 28 dB)
(a) Image marque´e avec la
distorsion Dxy = 10
(b) De´tail de l’image
marque´e
Fig. 4.8 – Image Paper marque´e avec notre strate´gie (ϕi calcule´ par la mesure de
Watson). La distorsion d’attaque vise´e est Dxy′ = 100 (PSNR de 28 dB)
Conclusion
Notre objectif e´tait de de´finir un sche´ma de tatouage robuste s’appuyant sur des
bases the´oriques solides, et surtout de pouvoir en tirer une version pratique, facile a`
imple´menter, dont les performances pourraient eˆtre proches des limites the´oriques. Le
tatouage a e´te´ aborde´ comme un proble`me de communication, et l’interaction en phase
d’insertion et attaques a e´te´ mode´lise´e par la the´orie des jeux. Nous avons de´compose´ le
proble`me en deux parties : la recherche d’une strate´gie d’insertion optimale (comment
re´partir l’e´nergie de la marque sur le document hoˆte afin d’offrir les meilleures perfor-
mances possibles), et la mise en œuvre pratique du sche´ma de Costa. Nous faisons ici
la synthe`se de nos contributions, puis donnons quelques perspectives d’e´volution.
Synthe`se de notre approche
Nous nous somme place´s dans le cadre du tatouage robuste et aveugle. Plusieurs tra-
vaux ont e´tudie´ les limites de performance the´orique de ce type de sche´ma. Ne´anmoins,
les re´sultats propose´s ne pouvaient eˆtre applique´s au sein d’un sche´ma pratique. Notre
approche nous a permis de concevoir des solutions pratiques, guide´es par des bases
the´oriques (codage canal et the´orie des jeux), pouvant potentiellement atteindre les
limites de performance de´finies par l’e´tat de l’art.
Strate´gie d’insertion
La strate´gie d’insertion a e´te´ de´finie comme e´tant la re´partition de l’e´nergie de la
marque sur les e´chantillons du signal hoˆte. En utilisant une transmission par e´talement
de spectre et la the´orie des jeux, nous avons propose´ dans la seconde partie de ce manus-
crit une strate´gie d’insertion optimale adapte´e aux signaux gaussiens non identiquement
distribue´s. Pour cela,
– nous avons de´fini la strate´gie d’attaque optimale, mode´lise´e par un canal de type
SAWGN (scaling and additive white Gaussian noise). Toutes les expe´rimentations
montrent qu’elle est la plus performante de toutes les attaques teste´es (ajout de
bruit, compression avec perte, filtrages, . . .) : pour une distorsion donne´e, cette
attaque est celle qui re´duit le plus les performances de la transmission,
– nous avons recherche´ la strate´gie de de´fense (insertion de la marque) correspon-
dante. Nos tests confirment le bien-fonde´ de cette approche et montrent qu’elle
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est la strate´gie la plus performante face a` l’attaque optimale, apportant des gains
tre`s importants par rapport aux autres strate´gies de l’e´tat de l’art teste´es.
Pour une distorsion d’insertion et une distorsion d’attaque donne´es, notre strate´gie
d’insertion de´finit une limite de performance de transmission minimale. Quelle que
soit l’attaque applique´e sur le document marque´ (et respectant la distorsion d’attaque
donne´e), il est par construction impossible de passer sous cette limite. Cela s’est ve´rifie´
dans nos expe´riences.
Codage pour canaux avec information adjacente
L’e´talement de spectre que nous avons utilise´ peut eˆtre vu comme la projection de
signaux dans un sous-espace line´aire. Nous avons montre´ que cela de´finissait un canal
gaussien avec information adjacente disponible a` l’encodeur, propice a` l’utilisation du
sche´ma de Costa. Ce dernier de´finit une nouvelle mesure de performance que nous
introduisons dans la re´solution par the´orie des jeux de la seconde partie. Reste que le
sche´ma de Costa s’appuie sur un dictionnaire particulier, et ne peut eˆtre imple´mente´
directement.
Nous avons donc vu dans la troisie`me partie de cette e´tude comment mettre en pra-
tique le sche´ma de Costa, et notamment la construction du dictionnaire ade´quat. En
structurant un dictionnaire par l’introduction de bits d’index, nous avons propose´ une
technique innovante base´e sur des codes correcteurs poinc¸onne´s. Ce type de construc-
tion permet de s’adapter facilement a` tout type de signal hoˆte en faisant varier le
rendement du code. Les performances de notre codage s’approchent de celles de l’ide´al
de Costa (l’influence de l’information adjacente sur les performances est tre`s re´duite)
et surpassent les codes correcteurs traditionnels.
De plus, nous avons introduit une nouvelle technique de suppression de l’interfe´rence
inter-symboles. Ce bruit additif introduit par l’e´talement de spectre est pris en compte
dans l’information adjacente graˆce a` un algorithme d’estimation ite´ratif. Le gain en
terme de performance est tre`s sensible dans le cas d’attaques relativement faibles.
Extensions
La fin de l’e´tude s’est concentre´e sur l’ame´lioration de nos strate´gies d’insertion
et d’attaques. Afin de re´sister aux attaques ge´ome´triques (de´synchronisation du signal
marque´), les sche´mas de tatouage utilisent un module de recalage. Or, celui-ci ne peut
pre´voir toutes les transformations possibles. Il en re´sulte des erreurs de synchronisa-
tion re´siduelles. En mode´lisant ces erreurs, nous avons de´fini une nouvelle mesure de
performance. Son introduction au sein de notre optimisation par the´orie des jeux a
abouti a` une strate´gie d’insertion ine´dite. Son application sur des signaux issus d’une
transforme´e en ondelettes nous permet de trouver la re´partition optimale de la marque
entre les diffe´rentes sous-bandes de re´solution. Ainsi, nous de´montrons formellement
qu’il est plus judicieux de marquer essentiellement les plus basses fre´quences.
Nous apportons une autre ame´lioration en de´veloppant une attaque informe´e. A`
l’instar de l’insertion avec prise en compte de l’information adjacente, cette attaque uti-
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lise la re´alisation du signal a` attaquer pour optimiser sa strate´gie. Les expe´rimentations
nous donnent des performances supe´rieures au cas non informe´.
L’e´talement de spectre associe´ a` la the´orie des jeux de´finit un canal gaussien au
rapport signal-a`-bruit maximal. Nous utilisons sur ce canal avec information adjacente
le code structure´ que nous avons de´veloppe´. Graˆce a` cette combinaison, nous avons
un sche´ma de tatouage complet dont la robustesse est garantie. En l’appliquant sur
des signaux issus de la transforme´e en ondelettes d’image, nous avons imple´mente´ un
logiciel actuellement utilise´ dans le projet RNRT Diphonet.
Perspectives
Nous avons introduit dans notre optimisation par max-min un parame`tre perceptuel
ϕi. Or il apparaˆıt que la strate´gie d’insertion optimale est croissante en fonction de celui-
ci : plus l’e´chantillon marque´ est perceptuellement important et plus il sera modifie´ par
la marque. Bien suˆr, l’insertion respecte au final notre contrainte de distorsion moyenne,
mais nous avons remarque´ dans les images marque´es par cette technique des distorsions
localise´es assez visibles. La contrainte de distorsion moyenne n’est pas suffisante car
l’e´nergie peut se concentrer sur quelques zones pre´cises du document. Une ame´lioration
sensible de la qualite´ pourrait eˆtre obtenue par la prise en compte d’un parame`tre de
type JND (seuil a` partir duquel la distorsion devient perceptible), afin de limiter la
distorsion maximale e´chantillon par e´chantillon.
La technique de construction de dictionnaire structure´ que nous avons de´veloppe´e
dans la troisie`me partie s’appuie sur un code convolutif. Nous avons montre´ que les
performances atteintes par notre technique sont proches de celles qu’atteindrait ce
code sans le bruit de l’information adjacente. Ne´anmoins, nous sommes relativement
loin des limites de Shannon. Un gain important pourrait eˆtre obtenu rapidement en
utilisant un code plus performant, tel qu’un turbo-code2.
La fac¸on de transmettre le parame`tre i, qui de´termine la taille des sous-dictionnaires,
est reste´e en suspens. La solution la plus inte´ressante serait de le transmettre au sein
meˆme du mot de code. Nous pourrions ajouter en teˆte de notre motif d’a priori quelques
bits (les premiers tests nous montrent que trois ou quatre bits seraient suffisants) cor-
respondant a` une version quantifie´e de i. Ils seraient alors de´code´s en premier et le
reste du treillis serait adapte´ en conse´quence. L’influence de cette technique sur les
performances du code n’a pas e´te´ pre´cisement e´tudie´e. Elle constitue une perspective
de recherche prioritaire.
La re´sistance aux attaques ge´ome´triques est un aspect qui n’a pas e´te´ comple`tement
e´tudie´ dans ces travaux. Nous avons certes de´veloppe´ une technique qui s’adapte aux
erreurs de synchronisation le´ge`res, mais elle ne peut re´sister a` de fortes transformations.
2Le passage a` la version turbo montre un bond en avant important dans les travaux sur la construc-
tion de dictionnaires structure´s de Chou et al. [CPR01].
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La conception ou l’adaptation d’un outil de recalage nous donnerait acce`s a` une gamme
d’attaques beaucoup plus large.
Nous avons montre´ que l’attaque informe´e (prenant en compte la re´alisation du si-
gnal rec¸u par l’attaquant) est plus performante que la version non-informe´e. Ne´anmoins,
notre tentative pour trouver une de´fense approprie´e n’a pas e´te´ particulie`rement satis-
faisante. Nous sommes passe´s par une approximation de la re´alisation y des donne´es
marque´s, et nous n’avons pu exhiber de solution analytique. La difficulte´ tient au fait
que la re´alisation de la marque wst est de´pendante des parame`tres d’insertion que l’on
cherche a` optimiser. On retrouve une proble´matique relativement similaire a` celle de
l’estimation de l’interfe´rence inter-symboles. Une voie a` explorer pourrait donc eˆtre la
re´solution ite´rative du proble`me. L’initialisation se ferait en utilisant les parame`tres
(γ¯?i , σ
?
Wi
) vus dans la section 3.2, et l’estimation de wst (et donc de y) serait raffine´e au
fur et a` mesure des ite´rations.
Annexe A
De´veloppements de calculs
A.1 Calcul de l’estimateur optimal de la deuxie`me partie
Dans la deuxie`me partie, nous avons obtenu l’estimateur optimal selon le maximun
a posteriori des bits inse´re´s. L’estimation du j e`me bit est de´finie par
b̂j = argmax
b
{Pj(b)} (A.1)
avec Pj(b) = Pr
(
Bj = b |Y′ = y′
)
. (A.2)
Maximiser Pj(b) correspond a` maximiser un produit de probabilite´s de´fini par l’e´quation
1.14 de la page 66, et donc a` minimiser Λ(b) :
Λ(b) =
m∑
i=1
(
y′i −
γiσWi×G(i,j)×b√
n
)2
σ2i
. (A.3)
Le de´veloppement de Λ(b) donne
Λ(b) =
m∑
i=1
y′2i
σ2i
+
m∑
i=1
γ2i σ
2
Wi
× G(i, j)2 × b2
n× σ2i
−2
m∑
i=1
γiσWi × G(i, j)× b× y′i√
n× σ2i
(A.4)
= b2
m∑
i=1
γ2i σ
2
Wi
× G(i, j)2
n× σ2i
− 2b
m∑
i=1
γiσWi × G(i, j)× y′i√
n× σ2i
+
[
m∑
i=1
γiσWi × G(i, j)× y′i√
n× σ2i
]2
+
m∑
i=1
y′2i
σ2i
−
[
m∑
i=1
γiσWi × G(i, j)× y′i√
n× σ2i
]2
. (A.5)
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En posant
bj =
∑m
i=1
γiσWi×G(i,j)×y′i√
n×σ2i∑m
i=1
γ2i σ
2
Wi
n×σ2i
et σ−2bj =
m∑
i=1
γ2i σ
2
Wi
n× σ2i
, (A.6)
on peut e´crire l’e´quation A.5 sous la forme
Λ(b) =
(
b− bj
)2
σ2bj
+ Γ. (A.7)
La valeur de Γ est donne´e par
Γ =
m∑
i=1
y′2i
σ2i
−
[
m∑
i=1
γiσWi × G(i, j)× y′i√
n× σ2i
]2
×
[
m∑
i=1
γ2i σ
2
Wi
n× σ2i
]−1
, (A.8)
et est inde´pendante de la valeur de b. Elle n’intervient donc pas dans la maximisation
de l’e´quation A.1. Nous avons alors
b̂j = argmax
b
{Pj(b)}
= argmin
b
{(
b− bj
)2
σ2bj
}
= bj . (A.9)
A.2 Assignation des attaques aux domaines
La minimisation de la performance de la transmission aboutit a` plusieurs strate´gies
de´finies des couples de parame`tres (γi, σZi). Ne´anmoins, leur domaine d’application est
parfois borne´ du fait de la contrainte σZi > 0. Cette section permet d’attribuer les
strate´gies aux domaines dans lesquelles elles sont le plus adapte´es.
A.2.1 Sans prise en compte de l’information adjacente
La section 2.3.2 de la partie 2 montre que la solution trouve´e par annulation des
de´rive´es de la fonctionnelle J iλ (strate´gie aI) n’est pas applicable sur toutes les donne´es
marque´es. Cette solution n’est valide que sur un domaine, note´ D2. Les contraintes de
validite´ (e´quations 2.17 et 2.18 de la page 76) de´finissent deux autres domaines, note´s
D1 et D3. En examinant les cas limites parmi les valeurs possibles, on trouve en plus
de la solution initiale deux autres strate´gies d’attaques possibles. Nous avons au final :
– l’annulation du site, avec γi = σZi = 0, aboutissant a` une valeur de fonctionnelle
note´e JE (strate´gie aE),
– l’attaque obtenue par annulation des de´rive´es, appele´e strate´gie interme´diaire,
me´lange de filtrage et d’ajout de bruit gaussien, donnant une valeur de fonction-
nelle note´e JI (strate´gie aI),
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– et enfin le filtrage de Wiener (γi = γwi et pas d’ajout de bruit), donnant JW
(strate´gie aW).
Les expressions des fonctionnelles a` minimiser pour ces trois attaques sont :
JE = λϕ2iσ
2
Xi (A.10)
JI = γai
√
λϕiσWi + λϕ
2
iσ
2
Xi
(
1− γai
)
= JE + γai
√
λϕi
(
σWi −
√
λϕiσ
2
Xi
)
(A.11)
JW =
√
λϕi
σ2XiσWi
σ2Xi + σ
2
Wi
+ λϕ2i
σ2Xiσ
2
Wi
σ2Xi + σ
2
Wi
. (A.12)
La formule de JW peut se mettre sous la forme
JW =
√
λϕi
σ2XiσWi
σ2Xi + σ
2
Wi
+ λϕ2iσ
2
Xi
(
1− σ
2
Xi
σ2Xi + σ
2
Wi
)
= JE +
√
λϕi
σ2Xi
σ2Xi + σ
2
Wi
(
σWi −
√
λϕiσ
2
Xi
)
. (A.13)
Et celle de JI peut s’e´crire
JI = JE + γai
√
λϕi
(
σWi −
√
λϕiσ
2
Xi
)
= JW −
√
λϕi
σ2Xi
σ2Xi + σ
2
Wi
(
σWi −
√
λσ2Xi
)
+ γai
√
λϕi
(
σWi −
√
λσ2Xi
)
= JW +
√
λϕi
(
σWi −
√
λϕiσ
2
Xi
)(
γai −
σ2Xi
σ2Xi + σ
2
Wi
)
. (A.14)
Sur le domaine D1, les seules solutions possibles sont l’annulation ou le filtrage de
Wiener. Mais comme par de´finition σWi >
√
λϕiσ
2
Xi
sur ce domaine, l’e´quation A.13
nous indique que JE < JW . L’annulation est donc le meilleur candidat.
Les trois attaques sont possibles sur D2. Or, comme sur ce domaine σWi ≤
√
λϕiσ
2
Xi
,
JI est infe´rieur ou e´gal a` JE depuis l’e´quation A.11. De plus, l’e´quation A.14 montre
que JI ≤ JW car γai ≤ γwi . L’attaque interme´diaire est donc le meilleur candidat sur
D2.
Enfin, seuls l’annulation et le filtrage de Wiener sont valides sur D3. On peut voir
que JE ≥ JW sur ce domaine. L’attaque par filtrage de Wiener est le meilleur choix.
La figure A.1 re´sume les associations entre domaines et attaques.
A.2.2 Avec prise en compte de l’information adjacente
L’e´tude de la fonctionnelle J iλ pre´sente´e dans la section 1.3.1 de la partie 3 nous
a permis d’exhiber deux strate´gies d’attaque. La premie`re est l’attaque par annula-
tion (γ¯i = 0), donnant la fonctionnelle correspondante JE . L’autre est l’attaque in-
terme´diaire, me´lange de bruit gaussien et de facteur d’e´chelle, dont les parame`tres sont
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Fig. A.1 – Les trois domaines et les attaques associe´es dans l’optimisation de la seconde
partie (λ = 0, 02, n = 1 et ϕi = 1)
donne´s par les e´quations 1.20 et 1.21 (page 109). La fonctionnelle correspondante est
note´e JI . Les parame`tres de ces deux attaques introduits dans l’expression de J iλ nous
donne
JE = λϕ2iσ
2
Xi (A.15)
JI = γai
√
λϕiσWi + λϕ
2
iσ
2
Xi
(
1− γai
)
= JE + γai
√
λϕi
(
σWi −
√
λϕiσ
2
Xi
)
(A.16)
Le fait que σZi ≥ 0 de´finit deux domaines : le domaine D2 respectant la contrainte de
l’e´quation 1.22 (page 109), et le domaine D1 ne la respectant pas. Sur le domaine D1,
comme σWi >
√
λϕiσ
2
Wi
, l’e´quation A.16 nous indique que JE < JI . L’annulation est
donc la meilleure attaque sur D2. Et pour le domaine D1, cette meˆme e´quation montre
que l’attaque interme´diaire est le meilleur choix. Cela est re´sume´ par la figure A.2.
Assignation des attaques aux domaines 175
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 0  2  4  6  8  10  12  14
 	



ﬀ
ﬁ ﬂ ﬃ
! #"
$&%(')% *,++.-/*0,+2143+5*126
Fig. A.2 – Les trois domaines et les attaques associe´es dans l’optimisation de la
troisie`me partie (λ = 0, 02, n = 1 et ϕi = 1)
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Annexe B
Interpre´tation ge´ome´trique du
tatouage avec information
adjacente
Une analyse et une interpre´tation ge´ome´trique comple`te de la communication avec
information adjacente est donne´e par Su et al. [SEG00]. Cette annexe en reprend une
partie.
La figure B.1 donne une interpre´tation ge´ome´trique du sche´ma de Costa (ICS). Elle
est pre´sente´e en deux dimensions mais doit eˆtre vue dans un espace n-dimensionnel.
Le signal hoˆte x, qui repre´sente l’information adjacente, est sur une hyper-sphe`re note´e
SX , centre´e en 0 et de rayon
√
Q. Le dictionnaire U est constitue´ de mots de code
d’e´nergie P + α2Q avec α = P/(P + N). Il est structure´ en 2nC sous-dictionnaires
de taille 2nI(U ;X) (sur notre figure, nous avons trois sous-dictionnaires : carre´, rond et
triangle). Ses mots de codes sont dispose´s sur l’hyper-sphe`re SU/α. A` chaque mot de
code est associe´ l’ensemble des points qui lui sont les plus proches. Cela de´finit des
hyper-coˆnes de robustesse.
Dans notre exemple, nous cherchons a` transmettre le message carre´. Lors de l’in-
sertion, le mot de code u? ∈ U le plus proche de x est recherche´ et le signal marque´
est y = x + α(u?/α − x). L’insertion correspond a` une homothe´tie de centre u?/α et
de rapport 1 − α. Comme le montre la figure, cette technique permet de diriger n’im-
porte quel x a` l’inte´rieur du bon coˆne de robustesse. Dans le pire cas, x se trouve a`
e´quidistance de deux mots de U. Cela de´finit les arcs en gras de SY qui correspondent
aux zones que peut atteindre y.
Notons le signal marque´ y = βu? + v, avec v bruit gaussien inde´pendant de U . En
projetant y sur le mot de code u?, on trouve
β =
E [〈y, u?〉]
‖u?‖2
=
E [〈w + x,w + αx〉]
‖u?‖2
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=
P + αQ
P + α2Q
. (B.1)
Et comme v = x+ w − βu?, on montre facilement que
σ2V =
(1− α)2 PQ
P + α2Q
. (B.2)
En utilisation la valeur α = P/(P +N), nous avons donc
E
[
(βU)2
]
= P
(P +Q+N)2
(P +N)2 + PQ
(B.3)
σ2V = N
NQ
(P +N)2 + PQ
. (B.4)
Selon le the´ore`me du sphere packing [Lee67], lorsque n tend vers l’infini, nous pouvons
disposer 2
n
2
log2(1+P/N) sphe`res de rayon N ne se recouvrant pas sur une hyper-sphe`re
de rayon P . Et comme
I(U ;Y ) =
1
2
log2
[
1 +
P (P +Q+N)
N (P +N)
]
(B.5)
avec
P (P +Q+N)
N (P +N)
=
P (P+Q+N)
2
(P+N)2+PQ
N NQ
(P+N)2+PQ
+N
=
E
[
(βU?)2
]
σ2V +N
, (B.6)
nous avons 2nI(U ;Y ) sphe`res de rayon au carre´ σ2V + N ne se recouvrant pas centre´es
sur une hyper-sphe`re de rayon au carre´ E
[
(βU)2
]
. Le signal marque´, de´ja` bruite´ par
v, peut donc subir une attaque d’e´nergie N sans sortir statistiquement de l’hyper-coˆne
de robustesse. Le sche´ma de Costa est donc similaire a` la transmission du mot de code
βu? soumis a` deux bruits additifs : le bruit v introduit par le signal hoˆte et le bruit
d’attaque z. Le rapport signal-a`-bruit observe´ en sortie du canal correspond a` celui
de l’e´quation B.6, meˆme si la capacite´ atteignable est e´quivalente a` celle d’un canal
gaussien classique de rapport P/N .
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Fig. B.1 – Interpre´tation ge´ome´trique du sche´ma de Costa
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Abstract
Numerical technologies increase the ease of transmission, storage and modification
of multimedia content, but also makes authentication and copyright management diffi-
cult. Robust watermarking is a solution that appeared about ten years ago. It embeds
a message (author name, numerical signature, . . .) within a host multimedia document.
This process must not be perceptible in order not to spoil the regular use of the wa-
termarked documents. Moreover, one must be able to correctly extract the message
despite modifications of the host (i.e. attacks).
Although the first approaches were empirical, watermarking was quickly conside-
red as a communication problem. This work deals with a novel watermarking scheme
based on a wide spread spectrum (a communication technique that fits to very noisy
channels) and considering SAWGN attacks (scaling and additive white Gaussian noise).
The relationship between watermarking and attacks is modeled by a game between an
attacker and a defender. A max-min optimization leads to the optimal attack and the
corresponding embedding strategy (counter-attack). Experiments using signals from
wavelet transformed images confirm the relevance of our approach : the attack is very
efficient and the embedding strategy leads to better results than previous literature’s
approaches.
The watermarking channel is a channel with side information : a part of the noise
(the host signal) is perfectly known during the embedding process. Previous works on
this kind of channel showed better theoretical performances than on a classical Gaussian
channels. In the third part of this work, we introduce a new performance measure in our
watermarking game, taking into account the side information. We then develop a struc-
tured dictionary for this kind of channel. The experiments show great improvements in
terms of performance. Finally, the last chapter deals with some game improvements :
we study the influence of geometrical desynchronizations on the performance of our
watermarking scheme, and we define an informed attack.
Keywords
Blind and robust watermarking, wide spread spectrum, SAWGN attacks, game
theory, max-min optimization, channels with side information, structured dictionary,
punctured codes, inter-symbols interference (ISI), geometrical desynchronization, wa-
velet transform.
Re´sume´
La technologie nume´rique rend la transmission, le stockage et la modification de
documents multimedia beaucoup plus aise´s qu’auparavant. Mais du fait de cette facilite´,
l’authentification et la gestion des droits d’auteur deviennent difficiles. Le tatouage
robuste est une solution qui s’est beaucoup de´veloppe´e depuis une dizaine d’anne´es.
Il permet d’inse´rer au sein d’un document multimedia (document hoˆte) un message
(identifiant d’auteur, signature nume´rique, . . .). Cette modification est peu perceptible
afin de ne pas geˆner l’exploitation normale du document marque´. De plus, l’algorithme
d’extraction doit pouvoir retrouver le message malgre´ d’e´ventuelles modifications de
l’hoˆte (attaques).
Alors que les premie`res e´tudes sur ce domaine e´taient empiriques, il est apparu ra-
pidement que le tatouage e´tait assimilable a` un proble`me de communication. Nous fai-
sons le choix d’utiliser une technique de transmission particulie`rement adapte´e aux ca-
naux fortement bruite´s, appele´e e´talement de spectre, et nous conside´rons des attaques
SAWGN (scaling and additive white Gaussian noise). L’interaction entre tatouage et
attaques est mode´lise´e par un jeu entre un attaquant et un de´fenseur. Une optimi-
sation de type max-min donne la forme de l’attaque optimale, qui va le plus re´duire
la performance de la transmission, et de la strate´gie qui permet de s’en prote´ger au
mieux. L’application de ces re´sultats sur des signaux issus de la transforme´e en onde-
lettes d’images confirme le bien-fonde´ de notre approche : l’attaque obtenue est la plus
efficace, et la strate´gie d’insertion est bien plus performante que les techniques teste´es
issues de l’e´tat de l’art.
Le canal de tatouage est un canal avec information adjacente : une partie du bruit
(le signal hoˆte) est connue au moment de l’insertion de la marque. Les travaux sur ces
canaux promettent des performances the´oriques bien supe´rieures aux canaux gaussiens
classiques. Dans la troisie`me partie de ce manuscrit, nous reprenons l’optimisation par
the´orie des jeux en incluant une mesure de performance prenant en compte l’information
adjacente. Nous de´taillons ensuite la construction d’un dictionnaire structure´ adapte´
a` ces canaux. Les expe´rimentations nous indiquent de forts gains de performance. En-
fin, le dernier chapitre ame´liore le jeu : l’e´tude de l’influence de de´synchronisations
ge´ome´triques sur les performances, et la de´finition d’une attaque informe´e prenant en
compte la re´alisation du signal rec¸u.
Mots clef
Tatouage aveugle robuste, e´talement de spectre, attaques SAWGN, the´orie du jeu,
optimisation max-min, canaux avec information adjacente, dictionnaire structure´, codes
poinc¸onne´s, interfe´rence inter-symboles (ISI), de´synchronisation ge´ome´trique, trans-
forme´e en ondelettes.
