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Résumé
Méthodes d’Éclatement Basées sur les Distances de Bregman pour les Inclusions
Monotones Composites et l’Optimisation
Le but de cette thèse est d’élaborer des méthodes d’éclatement basées sur les distances de
Bregman pour la résolution d’inclusions monotones composites dans les espaces de Ba-
nach réels réflexifs. Ces résultats nous permettent d’étendre de nombreuses techniques,
jusqu’alors limitées aux espaces hilbertiens. De plus, même dans le cadre restreint d’es-
paces euclidiens, ils donnent lieu à de nouvelles méthodes de décomposition qui peuvent
s’avérer plus avantageuses numériquement que les méthodes classiques basées sur la dis-
tance euclidienne. Des applications numériques en traitement de l’image sont proposées.
Mots-clés : distance de Bregman, dualité, espace de Banach, Haugazeau, inclusion mo-
notone, meilleure approximation, algorithme d’éclatement, algorithme à métrique va-
riable, opérateur monotone, restauration d’images.
Tóm tắt
Các phương pháp chia tách toán tử dựa trên khoảng cách Bregman với các bao
hàm thức đơn điệu chứa hợp thành và bài toán tối ưu
Mục đích của luận án là nghiên cứu một số phương pháp chia tách toán tử sử dụng
khoảng cách Bregman để giải quyết các bao hàm thức đơn điệu trong các không gian
Banach thực phản xạ. Các kết quả của luận án cho phép mở rộng nhiều kỹ thuật mà cho
đến hiện tại mới chỉ giới hạn trong các không gian Hilbert. Hơn nữa, ngay cả khi hạn
chế trong các không gian Euclid, những kết quả này cung cấp các phương pháp chia tách
mới với nhiều ưu điểm về mặt tính toán khi so sánh với các phương pháp cổ điển dựa
trên khoảng cách Euclid. Chúng tôi cũng đề xuất các ứng dụng thực tế trong bài toán xử
lý ảnh.
Từ khóa : bao hàm thức đơn điệu, thuật toán biến thiên metric, đối ngẫu, Haugazeau,
khoảng cách Bregman, khôi phục ảnh, không gian Banach, thuật toán chia tách, toán tử
đơn điệu, xấp xỉ tốt nhất.
Abstract
Splitting Methods Based on Bregman Distances for Composite Monotone Inclusions
and Optimization
The goal of this thesis is to design splitting methods based on Bregman distances for sol-
ving composite monotone inclusions in reflexive real Banach spaces. These results allow
us to extend many techniques that were so far limited to Hilbert spaces. Furthermore,
even when restricted to Euclidean spaces, they provide new splitting methods that may
be more avantageous numerically than the classical methods based on the Euclidean
distance. Numerical applications in image processing are proposed.
ix
Key words : Banach space, best approximation, Bregman distance, duality, Haugazeau,
image restoration, monotone inclusion, monotone operator, splitting algorithm, variable
metric algorithm.
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Notations et Glossaire
Les notations suivantes seront utilisées dans toute la thèse. De plus, nous rappelons
certaines définitions de base en analyse convexe.
Notations générales
• X , Y : Espaces de Banach réels.
• X ∗, Y∗ : Duaux topologiques de X et Y .
• 〈·, ·〉 : Crochet de dualité entre un espace de Banach et son dual topologique.
• ‖ · ‖ : Norme d’un espace de Banach.
• B(x; ρ) : Boule de centre x ∈ X et de rayon ρ ∈ ]0,+∞[.
• H : Espace hilbertien réel.
• Id : Opérateur identité.
• 2X : Ensemble des parties de X .
• Γ0(X ) : Ensemble des fonctions de X dans ]−∞,+∞], convexes, propres, et
semicontinues inférieurement.
• B (X ,Y) : Espace des opérateurs linéaires bornés de X dans Y .
• B (X ) : B (X ,X ).
• L∗ : Adjoint de l’opérateur L ∈ B (X ,Y).
• → : Convergence forte.
• ⇀ : Convergence faible.
• limαn : Limite supérieure de la suite (αn)n∈N de [−∞,+∞].
• limαn : Limite inférieure de la suite (αn)n∈N de [−∞,+∞].
Soit C un sous-ensemble de X .
• Fonction indicatrice de C :
ιC : x 7→
{
0, si x ∈ C;
+∞, si x 6∈ C.
• Opérateur cône normal à C :
NC : x 7→
{{
x∗ ∈ X ∗ ∣∣ sup 〈C − x, x∗〉 6 0}, si x ∈ C;
∅, sinon.
xi
• intC : Intérieur de C.
• C : Adhérence de C.
• bdryC : Frontière de C.
• coneC = ⋃λ>0 λC.
• sriC = {x ∈ C ∣∣ cone (C − x) = span (C − x)} : Intérieur relatif fort de C.
Notations et définitions relatives à un opérateur multivoque M : X → 2Y
• domM = {x ∈ X ∣∣Mx 6= ∅} : Domaine de M .
• graM = {(x, y) ∈ X × Y ∣∣ y ∈Mx} : Graphe de M .
• M−1 : Y → 2X : y 7→ {x ∈ X ∣∣ y ∈ Mx} : Inverse deM .
• zerM = {x ∈ X ∣∣ 0 ∈Mx} : Zéros de M .
• ranM = {y ∈ Y ∣∣ (∃x ∈ X ) y ∈Mx} : Image de M .
• FixM = {x ∈ X ∣∣ x ∈Mx} (où Y = X ) : Points fixes de M .
Définitions relatives à un opérateur multivoque M : X → 2X ∗
• M est monotone :
(∀(x1, x∗1) ∈ graM)(∀(x2, x∗2) ∈ graM) 〈x1 − x2, x∗1 − x∗2〉 > 0.
• M est maximalement monotone : M est monotone et il n’existe pas d’opérateur
monotone de X dans 2X ∗ dont le graphe contient strictement graM .
• M est uniformément monotone en x1 ∈ domM s’il existe une fonction stricte-
ment croissante φ : [0,+∞[→ [0,+∞] qui s’annule seulement en 0 telle que
(∀x∗1 ∈Mx1)(∀(x2, x∗2) ∈ graM) 〈x1 − x2, x∗1 − x∗2〉 > φ(‖x1 − x2‖).
Notations relatives à une fonction f ∈ Γ0(X )
• Domaine de f : dom f = {x ∈ X ∣∣ f(x) < +∞}.
• Ensemble des minimiseurs de f : Argmin f .
• Conjuguée de f : f ∗ : X ∗ → ]−∞,+∞] : x∗ 7→ sup
x∈X
(〈x, x∗〉 − f(x)).
• Sous-différentiel de f :
∂f : X → 2X ∗ : x 7→ {x∗ ∈ X ∗ ∣∣ (∀y ∈ X ) 〈y − x, x∗〉+ f(x) 6 f(y)}.
xii
Si f ∈ Γ0(X ) est Gâteaux différentiable sur int dom f 6= ∅ :
• Distance de Bregman associée à f :
Df : X × X → [0,+∞] :
(x, y) 7→
{
f(x)− f(y)− 〈x− y,∇f(y)〉, si y ∈ int dom f ;
+∞, sinon.
• Df -résolvante de M : X → 2X ∗ :
RfM = (∇f +M)−1 ◦ ∇f : X → 2X .
• f -résolvante de M : X → 2X ∗ :
JfM = (∇f +M)−1 : X ∗ → 2X .
• Opérateur Df -proximal de ϕ ∈ Γ0(X ) :
proxfϕ : X → 2X : y 7→ Argmin
x∈X
(
ϕ(x) +Df(x, y)
)
.
• Opérateur f -proximal de ϕ ∈ Γ0(X ) :
Proxfϕ : X ∗ → 2X : x∗ 7→ Argmin
x∈X
(
ϕ(x) +
(
f(x)− 〈x, x∗〉+ f ∗(x∗))) .
• Df -projecteur sur un sous-ensemble convexe C de X .
P fC : X → 2X : y 7→ Argmin
x∈C
Df(x, y).
• Df -distance à un sous-ensemble convexe C ⊂ X :
DfC : X → [0,+∞] : y 7→ inf
x∈C
Df(x, y).
Quelques fonctions dans Γ0(R)
• Entropie de Boltzmann-Shannon
f : R→ ]−∞,+∞] : ξ 7→

ξ ln ξ − ξ, si ξ > 0;
0, si ξ = 0;
+∞, sinon.
xiii
• Entropie de Burg
f : R→ ]−∞,+∞] : ξ 7→
{
− ln ξ, si ξ > 0;
+∞, sinon.
• Entropie de Fermi-Dirac
f : R→ ]−∞,+∞] : ξ 7→

ξ ln ξ + (1− ξ) ln(1− ξ), si 0 < ξ < 1;
0, si ξ ∈ {0, 1};
+∞, sinon.
• Fonction de type Hellinger
f : R→ ]−∞,+∞] : ξ 7→
{
−
√
1− ξ2, si ξ ∈ [−1, 1];
+∞, sinon.
xiv
Chapitre 1
Introduction
1.1 Inclusions monotones
La théorie des opérateurs monotones a émergé au début des années 1960 comme une
branche bien structurée de l’analyse non linéaire [4, 15, 21, 45, 53, 54, 65] et elle
reste très active [12, 15, 16, 35, 57, 60, 66]. L’une des raisons principales du succès
de la théorie est qu’un nombre considérable de problèmes dans divers domaines (par
exemple, l’optimisation, l’économie, les inégalités variationnelles, les équations aux dé-
rivées partielles, la mécanique, le traitement d’images et du signal, le transport optimal,
l’apprentissage automatique, la théorie des jeux, et la théorie du trafic) peut être réduit
à la résolution du problème d’inclusion monotone suivant.
Problème 1.1 Soit X un espace de Banach réel réflexif, soit X ∗ le dual topologique de
X , et soitM : X → 2X ∗ maximalement monotone. Le problème est de
trouver x ∈ X tel que 0 ∈Mx. (1.1)
L ’ensemble des solution de (1.1) est noté zerM .
Une spécialisation du Problème 1.1 est le problème de minimisation convexe sui-
vant.
Problème 1.2 Soit X un espace de Banach réel réflexif, soit X ∗ le dual topologique de
X , et soit ϕ ∈ Γ0(X ). Le problème est de
minimiser
x∈X
ϕ(x). (1.2)
Un objectif de la théorie des opérateurs monotones et de l’optimisation est de conce-
voir des méthodes itératives qui engendrent des suites convergeant vers une solution du
Problème 1.1 ou du Problème 1.2.
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1.1.1 Méthode proximale
Dans le cadre d’espaces hilbertiens, une méthode classique pour résoudre le Pro-
blème 1.1 est l’algorithme du point proximal.
Théorème 1.3 [23] et [12, Theorem 23.41] Dans le Problème 1.1, supposons que X soit
un espace hilbertien réel et que zerM 6= ∅. Soit x0 ∈ X et soit (γn)n∈N ∈ ]0,+∞[N telle que∑
n∈N γ
2
n = +∞. Alors la suite (xn)n∈N engendrée par l’algorithme
(∀n ∈ N) xn+1 = (Id +γnM)−1(xn) (1.3)
converge faiblement vers un point dans zerM .
Une variante du Théorème 1.3 pour résoudre le Problème 1.2 est la suivante.
Théorème 1.4 [23] et [12, Theorem 27.1] Dans le Problème 1.2, supposons que X soit
un espace hilbertien réel et que Argminϕ 6= ∅. Soit
proxϕ : X → X : x 7→ argmin
(
ϕ+ ‖ · −x‖2/2), (1.4)
soit x0 ∈ X , et soit (γn)n∈N ∈ ]0,+∞[N telle que
∑
n∈N γn = +∞. Alors la suite (xn)n∈N
engendrée par l’algorithme
(∀n ∈ N) xn+1 = proxγnϕxn (1.5)
converge faiblement vers un point x ∈ Argminϕ.
Au cœur de l’analyse de convergence des algorithmes (1.3) et (1.5) se trouvent le
Théorème de Minty [54] qui dit que Id +M est surjective, et la monotonie fejérienne de
(xn)n∈N sous la forme suivante [33, 40]
(∀x ∈ zerM)(∀n ∈ N) ‖x− xn+1‖ 6 ‖x− xn‖. (1.6)
La notion de monotonie fejérienne et ses variantes jouent un rôle primordial dans
l’analyse de la convergence de nombreux algorithmes de point fixe et d’optimisation
dans les espaces hibertiens [8, 12, 32, 33, 40, 58]. Un développement récent dans ce
domaine est l’extension de la notion de suite monotone (quasi)-fejérienne au cas où la
métrique sous-jacente est autorisée à varier [37].
En cherchant une variante similaire des algorithmes (1.3) et (1.5) dans des espaces
de Banach, on essaie de trouver une généralisation de l’opérateur (Id +M)−1 en même
temps qu’une notion convenable de monotonie similaire à (1.6). Dans le cas d’un espace
hilbertien réel identifié à son dual topologique, l’application de dualité ∆ = ∂
(‖ · ‖2/2)
se réduit à l’opérateur identité. Dans un espace de Banach réel réflexif X tel que X ∗ est
strictement convexe, ∆ est univoque [22, I.1, Remarque 2] et le Théorème de Brézis-
Browder [15, Theorem 3] affirme que ∆ + M est surjective. En utilisant ce résultat, il
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est démontré dans [46] que s’il existe y ∈ X tel que 0 ∈ intMy alors la suite (xn)n∈N
engendrée par l’algorithme
(∀n ∈ N) xn+1 =
(
(∆ + γnM)
−1 ◦∆)(xn) (1.7)
converge vers un point dans zerM en un nombre fini d’itérations. Notons qu’en raison de
la convexité stricte de X ∗, la fonction ‖·‖2/2 est Gâteaux différentiable et son gradient est
∆. Il en résulte que ∆ pourrait être remplacé par le gradient d’une fonction convenable.
Dans cette direction, [10] unifie et propose une généralisation de (1.3) dans les espaces
de Banach réels réflexifs. Ces travaux utilisent les définitions ci-après qui se basent sur
la notion de distance de Bregman, apparue initialement dans [20].
Définition 1.5 [10] Soit X un espace de Banach réel réflexif, soit X ∗ le dual topologique
de X , et soit f ∈ Γ0(X ) une fonction Gâteaux différentiable sur int dom f 6= ∅. La
distance de Bregman associée à f est
Df : X ×X → [0,+∞]
(x, y) 7→
{
f(x)− f(y)− 〈x− y,∇f(y)〉 , si y ∈ int dom f ;
+∞, sinon.
(1.8)
La Df -résolvante de M : X → 2X ∗ est
RfM = (∇f +M)−1 ◦ ∇f : X → 2X , (1.9)
l’opérateur Df -proximal de ϕ ∈ Γ0(X ) est
proxfϕ : X → 2X : y 7→ Argmin
x∈X
(
ϕ(x) +Df(x, y)
)
, (1.10)
et le Df -projecteur sur C ⊂ X est
P fC : X → 2X : y 7→ Argmin
x∈C
Df(x, y). (1.11)
Les distances de Bregman ne sont pas des distances au sens usuel, car elles ne
sont pas symétriques. Leurs propriétés sont toutefois suffisamment proches de celles
d’une «vraie» distance pour qu’on puisse construire ds nouvelles méthodes adaptées aux
géométries non euclidiennes (voir [10, 11, 13, 29] et leurs bibliographies). Du point
de vue des applications, elles apparaissent dans de nombreuses disciplines telles que la
théorie de l’information, l’apprentissage, les statistiques, le traitement de l’image et du
signal [7, 14, 28, 30, 31, 39, 63, 47].
La notion de monotonie au sens de Bregman a été introduite dans [10].
Définition 1.6 [10, Definition 1.2] Soit X un espace de Banach réel réflexif, soit X ∗
le dual topologique de X , soit f ∈ Γ0(X ) une fonction Gâteaux différentiable sur
int dom f 6= ∅, et soit C ⊂ X tel que C ∩ dom f 6= ∅. Une suite (xn)n∈N dans X est
monotone au sens de Bregman par rapport à C si elle satisfait les conditions suivantes :
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(i) (xn)n∈N est dans int dom f .
(ii) (∀x ∈ C ∩ dom f)(∀n ∈ N) Df(x, xn+1) 6 Df(x, xn).
Considérons le Problème 1.1 et supposons que zerM 6= ∅. En utilisant le cadre de
suites monotones au sens de Bregman, il est montré dans [10, Theorem 5.18] que sous
des hypothèses convenables sur f et M , étant donnée une suite (γn)n∈N dans ]0,+∞[
telle que infn∈N γn > 0, la suite engendrée par l’algorithme
x0 ∈ int dom f et (∀n ∈ N) xn+1 = RfγnMxn (1.12)
converge faiblement vers un point dans zerM .
Les auteurs dans [11] proposent un algorithme du type Haugazeau/Bregman pour
résoudre le Problème 1.1. Pour décrire ce résultat, soit f ∈ Γ0(X ) Gâteaux différentiable
sur int dom f 6= ∅. On définit, pour (x, y, z) ∈ (int dom f)3,
Hf(x, y) =
{
u ∈ X ∣∣ 〈u− y,∇f(x)−∇f(y)〉 6 0}, (1.13)
et on désigne par Qf (x, y, z) le minimiseur de f − ∇f(x) sur Hf(x, y) ∩ Hf(y, z), i.e.,
la projection au sens de Bregman (1.11) de x sur Hf(x, y) ∩ Hf(y, z). Il est démontré
dans [11] qu’étant donnés x0 ∈ int dom f et une suite (γn)n∈N dans ]0,+∞[ telle que
infn∈N γn > 0, sous des hypothèses convenables sur f , la suite engendrée par l’algorithme
(∀n ∈ N) xn+1 = Qf
(
x0, xn, R
f
γnM
xn
)
(1.14)
converge fortement vers P fzerMx0.
1.1.2 Méthodes d’éclatement d’opérateurs monotones
Le principal inconvénient de l’algorithme (1.12) est qu’en général les opérateurs
(RfγnM)n∈N sont difficile, voire impossible, à évaluer. Par exemple lorsqueM = A+L
∗BL
où A : X → 2X ∗ et B : Y → 2Y∗ sont monotones et L : X → Y est linéaire, une bonne
méthode itérative devrait exploiter la structure de M et utiliser ces opérateurs séparé-
ment. Une telle méthode s’appelle une méthode d’éclatement d’opérateurs. Le problème
générique est le suivant.
Problème 1.7 Soient X et Y des espaces de Banach réels réflexifs, soient X ∗ et Y∗ les
duaux topologiques de X et Y , respectivement, soient A : X → 2X ∗ et B : Y → 2Y∗
maximalement monotones, et soit L ∈ B (X ,Y). Considérons l’inclusion primale
trouver x ∈ X tel que 0 ∈ Ax+ L∗B(Lx), (1.15)
et l’inclusion duale
trouver y ∈ Y∗ tel que 0 ∈ −LA−1(−L∗y∗) +B−1y∗. (1.16)
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Les ensembles des solutions du Problème (1.15) et du Problème (1.16) sont notés P et
D , respectivement.
De nombreuses méthodes d’éclatement existent dans le cadre des espaces hilber-
tiens où l’on compte deux types de méthodes :
• Les méthodes classiques pour résoudre le problème primal sans composition 0 ∈
Ax + Bx : algorithme explicite-implicite [55], algorithme de Douglas-Rachford
[50], algorithme de Peaceman-Rachford [50], algorithme doublement implicite
[49, 55], le méthode de l’inverse partiel de Spingarn [61] ; voir aussi [12].
• Les méthodes dites «primales-duales» pour résoudre le Problème 1.7 : [1, 2, 3,
17, 18, 24, 34, 36, 62].
Dans la suite, nous rappelons des résultats récents concernant des méthodes d’écla-
tement dans des espaces hilbertiens qui vont servir de base à certains travaux de la thèse.
Dans [38], les auteurs construisent une extension de l’algorithme explicite-implicite clas-
sique où la métrique est autorisée à varier à chaque itération.
Théorème 1.8 [38, Theorem 4.1] Dans le Problème 1.7, supposons que X soit un espace
hilbertien, que Y = X , que L = Id , que Z = zer (A + B) 6= ∅, et que B−1 − β Id
soit monotone pour un certain β ∈ ]0,+∞[. Soient (ηn)n∈N ∈ ℓ1+(N) et (Un)n∈N une suite
d’opérateurs auto-adjoints dans B (X ) tels que µ = supn∈N ‖Un‖ < +∞ et
(∀n ∈ N)(∀x ∈ X ) 〈x, Unx〉 > α‖x‖2 et (1 + ηn)〈x, Un+1x〉 > 〈x, Unx〉. (1.17)
Soient ε ∈ ]0,min{1, 2β/(µ+ 1)}], (λn)n∈N une suite dans [ε, 1], (γn)n∈N une suite dans
[ε, (2β − ε)/µ], x0 ∈ X , et (an)n∈N et (bn)n∈N des suites absolument sommables dans X .
Posons
(∀n ∈ N)
⌊
yn = xn − γnUn(Bxn + bn)
xn+1 = xn + λn
(
(Id +γnUnA)
−1yn + an − xn
)
.
(1.18)
Alors, il existe x ∈ Z tel que les propriétés suivantes soient satisfaites :
(i) xn ⇀ x.
(ii)
∑
n∈N ‖Bxn −Bx‖2 < +∞.
(iii) Supposons que l’une des conditions suivantes soit satisfaite.
(a) lim dZ(xn) = 0.
(b) En tout point dans Z, A ou B est demirégulier (i.e., en tout point x ∈ Z, si,
pour toute suite ((xn, x∗n))n∈N dans graA (respectivement graB) et pour tout
x∗ ∈ Ax (respectivement x∗ ∈ Bx) tels que xn ⇀ x et x∗n → x∗, alors xn → x).
(c) intZ 6= ∅ et il existe (νn)n∈N ∈ ℓ1+(N) tel que (∀n ∈ N) (∀x ∈ X )
(1 + νn)
〈
x, Unx
〉
>
〈
x, Un+1x
〉
.
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Alors xn → x.
Dans l’approche primale-duale [2, 3, 24], on considère l’inclusion monotone com-
posite et son inclusion duale simultanément. On leur associe l’ensemble de Kuhn-Tucker,
et on construit des méthodes pour trouver un point dans cet ensemble. Nous rappelons
les deux résultats suivants dans le cadre d’espaces hilbertiens. Le premier concerne les
approximations fejériennes successives de l’ensemble de Kuhn-Tucker et le deuxième
concerne la meilleure approximation d’un point initial (x0, y∗0) ∈ X × Y de Z, i.e., la
projection PZ(x0, y∗0) de (x0, y
∗
0) sur Z.
Proposition 1.9 [2, Proposition 3.5] Dans le Problème 1.7, supposons que X et Y soient
hilbertiens et désignons par
Z =
{
(x, y∗) ∈ X × Y ∣∣ −L∗y∗ ∈ Ax et Lx ∈ B−1y∗} (1.19)
l’ensemble de Kuhn-Tucker associé. Soient (x0, y∗0) ∈ X × Y et ε ∈ ]0, 1[. On itère
pour n = 0, 1, . . .
(γn, µn) ∈ [ε, 1/ε]2
an = (Id +γnA)
−1(xn − γnL∗y∗n)
ln = Lxn
bn = (Id +µnB)
−1(ln + µny
∗
n)
s∗n = γ
−1
n (xn − an) + µ−1n L∗(ln − bn)
tn = bn − Lan
τn = ‖s∗n‖2 + ‖tn‖2
si τn = 0 x = any∗ = y∗n + µ−1n (ln − bn)
terminer.
λn ∈ [ε, 2− ε]
θn = λn
(
γ−1n ‖xn − an‖2 + µ−1n ‖ln − bn‖2
)
/τn
xn+1 = xn − θns∗n
y∗n+1 = y
∗
n − θntn.
(1.20)
Alors, soit (1.20) termine à une solution (x, y∗) ∈ Z ou il engendre des suites infinies
(xn)n∈N et (y∗n)n∈N et les propriétés suivantes sont satisfaites :
(i)
∑
n∈N ‖s∗n‖2 < +∞ et
∑
n∈N ‖tn‖2 < +∞.
(ii)
∑
n∈N ‖xn+1 − xn‖2 < +∞ et
∑
n∈N ‖y∗n+1 − y∗n‖2 < +∞.
(iii)
∑
n∈N ‖xn − an‖2 < +∞ et
∑
n∈N ‖Lxn − bn‖2 < +∞.
(iv) (xn)n∈N converge faiblement vers un point x ∈ P, (y∗n)n∈N converge faiblement vers
un point y∗ ∈ D , et (x, y∗) ∈ Z.
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Proposition 1.10 [3, Proposition 3.5] Dans le Problème 1.7, supposons que X et Y soient
hilbertiens et désignons par
Z =
{
(x, y∗) ∈ X × Y ∣∣ −L∗y∗ ∈ Ax et Lx ∈ B−1y∗} (1.21)
l’ensemble de Kuhn-Tucker associé. Soient (x0, y∗0) ∈ X × Y et ε ∈ ]0, 1[. On itère
pour n = 0, 1, . . .
(γn, µn) ∈ [ε, 1/ε]2
an = (Id +γnA)
−1(xn − γnL∗y∗n)
ln = Lxn
bn = (Id +µnB)
−1(ln + µny
∗
n)
s∗n = γ
−1
n (xn − an) + µ−1n L∗(ln − bn)
tn = bn − Lan
τn = ‖s∗n‖2 + ‖tn‖2
si τn = 0⌊
θn = 0
si τn > 0⌊
λn ∈ [ε, 1]
θn = λn
(
γ−1n ‖xn − an‖2 + µ−1n ‖ln − bn‖2
)
/τn
xn+1/2 = xn − θns∗n
y∗n+1/2 = y
∗
n − θntn
χn =
〈
x0 − xn, xn − xn+1/2
〉
+
〈
y∗0 − y∗n, y∗n − y∗n+1/2
〉
µn = ‖x0 − xn‖2 + ‖y∗0 − y∗n‖2
νn = ‖xn − xn+1/2‖2 + ‖y∗n − y∗n+1/2‖2
ρn = µnνn − χ2n
si ρn = 0 et χn > 0⌊
xn+1 = xn+1/2
y∗n+1 = y
∗
n+1/2
si ρn > 0 et χnνn > ρn⌊
xn+1 = x0 + (1 + χn/νn)(xn+1/2 − xn)
y∗n+1 = y
∗
0 + (1 + χn/νn)(y
∗
n+1/2 − y∗n)
si ρn > 0 et χnνn < ρn⌊
xn+1 = xn + (νn/ρn)
(
χn(x0 − xn) + µn(xn+1/2 − xn)
)
y∗n+1 = y
∗
n + (νn/ρn)
(
χn(y
∗
0 − y∗n) + µn(y∗n+1/2 − y∗n)
)
.
(1.22)
Alors (1.22) engendre des suites infinies (xn)n∈N et (y∗n)n∈N et les propriétés suivantes sont
satisfaites :
(i)
∑
n∈N ‖xn+1 − xn‖2 < +∞ et
∑
n∈N ‖y∗n+1 − y∗n‖2 < +∞.
(ii)
∑
n∈N ‖s∗n‖2 < +∞ et
∑
n∈N ‖tn‖2 < +∞.
(iii)
∑
n∈N ‖xn − an‖2 < +∞ et
∑
n∈N ‖Lxn − bn‖2 < +∞.
(iv) xn → x et y∗n → y∗, où (x, y∗) est la meilleure approximation de (x0, y∗0) dans Z.
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1.2 Objectifs et motivations
Dans cette thèse, nous proposons des méthodes d’éclatement pour résoudre l’inclusion
monotone composite primale-duale ci-après. Dans le cadre hilbertien, des algorithmes
pour résoudre ce type de problème ont été introduits dans [24] et divers raffinements
et extensions ont depuis été proposés [1, 2, 17, 36, 38]. Cependant, une inclusion mo-
notone du type (1.1) est importante non seulement dans le cadre d’espaces hilbertiens
mais aussi dans le cadre d’espaces de Banach réels. On trouve par exemple ce problème
dans la théorie des équations aux dérivées partielles non-linéaires [25, 48, 26, 59, 66],
dans le calcul des variations [27], en automatique [5], et en optimisation [16, 64] dans
des espaces de Banach non-hilbertiens tels que les espaces de Lebesgue Lp(Rm), les
espaces de Sobolev W p(Rm), les espaces de Besov Bsp,q(R
m) [66]. La théorie des opé-
rateurs monotones non-linéaires dans des espaces de Banach réels demeure très active
[6, 15, 16, 41, 60, 66].
Problème 1.11 Soient X et Y des espaces de Banach réels réflexifs tels que X 6= {0}
et Y 6= {0}, soient X ∗ et Y∗ les duaux topologiques de X et Y , respectivement, soient
A : X → 2X ∗ et B : Y → 2Y∗ maximalement monotones, et soit L ∈ B (X ,Y). On consi-
dère l’inclusion primale
trouver x ∈ X tel que 0 ∈ Ax+ L∗BLx (1.23)
et l’inclusion duale
trouver y∗ ∈ Y∗ tel que 0 ∈ −LA−1(−L∗y∗) +B−1y∗. (1.24)
On désigne par P l’ensemble des solutions de (1.23), par D l’ensemble des solutions de
(1.24), et par
Z =
{
(x, y∗) ∈ X × Y∗ ∣∣ −L∗y∗ ∈ Ax et Lx ∈ B−1y∗} (1.25)
l’ensemble de Kuhn-Tucker associé à (1.23)–(1.24).
Dans cette thèse, nous étudions aussi une synthèse des notions de monotonie fe-
jérienne avec métriques variables [37] et de monotonie par rapport à une distance de
Bregman au sens de la Définition 1.5. Ensuite, nous proposons un algorithme d’éclate-
ment pour résoudre le problème suivant qui consiste à minimiser la somme composite
pour deux fonctions convexes et un opérateur linéaire, où l’une des fonctions est diffé-
rentiable.
Problème 1.12 Soient X et Y des espaces de Banach réels réflexifs, soit ϕ ∈ Γ0(X ), soit
ψ ∈ Γ0(Y) Gâteaux différentiable sur int domψ 6= ∅, et soit L ∈ B (X ,Y). Le problème
est de
minimiser
x∈X
ϕ(x) + ψ(Lx). (1.26)
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La convergence de l’algorithme proposé est démontrée en utilisant l’analyse d’une
suite monotone par rapport à des distances de Bregman variables. Nous déduisons, dans
le cadre d’espaces euclidiens, des algorithmes nouveaux et les appliquons en traitement
de l’image avec les modèles proposés dans [28, 43, 51]. Plus généralement, notre cadre
permet de résoudre le problème multivarié suivant.
Problème 1.13 Soient m et p deux entiers strictement positifs, soient (Xi)16i6m des es-
paces de Banach réels réflexifs, et soient (Yk)16k6p des espaces de Banach réels. Pour tous
i ∈ {1, . . . , m} et k ∈ {1, . . . , p}, soient ϕi ∈ Γ0(Xi) et ψk ∈ Γ0(Yk), et soit Lki ∈ B (Xi,Yk)
non nul. Le problème est de
minimiser
x1∈X1,...,xm∈Xm
m∑
i=1
ϕi(xi) +
p∑
k=1
ψk
(
m∑
i=1
Lkixi
)
. (1.27)
Du point de vue du développement de méthodes itératives, la principale difficulté
à laquelle on est confronté dans les espaces de Banach non-hilbertiens est que des mé-
thodes aussi élémentaires que (1.3) n’ont pas de sens puisqueM est à valeurs dans l’es-
pace dual X ∗ et qu’il est donc impossible d’effectuer le calcul Id +M ni dans X ni dans
X ∗. De plus, l’opérateur proximal défini par (1.4) est difficile voire impossible à manipu-
ler à cause de la non-linéarité de l’application de dualité. En revanche, les distances de
Bregman donnent lieu à des outils biens plus flexibles et effectivement applicables dans
ces espaces [10]. Une motivation pour nos travaux est d’utiliser ce type de distances
pour construire des algorithmes d’éclatement dans les espaces de Banach réels réflexifs.
Cette étude nous permet non seulement de résoudre des inclusions monotones dans ces
espaces mais aussi de construire un cadre qui unifie les algorithmes existants dans des
espaces hilbertiens réels. En particulier, dans le cadre d’espaces euclidiens, ces résultats
nous donnent des algorithmes nouveaux.
Dans un espaces de Banach réel non-hilbertien, peu d’algorithmes sont disponibles
pour résoudre les Problèmes 1.12 et 1.11, et il n’existe aucun algorithme pour résoudre
le Problème 1.13. Un algorithme est proposé dans [19] pour résoudre un cas particulier
du Problème 1.12 dans lequel L = Id . Cet algorithme impose que ∇ψ soit (p − 1)-
höldérien sur les sous-ensembles bornés de X pour un certain p ∈ ]1, 2] et il se décrit
brièvement ainsi : étant donné xn, l’itérée suivante est déterminée en résolvant le pro-
blème
minimiser
x∈X
‖x− xn‖p
p
+ τn
( 〈x,∇ψ(xn)〉+ ϕ(x)), (1.28)
où (τn)n∈N est une suite de paramètres convenables. Les résultats obtenus sont la pro-
priété descente de
(
(ϕ + ψ)(xn)
)
n∈N
. La convergence de (xn)n∈N n’est pas assurée, sauf
quand ϕ + ψ admet un unique minimiseur. L ’utilisation du terme ‖ · ‖p/p dans (1.28)
d’une part, rend ce problème difficile à résoudre, et d’autre part, implique que cet al-
gorithme n’est pas une vraie technique d’éclatement. Une de nos stratégies est d’utiliser
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les distances de Bregman au lieu du terme ‖ · ‖p/p et nous proposons des algorithmes
d’éclatement plus avantageux numériquement et démontrons leur convergence.
Dans le cas particulier où L = Id dans (1.23), un algorithme d’éclatement est pro-
posé dans [44]. Cet algorithme trouve un point dans
Se(A,B) =
{
(x, y∗) ∈ X × X ∗ ∣∣ y∗ ∈ Ax et − y∗ ∈ Bx} (1.29)
par la méthode qui se décrit brièvement ainsi :
— (xn, y∗n) est donné.
— Deux paramètres γn et µn sont choisis dans ]0,+∞[.
— Des points (an, a∗n) ∈ graA et (bn, b∗n) ∈ graB sont obtenus en utilisant les opé-
rateurs (∇f + γnA)−1 et (∇f + µnB)−1.
— Un demi-espace affine Hn ⊂ X ×X ∗ séparant (xn, y∗n) de Se(A,B), est construit
en utilisant (an, a∗n) et (bn, b
∗
n).
— L’itérée suivante est déterminée par la résolution du problème
minimiser
(x,y∗)∈Hn
Df(x, xn) +D
g(y, y∗n), (1.30)
où g : X ∗ → ]−∞,+∞] est une fonction convenablement choisie.
Les auteurs montrent que
(
(xn, y
∗
n)
)
n∈N
converge faiblement vers un point (x, y∗)
dans Se(A,B) et donc, x est une solution de (1.23). Notons que Se(A,B) est en fait
une spécialisation de Z défini dans (1.25) et donc, un point dans cet ensemble donne
une solution primale-duale. Cette observation n’est pas faite dans [44] mais elle est
exploitée dans [2, 3]. De plus, les fonctions f et g utilisées dans cet algorithme sont ex-
cessivement restrictives, par exemple, elles doivent être supercoercives, uniformément
convexes avec des gradients faiblement séquentiellement continus. Beaucoup de fonc-
tions utiles qui apparaissent en traitement de l’image et du signal comme les entropies
ne vérifient pas ces conditions. En utilisant les distances de Bregman, combinées avec
l’approche hilbertienne de [2, 3], nous visons à construire des méthodes pour résoudre
le Problème 1.11 et établir leur convergence sous des conditions très générales ; en parti-
culier, nous pourrons utiliser une classe de fonctions qui contient les principales notions
d’entropie.
Finalement, une autre motivation pour nos travaux vient du point vue des applica-
tions et des aspects numériques pour des problèmes posés dans des espaces euclidiens.
Dans ces espaces, les techniques basées sur la distance euclidienne ne sont pas toujours
facilement applicables. Par exemple, afin d’utiliser l’algorithme explicite-implicite pour
trouver un minimiseur de la somme de deux fonctions convexes, il faut qu’une fonction
soit différentiable avec un gradient globalement lipschitzien et cette condition n’est pas
vérifiée dans certains cas, par exemple, en traitement de l’image avec des modèles basés
sur des entropies [14, 28, 43, 51]. De plus, pour certaines classes de fonctions, le calcul
de l’opérateur proximal par rapport à une distance de Bregman défini par (1.10) s’avère
plus avantageux numériquement que sa variante classique définie par (1.4).
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1.3 Organisation
Au Chapitre 2, nous proposons un algorithme pour résoudre le Problème 1.13 en trou-
vant dans Z la meilleure approximation pour une distance de Bregman d’un point de
référence.
Au Chapitre 3, nous étudions des variantes de l’algorithme du Chapitre 2 en utilisant
les distances de Bregman en présence d’erreurs.
Au Chapitre 4, nous présentons un algorithme pour résoudre le Problème 1.13 en
trouvant un point dans Z par les approximations bregmaniennes successives.
Au Chapitre 5, nous introduisons la notion de suites quasi-monotones au sens de
Bregman et nous analysons leur comportement asymptotique. Nous appliquons ces ré-
sultats pour analyser le comportement asymptotique d’un algorithme du point proximal
basé sur des distances de Bregman variables et d’un algorithme pour résoudre les pro-
blèmes d’admisibilité convexe dans des espaces de Banach réels réflexifs.
Au Chapitre 6, nous proposons une version de l’algorithme explicite-implicite dans
des espaces de Banach réels réflexifs pour résoudre le Problème 1.11 et présentons des
applications du modèle en restauration d’images.
Au Chapitre 7, nous étudions les notions de contractivité basées sur les distances de
Bregman dans des espaces de Banach. Nous unifions et étudions une notion de cocoerci-
vité en utilisant les distances de Bregman. Un algorithme d’approximations successives
pour trouver un point fixe commun à une famille de contractions est aussi considéré.
Nous présentons également une version particulière de l’algorithme explicite-implicite
pour résoudre (1.23) lorsque B est le gradient d’une fonction convexe différentiable.
Au Chapitre 8, nous présentons nos conclusions et des questions ouvertes.
1.4 Contributions principales
• Conception des premières méthodes pour résoudre les inclusions monotones
primales-duales composites dans des espaces de Banach réels réflexifs.
• Conception et étude d’un algorithme pour trouver la meilleure approximation
pour une distance de Bregman d’un point de référence dans l’ensemble Kuhn-
Tucker associé à des inclusions monotones composites primales-duales dans des
espaces de Banach réels réflexifs.
• Introduction de la notion de suites quasi-monotones au sens de Bregman qui
unifie la notion de suites quasi-fejériennes à métrique variable et celle de suites
monotones au sens de Bregman. Les résultats obtenus sont les outils fondamen-
taux pour démontrer la convergence de processus itératifs dans des espaces de
Banach réels réflexifs.
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• Conception et étude asymptotique de l’algorithme du point proximal basé sur les
distances de Bregman variables qui, d’une part, unifie les algorithmes du point
proximal existants et d’autre part, donne des algorithmes nouveaux dans des
espaces euclidiens.
• Conception et étude asymptotique de l’algorithme explicite-implicite pour ré-
soudre les problèmes de minimisation convexe. Il constitue une nouvelle mé-
thode d’éclatement dans des espaces de Banach réels. D’autre part, il donne lieu
à de nouveaux algorithmes lorsqu’on l’appliquera au cadre d’espaces euclidiens.
• Analyse de diverses notions de contractivité et de cocoercivité basées sur les
distances de Bregman qui nous permettent de proposer des algorithmes d’écla-
tement dans des espaces de Banach réels réflexifs.
• Unification des méthodes itératives pour trouver un point fixe commun à une
famille de contractions dans des espaces de Banach réels réflexifs.
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Chapitre 2
Algorithme de meilleure approximation
des points de Kuhn-Tucker d’inclusions
monotones
Nous proposons la première méthode d’éclatement pour des inclusions monotones com-
posites primales-duales en dehors des espaces hilbertiens. La méthode primale-duale
proposée construit successivement la meilleure approximation au sens de Bregman d’un
point de référence dans l’ensemble de Kuhn-Tucker associé à une inclusion monotone
composite. La convergence forte est établie dans des espaces de Banach réels réflexifs
sans exiger de restriction supplémentaire sur les opérateurs monotones ou la connais-
sance de la norme de l’opérateur linéaire impliqué dans le modèle. Les opérateurs mono-
tones sont activés via des résolvantes basées sur les distances de Bregman. La méthode
est nouvelle même dans des espaces euclidiens, où elle fournit une alternative aux mé-
thodes proximales basées sur les distances euclidiennes.
2.1 Description et résultats principaux
Nos résultats sont basés sur les définitions suivantes.
Définition 2.1 [7] Soit X un espace de Banach réel réflexif. Une fonction f ∈ Γ0(X )
est de Legendre si elle est essentiellement lisse au sens où ∂f est à la fois localement
borné et univoque sur son domaine, et essentiellement strictement convexe au sens où
∂f ∗ est localement borné sur son domaine et f est strictement convexe sur les sous-
ensembles convexes de dom ∂f . De plus, f est Gâteaux différentiable sur int dom f 6= ∅
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et la distance de Bregman associée à f est
Df : X ×X → [0,+∞]
(x, y) 7→
{
f(x)− f(y)− 〈x− y,∇f(y)〉, si y ∈ int dom f ;
+∞, sinon.
(2.1)
Soit C un sous-ensemble convexe fermé de X tel que C∩int dom f 6= ∅. LeDf -projecteur
xy
f(x)
t
z
Df(x, y)
t = f(z)
t = 〈x− y,∇f(y)〉+ f(y)
b
b
b
bb
b
FIGURE 2.1 – Distance de Bregman.
sur C est
P fC : int dom f → C ∩ int dom f
y 7→ argmin
x∈C
Df(x, y).
(2.2)
Posons
(∀(x, y) ∈ (int dom f)2) Hf(x, y) = {z ∈ X ∣∣ 〈z − y,∇f(x)−∇f(y)〉 6 0} (2.3)
et soit (x, y, z) ∈ (int dom f)3 tel que Hf(x, y) ∩Hf(y, z) ∩ int dom f 6= ∅. Alors
Qf (x, y, z) = P f
Hf (x,y)∩Hf (y,z)
x. (2.4)
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xy
z
Hf(x, y)
Hf(y, z)
Hf(x, y) ∩Hf(y, z)
∇f(x)−∇f(y) ∇f(y)−∇f(z)
Qf(x, y, z) = P f
Hf (x,y)∩Hf (y,z)
x
Pour (x, y, z) ∈ (int domf)3 :
Hf(x, y) = {u ∈ X | 〈u− y,∇f(x)−∇f(y)〉  0
Qf(x, y, z) = P f
Hf (x,y)∩Hf (y,z)
x
FIGURE 2.2 – Hf et Qf .
Dans ce chapitre, nous considérons le problème suivant.
Problème 2.2 Soient X et Y des espaces de Banach réels réflexifs tels que X = {0} et
Y = {0}, soit X l’espace vectoriel X ×Y∗ muni de la norme (x, y∗) →
√
‖x‖2 + ‖y∗‖2, et
soitX ∗ le dual topologique deX , i.e.,X ∗×Y muni de la norme (x∗, y) → √‖x∗‖2 + ‖y‖2.
Soient A : X → 2X ∗ et B : Y → 2Y∗ maximalement monotones et soit L ∈ B (X ,Y).
Considérons l’inclusion primale
trouver x ∈ X tel que 0 ∈ Ax+ L∗BLx, (2.5)
l’inclusion duale
trouver y∗ ∈ Y∗ tel que 0 ∈ −LA−1(−L∗y∗) + B−1y∗, (2.6)
et l’ensemble de Kuhn-Tucker associé
Z =
{
(x, y∗) ∈ X ∣∣ −L∗y∗ ∈ Ax et Lx ∈ B−1y∗}. (2.7)
Soient f ∈ Γ0(X ) et g ∈ Γ0(Y) des fonctions de Legendre, soit x0 ∈ int dom f , et soit
y∗0 ∈ int dom g∗. Posons
f : X → ]−∞,+∞] : (x, y∗) → f(x) + g∗(y∗), (2.8)
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et supposons que Z ∩ int domf = ∅. Le problème est de trouver la meilleure approxi-
mation au sens de Bregman (x, y∗) = P fZ(x0, y
∗
0) de (x0, y
∗
0) dans Z.
P
D
P ×D
Z
PX
PY∗
X
Y∗
FIGURE 2.3 – Ensemble de Kuhn-Tucker.
Nous utilisons la condition suivante dans la suite.
Condition 2.3 Soit X un espace de Banach réel réflexif et soit h ∈ Γ0(X ) Gâteaux
différentiable sur int domh = ∅. Pour toute suite (xn)n∈N dans int dom h et toute suite
bornée (yn)n∈N dans int dom h,
Dh(xn, yn) → 0 ⇒ xn − yn → 0. (2.9)
Pour énoncer nos résultats, nous rappelons la notion de coercivité d’un opérateur
multivoque.
Définition 2.4 Soit X un espace de Banach réel réflexif tel que X = {0}, soit X ∗ le dual
topologique de X , et soit M : X → 2X ∗. Alors M est coercif si
(∃ z ∈ domM) lim
‖x‖→+∞
inf
〈x− z,Mx〉
‖x‖ = +∞. (2.10)
Le résultat principal dans ce chapitre est le théorème suivant.
Théorème 2.5 Considérons le Problème 2.2. Soient h ∈ Γ0(X ) et j ∈ Γ0(Y) des fonctions
de Legendre telles que int dom f ⊂ int domh, L(int dom f) ⊂ int dom j, et qu’il existe ε et
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δ dans ]0,+∞[ tels que ∇h + εA et ∇j + δB sont coercifs. Soit σ ∈ [max{ε, δ},+∞[ et on
itère
pour n = 0, 1, . . .
(γn, µn) ∈ [ε, σ]× [δ, σ]
an = (∇h+ γnA)−1
(∇h(xn)− γnL∗y∗n)
a∗n = γ
−1
n
(∇h(xn)−∇h(an))− L∗y∗n
bn = (∇j + µnB)−1
(∇j(Lxn) + µny∗n)
b∗n = µ
−1
n
(∇j(Lxn)−∇j(bn))+ y∗n
Hn =
{
(x, y∗) ∈ X × Y∗ ∣∣ 〈x, a∗n + L∗b∗n〉+ 〈bn − Lan, y∗〉 6 〈an, a∗n〉+ 〈bn, b∗n〉}
(xn+1/2, y
∗
n+1/2) = P
f
Hn
(xn, y
∗
n)
(xn+1, y
∗
n+1) = Q
f
(
(x0, y
∗
0), (xn, y
∗
n), (xn+1/2, y
∗
n+1/2)
)
.
(2.11)
Alors les propriétés suivantes sont satisfaites.
(i) Soit n ∈ N. Les propriétés suivantes sont équivalentes :
(a) (xn, y∗n) = (x, y
∗).
(b) (xn, y∗n) ∈ Z.
(c) (xn, y∗n) ∈Hn.
(d) xn = an et y∗n = b
∗
n.
(e) Lan = bn et a∗n = −L∗b∗n.
(f) Hn = X .
(g) (xn+1/2, y∗n+1/2) = (xn, y
∗
n).
(h) (xn+1, y∗n+1) = (xn, y
∗
n).
(ii)
∑
n∈ND
f(xn+1, xn) < +∞ et
∑
n∈ND
g∗(y∗n+1, y
∗
n) < +∞.
(iii)
∑
n∈ND
f(xn+1/2, xn) < +∞ et
∑
n∈ND
g∗(y∗n+1/2, y
∗
n) < +∞.
(iv) Supposons que f , g∗, h, et j vérifient la Condition 2.3, et que ∇h et ∇j soient
uniformément continus sur les sous-ensembles bornés de int domh et int dom j,
respectivement. Alors xn → x et y∗n → y∗.
Nous considérons à présent une spécialisation du Problème 2.2 au problème de
minimisation multivarié.
Problème 2.6 Soientm et p des nombres entiers strictement positifs, soient (Xi)16i6m et
(Yk)16k6p des espaces de Banach réel réflexifs, et soit X l’espace vectoriel
(×mi=1Xi) ×(×pk=1Y∗k) muni de la norme
(x, y∗) =
(
(xi)16i6m, (y
∗
k)16k6p
) 7→
√√√√ m∑
i=1
‖xi‖2 +
p∑
k=1
‖y∗k‖2. (2.12)
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graA
P
D
P ×D (an, a∗n)
(bn, b
∗
n)
(tn, s
∗
n) = (bn − an, a∗n + b∗n)
Hn
(xn, y
∗
n)
(x0, y
∗
0)
(xn+1/2, y
∗
n+1/2)
(xn+1, y
∗
n+1)
graB
Hf((x0, y
∗
0), (xn, y
∗
n))
X
Y∗
Z
FIGURE 2.4 – Algorithme de meilleure approximation.
Pour tout i ∈ {1, . . . , m} et pour tout k ∈ {1, . . . , p}, soit ϕi ∈ Γ0(Xi), soit ψk ∈ Γ0(Yk), et
soit Lki ∈ B (Xi,Yk) . Considérons le problème primal
minimiser
x1∈X1,..., xm∈Xm
m∑
i=1
ϕi(xi) +
p∑
k=1
ψk
( m∑
i=1
Lkixi
)
, (2.13)
le problème dual
minimiser
y∗1∈Y
∗
1 ,..., y
∗
p∈Y
∗
p
m∑
i=1
ϕ∗i
(
−
p∑
k=1
L∗kiy
∗
k
)
+
p∑
k=1
ψ∗k(y
∗
k), (2.14)
et l’ensemble de Kuhn-Tucker associé
Z =
{
(x, y∗) ∈ X
∣∣∣∣ (∀i ∈ {1, . . . , m}) − p∑
k=1
L∗kiy
∗
k ∈ ∂ϕi(xi) et
(∀k ∈ {1, . . . , p})
m∑
i=1
Lkixi ∈ ∂ψ∗k(y∗k)
}
. (2.15)
Pour tout i ∈ {1, . . . , m}, soit fi ∈ Γ0(Xi) une fonction de Legendre et soit xi,0 ∈
int dom fi. Pour tout k ∈ {1, . . . , p}, soit gk ∈ Γ0(Yk) une fonction de Legendre et soit
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y∗k,0 ∈ int dom g∗k. Posons x0 = (xi,0)16i6m, y∗0 = (y∗k,0)16k6p, et
f : X → ]−∞,+∞] : (x, y∗) 7→
m∑
i=1
fi(xi) +
p∑
k=1
g∗k(y
∗
k), (2.16)
et supposons que Z ∩ int domf 6= ∅. Le but est de trouver la meilleure approximation
au sens de Bregman
(
(xi)16i6m, (y
∗
k)16k6p
)
= P fZ(x0, y
∗
0) de (x0, y
∗
0) dans Z.
Proposition 2.7 Considérons le Problème 2.6. Pour tout i ∈ {1, . . . , m}, soit hi ∈ Γ0(Xi)
une fonction de Legendre telle que int dom fi ⊂ int domhi et hi+εiϕi est supercoercive pour
un certain εi ∈ ]0,+∞[. Pour tout k ∈ {1, . . . , p}, soit jk ∈ Γ0(Yk) une fonction de Legendre
telle que
∑m
i=1 Lki(int dom fi) ⊂ int dom jk et jk + δkψk est supercoercive pour un certain
δk ∈ ]0,+∞[. Posons ε = max16i6m εi et δ = max16k6p δk. Soit σ ∈ [max{ε, δ},+∞[, et on
itère
pour n = 0, 1, . . .
(γn, µn) ∈ [ε, σ]× [δ, σ]
pour i = 1, . . . , m ai,n = (∇hi + γn∂ϕi)−1(∇hi(xi,n)− γn∑pk=1 L∗kiy∗k,n)
a∗i,n = γ
−1
n
(∇hi(xi,n)−∇hi(ai,n))−∑pk=1L∗kiy∗k,n
pour k = 1, . . . , p bk,n = (∇jk + µn∂ψk)
−1
(∇jk(∑mi=1 Lkixi,n)+ µny∗k,n)
b∗k,n = µ
−1
n
(∇jk(∑mi=1 Lkixi,n)−∇jk(bk,n))+ y∗k,n
tk,n = bk,n −
∑m
i=1 Lkiai,n
pour i = 1, . . . , m⌊
s∗i,n = a
∗
i,n +
∑p
k=1 L
∗
kib
∗
k,n
ηn =
∑m
i=1
〈
ai,n, a
∗
i,n
〉
+
∑p
k=1
〈
bk,n, b
∗
k,n
〉
Hn =
{
(x, y∗) ∈ X
∣∣∣∣ ∑mi=1 〈xi, s∗i,n〉+∑pk=1 〈tk,n, y∗k〉 6 ηn}(
xn+1/2, y
∗
n+1/2
)
= P fHn(xn, y
∗
n)(
xn+1, y
∗
n+1
)
= Qf
(
(x0, y
∗
0), (xn, y
∗
n), (xn+1/2, y
∗
n+1/2)
)
,
(2.17)
où nous utilisons les notions (∀n ∈ N) xn = (xi,n)16i6m et y∗n = (y∗k,n)16k6p. Supposons que
les conditions suivantes soient satisfaites.
(i) Pour tout i ∈ {1, . . . , m}, fi et hi satisfont la Condition 2.3 et∇hi est uniformément
continu sur les sous-ensembles bornés de int domhi.
(ii) Pour tout k ∈ {1, . . . , p}, g∗k et jk satisfont la Condition 2.3 et∇jk est uniformément
continu sur les sous-ensembles bornés de int dom jk.
Alors
(∀i ∈ {1, . . . , m}) xi,n → xi et (∀k ∈ {1, . . . , p}) y∗k,n → y∗k. (2.18)
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Dans les espaces de dimensions finies, la convergence de l’algorithme 2.11 peut-être
obtenue sous des hypothèses plus générales.
Proposition 2.8 Dans le Problème 2.2, supposons que X et Y soient de dimensions finies.
Soient h ∈ Γ0(X ) et j ∈ Γ0(Y) des fonctions de Legendre telles que int dom f ⊂ int domh,
L(int dom f) ⊂ int dom j, et il existe ε et δ dans ]0,+∞[ tels que ∇h+ εA et ∇j + δB sont
coercifs. Soit σ ∈ [max{ε, δ},+∞[ et on exécute l’algorithme 2.11. Alors (xn, y∗n)→ (x, y∗).
2.2 Article en anglais
SOLVING COMPOSITE MONOTONE INCLUSIONS IN REFLEXIVE
BANACH SPACES BY CONSTRUCTING BEST BREGMAN
APPROXIMATIONS FROM THEIR KUHN-TUCKER SET 1
2.2.1 Introduction
Let X be a reflexive real Banach space with norm ‖ · ‖ and let 〈·, ·〉 be the duality
pairing between X and its topological dual X ∗. A set-valued operatorM : X → 2X ∗ with
graph graM =
{
(x, x∗) ∈ X × X ∗ ∣∣ x∗ ∈Mx} is monotone if
(∀(x1, x∗1) ∈ graM)(∀(x2, x∗2) ∈ graM) 〈x1 − x2, x∗1 − x∗2〉 > 0, (2.19)
and maximally monotone if, furthermore, there exists no monotone operator from X to
2X
∗
the graph of which properly contains graM . Monotone operator theory emerged in
the early 1960s as a well-structured branch of nonlinear analysis [23, 28, 29, 40], and
its remains very active [9, 10, 34, 41]. One of the main reasons for the success of the
theory is that a significant range of problems in areas such as optimization, economics,
variational inequalities, partial differential equations, mechanics, signal and image pro-
cessing, optimal transportation, machine learning, and traffic theory can be reduced to
solving inclusions of the type
find x ∈ X such that 0 ∈Mx, (2.20)
where M : X → 2X ∗ is maximally monotone. Conceptually, this inclusion can be solved
via the Bregman proximal point algorithm, special instances of which go back to [21, 24,
35]. To present its general form [7], we need the following definitions, which revolve
around the notion of a Bregman distance pioneered in [13].
1. P. L. Combettes and V. Q. Nguyen, Solving composite monotone inclusions in reflexive Banach
spaces by constructing best Bregman approximations from their Kuhn-Tucker set, submitted.
24
Definition 2.9 [6, 7] Let X be a reflexive real Banach space and let f : X →
]−∞,+∞] be a proper lower semicontinuous convex function, with conjugate f ∗ : X ∗ →
]−∞,+∞] : x∗ 7→ supx∈X (〈x, x∗〉 − f(x)) and Moreau subdifferential [31]
∂f : X → 2X ∗ : x 7→ {x∗ ∈ X ∗ ∣∣ (∀y ∈ X ) 〈y − x, x∗〉+ f(x) 6 f(y)}. (2.21)
Then f is a Legendre function if it is essentially smooth in the sense that ∂f is both locally
bounded and single-valued on its domain, and essentially strictly convex in the sense that
∂f ∗ is locally bounded on its domain and f is strictly convex on every convex subset
of dom ∂f . Moreover, f is Gâteaux differentiable on int dom f 6= ∅ and the associated
Bregman distance is
Df : X ×X → [0,+∞]
(x, y) 7→
{
f(x)− f(y)− 〈x− y,∇f(y)〉 , if y ∈ int dom f ;
+∞, otherwise.
(2.22)
Let C be a closed convex subset of X such that C∩ int dom f 6= ∅. The Bregman projector
onto C induced by f is
P fC : int dom f → C ∩ int dom f
y 7→ argmin
x∈C
Df(x, y).
(2.23)
It follows from [7, Theorem 5.18] that, under suitable assumptions on f and M ,
given a sequence (γn)n∈N in ]0,+∞[ such that infn∈N γn > 0, the sequence defined by
x0 ∈ int dom f and (∀n ∈ N) xn+1 = (∇f + γnM)−1 ◦ ∇f(xn) (2.24)
converges weakly to a solution to (2.20) (in the case when X is a Hilbert space and
f = ‖ · ‖2/2, (∇f + γnM)−1 ◦ ∇f reduces to the standard resolvent JγnM and we obtain
the classical result of [33, Theorem 1]). A strongly convergent variant of (2.24) was
proposed in [8]. In applications, however, M is typically too complex for (2.24) to be
implementable. For instance, given a real Banach space Y , a typical composite model is
M = A + L∗BL, where A : X → 2X ∗ and B : Y → 2Y∗ are monotone, and L : X → Y
is linear and bounded. In Hilbert spaces, if X = Y and L = Id , several well-established
splitting methods are available to solve (2.20), i.e., to find a zero of A + B using A
and B separately at each iteration [9, 26, 27, 36]. Splitting methods for the more ver-
satile composite model M = A + L∗BL in Hilbert spaces were first proposed in [14]
(see [1, 11, 12, 18, 19, 37] for subsequent developments). These methods provide in
general only weak convergence to an unspecified solution and, in addition, they require
knowledge of ‖L‖ or potentially costly inversions of linear operators. The recent method
primal-dual method of [3] circumvents these limitations and, in addition, converges to
the best approximation to a reference point from the Kuhn-Tucker set relative to the
underlying hilbertian distance. The objective of this paper is to extend it to reflexive
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Banach spaces and to best approximation relative to general Bregman distances. Let us
stress that the theory of splitting algorithms in Banach spaces is rather scarce as most
hilbertian splitting methods cannot be naturally extended to that setting ; in particular,
to the best of our knowledge there exists at present no splitting algorithm for finding
a zero of M = A + L∗BL outside of Hilbert spaces. By contrast, the geometric primal-
dual construction of [3], which consists in projecting a reference point onto successive
simple outer approximations to the Kuhn-Tucker set of the inclusion 0 ∈ Ax + L∗BLx,
lends itself to such an extension. Our analysis will borrow tools on Legendre functions
and Bregman-based algorithms from [6] and [7], as well as geometric constructs from
[3] and [8]. The proposed results will provide not only the first splitting methods for
composite inclusions outside of Hilbert spaces, but also new algorithms in Hilbert, and
even Euclidean, spaces.
The problem under consideration is the following.
Problem 2.10 Let X and Y be reflexive real Banach spaces such that X 6= {0} and
Y 6= {0}, let X be the standard product vector space X × Y∗ equipped with the norm
(x, y∗) 7→ √‖x‖2 + ‖y∗‖2, and let X ∗ be its topological dual, that is, X ∗ × Y equipped
with the norm (x∗, y) 7→√‖x∗‖2 + ‖y‖2. Let A : X → 2X ∗ and B : Y → 2Y∗ be maximally
monotone, and let L : X → Y be linear and bounded. Consider the inclusion problem
find x ∈ X such that 0 ∈ Ax+ L∗BLx, (2.25)
the dual problem
find y∗ ∈ Y∗ such that 0 ∈ −LA−1(−L∗y∗) +B−1y∗, (2.26)
and let
Z =
{
(x, y∗) ∈ X ∣∣ −L∗y∗ ∈ Ax and Lx ∈ B−1y∗} (2.27)
be the associated Kuhn-Tucker set. Let f : X → ]−∞,+∞] and g : Y → ]−∞,+∞] be
Legendre functions, set
f : X → ]−∞,+∞] : (x, y∗) 7→ f(x) + g∗(y∗), (2.28)
let x0 ∈ int dom f , let y∗0 ∈ int dom g∗, and suppose that Z∩ int dom f 6= ∅. The problem
is to find the best Bregman approximation (x, y∗) = P fZ(x0, y
∗
0) to (x0, y
∗
0) from Z.
Notation. The symbols ⇀ and → denote respectively weak and strong conver-
gence. The set of weak sequential cluster points of a sequence (xn)n∈N is denoted by
W(xn)n∈N. The closed ball of center x ∈ X and radius ρ ∈ ]0,+∞[ is denoted by
B(x; ρ). Let M : X → 2X ∗ be a set-valued operator. The domain of M is domM ={
x ∈ X ∣∣Mx 6= ∅}, the range ofM is ranM = {x∗ ∈ X ∗ ∣∣ (∃ x ∈ X ) x∗ ∈ Mx}, and the
set of zeros ofM is zerM =
{
x ∈ X ∣∣ 0 ∈Mx}. Γ0(X ) is the class of all lower semiconti-
nuous convex functions f : X → ]−∞,+∞] such that dom f = {x ∈ X ∣∣ f(x) < +∞} 6=
∅. Let f : X → ]−∞,+∞]. Then f is coercive if lim‖x‖→+∞ f(x) = +∞ and supercoercive
if lim‖x‖→+∞ f(x)/‖x‖ = +∞.
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2.2.2 Preliminary results
2.2.2.1 Properties of the Kuhn-Tucker set
The following proposition revisits and complements some results of [2] and [14] on
the properties of the Kuhn-Tucker set in the more general setting of Problem 2.10.
Proposition 2.11 Consider the setting of Problem 2.10. Then the following hold :
(i) Let P be the set of solutions to (2.25) and let D be the set of solutions to (2.26).
Then the following hold :
(a) Z is a closed convex subset of P ×D .
(b) Set QX : X → X : (x, y∗) 7→ x and QY∗ : X → Y∗ : (x, y∗) 7→ y∗. Then P =
QX (Z) and D = QY∗(Z).
(c) P 6= ∅⇔ Z 6= ∅⇔ D 6= ∅.
(ii) For every a = (a, a∗) ∈ graA and b = (b, b∗) ∈ graB, set s∗
a,b = (a
∗+L∗b∗, b−La),
ηa,b = 〈a, a∗〉 + 〈b, b∗〉, and Ha,b =
{
x ∈ X ∣∣ 〈x, s∗
a,b
〉
6 ηa,b
}
. Then the following
hold :
(a) (∀a ∈ graA)(∀b ∈ graB) [ s∗
a,b = 0 ⇔ Ha,b = X ⇒ (a, b∗) ∈ Z and ηa,b =
0 ].
(b) Z =
⋂
a∈graA
⋂
b∈graBHa,b .
(iii) Let (an, a∗n)n∈N be a sequence in graA, let (bn, b
∗
n)n∈N be a sequence in graB, and
let (x, y∗) ∈ X . Suppose that an ⇀ x, b∗n ⇀ y∗, a∗n+L∗b∗n → 0, and Lan− bn → 0.
Then (x, y∗) ∈ Z.
Proof. SetM : X → 2X∗ : (x, y∗) 7→ Ax×B−1y∗ and S : X → X ∗ : (x, y∗) 7→ (L∗y∗,−Lx).
Since A and B−1 are maximally monotone, so is M . On the other hand, S is linear,
bounded, and positive since
(∀(x, y∗) ∈ X ) 〈S(x, y∗), (x, y∗)〉 = 〈x, L∗y∗〉+ 〈−Lx, y∗〉 = 0. (2.29)
Thus, it follows from [34, Section 17] that S is maximally monotone with domS = X .
In turn, we derive from [34, Theorem 24.1(a)] that
M + S is maximally monotone. (2.30)
(i)(a) : Let (x, y∗) ∈ X . Then
0 ∈M(x, y∗) + S(x, y∗) ⇔ 0 ∈ Ax+ L∗y∗ and 0 ∈ B−1y∗ − Lx
⇔ −L∗y∗ ∈ Ax and Lx ∈ B−1y∗
⇔ (x, y∗) ∈ Z. (2.31)
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Therefore, we derive from (2.30) and [15, Lemma 1.1(a)] that Z = zer (M + S) =
(M + S)−1(0) is closed and convex.
(i)(b) : Let x ∈ X . Then x ∈ P ⇔ 0 ∈ Ax + L∗BLx ⇔ (∃ y∗ ∈ Y∗) [−L∗y∗ ∈
Ax and y∗ ∈ BLx]⇔ (∃ y∗ ∈ Y∗) (x, y∗) ∈ Z. HenceP 6= ∅⇔Z 6= ∅. Likewise, let y∗ ∈
Y∗. Then y∗ ∈ D ⇔ 0 ∈ −LA−1(−L∗y∗) + B−1y∗ ⇔ (∃ x ∈ X ) [x ∈ A−1(−L∗y∗) and 0 ∈
−Lx+B−1y∗]⇔ (∃ x ∈ X ) [−L∗y∗ ∈ Ax and Lx ∈ B−1y∗]⇔ (∃ x ∈ X ) (x, y∗) ∈ Z.
(i)(c) : Clear from (i)(b) (see also [32, Corollary 2.4]).
(ii)(a) : Let a ∈ graA and b ∈ graB. Then s∗
a,b = 0 ⇒ [−L∗b∗ = a∗ ∈ Aa and
La = b ∈ B−1b∗]⇒ (a, b∗) ∈ Z. In addition,
s∗
a,b = 0 ⇒ ηa,b = 〈a, a∗〉+ 〈b, b∗〉 = 〈a,−L∗b∗〉+ 〈La, b∗〉
= −〈La, b∗〉 + 〈La, b∗〉 = 0. (2.32)
Thus s∗
a,b = 0⇒Ha,b = X . Conversely, Ha,b = X ⇒ s∗a,b = 0⇒ ηa,b = 0.
(ii)(b) : First, suppose that x = (x, y∗) ∈ ⋂
a∈graA
⋂
b∈graBHa,b. Then
(∀a ∈ graA)(∀b ∈ graB) 〈(a, b∗)− (x, y∗), (a∗, b)− (−L∗y∗, Lx)〉
= 〈(a− x, b∗ − y∗), (a∗ + L∗y∗, b− Lx)〉
= 〈a− x, a∗ + L∗y∗〉+ 〈b− Lx, b∗ − y∗〉
= ηa,b −
〈
x, s∗
a,b
〉
> 0. (2.33)
On the other hand, since{(
(a, b∗), (a∗, b)
) ∣∣ a ∈ graA, b ∈ graB} = graM , (2.34)
it follows from (2.30) and (2.33) that ((x, y∗), (−L∗y∗, Lx)) ∈ graM , i.e., x ∈ Z. Thus⋂
a∈graA
⋂
b∈graB
Ha,b ⊂ Z. (2.35)
Conversely, let a ∈ graA, let b ∈ graB, and let (x, y∗) ∈ Z. Then (x,−L∗y∗) ∈ graA and
(Lx, y∗) ∈ graB. Since A and B are monotone, we obtain
〈a− x, a∗ + L∗y∗〉 > 0 and 〈b− Lx, b∗ − y∗〉 > 0. (2.36)
Adding these two inequalities yields
〈x− a, a∗ + L∗y∗〉+ 〈Lx− b, b∗ − y∗〉 6 0 (2.37)
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and, therefore,〈
x, s∗
a,b
〉
= 〈x, a∗ + L∗b∗〉+ 〈b− La, y∗〉
= 〈x, a∗ + L∗y∗〉+ 〈Lx, b∗ − y∗〉+ 〈b− Lx, y∗〉+ 〈x− a, L∗y∗〉
= 〈x− a, a∗ + L∗y∗〉+ 〈a, a∗〉+ 〈La, y∗〉
+ 〈Lx− b, b∗ − y∗〉+ 〈b, b∗〉 − 〈b, y∗〉+ 〈b− Lx, y∗〉+ 〈x− a, L∗y∗〉
6 〈a, a∗〉+ 〈b, b∗〉+ 〈La− b, y∗〉+ 〈b− Lx, y∗〉+ 〈x− a, L∗y∗〉
= 〈a, a∗〉+ 〈b, b∗〉
= ηa,b. (2.38)
This implies that (x, y∗) ∈Ha,b. Hence, Z ⊂Ha,b.
(iii) : Set (∀n ∈ N) xn = (an, b∗n) and x∗n = (a∗n+L∗b∗n, bn−Lan). Then xn ⇀ (x, y∗),
x∗n → 0, and (∀n ∈ N) (xn,x∗n) ∈ gra (M + S). However, it follows from (2.30) that
gra (M + S) is sequentially closed in Xweak × X ∗strong [15, Lemma 1.2]. Hence, 0 ∈
(M + S)(x, y∗), i.e., by (2.31), (x, y∗) ∈ Z.
2.2.2.2 Best Bregman approximation algorithm
The approach we present goes back to Haugazeau’s algorithm [22, Théorème 3-2]
(see also [9, Theorem 29.3]) for projecting a point onto the intersection of closed convex
sets in a Hilbert space using the projections onto the individual sets. The method was
extended in [17] to minimize certain convex functions over the intersection of closed
convex sets in Banach spaces. The adaptation to the problem of finding the best Bregman
approximation from a closed convex set was investigated in [8].
Definition 2.12 [7, Definition 3.1] and [8, Section 3] Let X be a reflexive real Banach
space, let f ∈ Γ0(X ) be a Legendre function, let x0 ∈ int dom f , let x ∈ int dom f , and
let y ∈ int domf . Then
Hf(x,y) =
{
z ∈ X ∣∣ 〈z − y,∇f(x)−∇f (y)〉 6 0}
=
{
z ∈ X ∣∣ Df (z,y) +Df (y,x) 6 Df (z,x)} (2.39)
is the closed affine half-space onto which y is the Bregman projection of x if x 6= y.
Moreover, if Hf(x0,x) ∩Hf(x,y) ∩ int dom f 6= ∅, then
Qf (x0,x,y) = P
f
Hf (x0,x)∩Hf (x,y)
x0. (2.40)
Lemma 2.13 [7, Lemma 3.2] Let X be a reflexive real Banach space, and let C1 and C2
be convex subsets of X such that C1 is closed and C1 ∩ intC2 6= ∅. Then C1 ∩ intC2 =
C1 ∩C2.
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Proposition 2.14 Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be a Legendre
function, let C be a closed convex subset of domf such that C ∩ int domf 6= ∅, let
x0 ∈ int domf , and set x = P fCx0. At every iteration n ∈ N, find xn+1/2 ∈ int dom f such
that C ⊂ Hf (xn,xn+1/2) and set
xn+1 = Q
f
(
x0,xn,xn+1/2
)
. (2.41)
Then the following hold :
(i) (∀n ∈ N) C ⊂ Hf (x0,xn).
(ii) (xn)n∈N is a well-defined bounded sequence in int domf .
(iii) Suppose that, for some n ∈ N, xn ∈ C. Then (∀k ∈ N) xn+k = x.
(iv)
∑
n∈ND
f (xn+1,xn) < +∞.
(v) (∀n ∈ N) Df (xn+1/2,xn) 6 Df (xn+1,xn).
(vi)
∑
n∈ND
f (xn+1/2,xn) < +∞.
(vii) [xn ⇀ x and f(xn)→ f(x) ]⇔ Df(xn,x)→ 0⇔W(xn)n∈N ⊂ C.
Proof. Item (i) is found in [8, Proof of Proposition 3.3]. The first equivalence in (vii)
follows from [8, Propositions 2.2(ii)]. To establish the remaining assertions, set
(∀n ∈ N) Tn = P fHf (xn,xn+1/2). (2.42)
Then, for every n ∈ N, Definition 2.12 yields Tnxn = xn+1/2, [7, Proposition 3.32(ii)(b)]
yields FixTn = Hf(xn,xn+1/2) ∩ int domf , and we derive from Lemma 2.13 that
C ⊂ Hf(xn,xn+1/2) ∩ domf = Hf(xn,xn+1/2) ∩ int domf = FixTn. (2.43)
On the other hand,
(∀n ∈ N) ∅ 6= C ∩ int domf ⊂ Hf(xn,xn+1/2) ∩ int domf = FixTn (2.44)
and, therefore,
⋂
n∈N FixTn 6= ∅. Altogether, [8, Condition 3.2] is satisfied and it follows
from [8, Propositions 3.3 and 3.4] and [8, Proof of Proposition 3.4(vii)] that the proof
is complete.
Remark 2.15 Proposition 2.14 addresses the problem of finding the Bregman projection
of x0 onto C by replacing it with a sequence of much simpler problems, namely those
of finding at each iteration the Bregman projection of x0 onto the intersection of two
half-spaces. The latter amounts to minimizing the convex function f − ∇f (x0) subject
to two linear inequality constraints.
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2.2.2.3 Coercivity and boundedness of monotone operators
Definition 2.16 Let X be a reflexive real Banach space such that X 6= {0} and let
M : X → 2X ∗. Then M is coercive if
(∃ z ∈ domM) lim
‖x‖→+∞
inf
〈x− z,Mx〉
‖x‖ = +∞, (2.45)
and it is bounded if it maps bounded sets to bounded set.
Lemma 2.17 Let X be a reflexive real Banach space such that X 6= {0} and let M : X →
2X
∗
. Suppose that one of the following holds :
(i) domM is nonempty and bounded.
(ii) M is uniformly monotone at some point z ∈ domM with a supercoercive modulus :
there exists a strictly increasing function φ : [0,+∞[→ [0,+∞] that vanishes only
at 0 such that lim
t→+∞
φ(t)/t = +∞ and
(∀(x, x∗) ∈ graM)(∀z∗ ∈ Mz) 〈x− z, x∗ − z∗〉 > φ(‖x− z‖). (2.46)
(iii) M = ∂ϕ, where ϕ is a supercoercive function in Γ0(X ).
Then M is coercive.
Proof. (i) : Let x ∈ X and let z ∈ domM . Then, if ‖x‖ is sufficiently large, we have
Mx = ∅ and therefore inf 〈x− z,Mx〉/‖x‖ = +∞.
(ii) : We have
(∀(x, x∗) ∈ graM)(∀z∗ ∈Mz) 〈x− z, x∗ − z∗〉 > φ(‖x− z‖). (2.47)
Hence, for every x ∈ domM such that ‖x‖ > ‖z‖, we have
(∀x∗ ∈Mx)(∀z∗ ∈Mz) 〈x− z, x
∗〉
‖x‖ >
φ(‖x− z‖)− ‖x− z‖ ‖z∗‖
‖x‖
=
‖x− z‖
‖x‖
(
φ(‖x− z‖)
‖x− z‖ − ‖z
∗‖
)
. (2.48)
Thus,
lim
‖x‖→+∞
inf
〈x− z,Mx〉
‖x‖ = +∞. (2.49)
(iii) : In view of (i), we suppose that domM is unbounded. Let z ∈ domM . Then
we derive from (2.21) that, for every x ∈ domM r {0},
(∀x∗ ∈Mx) ϕ(x)− ϕ(z)‖x‖ 6
〈x− z, x∗〉
‖x‖ . (2.50)
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Hence, the supercoercivity of ϕ yields
lim
‖x‖→+∞
inf
〈x− z,Mx〉
‖x‖ = +∞ (2.51)
andM is therefore coercive.
Lemma 2.18 Let X be a reflexive real Banach space such that X 6= {0}, let M1 : X → 2X ∗,
and let M2 : X → 2X ∗ be monotone. Suppose that there exists z ∈ domM1 ∩ domM2 such
that
lim
‖x‖→+∞
inf
〈x− z,M1x〉
‖x‖ = +∞. (2.52)
Then M1 +M2 is coercive.
Proof. Suppose that x ∈ (domM1 ∩ domM2) r {0}, let x∗ ∈ (M1 +M2)x, and let z∗ ∈
(M1 +M2)z. Then there exist x∗1 ∈ M1x, x∗2 ∈ M2x, z∗1 ∈ M1z, and z∗2 ∈ M2z such that
x∗ = x∗1 + x
∗
2 and z
∗ = z∗1 + z
∗
2 . In turn, the monotonicity ofM2 yields
〈x− z, x∗〉
‖x‖ =
〈x− z, x∗1 − z∗1〉
‖x‖ +
〈x− z, x∗2 − z∗2〉
‖x‖ +
〈x− z, z∗〉
‖x‖
>
〈x− z, x∗1〉
‖x‖ +
〈x− z, z∗2〉
‖x‖
>
〈x− z, x∗1〉 − ‖x− z‖ ‖z∗2‖
‖x‖ (2.53)
and (2.52) implies that M1 +M2 is coercive.
Lemma 2.19 Let X be a reflexive real Banach space such that X 6= {0}, let M1 : X → 2X ∗,
let M2 : X → 2X ∗ be monotone, let (x∗n)n∈N be a bounded sequence in X ∗, and let (γn)n∈N
be a bounded sequence in ]0,+∞[. Suppose that there exists z ∈ domM1 ∩ domM2 such
that
lim
‖x‖→+∞
inf
〈x− z,M1x〉
‖x‖ = +∞, (2.54)
and that
(∀n ∈ N) xn ∈ (M1 + γnM2)−1x∗n. (2.55)
Then (xn)n∈N is bounded.
Proof. Set β = supn∈N ‖x∗n‖ and σ = supn∈N γn. It follows from (2.55) that, for every
n ∈ N, there exist a∗n ∈ M1xn and b∗n ∈ M2xn such that x∗n = a∗n + γnb∗n. If (xn)n∈N
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is unbounded, there exists a strictly increasing sequence (kn)n∈N in N such that 0 <
‖xkn‖ ↑ +∞. Therefore, (2.54) yields
lim
n→+∞
〈
xkn − z, a∗kn
〉
‖xkn‖
= +∞. (2.56)
Now let z∗ ∈ M2z. By monotonicity of M2, (∀n ∈ N)
〈
xkn − z, b∗kn − z∗
〉
> 0. Hence,
(2.56) implies that
β
(
1 +
‖z‖
‖xk0‖
)
> β
(
1 +
‖z‖
‖xkn‖
)
> β
‖xkn − z‖
‖xkn‖
>
〈
xkn − z, x∗kn
〉
‖xkn‖
=
〈
xkn − z, a∗kn
〉
‖xkn‖
+ γkn
〈
xkn − z, b∗kn − z∗
〉
‖xkn‖
+ γkn
〈xkn − z, z∗〉
‖xkn‖
>
〈
xkn − z, a∗kn
〉
‖xkn‖
− σ‖xkn − z‖ ‖z
∗‖
‖xkn‖
>
〈
xkn − z, a∗kn
〉
‖xkn‖
− σ‖z∗‖
(
1 +
‖z‖
‖xk0‖
)
→ +∞, (2.57)
and we reach a contradiction.
Corollary 2.20 Let X be a reflexive real Banach space such that X 6= {0} and letM : X →
2X
∗
be coercive. Then M−1 is bounded.
Proof. Take M1 = M andM2 = 0 in Lemma 2.19.
Proposition 2.21 Let X be a reflexive real Banach space such that X 6= {0}, let h ∈ Γ0(X )
be essentially smooth, and let M : X → 2X ∗ be such that domM ∩ int domh 6= ∅. Suppose
that one of the following holds :
(i) domM ∩ int domh is bounded.
(ii) There exists z ∈ domM ∩ int dom h such that
lim
‖x‖→+∞
inf
〈x− z,Mx〉
‖x‖ = +∞. (2.58)
(iii) M is uniformly monotone at a point z ∈ domM ∩ int domh with a supercoercive
modulus.
(iv) M is monotone and h is supercoercive.
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(v) M is monotone and h is uniformly convex at a point z ∈ domM ∩ int dom h, i.e.,
there exists an increasing function φ : [0,+∞[ → [0,+∞] that vanishes only at 0
such that
(∀y ∈ domh)(∀α ∈ ]0, 1[) h(αy+(1−α)z)+α(1−α)φ(‖y−z‖) 6 αh(y)+(1−α)h(z).
(2.59)
Then∇h+M is coercive. If, in addition,M is maximally monotone, then dom (∇h+M)−1 =
X ∗.
Proof. We first observe that [34, Theorem 18.7] and [6, Theorem 5.6] imply that ∇h is
maximally monotone and that dom∇h = int domh.
(i) : Lemma 2.17(i).
(ii) : It follows from Lemma 2.18 that ∇h+M is coercive.
(iii) : Since ∇h+M is uniformly monotone at z with a supercoercive modulus, the
claim follows from Lemma 2.17(ii).
(iv) : Let z ∈ domM ∩ int dom h = domM ∩ dom ∂h. Then we derive from (2.51)
that
lim
‖x‖→+∞
〈x− z,∇h(x)〉
‖x‖ = +∞. (2.60)
Thus, ∇h satisfies (2.52) and it follows from Lemma 2.18 that ∇h+M is coercive.
(v) : It follows from [38, Definition 2.2 and Remark 2.8] that∇h is uniformly mono-
tone at z with a supercoercive modulus. Hence, ∇h+M is likewise and Lemma 2.17(ii)
implies that ∇h+M is coercive. Alternatively, this is a special case of (iv).
Finally, suppose thatM is maximally monotone. Then [34, Theorem 24.1(a)] asserts
that ∇h+M is maximally monotone. Consequently, since ∇h+M is coercive, it follows
from [41, Corollary II-B.32.35] that dom (∇h +M)−1 = ran (∇h+M) = X ∗.
Lemma 2.22 Let X and Y be real Banach spaces, let D ⊂ X be a nonempty open set, and
let C be a nonempty bounded convex subset of D. Suppose that T : D → Y is uniformly
continuous on C in the sense that
(∀ε ∈ ]0,+∞[)(∃ δ ∈ ]0,+∞[)(∀x ∈ C)(∀y ∈ C) ‖x−y‖ 6 δ ⇒ ‖Tx−Ty‖ 6 ε. (2.61)
Then T is bounded on C.
Proof. In view of (2.61), there exists δ ∈ ]0,+∞[ such that
(∀x ∈ C)(∀y ∈ C) ‖x− y‖ 6 δ ⇒ ‖Tx− Ty‖ 6 1. (2.62)
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Now fix z ∈ C and ρ ∈ ]0,+∞[ such that C ⊂ {x ∈ X ∣∣ ‖x− z‖ 6 ρ}, and take an integer
m > 1 + ρ/δ. Let x ∈ C and set
(∀n ∈ {0, . . . , m}) xn = x+ n
m
(z − x) ∈ C. (2.63)
Then, for every n ∈ {0, . . . , m − 1}, ‖xn+1 − xn‖ = ‖z − x‖/m 6 ρ/m 6 δ and (2.62)
yields ‖Txn+1−Txn‖ 6 1. Hence, ‖Tz−Tx‖ 6
∑m−1
n=0 ‖Txn+1−Txn‖ 6 m and therefore
‖Tx‖ < ‖Tz‖+m. We conclude that supx∈C ‖Tx‖ 6 ‖Tz‖+m.
2.2.3 Best Bregman approximation algorithm
Proposition 2.11(i)(a) asserts that Problem 2.10 reduces to finding the Bregman
projection of a reference point (x0, y∗0) onto the closed convex subset C = Z ∩ domf of
dom f . Our strategy is to employ Proposition 2.14 for this task. The following condition
will be used subsequently (see [7, Examples 4.10, 5.11, and 5.13] for special cases).
Condition 2.23 [8, Condition 4.3(ii)] Let X be a reflexive real Banach space and let
h ∈ Γ0(X ) be Gâteaux differentiable on int dom h 6= ∅. For every sequence (xn)n∈N in
int dom h and every bounded sequence (yn)n∈N in int dom h,
Dh(xn, yn)→ 0 ⇒ xn − yn → 0. (2.64)
We now derive from Proposition 2.14 our best Bregman approximation algorithm
to solve Problem 2.10.
Theorem 2.24 Consider the setting of Problem 2.10. Let h ∈ Γ0(X ) and j ∈ Γ0(Y)
be Legendre functions such that int dom f ⊂ int domh, L(int dom f) ⊂ int dom j, and
there exist ε and δ in ]0,+∞[ such that ∇h + εA and ∇j + δB are coercive. Let
σ ∈ [max{ε, δ},+∞[ and iterate
for n = 0, 1, . . .
(γn, µn) ∈ [ε, σ]× [δ, σ]
an = (∇h+ γnA)−1
(∇h(xn)− γnL∗y∗n)
a∗n = γ
−1
n
(∇h(xn)−∇h(an))− L∗y∗n
bn = (∇j + µnB)−1
(∇j(Lxn) + µny∗n)
b∗n = µ
−1
n
(∇j(Lxn)−∇j(bn))+ y∗n
Hn =
{
(x, y∗) ∈ X ∣∣ 〈x, a∗n + L∗b∗n〉+ 〈bn − Lan, y∗〉 6 〈an, a∗n〉+ 〈bn, b∗n〉}
(xn+1/2, y
∗
n+1/2) = P
f
Hn
(xn, y
∗
n)
(xn+1, y
∗
n+1) = Q
f
(
(x0, y
∗
0), (xn, y
∗
n), (xn+1/2, y
∗
n+1/2)
)
.
(2.65)
Then the following hold :
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(i) Let n ∈ N. Then the following are equivalent :
(a) (xn, y∗n) = (x, y
∗).
(b) (xn, y∗n) ∈ Z.
(c) (xn, y∗n) ∈Hn.
(d) xn = an and y∗n = b
∗
n.
(e) Lan = bn and a∗n = −L∗b∗n.
(f) Hn = X .
(g) (xn+1/2, y∗n+1/2) = (xn, y
∗
n).
(h) (xn+1, y∗n+1) = (xn, y
∗
n).
(ii)
∑
n∈ND
f(xn+1, xn) < +∞ and
∑
n∈ND
g∗(y∗n+1, y
∗
n) < +∞.
(iii)
∑
n∈ND
f(xn+1/2, xn) < +∞ and
∑
n∈ND
g∗(y∗n+1/2, y
∗
n) < +∞.
(iv) Suppose that f , g∗, h, and j satisfy Condition 2.23, and that ∇h and ∇j are uni-
formly continuous on every bounded subset of int domh and int dom j, respectively.
Then xn → x and y∗n → y∗.
Proof. We apply Proposition 2.14 to
C = Z ∩ dom f . (2.66)
It follows from Proposition 2.11(i)(a) and our assumptions that C is a closed convex
subset of dom f and that C∩ int dom f 6= ∅. Moreover, since f and g are Legendre func-
tions, so are f ∗ and g∗ [6, Corollary 5.5]. Therefore, it follows from [6, Theorem 5.6(iii)]
that ∂f and ∂g∗ are single-valued on dom ∂f = int dom f and dom ∂g∗ = int dom g∗, res-
pectively. On the other hand, we derive from (2.28) that dom f = dom f × dom g∗ and
that
∂f : X → 2X∗ : (x, y∗) 7→ ∂f(x)× ∂g∗(y∗). (2.67)
Thus, ∂f is single-valued on
dom ∂f = dom ∂f×dom ∂g∗ = int dom f×int dom g∗ = int (dom f×dom g∗) = int dom f .
(2.68)
Likewise, since
f∗ : X ∗ → ]−∞,+∞] : (x∗, y) 7→ f ∗(x∗) + g(y), (2.69)
we deduce that ∂f ∗ is single-valued on dom ∂f ∗ = int dom f ∗. Consequently, [6, Theo-
rems 5.4 and 5.6] assert that
f is a Legendre function. (2.70)
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Now let γ ∈ [ε,+∞[ and let µ ∈ [δ,+∞[. Since h is strictly convex, ∇h is strictly mo-
notone [39, Theorem 2.4.4(ii)] and ∇h + γA is likewise. Let (x∗, x1) and (x∗, x2) be
two elements in gra (∇h + γA)−1 such that x1 6= x2. Then (x1, x∗) and (x2, x∗) lie in
gra (∇h + γA) and the strict monotonicity of ∇h + γA implies that
0 = 〈x1 − x2, x∗ − x∗〉 > 0, (2.71)
which is impossible. Thus,
(∇h+ γA)−1 is at most single-valued. (2.72)
The same argument shows that
(∇j + µB)−1 is at most single-valued. (2.73)
On the other hand, by assumption, there exists (x, y∗) ∈ Z ∩ int domf . It follows from
(2.27) that x ∈ domA and Lx ∈ domB. Furthermore, (2.68) yields x ∈ int dom f .
Therefore{
x ∈ domA ∩ int dom f ⊂ domA ∩ int dom h
Lx ∈ domB ∩ L(int dom f) ⊂ domB ∩ int dom j. (2.74)
Thus, domA ∩ int domh 6= ∅ and domB ∩ int dom j 6= ∅. It therefore follows from
Lemma 2.18 that
∇h+γA = (∇h+εA)+(γ−ε)A and ∇j+µB = (∇j+δB)+(µ−δ)B are coercive.
(2.75)
Altogether, (2.72), (2.73), (2.75), and Proposition 2.21 assert that the operators{
(∇h+ γA)−1 : X ∗ → domA ∩ int dom h
(∇j + µB)−1 : Y∗ → domB ∩ int dom j (2.76)
are well defined and single-valued. Now set
(∀n ∈ N) xn = (xn, y∗n) and xn+1/2 = (xn+1/2, y∗n+1/2). (2.77)
Since (2.65) yields
(∀n ∈ N) (an, a∗n) ∈ graA and (bn, b∗n) ∈ graB, (2.78)
it follows from (2.66), Proposition 2.11(ii)(b), (2.65), and Definition 2.12 that
(∀n ∈ N) ∅ 6= C ⊂ Z ⊂Hn = Hf(xn,xn+1/2). (2.79)
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Hence, appealing to (2.70) and (2.23), we see that
(∀n ∈ N) P fHn : int domf →Hn ∩ int domf (2.80)
and that
(∀n ∈ N) xn+1 = Qf
(
x0,xn,xn+1/2
)
. (2.81)
Thus, we derive from (2.77), (2.79), and Proposition 2.14(ii) that (xn)n∈N and (y∗n)n∈N
are well-defined sequences in int dom f and int dom g∗, respectively.
(i) : We prove the following implications.
(i)(a)⇒(i)(b) : Clear.
(i)(b)⇒(i)(a) : Proposition 2.14(iii).
(i)(b)⇒(i)(c) : Clear by (2.79).
(i)(c)⇒(i)(d) : In view of (2.65),
0 > 〈xn, a∗n + L∗b∗n〉+ 〈bn − Lan, y∗n〉 − 〈an, a∗n〉 − 〈bn, b∗n〉
= 〈xn − an, a∗n + L∗y∗n〉+ 〈Lxn − bn, b∗n − y∗n〉
= γ−1n 〈xn − an,∇h(xn)−∇h(an)〉+ µ−1n 〈Lxn − bn,∇j(Lxn)−∇j(bn)〉 . (2.82)
Consequently, the strict monotonicity of ∇h and ∇j yields
xn = an and Lxn = bn. (2.83)
Furthermore,
b∗n = µ
−1
n
(∇j(Lxn)−∇j(bn))+ y∗n = µ−1n (∇j(bn)−∇j(bn))+ y∗n = y∗n. (2.84)
(i)(d)⇒(i)(e) : We derive from (2.65) that a∗n = γ−1n (∇h(xn) − ∇h(an)) − L∗y∗n =
−L∗y∗n = −L∗b∗n. On the other hand, since
〈Lan − bn,∇j(Lan)−∇j(bn)〉 = 〈Lxn − bn,∇j(Lxn)−∇j(bn)〉
= µn 〈Lxn − bn, b∗n − y∗n〉
= 0, (2.85)
the strict monotonicity of ∇j yields Lan = bn.
(i)(e)⇔(i)(f) : Proposition 2.11(ii)(a).
(i)(f)⇒(i)(g) : Indeed, xn+1/2 = P fHnxn = xn.
(i)(g)⇒(i)(h) : We have
xn+1 = Q
f (x0,xn,xn+1/2) = P
f
Hf (x0,xn)∩Hf (xn,xn+1/2)
x0 = P
f
Hf (x0,xn)
x0 = xn. (2.86)
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(i)(h)⇒(i)(g) : By Proposition 2.14(v), 0 6 Df(xn+1/2,xn) 6 Df(xn+1,xn) = 0.
Therefore Df(xn+1/2,xn) = 0 and we derive from [6, Lemma 7.3(vi)] that xn+1/2 = xn.
(i)(g)⇒(i)(c) : Indeed, xn = xn+1/2 = P fHnxn ∈Hn.
(i)(d)⇒(i)(b) : We derive from (2.65) that
∇h(xn)− γnL∗y∗n ∈ ∇h(an) + γnAan = ∇h(xn) + γnAxn. (2.87)
Hence −L∗y∗n ∈ Axn. Likewise, as in (2.85), we first obtain Lxn = bn and then
∇j(Lxn) + µny∗n ∈ ∇j(bn) + µnBbn = ∇j(Lxn) + µnB(Lxn). (2.88)
Thus, y∗n ∈ B(Lxn), i.e., Lxn ∈ B−1y∗n. In view of (2.27), the implication is proved.
(ii) : Proposition 2.14(iv) yields∑
n∈N
Df(xn+1, xn) +
∑
n∈N
Dg
∗
(y∗n+1, y
∗
n) =
∑
n∈N
Df(xn+1,xn) < +∞. (2.89)
(iii) : Proposition 2.14(vi) yields∑
n∈N
Df(xn+1/2, xn) +
∑
n∈N
Dg
∗
(y∗n+1/2, y
∗
n) =
∑
n∈N
Df (xn+1/2,xn) < +∞. (2.90)
(iv) : Proposition 2.14(ii) implies that (xn)n∈N is a bounded sequence in int dom f .
In turn,
(xn)n∈N ∈ (int dom f)N and (y∗n)n∈N ∈ (int dom g∗)N are bounded. (2.91)
On the other hand, by (2.65),
(∀n ∈ N) (xn+1/2, y∗n+1/2) = xn+1/2 = P fHnxn ∈Hn (2.92)
and
(∀n ∈ N) 〈xn+1/2, a∗n + L∗b∗n〉+ 〈bn − Lan, y∗n+1/2〉 = 〈an, a∗n〉+ 〈bn, b∗n〉 . (2.93)
Therefore,
(∀n ∈ N) ‖xn − xn+1/2‖ ‖a∗n + L∗b∗n‖+ ‖bn − Lan‖ ‖y∗n − y∗n+1/2‖
>
〈
xn − xn+1/2, a∗n + L∗b∗n
〉
+
〈
bn − Lan, y∗n − y∗n+1/2
〉
= 〈xn, a∗n + L∗b∗n〉+ 〈bn − Lan, y∗n〉 − 〈an, a∗n〉 − 〈bn, b∗n〉
= 〈xn − an, a∗n + L∗y∗n〉+ 〈Lxn − bn, b∗n − y∗n〉
= γ−1n 〈xn − an,∇h(xn)−∇h(an)〉+ µ−1n 〈Lxn − bn,∇j(Lxn)−∇j(bn)〉
> σ−1
(
Dh(xn, an) +D
h(an, xn) +D
j(Lxn, bn) +D
j(bn, Lxn)
)
> σ−1
(
Dh(xn, an) +D
j(Lxn, bn)
)
. (2.94)
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However, since (iii) yields
Df(xn+1/2, xn)→ 0 and Dg∗(y∗n+1/2, y∗n)→ 0 (2.95)
and since f and g∗ satisfy Condition 2.23, (2.64) yields
xn+1/2 − xn → 0 and y∗n+1/2 − y∗n → 0. (2.96)
Since ∇h is uniformly continuous on every bounded subset of int domh, Lemma 2.22
asserts that ∇h is bounded on every bounded subset of int dom h and hence, since
int dom f ⊂ int domh and L∗ is bounded, it follows from (2.91) that (∇h(xn) −
γnL
∗y∗n
)
n∈N
is bounded. We therefore deduce from (2.76), (2.65), and Lemma 2.19 that
(an)n∈N ∈ (int dom h)N is bounded. (2.97)
Similarly, since ∇j is uniformly continuous on every bounded subset of int dom j and
L(int dom f) ⊂ int dom j, it follows from (2.91) and Lemma 2.22 that (∇j(Lxn) +
µny
∗
n
)
n∈N
is bounded and hence (2.76), (2.65), and Lemma 2.19 yield
(bn)n∈N ∈ (int dom j)N is bounded. (2.98)
Thus, (∇h(xn))n∈N, (∇h(an))n∈N, (∇j(Lxn))n∈N, and (∇j(bn))n∈N are bounded and we
deduce from (2.65) that
(a∗n)n∈N and (b
∗
n)n∈N are bounded. (2.99)
We therefore derive from (2.94), (2.96), (2.97), and (2.98) that
Dh(xn, an)→ 0 and Dj(Lxn, bn)→ 0. (2.100)
Since h and j satisfy Condition 2.23, we get
xn − an → 0 and Lxn − bn → 0. (2.101)
Therefore, since ∇h is uniformly continuous on every bounded subset of int dom h and
∇j is uniformly continuous on every bounded subset of int dom j,
∇h(xn)−∇h(an)→ 0 and ∇j(Lxn)−∇j(bn)→ 0. (2.102)
Hence, using (2.65), we get
a∗n + L
∗y∗n → 0 and b∗n − y∗n → 0. (2.103)
Now, let x = (x, y∗) ∈ W(xn)n∈N, say xkn ⇀ x. Then xkn ⇀ x and y∗kn ⇀ y∗, and we
derive from (2.101) and (2.103) that{
akn ⇀ x
b∗kn ⇀ y
∗
and
{
Lakn − bkn → 0
a∗kn + L
∗b∗kn → 0.
(2.104)
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It therefore follows from (2.78), Proposition 2.11(iii), and (2.91) that x ∈ Z ∩ dom f =
C. Hence, we derive from Proposition 2.14(vii) that
Df(xn, x) +D
g∗(y∗n, y
∗) = Df (xn,x)→ 0, (2.105)
where x = (x, y∗). Hence, Df(xn, x) → 0, Dg∗(y∗n, y∗) → 0, and, since f and g∗ satisfy
Condition 2.23, we conclude that xn → x and y∗n → y∗.
Remark 2.25 We provide a couple of settings that satisfy the assumptions of Theo-
rem 2.24.
(i) In Problem 2.10, suppose that X and Y are Hilbert spaces, that f = ‖ · ‖2/2,
and that g = ‖ · ‖2/2. Furthermore, in Theorem 2.24, set h = f and j = g, and
note that, for any ε ∈ ]0,+∞[, ∇h + εA = Id +εA and ∇j + εB = Id +εB are
strongly monotone and hence coercive by Lemma 2.17(ii). Then we recover the
framework of [3], which has been applied to domain decomposition problems
in [4].
(ii) Let (Ω1,F1, µ1) and (Ω2,F2, µ2) be measure spaces, let p and q be in ]1,+∞[,
and set p∗ = p/(p − 1) and q∗ = q/(q − 1). In Problem 2.10, suppose that
X = Lp(Ω1,F1, µ1), Y = Lq(Ω2,F2, µ2), f = ‖ · ‖p/p, and g = ‖ · ‖q/q. Then
X ∗ = Lp∗(Ω1,F1, µ1), Y∗ = Lq∗(Ω2,F2, µ2), and g∗ = ‖ · ‖q∗/q∗. Moreover, it
follows from Clarkson’s theorem [16, Theorem II.4.7] that X , X ∗, Y , and Y∗
are uniformly convex and uniformly smooth. Hence, we derive from [6, Corol-
lary 5.5 and Example 6.5] that f , g, and g∗ are Legendre functions which are uni-
formly convex on every bounded set, and which therefore satisfy Condition 2.23
by virtue of [7, Example 4.10(i)]. Now set h = f and j = g in Theorem 2.24. We
derive from [16, Theorem II.2.16(i)] that ∇h and ∇j are uniformly continuous
on every bounded subset of X and Y , respectively. In addition, h and j are su-
percoercive and therefore, for any ε ∈ ]0,+∞[, Proposition 2.21(iv) asserts that
∇h+εA and∇j+εB are coercive. Finally, it follows from [16, Proposition II.4.9]
that ∇h : x 7→ |x|p−1sign(x) and ∇j : y 7→ |y|q−1sign(y).
Next, we consider a specialization of Problem 2.10 to multivariate structured mini-
mization.
Problem 2.26 Let m and p be strictly positive integers, let (Xi)16i6m and (Yk)16k6p
be reflexive real Banach spaces, and let X be the standard vector product space(×mi=1Xi)× (×pk=1Y∗k) equipped with the norm
(x, y∗) =
(
(xi)16i6m, (y
∗
k)16k6p
) 7→
√√√√ m∑
i=1
‖xi‖2 +
p∑
k=1
‖y∗k‖2. (2.106)
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For every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, let ϕi ∈ Γ0(Xi), let ψk ∈ Γ0(Yk), and
let Lki : Xi → Yk be linear and bounded. Consider the primal problem
minimize
x1∈X1,..., xm∈Xm
m∑
i=1
ϕi(xi) +
p∑
k=1
ψk
( m∑
i=1
Lkixi
)
, (2.107)
the dual problem
minimize
y∗1∈Y
∗
1 ,..., y
∗
p∈Y
∗
p
m∑
i=1
ϕ∗i
(
−
p∑
k=1
L∗kiy
∗
k
)
+
p∑
k=1
ψ∗k(y
∗
k), (2.108)
and let
Z =
{
(x, y∗) ∈ X
∣∣∣∣ (∀i ∈ {1, . . . , m}) − p∑
k=1
L∗kiy
∗
k ∈ ∂ϕi(xi) and
(∀k ∈ {1, . . . , p})
m∑
i=1
Lkixi ∈ ∂ψ∗k(y∗k)
}
(2.109)
be the associated Kuhn-Tucker set. For every i ∈ {1, . . . , m}, let fi ∈ Γ0(Xi) be a Legendre
function and let xi,0 ∈ int dom fi. For every k ∈ {1, . . . , p}, let gk ∈ Γ0(Yk) be a Legendre
function and let y∗k,0 ∈ int dom g∗k. Set x0 = (xi,0)16i6m, y∗0 = (y∗k,0)16k6p, and
f : X → ]−∞,+∞] : (x, y∗) 7→
m∑
i=1
fi(xi) +
p∑
k=1
g∗k(y
∗
k), (2.110)
and suppose that Z ∩ int dom f 6= ∅. The objective is to find the best Bregman approxi-
mation
(
(xi)16i6m, (y
∗
k)16k6p
)
= P fZ(x0, y
∗
0) to (x0, y
∗
0) from Z.
We derive from Theorem 2.24 the following convergence result for a splitting algo-
rithm to solve Problem 2.26.
Proposition 2.27 Consider the setting of Problem 2.26. For every i ∈ {1, . . . , m}, let
hi ∈ Γ0(Xi) be a Legendre function such that int dom fi ⊂ int domhi and hi + εiϕi is
supercoercive for some εi ∈ ]0,+∞[. For every k ∈ {1, . . . , p}, let jk ∈ Γ0(Yk) be a Legendre
function such that
∑m
i=1 Lki(int dom fi) ⊂ int dom jk and jk + δkψk is supercoercive for
some δk ∈ ]0,+∞[. Set ε = max16i6m εi and δ = max16k6p δk, let σ ∈ [max{ε, δ},+∞[, and
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iterate
for n = 0, 1, . . .
(γn, µn) ∈ [ε, σ]× [δ, σ]
for i = 1, . . . , m ai,n = (∇hi + γn∂ϕi)−1(∇hi(xi,n)− γn∑pk=1 L∗kiy∗k,n)
a∗i,n = γ
−1
n
(∇hi(xi,n)−∇hi(ai,n))−∑pk=1L∗kiy∗k,n
for k = 1, . . . , p bk,n = (∇jk + µn∂ψk)
−1
(∇jk(∑mi=1 Lkixi,n)+ µny∗k,n)
b∗k,n = µ
−1
n
(∇jk(∑mi=1 Lkixi,n)−∇jk(bk,n))+ y∗k,n
tk,n = bk,n −
∑m
i=1 Lkiai,n
for i = 1, . . . , m⌊
s∗i,n = a
∗
i,n +
∑p
k=1 L
∗
kib
∗
k,n
ηn =
∑m
i=1
〈
ai,n, a
∗
i,n
〉
+
∑p
k=1
〈
bk,n, b
∗
k,n
〉
Hn =
{
(x, y∗) ∈ X
∣∣∣∣ ∑mi=1 〈xi, s∗i,n〉+∑pk=1 〈tk,n, y∗k〉 6 ηn}(
xn+1/2, y
∗
n+1/2
)
= P fHn(xn, y
∗
n)(
xn+1, y
∗
n+1
)
= Qf
(
(x0, y
∗
0), (xn, y
∗
n), (xn+1/2, y
∗
n+1/2)
)
,
(2.111)
where we use the notation (∀n ∈ N) xn = (xi,n)16i6m and y∗n = (y∗k,n)16k6p. Suppose that
the following hold :
(i) For every i ∈ {1, . . . , m}, fi and hi satisfy Condition 2.23 and ∇hi is uniformly
continuous on every bounded subset of int dom hi.
(ii) For every k ∈ {1, . . . , p}, g∗k and jk satisfy Condition 2.23 and ∇jk is uniformly
continuous on every bounded subset of int dom jk.
Then
(∀i ∈ {1, . . . , m}) xi,n → xi and (∀k ∈ {1, . . . , p}) y∗k,n → y∗k. (2.112)
Proof. Denote by X and Y the standard vector product spaces×mi=1Xi and×pk=1Yk
equipped with the norms x = (xi)16i6m 7→
√∑m
i=1 ‖xi‖2 and y = (yk)16k6p 7→√∑p
k=1 ‖yk‖2, respectively. Then X ∗ is the vector product space×mi=1X ∗i equipped with
the norm x∗ 7→√∑mi=1 ‖x∗i ‖2 and Y∗ is the vector product space×pk=1Y∗k equipped with
the norm y∗ 7→√∑pk=1 ‖y∗k‖2. Let us introduce the operators
A : X → 2X ∗ : x 7→×mi=1∂ϕi(xi)
B : Y → 2Y∗ : y 7→×pk=1∂ψk(yk)
L : X → Y : x 7→ (∑mi=1 Lkixi)16k6p
(2.113)
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and the functions
f : X → ]−∞,+∞] : x 7→∑mi=1 fi(xi)
h : X → ]−∞,+∞] : x 7→∑mi=1 hi(xi)
ϕ : X → ]−∞,+∞] : x 7→∑mi=1 ϕi(xi)
g : Y → ]−∞,+∞] : y 7→∑pk=1 gk(yk)
j : Y → ]−∞,+∞] : y 7→∑pk=1 jk(yk).
(2.114)
Then it follows from [39, Theorem 3.1.11] that A and B are maximally monotone. In
addition, the adjoint of L is L∗ : Y∗ → X ∗ : y∗ 7→ (∑pk=1L∗kiy∗k)16i6m, and, as in (2.70),
f and g are Legendre functions. Thus, Problem 2.26 is a special case of Problem 2.10.
Furthermore, h and j are Legendre functions,
int dom f =
m×
i=1
int dom fi ⊂
m×
i=1
int dom hi = int dom h, (2.115)
and
L
(
int dom f
)
=
p×
k=1
m∑
i=1
Lki(int dom fi) ⊂
p×
k=1
int dom jk = int dom j. (2.116)
Next we observe that, for every i ∈ {1, . . . , m}, since hi+εϕi is supercoercive, (hi+εϕi)∗
is bounded above on every bounded subset of X ∗i [6, Theorem 3.3]. As a result, (h +
εϕ)∗ : x∗ 7→ ∑mi=1(hi + εϕi)∗(x∗i ) is bounded above on every bounded subset of X ∗, and
it follows from [6, Theorem 3.3] that h+ εϕ is supercoercive. In turn since, as in (2.74),
∅ 6= domA ∩ int dom f ⊂ domϕ ∩ int dom f , we derive from [39, Theorem 2.8.3] and
Lemma 2.17(iii) that
∇h+ εA = ∇h + ε∂ϕ = ∂(h + εϕ) (2.117)
is coercive. We show in a similar fashion that ∇j + δB is coercive. Now set, for every
n ∈ N, an = (ai,n)16i6m, a∗n = (a∗i,n)16i6m, bn = (bk,n)16k6p, and b∗n = (b∗k,n)16k6p. Then, for
every n ∈ N, we have
(∀i ∈ {1, . . . , m}) ai,n = (∇hi + γn∂ϕi)−1
(
∇hi(xi,n)− γn
p∑
k=1
L∗kiy
∗
k,n
)
⇔ (∀i ∈ {1, . . . , m}) ∇hi(xi,n)− γn
p∑
k=1
L∗kiy
∗
k,n ∈ ∇hi(ai,n) + γn∂ϕi(ai,n)
⇔∇h(xn)− γnL∗y∗n ∈ ∇h(an) + γnAan
⇔ an = (∇h+ γnA)−1
(∇h(xn)− γnL∗y∗n). (2.118)
Likewise,
(∀n ∈ N) bn = (∇j + µnB)−1
(∇j(Lxn) + µny∗n). (2.119)
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Thus, (2.111) is a special case of (2.65). In addition, it follows from our assumptions
and (2.114) that f , g∗, h, and j satisfy Condition 2.23, and that∇h and∇j are uniformly
continuous on every bounded subset of int domh and int dom j, respectively. Altogether,
the conclusions follow from Theorem 2.24(iv), with x = (xi)16i6m and y∗ = (y∗k)16k6p.
Remark 2.28 In Problem 2.26, suppose that, for every i ∈ {1, . . . , m} and every
k ∈ {1, . . . , p}, ϕi and ψk are supercoercive Legendre functions satisfying Condition 2.23,
that ∇ϕi and ∇ψk are uniformly continuous on bounded subset of int domϕi and
int domψk, respectively, and that
∑m
i=1 Lki(int domϕi) ⊂ int domψk. Then, in Propo-
sition 2.27, we can choose, for every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, hi = ϕi
and jk = ψk, and in (2.111), we obtain
ai,n = ∇h∗i
(∇hi(xi,n)− γn∑pk=1L∗kiy∗k,n
1 + γn
)
(2.120)
and
bk,n = ∇j∗k
∇jk
(∑m
i=1
Lkixi,n
)
+ µny
∗
k,n
1 + µn
 . (2.121)
For example, suppose that, for every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, Xi = R,
Yk = R, and ϕi = hi is the Hellinger-like function, i.e.,
ϕi : R→ ]−∞,+∞] : xi 7→
{
−
√
1− x2i , if xi ∈ [−1, 1] ;
+∞, otherwise. (2.122)
Then (2.120) becomes
ai,n =
xi,n − γn
(∑p
k=1
L∗kiy
∗
k,n
)√
1− x2i,n√
(1 + γn)2(1− x2i,n) +
(
xi,n − γn
(∑p
k=1
L∗kiy
∗
k,n
)√
1− x2i,n
)2 . (2.123)
Furthermore, as shown in the next section, in finite-dimensional spaces, we can re-
move Condition 2.23 and the assumption on the uniform continuity of (∇ϕi)16i6m and
(∇ψk)16k6p.
2.2.4 Finite-dimensional setting
In finite-dimensional spaces, the convergence of algorithm (2.65) can be obtained
under more general assumptions. To establish the corresponding results, the following
technical facts will be needed.
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Lemma 2.29 Let X be a finite-dimensional real Banach space and let f ∈ Γ0(X ) be a
Legendre function. Then the following hold :
(i) f and∇f are continuous on int dom f [9, Corollaries 8.30(iii), 17.34, and 17.35].
(ii) ∇f : int dom f → int dom f ∗ is bijective with inverse∇f ∗ : int dom f ∗ → int dom f
[6, Theorem 5.10].
(iii) Let x ∈ int dom f , let y ∈ dom f , and let (yn)n∈N ∈ (int dom f)N. Suppose that
yn → y and that (Df(x, yn))n∈N is bounded. Then y ∈ int dom f and Df(y, yn)→ 0
[5, Theorem 3.8(ii)].
(iv) Let x ∈ int dom f , let y ∈ int dom f , let (xn)n∈N ∈ (dom f)N, and let (yn)n∈N ∈
(int dom f)N. Suppose that Df(xn, yn)→ 0. Then x = y [5, Theorem 3.9(iii)].
(v) Let y ∈ int dom f . Then Df(·, y) is coercive [6, Lemma 7.3(v)].
(vi) Let {x, y} ⊂ int dom f . Then Df(x, y) = Df∗(∇f(y),∇f(x)) [6, Lemma 7.3(vii)].
Proposition 2.30 In Problem 2.10, suppose that X and Y are finite-dimensional. Let
h ∈ Γ0(X ) and j ∈ Γ0(Y) be Legendre functions such that int dom f ⊂ int domh,
L(int dom f) ⊂ int dom j, and there exist ε and δ in ]0,+∞[ such that ∇h + εA and
∇j + δB are coercive. Let σ ∈ [max{ε, δ},+∞[ and execute algorithm (2.65). Then
(xn, y
∗
n)→ (x, y∗).
Proof. Set C = Z ∩ domf . We first observe that, as in (2.91),
(xn)n∈N ∈ (int dom f)N and (y∗n)n∈N ∈ (int dom g∗)N are bounded. (2.124)
In addition, we deduce from (2.77), (2.81), and Proposition 2.14(i) that x = (x, y∗) ∈
C ⊂ ⋂n∈NHf(x0,xn), and hence from (2.39) that
(∀n ∈ N) Df(x, xn) +Dg∗(y∗, y∗n) = Df
(
x,xn
)
6 Df
(
x,x0
)
. (2.125)
By virtue of Proposition 2.14(vii) and (2.124), it suffices to show that every cluster point
of (xn, y∗n)n∈N belongs to Z. To this end, take x ∈ X , y∗ ∈ Y , and a strictly increasing
sequence (kn)n∈N in N such that xkn → x and y∗kn → y∗. Then Lxkn → Lx, x ∈ dom f , and
y∗ ∈ dom g∗. Since x ∈ int dom f and since (2.125) implies that (Df(x, xkn))n∈N is boun-
ded, it follows from Lemma 2.29(iii) that x ∈ int dom f . Analogously, y∗ ∈ int dom g∗. In
turn, Lemma 2.29(i) asserts that
∇f(xkn)→ ∇f(x) and ∇g∗(y∗kn)→∇g∗(y∗). (2.126)
Furthermore, since int dom f ⊂ int dom h and L(int dom f) ⊂ int dom j, we obtain
x ∈ int dom h and Lx ∈ int dom j. Thus, there exists ρ ∈ ]0,+∞[ such that B(x; ρ) ⊂
int dom h and B(Lx; ρ) ⊂ int dom j. We therefore assume without loss of generality that
(xkn)n∈N ∈ B(x; ρ)N and (Lxkn)n∈N ∈ B(Lx; ρ)N. (2.127)
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In view of Lemma 2.29(i), h(B(x; ρ)) and ∇h(B(x; ρ)) are therefore compact, which im-
plies that (h(xkn))n∈N and (∇h(xkn))n∈N are bounded. Hence (Dh(x, xkn))n∈N is bounded
and, moreover, it follows from (2.65), (2.124), Lemma 2.19, and (2.76) that (akn)n∈N is
a bounded sequence in int domh. We show likewise that (Dj(Lx, Lxkn))n∈N and (bkn)n∈N
are bounded. Next, since the convexity of h yields
(∀n ∈ N) Dh(x, akn) = h(x)− h(akn)− 〈x− akn ,∇h(akn)〉
= h(x)− h(xkn)− 〈x− xkn,∇h(xkn)〉
+
〈
x− akn ,∇h(xkn)−∇h(akn)
〉
− (h(akn)− h(xkn)− 〈akn − xkn ,∇h(xkn)〉 )
6 Dh(x, xkn) +
〈
x− akn ,∇h(xkn)−∇h(akn)
〉
, (2.128)
we derive from (2.65) that
(∀n ∈ N) σ−1Dh(x, akn) 6 γ−1kn Dh(x, akn)
6 ε−1Dh(x, xkn) +
〈
x− akn , γ−1kn
(∇h(xkn)−∇h(akn))〉
= ε−1Dh(x, xkn) +
〈
x− akn, a∗kn + L∗y∗kn
〉
= ε−1Dh(x, xkn) +
〈
x− akn, a∗kn + L∗y∗
〉
+
〈
Lx− Lakn , y∗kn − y∗
〉
. (2.129)
Similarly,
(∀n ∈ N) σ−1Dj(Lx, bkn) 6 δ−1Dj(Lx, Lxkn) +
〈
Lx− bkn , b∗kn − y∗kn
〉
6 δ−1Dj(Lx, Lxkn) +
〈
Lx− bkn , b∗kn − y∗
〉
+
〈
Lx− bkn, y∗ − y∗kn
〉
. (2.130)
Since (2.79) entails that
x ∈ C ⊂
⋂
n∈N
Hkn =
⋂
n∈N
{
(x, y∗) ∈ X ∣∣ 〈x− akn , a∗kn + L∗y∗〉+ 〈Lx− bkn, b∗kn − y∗〉 6 0},
(2.131)
we deduce from (2.129) and (2.130) that
(∀n ∈ N) σ−1(Dh(x, akn) +Dj(Lx, bkn))
6 ε−1Dh(x, xkn) + δ
−1Dj(Lx, Lxkn) +
〈
Lx− Lakn , y∗kn − y∗
〉
+
〈
Lx− bkn , y∗ − y∗kn
〉
= ε−1Dh(x, xkn) + δ
−1Dj(Lx, Lxkn) +
〈
bkn − Lakn , y∗kn − y∗
〉
6 ε−1Dh(x, xkn) + δ
−1Dj(Lx, Lxkn) + (‖bkn‖+ ‖L‖ ‖akn‖)(‖y∗kn‖+ ‖y∗‖). (2.132)
Hence, the boundedness of (akn)n∈N, (bkn)n∈N, (y
∗
kn)n∈N, (D
h(x, xkn))n∈N, and (D
j(Lx, Lxkn))n∈N
implies that of (Dh(x, akn))n∈N and (D
j(Lx, bkn))n∈N. In turn, by Lemma 2.29(vi),(
Dh
∗
(∇h(akn),∇h(x)))
n∈N
and
(
Dj
∗
(∇j(bkn),∇j(Lx)))
n∈N
are bounded (2.133)
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and, since Lemma 2.29(v) asserts that Dh
∗
(·,∇h(x)) and Dj∗(·,∇j(Lx)) are coercive,
it follows from (2.133) that (∇h(akn))n∈N and (∇j(bkn))n∈N are bounded. Thus, since
(y∗kn)n∈N, (∇h(xkn))n∈N and (∇j(Lxkn))n∈N are bounded, we infer from (2.65) that
(a∗kn)n∈N and (b
∗
kn)n∈N are bounded. (2.134)
On the other hand, since (2.79) yields x ∈ C ⊂ ⋂n∈NHf(xkn,xkn+1/2), (2.39) and
(2.125) imply that
(∀n ∈ N) Df(x, xkn+1/2)+Dg
∗
(y∗, y∗kn+1/2) = D
f
(
x,xkn+1/2
)
6 Df
(
x,xkn
)
6 Df
(
x,x0
)
.
(2.135)
Thus, Lemma 2.29(vi) yields
(∀n ∈ N) Df∗(∇f(xkn+1/2),∇f(x))+Dg(∇g∗(y∗kn+1/2),∇g∗(y∗))
= Df(x, xkn+1/2) +D
g∗(y∗, y∗kn+1/2)
6 Df
(
x,x0
)
(2.136)
and, since Df
∗
(·,∇f(x)) and Dg(·,∇g∗(y∗)) are coercive by Lemma 2.29(v), it follows
that
(∇f(xkn+1/2))n∈N and (∇g∗(y∗kn+1/2))n∈N are bounded. (2.137)
However, as in (2.95), Df(xkn+1/2, xkn) → 0 and Dg∗(y∗kn+1/2, y∗kn) → 0, and it therefore
follows from Lemma 2.29(vi) that
Df
∗
(∇f(xkn),∇f(xkn+1/2))→ 0 and Dg(∇g∗(y∗kn),∇g∗(y∗kn+1/2))→ 0. (2.138)
In view of Lemma 2.29(iv), we infer from (2.126), (2.137), and (2.138) that there exists
a strictly increasing sequence (pkn)n∈N in N such that
∇f(xpkn+1/2)→∇f(x) and ∇g∗(y∗pkn+1/2)→ ∇g∗(y∗). (2.139)
Since, by Lemma 2.29(i)–(ii), (∇f)−1 = ∇f ∗ is continuous on int dom f ∗ and (∇g∗)−1 =
∇g is continuous on int dom g, we obtain xpkn+1/2 → x and y∗pkn+1/2 → y∗. Thus,
xpkn+1/2 − xpkn → 0 and y∗pkn+1/2 − y
∗
pkn
→ 0. (2.140)
On the other hand, as in (2.94),
(∀n ∈ N) ‖xpkn − xpkn+1/2‖ ‖a∗pkn + L
∗b∗pkn‖+ ‖bpkn − Lapkn‖ ‖y
∗
pkn
− y∗pkn+1/2‖
> σ−1
(
Dh(xpkn , apkn ) +D
j(Lxpkn , bpkn )
)
, (2.141)
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and hence, since (apkn )n∈N and (bpkn )n∈N are bounded, we deduce from (2.134) and
(2.140) that
Dh
(
xpkn , apkn
)→ 0
Dj
(
Lxpkn , bpkn
)→ 0
xpkn → x
Lxpkn → Lx
(apkn )n∈N has a cluster point
(bpkn )n∈N has a cluster point.
(2.142)
Consequently, by dropping to a subsequence if necessary and invoking Lemma 2.29(iv),
we get
apkn → x and bpkn → Lx. (2.143)
Hence, using the fact that ∇h(xpkn ) → ∇h(x) and ∇j(Lxpkn ) → ∇j(Lx), we derive that
∇h(xpkn )−∇h(apkn )→ 0 and∇j(Lxpkn )−∇j(bpkn )→ 0, which, in view of (2.65), yields
a∗pkn + L
∗y∗pkn → 0 and b
∗
pkn
− y∗pkn → 0. (2.144)
Thus, since y∗pkn → y∗, it follows that a∗pkn → −L∗y∗ and b∗pkn → y∗. In summary,
graA ∋ (apkn , a∗pkn )→ (x,−L∗y∗) and graB ∋ (bpkn , b∗pkn )→ (Lx, y∗). (2.145)
Since graA and graB are closed [9, Proposition 20.33(iii)], we conclude that
(x,−L∗y∗) ∈ graA and (Lx, y∗) ∈ graB, and therefore that (x, y∗) ∈ Z.
Let us note that, even in Euclidean spaces, it may be easier to evaluate (∇h+γ∂ϕ)−1
than the usual proximity operator proxγϕ = (Id +γ∂ϕ)
−1 introduced by Moreau [30],
which is based on h = ‖ · ‖2/2. We provide illustrations of such instances in the standard
Euclidean space Rm.
Example 2.31 Let γ ∈ ]0,+∞[, let φ ∈ Γ0(R) be such that domφ ∩ ]0,+∞[ 6= ∅, and let
ϑ be the Boltzmann-Shannon entropy, i.e.,
ϑ : ξ 7→

ξ ln ξ − ξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise.
(2.146)
Set ϕ : (ξi)16i6m 7→
∑m
i=1 φ(ξi) and h : (ξi)16i6m 7→
∑m
i=1 ϑ(ξi). Note that h is a super-
coercive Legendre function [5, Sections 5 and 6] and hence Proposition 2.21(iv) asserts
that ∇h + γ∂ϕ is coercive and dom (∇h + γ∂ϕ)−1 = Rm. Now let (ξi)16i6m ∈ Rm, set
(ηi)16i6m = (∇h + γ∂ϕ)−1(ξi)16i6m, let W be the Lambert function [20, 25], i.e., the
inverse of ξ 7→ ξeξ on [0,+∞[, and let i ∈ {1, . . . , m}. Then ηi can be computed as
follows.
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(i) Let ω ∈ R and suppose that
φ : ξ 7→

ξ ln ξ − ωξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise.
(2.147)
Then ηi = e(ξi+ω−1)/(γ+1).
(ii) Let p ∈ [1,+∞[ and suppose that either φ = | · |p/p or
φ : ξ 7→
{
ξp/p, if ξ ∈ [0,+∞[ ;
+∞, otherwise. (2.148)
Then
ηi =

(
W (γ(p− 1)e(p−1)ξi)
γ(p− 1)
) 1
p−1
, if p ∈ ]1,+∞[ ;
eξi−γ, if p = 1.
(2.149)
(iii) Let p ∈ [1,+∞[ and suppose that
φ : ξ 7→
{
ξ−p/p, if ξ ∈ ]0,+∞[ ;
+∞, otherwise. (2.150)
Then
ηi =
(
W (γ(p+ 1)e−(p+1)ξi)
γ(p+ 1)
) −1
p+1
. (2.151)
(iv) Let p ∈ ]0, 1[ and suppose that
φ : ξ 7→
{
−ξp/p, if ξ ∈ [0,+∞[ ;
+∞, otherwise. (2.152)
Then
ηi =
(
W (γ(1− p)e(p−1)ξi)
γ(1− p)
) 1
p−1
. (2.153)
Example 2.32 Let φ ∈ Γ0(R) be such that domφ∩]0, 1[ 6= ∅ and let ϑ be the Fermi-Dirac
entropy, i.e.,
ϑ : ξ 7→

ξ ln ξ − (1− ξ) ln(1− ξ), if ξ ∈ ]0, 1[ ;
0 if ξ ∈ {0, 1};
+∞, otherwise.
(2.154)
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Set ϕ : (ξi)16i6m 7→
∑m
i=1 φ(ξi) and h : (ξi)16i6m 7→
∑m
i=1 ϑ(ξi). Note that h is a Legendre
function [5, Sections 5 and 6] and that int domh = ]0, 1[m is bounded. Therefore, Pro-
position 2.21(i) asserts that ∇h+ ∂ϕ is coercive and that dom (∇h+ ∂ϕ)−1 = Rm. Now
let (ξi)16i6m ∈ Rm, set (ηi)16i6m = (∇h + ∂ϕ)−1(ξi)16i6m, and let i ∈ {1, . . . , m}. Then ηi
can be computed as follows.
(i) Let ω ∈ R and suppose that
φ : ξ 7→

ξ ln ξ − ωξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise.
(2.155)
Then ηi = −eξi+ω−1/2 +
√
e2(ξi+ω−1)/4 + eξi+ω−1.
(ii) Suppose that
φ : ξ 7→

(1− ξ) ln(1− ξ) + ξ, if ξ ∈ ]−∞, 1[ ;
1, if ξ = 1;
+∞, otherwise.
(2.156)
Then ηi = 1 + e−ξi/2−
√
e−ξi + e−2ξi/4.
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Chapitre 3
Algorithme d’Haugazeau-Bregman avec
erreurs
Dans [4] (cf. Chapitre 2), les auteurs introduisent un algorithme de type Haugazeau-
Bregman pour trouver la meilleure approximation au sens de Bregman d’un point donné
dans un sous-ensemble convexe fermé d’un espace de Banach réel réflexif. Nous étudions
dans ce chapitre le comportement de cette méthode en présence d’erreurs.
3.1 Notations et introduction
Nous rappelons les notations et les définitions qui seront utilisées dans ce chapitre.
Notation 3.1 La norme d’un espace de Banach est noté ‖ · ‖ et le crochet de dualité
entre un espace de Banach et son dual topologique est noté
〈·, ·〉. Les symboles ⇀ et
→ représentent la convergence faible et forte, respectivement. L ’ensemble des points
faiblement adhérents à une suite (xn)n∈N est noté W(xn)n∈N.
Définition 3.2 [1, 2, 4] Soit X un espace de Banach réel réflexif. Une fonction f ∈
Γ0(X ) est de Legendre si elle est essentiellement lisse au sens où ∂f est à la fois localement
borné et univoque sur son domaine, et essentiellement strictement convexe au sens où
∂f ∗ est localement borné sur son domaine et f est strictement convexe sur les sous-
ensembles convexes de dom ∂f . De plus, f est Gâteaux différentiable sur int domf 6= ∅
et la distance de Bregman associée à f est
Df : X ×X → [0,+∞]
(x,y) 7→
{
f (x)− f (y)− 〈x− y,∇f(y)〉, si y ∈ int domf ;
+∞, sinon.
(3.1)
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Soit C un sous-ensemble convexe fermé de X tel que C ∩ int domf 6= ∅. Alors
P fC : int domf → C ∩ int domf
y 7→ argmin
x∈C
Df (x,y).
(3.2)
De plus, posons
(∀(x,y) ∈ (int domf )2) Hf(x,y) = {z ∈ X ∣∣ 〈z − y,∇f(x)−∇f(y)〉 6 0}
=
{
z ∈ X ∣∣ Df (z,y) +Df (y,x) 6 Df (z,x)}.
(3.3)
Soit (x,y, z) ∈ (int domf )3 tel que Hf (x,y) ∩Hf(y, z) ∩ int domf 6= ∅. Alors
Qf (x,y, z) = P f
Hf (x,y)∩Hf (y,z)
x. (3.4)
Nous rappelons le résultat suivant, qui lui-même comprend le cadre hilbertien de
[3], ce dernier remontant aux travaux de [7] (cf. [5]).
Proposition 3.3 [4, Section 5.1] Soit X un espace de Banach réel réflexif, soit C un
sous-ensemble convexe fermé de dom f , soit f ∈ Γ0(X ) une fonction de Legendre telle que
C ∩ int domf 6= ∅, et soit x0 ∈ int domf . À chaque itération n ∈ N, on prend xn+1/2 ∈ X
tel que C ⊂ Hf(xn,xn+1/2), et on pose
xn+1 = Q
f (x0,xn,xn+1/2). (3.5)
Alors [xn ⇀ P
f
Cx0 et f(xn)→ f(P fCx0) ]⇔ Df (xn, P fCx0)→ 0⇔W(xn)n∈N ⊂ C.
Remarque 3.4 Dans la démonstration de convergence de l’algorithme (3.5), on utilise
le fait que
C ⊂
⋂
n∈N
Hf (x0,xn). (3.6)
Cette inclusion est une conséquence des inclusions
(∀n ∈ N) C ⊂ Hf(xn,xn+1/2). (3.7)
Lorsque C = zerM où M : X → 2X∗ est un opérateur maximalement monotone, il est
proposé de choisir dans [4]
(∀n ∈ N) xn+1/2 = (∇f + γnM)−1(∇f(xn)), (3.8)
où (γn)n∈N ∈ ]0,+∞[N est telle que infn∈N γn > 0. Puisque les opérateurs ((∇f+γnM)−1◦
∇f )n∈N peuvent être difficiles à évaluer, il est utile d’introduire des tolérances dans
(3.8) pour le calcul de la suite (xn+1/2)n∈N. Dans ce cas, les inclusions (3.6) et (3.7) ne
sont pas nécessairement satisfaites et nous nous proposons d’étudier le comportement
asymptotique de la méthode dans ce contexte.
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3.2 Algorithme d’Haugazeau-Bregman abstrait avec er-
reurs
Dans l’algorithme (3.5), on projette l’itérée courante sur l’intersection de deux demi-
espaces affines fermés séparant cette itérée et C. On peut remplacer l’un des demi-
espaces par un sous-ensemble convexe fermé convenable.
Proposition 3.5 Soit f ∈ Γ0(X ) une fonction de Legendre, soit C un sous-ensemble
convexe fermé de dom f tel que C ∩ int domf 6= ∅, soit x0 ∈ int domf , et soit
x = P fCx0. Pour chaque n ∈ N, soit Cn ⊂ X un sous-ensemble convexe fermé tel que
Cn ∩Hf(x0,xn) ∩ int domf 6= ∅, et soit
xn+1 = P
f
Cn∩Hf (x0,xn)
x0. (3.9)
Supposons qu’il existe (an)n∈N ∈ X N telle que an → 0 et que
(∀n ∈ N) x+ an ∈ Hf (x0,xn). (3.10)
Alors les propriétés suivantes sont satisfaites :
(i) (xn)n∈N est une suite bornée dans int domf .
(ii)
∑
n∈ND
f (xn+1,xn) < +∞.
(iii) [xn ⇀ x et f (xn)→ f(x) ]⇔ Df (xn,x)→ 0⇔W(xn)n∈N ⊂ C.
Démonstration. Pour tout n ∈ N, parce que Cn ∩ Hf(x0,xn) est un sous-ensemble
convexe fermé et non vide de X et Cn ∩ Hf(x0,xn) ∩ int domf 6= ∅, on déduit de
(4.7) que
P f
Cn∩Hf (x0,xn)
: int domf → Cn ∩Hf(x0,xn) ∩ int domf . (3.11)
En raisonnant par récurrence, on déduit que (xn)n∈N est une suite bien définie dans
int domf . Il résulte de (3.9) que
(∀n ∈ N) xn+1 ∈ Hf (x0,xn), (3.12)
et donc on déduit de (3.3) que
(∀n ∈ N) Df(xn+1,xn) +Df (xn,x0) 6 Df(xn+1,x0), (3.13)
et en particulier,
(∀n ∈ N) Df(xn,x0) 6 Df (xn+1,x0). (3.14)
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Cela implique que (Df (xn,x0))n∈N est croissante. Comme int domf est ouvert et x +
an → x ∈ int domf , on suppose sans perte de généralité que (x+an)n∈N ∈ (int domf)N.
Par ailleurs, comme (3.10) implique que
(∀n ∈ N) 〈x+ an − xn,∇f(x0)−∇f (xn)〉 6 0, (3.15)
on obtient
(∀n ∈ N) Df(x+ an,xn) +Df (xn,x0) 6 Df(x+ an,x0), (3.16)
et donc
(∀n ∈ N) Df(xn,x0) 6 Df (x+ an,x0). (3.17)
De plus, comme x+ an → x, et comme f est continue sur int domf , on obtient
Df(x+ an,x0)→ Df(x,x0). (3.18)
Par suite, on déduit de (3.17) que (Df(xn,x0))n∈N est bornée. Elle est donc convergente.
(i) : Puisque Df (·,x0) est coercive [1, Lemma 7.3(v)], on déduit que (xn)n∈N est
bornée.
(ii) : On déduit de (3.13) que∑
n∈N
Df (xn+1,xn) 6
∑
n∈N
(
Df(xn+1,x0)−Df (xn,x0)
)
6 sup
n∈N
Df(xn,x0) < +∞. (3.19)
(iii) : La première equivalence est établie dans [4, Proposition 2.2(ii)]. Pour la
deuxième équivalence, soit x ∈ W(xn)n∈N, i.e., xkn ⇀ x. D’abord, supposons que
Df(xn,x)→ 0. Alors, il résulte de [1, Lemma 7.3(ii)] que
Df(x,x) 6 limDf (xkn ,x) = 0, (3.20)
et donc Df(x,x) = 0. Par suite, x = x ∈ C. Maintenant, supposons queW(xn)n∈N ⊂ C.
On déduit de [1, Lemma 7.3(ii)], de (3.17), et de (3.18) que
Df(x,x0) 6 limD
f(xkn,x0) = limD
f(xn,x0) 6 limD
f(x+an,x0) = D
f(x,x0), (3.21)
et ainsi x = x. Cela montre que W(xn)n∈N = {x}, et donc, comme (xn)n∈N est bornée,
xn ⇀ x. Par conséquent, comme (3.21) implique que
Df(x,x0) 6 limD
f(xn,x0) = D
f (x,x0), (3.22)
on obtient Df(xn,x0)→ Df(x,x0), ce qui implique que
Df(xn,x) = D
f (xn,x0)−Df(x,x0)−
〈
xn − x,∇f (x0)
〉→ 0. (3.23)
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Remarque 3.6 Considérons la Proposition 3.5. Dans l’algorithme (3.9), une petite er-
reur se produit à chaque itération n ∈ N. On n’exige pas que Hf (x0,xn) contienne C
mais qu’il contienne x+ an.
Remarque 3.7 Dans la Proposition 3.5, supposons que C =
⋂
i∈I zerAi, où I est un
ensemble totalement ordonné au plus dénombrable et (Ai)i∈I sont des opérateurs maxi-
malement monotones de X dans 2X
∗
tels que
⋂
i∈I zerAi 6= ∅.
(i) À chaque itération n ∈ N, on prend i(n) ∈ I, γn ∈ ]0,+∞[, et on pose
Cn = H
f
(
xn, (∇f + γnAi(n))−1(∇f(xn))
)
. (3.24)
Alors on retrouve les résultats de [4, Section 5.3]
(ii) Supposons que I soit fini et que
(∀n ∈ N) Cn =
⋂
i∈I
{
x ∈ X
∣∣∣ Df(x, (∇f + γnAi)−1(∇f (xn) + bi,n))
6 Df
(
x,∇f∗(∇f (xn) + b∗i,n
)}
, (3.25)
où (γn)n∈N ∈ ]0,+∞[N telle que infn∈N γn > 0 et (∀i ∈ I) (b∗i,n)n∈N ∈ (X ∗)N telle
que b∗i,n → 0. Alors on récupère [8, Theorem 4.1].
(iii) Supposons que I soit fini et que
(∀n ∈ N) Cn =
{
x ∈ X
∣∣∣ Df(x, (∇f +γnAi)−1(∇f(xn))) 6 Df (x,xn+bi,n)},
(3.26)
où (γn)n∈N ∈ ]0,+∞[N telle que infn∈N γn > 0 et (∀i ∈ I) (bi,n)n∈N ∈ X N telle que
bi,n → 0. Alors on retrouve [8, Theorem 4.2].
(iv) Supposons que X soit hilbertien et que f = ‖ · ‖2/2. À chaque itération n ∈ N,
on prend i(n) ∈ I, γn ∈ ]0,+∞[, et on pose
Cn = H
f
(
xn, (Id +γnAi(n))
−1xn)
)
. (3.27)
Alors on récupère [3].
(v) Supposons que X soit hilbertien, que f = ‖ · ‖2/2, et que I = {1}. Soient
σ ∈ [0, 1[ et (µn)n∈N ∈ ]0,+∞[N. À chaque itération n ∈ N, on prend yn =
(Id +µ−1n A1)
−1(xn−µ−1n en) et y∗n = µn(xn−yn)−en, où en ∈ X tel que ‖en‖ 6
σmax{‖x∗n‖, µn‖yn − xn‖}. De plus, posons
(∀n ∈ N) Cn =
{
x ∈ X ∣∣ 〈x− yn,y∗n〉 6 0}. (3.28)
Alors on retrouve les résultats de [9].
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Notons que les résultats ci-dessus imposent que les opérateurs monotones aient des
zéros communs. Notons aussi que C ⊂ ⋂n∈NCn et par le même raisonnement que dans
la démonstration de [4, Proposition 3.3], on déduit que C ⊂ ⋂n∈NHf(x0,xn).
Nous présentons deux cas particuliers.
Corollaire 3.8 Soit f ∈ Γ0(X ) une fonction de Legendre, soitC un sous-ensemble convexe
fermé de dom f tel que C∩ int domf 6= ∅, soit x0 ∈ int domf , et soit x = P fCx0. À chaque
itération n ∈ N, on prend xn+1/2 ∈ int domf et bn ∈ X tels que x ∈ Hf(xn + bn,xn+1/2),
et on pose
xn+1 = P
f
Hf (x0,xn)∩Hf (xn+bn,xn+1/2)
x0. (3.29)
Alors les propriétés suivantes sont satisfaites :
(i) (xn)n∈N est une suite bornée dans int domf .
(ii)
∑
n∈ND
f (xn+1,xn) < +∞.
(iii)
∑
n∈ND
f (xn+1/2,xn + bn) < +∞.
(iv) [xn ⇀ x et f (xn)→ f (x) ]⇔ Df (xn,x)→ 0⇔W(xn)n∈N ⊂ C.
Démonstration. Posons (∀n ∈ N) Cn = Hf(xn+bn,xn+1/2). Alors le Corollaire est un cas
particulier de la Proposition 3.5 avec an ≡ 0.
Corollaire 3.9 Soit f ∈ Γ0(X ) une fonction de Legendre, soitC un sous-ensemble convexe
fermé de dom f tel que C∩ int domf 6= ∅, soit x0 ∈ int domf , et soit x = P fCx0. À chaque
itération n ∈ N, on prend xn+1/2 ∈ int domf et bn ∈ X tels que x ∈ Hf(xn,xn+1/2 + bn),
et on pose
xn+1 = P
f
Hf (x0,xn)∩Hf (xn,xn+1/2+bn)
x0. (3.30)
Alors les propriétés suivantes sont satisfaites :
(i) (xn)n∈N est une suite bornée dans int domf .
(ii)
∑
n∈ND
f (xn+1,xn) < +∞.
(iii)
∑
n∈ND
f (xn+1/2 + bn,xn) < +∞.
(iv) [xn ⇀ x et f (xn)→ f (x) ]⇔ Df (xn,x)→ 0⇔W(xn)n∈N ⊂ C.
Démonstration. Posons (∀n ∈ N) Cn = Hf (xn,xn+1/2 + bn). Alors le corollaire est un cas
particulier de la Proposition 3.5 avec an ≡ 0.
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3.3 Une application
Nous revisitons le cadre du Chapitre 2 avec une version perturbée du Théorème 2.24.
Problème 3.10 Soient X et Y des espaces de Banach réels réflexifs tels que X 6= {0} et
Y 6= {0}, soit X l’espace vectoriel X ×Y∗ muni de la norme (x, y∗) 7→√‖x‖2 + ‖y∗‖2, et
soitX ∗ le dual topologique deX , i.e.,X ∗×Y muni de la norme (x∗, y) 7→√‖x∗‖2 + ‖y‖2.
Soient A : X → 2X ∗ et B : Y → 2Y∗ maximalement monotones et soit L ∈ B (X ,Y).
Considérons l’inclusion primale
trouver x ∈ X tel que 0 ∈ Ax+ L∗BLx, (3.31)
l’inclusion duale
trouver y∗ ∈ Y∗ tel que 0 ∈ −LA−1(−L∗y∗) +B−1y∗, (3.32)
et l’ensemble de Kuhn-Tucker associé
Z =
{
(x, y∗) ∈ X ∣∣ −L∗y∗ ∈ Ax et Lx ∈ B−1y∗}. (3.33)
Soient f ∈ Γ0(X ) et g ∈ Γ0(Y) des fonctions de Legendre, soit x0 ∈ int dom f , et soit
y∗0 ∈ int dom g∗. Posons
f : X → ]−∞,+∞] : (x, y∗) 7→ f(x) + g∗(y∗), (3.34)
et supposons que Z ∩ int domf 6= ∅. Le problème est de trouver la meilleure approxi-
mation au sens de Bregman (x, y∗) = P fZ(x0, y
∗
0) de (x0, y
∗
0) dans Z.
Pour énoncer nos résultats, nous rappelons la notion de coercivité d’un opérateur
multivoque et la condition suivantes.
Définition 3.11 Soit X un espace de Banach réel réflexif tel que X 6= {0}, soit X ∗ le
dual topologique de X , et soitM : X → 2X ∗. AlorsM est coercif si
(∃ z ∈ domM) lim
‖x‖→+∞
inf
〈
x− z,Mx〉
‖x‖ = +∞. (3.35)
Condition 3.12 Soit X un espace de Banach réel réflexif et soit f ∈ Γ0(X ) Gâteaux
différentiable sur int dom f 6= ∅. Pour toute suite (xn)n∈N dans int dom f et toute suite
bornée (yn)n∈N dans int dom f ,
Df(xn, yn)→ 0 ⇒ xn − yn → 0. (3.36)
Le résultat principal dans cette section est le suivant.
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Proposition 3.13 Dans le Problème 3.10, soient h ∈ Γ0(X ) et j ∈ Γ0(Y) des fonctions
de Legendre telles que int dom f ⊂ int domh, L(int dom f) ⊂ int dom j, et il existe ε et
δ dans ]0,+∞[ tels que ∇h + εA and ∇j + δB soient coercifs. Soit σ ∈ [max{ε, δ},+∞[,
soit (c∗n)n∈N une suite dans X ∗ telle que c∗n → 0, et soit (d∗n)n∈N une suite dans Y∗ telle que
d∗n → 0. On itère
pour n = 0, 1, . . .
(γn, µn) ∈ [ε, σ]× [δ, σ]
an = (∇h + γnA)−1
(∇h(xn)− γnL∗y∗n + c∗n)
a∗n = γ
−1
n
(∇h(xn)−∇h(an) + c∗n)− L∗y∗n
bn = (∇j + µnB)−1
(∇j(Lxn) + µny∗n + d∗n)
b∗n = µ
−1
n
(∇j(Lxn)−∇j(bn) + d∗n)+ y∗n
Hn =
{
(x, y∗) ∈ X ∣∣ 〈x, a∗n + L∗b∗n〉+ 〈bn − Lan, y∗〉 6 〈an, a∗n〉 + 〈bn, b∗n〉}
(xn+1/2, y
∗
n+1/2) = P
f
Hn
(xn, y
∗
n)(
xn+1, y
∗
n+1
)
= Qf
(
(x0, y
∗
0), (xn, y
∗
n), (xn+1/2, y
∗
n+1/2)
)
.
(3.37)
Alors (3.37) engendre des suites infinies (xn)n∈N et (y∗n)n∈N et les propriétés suivantes sont
satisfaites :
(i)
∑
n∈ND
f(xn+1, xn) < +∞ et
∑
n∈ND
g∗(y∗n+1, y
∗
n) < +∞.
(ii)
∑
n∈ND
f(xn+1/2, xn) < +∞ et
∑
n∈ND
g∗(y∗n+1/2, y
∗
n) < +∞.
(iii) Supposons que f , g∗, h, et j satisfassent la Condition 3.12 et que ∇h et ∇j soient
uniformément continus sur les sous-ensembles bornés de int domh et int dom j,
respectivement. Alors xn → x et y∗n → y∗.
Démonstration. (i)–(ii) : Raisonner comme dans la démonstration du Théorème 2.24(i)&(ii).
(iii) : Notons que (c∗n)n∈N et (d
∗
n)n∈N sont bornées. Comme dans (2.91), (2.97),
(2.98), et (2.99), on déduit que
(xn)n∈N ∈ (int dom f)N, (y∗n)n∈N ∈ (int dom g∗)N, (an)n∈N ∈ (int domh)N,
(bn)n∈N ∈ (int dom j)N, (a∗n)n∈N, et (b∗n)n∈N sont bornées. (3.38)
D’une part, comme (ii) implique que Df(xn+1/2, xn) → 0 et Dg∗(y∗n+1/2, y∗n) → 0, et
comme f et g∗ vérifient la Condition 3.12, on obtient
xn+1/2 − xn → 0 et y∗n+1/2 − y∗n → 0. (3.39)
D’autre part, on déduit de (3.37) que (∀n ∈ N) (xn+1/2, y∗n+1/2) ∈Hn, et donc
(∀n ∈ N) 〈xn+1/2, a∗n + L∗b∗n〉+ 〈bn − Lan, y∗n+1/2〉 6 〈an, a∗n〉+ 〈bn, b∗n〉. (3.40)
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Par conséquent,
(∀n ∈ N) ‖xn − xn+1/2‖ ‖a∗n + L∗b∗n‖+ ‖bn − Lan‖ ‖y∗n − y∗n+1/2‖
>
〈
xn − xn+1/2, a∗n + L∗b∗n
〉
+
〈
bn − Lan, y∗n − y∗n+1/2
〉
>
〈
xn, a
∗
n + L
∗b∗n
〉
+
〈
bn − Lan, y∗n
〉− 〈an, a∗n〉− 〈bn, b∗n〉
=
〈
xn − an, a∗n + L∗y∗n
〉
+
〈
Lxn − bn, b∗n − y∗n
〉
= γ−1n
〈
xn − an,∇h(xn)−∇h(an) + c∗n
〉
+ µ−1n
〈
Lxn − bn,∇j(Lxn)−∇j(bn) + d∗n
〉
> γ−1n
(
Dh(xn, an) +D
h(an, xn)− ‖c∗n‖ ‖xn − an‖
)
+ µ−1n
(
Dj(Lxn, bn) +D
j(bn, Lxn)− ‖d∗n‖ ‖Lxn − bn‖
)
> σ−1
(
Dh(xn, an) +D
j(Lxn, bn)
)
− ε−1‖c∗n‖ ‖xn − an‖ − δ−1‖d∗n‖ ‖Lxn − bn‖. (3.41)
Ainsi
(∀n ∈ N) Dh(xn, an) +Dj(Lxn, bn) 6 σ‖xn − xn+1/2‖ ‖a∗n + L∗b∗n‖
+ σ‖bn − Lan‖ ‖y∗n − y∗n+1/2‖ + σε−1‖c∗n‖ ‖xn − an‖+ σδ−1‖d∗n‖ ‖Lxn − bn‖.
(3.42)
En faisant tendre n vers +∞ dans (3.42) et ensuite en utilisant (3.39), on obtient
Dh(xn, an)→ 0 et Dj(Lxn, bn)→ 0. (3.43)
Comme h et j satisfont la Condition 3.12, il résulte de (3.43) que
xn − an → 0 et Lxn − bn → 0. (3.44)
Par suite, puisque ∇h et ∇j sont uniformément continus sur les sous-ensembles bornés
de int dom h et int dom j, respectivement, et puisque c∗n → 0 et d∗n → 0, il vient
γ−1n
(∇h(xn)−∇h(an) + c∗n)→ 0 et µ−1n (∇j(Lxn)−∇j(bn) + d∗n)→ 0. (3.45)
En combinant avec (3.37), on obtient
a∗n + Ly
∗
n → 0 et b∗n − y∗n → 0, (3.46)
ce qui implique que
a∗n + L
∗b∗n → 0. (3.47)
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Maintenant, soit x = (x, y∗) ∈ W(xn)n∈N, i.e., xkn ⇀ x. Alors xkn ⇀ x et y∗kn ⇀ y∗.
Par suite, on déduit de (3.44), (3.46), (3.47), et (3.37) que
akn ⇀ x,
b∗kn ⇀ y
∗,
bkn − Lakn → 0,
a∗kn + L
∗b∗kn → 0,
(akn , a
∗
kn
) ∈ graA,
(bkn , b
∗
kn
) ∈ graB.
(3.48)
Ainsi, la Proposition 2.11(iii) et (3.38) impliquent que (x, y∗) ∈ Z ∩ domf , i.e.,
W(xn)n∈N ⊂ Z ∩ dom f . La convergence résulte donc de la Proposition 2.14(vii) et
de (3.36).
Remarque 3.14 Comparons le Théorème 2.24 et la Proposition 3.13. Dans les algo-
rithmes (2.65) et (3.37), à chaque itération n ∈ N, les opérateurs monotonesA et B sont
activés via les opérateurs (∇h+ γnA)−1 et (∇j+µnB)−1 pour construire (an, a∗n) ∈ graA
et (bn, b∗n) ∈ graB. Dans l’algorithme (2.65), ces points sont déterminés par une résolu-
tion du problème
trouver (a, a∗) ∈ graA tel que 0 = ∇h(a)−∇h(xn) + γnL∗y∗n + γna∗, (3.49)
et
trouver (b, b∗) ∈ graB tel que 0 = ∇j(b)−∇j(Lxn) + µny∗n + µnb∗. (3.50)
Notons que (3.49) et (3.50) peuvent être difficiles à résoudre exactement. Par consé-
quent, les résolutions approchées sont considérées dans l’algorithme (3.37), i.e., on
cherche une solution (an, a∗n) du problème
trouver (a, a∗) ∈ graA tel que c∗n = ∇h(a)−∇h(xn) + γnL∗y∗n + γna∗, (3.51)
et une solution (bn, b∗n) du problème
trouver (b, b∗) ∈ graB tel que d∗n = ∇j(b)−∇j(Lxn) + µny∗n + µnb∗. (3.52)
Remarque 3.15 Dans la Proposition 3.13, supposons que X et Y soient hilbertiens, que
f = h = ‖ · ‖2/2, et que g = j = ‖ · ‖2/2. Les suites d’erreurs (c∗n)n∈N et (d∗n)n∈N peuvent
être choisies suivant l’une des règles suivantes.
(i) (∀n ∈ N)
{
‖c∗n‖ 6 θmax{‖xn − an‖, γn‖a∗n + L∗y∗n‖};
‖d∗n‖ 6 θmax{‖Lxn − bn‖, µn‖b∗n − y∗n‖},
où θ ∈ [0, 1[.
Ce type d’erreurs est utilisé dans [9].
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(ii) (∀n ∈ N) γ−2n ‖c∗n‖2 + µ−2n ‖d∗n‖2 6 θ
(‖xn − an‖2 + ‖Lxn − bn‖2) où θ ∈ [0, σ−1[. On
récupère le résultat de [6] pour le cas de somme de deux opérateurs monotones
et L = Id .
Démonstration. Il suffit de montrer que c∗n → 0 et d∗n → 0.
(i) : D’abord, on montre que
(∀n ∈ N) 〈xn − an, a∗n + L∗y∗n〉 > (1− θ)max{γ−1n ‖xn− an‖2, γn‖a∗n+L∗y∗n‖2}. (3.53)
On fixe n ∈ N et on considère deux cas.
(a) Si ‖xn−an‖ 6 γn‖a∗n+L∗y∗n‖ alors ‖c∗n‖ 6 θγn‖a∗n+L∗bn ∗‖. Par suite, on déduit
de (3.37) que〈
xn − an, a∗n + L∗y∗n
〉
=
〈
γn(a
∗
n + L
∗y∗n)− c∗n, a∗n + L∗y∗n
〉
= γn‖a∗n + L∗y∗n‖2 −
〈
c∗n, a
∗
n + L
∗y∗n
〉
> γn(1− θ)‖a∗n + L∗y∗n‖2
= (1− θ)max{γ−1n ‖xn − an‖2, γn‖a∗n + L∗y∗n‖2}. (3.54)
(b) Si ‖xn − an‖ > γn‖a∗n + L∗y∗n‖ alors ‖c∗n‖ 6 θ‖xn − an‖. Par suite, on déduit de
(3.37) que〈
xn − an, a∗n + L∗y∗n
〉
= γ−1n
〈
xn − an, xn − an + c∗n
〉
= γ−1n ‖xn − an‖2 + γ−1n
〈
xn − an, c∗n
〉
> γ−1n (1− θ)‖xn − an‖2
= (1− θ)max{γ−1n ‖xn − an‖2, γn‖a∗n + L∗y∗n‖2}. (3.55)
Par le même raisonnement,
(∀n ∈ N) 〈Lxn − bn, b∗n − y∗n〉 > (1− θ)max{µ−1n ‖Lxn − bn‖2, µn‖b∗n − y∗n‖2}. (3.56)
Il résulte de (3.40), de (3.53), et de (3.56) que
(∀n ∈ N) ‖xn − xn+1/2‖ ‖a∗n + L∗b∗n‖+ ‖bn − Lan‖ ‖y∗n − y∗n+1/2‖
>
〈
xn − xn+1/2, a∗n + L∗b∗n
〉
+
〈
bn − Lan, y∗n − y∗n+1/2
〉
>
〈
xn, a
∗
n + L
∗b∗n
〉
+
〈
bn − Lan, y∗n
〉− 〈an, a∗n〉− 〈bn, b∗n〉
=
〈
xn − an, a∗n + L∗y∗n
〉
+
〈
Lxn − bn, b∗n − y∗n
〉
= (1− θ)max{γ−1n ‖xn − an‖2, γn‖a∗n + L∗y∗n‖2}
+ (1− θ)max{µ−1n ‖Lxn − bn‖2, µn‖b∗n − y∗n‖2}. (3.57)
Par suite, (3.38) et (3.39) impliquent que
max{γ−1n ‖xn−an‖2, γn‖a∗n+L∗y∗n‖2}+max{µ−1n ‖Lxn−bn‖2, µn‖b∗n−y∗n‖2} → 0. (3.58)
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Il en découle que
γ−1n ‖xn − an‖2 → 0,
γn‖a∗n + L∗y∗n‖2 → 0,
µ−1n ‖Lxn − bn‖2 → 0,
µn‖b∗n − y∗n‖2 → 0.
(3.59)
Par conséquent, c∗n → 0 et d∗n → 0.
(ii) : On déduit de (3.40), de (3.53), et de (3.56) que
(∀n ∈ N) ‖xn − xn+1/2‖ ‖a∗n + L∗b∗n‖+ ‖bn − Lan‖ ‖y∗n − y∗n+1/2‖
>
〈
xn − xn+1/2, a∗n + L∗b∗n
〉
+
〈
bn − Lan, y∗n − y∗n+1/2
〉
>
〈
xn, a
∗
n + L
∗b∗n
〉
+
〈
bn − Lan, y∗n
〉− 〈an, a∗n〉− 〈bn, b∗n〉
=
〈
xn − an, a∗n + L∗y∗n
〉
+
〈
Lxn − bn, b∗n − y∗n
〉
= γ−1n
〈
xn − an, xn − an + c∗n
〉
+ µ−1n
〈
Lxn − bn, Lxn − bn + d∗n
〉
> γ−1n ‖xn − an‖2 − γ−1n ‖c∗n‖ ‖xn − an‖
+ µ−1n ‖Lxn − bn‖2 − µ−1n ‖d∗n‖ ‖Lxn − bn‖
> γ−1n ‖xn − an‖2 + µ−1n ‖Lxn − bn‖2
− (γ−1n ‖c∗n‖ ‖xn − an‖+ µ−1n ‖d∗n‖ ‖Lxn − bn‖)
> σ−1
(‖xn − an‖2 + ‖Lxn − bn‖2)
−
√
γ−2n ‖c∗n‖2 + µ−2n ‖d∗n‖2
√
‖xn − an‖2 + ‖Lxn − bn‖2
> (σ−1 − θ)(‖xn − an‖2 + ‖Lxn − bn‖2). (3.60)
Ainsi ‖xn − an‖ → 0 et ‖Lxn − bn‖ → 0. Par conséquent, c∗n → 0 et d∗n → 0.
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Chapitre 4
Approximations bregmaniennes
successives de l’ensemble de
Kuhn-Tucker d’inclusions monotones
Dans le Théorème 2.5, (x0, y∗0) est un point de référence duquel on veut s’éloigner au
minimum (par exemple parce que c’est la solution d’un problème voisin). Dans ce cha-
pitre, on cherche un point de Kuhn-Tucker quelconque. À chaque itération, les opéra-
teurs monotones sont activés via leurs résolvantes au sens des distances de Bregman
pour construire des points dans leurs graphes. Ces points sont utilisés pour construire
un demi-espace contenant l’ensemble de Kuhn-Tucker associé au système. La mise à jour
primale-duale est ensuite obtenue via une projection relaxée, basée sur les distances de
Bregman, de l’itérée courante sur ce demi-espace. Ce travail étend la méthode proposée
dans [1] qui utilise la métrique classique dans les espaces hilbertiens.
4.1 Introduction et notations
Dans ce chapitre, nous considérons le problème suivant.
Problème 4.1 Soient X et Y des espaces de Banach réels réflexifs tels que X 6= {0} et
Y 6= {0}, soitX l’espace vectoriel X×Y∗ muni de la norme (x, y∗) 7→
√
‖x‖2 + ‖y∗‖2, soit
X
∗ le dual topologique de X , i.e., X ∗ × Y muni de la norme (x∗, y) 7→ √‖x∗‖2 + ‖y‖2,
soient A : X → 2X ∗ et B : Y → 2Y∗ maximalement monotones, et soit L ∈ B (X ,Y).
Considérons l’inclusion primale
trouver x ∈ X tel que 0 ∈ Ax+ L∗BLx, (4.1)
l’inclusion duale
trouver y∗ ∈ Y∗ tel que 0 ∈ −LA−1(−L∗y∗) +B−1y∗, (4.2)
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et désignons par
Z =
{
(x, y∗) ∈ X ∣∣ −L∗y∗ ∈ Ax et Lx ∈ B−1y∗} (4.3)
l’ensemble de Kuhn-Tucker y associé. Le problème est de trouver un élément de Z. Les
ensembles des solutions de (4.1) et de (4.2) sont notés P et D , respectivement.
Nous avons montré, dans la Proposition 2.11 du Chapitre 2, que Z est un sous-
ensemble convexe fermé de P × D et donc un point dans cet ensemble donne une
solution primale-duale du Problème 4.1. De plus, une telle solution est obtenue dans le
Problème 2.2 en cherchant dans Z la meilleure approximation basée sur une distance de
Bregman d’un point de référence. Dans ce chapitre, nous proposons une méthode pour
trouver un point a priori arbitraire dans Z en utilisant les projections successives sur les
demi-espaces séparant l’itérée courante et Z. Ce résultat unifie et étend les travaux de
[4] où L = Id et les travaux de [1], où X et Y sont hilbertiens.
Notation 4.2 Les symboles ⇀ et→ représentent la convergence faible et forte, respec-
tivement. L ’ensemble de tous points faiblement adhérents d’une suite (xn)n∈N est noté
W(xn)n∈N. Une fonction f : X → ]−∞,+∞] est coercive si lim‖x‖→+∞ f(x) = +∞ et su-
percoercive si lim‖x‖→+∞ f(x)/‖x‖ = +∞. Soit f ∈ Γ0(X ) une fonction de Legendre (i.e.
f est essentiellement lisse au sens où ∂f est à la fois localement borné et univoque sur son
domaine, et essentiellement strictement convexe au sens où ∂f ∗ est localement borné sur
son domaine et f est strictement convexe sur les sous-ensembles convexes de dom ∂f).
Alors la distance de Bregman associée à f est
Df : X ×X → [0,+∞]
(x, y) 7→
{
f(x)− f(y)− 〈x− y,∇f(y)〉, si y ∈ int dom f ;
+∞, sinon.
(4.4)
De plus, soit g ∈ Γ0(X ) Gâteaux différentiable sur int dom g ⊃ int dom f . Alors
f < g ⇔ (∀x ∈ dom f)(∀y ∈ int dom f) Df(x, y) > Dg(x, y). (4.5)
Un opérateurM : X → 2X ∗ est coercif si
(∃ z ∈ domM) lim
‖x‖→+∞
inf
〈x− z,Mx〉
‖x‖ = +∞. (4.6)
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4.2 Projections successives basées sur une distance de
Bregman
Soit f ∈ Γ0(X ) une fonction de Legendre et soit C ⊂ X un sous-ensemble convexe
fermé tel que C ∩ int domf 6= ∅. Alors le Df -projecteur sur C est
P fC : int domf → C ∩ int domf
y 7→ argmin
x∈C
Df (x,y).
(4.7)
Par ailleurs, [3, Proposition 3.32 et Corollary 3.35] affirment que FixP fC = C∩ int domf
et que
(∀x ∈ C∩ int domf )(∀y ∈ int domf ) Df(x, P fCy)+Df(P fCy,y) 6 Df(x,y). (4.8)
Exemple 4.3 Soit η ∈ ]0,+∞[, soit s∗ ∈ X ∗\{0}, soit C = {x ∈ X ∣∣ 〈x, s∗〉 6 η}, et soit
f ∈ Γ0(X ) une fonction de Legendre telle que C ∩ int domf 6= ∅. Il résulte de (4.7) que
P fC : int domf → C∩ int domf . Maintenant, soit y ∈ int domf . Si y ∈ C alors P fCy = y.
Sinon, 〈y, s∗〉 > η. Soit bdryC = {x ∈ X ∣∣ 〈x, s∗〉 = η} la frontière de C. Comme
C∩int domf 6= ∅ et (X\C)∩int domf = {y} 6= ∅, on obtient (bdryC)∩int domf 6= ∅.
On alors déduit de [3, Corollary 3.35(ii)] que
z = P fbdryCy ⇔ [z ∈ bdryC] et [bdryC ⊂ Hf(y, z)]
⇔ [z ∈ bdryC] et [(∃θ ∈ R) θs∗ = ∇f(y)−∇f(z)]
⇔ [(∃θ ∈ R) 〈∇f∗(∇f(y)− θs∗), s∗〉 = η] et [z = ∇f ∗(∇f(y)− θs∗)]. (4.9)
Ensuite, supposons que z et θ satisfassent (4.9). Alors, il résulte de la monotonie de ∇f
que
θ
( 〈y, s∗〉 − 〈z, s∗〉 ) = 〈y − z,∇f (y)−∇f (z)〉 > 0, (4.10)
et comme 〈y, s∗〉 − 〈z, s∗〉 > 0, on obtient θ > 0. De plus,
(∀x ∈ C) 〈x− z, f(y)−∇f (z)〉 = θ 〈x− y, s∗〉 = θ( 〈x, s∗〉−〈y, s∗〉 ) < 0, (4.11)
et donc z ∈ bdryC ⊂ C ⊂ Hf(y, z). Il donc résulte de [3, Corollary 3.35(ii)] que
P fCy = z = ∇f∗(∇f(y)− θs∗), où θ ∈ ]0,+∞[ vérifie
〈∇f ∗(∇f (y)− θs∗), s∗〉 = η.
Le résultat suivant considère le problème de trouver un point dans un sous-ensemble
convexe fermé en utilisant les projections successives basées sur une distance de Breg-
man sur des demi-espaces qui le contiennent. Ce résultat est démontré sous d’autres
hypothèses dans [3, Section 4.2].
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Proposition 4.4 Soit f ∈ Γ0(X ) une fonction de Legendre, soit C un sous-ensemble
convexe fermé de X tel que C ∩ int domf 6= ∅, soit ε ∈ ]0, 1[, et soit x0 ∈ int domf . À
chaque itération n ∈ N, on cherche un demi-espace affine fermé Hn ⊂ X tel que C ⊂Hn,
on prend λn ∈ ]ε, 1], et on itère
xn+1 = ∇f ∗
(
(1− λn)∇f(xn) + λn∇f
(
P fHnxn
))
. (4.12)
Supposons que (∀x ∈ int domf ) Df(x, ·) soit coercive. Alors les propriétés suivantes sont
satisfaites :
(i) Soit x ∈ C ∩ int domf . Alors (Df(x,xn))n∈N est bornée.
(ii) (xn)n∈N est une suite bornée dans int domf .
(iii)
∑
n∈ND
f (P fHnxn,xn) < +∞.
(iv) Supposons que pour tout y1 ∈ X et pour tout y2 ∈ X ,
y1 ∈W(xn)n∈N ∩C
y2 ∈W(xn)n∈N ∩C(〈
y1 − y2,∇f (xn)
〉)
n∈N
converge
⇒ y1 = y2. (4.13)
De plus, supposons que W(xn)n∈N ⊂ C ∩ int domf . Alors (xn)n∈N converge vers
un point dans C ∩ int domf .
Démonstration. Notons d’abord que
(∀n ∈ N) ∅ 6= C ∩ int domf ⊂Hn ∩ int domf , (4.14)
et il donc résulte de (4.7) que
(∀n ∈ N) P fHn : int domf →Hn ∩ int domf . (4.15)
Par ailleurs, d’après [2, Theorem 5.10], ∇f : int domf → int domf ∗ est bijective
avec pour inverse ∇f∗ : int domf∗ → int domf . Par suite, en utilisant le fait que
x0 ∈ int domf , (4.12), (4.15), et le raisonnement par récurrence, on déduit que
(xn)n∈N ∈ (int domf )N est bien définie. (4.16)
Ensuite,on déduit de (4.12), du Lemme 7.6, et de (4.8) que
(∀x ∈ C ∩ domf )(∀n ∈ N)
Df (x,xn+1) 6 (1− λn)Df(x,xn) + λnDf
(
x, P fHnxn
)
6 (1− λn)Df(x,xn) + λn
(
Df(x,xn)−Df
(
P fHnxn,xn
))
= Df(x,xn)− λnDf
(
P fHnxn,xn
)
6 Df(x,xn). (4.17)
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(i)–(ii) : Soit x ∈ C ∩ int domf . Comme (4.17) implique que (Df(x,xn))n∈N est
décroissante, elle converge. Ainsi (Df(x,xn))n∈N est bornée. Par suite, comme Df(x, ·)
est coercive, (xn)n∈N est bornée.
(iii) : Soit x ∈ C ∩ int domf . On déduit de (4.17) que∑
n∈N
Df
(
P fHnxn,xn
)
6 ρ−1
∑
n∈N
(
Df(x,xn)−Df(x,xn+1)
)
6 ρ−1Df (x,x0). (4.18)
(iv) : Comme X est réflexif, on déduit de (ii) que W(xn)n∈N 6= ∅. Pour montrer la
convergence, il suffit de montrer que (xn)n∈N admet au plus un séquentiellement faible-
ment adhérent. On suppose que y1 ∈ W(xn)n∈N et y2 ∈ W(xn)n∈N. Alors y1 et y2 sont
dansC∩ int domf . Par suite, il résulte de (4.17) que (Df(y1,xn))n∈N et (Df(y2,xn))n∈N
convergent. En outre, comme
(∀n ∈ N) 〈y1 − y2,∇f (xn)〉 = f (y1)− f (y2)−Df (y1,yn) +Df(y2,xn), (4.19)
on déduit que (〈y1 − y2,∇f (xn)〉))n∈N converge et donc (4.13) implique que y1 = y2.
Remarque 4.5 La Proposition 4.4 requiert l’évaluation de la projection au sens d’une
distance de Bregman sur des demi-espaces. Au vu de l’Exemple 4.3, ceci revient à ré-
soudre une équation dans ]0,+∞[.
Remarque 4.6 Soient X un espace de Banach réel réflexif, f ∈ Γ0(X ) Gâteaux diffé-
rentiable sur int domf 6= ∅, (xn)n∈N ∈ (int domf)N, et C ⊂ X . Supposons que
(∀x ∈ C ∩ domf )(∀n ∈ N) Df(x,xn+1) 6 Df(x,xn). (4.20)
De plus, supposons qu’une des conditions suivantes soit satisfaite :
(i) C ∩ domf est un singleton.
(ii) C ⊂ int domf est convexe, f |C est strictement convexe, et ∇f |C est faiblement
séquentiellement continu.
(iii) X est de dimension finie, f est une fonction de Legendre telle que dom f ∗ est
ouvert, et C ∩ domf 6= ∅.
(iv) W(xn)n∈N ⊂ int domf , f |int domf est strictement convexe, et ∇f est faiblement
séquentiellement continu.
(v) C ∩ int domf 6= ∅ et f est une fonction de Legendre telle que dom f∗ est ouvert
et que ∇f et ∇f∗ sont faiblement séquentiellement continus.
Alors (4.13) est vérifiée.
Démonstration. (i)–(iii) : [3, Examples 4.6, 4.7, 4.9].
(iv) : Soient y1 ∈W(xn)n∈N∩C et y2 ∈W(xn)n∈N∩C, i.e., xkn ⇀ y1 et xln ⇀ y2.
Alors (4.20) implique que (Df(y1,xn))n∈N et (D
f(y2,xn))n∈N sont convergentes. Comme
(∀n ∈ N) 〈y1 − y2,∇f (xn)〉 = Df (y1,xn)−Df (y2,xn)− f (y1) + f(y2), (4.21)
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on déduit que (
〈
y1 − y2,∇f (xn)
〉
)n∈N converge. Par conséquent, en passant à la limite
dans les sous-suites (xkn)n∈N et (xln)n∈N, on obtient
〈
y1 − y2,∇f(y1)−∇f (y2)
〉
, et
ainsi, la monotone stricte de ∇f implique que y1 = y2.
(v)⇒(iv) : Soient x ∈ W(xn)n∈N et x ∈ C ∩ int domf . Alors il existe une suite
strictement croissante (kn)n∈N dans N telle que xkn ⇀ x. D’après [2, Theorem 5.9],
∇f (x) ∈ int domf ∗ et il résulte de [2, Lemma 7.3(v)] que Df∗(·,∇f(x)) est coercive.
Comme (4.20) implique que (Df(x,xkn))n∈N est bornée et comme [2, Lemma 7.3(vii)]
affirme que
(∀n ∈ N) Df∗(∇f (xkn),∇f(x)) = Df(x,xkn), (4.22)
on déduit que (∇f (xkn))n∈N est bornée. Ensuite, soient x∗ ∈ X ∗ et (pkn)n∈N une suite
strictement croissante dans N tels que ∇f (xpkn ) ⇀ x∗. Comme [2, Lemma 7.3(ii)]
affirme que Df
∗
(·,∇f(x)) est semi-continue inférieurement, on déduit de (4.22) que
Df
∗
(x∗,∇f (x)) 6 limDf∗(∇f (xpkn ),∇f(x)) 6 limDf(x,xpkn ) < +∞, (4.23)
ce qui montre que x∗ ∈ dom f∗ = int domf∗. Ainsi, d’après [2, Theorem 5.10], il existe
x1 ∈ int domf tel que x∗ = ∇f(x1). Puisque ∇f∗ est faiblement séquentiellement
continu, x ↼ xpkn = ∇f ∗
(∇f(xpkn )) ⇀ ∇f∗(x∗) = x1. Par conséquent, x = x1 ∈
int domf .
4.3 Approximation d’un point de Kuhn-Tucker
Nous utilisons la condition suivante dans la suite.
Condition 4.7 Soit f ∈ Γ0(X ) Gâteaux différentiable sur int dom f 6= ∅. Pour toute
suite (xn)n∈N dans int dom f et toute suite bornée (yn)n∈N dans int dom f ,
Df(xn, yn)→ 0 ⇒ xn − yn → 0. (4.24)
Nous déduisons de la Proposition 4.4 le résultat suivant pour résoudre le Pro-
blème 4.1.
Théorème 4.8 Considérons le Problème 4.1. Soient f ∈ Γ0(X ) et g ∈ Γ0(Y) des fonctions
de Legendre. On pose
f : X → ]−∞,+∞] : (x, y∗) 7→ f(x) + g∗(y∗), (4.25)
et on suppose que Z ∩ int domf 6= ∅. De plus, on suppose que pour tout x ∈ int dom f
et pour tout y∗ ∈ int dom g∗, Df(x, ·) et Dg∗(y∗, ·) soient coercives. Soient h ∈ Γ0(X ) et
j ∈ Γ0(Y) des fonctions de Legendre telles que int dom f ⊂ int dom h, L(int dom f) ⊂
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int dom j, et qu’il existe ε et δ dans ]0,+∞[ tels que ∇h + εA et ∇j + δB soient coercifs.
Soit σ ∈ [max{ε, δ},+∞[, soit ρ ∈ ]0, 1[, soit (x0, y∗0) ∈ int dom f × int dom g∗. On itère
pour n = 0, 1, . . .
(γn, µn) ∈ [ε, σ]× [δ, σ]
an = (∇h+ γnA)−1
(∇h(xn)− γnL∗y∗n)
a∗n = γ
−1
n
(∇h(xn)−∇h(an))− L∗y∗n
bn = (∇j + µnB)−1
(∇j(Lxn) + µny∗n)
b∗n = µ
−1
n
(∇j(Lxn)−∇j(bn))+ y∗n
si ‖a∗n + L∗b∗n‖2 + ‖bn − Lan‖2 = 0 x = any∗ = b∗n
terminer.
Hn =
{
(x, y∗) ∈ X ∣∣ 〈x, a∗n + L∗b∗n〉+ 〈bn − Lan, y∗〉 6 〈an, a∗n〉+ 〈bn, b∗n〉}
(xn+1/2, y
∗
n+1/2) = P
f
Hn
(xn, y
∗
n)
λn ∈ [ρ, 1]
xn+1 = ∇f ∗
(
(1− λn)∇f(xn) + λn∇f(xn+1/2)
)
y∗n+1 = ∇g
(
(1− λn)∇g∗(y∗n) + λn∇g∗(y∗n+1/2)
)
.
(4.26)
Alors (4.26) converge vers une solution (x, y∗) ∈ Z en un nombre fini d’itérations ou il
engendre deux suites infinies (xn)n∈N et (y∗n)n∈N telles que les propriétés suivantes soient
satisfaites :
(i) (xn)n∈N est une suite bornée dans int dom f et (y∗n)n∈N est une suite bornée dans
int dom g∗.
(ii)
∑
n∈ND
f(xn+1/2, xn) +
∑
n∈ND
g∗(y∗n+1/2, y
∗
n) < +∞.
(iii) Supposons que les conditions suivantes soient satisfaites :
(a) f , h, g∗, et j vérifient la Condition 4.7.
(b) ∇f et ∇g∗ sont faiblement séquentiellement continus.
(c) Ou bien ∇h et ∇j sont uniformément continus sur les sous-ensembles bornés
de int dom h et int dom j, respectivement, ou bien h∗ et j∗ vérifient la Condi-
tion 4.7 et il existe α et β dans ]0,+∞[ tels que f < αh et f < βj ◦ L.
(d) Ou bien P ⊂ int dom f et D ⊂ int dom g∗ ou bien dom f ∗, dom g sont ouverts
et ∇f ∗, ∇g sont faiblement séquentiellement continus.
Alors xn ⇀ x ∈ P, yn ⇀ y∗ ∈ D , et (x, y∗) ∈ Z.
Démonstration. Comme dans (2.76), les opérateurs ((∇h + γnA)−1)n∈N et (∇j +
µnB)
−1)n∈N sont bien définis, univoques, et coercifs. Tout d’abord, supposons qu’il existe
n ∈ N tel que Lan = bn et a∗n = −L∗b∗n. Comme (4.26) implique que (an, a∗n) ∈ graA et
(bn, b
∗
n) ∈ graB, on obtient −L∗b∗n = a∗n ∈ Aan et Lan = bn ∈ B−1b∗n, i.e., (an, b∗n) ∈ Z.
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graA
P
D
P ×D (an, a∗n)
(bn, b
∗
n)
(tn, s
∗
n) = (bn − an, a∗n + b∗n)
Hn
(xn, y
∗
n)
(x0, y
∗
0)
(xn+1, y
∗
n+1)
graB
X
Y∗
Z
FIGURE 4.1 – Approximations successives des points de Kuhn-Tucker.
Ainsi l’algorithme se termine en (x, y∗) = (an, b∗n) ∈ Z. Maintenant, supposons que l’al-
gorithme (4.26) engendre des suites infinies (xn)n∈N et (y∗n)n∈N. Comme dans (2.70), f
est une fonction de Legendre. En outre, il résulte de la Proposition 2.11(ii)(b) que
(∀n ∈ N) ∅ = Z ⊂Hn. (4.27)
Ensuite, posons
(∀n ∈ N) xn = (xn, y∗n) et xn+1/2 = (xn+1/2, y∗n+1/2). (4.28)
Alors on récrit (4.26) comme suit
(∀n ∈ N)
{
xn+1/2 = P
f
Hn
xn,
xn+1 = ∇f∗
(
(1− λn)∇f(xn) + λn∇f(xn+1/2)
)
.
(4.29)
On montre ensuite que (∀x ∈ int domf) Df(x, ·) est coercive. En fait, soit x =
(x, y∗) ∈ int domf et soit η ∈ ]0,+∞[. Comme {z = (u, v∗) ∈ X ∣∣ Df(x, z)  η} ⊂{
u ∈ X ∣∣Df(x, u)  η}×{v∗ ∈ Y∗ ∣∣ Dg∗(y∗, v∗)  η} et deux ensembles dans le membre
de droite de cette inclusion sont bornés [5, Page 100], l’ensemble dans le membre de
gauche de l’inclusion ci-dessus est borné, et ainsi Df(x, ·) est coercive.
(i) : Il résulte de la Proposition 4.4(ii) que (xn)n∈N est une suite bornée dans
int domf , ce qui implique que (xn)n∈N est une suite bornée dans int dom f et (y∗n)n∈N
est une suite bornée dans int dom g∗.
76
(ii) : La Proposition 4.4(iii) implique que∑
n∈N
Df(xn+1/2, xn) +
∑
n∈N
Df(y∗n+1/2, y
∗
n) =
∑
n∈N
Df (xn+1/2,xn) < +∞. (4.30)
(iii) : Premièrement, il résulte de (i) que W(xn)n∈N 6= ∅. Ensuite, on démontre que
W(xn)n∈N ⊂ Z. On suppose que x = (x, y∗) ∈W(xn)n∈N, i.e., xkn ⇀ x. Alors
xkn ⇀ x et y
∗
kn ⇀ y
∗. (4.31)
On déduit de (ii) que
Df(xkn+1/2, xkn)→ 0 et Dg
∗
(y∗kn+1/2, y
∗
kn)→ 0. (4.32)
Ainsi, comme f et g∗ vérifient la Condition 4.7, on obtient
xkn+1/2 − xkn → 0 et y∗kn+1/2 − y∗kn → 0. (4.33)
Par ailleurs, on déduit de (4.26) et de (4.29) que
(∀n ∈ N) 〈xkn+1/2, a∗kn + L∗b∗kn〉+〈bkn − Lakn , y∗kn+1/2〉 6 〈akn , a∗kn〉+〈bkn , b∗kn〉 , (4.34)
et donc
(∀n ∈ N) σ−1(Dh(xkn , akn) +Dj(Lxkn , bkn))
6 σ−1
(
Dh(xkn , akn) +D
h(akn, xkn) +D
j(Lxkn , bknn) +D
j(bkn, Lxkn)
)
6 γ−1kn 〈xkn − akn ,∇h(xkn)−∇h(akn)〉+ µ−1kn 〈Lxkn − bkn ,∇j(Lxkn)−∇j(bkn)〉
=
〈
xkn − akn, a∗kn + L∗y∗kn
〉
+
〈
Lxkn − bkn , b∗kn − y∗kn
〉
=
〈
xkn , a
∗
kn + L
∗b∗kn
〉
+
〈
bkn − Lakn , y∗kn
〉− 〈akn , a∗kn〉− 〈bkn , b∗kn〉
6
〈
xkn − xkn+1/2, a∗kn + L∗b∗kn
〉
+
〈
bkn − Lakn , y∗kn − y∗kn+1/2
〉
6 ‖xkn − xkn+1/2‖ ‖a∗kn + L∗b∗kn‖+ ‖bkn − Lakn‖ ‖y∗kn − y∗kn+1/2‖. (4.35)
On considère deux cas.
• Si ∇h et ∇j sont uniformément continus sur les sous-ensembles bornés de
int dom h et int dom j, respectivement, alors le Lemme 2.22 implique que
(∇h(xkn))n∈N et (∇j(Lxkn))n∈N sont bornées et donc il résulte du Lemme 2.19
et de (4.26) que (akn)n∈N et (bkn)n∈N sont bornées. Par suite, (∇h(akn))n∈N et
(∇j(bkn))n∈N, et donc (a∗kn)n∈N et (b∗kn)n∈N, sont bornées. Ainsi, on déduit de
(4.35) que Dh(xkn, akn) → 0 et Dj(Lxkn , bkn) → 0, et ainsi, comme h et j véri-
fient la Condition 4.7, xkn−akn → 0 et Lxkn− bkn → 0. Ceci et (4.31) impliquent
que
akn ⇀ x et Lakn − bkn → 0. (4.36)
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De plus, ∇h(akn)−∇h(xkn)→ 0 et ∇j(Lxkn)−∇j(bkn)→ 0. Par suite, il résulte
de (4.26) que a∗kn + L
∗y∗kn → 0 et b∗kn − y∗kn → 0, et ainsi
b∗kn ⇀ y
∗ et a∗kn + L
∗b∗kn → 0. (4.37)
Par conséquent, on déduit de (4.36), de (4.37), et de la Proposition 2.11(iii) que
(x, y∗) ∈ Z.
• Supposons que h∗ et j∗ satisfassent la Condition 4.7 et qu’il existe α et β dans
]0,+∞[ tels que f < αh et f < βj ◦ L. Soit x = (x, y∗) ∈ Z ∩ int domf . Comme
la Proposition 4.4(i) implique que κ = supn∈ND
f(x,xkn) < +∞, on obtient
(∀n ∈ N) Df (x, xkn) 6 Df(x, xkn) +Dg
∗
(y∗, y∗kn) = D
f(x,xkn) 6 κ. (4.38)
Par ailleurs, on déduit du fait que f < αh et de [2, Lemma 7.3(vii)] que
(∀n ∈ N) Dh∗(∇h(xkn),∇h(x)) = Dh(x, xkn) 6 α−1Df(x, xkn) 6 α−1κ. (4.39)
Comme ∇h(x) ∈ int domh∗, Dh∗(·,∇h(x)) est coercive [6, Lemma 7.3(v)],
et comme (4.39) implique que (Dh
∗
(∇h(xkn),∇h(x)))n∈N est bornée, on dé-
duit que (∇h(xkn))n∈N est bornée. Ainsi, on déduit de (4.26), de (i), et du
Lemme 2.19 que (akn)n∈N est bornée. On montre pareillement que (bkn)n∈N est
bornée. Comme la convexité de h implique que
(∀n ∈ N) Dh(x, akn) = h(x)− h(akn)− 〈x− akn ,∇h(akn)〉
= h(x)− h(xkn)− 〈x− xkn ,∇h(xkn)〉
+ 〈x− akn,∇h(xkn)−∇h(akn)〉
− (h(akn)− h(xkn)− 〈akn − xkn ,∇h(xkn)〉 )
6 Dh(x, xkn) + 〈x− akn,∇h(xkn)−∇h(akn)〉 ,
(4.40)
on déduit de (4.26) que
(∀n ∈ N) σ−1Dh(x, akn) 6 γ−1kn Dh(x, akn)
6 ε−1Dh(x, xkn) +
〈
x− akn , γ−1kn
(∇h(xkn)−∇h(akn))〉
= ε−1Dh(x, xkn) +
〈
x− akn, a∗kn + L∗y∗kn
〉
6 ε−1α−1κ +
〈
x− akn , a∗kn + L∗y∗
〉
+
〈
Lx− Lakn , y∗kn − y∗
〉
. (4.41)
De même,
(∀n ∈ N) σ−1Dj(Lx, bkn) 6 δ−1β−1κ+
〈
Lx− bkn , b∗kn − y∗
〉
+
〈
Lx− bkn , y∗ − y∗kn
〉
. (4.42)
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Comme (4.27) implique que
x ∈ Z ⊂
⋂
n∈N
Hkn
=
⋂
n∈N
{
(x, y∗) ∈ X ∣∣ 〈x− akn , a∗kn + L∗y∗〉+ 〈Lx− bkn , b∗kn − y∗〉 6 0},
(4.43)
on déduit de (4.41) et de (4.42) que
(∀n ∈ N) σ−1(Dh(x, akn) +Dj(Lx, bkn))
6 (ε−1α−1 + δ−1β−1)κ+
〈
Lx− Lakn , y∗kn − y∗
〉
+
〈
Lx− bkn , y∗ − y∗kn
〉
= (ε−1α−1 + δ−1β−1)κ+
〈
bkn − Lakn , y∗kn − y∗
〉
6 (ε−1α−1 + δ−1β−1)κ+ (‖bkn‖+ ‖L‖ ‖akn‖)(‖y∗kn‖+ ‖y∗‖). (4.44)
Ainsi, comme (akn)n∈N, (bkn)n∈N, et (y
∗
kn)n∈N sont bornées, (D
h(x, akn))n∈N
et (Dj(Lx, bkn))n∈N sont également bornées. Par suite, il résulte de [2,
Lemma 7.3(vii)] que (Dh
∗
(∇h(akn),∇h(x)))n∈N et (Dj∗∇j(bkn),∇j(Lx)))n∈N
sont bornées. Puisque [2, Lemma 7.3(v)] affirme que Dh
∗
(·,∇h(x)) et
Dj
∗
(·,∇j(Lx)) sont coercives, on déduit que (∇h(akn))n∈N et (∇j(bkn))n∈N sont
bornées. Il résulte donc de (4.26) et (i) que (a∗kn)n∈N et (b
∗
kn
)n∈N sont bornées.
Par conséquent, on déduit de (4.33) et de (4.35) que
Dh
(
xkn, akn
)→ 0 et Dj(Lxkn , bkn)→ 0, (4.45)
et puisque h et j vérifient la Condition 4.7, xkn − akn → 0 et Lxkn − bkn → 0, ce
qui implique que
Lakn − bkn → 0 et akn ⇀ x. (4.46)
En outre, comme [2, Lemma 7.3(vii)] affirme que
(∀n ∈ N) Dh∗(∇h(akn),∇h(xkn)) = Dh(xkn , akn) (4.47)
et
(∀n ∈ N) Dj∗(∇j(bkn),∇j(Lxkn)) = Dj(Lxkn , bkn), (4.48)
on déduit de (4.45) que
Dh
∗
(∇h(akn),∇h(xkn))→ 0 et Dj∗(∇j(bkn),∇j(Lxkn))→ 0. (4.49)
Par suite, comme h∗ et j∗ vérifient la Condition 4.7, ∇h(akn) − ∇h(xkn) → 0
et ∇j(bkn) − ∇j(Lxkn) → 0. Cela et (4.26) impliquent que a∗kn + L∗y∗kn → 0 et
b∗kn − y∗kn → 0, et ainsi
a∗kn + L
∗b∗kn → 0 et b∗kn → y∗. (4.50)
Par conséquent, on déduit de (4.46), de (4.50), et de la Proposition 2.11(iii) que
(x, y∗) ∈ Z.
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Finalement, au vu de la Proposition 4.4(iv), il suffit de montrer que (4.13) est satisfaite.
On considère deux cas.
• Si P ⊂ int dom f et D ⊂ int dom g∗ alors on déduit de la Proposition 2.11(i) que
W(xn)n∈N ⊂ Z ⊂ P × D ⊂ int domf , et il donc résulte de la Remarque 4.6(ii)
que (4.13) est satisfaite.
• Si dom f ∗ et dom g sont ouverts et que ∇f ∗ et ∇g sont faiblement séquentielle-
ment continus alors domf ∗ est ouvert et ∇f ∗ est faiblement séquentiellement
continu. Ainsi, il résulte de la Remarque 4.6(v) que (4.13) est satisfaite.
Remarque 4.9 On reprend les notations dans le Théorème 4.8. Pour tout n ∈ N, soit
θ ∈ ]0,+∞[ une solution de l’équation〈∇f ∗(∇f(xn) + θ(a∗n + L∗b∗n)), a∗n + L∗b∗n〉
+
〈
bn − Lan,∇g
(∇g∗(y∗n) + θ(bn − Lan))〉 = 〈an, a∗n〉 + 〈bn, b∗n〉 . (4.51)
Alors, au vu de l’Exemple 4.3, on a{
xn+1/2 = ∇f ∗
(∇f(xn) + θ(a∗n + L∗b∗n));
yn+1/2 = ∇g∗
(∇g∗(y∗n) + θ(bn − Lan)). (4.52)
Remarque 4.10 Dans le Problème 4.1, supposons que X et Y soient uniformément
convexes et uniformément lisses et que leurs applications de dualité soient faiblement
séquentiellement continues. Alors, dans le Théorème 4.8, on peut choisir f = ‖ · ‖s1/s1,
h = ‖ · ‖s2/s2, j = ‖ · ‖s3/s3, et g = ‖ · ‖s4/s4 où (s1, s2, s3, s4) ∈ ]1,+∞[4. Les espaces
possédant ces propriétés contiennent les espaces hilbertiens et les espaces ℓp(N) avec
p ∈ ]1,+∞].
Remarque 4.11
(i) Dans le Problème 4.1, supposons que X et Y soient hilbertiens. De plus, dans le
Théorème 4.8, on prend h = f = ‖ · ‖2/2 et j = g = ‖ · ‖2/2. On note que, pour
tout ε ∈ ]0,+∞[, ∇h + εA = Id +εA et ∇j + εB = Id +εB sont fortement
monotones et donc coercifs d’après le Lemme 2.17(ii). Alors, on retrouve le
cadre de [1].
(ii) Dans le Problème 4.1, supposons que X = Y et L = Id . Dans le Théorème 4.8,
on prend h = j = f : X → R et g∗ : X ∗ → R et on suppose en plus que h, f , j, et
g∗ sont supercoercives et uniformément convexes sur les sous-ensembles bornés
de X et X ∗, respectivement. Alors, on récupère le cadre de [4].
Dans le cadre d’espaces de dimension finie, en reprenant la démonstration de la
Proposition 2.30, la convergence de l’algorithme (4.59) est obtenue sous des hypothèses
plus générales.
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Proposition 4.12 Dans le Problème 4.1, supposons que X et Y soient de dimension finie.
Soient f ∈ Γ0(X ) et h ∈ Γ0(X ) des fonctions de Legendre telles que int dom f ⊂ int dom h
et ∇h + εA est coercif pour un certain ε ∈ ]0,+∞[, soient g ∈ Γ0(Y) et j ∈ Γ0(Y) des
fonctions de Legendre telles que L(int dom f) ⊂ int dom j et ∇j + δB est coercif pour un
certain δ ∈ ]0,+∞[, soit ρ ∈ ]0, 1[, soit σ ∈ [max{ε, δ},+∞[, soit x0 ∈ int dom f , soit
y∗0 ∈ int dom g∗, et on exécute l’algorithme (4.59). Supposons que dom f ∗ et dom g soient
ouverts. Alors (xn, y∗n)→ (x, y∗) ∈ Z.
Démonstration. D’abord, puisque dom f ∗ et dom g sont ouverts, pour tout x ∈ int dom f
et tout y∗ ∈ int dom g∗, Df (x, ·) et Dg∗(y∗, ·) sont coercives [2, Lemma 7.3(ix)]. Ensuite,
la Proposition 4.4(i) signifie que (xn)n∈N ∈ (int dom f)N et (y∗n)n∈N ∈ (int dom g∗)N sont
bornées. Ensuite, soit x = (x, y∗) ∈ Z ∩ int domf . D’une part, la Proposition 4.4(i)
implique que(
Df(x, xn)
)
n∈N
et
(
Dg
∗
(y∗, y∗n)
)
n∈N
sont bornées. (4.53)
D’autre part, on déduit de (4.29) et de [3, Proposition 3.3(i) et Corollary 3.35(i)] que
(∀n ∈ N) Df(x, xn+1/2) +Dg∗(y∗, y∗n+1/2) = Df
(
x,xn+1/2
)
6 Df
(
x,xn
)
. (4.54)
En utilisant (4.53), (4.54), et le même raisonnement de la Proposition 2.30, on obtient
(x, y∗) ∈ Z. Finalement, la convergence est donc un corollaire de la Proposition 4.4(iv)
et la Remarque 4.6(v).
Nous appliquons à présent le résultat du Théorème 4.8 au problème de minimisa-
tion convexe multivarié.
Problème 4.13 Soient m et p des nombres entiers strictement positifs, soient (Xi)16i6m
et (Yk)16k6p des espaces de Banach réels réflexifs, et soit X l’espace vectoriel(×mi=1Xi)× (×pk=1Y∗k) muni de la norme
(x, y∗) =
(
(xi)16i6m, (y
∗
k)16k6p
) 7→
√√√√ m∑
i=1
‖xi‖2 +
p∑
k=1
‖y∗k‖2. (4.55)
Pour tout i ∈ {1, . . . , m} et pour tout k ∈ {1, . . . , p}, soit ϕi ∈ Γ0(Xi), soit ψk ∈ Γ0(Yk), et
soit Lki ∈ B (Xi,Yk) . Considérons le problème primal
minimiser
x1∈X1,..., xm∈Xm
m∑
i=1
ϕi(xi) +
p∑
k=1
ψk
( m∑
i=1
Lkixi
)
, (4.56)
le problème dual
minimiser
y∗1∈Y
∗
1 ,..., y
∗
p∈Y
∗
p
m∑
i=1
ϕ∗i
(
−
p∑
k=1
L∗kiy
∗
k
)
+
p∑
k=1
ψ∗k(y
∗
k), (4.57)
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et désignons par
Z =
{
(x, y∗) ∈ X
∣∣∣∣ (∀i ∈ {1, . . . , m}) − p∑
k=1
L∗kiy
∗
k ∈ ∂ϕi(xi) et
(∀k ∈ {1, . . . , p})
m∑
i=1
Lkixi ∈ ∂ψ∗k(y∗k)
}
(4.58)
l’ensemble de Kuhn-Tucker associé. Le problème est de trouver un point dans Z.
Proposition 4.14 Considérons le Problème 4.13. Pour tout i ∈ {1, . . . , m}, soient fi ∈
Γ0(Xi) et hi ∈ Γ0(Xi) des fonctions de Legendre telles que int dom fi ⊂ int domhi et hi+εiϕi
est supercoercive pour un certain εi ∈ [0,+∞[. Pour tout k ∈ {1, . . . , p}, soient g∗k ∈ Γ0(Yk)
et jk ∈ Γ0(Yk) des fonctions de Legendre telles que
∑m
i=1 Lki(int dom fi) ⊂ int dom jk et
jk + δkψk est supercoercive pour un certain δk ∈ [0,+∞[. Posons ε = max16i6m εi, et δ =
max16k6p δk, et f : X → ]−∞,+∞] : (x, y∗) 7→
∑m
i=1 fi(xi) +
∑p
k=1 g
∗
k(y
∗
k), et supposons
que Z ∩ int domf 6= ∅. Soit ρ ∈ ]0, 1[, soit σ ∈ [max{ε, δ},+∞[, soit x0 = (xi,0)16i6m ∈
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×mi=1int dom fi, soit y∗0 = (y∗k,0)16k6p ∈×pk=1int dom g∗k, et on itère
pour n = 0, 1, . . .
(γn, µn) ∈ ]ε, σ]× ]δ, σ]
pour i = 1, . . . , m⌊
ai,n = (∇h+ γn∂ϕi)−1
(∇hi(xi,n)− γn∑pk=1L∗kiy∗k,n)
a∗i,n = γ
−1
n
(∇hi(xi,n)−∇hi(ai,n))−∑pk=1 L∗kiy∗k,n
pour k = 1, . . . , p bk,n = (∇j + µnψk)
−1
(∇jk(∑mi=1 Lkixi,n)+ µny∗k,n)
b∗k,n = µ
−1
n
(∇jk(∑mi=1 Lkixi,n)−∇jk(bk,n))+ y∗k,n
tk,n = bk,n −
∑m
i=1 Lkiai,n
pour i = 1, . . . , m⌊
s∗i,n = a
∗
i,n +
∑p
k=1 L
∗
kib
∗
k,n
si
∑m
i=1 ‖s∗i,n‖2 +
∑p
k=1 ‖tk,n‖2 = 0
pour i = 1, . . . , m⌊
xi = ai,n
pour k = 1, . . . , p⌊
y∗k = b
∗
k,n
terminer.
ηn =
∑m
i=1
〈
ai,n, a
∗
i,n
〉
+
∑p
k=1
〈
bk,n, b
∗
k,n
〉
Hn =
{
(x, y∗) ∈ X
∣∣∣∣ ∑mi=1 〈xi, s∗i,n〉+∑pk=1 〈tk,n, y∗k〉 6 ηn}(
(xi,n+1/2)16i6m, (y
∗
k,n+1/2)16k6p
)
= P fHn
(
(xi,n)16i6m, (yk,n)16k6p
)
λn ∈ [ρ, 1]
pour i = 1, . . . , m⌊
xi,n+1 = ∇f ∗i
(
(1− λn)∇fi(xi,n) + λn∇fi(xi,n+1/2)
)
pour k = 1, . . . , p⌊
y∗k,n+1 = ∇gk
(
(1− λn)∇g∗k(u∗k,n) + λn∇g∗k(y∗k,n+1/2)
)
.
(4.59)
Supposons que les conditions suivantes soient satisfaites :
(i) Pour tout i ∈ {1, . . . , m}, fi et hi vérifient la Condition 4.7, ∇hi est uniformément
continu sur les sous-ensembles bornés de int domhi, ∇fi est faiblement séquentiel-
lement continu, et (∀xi ∈ int dom fi) Dfi(xi, ·) est coercive.
(ii) Pour tout k ∈ {1, . . . , p}, g∗k et jk vérifient la Condition 4.7, ∇jk est uniformément
continu sur les sous-ensembles bornés de int dom jk, ∇g∗k est faiblement séquentiel-
lement continu, et (∀y∗k ∈ int dom g∗k) Dg
∗
k(y∗k, ·) est coercive.
(iii) Ou bien Z ⊂ int domf ou bien pour tout i ∈ {1, . . . , m} et pour tout k ∈
{1, . . . , p}, dom f ∗i et dom gk sont ouverts et ∇f ∗i , ∇gk sont faiblement séquen-
tiellement continus.
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Alors il existe
(
(xi)16i6m, (yk)16k6p
) ∈ Z tel que
(∀i ∈ {1, . . . , m}) xi,n → xi et (∀k ∈ {1, . . . , p}) y∗k,n → y∗k. (4.60)
Démonstration. D’abord, on désigne parX et Y les espaces vectoriels×mi=1Xi et×pk=1Yk
munis des normes x = (xi)16i6m 7→
√∑m
i=1 ‖xi‖2 et y = (yk)16k6p 7→
√∑p
k=1 ‖yk‖2,
respectivement. Alors X ∗ est l’espace vectoriel ×mi=1X ∗i muni de la norme x∗ 7→√∑m
i=1 ‖x∗i ‖2 et Y∗ est l’espace vectoriel×pk=1Y∗k muni de la norme y∗ 7→√∑pk=1 ‖y∗k‖2.
Ensuite, on introduit les opérateurs suivants
A : X → 2X ∗ : x 7→×mi=1∂ϕi(xi)
B : Y → 2Y∗ : y 7→×pk=1∂ψk(yk)
L : X → Y : x 7→ (∑mi=1 Lkixi)16k6p.
(4.61)
Notons que A et B sont maximalement monotones [5, Theorem 3.1.11] et que
A−1 : X ∗ → 2X : x∗ 7→×mi=1∂ϕ∗i (x∗i )
B−1 : Y∗ → 2Y : y∗ 7→×pk=1∂ψ∗k(y∗k)
L∗ : Y∗ → X ∗ : y∗ 7→ (∑pk=1L∗kiy∗k)16i6m.
(4.62)
Par suite, le Problème 4.13 est un cas particulier du Problème 4.1. Ensuite, on introduit
les fonctions suivantes
f : X → ]−∞,+∞] : x 7→∑mi=1 fi(xi)
h : X → ]−∞,+∞] : x 7→∑mi=1 hi(xi)
ϕ : X → ]−∞,+∞] : x 7→∑mi=1 ϕi(xi)
g : Y → ]−∞,+∞] : y 7→∑pk=1 gk(yk)
j : Y → ]−∞,+∞] : y 7→∑pk=1 jk(yk).
(4.63)
Alors f , g, h, et j sont de Legendre, int dom f =×mi=1int dom fi ⊂×mi=1int domhi =
int dom h, et L(int dom f) =×pk=1∑mi=1 Lki(int dom fi) ⊂×pk=1int dom jk = int dom j.
Par le même raisonnement que le Théorème 4.8, on déduit que, pour tout x ∈ int dom f
et pour tout y∗ ∈ int dom g∗, Df(x, ·) et Dg∗(y∗, ·) sont coercives. Par ailleurs, pour tout
i ∈ {1, . . . , m}, comme hi + εϕi est supercoercive, (hi + εϕi)∗ est majorée sur tout sous-
ensemble borné de X ∗i [2, Theorem 3.3]. Ainsi (h + εϕ)∗ : x∗ 7→
∑m
i=1(hi + εϕi)
∗(x∗i ) est
majorée sur tout sous-ensemble borné de X ∗, et il résulte de [2, Theorem 3.3] que h+εϕ
est supercoercive. Par conséquent, comme ∅ 6= domA ∩ int dom f ⊂ domϕ ∩ int dom f ,
on déduit de [5, Theorem 2.8.3] et du Lemme 2.17(iii) que ∇h + εA = ∇h + ε∂ϕ =
∂(h + εϕ) est coercif. De même façon, ∇j + δB est coercif. Maintenant, on pose, pour
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tout n ∈ N, an = (ai,n)16i6m, a∗n = (a∗i,n)16i6m, bn = (bk,n)16k6p, et b∗n = (b∗k,n)16k6p. Alors,
pour tout n ∈ N, on a
(∀i ∈ {1, . . . , m}) ai,n = (∇hi + γn∂ϕi)−1
(
∇hi(xi,n)− γn
p∑
k=1
L∗kiy
∗
k,n
)
⇔ (∀i ∈ {1, . . . , m}) ∇hi(xi,n)− γn
p∑
k=1
L∗kiy
∗
k,n ∈ ∇hi(ai,n) + γn∂ϕi(ai,n)
⇔∇h(xn)− γnL∗y∗n ∈ ∇h(an) + γnAan
⇔ an = (∇h + γnA)−1
(∇h(xn)− γnL∗y∗n). (4.64)
On montre de même que
(∀n ∈ N) bn = (∇j + µnB)−1
(∇j(Lxn) + µny∗n). (4.65)
Ainsi (4.59) est un cas particulier de (4.26). Par ailleurs, on déduit de (4.63) et des
hypothèses que f , g∗, h, et j vérifient la Condition 4.7, que ∇h et∇j sont uniformément
continus sur les sous-ensembles bornés de int dom h et int dom j, respectivement, et que
∇f et ∇g∗ sont faiblement séquentiellement continus. Par conséquent, l’assertion est un
corollaire du Théorème 4.8.
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Chapitre 5
Suites quasi-monotones au sens de
Bregman
Nous introduisons une notion de suites quasi-monotones au sens de Bregman qui unifie
la notion de suites quasi-fejériennes à métrique variable et celle de suites monotones au
sens de Bregman. Les résultats sont appliqués à l’analyse du comportement asymptotique
d’itérations proximales basées sur des distances de Bregman variables et d’algorithmes
pour résoudre le problème d’admissibilité convexe dans des espaces de Banach réels
réflexifs.
5.1 Description et résultats principaux
Nos résultats sont basés sur la notion suivante de distance de Bregman.
Définition 5.1 [3, 4] Soit X un espace de Banach réel réflexif et soit f ∈ Γ0(X ) Gâteaux
différentiable sur int dom f 6= ∅. La distance de Bregman associée à f est
Df : X ×X → [0,+∞]
(x, y) 7→
{
f(x)− f(y)− 〈x− y,∇f(y)〉 , si y ∈ int dom f ;
+∞, sinon.
(5.1)
De plus, f est de Legendre si elle est essentiellement lisse au sens où ∂f est à la fois
localement borné et univoque sur son domaine, et essentiellement strictement convexe au
sens où ∂f ∗ est localement borné sur son domaine et f est strictement convexe sur les
sous-ensembles convexes de dom ∂f . Soit ϕ ∈ Γ0(X ) bornée inférieurement telle que
domϕ ∩ int dom f 6= ∅. L ’opérateur Df -proximal de ϕ est
proxfϕ : int dom f → domϕ ∩ int dom f
y 7→ argmin
x∈X
ϕ(x) +Df(x, y).
(5.2)
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Soit C un sous-ensemble convexe fermé de X tel que C∩int dom f 6= ∅. LeDf -projecteur
sur C est
P fC : int dom f → C ∩ int dom f
y 7→ argmin
x∈C
Df(x, y),
(5.3)
et la Df -distance à C est
DfC : X → [0,+∞]
y 7→ infDf(C, y). (5.4)
Définition 5.2 Soit X un espace de Banach réel réflexif et soit f ∈ Γ0(X ) Gâteaux
différentiable sur int dom f 6= ∅. Alors
F(f) =
{
g ∈ Γ0(X )
∣∣ g est Gâteaux différentiable sur int dom g = int dom f}. (5.5)
De plus, si g1 et g2 appartiennent F(f), alors
g1 < g2 ⇔ (∀x ∈ dom f)(∀y ∈ int dom f) Dg1(x, y) > Dg2(x, y). (5.6)
Pour tout α ∈ [0,+∞[, posons
Pα(f) =
{
g ∈ F(f) ∣∣ g < αf}. (5.7)
Définition 5.3 Soit X un espace de Banach réel réflexif, soit f ∈ Γ0(X ) Gâteaux diffé-
rentiable sur int dom f 6= ∅, soit (fn)n∈N dans F(f), soit (xn)n∈N ∈ (int dom f)N, et soit
C ⊂ X tel que C ∩ dom f 6= ∅. Alors (xn)n∈N est :
(i) quasi-monotone au sens de Bregman par rapport à C relativement à (fn)n∈N si
(∃(ηn)n∈N ∈ ℓ1+(N))(∀x ∈ C ∩ dom f)(∃(εn)n∈N ∈ ℓ1+(N))(∀n ∈ N)
Dfn+1(x, xn+1) 6 (1 + ηn)D
fn(x, xn) + εn; (5.8)
(ii) stationnairement quasi-monotone au sens de Bregman par rapport à C relative-
ment à (fn)n∈N si
(∃(εn)n∈N ∈ ℓ1+(N))(∃(ηn)n∈N ∈ ℓ1+(N))(∀x ∈ C ∩ dom f)(∀n ∈ N)
Dfn+1(x, xn+1) 6 (1 + ηn)D
fn(x, xn) + εn. (5.9)
Remarque 5.4
(i) Dans la Définition 5.3, supposons que (∀n ∈ N) fn = f et ηn = εn = 0. Alors on
récupère la notion d’une suite monotone au sens de Bregman définie dans [4].
(ii) Dans la Définition 5.3, supposons que X soit hilbertien, que f = ‖ · ‖2/2, et
que (∀n ∈ N) fn = 〈·, Un·〉 /2 où (Un)n∈N sont des opérateurs auto-adjoints dans
B (X ) tels que (∀n ∈ N) 〈·, Un·〉 > α‖ · ‖2 avec α ∈ [0,+∞[. Alors on récupère [9,
Definition 2.1] pour φ = | · |2/2.
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Nous présentons quelques propriétés élémentaires des suites quasi-monotones au
sens de Bregman dans la proposition suivante.
Proposition 5.5 Soit X un espace de Banach réel réflexif, soit f ∈ Γ0(X ) Gâteaux diffé-
rentiable sur int dom f 6= ∅, soit α ∈ ]0,+∞[, soit (fn)n∈N dans Pα(f), soit (xn)n∈N ∈
(int dom f)N, soit C ⊂ X tel que C ∩ int dom f 6= ∅, et soit x ∈ C ∩ int dom f . Suppo-
sons que (xn)n∈N soit quasi-monotone au sens de Bregman par rapport à C relativement à
(fn)n∈N. Alors les propriétés suivantes sont satisfaites :
(i) (Dfn(x, xn))n∈N converge.
(ii) Supposons que Df(x, ·) soit coercive. Alors (xn)n∈N est bornée.
Nous avons le résultat suivant pour la convergence faible des suites quasi-
monotones au sens de Bregman.
Proposition 5.6 Soit X un espace de Banach réel réflexif, soit f ∈ Γ0(X ) Gâteaux
différentiable sur int dom f 6= ∅, soit (xn)n∈N ∈ (int dom f)N, soit C ⊂ X tel que
C ∩ int dom f 6= ∅, soit (ηn)n∈N ∈ ℓ1+(N), soit α ∈ ]0,+∞[, et soit (fn)n∈N dans Pα(f)
telle que (∀n ∈ N) (1 + ηn)fn < fn+1. Supposons que (xn)n∈N soit quasi-monotone au sens
de Bregman par rapport à C relativement à (fn)n∈N, qu’il existe g ∈ F(f) telle que pour
tout n ∈ N, g < fn, et que, pour tout y1 ∈ X et pour tout y2 ∈ X ,
y1 ∈W(xn)n∈N ∩ C
y2 ∈W(xn)n∈N ∩ C( 〈y1 − y2,∇fn(xn)〉 )n∈N converge
⇒ y1 = y2. (5.10)
De plus, supposons que (∀x ∈ int dom f) Df (x, ·) soit coercive. Alors (xn)n∈N converge
faiblement vers un point dans C ∩ int dom f si et seulement si W(xn)n∈N ⊂ C ∩ int dom f .
Pour énoncer et démontrer notre résultat de convergence forte, nous avons besoin
de la condition suivante.
Condition 5.7 [4, Condition 4.4] Soit X un espace de Banach réel réflexif et soit f ∈
Γ0(X ) Gâteaux différentiable sur int dom f 6= ∅. Pour toutes suites bornées (xn)n∈N et
(yn)n∈N dans int dom f ,
Df(xn, yn)→ 0 ⇒ xn − yn → 0. (5.11)
Proposition 5.8 Soit X un espace de Banach réel réflexif, soit f ∈ Γ0(X ) une fonction de
Legendre, soit α ∈ ]0,+∞[, soit (fn)n∈N dans Pα(f), soit (xn)n∈N ∈ (int dom f)N, et soit C
un sous-ensemble convexe fermé de X tel que C ∩ int dom f 6= ∅. Supposons que (xn)n∈N
soit stationnairement quasi-monotone au sens de Bregman par rapport à C relativement à
(fn)n∈N, que f satisfasse la Condition 5.7, et que (∀x ∈ int dom f)Df(x, ·) soit coercive. De
plus, supposons qu’il existe β ∈ ]0,+∞[ tel que (∀n ∈ N) βf < fn. Alors (xn)n∈N converge
fortement vers un point dans C ∩ dom f si et seulement si limDfC(xn) = 0.
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Le résultat suivant concerne la convergence d’un algorithme du point proximal qui
utilise des distances de Bregman différentes à chaque itération.
Théorème 5.9 Soit X un espace de Banach réel réflexif, soit ϕ ∈ Γ0(X ), soit f ∈ Γ0(X )
une fonction de Legendre telle que Argminϕ ∩ int dom f 6= ∅, soit (ηn)n∈N ∈ ℓ1+(N), soit
α ∈ ]0,+∞[, et soient (fn)n∈N des fonctions de Legendre dans Pα(f) telles que
(∀n ∈ N) (1 + ηn)fn < fn+1. (5.12)
Soit x0 ∈ int dom f et soit (γn)n∈N ∈ ]0,+∞[N telle que infn∈N γn > 0. Posons
(∀n ∈ N) xn+1 = proxfnγnϕxn. (5.13)
Alors les propriétés suivantes sont satisfaites :
(i) (xn)n∈N est stationnairement quasi-monotone au sens de Bregman par rapport à
Argminϕ relativement à (fn)n∈N.
(ii) Df (xn+1, xn)→ 0 et (xn)n∈N est une suite minimisante de ϕ.
(iii) Supposons que pour tout x ∈ int dom f , Df(x, ·) soit coercive, et qu’une des condi-
tions suivantes soit satisfaite.
(a) Argminϕ ∩ dom f est au plus un singleton.
(b) Ou bien Argminϕ ⊂ int dom f ou bien dom f ∗ est ouvert et ∇f ∗ est faiblement
séquentiellement continu, il existe g ∈ F(f) telle que, pour tout n ∈ N, g < fn,
et, pour tout y1 ∈ X et pour tout y2 ∈ X ,
y1 ∈W(xn)n∈N
y2 ∈W(xn)n∈N( 〈y1 − y2,∇fn(xn)〉 )n∈N converge
⇒ y1 = y2. (5.14)
Alors il existe x ∈ Argminϕ tel que xn ⇀ x.
(iv) Supposons que f satisfasse la Condition 5.7 et que (∀x ∈ int dom f) Df(x, ·) soit
coercive. De plus, supposons que limDfArgminϕ(xn) = 0 et qu’il existe β ∈ ]0,+∞[ tel
que (∀n ∈ N) βf < fn. Alors il existe x ∈ Argminϕ tel que xn → x.
Remarque 5.10 Dans le Théorème 5.9, supposons que (∀n ∈ N) fn = f , γn = γ, et
ηn = 0. Alors on retrouve l’algorithme du point proximal avec des distances de Bregman
de [4] :
(∀n ∈ N) xn+1 = proxfγϕxn. (5.15)
Nous rappelons la notion suivante.
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Définition 5.11 [4, Definition 3.1] Soit X un espace de Banach réel et soit f ∈ Γ0(X )
Gâteaux différentiable sur int dom f 6= ∅. Pour tout x ∈ int dom f et pour tout y ∈
int dom f , posons
Hf(x, y) =
{
z ∈ X ∣∣ 〈z − y,∇f(x)−∇f(y)〉 6 0}. (5.16)
Alors
B(f) =
{
T : X → 2X
∣∣∣ ranT ⊂ domT = int dom f
et (∀(x, y) ∈ graT ) FixT ⊂ Hf(x, y)
}
. (5.17)
Enfin, nous proposons une méthode pour résoudre le problème d’admissibilité
convexe, i.e., le problème de trouver un point dans l’intersection d’une famille d’en-
sembles convexes fermés dans un espace de Banach réel réflexif.
Théorème 5.12 Soit X un espace de Banach réel réflexif, soit I un ensemble totalement
ordonné au plus dénombrable, soit (Ci)i∈I une famille de sous-ensembles convexes fermés
de X telle que C = ⋂i∈I Ci 6= ∅, soit f ∈ Γ0(X ) Gâteaux différentiable sur int dom f , soit
(ηn)n∈N ∈ ℓ1+(N), soit α ∈ ]0,+∞[, soient (fn)n∈N des fonctions de Legendre dans Pα(f)
telles que
(∀n ∈ N) (1 + ηn)fn < fn+1. (5.18)
Soit i : N→ I telle que
(∀j ∈ I)(∃Mj ∈ N\{0})(∀n ∈ N) j ∈ {i(n), . . . , i(n+Mj − 1)}. (5.19)
Pour tout i ∈ I, soit (Ti,n)n∈N une suite d’opérateurs tels que
(∀n ∈ N) Ti,n ∈ B(fn), Ci ∩ FixTi,n 6= ∅, et Ci ⊂ FixTi,n. (5.20)
Soit x0 ∈ int dom f et posons
(∀n ∈ N) xn+1 ∈ Ti(n),nxn. (5.21)
Supposons que f satisfasse la Condition 5.7 et que (∀x ∈ int dom f) Df(x, ·) soit coercive.
Alors, il existe x ∈ C tel que les propriétés suivantes sont satisfaites :
(i) Supposons qu’il existe g ∈ F(f) telle que, pour tout n ∈ N, g < fn, que, pour tout
y1 ∈ X et pour tout y2 ∈ X ,
y1 ∈W(xn)n∈N ∩ C
y2 ∈W(xn)n∈N ∩ C( 〈y1 − y2,∇fn(xn)〉 )n∈N converge
⇒ y1 = y2, (5.22)
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et que, pour toute suite strictement croissante (ln)n∈N dans N, pour tout x ∈ X , et
pour tout j ∈ I,
xln ⇀ x
yln ∈ Tj,lnxln
yln − xln → 0
(∀n ∈ N) j = i(ln)
⇒ x ∈ Cj . (5.23)
De plus, supposons que W(xn)n∈N ⊂ int dom f . Alors xn ⇀ x.
(ii) Supposons que f soit de Legendre, que limDfC(xn) = 0, et qu’il existe β ∈ ]0,+∞[
tel que (∀n ∈ N) βf < fn. Alors xn → x.
Remarque 5.13
(i) Dans le Théorème 5.12, supposons que (∀n ∈ N) fn = f et ηn = 0. Alors on
retrouve les résultats de [4, Section 4.2].
(ii) Dans le Théorème 5.12, supposons que X soit hilbertien, que f = ‖ · ‖2/2, et que
(∀n ∈ N) fn = 〈·, Un·〉 /2, où (Un)n∈N est une suite d’opérateurs auto-adjoints
dans B (X ) tels que supn∈N ‖Un‖ < +∞ et
(∀n ∈ N)(∀x ∈ X ) 〈x, Unx〉 > α‖x‖2 et (1 + ηn) 〈x, Unx〉 > 〈x, Un+1x〉 .
(5.24)
Alors on retrouve la version sans erreurs de [9, Theorem 5.1] avec (∀n ∈ N)
λn = 1.
Le corollaire suivant est une application du Théorème 5.12 à la méthode de projec-
tions périodiques avec des distances de Bregman variables.
Corollaire 5.14 Soit X un espace de Banach réel réflexif, soit m un entier strictement
positif, soit (Ci)16i6m une famille de sous-ensembles convexes fermés de X telle que C =⋂m
i=1Ci 6= ∅, soit f ∈ Γ0(X ) Gâteaux différentiable sur int dom f telle que C∩ int dom f 6=
∅, soit (ηn)n∈N ∈ ℓ1+(N), soit α ∈ ]0,+∞[, et soient (fn)n∈N des fonctions de Legendre dans
Pα(f) telles que
(∀n ∈ N)(∀i ∈ {1, . . . , m}) (1 + ηn)fn < fn+1. (5.25)
Soit x0 ∈ int dom f et posons
(∀n ∈ N) xn+1 = P fnC1+rem(n,m)xn, (5.26)
où rem(·, m) est le reste de la division par m. Supposons que f satisfasse la Condition 5.7,
et que (∀x ∈ int dom f) Df(x, ·) soit coercive. Alors il existe x ∈ C tel que les propriétés
suivantes soient satisfaites :
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(i) Supposons qu’il existe g ∈ F(f) telle que, pour tout n ∈ N, g < fn, et que, pour
tout y1 ∈ X et pour tout y2 ∈ X ,
y1 ∈W(xn)n∈N ∩ C
y2 ∈W(xn)n∈N ∩ C( 〈y1 − y2,∇fn(xn)〉 )n∈N converge
⇒ y1 = y2. (5.27)
De plus, supposons que W(xn)n∈N ⊂ int dom f . Alors xn ⇀ x.
(ii) Supposons que f soit de Legendre, que limDfC(xn) = 0, et qu’il existe β ∈ ]0,+∞[
tel que (∀n ∈ N) βf < fn. Alors xn → x.
5.2 Article en anglais
VARIABLE QUASI-BREGMAN MONOTONE SEQUENCES 1
5.2.1 Introduction
The concept of Fejér monotonicity and its variants plays an important role in the
convergence analysis of many fixed point and optimization algorithms in Hilbert spaces
[1, 5, 7, 8, 11, 17]. A recent development in this area is the extension of the notion of
(quasi)-Fejér sequence to the case when the underlying metric is allowed to vary over
the iterations [9]. Since Fejér monotonicity is of limited use outside of Hilbert spaces, the
notion of Bregman monotonicity was introduced in [4] to provide a unifying framework
for the convergence analysis of various algorithms for solving nonlinear problems. The
main objective of the present paper is to unify the work of [9] on variable metric Fejér
sequences and that of [4] on Bregman monotone sequences by introducing the notion of
a variable quasi-Bregman monotone sequence and by investigating its asymptotic pro-
perties. We apply these results to a variable Bregman proximal point algorithm and to
convex feasibility problems in Banach spaces. Our paper revolves around the following
definitions.
Definition 5.15 [3, 4] Let X be a reflexive real Banach space, let X ∗ be the topological
dual space of X , let 〈·, ·〉 be the duality pairing between X and X ∗, let f : X → ]−∞,+∞]
be a lower semicontinuous convex function that is Gâteaux differentiable on int dom f 6=
∅, let f ∗ : X ∗ → ]−∞,+∞] : x∗ 7→ supx∈X (〈x, x∗〉 − f(x)) be conjugate of f , and let
∂f : X → 2X ∗ : x 7→ {x∗ ∈ X ∗ ∣∣ (∀y ∈ X ) 〈y − x, x∗〉+ f(x) 6 f(y)}, (5.28)
1. V. Q. Nguyen, Variable Quasi-Bregman monotone sequences, submitted.
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be Moreau subdifferential of f . The Bregman distance associated with f is
Df : X ×X → [0,+∞]
(x, y) 7→
{
f(x)− f(y)− 〈x− y,∇f(y)〉 , if y ∈ int dom f ;
+∞, otherwise.
(5.29)
In addition, f is a Legendre function if it is essentially smooth in the sense that ∂f is both
locally bounded and single-valued on its domain, and essentially strictly convex in the
sense that ∂f ∗ is locally bounded on its domain and f is strictly convex on every convex
subset of dom ∂f . Let ϕ : X → ]−∞,+∞] be a lower semicontinuous convex function
which is bounded from below and domϕ ∩ int dom f 6= ∅. The Df -proximal operator of
ϕ is
proxfϕ : int dom f → domϕ ∩ int dom f
y 7→ argmin
x∈X
ϕ(x) +Df(x, y). (5.30)
Let C be a closed convex subset of X such that C∩ int dom f 6= ∅. The Bregman projector
onto C induced by f is
P fC : int dom f → C ∩ int dom f
y 7→ argmin
x∈C
Df(x, y),
(5.31)
and the Df -distance to C is the function
DfC : X → [0,+∞]
y 7→ infDf(C, y). (5.32)
The paper is organized as follows. In Section 5.2.2, we introduce the notion of a
variable quasi-Bregman monotone sequence and investigate its asymptotic properties.
Basic results on Df -proximal operators are reviewed in Section 5.2.3. Applications to
a variable Bregman proximal point algorithm and to the convex feasibility problem are
considered in Section 5.2.4.
Notation and background. The norm of a Banach space is denoted by ‖·‖. The symbols
⇀ and→ represent respectively weak and strong convergence. The set of weak sequen-
tial cluster points of a sequence (xn)n∈N is denoted by W(xn)n∈N. Let M : X → 2X .
The domain of M is domM =
{
x ∈ X ∣∣ Mx 6= ∅}, the range of M is ranM ={
y ∈ X ∣∣ (∃ x ∈ X ) y ∈Mx}, the graph ofM is graM = {(x, y) ∈ X × X ∣∣ y ∈Mx}, and
the set of fixed points ofM is FixM =
{
x ∈ X ∣∣ x ∈Mx}. A function f : X → ]−∞,+∞]
is coercive if lim‖x‖→+∞ f(x) = +∞. Denote by Γ0(X ) the class of all lower semiconti-
nuous convex functions f : X → ]−∞,+∞] such that dom f = {x ∈ X ∣∣ f(x) < +∞} 6=
∅. Let f ∈ Γ0(X ). The set of global minimizers of f is denoted by Argmin f . Finally,
ℓ1+(N) is the set of all summable sequences in [0,+∞[.
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5.2.2 Variable Bregman monotonicity
Definition 5.16 Let X be a reflexive real Banach space and let f ∈ Γ0(X ) be Gâteaux
differentiable on int dom f 6= ∅. Then
F(f) =
{
g ∈ Γ0(X )
∣∣ g is Gâteaux differentiable on int dom g = int dom f}. (5.33)
Moreover, if g1 and g2 are in F(f), then
g1 < g2 ⇔ (∀x ∈ dom f)(∀y ∈ int dom f) Dg1(x, y) > Dg2(x, y). (5.34)
For every α ∈ [0,+∞[, set
Pα(f) =
{
g ∈ F(f) ∣∣ g < αf}. (5.35)
Remark 5.17 In Definition 5.16, suppose that X is a Hilbert space and let α ∈ ]0,+∞[.
Then the following hold :
(i) Suppose that f is Fréchet differentiable on X . Then ‖ · ‖2/2 ∈ Pα(f) if and only
if ∇f is α−1-Lipschitz continuous.
(ii) Let S(X ) be the space of self-adjoint bounded linear operators from X to X . The
Loewner partial ordering on S(X ) is defined by
(∀U1 ∈ S(X ))(∀U2 ∈ S(X )) U1 < U2 ⇔ (∀x ∈ X )
〈
x, U1x
〉
>
〈
x, U2x
〉
.
(5.36)
Set Pα(X ) =
{
U ∈ S(X ) ∣∣ U < α Id}. Let U ∈ S(X ) and V ∈ S(X ) be such that
V < αU . Suppose that f : x 7→ 〈x, Ux〉 /2 and g : x 7→ 〈x, V x〉 /2. Then g ∈ Pα(f).
Proof. (i) : First, since f is Fréchet differentiable, ∂f = ∇f [5, Proposition 17.26] and
hence, by [5, Corollary 16.24], (∇f)−1 = (∂f)−1 = ∂f ∗. Now, we have
‖ · ‖2/2 ∈ Pα(f)⇔ (∀x ∈ X )(∀y ∈ X ) ‖x− y‖2/2 > αDf(x, y)
⇔ (∀x ∈ X )(∀y ∈ X ) ‖x− y‖2/(2α) > f(x)− f(y)− 〈x− y,∇f(y)〉
⇔ (∀x ∈ X )(∀y ∈ X ) f(x) 6 f(y) + 〈x− y,∇f(y)〉+ ‖x− y‖2/(2α).
(5.37)
The assertion therefore follows by invoking [5, Theorem 18.15].
(ii) : We observe that f and g are Gâteaux differentiable on X with ∇f = U and
∇g = V . Consequently,
(∀x ∈ X )(∀y ∈ X ) Dg(x, y) = 〈x, V x〉 /2− 〈y, V y〉 /2− 〈x− y, V y〉
= 〈x− y, V x− V y〉 /2
> α 〈x− y, Ux− Uy〉 /2
= αDf(x, y). (5.38)
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Example 5.18 Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be Gâteaux diffe-
rentiable on int dom f 6= ∅, let α ∈ [0,+∞[, and let g ∈ Γ0(X ) be Gâteaux differentiable
on int dom g = int dom f . Suppose that and g − αf is convex (which means that g is
more convex than αf in the terminology of J. J. Moreau [14]). Then g ∈ Pα(f).
Proof. Since f and g are Gâteaux differentiable on int dom f , h = g − αf is likewise.
Furthermore,
(∀x ∈ dom f)(∀y ∈ int dom f) Dg(x, y)− αDf(x, y) = Dh(x, y) > 0. (5.39)
The following definition brings together the notions of Bregman monotone se-
quences [4] and of variable metric Fejér monotone sequences [9].
Definition 5.19 Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be Gâteaux dif-
ferentiable on int dom f 6= ∅, let (fn)n∈N be in F(f), let (xn)n∈N ∈ (int dom f)N, and let
C ⊂ X be such that C ∩ dom f 6= ∅. Then (xn)n∈N is :
(i) quasi-Bregman monotone with respect to C relative to (fn)n∈N if
(∃(ηn)n∈N ∈ ℓ1+(N))(∀x ∈ C ∩ dom f)(∃(εn)n∈N ∈ ℓ1+(N))(∀n ∈ N)
Dfn+1(x, xn+1) 6 (1 + ηn)D
fn(x, xn) + εn; (5.40)
(ii) stationarily quasi-Bregman monotone with respect to C relative to (fn)n∈N if
(∃(εn)n∈N ∈ ℓ1+(N))(∃(ηn)n∈N ∈ ℓ1+(N))(∀x ∈ C ∩ dom f)(∀n ∈ N)
Dfn+1(x, xn+1) 6 (1 + ηn)D
fn(x, xn) + εn. (5.41)
Remark 5.20
(i) In Definition 5.19, suppose that (∀n ∈ N) fn = f and ηn = εn = 0. Then we
recover the notion of a Bregman monotone sequence defined in [4].
(ii) In Definition 5.19, suppose that X is a Hilbert space, that f = ‖ · ‖2/2, and that
(∀n ∈ N) fn : x 7→ 〈x, Unx〉 /2, where (Un)n∈N are operators in Pα(X ) for some
α ∈ [0,+∞[. Then we recover [9, Definition 2.1] with φ = | · |2/2.
Here are some basic properties of quasi-Bregman monotone sequences.
Proposition 5.21 Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be Gâteaux dif-
ferentiable on int dom f 6= ∅, let α ∈ ]0,+∞[, let (fn)n∈N be in Pα(f), let (xn)n∈N ∈
(int dom f)N, let C ⊂ X be such that C ∩ int dom f 6= ∅, and let x ∈ C ∩ int dom f . Sup-
pose that (xn)n∈N is quasi-Bregman monotone with respect to C relative to (fn)n∈N. Then
the following hold :
(i) (Dfn(x, xn))n∈N converges.
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(ii) Suppose that Df(x, ·) is coercive. Then (xn)n∈N is bounded.
Proof. (i) : Let us set (∀n ∈ N) ξn = Dfn(x, xn). Since (xn)n∈N is quasi-Bregman monotone
with respect to C relative to (fn)n∈N, there exist (ηn)n∈N ∈ ℓ1+(N) and (εn)n∈N ∈ ℓ1+(N)
such that
(∀n ∈ N) ξn+1 6 (1 + ηn)ξn + εn. (5.42)
It therefore follows from [16, Lemma 2.2.2] that (ξn)n∈N converges, i.e., (Dfn(x, xn))n∈N
converges.
(ii) : Since (fn)n∈N is in Pα(f), we deduce that
(∀n ∈ N) Df(x, xn) 6 α−1Dfn(x, xn). (5.43)
Therefore, since (i) implies that (Dfn(x, xn))n∈N is bounded, (Df(x, xn))n∈N is bounded.
In turn, since Df(x, ·) is coercive, (xn)n∈N is bounded.
The following result concerns the weak convergence of quasi-Bregman monotone
sequences.
Proposition 5.22 Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be Gâteaux
differentiable on int dom f 6= ∅, let (xn)n∈N ∈ (int dom f)N, let C ⊂ X be such that
C ∩ int dom f 6= ∅, let (ηn)n∈N ∈ ℓ1+(N), let α ∈ ]0,+∞[, and let (fn)n∈N in Pα(f) be such
that (∀n ∈ N) (1 + ηn)fn < fn+1. Suppose that (xn)n∈N is quasi-Bregman monotone with
respect to C relative to (fn)n∈N, that there exists g ∈ F(f) such that for every n ∈ N, g < fn,
and that, for every y1 ∈ X and every y2 ∈ X ,
y1 ∈W(xn)n∈N ∩ C
y2 ∈W(xn)n∈N ∩ C( 〈y1 − y2,∇fn(xn)〉 )n∈N converges
⇒ y1 = y2. (5.44)
Moreover, suppose that (∀x ∈ int dom f) Df(x, ·) is coercive. Then (xn)n∈N converges
weakly to a point in C ∩ int dom f if and only if W(xn)n∈N ⊂ C ∩ int dom f .
Proof. Necessity is clear. To show sufficiency, suppose that every weak sequential cluster
point of (xn)n∈N is in C ∩ int dom f and let y1 and y2 be two such points. First, it follows
from Proposition 5.21(i) that(
Dfn(y1, xn)
)
n∈N
and
(
Dfn(y2, xn)
)
n∈N
are convergent. (5.45)
Next, let us define the following functions
φ : [0, 1]→ R : t 7→ 〈y1 − y2,∇g(y2 + t(y1 − y2))−∇g(y2)〉, (5.46)
and
(∀n ∈ N) φn : [0, 1]→ R : t 7→
〈
y1 − y2,∇fn(y2 + t(y1 − y2))−∇fn(y2)
〉
. (5.47)
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Then ∫ 1
0
φ(t)dt = g(y1)− g(y2) and (∀n ∈ N)
∫ 1
0
φn(t)dt = fn(y1)− fn(y2). (5.48)
For every n ∈ N, since (1 + ηn)fn < fn+1, for every t ∈ ]0, 1]), we have
φn+1(t) =
〈
y1 − y2,∇fn+1(y2 + t(y1 − y2))−∇fn+1(y2)
〉
= t−1
〈
y2 + t(y1 − y2)− y2,∇fn+1(y2 + t(y1 − y2))−∇fn+1(y2)
〉
= t−1
(
Dfn+1
(
y2 + t(y1 − y2), y2
)
+Dfn+1
(
y2, y2 + t(y1 − y2)
))
6 (1 + ηn)t
−1
(
Dfn
(
y2 + t(y1 − y2), y2
)
+Dfn
(
y2, y2 + t(y1 − y2)
))
= (1 + ηn)t
−1
〈
y2 + t(y1 − y2)− y2,∇fn(y2 + t(y1 − y2))−∇fn(y2)
〉
= (1 + ηn)
〈
y1 − y2,∇fn(y2 + t(y1 − y2))−∇fn(y2)
〉
= (1 + ηn)φn(t). (5.49)
Consequently,
(∀n ∈ N)(∀t ∈ ]0, 1]) 0 6 φn+1(t) 6 (1 + ηn)φn(t). (5.50)
It is clear that (5.50) is valid for t = 0 since in this case, all terms are equal to 0. In turn,
we deduce from [16, Lemma 2.2.2] that
(φn)n∈N converges pointwise. (5.51)
On the other hand, for every n ∈ N, since g < fn, the same argument as above shows
that
(∀t ∈ [0, 1]) 0 6 φn(t) 6 φ(t). (5.52)
By invoking (5.51), (5.52), and Lebesgue’s dominated convergence theorem, we obtain
that (∫ 1
0
φn(t)dt
)
n∈N
converges, (5.53)
which implies that(
fn(y1)− fn(y2)
)
n∈N
converges. (5.54)
We also observe that
(∀n ∈ N) Dfn(y1, xn)−Dfn(y2, xn) = fn(y1)− fn(y2)− 〈y1 − y2,∇fn(xn)〉 , (5.55)
and hence, it follows from (5.45) and (5.54) that( 〈y1 − y2,∇fn(xn)〉 )n∈N converges. (5.56)
In turn, (5.44) forces y1 = y2. Since Proposition 5.21(ii) asserts that (xn)n∈N is bounded
and since X is reflexive, we conclude that xn ⇀ y1 ∈ C ∩ int dom f .
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Example 5.23 Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be Gâteaux diffe-
rentiable on int dom f 6= ∅, let (fn)n∈N be in F(f), let (xn)n∈N ∈ (int dom f)N, and let
C ⊂ X . Suppose that C ∩ dom f is a singleton. Then (5.44) is satisfied.
Proof. Since (xn)n∈N ∈ (int dom f)N, W(xn)n∈N ⊂ dom f , and therefore, W(xn)n∈N ∩C is
at most a singleton.
Example 5.24 Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be Gâteaux dif-
ferentiable on int dom f 6= ∅, let (xn)n∈N ∈ (int dom f)N, let C ⊂ int dom f , and set
(∀n ∈ N) fn = f . Suppose that f |int dom f is strictly convex and that ∇f is weakly sequen-
tially continuous. Then (5.44) is satisfied.
Proof. Suppose that y1 ∈ W(xn)n∈N ∩ C and y2 ∈ W(xn)n∈N ∩ C are such that
(〈y1 − y2,∇fn(xn〉)n∈N converges and y1 6= y2. Take strictly increasing sequences (kn)n∈N
and (ln)n∈N in N such that xkn ⇀ y1 and xln ⇀ y2. Since ∇f is weakly sequentially
continuous, by taking the limit in (5.44) along subsequences (xkn)n∈N and (xln)n∈N, we
get
〈y1 − y2,∇f(y1)−∇f(y2)〉 = 0 (5.57)
Since f |int dom f is strictly convex, ∇f is strictly monotone [19, Theorem 2.4.4(ii)], i.e.,
〈y1 − y2,∇f(y1)−∇f(y2)〉 > 0, (5.58)
and we reach a contradiction.
Example 5.25 Let X be a real Hilbert space, let f = ‖ · ‖2/2, let C ⊂ X , let (xn)n∈N be
a sequence in X , let α ∈ ]0,+∞[, let U and (Un)n∈N be self-adjoint linear operators from
X in X such that Un → U pointwise, and set (∀n ∈ N) fn = 〈·, Un·〉 /2. Suppose that
〈·, U ·〉 > α‖ · ‖2. Then (5.44) is satisfied.
Proof. It is easy to see that, for every n ∈ N, fn is Gâteaux differentiable on X with
∇fn = Un. Suppose that y1 ∈ W(xn)n∈N ∩ C and y2 ∈ W(xn)n∈N ∩ C are such that
(〈y1 − y2,∇fn(xn〉)n∈N converges. Take strictly increasing sequences (kn)n∈N and (ln)n∈N
in N such that xkn ⇀ y1 and xln ⇀ y2. We have〈
y1 − y2,∇fkn(xkn)
〉
=
〈
y1 − y2, Uknxkn
〉
=
〈
Ukny1 − Ukny2, xkn
〉→ 〈Uy1 − Uy2, y1〉,
(5.59)
and〈
y1 − y2,∇fln(xln)
〉
=
〈
y1 − y2, Ulnxln
〉
=
〈
Ulny1 − Ulny2, xln
〉→ 〈Uy1 − Uy2, y2〉, (5.60)
and hence, 0 =
〈
Uy1 − Uy2, y1 − y2
〉
> α‖y1 − y2‖2, and therefore, y1 = y2.
The following condition will be used subsequently (see [4, Examples 4.10, 5.11,
and 5.13] for special cases).
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Condition 5.26 [4, Condition 4.4] Let X be a reflexive real Banach space and let f ∈
Γ0(X ) be Gâteaux differentiable on int dom f 6= ∅. For every bounded sequences (xn)n∈N
and (yn)n∈N in int dom f ,
Df(xn, yn)→ 0 ⇒ xn − yn → 0. (5.61)
We now present a characterization of the strong convergence of stationarily quasi-
Bregman monotone sequences.
Proposition 5.27 Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be a Legendre
function, let α ∈ ]0,+∞[, let (fn)n∈N be in Pα(f), let (xn)n∈N ∈ (int dom f)N, and let
C be a closed convex subset of X such that C ∩ int dom f 6= ∅. Suppose that (xn)n∈N is
stationarily quasi Bregman monotone with respect to C relative to (fn)n∈N, that f satisfies
Condition 5.26, and that (∀x ∈ int dom f) Df(x, ·) is coercive. In addition, suppose that
there exists β ∈ ]0,+∞[ such that (∀n ∈ N) βf < fn. Then (xn)n∈N converges strongly to a
point in C ∩ dom f if and only if limDfC(xn) = 0.
Proof. To show the necessity, suppose that xn → x ∈ C ∩ dom f and take x ∈ C ∩
int dom f . Since Proposition 5.21(i) states that (Dfn(x, xn))n∈N is bounded and since
(∀n ∈ N) Df(x, xn) 6 Dfn(x, xn), (5.62)
we deduce that (Df(x, xn))n∈N is bounded. However, by [3, Lemma 7.3(vii)],
(∀n ∈ N) Df∗(∇f(xn),∇f(x)) = Df(x, xn). (5.63)
Therefore (Df
∗
(∇f(xn),∇f(x)))n∈N is bounded. In turn, since Df∗(·,∇f(x)) is coercive
[3, Lemma 7.3(v)], we get (∇f(xn))n∈N is bounded and hence 〈x− xn,∇f(xn)〉 → 0.
Since
(∀n ∈ N) DfC(xn) = infDf(C, xn)
6 infDf(C ∩ dom f, xn)
6 Df(x, xn)
= f(x)− f(xn)−
〈
x− xn,∇f(xn)
〉
, (5.64)
we obtain
limDfC(xn) 6 f(x)− lim f(xn)− lim
〈
x− xn,∇f(xn)
〉
= f(x)− lim f(xn). (5.65)
Since f is lower semicontinuous,
f(x) 6 lim f(xn) 6 lim f(xn). (5.66)
Altogether, (5.65) and (5.66) yield
limDfC(xn)→ 0. (5.67)
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We now show the sufficiency. First, since f is Legendre and C ∩ int dom f 6= ∅, (5.31)
yields
P fC : int dom f → C ∩ int dom f. (5.68)
Next, we set
(∀n ∈ N) ̺n = DfC(xn) and ζn = inf
x∈C∩dom f
Dfn(x, xn). (5.69)
Then lim ̺n = 0. For every n ∈ N, since βf < fn < αf , we obtain
(∀x ∈ C ∩ dom f) 0 6 αDf(x, xn) 6 Dfn(x, xn) 6 βDf(x, xn). (5.70)
In the above inequalities, after taking the infimum over x ∈ C ∩ dom f , we get
(∀n ∈ N) 0 6 α̺n 6 ζn 6 β̺n (5.71)
and therefore,
0 6 α lim ̺n 6 lim ζn 6 β lim ̺n = 0. (5.72)
On the other hand, since (xn)n∈N is stationarily quasi Bregman monotone with respect
to C relative to (fn)n∈N, there exist (ηn)n∈N ∈ ℓ1+(N) and (εn)n∈N ∈ ℓ1+(N) such that
(∀x ∈ C ∩ dom f)(∀n ∈ N) Dfn+1(x, xn+1) 6 (1 + ηn)Dfn(x, xn) + εn. (5.73)
Taking the infimum in (5.73) over C ∩ dom f yields
(∀n ∈ N) ζn+1 6 (1 + ηn)ζn + εn. (5.74)
It therefore follows from [16, Lemma 2.2.2] that (ζn)n∈N converges, and thus, we deduce
from (5.72) that ζn → 0. Appealing to (5.71), we get ̺n → 0, i.e.,
Df
(
P fCxn, xn
)→ 0. (5.75)
Now let x ∈ C ∩ int dom f . Then x ∈ FixP fC [4, Proposition 3.22(ii)(b)] and it follows
from Proposition 5.21(i) that (Dfn(x, xn))n∈N is bounded, and hence, (Df(x, xn))n∈N is
likewise. In turn, since [4, Proposition 3.3(i) and Theorem 3.34] yield
(∀n ∈ N) Df(x, P fCxn) 6 Df (x, xn), (5.76)
we deduce that (Df(x, P fCxn))n∈N is bounded, and hence, since D
f(x, ·) is coercive, we
obtain that(
P fCxn
)
n∈N
∈ (int dom f)N is bounded. (5.77)
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Therefore, since f satisfies Condition 5.26, it follows from (5.75) that
P fCxn − xn → 0. (5.78)
Since (5.68) entails that
(∀n ∈ N) P fCxn ∈ C ∩ int dom f = FixP fC , (5.79)
we obtain
(∀n ∈ N) 0 6 dC(xn) = inf
x∈C
‖x− xn‖ 6 ‖P fCxn − xn‖. (5.80)
Altogether, (5.78) and (5.80) imply that
dC(xn)→ 0. (5.81)
Set τ =
∏
k∈N(1 + ηk). Then τ < +∞ [12, Theorem 3.7.3]. By invoking (5.79) and [4,
Proposition 3.3(i) and Theorem 3.34], we get
(∀n ∈ N)(∀m ∈ N) Df(P fCxn, P fCxm+n) 6 Df(P fCxn, xm+n)
6 α−1Dfm+n
(
P fCxn, xm+n
)
6 τα−1
(
Dfn
(
P fCxn, xn
)
+
n+m−1∑
k=n
εk
)
6 τα−1
(
βDf
(
P fCxn, xn
)
+
∑
k>n
εk
)
= τα−1
(
β̺n +
∑
k>n
εk
)
. (5.82)
After taking the limit as n→ +∞ and m→ +∞ in (5.82), we obtain
Df
(
P fCxm+n, P
f
Cxn
)→ 0, (5.83)
and thus (5.77) yield
P fCxm+n − P fCxn → 0. (5.84)
However,
(∀n ∈ N)(∀m ∈ N) ‖xm+n−xn‖ 6 ‖xm+n−P fCxm+n‖+‖P fCxm+n−P fCxn‖+‖P fCxn−xn‖.
(5.85)
After taking the limit as n→ +∞ and m→ +∞ in (5.85) then using (5.78) and (5.84),
we get
‖xn+m − xn‖ → 0. (5.86)
Thus, (xn)n∈N is a Cauchy sequence in X , and hence, there exists x ∈ X such that xn → x.
By (5.81) and the continuity of dC [5, Example 1.47], we obtain dC(x) = 0 and, since C
is closed, x ∈ C. Because (xn)n∈N is in int dom f , we conclude that x ∈ dom f .
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Remark 5.28 In Proposition 5.27, suppose that X is a Hilbert space, that f = ‖ · ‖2/2,
and that (∀n ∈ N) fn : x 7→ 〈x, Unx〉 /2, where (Un)n∈N are operators in Pα(X ) such that
supn∈N ‖Un‖ < +∞. Then we recover [9, Theorem 3.4] with φ = | · |2/2.
5.2.3 Bregman distance-based proximity operators
Many algorithms in optimization in a real Hilbert space H are based on Moreau’s proxi-
mity operator [13] of a function ϕ ∈ Γ0(H)
proxϕ : H → H : x 7→ argmin
(
ϕ+ ‖ · −x‖2/2). (5.87)
Because the quadratic term in (5.87) is difficult to manipulate in Banach spaces since its
gradient is nonlinear, alternative notions based on Bregman distances have been used
(see [4] and the references therein). This leads to the notion of Df -proximal operators.
In this section, we investigate some their basic properties.
Lemma 5.29 [4, Section 3] Let X be a reflexive real Banach space, let ϕ ∈ Γ0(X ) be boun-
ded from below, and let f ∈ Γ0(X ) be a Legendre function such that domϕ∩int dom f 6= ∅.
Then the following hold :
(i) proxfϕ is single-valued on its domain.
(ii) ran proxfϕ ⊂ domproxfϕ = int dom f .
(iii) proxfϕ = (∇f + ∂ϕ)−1 ◦ ∇f .
(iv) Fix proxfϕ = Argminϕ ∩ int dom f .
(v) Let x ∈ Argminϕ ∩ int dom f , let y ∈ int dom f , and let v = proxfϕy. Then
Df(x, v) +Df(v, y) 6 Df(x, y). (5.88)
The following result in an extension of [5, Proposition 23.30].
Proposition 5.30 Let m be a strictly positive integer, let (Xi)16i6m be reflexive real Ba-
nach spaces, and let X be the vector product space ×mi=1Xi equipped with the norm
x = (xi)16i6m 7→
√∑m
i=1 ‖xi‖2. For every i ∈ {1, . . . , m}, let ϕi ∈ Γ0(Xi) be bounded
from below and let fi ∈ Γ0(Xi) be a Legendre function such that domϕi ∩ int dom fi 6= ∅.
Set f : X → ]−∞,+∞] : x 7→ ∑mi=1 fi(xi) and ϕ : X → ]−∞,+∞] : x 7→ ∑mi=1 ϕi(xi).
Then (
∀x ∈
m×
i=1
int dom fi
)
proxfϕx =
(
proxfiϕixi
)
16i6m
. (5.89)
Proof. First, we observe that X ∗ is the vector product space×mi=1X ∗i equipped with the
norm x∗ = (x∗i )16i6m 7→
√∑m
i=1 ‖x∗i ‖2. Since, for every i ∈ {1, . . . , m}, ϕi is bounded
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from below, so is ϕ. Next, we derive from the definition of f that dom f =×mi=1dom fi
and that
∂f : X → 2X ∗ : (xi)16i6m 7→
m×
i=1
∂fi(xi). (5.90)
Thus, ∂f is single-valued on
dom ∂f =
m×
i=1
dom ∂fi =
m×
i=1
int dom fi = int
( m×
i=1
dom fi
)
= int dom f. (5.91)
Likewise, since
f ∗ : X ∗ → ]−∞,+∞] : (x∗i )16i6m 7→
m∑
i=1
f ∗i (x
∗
i ), (5.92)
we deduce that ∂f ∗ is single-valued on dom ∂f ∗ = int dom f ∗. Consequently, [3, Theo-
rems 5.4 and 5.6] assert that f is a Legendre function. In addition,
domϕ∩ int dom f =
( m×
i=1
domϕi
)
∩
( m×
i=1
int dom fi
)
=
m×
i=1
(domϕi∩ int dom fi) 6= ∅.
(5.93)
Now Lemma 5.29 asserts that proxfϕ : int dom f → domϕ∩ int dom f . For the remainder
of the proof, let x ∈ int dom f , set p = proxfϕx, and set q = (proxfiϕixi)16i6m. Since
Lemma 5.29(iii) yields ∇f(x)−∇f(p) ∈ ∂ϕ(p), we deduce from (5.28) that
(∀z ∈ domϕ) 〈z − p,∇f(x)−∇f(p)〉+ ϕ(p) 6 ϕ(z). (5.94)
Setting z = q in (5.94) yields
〈q − p,∇f(x)−∇f(p)〉+ ϕ(p) 6 ϕ(q). (5.95)
For every i ∈ {1, . . . , m}, set qi = proxfiϕixi. The same characterization as in (5.94) yields
(∀i ∈ {1, . . . , m})(∀zi ∈ domϕi) 〈zi − qi,∇fi(xi)−∇fi(qi)〉+ϕi(qi) 6 ϕi(zi). (5.96)
By summing these inequalities over i ∈ {1, . . . , m}, we obtain
(∀z ∈ domϕ) 〈z − q,∇f(x)−∇f(q)〉+ ϕ(q) 6 ϕ(z). (5.97)
Upon setting z = p in (5.97), we get
〈p− q,∇f(x)−∇f(q)〉+ ϕ(q) 6 ϕ(p). (5.98)
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Adding (5.95) and (5.98) yields
〈p− q,∇f(p)−∇f(q)〉 6 0. (5.99)
Suppose that p 6= q. Since f is essentially strictly convex, f is strictly convex on every
convex subset of dom ∂f . In particular, since int dom f ⊂ dom ∂f , f |int dom f is strictly
convex. Hence, by [19, Theorem 2.4.4(ii)], ∇f is strictly monotone, i.e.,
〈p− q,∇f(p)−∇f(q)〉 > 0, (5.100)
and we reach a contradiction. Consequently, p = q which proves the claim.
Let us note that, even in Euclidean spaces, it may be easier to evaluate proxfϕ than
Moreau’s usual proximity operator proxϕ, which is based on f = ‖ · ‖2/2. We provide
illustrations of such instances in the standard Euclidean space Rm.
Example 5.31 Let γ ∈ ]0,+∞[, let φ ∈ Γ0(R) be such that domφ ∩ ]0,+∞[ 6= ∅, and let
ϑ be Boltzmann-Shannon entropy, i.e.,
ϑ : ξ 7→

ξ ln ξ − ξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise.
(5.101)
Set ϕ : (ξi)16i6m 7→
∑m
i=1 φ(ξi) and f : (ξi)16i6m 7→
∑m
i=1 ϑ(ξi). Note that f is a Le-
gendre function [2, Theorem 5.12 and Example 6.5] and hence, Lemma 5.29 asserts
that domproxfγϕ = ]0,+∞[m. Let (ξi)16i6m ∈ ]0,+∞[m, set (ηi)16i6m = proxfγϕ(ξi)16i6m,
let W be the Lambert function [10], i.e., the inverse of ξ 7→ ξeξ on [0,+∞[, and let
i ∈ {1, . . . , m}. Then ηi can be computed as follows.
(i) Let ω ∈ R and suppose that
φ : ξ 7→

ξ ln ξ − ωξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise.
(5.102)
Then ηi = ξ
(ω−1)/(γ+1)
i .
(ii) Let p ∈ [1,+∞[ and suppose that either φ = | · |p/p or
φ : ξ 7→
{
ξp/p, if ξ ∈ [0,+∞[ ;
+∞, otherwise. (5.103)
Then
ηi =

(
W (γ(p− 1)ξp−1i )
γ(p− 1)
) 1
p−1
, if p ∈ ]1,+∞[ ;
ξie
−γ , if p = 1.
(5.104)
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(iii) Let p ∈ [1,+∞[ and suppose that
φ : ξ 7→
{
ξ−p/p, if ξ ∈ ]0,+∞[ ;
+∞, otherwise. (5.105)
Then
ηi =
(
W (γ(p+ 1)ξ−p−1i )
γ(p+ 1)
) −1
p+1
. (5.106)
(iv) Let p ∈ ]0, 1[ and suppose that
φ : ξ 7→
{
−ξp/p, if ξ ∈ [0,+∞[ ;
+∞, otherwise. (5.107)
Then
ηi =
(
W (γ(1− p)ξp−1i )
γ(1− p)
) 1
p−1
. (5.108)
Example 5.32 Let φ ∈ Γ0(R) be such that domφ ∩ ]0, 1[ 6= ∅ and let ϑ be Fermi-Dirac
entropy, i.e.,
ϑ : ξ 7→

ξ ln ξ − (1− ξ) ln(1− ξ), if ξ ∈ ]0, 1[ ;
0 if ξ ∈ {0, 1};
+∞, otherwise.
(5.109)
Set ϕ : (ξi)16i6m 7→
∑m
i=1 φ(ξi) and f : (ξi)16i6m 7→
∑m
i=1 ϑ(ξi). Note that f is a Le-
gendre function [2, Theorem 5.12 and Example 6.5] and hence, Lemma 5.29 asserts
that domproxfϕ = ]0, 1[
m. Let (ξi)16i6m ∈ ]0, 1[m, set (ηi)16i6m = proxfϕ(ξi)16i6m, and let
i ∈ {1, . . . , m}. Then ηi can be computed as follows.
(i) Let ω ∈ R and suppose that
φ : ξ 7→

ξ ln ξ − ωξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise.
(5.110)
Then ηi = eω(2− 2ξi)−1(−ξi +
√
4ξi − 3ξ2i ).
(ii) Suppose that
φ : ξ 7→

(1− ξ) ln(1− ξ) + ξ, if ξ ∈ ]−∞, 1[ ;
1 if ξ = 1;
+∞, otherwise.
(5.111)
Then ηi = 1/2 + ξ−1i /2−
√
ξ−2i /4 + ξ
−1
i /2− 3/4.
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Example 5.33 Let φ ∈ Γ0(R) be such that domφ ∩ ]0,+∞[ 6= ∅ and let ϑ be Burg
entropy, i.e.,
ϑ : ξ 7→
{
− ln ξ, if ξ ∈ ]0,+∞[ ;
+∞, otherwise. (5.112)
Set ϕ : (ξi)16i6m 7→
∑m
i=1 φ(ξi) and f : (ξi)16i6m 7→
∑m
i=1 ϑ(ξi). Note that f is a Le-
gendre function [2, Theorem 5.12 and Example 6.5] and hence, Lemma 5.29 asserts
that domproxfϕ = ]0,+∞[m. Let (ξi)16i6m ∈ ]0,+∞[m, set (ηi)16i6m = proxfϕ(ξi)16i6m,
and let i ∈ {1, . . . , m}. Then ηi can be computed as follows.
(i) Let γ ∈ ]0,+∞[ and suppose that φ = γϑ. Then ηi = (1 + γ)ξi.
(ii) Let (γ, α) ∈ [0,+∞[2, let ω ∈ R, and suppose that
φ : ξ 7→
{
−γ ln ξ + ωξ + αξ−1, if ξ ∈ ]0,+∞[ ;
+∞, otherwise. (5.113)
Then ηi = (2 + 2ωξi)−1((γ + 1)ξi +
√
(γ + 1)2ξi + 4αξi(1 + ωξi)).
(iii) Let (γ, α) ∈ [0,+∞[2, let p ∈ [1,+∞[, and suppose that
φ : ξ 7→
{
−γ ln ξ + αξp, if ξ ∈ ]0,+∞[ ;
+∞, otherwise. (5.114)
Then ηi is the strictly positive solution of pαξiηp + ρ = (γ + 1)ξi.
(iv) Let α ∈ [0,+∞[, let p ∈ [1,+∞[, and suppose that
φ : ξ 7→
{
αξ−p, if ξ ∈ ]0,+∞[ ;
+∞, otherwise. (5.115)
Then ηi is the strictly positive solution of pηp+1 − ξiηp = αpξi.
Example 5.34 Let f : (ξi)16i6m 7→
∑m
i=1 ϑ(ξi), where ϑ is Hellinger-like function, i.e.,
ϑ : ξ 7→
{
−
√
1− ξ2, if ξ ∈ [−1, 1] ;
+∞, otherwise, (5.116)
let γ ∈ ]0,+∞[, and let ϕ = f . Note that f is a Legendre function [2, Theorem 5.12
and Example 6.5] and hence, Lemma 5.29 asserts that domproxfγϕ = ]−1, 1[m. Let
(ξi)16i6m ∈ ]−1, 1[m and set (ηi)16i6m = proxfγϕ(ξi)16i6m. Then (∀i ∈ {1, . . . , m})
ηi = ξi/
√
(γ + 1)2 + (γ2 + 2γ + 2)ξ2i .
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5.2.4 Applications
5.2.4.1 Variable Bregman proximal point algorithm
The convex minimization problem, i.e., the problem of minimizing a convex function,
can be solved by proximal point algorithm (see [5, 9] for Hilbertian setting and [4] for
Banach space setting). In this section, we develop a proximal point algorithm which em-
ploys different Bregman distances at each iteration. This provides a unified framework
for existing proximal point algorithms.
Theorem 5.35 Let X be a reflexive real Banach space, let ϕ ∈ Γ0(X ), let f ∈ Γ0(X )
be a Legendre function such that Argminϕ ∩ int dom f 6= ∅, let (ηn)n∈N ∈ ℓ1+(N), let
α ∈ ]0,+∞[, and let (fn)n∈N be Legendre functions in Pα(f) such that
(∀n ∈ N) (1 + ηn)fn < fn+1. (5.117)
Let x0 ∈ int dom f , let (γn)n∈N ∈ ]0,+∞[N be such that γ = infn∈N γn > 0, and iterate
(∀n ∈ N) xn+1 = proxfnγnϕxn. (5.118)
Then the following hold :
(i) (xn)n∈N is stationarily Bregman monotone with respect to Argminϕ relative to
(fn)n∈N.
(ii) (xn)n∈N is a minimizing sequence of ϕ.
(iii) Suppose that, for every x ∈ int dom f , Df(x, ·) is coercive, and that one of the
following holds :
(a) Argminϕ ∩ dom f is a singleton.
(b) Either Argminϕ ⊂ int dom f or dom f ∗ is open and ∇f ∗ is weakly sequentially
continuous, there exists g ∈ F(f) such that, for every n ∈ N, g < fn, and, for
every y1 ∈ X and every y2 ∈ X ,
y1 ∈W(xn)n∈N
y2 ∈W(xn)n∈N(〈
y1 − y2,∇fn(xn)
〉)
n∈N
converges
⇒ y1 = y2. (5.119)
Then there exists x ∈ Argminϕ such that xn ⇀ x.
(iv) Suppose that that f satisfies Condition 5.26 and that (∀x ∈ int dom f) Df(x, ·)
is coercive. Furthermore, assume that limDfArgminϕ(xn) = 0 and that there exists
β ∈ ]0,+∞[ such that (∀n ∈ N) βf < fn. Then there exists x ∈ Argminϕ such that
xn → x.
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Proof. First, for every n ∈ N, since ∅ 6= Argminϕ ∩ int dom f ⊂ domϕ ∩ int dom f =
domϕ ∩ int dom fn, Lemma 5.29 asserts that
proxfnγnϕ : int dom fn → dom ∂ϕ ∩ int dom fn (5.120)
is well-defined and single-valued. Note that x0 ∈ int dom f . Suppose that xn ∈ int dom f
for some n ∈ N. Then xn ∈ int dom fn, and hence, we deduce from (5.120) that xn+1 ∈
dom ∂ϕ ∩ int dom fn ⊂ int dom f . By reasoning by induction, we conclude that
(xn)n∈N ∈
(
int dom f
)N
is well-defined. (5.121)
(i) : We first derive from (5.118) and Lemma 5.29(iii) that
(∀n ∈ N) ∇fn(xn)−∇fn(xn+1) ∈ γn∂ϕ(xn+1). (5.122)
Next, by invoking (5.28) and (5.122), we get
(∀x ∈ domϕ∩dom f)(∀n ∈ N) γ−1n
〈
x− xn+1,∇fn(xn)−∇fn(xn+1)
〉
+ϕ(xn+1) 6 ϕ(x).
(5.123)
It therefore follows from [3, Proposition 2.3(ii)] that
(∀x ∈ domϕ ∩ dom f)(∀n ∈ N) γ−1n
(
Dfn(x, xn+1) +D
fn(xn+1, xn)−Dfn(x, xn)
)
+ ϕ(xn+1) 6 ϕ(x), (5.124)
and, in particular,
(∀x ∈ Argminϕ∩dom f)(∀n ∈ N) Dfn(x, xn+1) 6 Dfn(x, xn)−Dfn(xn+1, xn). (5.125)
Since (5.117) yields
(∀x ∈ Argminϕ∩ dom f)(∀n ∈ N) Dfn+1(x, xn+1) 6 (1 + ηn)Dfn(x, xn+1), (5.126)
it follows from (5.125) that
(∀x ∈ Argminϕ ∩ dom f)(∀n ∈ N) Dfn+1(x, xn+1) 6 (1 + ηn)Dfn(x, xn)
− (1 + ηn)Dfn(xn+1, xn). (5.127)
In particular,
(∀x ∈ Argminϕ ∩ dom f)(∀n ∈ N) Dfn+1(x, xn+1) 6 (1 + ηn)Dfn(x, xn). (5.128)
This shows that (xn)n∈N is stationarily Bregman monotone with respect to Argminϕ
relative to (fn)n∈N.
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(ii) : Let x ∈ Argminϕ ∩ int dom f . It follows from (i) and Proposition 5.21(i) that(
Dfn(x, xn)
)
n∈N
converges (5.129)
and, since (5.127) yields
(∀n ∈ N) Dfn(xn+1, xn) 6 (1 + ηn)Dfn(xn+1, xn)
6 (1 + ηn)D
fn(x, xn)−Dfn+1(x, xn+1), (5.130)
we deduce that
Dfn(xn+1, xn)→ 0. (5.131)
On the other hand, since (fn)n∈N is in Pα(f), we obtain
(∀n ∈ N) αDf(xn+1, xn) 6 Dfn(xn+1, xn). (5.132)
Altogether, (5.131) and (5.132) yield
Df(xn+1, xn)→ 0. (5.133)
We also deduce from (5.124) that
(∀n ∈ N) ϕ(xn+1) 6 γ−1n
(
Dfn(xn, xn+1)+D
fn(xn+1, xn)
)
+ϕ(xn+1) 6 ϕ(xn). (5.134)
This shows that (ϕ(xn))n∈N is decreasing, and hence, since it is bounded from below by
inf ϕ(X ), it converges. We now derive from (5.124) and (5.126) that
(∀n ∈ N) 1
γ
(
1
1 + ηn
Dfn+1(x, xn+1) +D
fn(xn+1, xn)−Dfn(x, xn)
)
+ ϕ(xn+1)
6
1
γn
(
1
1 + ηn
Dfn+1(x, xn+1) +D
fn(xn+1, xn)−Dfn(x, xn)
)
+ ϕ(xn+1)
6 ϕ(x). (5.135)
Hence, by using (5.129) and (5.131) after letting n→ +∞ in (5.135), we get
inf ϕ(X ) 6 limϕ(xn) 6 ϕ(x) = inf ϕ(X ). (5.136)
In turn, ϕ(xn)→ inf ϕ(X ), i.e., (xn)n∈N is therefore a minimizing sequence of ϕ.
(iii) : We show actually that W(xn)n∈N ⊂ Argminϕ. To this end, suppose that x ∈
W(xn)n∈N, i.e., xkn ⇀ x. Since ϕ is lower semicontinuous and convex, it is weakly lower
semicontinuous [19, Theorem 2.2.1], and hence,
inf ϕ(X ) 6 ϕ(x) 6 limϕ(xkn) = inf ϕ(X ). (5.137)
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In turn, ϕ(x) = inf ϕ(X ), i.e., x ∈ Argminϕ.
(iii)(a) : Since X is reflexive, we derive from (i) and Proposition 5.21(ii) that
W(xn)n∈N 6= ∅. Let us fix x ∈ W(xn)n∈N. Since (5.121) yields W(xn)n∈N ⊂ Argminϕ ∩
dom f , we get W(xn)n∈N = {x}. In turn, xn ⇀ x.
(iii)(b) : We shall show that W(xn)n∈N ⊂ int dom f . To this end, let x ∈ W(xn)n∈N,
i.e., xkn ⇀ x. If Argminϕ ⊂ int dom f then x ∈ Argminϕ ⊂ int dom f . Now
suppose that dom f ∗ is open and ∇f ∗ is weakly sequentially continuous. Let x ∈
Argminϕ ∩ int dom f . Then ∇f(x) ∈ int dom f ∗ [3, Theorem 5.9] and it follows from
[3, Lemma 7.3(v)] that Df
∗
(·,∇f(x)) is coercive. Since (Df(x, xkn))n∈N is bounded and
since [3, Lemma 7.3(vii)] asserts that
(∀n ∈ N) Df∗(∇f(xkn),∇f(x)) = Df(x, xkn), (5.138)
we deduce that (∇f(xkn))n∈N is bounded. Take x∗ ∈ X ∗ and a strictly increasing se-
quence (pkn)n∈N in N such that ∇f(xpkn ) ⇀ x∗. Since [3, Lemma 7.3(ii)] states that
Df
∗
(·,∇f(x)) is a proper lower semicontinuous convex function, we derive from (5.138)
that
Df
∗
(x∗,∇f(x)) 6 limDf∗(∇f(xpkn ),∇f(x)) 6 limDf(x, xpkn ) < +∞, (5.139)
which shows that x∗ ∈ dom f ∗ = int dom f ∗ and thus, by [3, Theorem 5.10], there exists
x1 ∈ int dom f such that x∗ = ∇f(x1). Since ∇f ∗ is weakly sequentially continuous, we
get
x ↼ xpkn = ∇f ∗
(∇f(xpkn )) ⇀ ∇f ∗(x∗) = x1. (5.140)
In turn, x = x1 ∈ int dom f . Finally, the claim follows from Proposition 5.22.
(iv) : Since ϕ ∈ Γ0(X ), Argminϕ is convex and closed, and the assertion therefore
follows from Proposition 5.27.
Remark 5.36 In Theorem 5.35, suppose that (∀n ∈ N) fn = f , γn = γ, and ηn = 0. Then
(5.118) reduces to the Bregman proximal iterations [4]
(∀n ∈ N) xn+1 = proxfγϕxn. (5.141)
5.2.4.2 An application to the convex feasibility problem
In this section, we apply the asymptotic analysis of variable Bregman monotone se-
quences to study the convex feasibility problem, i.e., the generic problem of finding a
point in the intersection of a family of closed convex sets. We first recall the following
results.
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Lemma 5.37 [4, Definition 3.1 and Proposition 3.3] Let X be a reflexive real Banach
space, let f ∈ Γ0(X ) be Gâteaux differentiable on int dom f 6= ∅, set
(∀(x, y) ∈ (int dom f)2) Hf(x, y) = {z ∈ X ∣∣ 〈z − y,∇f(x)−∇f(y)〉 6 0}
=
{
z ∈ X ∣∣ Df(z, y) +Df(y, x) 6 Df(z, x)}
(5.142)
and
B(f) =
{
T : X → 2X
∣∣∣ ranT ⊂ domT = int dom f
and (∀(x, y) ∈ graT ) FixT ⊂ Hf(x, y)
}
. (5.143)
Let T ∈ B(f) be such that FixT 6= ∅. Suppose that f |int dom f is strictly convex. Then the
following hold :
(i) Fix T is convex.
(ii) (∀x ∈ FixT )(∀(y, v) ∈ graT ) Df(x, v) +Df(v, y) 6 Df(x, y).
The class of operators B includes types of fundamental operators in Bregman opti-
mization (see [4] for more discussions). We illustrate our result in Section 5.2.2 through
an application to the problem of finding a common point of a family of closed convex
subsets with nonempty intersection.
Theorem 5.38 Let X be a reflexive real Banach space, let I be a totally ordered at most
countable index set, let (Ci)i∈I be a family of closed convex subsets of X such that C =⋂
i∈I Ci 6= ∅, let f ∈ Γ0(X ) be Gâteaux differentiable on int dom f 6= ∅, let (ηn)n∈N ∈
ℓ1+(N), let α ∈ ]0,+∞[, and let (fn)n∈N be Legendre functions in Pα(f) such that
(∀n ∈ N) (1 + ηn)fn < fn+1. (5.144)
Let i : N→ I be such that
(∀j ∈ I)(∃Mj ∈ N\{0})(∀n ∈ N) j ∈ {i(n), . . . , i(n+Mj − 1)}. (5.145)
For every i ∈ I, let (Ti,n)n∈N be a sequence of operators such that
(∀n ∈ N) Ti,n ∈ B(fn), Ci ∩ FixTi,n 6= ∅, and Ci ⊂ FixTi,n. (5.146)
Let x0 ∈ int dom f and iterate
(∀n ∈ N) xn+1 ∈ Ti(n),nxn. (5.147)
Suppose that f satisfies Condition 5.26 and that (∀x ∈ int dom f)Df(x, ·) is coercive. Then
there exists x ∈ C such that the following hold :
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(i) Suppose that there exists g ∈ F(f) that, for every n ∈ N, g < fn, and that, for every
y1 ∈ X and every y2 ∈ X ,
y1 ∈W(xn)n∈N ∩ C
y2 ∈W(xn)n∈N ∩ C(〈
y1 − y2,∇fn(xn)
〉)
n∈N
converges
⇒ y1 = y2, (5.148)
and that, for every strictly increasing sequence (ln)n∈N in N, every x ∈ X , and every
j ∈ I,
xln ⇀ x
yln ∈ Tj,lnxln
yln − xln → 0
(∀n ∈ N) j = i(ln)
⇒ x ∈ Cj . (5.149)
In addition, assume that W(xn)n∈N ⊂ int dom f . Then xn ⇀ x.
(ii) Suppose that f is Legendre, that limDfC(xn) = 0, and that there exists β ∈ ]0,+∞[
such that (∀n ∈ N) βf < fn. Then xn → x.
Proof. For every n ∈ N and every i ∈ I, we observe that ranTi,n ⊂ domTi,n =
int dom fn = int dom f . Hence, it follows from (5.146) and (5.147) that (xn)n∈N is a
well-define sequence in int dom f . We now derive from (5.142), (5.146), and (5.147)
that
(∀x ∈ C ∩ dom f)(∀n ∈ N) Dfn(x, xn+1) +Dfn(xn+1, xn) 6 Dfn(x, xn). (5.150)
Since (5.144) yields
(∀x ∈ C ∩ dom f)(∀n ∈ N) Dfn+1(x, xn+1) 6 (1 + ηn)Dfn(x, xn+1), (5.151)
we deduce that
(∀x ∈ C∩dom f)(∀n ∈ N) Dfn+1(x, xn+1) 6 (1+ηn)Dfn(x, xn)−(1+ηn)Dfn(xn+1, xn).
(5.152)
In particular,
(∀x ∈ C ∩ dom f)(∀n ∈ N) Dfn+1(x, xn+1) 6 (1 + ηn)Dfn(x, xn), (5.153)
which shows that (xn)n∈N is stationarily Bregman monotone with respect to C relative to
(fn)n∈N. In addition, we derive from (5.146) that (∀i ∈ {1, . . . , m}) Ci ∩ int dom f 6= ∅.
Hence, C ∩ int dom f 6= ∅.
(i) : In view of Proposition 5.22, it suffices to show that W(xn)n∈N ⊂ C ∩ int dom f .
To this end, let x ∈ W(xn)n∈N, let (kn)n∈N be a strictly increasing sequence in N such
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that xkn ⇀ x, let j ∈ I, and let x ∈ C ∩ int dom f . By (5.145), there exists a strictly
increasing sequence (ln)n∈N in N such that
(∀n ∈ N)
{
kn 6 ln 6 kn +Mj − 1 < kn+1 6 ln+1,
j = i(ln).
(5.154)
Since Df(x, ·) is coercive, it follows from Proposition 5.21 that (xn)∈N is bounded and
(Dfn(xn+1, xn))n∈N converges. In turn, since (5.152) yields
(∀n ∈ N) Dfn(xn+1, xn) 6 (1 + ηn)Dfn(xn+1, xn)
6 (1 + ηn)D
fn(x, xn)−Dfn+1(x, xn+1), (5.155)
we deduce that
Dfn(xn+1, xn)→ 0. (5.156)
However, since
(∀n ∈ N) αDf(xn+1, xn) 6 Dfn(xn+1, xn), (5.157)
it follows from (5.156) that
Df(xn+1, xn)→ 0 (5.158)
and hence, since f satisfies Condition 5.26,
xn+1 − xn → 0. (5.159)
Altogether, (5.154) and (5.159) imply that
‖xln−xkn‖ 6
kn+Mj−2∑
m=kn
‖xm+1−xn‖ 6 (Mj−1) max
kn6m6kn+Mj−2
‖xm+1−xm‖ → 0, (5.160)
and therefore
xln ⇀ x. (5.161)
Now let (∀n ∈ N) yln ∈ Tj,lnxln . We deduce from (5.154) and (5.159) that
yln − xln → 0. (5.162)
By invoking successively (5.149), (5.161), and (5.162), we get x ∈ Cj, and hence, x ∈ C.
Consequently, W(xn)n∈N ⊂ C ∩ int dom f .
(ii) : Since C is closed, the assertion follows from Proposition 5.27.
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Remark 5.39
(i) In Theorem 5.38, suppose that (∀n ∈ N) fn = f and ηn = 0. Then we recover
the framework of [4, Section 4.2].
(ii) In Theorem 5.38, suppose that X is a Hilbert space, that f = ‖ · ‖2/2, and that
(∀n ∈ N) fn : x 7→ 〈x, Unx〉 /2, where (Un)n∈N are operators in Pα(X ) such that
supn∈N ‖Un‖ < +∞ and (∀n ∈ N) (1+ηn)Un < Un+1. Then we recover the version
of [9, Theorem 5.1(i) and (iii)] without errors and (∀n ∈ N) λn = 1.
Our last result concerns a periodic projection method that uses different Bregman
distances at each iteration.
Corollary 5.40 Let X be a reflexive real Banach space, let m be a strictly positive integer,
let (Ci)16i6m be a family of closed convex subsets of X such that C =
⋂m
i=1Ci 6= ∅, let f ∈
Γ0(X ) be Gâteaux differentiable on int dom f such that C ∩ int dom f 6= ∅, let (ηn)n∈N ∈
ℓ1+(N), let α ∈ ]0,+∞[, and let (fn)n∈N be Legendre functions in Pα(f) such that
(∀n ∈ N) (1 + ηn)fn < fn+1. (5.163)
Let x0 ∈ int dom f and iterate
(∀n ∈ N) xn+1 = P fnC1+rem(n,m)xn, (5.164)
where rem(·, m) is the remainder of the division by m. Suppose that f satisfies Condi-
tion 5.26 and that (∀x ∈ int dom f) Df(x, ·) is coercive. Then there exists x ∈ C such that
the following hold :
(i) Suppose that there exists g ∈ F(f) such that, for every n ∈ N, g < fn, and that, for
every y1 ∈ X and every y2 ∈ X ,
y1 ∈W(xn)n∈N ∩ C
y2 ∈W(xn)n∈N ∩ C(〈
y1 − y2,∇fn(xn)
〉)
n∈N
converges
⇒ y1 = y2. (5.165)
In addition, suppose that W(xn)n∈N ⊂ int dom f . Then xn ⇀ x.
(ii) Suppose that f is Legendre, that limDfC(xn) = 0, and that there exists β ∈ ]0,+∞[
such that (∀n ∈ N) βf < fn. Then xn → x.
Proof. First, we see that the function i : N → {1, . . . , m} : n 7→ 1 + rem(n,m) satisfies
(5.145), where (∀j ∈ {1, . . . , m}) Mj = m. Now set
(∀i ∈ {1, . . . , m})(∀n ∈ N) Ti,n = P fnCi . (5.166)
Then, by [4, Theorem 3.34], for every n ∈ N and every i ∈ {1, . . . , m}, we have
Ti,n ∈ B(fn) and Ci∩dom f∩Fix Ti,n = Ci∩int dom f ⊃ C∩int dom f 6= ∅. (5.167)
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In addition, it follows from [4, Lemma 3.2] that
(∀n ∈ N)(∀i ∈ {1, . . . , m}) Ci∩dom f = Ci ∩ int dom f = Ci ∩ int dom fn = FixTi,n.
(5.168)
Therefore, (5.164) is a particular case of (5.147). We shall actually apply Proposi-
tion 5.38 with the family (Ci ∩ dom f)16i6m.
(i) : Let us fix j ∈ {1, . . . , m} and suppose that
xln ⇀ x, Tj,lnxln − xln → 0, and (∀n ∈ N) j = i(ln). (5.169)
Then Cj ∋ P flnCj xln = Tj,lnxln ⇀ x, and hence, x ∈ Cj since Cj is weakly closed [18,
Corollary 4.5]. Moreover, since (xn)n∈N is in int dom f , x ∈ dom f and hence x ∈ Cj ∩
dom f . This shows that (5.149) is satisfied. Consequently, the assertion follows from
Proposition 5.38(i).
(ii) : We have
(∀n ∈ N) inf
x∈C∩dom f
Df(x, xn) 6 inf
x∈C∩dom f
Df(x, xn) = D
f
C(xn), (5.170)
and hence, limDC∩dom f(xn) = 0. The claim therefore follows from Proposition 5.38(ii).
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Chapitre 6
Algorithme explicite-implicite avec des
distances de Bregman
Nous proposons un algorithme explicite-implicite basé sur des distances de Bregman
pour les problèmes de minimisation convexe composite dans des espaces de Banach réel
réflexifs. La convergence est établie en utilisant la notion de suites quasi-monotones au
sens de Bregman étudiée dans le Chapitre 5. De nombreux exemples sont présentés, y
compris dans des espaces euclidiens, où des algorithmes nouveaux sont obtenus. Des
applications numériques en traitement d’images sont proposées.
6.1 Description et résultats principaux
Nous considérons dans ce chapitre le problème suivant.
Problème 6.1 Soient X et Y des espaces de Banach réels réflexifs, soit ϕ ∈ Γ0(X ), soit
ψ ∈ Γ0(Y) une fonction Gâteaux différentiable sur int dom ψ 6= ∅, et soit L ∈ B (X ,Y).
Le problème est de
minimiser
x∈X
ϕ(x) + ψ(Lx). (6.1)
L ’ensemble des solutions de (6.1) est noté S.
Nos résultats sont basés sur les définitions suivantes.
Définition 6.2 [6] Soit X un espace de Banach réel réflexif et soit f ∈ Γ0(X ) Gâteaux
différentiable sur int dom f 6= ∅. La distance de Bregman associée à f est
Df : X ×X → [0,+∞]
(x, y) 7→
{
f(x)− f(y)− 〈x− y,∇f(y)〉, si y ∈ int dom f ;
+∞, sinon.
(6.2)
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Soit ϕ ∈ Γ0(X ). Alors l’opérateur f -proximal est
Proxfϕ : X ∗ → 2X
x∗ 7→ {x ∈ X ∣∣ ϕ(x) + f(x)− 〈x, x∗〉 = min (ϕ+ f − x∗)(X ) < +∞}. (6.3)
De plus, f est de Legendre si elle est essentiellement lisse au sens où ∂f est à la fois
localement borné et univoque sur son domaine, et essentiellement strictement convexe au
sens où ∂f ∗ est localement borné sur son domaine et f est strictement convexe sur les
sous-ensembles convexes de dom ∂f . Soit C un sous-ensemble convexe fermé de X tel
que C ∩ int dom f 6= ∅. Le Df -projecteur sur C est
P fC : int dom f → C ∩ int dom f
y 7→ argmin
x∈C
Df(x, y),
(6.4)
et la Df -distance à C est
DfC : X → [0,+∞]
y 7→ infDf(C, y). (6.5)
Nous rappelons la définition et la condition suivantes utilisées dans le Chapitre 2.
Définition 6.3 Soit X un espace de Banach réel réflexif et soit f ∈ Γ0(X ) Gâteaux
différentiable sur int dom f 6= ∅. Alors
F(f) =
{
g ∈ Γ0(X )
∣∣ g est Gâteaux différentiable sur dom g = int dom f}. (6.6)
De plus, si g1 et g2 appartiennent F(f), alors
g1 < g2 ⇔ (∀x ∈ dom f)(∀y ∈ int dom f) Dg1(x, y) > Dg2(x, y). (6.7)
Pour tout α ∈ [0,+∞[, posons
Pα(f) =
{
g ∈ F(f) ∣∣ g < αf}. (6.8)
Notation 6.4 Soit X un espace de Banach réel réflexif et soit f ∈ Γ0(X ) Gâteaux diffé-
rentiable sur int dom f 6= ∅. Alors
fˆ : X → ]−∞,+∞]
x 7→
{
f(x), si x ∈ int dom f ;
+∞, sinon.
(6.9)
Condition 6.5 [4, Condition 4.4] Soit X un espace de Banach réel réflexif et soit f ∈
Γ0(X ) Gâteaux différentiable sur int dom f 6= ∅. Pour toutes suites bornées (xn)n∈N et
(yn)n∈N dans int dom f ,
Df(xn, yn)→ 0 ⇒ xn − yn → 0. (6.10)
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Nous introduisons un algorithme explicite-implicite basé sur les distances de Breg-
man variables pour résoudre le Problème 6.1.
Théorème 6.6 Considérons le Problème 6.1. Soit f ∈ Γ0(X ) une fonction de Legendre
telle que S ∩ int dom f 6= ∅, L(int dom f) ⊂ int dom ψ, et f < βψ ◦ L pour un certain
β ∈ ]0,+∞[. Soient (ηn)n∈N ∈ ℓ1+(N), α ∈ ]0,+∞[, et (fn)n∈N des fonctions de Legendre
dans Pα(f) telles que
(∀n ∈ N) (1 + ηn)fn < fn+1. (6.11)
Supposons que ou bien −L∗(ran∇ψ) ⊂ domϕ∗ ou bien (∀n ∈ N) fn soit cofinie. Soient
ε ∈ ]0, αβ/(αβ + 1)[ et (γn)n∈N une suite dans R telle que
(∀n ∈ N) ε 6 γn 6 αβ(1− ε) et (1 + ηn)γn − γn+1 6 αβηn. (6.12)
Soit x0 ∈ int dom f et posons
(∀n ∈ N) xn+1 = Proxfnγnϕ
(∇fn(xn)− γnL∗∇ψ(Lxn)). (6.13)
De plus, supposons que (∀x ∈ int dom f) Df (x, ·) soit coercive. Alors (xn)n∈N est une suite
bornée dans int dom f et W(xn)n∈N ⊂ S. De plus, il existe x ∈ S tel que les propriétés
suivantes sont satisfaites :
(i) Supposons que S ∩ dom f soit un singleton. Alors xn ⇀ x.
(ii) Supposons qu’il existe g ∈ F(f) telle que, pour tout n ∈ N, g < fn, et que, pour
tout y1 ∈ X et tout y2 ∈ X ,
y1 ∈W(xn)n∈N
y2 ∈W(xn)n∈N(〈
y1 − y2,∇fn(xn)− γnL∗∇ψ(Lxn)
〉)
n∈N
converge
⇒ y1 = y2. (6.14)
De plus, supposons qu’une des conditions suivantes soit satisfaite.
(a) S ⊂ int dom f .
(b) dom f ∗ est ouvert et ∇f ∗ est faiblement séquentiellement continu.
Alors xn ⇀ x.
(iii) Supposons que f satisfasse la Condition 6.5 et qu’une des conditions suivantes soit
vérifiée.
(a) ϕ est uniformément convexe en x.
(b) ψ est uniformément convexe en Lx et il existe κ ∈ ]0,+∞[ tel que (∀x ∈ X )
‖Lx‖ > κ‖x‖.
(c) limDf
S
(xn) = 0 et il existe µ ∈ ]0,+∞[ tel que (∀n ∈ N) µf < fn.
Alors xn → x.
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Le théorème suivant constitue la première version de l’algorithme explicite-implicite
dans les espaces de Banach réels réflexifs.
Théorème 6.7 Considérons le Problème 6.1. Soit f une fonction de Legendre telle que
S ∩ int dom f 6= ∅, L(int dom f) ⊂ int dom ψ, et f < βψ ◦ L pour un certain β ∈
]0,+∞[. Supposons que ou bien f soit cofinie ou bien −L∗(ran∇ψ) ⊂ domϕ∗, et que
(∀x ∈ int dom f) Df(x, ·) soit coercive. Soient ε ∈ ]0, β/(β + 1)[, (ηn)n∈N ∈ ℓ1+(N), et
(γn)n∈N une suite dans R telle que
(∀n ∈ N) ε 6 γn 6 β(1− ε) et (1 + ηn)γn − γn+1 6 βηn. (6.15)
De plus, soit x0 ∈ int dom f et posons
(∀n ∈ N) xn+1 = Proxfγnϕ
(∇f(xn)− γnL∗∇ψ(Lxn)). (6.16)
Alors il existe x ∈ S tel que les propriétés suivantes sont satisfaites :
(i) Supposons qu’une des conditions suivantes soit satisfaite.
(a) S ∩ dom f est un singleton.
(b) ∇f et ∇ψ sont faiblement séquentiellement continus et S ⊂ int dom f .
(c) dom f ∗ est ouvert et∇f ,∇f ∗, et∇ψ sont faiblement séquentiellement continus.
Alors xn ⇀ x.
(ii) Supposons que f satisfasse la Condition 6.5 et qu’une des conditions suivantes soit
satisfaite.
(a) ϕ est uniformément convexe en x.
(b) ψ est uniformément convexe en Lx et il existe κ ∈ ]0,+∞[ tel que (∀x ∈ X )
‖Lx‖ > κ‖x‖.
(c) limDf
S
(xn) = 0.
Alors xn → x.
Nous obtenons le corollaire suivant qui concerne les espaces de dimension finie.
Corollaire 6.8 Dans le Problème 6.1, supposons que X et Y soient de dimension finie. Soit
f ∈ Γ0(X ) une fonction de Legendre telle que S∩int dom f 6= ∅, L(int dom f) ⊂ int dom ψ,
f < βψ ◦ L pour un certain β ∈ ]0,+∞[, et dom f ∗ est ouvert. Supposons que ou bien
−L∗(ran∇ψ) ⊂ domϕ∗ ou bien f soit cofinie. Soient ε ∈ ]0, β/(β + 1)[, (ηn)n∈N ∈ ℓ1+(N),
et (γn)n∈N une suite dans R telle que
(∀n ∈ N) ε 6 γn 6 β(1− ε) et (1 + ηn)γn − γn+1 6 βηn. (6.17)
De plus, soit x0 ∈ int dom f et posons
(∀n ∈ N) xn+1 = Proxfγnϕ
(∇f(xn)− γnL∗∇ψ(Lxn)). (6.18)
Alors il existe x ∈ S tel que xn → x.
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Notre cadre permet de résoudre le problème multivarié suivant.
Problème 6.9 Soientm et p des entiers strictement positifs, soient (Xi)16i6m et (Yk)16k6p
des espaces de Banach réels réflexifs. Pour tout i ∈ {1, . . . , m} et pour tout k ∈ {1, . . . , p},
soit ϕi ∈ Γ0(Xi), soit ψk ∈ Γ0(Yk) Gâteaux différentiable sur int dom ψk 6= ∅, et soit
Lik ∈ B (Xi,Yk). Le problème est de
minimiser
x1∈X1,...,xm∈Xm
m∑
i=1
ϕi(xi) +
p∑
k=1
ψk
(
m∑
i=1
Likxi
)
. (6.19)
L ’ensemble des solutions de (6.19) est noté S.
Proposition 6.10 Considérons le Problème 6.9. Pour tout k ∈ {1, . . . , p}, supposons qu’il
existe σk ∈ ]0,+∞[ tel que pxour tout (yik)16i6m et (vik)16i6m dans int dom ψk satisfaisant∑m
i=1 yik ∈ int dom ψk et
∑m
i=1 vik ∈ int dom ψk, on a
Dψk
(
m∑
i=1
yik,
m∑
i=1
vik
)
6 σk
m∑
i=1
Dψk(yik, vik). (6.20)
Pour tout i ∈ {1, . . . , m}, soit fi ∈ Γ0(Xi) une fonction de Legendre telle que
(∀xi ∈ int dom fi) Dfi(xi, ·) est coercive. Pour tout k ∈ {1, . . . , p}, supposons que∑m
i=1 Lik(int dom fi) ⊂ int dom ψk, que pour tout i ∈ {1, . . . , m}, il existe βik ∈
]0,+∞[ tel que fi < βikψk ◦ Lik, et posons βk = min16i6m βik. De plus, supposons
que S ∩×mi=1int dom fi 6= ∅ et que ou bien (∀i ∈ {1, . . . , m}) fi soit cofinie ou bien
(∀i ∈ {1, . . . , m}) ϕi soit cofinie. Soient ε ∈
]
0, 1/
(
1 +
∑p
k=1 σkβ
−1
k
)[
, (ηn)n∈N ∈ ℓ1+(N), et
(γn)n∈N une suite dans R telle que
(∀n ∈ N) ε 6 γn 6 1− ε∑p
k=1 σkβ
−1
k
et (1 + ηn)γn − γn+1 6 ηn∑p
k=1 σkβ
−1
k
. (6.21)
De plus, soit (xi,0)16i6m ∈×mi=1int dom fi et posons
pour n = 0, 1, . . .⌊
pour i = 1, . . . , m⌊
xi,n+1 = Proxfiγnϕi
(∇fi(xi,n)− γn∑pk=1L∗ik∇ψk(∑mj=1Ljkxj,n)). (6.22)
Alors il existe (xi)16i6m ∈ S tel que les propriétés suivantes sont satisfaites :
(i) Supposons que S∩×mi=1dom fi soit un singleton. Alors (∀i ∈ {1, . . . , m}) xi,n ⇀ xi.
(ii) Pour tout i ∈ {1, . . . , m} et pour tout k ∈ {1, . . . , p}, supposons que ∇fi et ∇ψk
soient faiblement séquentiellement continus, et qu’une des conditions suivantes soit
satisfaite.
(a) domϕi ⊂ int dom fi.
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(b) dom f ∗i est ouvert et ∇f ∗i est faiblement séquentiellement continu.
Alors (∀i ∈ {1, . . . , m}) xi,n ⇀ xi.
Nous faisons des comparaisons avec les algorithmes existants pour résoudre le Pro-
blème 6.1.
• Le cadre des espaces de Banach : les méthodes des Chapitres 2, 3, et 4 de la
thèse demandent plus de calculs : il faut évaluer deux opérateurs proximaux, des
opérateurs linéaires L et L∗, la projection sur le demi-espace affine et le calcul
de Qf , alors que l’algorithme explicite-implicite (6.16) demande les calculs d’un
seul opérateur proximal, des opérateurs linéaires L et L∗, et des gradients de f
et ψ.
• Le cadre d’espaces euclidiens :
• La méthode explicite-implicite classique n’est pas applicable si ψ n’est pas à
valeurs rélles, ou ∇ψ n’est pas lipschitzien. De plus, l’opérateur proximal au
sens de Bregman peut être plus facile à évaluer.
• L’algorithme de Douglas-Rachford n’est pas applicable puisqu’on ne sait pas
calculer proxψ◦L en général.
• Avec l’algorithme monotone+antisymétrique de [12] :
L’algorithme (6.16) L’algorithme de [12]
pour n = 0, 1, . . .⌊
y∗n = ∇f(xn)− γnL∗∇ψ(Lxn)
xn+1 = Proxfγnϕy
∗
n.
pour n = 0, 1, . . .
v1,n = xn − γnL∗y∗n
v∗2,n = y
∗
n + γnLxn
p1,n = proxγnϕv1,n
p∗2,n = proxγnψv
∗
2,n
q1,n = p1,n − γnL∗p∗2,n
q∗2,n = p
∗
2,n + γnLp1,n
xn+1 = xn − v1,n + q1,n
y∗n+1 = y
∗
n − v∗2,n + q∗2,n.
Bilan : Bilan :
• Il faut évaluer un opérateur proxi-
mal, deux gradients et une fois les
opérateurs linéaires L et L∗.
• Il faut évaluer deux opérateurs
proximaux et deux fois les opérateurs
linéaires L et L∗.
• Peu de stockage en mémoire : une
seule variable à stocker.
• Stockage en mémoire important : 8
variables à stocker.
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6.2 Article en anglais
FORWARD-BACKWARD SPLITTING WITH BREGMAN DISTANCES 1
6.2.1 Introduction
We consider the following composite convex minimization problem.
Problem 6.11 Let X and Y be reflexive real Banach spaces, let ϕ ∈ Γ0(X ), let ψ ∈ Γ0(Y)
be Gâteaux differentiable on int dom ψ 6= ∅, and let L : X → Y be a bounded linear
operator. The problem is to
minimize
x∈X
ϕ(x) + ψ(Lx). (6.23)
The set of solutions to (6.23) is denoted by S.
A particular instance of (6.23) is when ψ = Dg(·, r), where g ∈ Γ0(Y) is Gâteaux
differentiable on int dom g ∋ r, i.e.,
minimize
x∈X
ϕ(x) +Dg(Lx, r). (6.24)
This model provides a framework for many problems arising in applied mathematics.
For instance, when X and Y are Euclidean spaces and g is Boltzmann-Shannon entropy,
it captures many problems in information theory and signal recovery [10]. Besides, the
nearness matrix problem [21] and the log-determinant minimization problem [15] can
be also regarded as special cases of (6.24).
An objective is constructing effective splitting methods, i.e, the methods that acti-
vate each function in the model separately, to solve Problem 6.11 (see [19] for more
discussions). It was shown in [19] that if X and Y are Hilbert spaces and if ψ possess
a β−1-Lipschitz continuous gradient for some β ∈ ]0,+∞[, then Problem 6.11 can be
solved by the standard forward-backward algorithm
(∀n ∈ N) xn+1 = proxγnϕ
(
xn − γnL∗(∇ψ(Lxn))
)
, where 0 < γn < 2β. (6.25)
Here, (proxγnϕ)n∈N are the Moreau proximity operators [25]. However, many problems
in applications do not conform to these hypotheses, for example when X and Y are
Euclidean spaces and ψ is Boltzmann-Shannon entropy. This type of functions appears
in many problems in image and signal processing, in statistics, and in machine lear-
ning [2, 14, 15, 22, 23, 24]. Another difficulty in the implementation of (6.25) is that
the operators (proxγnϕ)n∈N are not always easy to evaluate. The objective of the present
1. V. Q. Nguyen, Forward-backward splitting with Bregman distances, submitted.
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paper is to propose a version of the forward-backward splitting algorithm to solve Pro-
blem 6.11, which is so far limited to Hilbert spaces, in the general framework of reflexive
real Banach spaces. This algorithm, which employs Bregman distance-based proximity
operators, provides new algorithms in the framework of Euclidean spaces, which are, in
some instances, more favorable than the standard forward-backward splitting algorithm.
This framework can be applied in the case when ψ is not everywhere differentiable and
in some instances, it requires less efforts in the computation of proximity operators than
the classical framework. This paper revolves around the following definitions.
Definition 6.12 [5, 6] Let X be a reflexive real Banach space, let X ∗ be the topological
dual space of X , let 〈·, ·〉 be the duality pairing between X and X ∗, let f : X → ]−∞,+∞]
be a lower semicontinuous convex function that is Gâteaux differentiable on int dom f 6=
∅, let f ∗ : X ∗ → ]−∞,+∞] : x∗ 7→ supx∈X (〈x, x∗〉 − f(x)) be conjugate of f , and let
∂f : X → 2X ∗ : x 7→ {x∗ ∈ X ∗ ∣∣ (∀y ∈ X ) 〈y − x, x∗〉+ f(x) 6 f(y)}, (6.26)
be the Moreau subdifferential of f . The Bregman distance associated with f is
Df : X ×X → [0,+∞]
(x, y) 7→
{
f(x)− f(y)− 〈x− y,∇f(y)〉, if y ∈ int dom f ;
+∞, otherwise.
(6.27)
In addition, f is a Legendre function if it is essentially smooth in the sense that ∂f is both
locally bounded and single-valued on its domain, and essentially strictly convex in the
sense that ∂f ∗ is locally bounded on its domain and f is strictly convex on every convex
subset of dom ∂f . Let C be a closed convex subset of X such that C ∩ int dom f 6= ∅.
The Bregman projector onto C induced by f is
P fC : int dom f → C ∩ int dom f
y 7→ argmin
x∈C
Df(x, y),
(6.28)
and the Df -distance to C is the function
DfC : X → [0,+∞]
y 7→ infDf(C, y). (6.29)
The paper is organized as follows. In Section 6.2.2, we provide some preliminary
results. We present the forward-backward splitting algorithm in reflexive Banach spaces
in Section 6.2.3. Section 6.2.4 is devoted to an application of our result to multivariate
minimization problem together with examples.
Notation and background. The norm of a Banach space is denoted by ‖ · ‖. The
symbols ⇀ and → represent respectively weak and strong convergence. The set of
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weak sequential cluster points of a sequence (xn)n∈N is denoted by W(xn)n∈N. Let
M : X → 2X ∗. The domain of M is domM = {x ∈ X ∣∣ Mx 6= ∅} and the range
of M is ranM =
{
x∗ ∈ X ∗ ∣∣ (∃ x ∈ X ) x∗ ∈Mx}. Let f : X → ]−∞,+∞]. Then f
is cofinite if dom f ∗ = X ∗, is coercive if lim‖x‖→+∞ f(x) = +∞, is supercoercive if
lim‖x‖→+∞ f(x)/‖x‖ = +∞, and is uniformly convex at x ∈ dom f if there exists an
increasing function φ : [0,+∞[→ [0,+∞] that vanishes only at 0 such that
(∀y ∈ dom f)(∀α ∈ ]0, 1[) f(αx+(1−α)y)+α(1−α)φ(‖x−y‖)6 αf(x)+(1−α)f(y).
(6.30)
Denote by Γ0(X ) the class of all lower semicontinuous convex functions f : X →
]−∞,+∞] such that dom f = {x ∈ X ∣∣ f(x) < +∞} 6= ∅. Let f ∈ Γ0(X ). The set of
global minimizers of f is denoted by Argmin f . Finally, ℓ1+(N) is the set of all summable
sequences in [0,+∞[.
6.2.2 Preminarily results
First, we recall the following definitions and results.
Definition 6.13 [26] Let X be a reflexive real Banach space and let f ∈ Γ0(X ) be
Gâteaux differentiable on int dom f 6= ∅. Then
F(f) =
{
g ∈ Γ0(X )
∣∣ g is Gâteaux differentiable on int dom g = int dom f}. (6.31)
Moreover, if g1 and g2 are in F(f), then
g1 < g2 ⇔ (∀x ∈ dom f)(∀y ∈ int dom f) Dg1(x, y) > Dg2(x, y). (6.32)
For every α ∈ [0,+∞[, set
Pα(f) =
{
g ∈ F(f) ∣∣ g < αf}. (6.33)
Definition 6.14 [26] Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be Gâteaux
differentiable on int dom f 6= ∅, let (fn)n∈N be in F(f), let (xn)n∈N ∈ (int dom f)N, and
let C ⊂ X be such that C ∩ dom f 6= ∅. Then (xn)n∈N is :
(i) quasi-Bregman monotone with respect to C relative to (fn)n∈N if
(∃(ηn)n∈N ∈ ℓ1+(N))(∀x ∈ C ∩ dom f)(∃(εn)n∈N ∈ ℓ1+(N))(∀n ∈ N)
Dfn+1(x, xn+1) 6 (1 + ηn)D
fn(x, xn) + εn; (6.34)
(ii) stationarily quasi-Bregman monotone with respect to C relative to (fn)n∈N if
(∃(εn)n∈N ∈ ℓ1+(N))(∃(ηn)n∈N ∈ ℓ1+(N))(∀x ∈ C ∩ dom f)(∀n ∈ N)
Dfn+1(x, xn+1) 6 (1 + ηn)D
fn(x, xn) + εn. (6.35)
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Condition 6.15 [6, Condition 4.4] Let X be a reflexive real Banach space and let f ∈
Γ0(X ) be Gâteaux differentiable on int dom f 6= ∅. For every bounded sequences (xn)n∈N
and (yn)n∈N in int dom f ,
Df(xn, yn)→ 0 ⇒ xn − yn → 0. (6.36)
Proposition 6.16 [26] Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be Gâteaux
differentiable on int dom f 6= ∅, let α ∈ ]0,+∞[, let (fn)n∈N be in Pα(f), let (xn)n∈N ∈
(int dom f)N, let C ⊂ X be such that C ∩ int dom f 6= ∅, and let x ∈ C ∩ int dom f .
Suppose that (xn)n∈N is quasi-Bregman monotone with respect to C relative to (fn)n∈N.
Then the following hold.
(i) (Dfn(x, xn))n∈N converges.
(ii) Suppose that Df(x, ·) is coercive. Then (xn)n∈N is bounded.
Proposition 6.17 [26] Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be Gâteaux
differentiable on int dom f 6= ∅, let (xn)n∈N ∈ (int dom f)N, let C ⊂ X be such that
C ∩ int dom f 6= ∅, let (ηn)n∈N ∈ ℓ1+(N), let α ∈ ]0,+∞[, and let (fn)n∈N in Pα(f) be such
that (∀n ∈ N) (1 + ηn)fn < fn+1. Suppose that (xn)n∈N is quasi-Bregman monotone with
respect to C relative to (fn)n∈N, that there exists g ∈ F(f) such that for every n ∈ N, g < fn,
and that, for every y1 ∈ X and every y2 ∈ X ,
y1 ∈W(xn)n∈N ∩ C
y2 ∈W(xn)n∈N ∩ C(〈
y1 − y2,∇fn(xn)
〉)
n∈N
converges
⇒ y1 = y2. (6.37)
Moreover, suppose that (∀x ∈ int dom f) Df(x, ·) is coercive. Then (xn)n∈N converges
weakly to a point in C ∩ int dom f if and only if W(xn)n∈N ⊂ C ∩ int dom f .
Proposition 6.18 [26] Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be a Legendre
function, let α ∈ ]0,+∞[, let (fn)n∈N be in Pα(f), let (xn)n∈N ∈ (int dom f)N, and let C
be a closed convex subset of X such that C ∩ int dom f 6= ∅. Suppose that (xn)n∈N is
stationarily quasi-Bregman monotone with respect to C relative to (fn)n∈N, that f satisfies
Condition 6.15, and that (∀x ∈ int dom f) Df(x, ·) is coercive. In addition, suppose that
there exists β ∈ ]0,+∞[ such that (∀n ∈ N) βf < fn. Then (xn)n∈N converges strongly to a
point in C ∩ dom f if and only if limDfC(xn) = 0.
We discuss some basic properties of a type of Bregman distance-based proximity
operators in the following proposition.
Proposition 6.19 Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be Gâteaux diffe-
rentiable on int dom f 6= ∅, let ϕ ∈ Γ0(X ), and let
Proxfϕ : X ∗ → 2X
x∗ 7→ {x ∈ X ∣∣ ϕ(x) + f(x)− 〈x, x∗〉 = min (ϕ+ f − x∗)(X ) < +∞} (6.38)
be f -proximity operator of ϕ. Then the following hold.
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(i) ran Proxfϕ ⊂ dom f ∩ domϕ and Proxfϕ = (∂(f + ϕ))−1.
(ii) Suppose that domϕ ∩ int dom f 6= ∅ and that dom ∂f ∩ dom ∂ϕ ⊂ int dom f .
Then the following hold.
(a) ran Proxfϕ ⊂ int dom f and Proxfϕ = (∇f + ∂ϕ)−1.
(b) int (dom f ∗ + domϕ∗) ⊂ domProxfϕ.
(c) Suppose that f |int dom f is strictly convex. Then Proxfϕ is single-valued on its do-
main.
Proof. Let us fix x∗ ∈ X ∗ and define fx∗ : X → ]−∞,+∞] : x 7→ f(x) − 〈x, x∗〉 + f ∗(x∗).
Then dom fx∗ = dom f and ϕ+ fx∗ ∈ Γ0(X ). Moreover, ∂(ϕ + fx∗) = ∂(ϕ + f)− x∗.
(i) : By definition, ran Proxfϕ ⊂ dom f ∩ domϕ. Suppose that dom f ∩ domϕ 6= ∅
and let x ∈ dom f ∩ domϕ. Then
x ∈ Proxfϕx∗ ⇔ 0 ∈ ∂(ϕ + fx∗)(x)
⇔ 0 ∈ ∂(ϕ + f)(x)− x∗
⇔ x∗ ∈ ∂(ϕ + f)(x)
⇔ x ∈ (∂(ϕ + f))−1(x∗). (6.39)
(ii) : Suppose that x∗ ∈ int (dom f ∗ + domϕ∗). Since domϕ ∩ int dom f 6= ∅, it
follows from [1, Theorem 1.1] and [29, Theorem 2.1.3(ix)] that
x∗ ∈ int (dom f ∗ + domϕ∗) = int dom (f + ϕ)∗. (6.40)
(ii)(a) : Since domϕ ∩ int dom f 6= ∅, ∂(ϕ + f) = ∂ϕ + ∂f by [1, Corollary 2.1],
and hence (i) yields
ranProxfϕ = dom ∂(f +ϕ) = dom (∂f +∂ϕ) = dom ∂f ∩dom ∂ϕ ⊂ int dom f. (6.41)
In turn, ran Proxfϕ ⊂ domϕ ∩ int dom f . We now prove that Proxfϕ = (∇f + ∂ϕ)−1. Note
that dom (∇f +∂ϕ) ⊂ domϕ∩ int dom f . Let x ∈ domϕ∩ int dom f . Then ∂(f +ϕ)(x) =
∂f(x) + ∂ϕ(x) = ∇f(x) + ∂ϕ(x) and therefore,
x ∈ Proxfϕx∗ ⇔ x∗ ∈ ∂(f + ϕ)(x) = ∇f(x) + ∂ϕ(x) ⇔ x ∈ (∇f + ∂ϕ)−1(x∗). (6.42)
(ii)(b) : We derive from (6.40) and [5, Fact 3.1] that ϕ + fx∗ is coercive. Hence, by
[29, Theorem 2.5.1], ϕ+ fx∗ admits at least one minimizer, i.e., x∗ ∈ domProxfϕ.
(ii)(c) : Since f |int dom f is strictly convex, so is (ϕ + fx∗)|int dom f and thus, in view of
(ii)(b), ϕ+ fx∗ admits a unique minimizer on int dom f . However, since
Argmin (ϕ+ fx∗) = ran Proxfϕ ⊂ int dom f, (6.43)
it follows that ϕ + fx∗ admits a unique minimizer and that Proxfϕ is therefore single-
valued.
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Proposition 6.20 Let m be a strictly positive integer, let (Xi)16i6m be reflexive real Ba-
nach spaces, and let X be the vector product space ×mi=1Xi equipped with the norm
x = (xi)16i6m 7→
√∑m
i=1 ‖xi‖2. For every i ∈ {1, . . . , m}, let fi ∈ Γ0(Xi) be a Le-
gendre function and let ϕi ∈ Γ0(Xi) be such that domϕi ∩ int dom fi 6= ∅. Set f : X →
]−∞,+∞] : x 7→∑mi=1 fi(xi) and ϕ : X → ]−∞,+∞] : x 7→∑mi=1 ϕi(xi). Then(
∀x∗ = (x∗i )16i6m ∈×mi=1int (dom f ∗i +domϕ∗i )) Proxfϕx∗ = (Proxfiϕix∗i )16i6m. (6.44)
Proof. First, we observe that X ∗ is the vector product space×mi=1X ∗i equipped with the
norm x∗ = (x∗i )16i6m 7→
√∑m
i=1 ‖x∗i ‖2. Next, we derive from the definition of f that
dom f =×mi=1dom fi and that
∂f : X → 2X ∗ : (xi)16i6m 7→
m×
i=1
∂fi(xi). (6.45)
Thus, ∂f is single-valued on
dom ∂f =
m×
i=1
dom ∂fi =
m×
i=1
int dom fi = int
( m×
i=1
dom fi
)
= int dom f. (6.46)
Likewise, since
f ∗ : X ∗ → ]−∞,+∞] : (x∗i )16i6m 7→
m∑
i=1
f ∗i (x
∗
i ), (6.47)
we deduce that ∂f ∗ is single-valued on dom ∂f ∗ = int dom f ∗. Consequently, [5, Theo-
rems 5.4 and 5.6] assert that
f is a Legendre function. (6.48)
In addition,
domϕ∩ int dom f =
( m×
i=1
domϕi
)
∩
( m×
i=1
int dom fi
)
=
m×
i=1
(domϕi∩ int dom fi) 6= ∅.
(6.49)
Hence, Proposition 6.19(ii)(b)&(ii)(c) assert that int (dom f ∗ + domϕ∗) ⊂ domProxfϕ
and Proxfϕ is single-valued on its domain. Now set x = Prox
f
ϕx
∗ and q = (Proxfiϕix
∗
i )16i6m.
We derive from Proposition 6.19(ii)(a) that
x = Proxfϕx
∗ ⇔ x = (∇f + ∂ϕ)−1(x∗)⇔ x∗ −∇f(x) ∈ ∂ϕ(x). (6.50)
Consequently, by invoking (6.26), we get
(∀z ∈ domϕ) 〈z − x, x∗ −∇f(x)〉+ ϕ(x) 6 ϕ(z). (6.51)
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Upon setting z = q in (6.51), we obtain〈
q − x, x∗ −∇f(x)〉 + ϕ(x) 6 ϕ(q). (6.52)
For every i ∈ {1, . . . , m}, let us set qi = Proxfiϕix∗i . The same characterization as in (6.51)
yields
(∀i ∈ {1, . . . , m})(∀zi ∈ domϕi)
〈
zi − qi, x∗i −∇fi(qi)
〉
+ ϕi(qi) 6 ϕi(zi). (6.53)
By summing these inequalities over i ∈ {1, . . . , m}, we obtain
(∀z ∈ domϕ) 〈z − q, x∗ −∇f(q)〉+ ϕ(q) 6 ϕ(z). (6.54)
Upon setting z = x in (6.54), we get〈
x− q,∇f(x)−∇f(q)〉+ ϕ(q) 6 ϕ(x). (6.55)
Adding (6.52) and (6.55) yields〈
x− q,∇f(x)−∇f(q)〉 6 0. (6.56)
Now suppose that x 6= q. Since f |int dom f is strictly convex, it follows from [29, Theo-
rem 2.4.4(ii)] that ∇f is strictly monotone, i.e.,〈
x− q,∇f(x)−∇f(q)〉 > 0, (6.57)
and we reach a contradiction.
In Hilbert spaces, the operator defined in (6.38) reduces to the Moreau’s usual
proximity operator proxϕ [25] if f = ‖ · ‖2/2. We provide illustrations of instances in the
standard Euclidean space Rm in which Proxfϕ is easier to evaluate than proxϕ.
Example 6.21 Let γ ∈ ]0,+∞[, let φ ∈ Γ0(R) be such that domφ ∩ ]0,+∞[ 6= ∅, and let
ϑ be Boltzmann-Shannon entropy, i.e.,
ϑ : ξ 7→

ξ ln ξ − ξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise.
(6.58)
Set ϕ : (ξi)16i6m 7→
∑m
i=1 φ(ξi) and f : (ξi)16i6m 7→
∑m
i=1 ϑ(ξi). Note that f is a supercoer-
cive Legendre function [4, Sections 5 and 6], and hence, Proposition 6.19(ii)(b) asserts
that domProxfϕ = R
m. Let (ξi)16i6m ∈ Rm, set (ηi)16i6m = Proxfγϕ(ξi)16i6m, let W be the
Lambert function [20], i.e., the inverse of ξ 7→ ξeξ on [0,+∞[, and let i ∈ {1, . . . , m}.
Then ηi can be computed as follows.
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(i) Let ω ∈ R and suppose that
φ : ξ 7→

ξ ln ξ − ωξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise.
(6.59)
Then ηi = e(ξi+ω−1)/(γ+1).
(ii) Let p ∈ [1,+∞[ and suppose that either φ = | · |p/p or
φ : ξ 7→
{
ξp/p, if ξ ∈ [0,+∞[ ;
+∞, otherwise. (6.60)
Then
ηi =

(
W (γ(p− 1)e(p−1)ξi)
γ(p− 1)
) 1
p−1
, if p ∈ ]1,+∞[ ;
eξi−γ, if p = 1.
(6.61)
(iii) Let p ∈ [1,+∞[ and suppose that
φ : ξ 7→
{
ξ−p/p, if ξ ∈ ]0,+∞[ ;
+∞, otherwise. (6.62)
Then
ηi =
(
W (γ(p+ 1)e−(p+1)ξi)
γ(p+ 1)
) −1
p+1
. (6.63)
(iv) Let p ∈ ]0, 1[ and suppose that
φ : ξ 7→
{
−ξp/p, if ξ ∈ [0,+∞[ ;
+∞, otherwise. (6.64)
Then
ηi =
(
W (γ(1− p)e(p−1)ξi)
γ(1− p)
) 1
p−1
. (6.65)
Example 6.22 Let φ ∈ Γ0(R) be such that domφ ∩ ]0, 1[ 6= ∅ and let ϑ be Fermi-Dirac
entropy, i.e.,
ϑ : ξ 7→

ξ ln ξ − (1− ξ) ln(1− ξ), if ξ ∈ ]0, 1[ ;
0 if ξ ∈ {0, 1};
+∞, otherwise.
(6.66)
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Set ϕ : (ξi)16i6m 7→
∑m
i=1 φ(ξi) and f : (ξi)16i6m 7→
∑m
i=1 ϑ(ξi). Note that f is a cofi-
nite Legendre function [4, Sections 5 and 6], and hence Proposition 6.19(ii)(b) as-
serts that domProxfϕ = R
m. Let (ξi)16i6m ∈ Rm, set (ηi)16i6m = Proxfϕ(ξi)16i6m, and
let i ∈ {1, . . . , m}. Then ηi can be computed as follows.
(i) Let ω ∈ R and suppose that
φ : ξ 7→

ξ ln ξ − ωξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise.
(6.67)
Then ηi = −eξi+ω−1/2 +
√
e2(ξi+ω−1)/4 + eξi+ω−1.
(ii) Suppose that
φ : ξ 7→

(1− ξ) ln(1− ξ) + ξ, if ξ ∈ ]−∞, 1[ ;
1, if ξ = 1;
+∞, otherwise.
(6.68)
Then ηi = 1 + e−ξi/2−
√
e−ξi + e−2ξi/4.
Example 6.23 Let f : (ξi)16i6m 7→
∑m
i=1 ϑ(ξi), where ϑ is Hellinger-like function, i.e.,
ϑ : ξ 7→
{
−
√
1− ξ2, if ξ ∈ [−1, 1] ;
+∞, otherwise, (6.69)
let γ ∈ ]0,+∞[, and let ϕ = f . Since f is a cofinite Legendre function [4, Sections 5 and
6], Proposition 6.19(ii)(b) asserts that domProxfγϕ = R
m. Let (ξi)16i6m ∈ Rm, and set
(ηi)16i6m = Proxfγϕ(ξi)16i6m. Then (∀i ∈ {1, . . . , m}) ηi = ξi/
√
(γ + 1)2 + ξ2i .
Example 6.24 Let γ ∈ ]0,+∞[, let φ ∈ Γ0(R) be such that domφ ∩ ]0,+∞[ 6= ∅, and let
ϑ be Burg entropy, i.e.,
ϑ : ξ 7→
{
− ln ξ, if ξ ∈ ]0,+∞[ ;
+∞, otherwise. (6.70)
Set ϕ : (ξi)16i6m 7→
∑m
i=1 φ(ξi) and f : (ξi)16i6m 7→
∑m
i=1 ϑ(ξi), let (ξi)16i6m ∈ Rm, and set
(ηi)16i6m = Proxfϕ(ξi)16i6m. Let i ∈ {1, . . . , m}. Then ηi can be computed as follows.
(i) Suppose that φ = ϑ and ξi ∈ ]−∞, 0]. Then ηi = −(1 + γ)−1ξi.
(ii) Suppose that φ : ξ 7→ α|ξ| and ξi ∈ ]−∞, γα]. Then ηi = (γα− ξi)−1.
The following result will be used subsequently.
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Lemma 6.25 Let X be a reflexive real Banach space, let f ∈ Γ0(X ) be a Legendre function,
let x ∈ int dom f , and let (xn)n∈N ∈ (int dom f)N. Suppose that (Df(x, xn))n∈N is bounded,
that dom f ∗ is open, and that ∇f ∗ is weakly sequentially continuous. Then W(xn)n∈N ⊂
int dom f .
Proof. [26, Proof of Theorem 4.1].
6.2.3 Forward-backward splitting in Banach spaces
The first result in this section is a version of the forward-backward splitting algorithm in
reflexive real Banach spaces which employs different Bregman distance-based proximity
operators over the iterations.
Theorem 6.26 Consider the setting of Problem 6.11 and let f ∈ Γ0(X ) be a Legendre
function such that S∩ int dom f 6= ∅, L(int dom f) ⊂ int dom ψ, and f < βψ ◦L for some
β ∈ ]0,+∞[. Let (ηn)n∈N ∈ ℓ1+(N), let α ∈ ]0,+∞[, and let (fn)n∈N be Legendre functions in
Pα(f) such that
(∀n ∈ N) (1 + ηn)fn < fn+1. (6.71)
Suppose that either −L∗(ran∇ψ) ⊂ domϕ∗ or (∀n ∈ N) fn is cofinite. Let ε ∈
]0, αβ/(αβ + 1)[ and let (γn)n∈N be a sequence in R such that
(∀n ∈ N) ε 6 γn 6 αβ(1− ε) and (1 + ηn)γn − γn+1 6 αβηn. (6.72)
Furthermore, let x0 ∈ int dom f and iterate
(∀n ∈ N) xn+1 = Proxfnγnϕ
(∇fn(xn)− γnL∗∇ψ(Lxn)). (6.73)
Suppose in addition that (∀x ∈ int dom f) Df(x, ·) is coercive. Then (xn)n∈N is a bounded
sequence in int dom f and W(xn)n∈N ⊂ S. Moreover, there exists x ∈ S such that the
following hold.
(i) Suppose that S ∩ dom f is a singleton. Then xn ⇀ x.
(ii) Suppose that there exists g ∈ F(f) such that for every n ∈ N, g < fn, and that, for
every y1 ∈ X and every y2 ∈ X ,
y1 ∈W(xn)n∈N
y2 ∈W(xn)n∈N(〈
y1 − y2,∇fn(xn)− γnL∗∇ψ(Lxn)
〉)
n∈N
converges
⇒ y1 = y2. (6.74)
In addition, suppose that one of the following holds.
(a) S ⊂ int dom f .
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(b) dom f ∗ is open and ∇f ∗ is weakly sequentially continuous.
Then xn ⇀ x.
(iii) Suppose that f satisfies Condition 6.15 and that one of the following holds.
(a) ϕ is uniformly convex at x.
(b) ψ is uniformly convex at Lx and there exists κ ∈ ]0,+∞[ such that (∀x ∈ X )
‖Lx‖ > κ‖x‖.
(c) limDf
S
(xn) = 0 and there exists µ ∈ ]0,+∞[ such that (∀n ∈ N) µf < fn.
Then xn → x.
Proof. We first derive from Proposition 6.19(ii)(c) that the operators (Proxfγnϕ)n∈N are
single-valued on their domains. We also note that x0 ∈ int dom f . Suppose that xn ∈
int dom f for some n ∈ N. If fn is cofinite then Proposition 6.19(ii)(b) yields
∇fn(xn)− γnL∗∇ψ(Lxn) ∈ X ∗ = domProxfnγnϕ. (6.75)
Otherwise,
∇fn(xn)− γnL∗∇ψ(Lxn) ∈ int dom f ∗n + γndomϕ∗ = int (int dom f ∗n + γndomϕ∗)
⊂ int (dom f ∗n + γndomϕ∗) = int (dom f ∗n + dom (γnϕ∗)).
(6.76)
Since int (dom f ∗n + dom (γnϕ
∗)) ⊂ domProxfγnϕ by Proposition 6.19(ii)(b), we deduce
from (6.73), (6.75), (6.76), and Proposition 6.19(ii)(a) that xn+1 is a well-defined ele-
ment in ran Proxfnγϕ = dom ∂ϕ ∩ int dom fn = dom ∂ϕ ∩ int dom f ⊂ int dom f . By reaso-
ning by induction, we conclude that
(xn)n∈N ∈ (int dom f)N is well-defined. (6.77)
Next, let us set Φ = ϕ+ ψ ◦ L and
(∀n ∈ N) gn : X → ]−∞,+∞]
x 7→
{
fn(x)− γnψ(Lx), if x ∈ int dom f ;
+∞, otherwise.
(6.78)
Since L(int dom f) ⊂ int dom ψ, it follows from (6.78) that (∀n ∈ N) gn is Gâ-
teaux differentiable on dom gn = int dom gn = int dom f . Since ψ is continuous on
int dom ψ ⊃ L(int dom f) and the functions (fn)n∈N are continuous on int dom f [27,
Proposition 3.3], we deduce that (∀n ∈ N) gn is continuous on dom gn. In addition,
(∀n ∈ N) gn−εαf = (1−ε)(fn−αβψ◦L)+ε(fn−αf)+
(
αβ(1−ε)−γn
)
ψ◦L. (6.79)
Note that f < βψ ◦ L and (∀n ∈ N) fn < αf . Hence, (6.79) yields
(∀n ∈ N) fn < αβψ ◦ L, (6.80)
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and hence, we deduce from (6.72) and (6.79) that (∀n ∈ N) gn < εαf . In turn,
(∀n ∈ N)(∀x ∈ dom gn)(∀y ∈ dom gn)
〈
x− y,∇gn(x)−∇gn(y)
〉
= Dgn(x, y) +Dgn(y, x) > εα
(
Df(x, y) +Df(y, x)
)
> 0, (6.81)
and it therefore follows from [29, Theorem 2.1.11] that (∀n ∈ N) gn is convex. Conse-
quently,
(∀n ∈ N) gn ∈ Pεα(f). (6.82)
Set ω = 1 + 1/ε. Then
(∀n ∈ N) (1 + ωηn)gn − gn+1 = (1 + ωηn)(fn − γnψ ◦ L)− (fn+1 − γn+1ψ ◦ L)
= (1 + ηn)fn − fn+1 + ηnε−1 (fn − (γn + εαβ)ψ ◦ L)
+
(
αβηn + γn+1 − (1 + ηn)γn
)
ψ ◦ L. (6.83)
We thus derive from (6.72) and (6.80) that
(∀n ∈ N) (1 + ωηn)gn < gn+1. (6.84)
By invoking (6.73) and Proposition 6.19(ii)(a), we get
(∀n ∈ N) ∇fn(xn)− γnL∗∇ψ(Lxn) ∈ ∇fn(xn+1) + γn∂ϕ(xn+1), (6.85)
and therefore,
(∀n ∈ N) ∇fn(xn)− γnL∗∇ψ(Lxn) ∈ ∇fn(xn+1)− γnL∗∇ψ(Lxn+1)
+ γn
(
∂ϕ(xn+1) + L
∗∇ψ(Lxn+1)
)
. (6.86)
Since [29, Theorem 2.4.2(vii)–(viii)] yield
(∀n ∈ N) ∂ϕ(xn+1) + L∗∇ψ(Lxn+1) ⊂ ∂ϕ(xn+1) + L∗
(
∂ψ(Lxn+1)
)
⊂ ∂(ϕ+ ψ ◦ L)(xn+1) = ∂Φ(xn+1), (6.87)
we deduce from (6.86) that
(∀n ∈ N) ∇gn(xn)−∇gn(xn+1) ∈ γn∂Φ(xn+1). (6.88)
By appealing to (6.26) and (6.88), we get
(∀x ∈ domΦ∩dom f)(∀n ∈ N) γ−1n
〈
x− xn+1,∇gn(xn)−∇gn(xn+1)
〉
+Φ(xn+1) 6 Φ(x),
(6.89)
and hence, by [6, Proposition 2.3(ii],
(∀x ∈ domΦ ∩ dom f)(∀n ∈ N) γ−1n
(
Dgn(x, xn+1) +D
gn(xn+1, xn)−Dgn(x, xn)
)
+ Φ(xn+1) 6 Φ(x). (6.90)
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In particular,
(∀x ∈ S ∩ dom f)(∀n ∈ N) Dgn(x, xn+1) +Dgn(xn+1, xn)−Dgn(x, xn) 6 0. (6.91)
By using (6.84), we deduce from (6.91) that
(∀x ∈ S ∩ dom f)(∀n ∈ N) Dgn+1(x, xn+1) + (1 + ωηn)Dgn(xn+1, xn)
6 (1 + ωηn)D
gn(x, xn), (6.92)
and therefore,
(∀x ∈ S ∩ dom f)(∀n ∈ N) Dgn+1(x, xn+1) 6 (1 + ωηn)Dgn(x, xn). (6.93)
This shows that (xn)n∈N is stationarily quasi-Bregman monotone with respect to S rela-
tive to (gn)n∈N. Hence, we deduce from Proposition 6.16(ii) that
(xn)n∈N ∈ (int dom f)N is bounded (6.94)
and, since X is reflexive,
W(xn)n∈N 6= ∅. (6.95)
In addition, we derive from (6.93) and Proposition 6.16(i) that
(∀x ∈ S ∩ int dom f) (Dgn(x, xn))n∈N converges, (6.96)
and thus, since (6.92) yields
(∀x ∈ S ∩ int dom f)(∀n ∈ N) 0 6 Dgn(xn+1, xn)
6 (1 + ωηn)D
fn(xn+1, xn)
6 (1 + ωηn)D
fn(x, xn)−Dfn+1(x, xn+1), (6.97)
we obtain
Dgn(xn+1, xn)→ 0. (6.98)
On the other hand, it follows from (6.82) that
(∀n ∈ N) εαDf(xn+1, xn) 6 Dgn(xn+1, xn), (6.99)
and hence, (6.98) yields
Df(xn+1, xn)→ 0. (6.100)
Now, it follows from (6.90) that
(∀n ∈ N) Φ(xn+1) 6 γ−1n
(
Dgn(xn, xn+1)+D
gn(xn+1, xn)
)
+Φ(xn+1) 6 Φ(xn), (6.101)
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which shows that (Φ(xn))n∈N is decreasing and hence, since it is bounded from below by
inf Φ(X ), it is convergent. However, (6.90) and (6.93) yield
(∀x ∈ S ∩ int dom f)(∀n ∈ N)
ε−1
(
1
1 + ωηn
Dgn+1(x, xn+1) +D
gn(xn+1, xn)−Dgn(x, xn)
)
+ Φ(xn+1)
6 γ−1n
(
1
1 + ωηn
Dgn+1(x, xn+1) +D
gn(xn+1, xn)−Dgn(x, xn)
)
+ Φ(xn+1)
6 Φ(x). (6.102)
Since ηn → 0, by taking the limit in (6.102) and then using (6.96) and (6.98), we get
inf Φ(X ) 6 limΦ(xn) 6 inf Φ(X ), (6.103)
and thus,
Φ(xn)→ inf Φ(X ). (6.104)
We now show that
W(xn)n∈N ⊂ S. (6.105)
To this end, suppose that x ∈ W(xn)n∈N, i.e., xkn ⇀ x. Since Φ is weakly lower semi-
continuous [29, Theorem 2.2.1], by (6.104),
inf Φ(X ) 6 Φ(x) 6 limΦ(xkn) = limΦ(xn) = inf Φ(X ). (6.106)
This yields Φ(x) = inf Φ(X ), i.e., x ∈ ArgminΦ = S.
(i) : Let x ∈W(xn)n∈N. Since (6.94) and (6.105) imply that W(xn)n∈N ⊂ S∩ dom f ,
we obtain W(xn)n∈N = {x}, and in turn, (6.95) yields xn ⇀ x.
(ii) : In view of (6.105) and Proposition 6.17, it suffices to show that W(xn)n∈N ⊂
int dom f .
(ii)(a) : We have W(xn)n∈N ⊂ S ⊂ int dom f .
(ii)(b) : This follows from Lemma 6.25.
(iii) : Let x ∈ S ∩ int dom f . Since f satisfies Condition 6.15, (6.100) yields
xn+1 − xn → 0. (6.107)
Now set
(∀n ∈ N) zn = xn+1 and z∗n = γ−1n
(∇gn(xn)−∇gn(zn)). (6.108)
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Then (6.88) and (6.107) imply that
(∀n ∈ N) z∗n ∈ ∂Φ(zn) and zn − xn → 0. (6.109)
Since (6.92) yields
(∀n ∈ N) Dgn+1(x, xn+1) = Dgn+1(x, zn)
6 (1 + ωηn)D
gn(x, zn)
= (1 + ωηn)D
gn(x, xn+1)
6 (1 + ωηn)D
gn(x, xn), (6.110)
we deduce that
(∀n ∈ N) (1 + ωηn)−1Dgn+1(x, xn+1) 6 Dgn(x, zn) 6 Dgn(x, xn). (6.111)
Altogether, (6.96) and (6.111) yield
Dgn(x, zn)−Dgn(x, xn)→ 0. (6.112)
In (6.89), by setting x = x, we get
(∀n ∈ N) 0 6 γn 〈zn − x, z∗n〉
=
〈
zn − x,∇gn(xn)−∇gn(zn)
〉
= Dgn(x, xn)−Dgn(x, zn)−Dgn(zn, xn)
6 Dgn(x, xn)−Dgn(x, zn). (6.113)
By taking to the limit in (6.113) and using (6.112), we get
〈zn − x, z∗n〉 → 0. (6.114)
(iii)(a) : In this case S = {x}. Since ϕ is uniformly convex at x, Φ is likewise and
hence, there exists an increasing function φ : [0,+∞[ → [0,+∞] that vanishes only at 0
such that
(∀n ∈ N)(∀τ ∈ ]0, 1[) Φ(τx+(1−τ)zn)+τ(1−τ)φ(‖zn−x‖) 6 τΦ(x)+(1−τ)Φ(zn).
(6.115)
It therefore follows from [29, Page 201] that ∂Φ is uniformly monotone at x and its
modulus of convexity is φ, i.e,
(∀n ∈ N) 〈zn − x, z∗n〉 > φ(‖zn − x‖) > 0. (6.116)
Altogether, (6.114) and (6.116) yield φ(‖zn−x‖)→ 0, and thus, zn → x. In turn, (6.109)
yields xn → x.
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(iii)(b) : By the same argument as in (iii)(a), S = {x} and there exists an increasing
function φ : [0,+∞[→ [0,+∞] that vanishes only at 0 such that
(∀n ∈ N) 〈zn − x,∇ψ(Lzn)−∇ψ(Lx〉 > φ(‖Lzn − Lx‖). (6.117)
In turn, it follows from (6.87) and [29, Theorem 2.4.2(iv)] that
(∀n ∈ N) 〈zn − x, z∗n〉 > φ(‖Lzn − Lx‖). (6.118)
This yields φ(‖Lzn − Lx‖)→ 0, and hence, Lzn → Lx. Since
(∀n ∈ N) ‖Lzn − Lx‖ > κ‖zn − x‖, (6.119)
we obtain zn → x and in turn, (6.109) yields xn → x.
(iii)(c) : First, we observe that S is closed and convex since Φ ∈ Γ0(X ). Next, for
every n ∈ N, since µf < fn, we derive from (6.78) that µf < gn. Finally, the strong
convergence follows from Proposition 6.18.
The following corollary of Theorem 6.26 appears to be the first version of the
forward-backward algorithm outside of Hilbert spaces.
Theorem 6.27 Consider the setting of Problem 6.11 and let f ∈ Γ0(X ) be a Legendre
function such that S ∩ int dom f 6= ∅, L(int dom f) ⊂ int dom ψ, and f < βψ ◦ L for
some β ∈ ]0,+∞[. Suppose that either f is cofinite or −L∗(ran∇ψ) ⊂ domϕ∗, and that
(∀x ∈ int dom f) Df(x, ·) is coercive. Let ε ∈ ]0, β/(β + 1)[, let (ηn)n∈N ∈ ℓ1+(N), and let
(γn)n∈N be a sequence in R such that
(∀n ∈ N) ε 6 γn 6 β(1− ε) and (1 + ηn)γn − γn+1 6 βηn. (6.120)
Furthermore, let x0 ∈ int dom f and iterate
(∀n ∈ N) xn+1 = Proxfγnϕ
(∇f(xn)− γnL∗∇ψ(Lxn)). (6.121)
Then there exists x ∈ S such that the following hold.
(i) Suppose that one of the following holds.
(a) S ∩ dom f is a singleton.
(b) ∇f and ∇ψ are weakly sequentially continuous and S ⊂ int dom f .
(c) dom f ∗ is open and ∇f , ∇f ∗, and ∇ψ are weakly sequentially continuous.
Then xn ⇀ x.
(ii) Suppose that f satisfies Condition 6.15 and that one of the following holds.
(a) ϕ is uniformly convex at x.
(b) ψ is uniformly convex at Lx and there exists κ ∈ ]0,+∞[ such that (∀x ∈ X )
‖Lx‖ > κ‖x‖.
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(c) limDf
S
(xn) = 0.
Then xn → x.
Proof. Set (∀n ∈ N) fn = f . Then
(∀n ∈ N)

fn ∈ P1(f),
f < fn,
(1 + ηn)fn < fn+1.
(6.122)
(i)(a) : This is a corollary of Theorem 6.26(i).
(i)(b)–(i)(c) : Firstly, the proof of Theorem 6.26(ii)(a)–(ii)(b) shows that
W(xn)n∈N ⊂ int dom f . Next, in view of Theorem 6.26(ii), it suffices to show that (6.74)
holds. To this end, suppose that y1 and y2 are two weak sequential cluster points of
(xn)n∈N such that(〈
y1 − y2,∇f(xn)− γnL∗∇ψ(Lxn)
〉)
n∈N
converges. (6.123)
Then, there exist two strictly increasing sequences (kn)n∈N and (ln)n∈N in N such that
xkn ⇀ y1 and xln ⇀ y2. We derive from (6.120) and [28, Lemma 2.2.2] that there
exists θ ∈ [ε, β(1− ε)] such that γn → θ. Since ∇f and∇ψ are weakly sequentially conti-
nuous, after taking the limit in (6.123) along the subsequences (xkn)n∈N and (xln)n∈N,
respectively, we get〈
y1 − y2,∇f(y1)− θL∗∇ψ(Ly1)
〉
=
〈
y1 − y2,∇f(y2)− θL∗∇ψ(Ly2)
〉
. (6.124)
Let us define
h : X → ]−∞,+∞]
x 7→
{
f(x)− θψ(Lx), if x ∈ int dom f ;
+∞, otherwise.
(6.125)
Then h is Gâteaux differentiable on int dom h = int dom f and (6.124) yields〈
y1 − y2,∇h(y1)−∇h(y2)
〉
= 0. (6.126)
On the other hand,
h− εf = f − θψ ◦ L− εf = (1− ε)(f − βψ ◦ L) + (β(1− ε)− θ)ψ ◦ L. (6.127)
In turn, since f < βψ ◦ L and θ 6 β(1− ε), we obtain h < εf , and hence,
Dh(y1, y2) > εD
f(y1, y2) and Dh(y2, y1) > εDf(y2, y1). (6.128)
141
Therefore, (6.126) yields
0 =
〈
y1 − y2,∇h(y1)−∇h(y2)
〉
= Dh(y1, y2) +D
h(y2, y1)
> ε
(
Df(y1, y2) +D
f(y2, y1)
)
= ε
〈
y1 − y2,∇f(y1)−∇f(y2)
〉
. (6.129)
Suppose that y1 6= y2. Since f |int dom f is strictly convex, ∇f is strictly monotone [29,
Theorem 2.4.4(ii)], i.e.,〈
y1 − y2,∇f(y1)−∇f(y2)
〉
> 0 (6.130)
and we reach a contradiction.
(ii) : The conclusions follow from (6.122) and Theorem 6.26(iii).
Remark 6.28 In Problem 6.11, suppose that L = Id . We rewrite algorithm (6.121) as
follow
(∀n ∈ N) xn+1 = argmin
x∈X
(
ϕ(x)+
〈
x− xn,∇ψ(xn)
〉
+ψ(xn)+γ
−1
n D
f(x, xn)
)
. (6.131)
Another method to solve Problem 6.11 was proposed in [11]. In that method, instead of
solving (6.131), the authors solve
(∀n ∈ N) xn+1 = argmin
x∈X
(
ϕ(x)+
〈
x− xn,∇ψ(xn)
〉
+ψ(xn)+γ
−1
n ‖x−xn‖p
)
, (6.132)
for some 1 < p 6 2. The weak convergence is established under the assumptions that
Problem 6.11 admits a unique solution, ∇ψ is (p − 1)-Hölder continuous with constant
β, and 0 < infn∈N γn 6 supn∈N γn 6 (1− δ)/β, where 0 < δ < 1. The high nonlinearity of
the regularization in (6.132) compared to (6.131) makes the numerical implementation
of this method difficult in general. Furthermore, since (6.132) yields
(∀n ∈ N) 0 ∈ ∂ϕ(xn+1) +∇ψ(xn) + γ−1n ∂
(‖xn+1 − xn‖p), (6.133)
and since (∀n ∈ N) ∂(‖xn+1 − xn‖p) is not separable, this method is not a splitting
method.
Remark 6.29 We can reformulate Problem 6.11 as the following joint minimization pro-
blem
minimize
(x,y)∈V
ϕ(x) + ψ(y), (6.134)
where V = graL =
{
(x, y) ∈ X × Y ∣∣ y = Lx}. This constrained problem is equivalent
to the following unconstrained problem
minimize
(x,y)∈X×Y
ϕ(x) + ψ(y) + ιV (x, y). (6.135)
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In [9], a different coupling term between the variables x and y was considered and the
problem considered there was
minimize
(x,y)∈X×Y
ϕ(x) + ψ(y) +Df(x, y), (6.136)
in the Euclidean spaces. Their method activates ϕ and ψ via their so-called left and
right Bregman proximity operators alternatively (see also [7] for the projection setting).
This method does not require the smoothness of ψ but it requires the computation of
Bregman distance-based proximity operator of ψ.
Next, we provide a particular instance of Theorem 6.27 in finite-dimensional spaces.
Corollary 6.30 In the setting of Problem 6.11, suppose that X and Y are finite-
dimensional. Let f ∈ Γ0(X ) be a Legendre function such that S ∩ int dom f 6= ∅,
L(int dom f) ⊂ int dom ψ, f < βψ ◦ L for some β ∈ ]0,+∞[, and dom f ∗ is open.
Suppose that either f is cofinite or −L∗(ran∇ψ) ⊂ domϕ∗. Let ε ∈ ]0, β/(β + 1)[, let
(ηn)n∈N ∈ ℓ1+(N), and let (γn)n∈N be a sequence in R such that
(∀n ∈ N) ε 6 γn 6 β(1− ε) and (1 + ηn)γn − γn+1 6 βηn. (6.137)
Furthermore, let x0 ∈ int dom f and iterate
(∀n ∈ N) xn+1 = Proxfγnϕ
(∇f(xn)− γnL∗∇ψ(Lxn)). (6.138)
Then there exists x ∈ S such that xn → x.
Proof. Since dom f ∗ is open, [5, Lemma 7.3(ix)] asserts that (∀x ∈ int dom f) Df(x, ·) is
coercive. Hence, the claim follows from Theorem 6.27(i)(c).
Remark 6.31 We provide some special cases of Problem 6.11 and Theorem 6.27.
(i) Let I and K be totally ordered countable index sets. In Problem 6.11,
suppose that X and Y are separable Hilbert spaces, and that ψ : y 7→∑
k∈K | 〈y − r, yk〉 |2/2, where r ∈ Y and (yk)k∈K is a frame in Y , i.e.,
(∃(µ, ν) ∈ ]0,+∞[2)(∀y ∈ Y) µ‖y‖2 6
∑
k∈K
| 〈y, yk〉 |2 6 ν‖y‖2. (6.139)
Then in Theorem 6.27, we can choose f : x 7→∑i∈I | 〈x, xi〉 |2/2, where (xi)i∈I is
a frame in X , i.e.,
(∃(α, β) ∈ ]0,+∞[2)(∀x ∈ X ) α‖x‖2 6
∑
i∈I
| 〈x, xi〉 |2 6 β‖x‖2. (6.140)
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It follows from [17, Corollary 1] that f and ψ are Legendre functions and that
∇f and ∇ψ are weakly sequentially continuous. Now let x and z be in X . Then
Dψ(Lx, Lz) =
∑
k∈K
| 〈Lx− Lz, yk〉 |2/2 6 ν‖Lx − Lz‖2/2
6 ν‖L‖2‖x− z‖2/2 6 ν|L‖2α−1
∑
i∈I
| 〈x− z, xi〉 |2/2
= ν‖L‖2α−1Df(x, z), (6.141)
which implies that f < αν−1‖L‖−2ψ ◦ L and in addition, Df (x, ·) is coercive.
(ii) Let p and q be in ]1,+∞[ and set p∗ = p/(p−1) and q∗ = q(p−1). In Problem 6.11,
suppose that X = ℓp(N) and Y = ℓq(N), that r ∈ ℓq(N), that ψ : y 7→ ‖y‖q/q −
〈y − r, ‖r‖q−2r〉−‖r‖q/q, and that there exists κ ∈ ]0,+∞[ such that (∀x ∈ ℓp(N))
‖Lx‖ > κ‖x‖. It follows from [16, Theorem 4.7] that ℓp(N) is uniformly convex
and hence, strictly convex. Therefore, ψ is strictly convex and supercoercive. The
property of L implies that ψ◦L is strictly convex and supercoercive, and ϕ+ψ◦L
is likewise. In turn, Problem 6.11 admits a unique solution. Let f ∈ Γ0(ℓp(N))
be a cofinite Legendre function such that f < β‖L · ‖p for some β ∈ ]0,+∞[, let
x ∈ ℓp(N), and set
φ : [0,+∞[→ [0,+∞] : t 7→ inf
‖z−x‖=t
(‖x‖p−p 〈x− z, ‖z‖p−2z〉−‖z‖p). (6.142)
Then
(∀z ∈ ℓp(N)) Df(x, z) > pβDψ(Lx, Lz) > βφ(‖Lz − Lx‖). (6.143)
If p ∈ [2,+∞[ then we derive from [13, Lemma 1.4.10] that
(∀z ∈ ℓp(N)) φ(‖Lz − Lx‖) > 21−p‖Lz − Lx‖p > 21−pκp‖z − x‖p. (6.144)
Thus, it follows from (6.143) that
(∀z ∈ ℓp(N)) Df(x, z) > 21−pκpβ‖z − x‖p, (6.145)
and Df(x, ·) is therefore coercive. If p ∈ ]1, 2[ then we derive from [13,
Lemma 1.4.8] that
(∀z ∈ ℓp(N)) φ(‖Lz−Lx‖) > (‖Lz−Lx‖+‖Lz‖)p−‖Lz‖p−p‖Lz‖p−1‖Lz−Lx‖,
(6.146)
and hence, (6.143) yields
(∀z ∈ ℓp(N)) Df(x, z) > β ((‖Lz‖ + ‖Lz − Lx‖)p − ‖Lz‖p − p‖Lz‖p−1‖Lz − Lx‖) .
(6.147)
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On the other hand, since
lim
‖Lz‖→+∞
(‖Lz‖ + ‖Lz − Lx‖)p − ‖Lz‖p − p‖Lz‖p−1‖Lz − Lx‖
(2p − 1− p)‖Lz‖p = 1, (6.148)
and since 2p − 1− p > 0, it follows from and (6.147) and the property of L that
lim
‖z‖→+∞
Df(x, z) = +∞, (6.149)
and Df(x, ·) is therefore coercive. Consequently, Theorem 6.27(i)(a) can be ap-
plied.
6.2.4 Application to multivariate minimization
We propose a variant of the forward-backward algorithm to solve the following multiva-
riate minimization problem.
Problem 6.32 Let m and p be strictly positive integers, let (Xi)16i6m and (Yk)16k6p be
reflexive real Banach spaces. For every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, let
ϕi ∈ Γ0(Xi), let ψk ∈ Γ0(Yk) be Gâteaux differentiable on int dom ψk 6= ∅, and let
Lik : Xi → Yk be linear and bounded. The problem is to
minimize
x1∈X1,...,xm∈Xm
m∑
i=1
ϕi(xi) +
p∑
k=1
ψk
(
m∑
i=1
Likxi
)
. (6.150)
Denote by S the set of solutions to (6.150).
We derive from Theorem 6.27 the following result.
Proposition 6.33 Consider the setting of Problem 6.32. For every k ∈ {1, . . . , p}, sup-
pose that there exists σk ∈ ]0,+∞[ such that for every (yik)16i6m ∈ int dom ψk and every
(vik)16i6m ∈ int dom ψk satisfying
∑m
i=1 yik ∈ int dom ψk and
∑m
i=1 vik ∈ int dom ψk, one
has
Dψk
( m∑
i=1
yik,
m∑
i=1
vik
)
6 σk
m∑
i=1
Dψk(yik, vik). (6.151)
For every i ∈ {1, . . . , m}, let fi ∈ Γ0(Xi) be a Legendre function such that (∀xi ∈ int dom fi)
Dfi(xi, ·) is coercive. For every k ∈ {1, . . . , p}, suppose that
∑m
i=1 Lik(int dom fi) ⊂
int dom ψk, that, for every i ∈ {1, . . . , m}, there exists βik ∈ ]0,+∞[ such that fi <
βikψk ◦ Lik, and set βk = min16i6m βik. In addition, suppose that S ∩×mi=1int dom fi 6= ∅
and that either (∀i ∈ {1, . . . , m}) fi is cofinite or (∀i ∈ {1, . . . , m}) ϕi is cofinite. Let
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ε ∈ ]0, 1/(1 +∑pk=1 σkβ−1k )[, let (ηn)n∈N ∈ ℓ1+(N), and let (γn)n∈N be a sequence in R such
that
(∀n ∈ N) ε 6 γn 6 1− ε∑p
k=1 σkβ
−1
k
and (1 + ηn)γn − γn+1 6 ηn∑p
k=1 σkβ
−1
k
. (6.152)
Furthermore, let (xi,0)16i6m ∈×mi=1int dom fi and iterate
for n = 0, 1, . . .⌊
for i = 1, . . . , m⌊
xi,n+1 = Proxfiγnϕi
(∇fi(xi,n)− γn∑pk=1L∗ik∇ψk(∑mj=1Ljkxj,n)). (6.153)
Then there exists (xi)16i6m ∈ S such that the following hold.
(i) Suppose that S ∩×mi=1dom fi is a singleton. Then (∀i ∈ {1, . . . , m}) xi,n ⇀ xi.
(ii) For every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, suppose that ∇fi and ∇ψk are
weakly sequentially continuous, and that one of the following holds.
(a) domϕi ⊂ int dom fi.
(b) dom f ∗i is open and ∇f ∗i is weakly sequentially continuous.
Then (∀i ∈ {1, . . . , m}) xi,n ⇀ xi.
Proof. Denote by X and Y the standard vector product spaces×mi=1Xi and×pk=1Yk
equipped with the norms x = (xi)16i6m 7→
√∑m
i=1 ‖xi‖2 and y = (yk)16k6p 7→√∑p
k=1 ‖yk‖2, respectively. Then X ∗ is the vector product space×mi=1X ∗i equipped with
the norm x∗ 7→√∑mi=1 ‖x∗i ‖2 and Y∗ is the vector product space×pk=1Y∗k equipped with
the norm y∗ 7→√∑pk=1 ‖y∗k‖2. Let us introduce the functions and operator
ϕ : X → ]−∞,+∞] : x 7→∑mi=1 ϕi(xi)
f : X → ]−∞,+∞] : x 7→∑mi=1 fi(xi)
ψ : Y 7→ ]−∞,+∞] : y 7→∑pk=1 ψk(yk)
L : X → Y : x 7→ (∑mi=1 Likxi)16k6p.
(6.154)
Then ψ is Gâteaux differentiable on int dom ψ =×pk=1int dom ψk and Problem 6.32 is a
special case of Problem 6.11. Since (6.154) yields dom f ∗ =×mi=1dom f ∗i and domϕ∗ =×mi=1domϕ∗i , we deduce from our assumptions that either f is cofinite or ϕ is cofinite.
As in (6.48) and (6.49), f is a Legendre function and domϕ∩int dom f 6= ∅. In addition,
L
(
int dom f
)
=
p×
k=1
m∑
i=1
Lki(int dom fi) ⊂
p×
k=1
int dom ψk = int dom ψ. (6.155)
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Now let x ∈ int dom f . First, to show that Df(x, ·) is coercive, we fix ρ ∈ R. On the one
hand,
{
z = (zi)16i6m ∈ X
∣∣ Df(x, z) 6 ρ} ⊂ m×
i=1
{
zi ∈ Xi
∣∣ Dfi(xi, zi) 6 ρ}. (6.156)
On the other hand, for every i ∈ {1, . . . , m}, since Dfi(xi, ·) is coercive, we deduce that{
zi ∈ Xi
∣∣ Dfi(xi, zi) 6 ρ} is bounded. (6.157)
Hence (6.156) implies that
{
z ∈ X ∣∣ Df(x, z) 6 ρ} is bounded and Df(x, ·) is therefore
coercive. Next, set β = 1/
∑p
k=1 σkβ
−1
k . We shall show that f < βψ ◦ L. To this end, fix
z = (zi)16i6m ∈ int dom f . We have
Dψ(Lx, Lz) =
p∑
k=1
Dψk
(
m∑
i=1
Likxi,
m∑
i=1
Likzi
)
6
p∑
k=1
m∑
i=1
σkD
ψk(Likxi, Likzi)
6
p∑
k=1
m∑
i=1
σkβ
−1
ik D
fi(xi, zi)
6
p∑
k=1
σkβ
−1
k D
f(x, z). (6.158)
Now let us set (∀n ∈ N) xn = (xi,n)16i6m. By virtue of Proposition 6.20, (6.153) is a
particular case of (6.121).
(i) : Since S ∩ dom f is a singleton, the claim follows from Theorem 6.27(i)(a).
(ii) : Our assumptions on (fi)16i6m and (ψk)16k6p imply that ∇f and ∇ψ are weakly
sequentially continuous.
(ii)(a) : Since S ⊂×mi=1domϕi ⊂×mi=1int dom fi = int dom f , the claim follows
from Theorem 6.27(i)(b).
(ii)(b) : Since, for every i ∈ {1, . . . , m}, dom f ∗i is open and ∇f ∗i is weakly se-
quentially continuous, we deduce that dom f ∗ is open and ∇f ∗ is weakly sequentially
continuous. The assertion therefore follows from Theorem 6.27(i)(c).
Example 6.34 In Problem 6.32, suppose that m = 1, that X1 and (Yk)16k6p are Hilbert
spaces, and that, for every k ∈ {1, . . . , p}, ϕk = ωk‖·−rk‖2/2, where (ωk)16k6p ∈ ]0,+∞[p
and let (rk)16k6p ∈×pk=1Yk. Then the weak convergence result in [18, Proposition 6.3]
without errors is a particular instance of Proposition 6.33 with f1 = ‖ · ‖2/2.
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Example 6.35 Let m and p be strictly positive integers. For every i ∈ {1, . . . , m} and
every k ∈ {1, . . . , p}, let ωik ∈ ]0,+∞[, let ̺k ∈ ]0,+∞[, and let ϕi ∈ Γ0(R) be cofinite.
The problem is to
minimize
(ξ1,...,ξm)∈]0,+∞[
m
m∑
i=1
ϕi(ξi) +
p∑
k=1
(
− ln
∑m
i=1 ωikξi
̺k
+
∑m
i=1 ωikξi
̺k
− 1
)
. (6.159)
Denote by S the set of solutions to (6.159) and suppose that S ∩ ]0,+∞[m 6= ∅. Let
ϑ : R→ ]−∞,+∞] : ξ 7→
{
− ln ξ, if ξ > 0;
+∞, otherwise (6.160)
be Burg entropy, let ε ∈ ]0, 1/(1 + p)[, let (ηn)n∈N ∈ ℓ1+(N), and let (γn)n∈N be a sequence
in R such that
(∀n ∈ N) ε 6 γn 6 p−1(1− ε) and (1 + ηn)γn − γn+1 6 p−1ηn. (6.161)
Let (ξi,0)16i6m ∈ ]0,+∞[m and iterate
for n = 0, 1, . . . for i = 1, . . . , m⌊
ξi,n+1 = Proxϑγnϕi
(
−1
ξi,n
− γn
p∑
k=1
ωik
(
−1∑m
j=1 ωjkξj,n
+
1
̺k
))
.
(6.162)
Then there exists (ξi)16i6m ∈ S such that (∀i ∈ {1, . . . , m}) ξi,n → ξi.
Proof. For every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, let us set Xi = R, Yk = R,
ψk = D
ϑ(·, ̺k), and Lik : ξi 7→ ωikξi. Then (6.159) is a particular case of (6.150). Since
ψ is not differentiable on Rp, the standard forward-backward algorithm is inapplicable.
We show that the problem can be solved by using Proposition 6.33. First, let (ξi)16i6m
and (ηi)16i6m be in ]0,+∞[m, and consider
φ : R→ ]−∞,+∞] : ξ 7→
{
− ln ξ + ξ − 1, if ξ ∈ ]0,+∞[ ;
+∞, otherwise. (6.163)
We see that φ is convex and positive. Thus,
φ
(∑m
i=1 ξi∑m
i=1 ηi
)
= φ
(
m∑
i=1
ηi∑m
j=1 ηj
ξi
ηi
)
6
m∑
i=1
ηi∑m
j=1 ηj
φ
(
ξi
ηi
)
6
m∑
i=1
φ
(
ξi
ηi
)
, (6.164)
and hence,
− ln
∑m
i=1 ξi∑m
i=1 ηi
+
∑m
i=1 ξi∑m
i=1 ηi
− 1 6
m∑
i=1
(
− ln ξi
ηi
+
ξi
ηi
− 1
)
. (6.165)
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In turn,
Dϑ
(
m∑
i=1
ξi,
m∑
i=1
ηi
)
6
m∑
i=1
Dϑ(ξi, ηi). (6.166)
This shows that (6.151) is satisfied with (∀k ∈ {1, . . . , p}) σk = 1. Next, let us set
(∀i ∈ {1, . . . , m}) fi = ϑ. Fix i ∈ {1, . . . , m} and k ∈ {1, . . . , p}, and let ξi and ηi be
in ]0,+∞[. Then
Dψk(Likξi, Likηi) = D
ϑ(ωikξi, ωikηi) = D
ϑ(ξi, ηi) = D
fi(ξi, ηi), (6.167)
which implies that fi < ψk ◦ Lik. In addition, since dom f ∗i = ]−∞, 0[ is open, [5,
Lemma 7.3(ix)] asserts that Dfi(ξi, ·) is coercive. We therefore deduce the convergence
result from Proposition 6.33(ii)(b).
Example 6.36 Let m and p be strictly positive integers. For every i ∈ {1, . . . , m} and
every k ∈ {1, . . . , p}, let ωik ∈ ]0,+∞[, let ̺k ∈ ]0,+∞[, and let ϕi ∈ Γ0(R). The problem
is to
minimize
(ξ1,...,ξm)∈[0,+∞[
m
m∑
i=1
ϕi(ξi)+
p∑
k=1
((
m∑
i=1
ωikξi
)
ln
∑m
i=1 ωikξi
̺k
−
m∑
i=1
ωikξi + ̺k
)
. (6.168)
Denote by S the set of solutions to (6.168) and suppose that S ∩ ]0,+∞[m 6= ∅. Let
ϑ : R→ ]−∞,+∞] : ξ 7→

ξ ln ξ − ξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise
(6.169)
be Boltzmann-Shannon entropy, let β = max
16k6p
max
16i6m
ωik, let ε ∈ ]0, 1/(1 + β)[, let
(ηn)n∈N ∈ ℓ1+(N), and let (γn)n∈N be a sequence in R such that
(∀n ∈ N) ε 6 γn 6 (pβ)−1(1− ε) and (1 + ηn)γn − γn+1 6 (pβ)−1ηn. (6.170)
Let (ξi,0)16i6m ∈ ]0,+∞[m and iterate
for n = 0, 1, . . . for i = 1, . . . , m⌊
ξi,n+1 = Proxϑγnϕi
(
ln ξi,n − γn
p∑
k=1
ωik
(
ln
(∑m
j=1 ωjkξj,n
)
− ln ̺k
))
.
(6.171)
Then there exists (ξi)16i6m ∈ S such that (∀i ∈ {1, . . . , m}) ξi,n → ξi.
Proof. For every i ∈ {1, . . . , m} and every k ∈ {1, . . . , p}, let us set Xi = R, Yk = R, ψk =
Dϑ(·, ̺k), and Lik : ξi 7→ ωikξi. Then (6.168) is a particular case of (6.150). We cannot
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apply the standard forward-backward algorithm here since ψ is not differentiable on Rp.
We shall verify the assumptions of Proposition 6.33. First, let (ξi)16i6m and (ηi)16i6m be
in ]0,+∞[m. Since
φ : R→ ]−∞,+∞] : ξ 7→

ξ ln ξ, if ξ ∈ ]0,+∞[ ;
0, if ξ = 0;
+∞, otherwise
(6.172)
is convex, we have
φ
(∑m
i=1 ξi∑m
i=1 ηi
)
= φ
(
m∑
i=1
ηi∑m
j=1 ηj
ξi
ηi
)
6
m∑
i=1
ηi∑m
j=1 ηj
φ
(
ξi
ηi
)
, (6.173)
and hence,
∑m
i=1 ξi∑m
i=1 ηi
ln
∑m
i=1 ξi∑m
i=1 ηi
6
m∑
i=1
ηi∑m
j=1 ηj
ξi
ηi
ln
ξi
ηi
=
∑m
i=1 ξi ln
ξi
ηi∑m
i=1 ηi
. (6.174)
In turn,(
m∑
i=1
ξi
)
ln
∑m
i=1 ξi∑m
i=1 ηi
6
m∑
i=1
ξi ln
ξi
ηi
, (6.175)
which implies that
Dϑ
(
m∑
i=1
ξi,
m∑
i=1
ηi
)
=
(
m∑
i=1
ξi
)
ln
∑m
i=1 ξi∑m
i=1 ηi
−
m∑
i=1
ξi +
m∑
i=1
ηi
6
m∑
i=1
(
ξi ln
ξi
ηi
− ξi + ηi
)
=
m∑
i=1
Dϑ(ξi, ηi). (6.176)
This shows that (6.151) is satisfied with (∀k ∈ {1, . . . , p}) σk = 1. Next, let us set
(∀i ∈ {1, . . . , m}) fi = ϑ. Fix i ∈ {1, . . . , m} and k ∈ {1, . . . , p}, and let ξi and ηi be
in ]0,+∞[. Then
Dψk(Likξi, Likηi) = D
ϑ(ωikξi, ωikηi) = ωikD
ϑ(ξi, ηi) 6 βD
ϑ(ξi, ηi), (6.177)
which implies that fi < β−1ψk ◦ Lik. In addition, since fi is supercoercive, fi is cofinite
and [5, Lemma 7.3(viii)] asserts that Dfi(ξi, ·) is coercive. Therefore, the claim follows
from Proposition 6.33(ii)(b).
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Remark 6.37 The Bregman distance associated with Burg entropy, i.e., the Itakura-Saito
divergence, is used in linear regression [3, Section 3]. The Bregman distance associated
with Boltzmann-Shannon entropy, i.e., the Kullback-Leibler divergence, is used in infor-
mation theory [3, Section 3] and image processing [14].
Acknowledgment. I would like to thank my doctoral advisor Professor Patrick L. Com-
bettes for bringing this problem to my attention and for helpful discussions.
6.3 Résultats numériques
Dans cette section, nous illustrons une application de l’algorithme (6.121) en res-
tauration d’images. Pour chaque simulation, l’algorithme est exécuté avec n = 5000
itérations afin de trouver une solution approchée fiable x5000. Ensuite, chaque al-
gorithme est relancé avec le test d’arrêt relatif ‖xn − x5000‖/‖xn − x0‖ 6 10−5 et
Df(x5000, xn)/D
f(x5000, x0) 6 10
−5 où f est une fonction indiquée dans chaque simu-
lation.
Soient N ∈ N∗ et (α, β) ∈ ]0,+∞[2. Pour toute image x ∈ RN×N , Pα(x) ∈ RN×N est
l’image bruitée à partir de x par un bruit de Poisson de paramètre α, et Gα,β(x) ∈ RN×N
est l’image bruitée à partir de x par un bruit Γ-distribué de paramètres α et β. Nous
considérons les modèles de dégradation suivants
r = Pα(Lx) (6.178)
et
r = Gα,β(Lx), (6.179)
où x ∈ RN×N est l’image originale dégradée par un opérateur de convolution L et
contaminée par un bruit de Poisson (le modèle (6.178)) ou un bruit Γ-distribué (le mo-
dèle (6.179)). Le vecteur r représente l’image dégradée. Le modèle que nous utilisons
est [24]
minimiser
x∈RN×N
τ‖x‖2 +Dg(Lx, r), (6.180)
où τ ∈ ]0,+∞[, g est l’entropie de Boltzmann-Shannon définie sur RN×N , et L est un
opérateur de convolution défini par L : x 7→ h ∗ x où h est un noyau uniforme de taille
m × m. Notons que Dg(L·, r) n’est pas différentiable partout et donc on ne peut pas
appliquer l’algorithme explicite-implicite classique [19].
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6.3.1 Bruit de Poisson
Le modèle (6.180) apparaît dans le problème de restauration d’images avec des bruits de
Poisson, par exemple, [10]. Nous utilisons un bruit de Poisson de paramètre α = 0, 95.
Le niveau de bruit est donné par le rapport image floutée-sur-bruit
20 log10
‖Lx‖
‖y − Lx‖ = 25, 88 dB. (6.181)
Nous utilisons l’algorithme (6.121) en choisissant pour f l’entropie de Boltzmann-
Shannon pour le modèle (6.180) avec N = 256, m = 13, et τ = 1/1000. Nous obtenons
les résultats des figures 6.3, 6.4, et 6.5.
FIGURE 6.1 – Image originale.
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FIGURE 6.2 – Image dégradée.
FIGURE 6.3 – Image restaurée.
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FIGURE 6.4 – Distance euclidienne à la limite normalisée ‖xn − x∞‖/‖x0 − x∞‖.
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FIGURE 6.5 – Distance de Bregman à la limite normalisée Df(x∞, xn)/Df(x∞, x0).
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6.3.2 Bruit Γ-distribué
Le modèle (6.180) apparaît aussi dans le problème de restauration d’images avec des
bruits Γ-distribués, par exemple, [28]. Nous utilisons un bruit Γ-distribué de paramètres
α = β = 0, 95. Le niveau est donné par le rapport image floutée-sur-bruit :
20 log10
‖Lx‖
‖y − Lx‖ = 25, 8 dB. (6.182)
Nous utilisons l’algorithme (6.121) en choisissant pour f l’entropie de Boltzmann-
Shannon pour le modèle (6.180) avec N = 256, m = 13, et τ = 1/1000. Nous obtenons
les résultats des figures 6.7, 6.8, et 6.9.
FIGURE 6.6 – Image dégradée.
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FIGURE 6.7 – Image restaurée.
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FIGURE 6.8 – Distance euclidienne à la limite normalisée ‖xn − x∞‖/‖x0 − x∞‖.
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Chapitre 7
Contractivité et cocoercivité relatives
aux distances de Bregman
Nous étudions la notion de contraction basée sur les distances de Bregman dans des
espaces de Banach réels et contruisons des algorithmes pour trouver des points fixes
de ces contractions. Nous étudions le lien entre la notion de cocoercivité classique et
celle basée sur les distances de Bregman. La convergence d’une version de l’algorithme
explicite-implicite pour résoudre des inclusions monotones est démontrée en utilisant la
notion de suites quasi-monotones au sens de Bregman étudiées dans le Chapitre 5.
7.1 Résultats techniques
D’abord, nous rappelons les notions de convexité et de lissité d’un espace de Banach.
Définition 7.1 [5] Soit X un espace de Banach réel. Le module de convexité de X est
δX : ]0, 2]→ [0,+∞[
ε 7→ inf
{
1−
∥∥∥x+ y
2
∥∥∥ ∣∣∣ (x, y) ∈ X 2, ‖x‖ = ‖y‖ = 1, ‖x− y‖ > ε}, (7.1)
et le module de lissité de X est
ρX : [0,+∞[→ [0,+∞[
τ 7→ sup
{1
2
(‖x+ y‖+ ‖x− y‖)− 1
∣∣∣ (x, y) ∈ X 2, ‖x‖ = 1, ‖y‖ 6 τ}. (7.2)
On dit queX est uniformément convexe si δX s’annule seulement en zero, et uniformément
lisse si limτ→0 ρX (τ)/τ = 0.
Exemple 7.2 [16, Theorem II.4.7] Soient p ∈ ]1,+∞[ et (Ω,F , µ) un espace mesuré.
Alors Lp(Ω,F , µ) est uniformément convexe et uniformément lisse.
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Voici quelques rappels sur l’application de dualité d’un espace de Banach.
Définition 7.3 [16, Definition 4.1] Soient X un espace de Banach réel réflexif, X ∗ le
dual topologique de X , et φ : [0,+∞[→ [0,+∞[ une fonction croissante telle que φ(0) =
0 et limt→+∞ φ(t) = +∞. L ’application de dualité ∆φ de X par rapport à φ est
∆φ : X → 2X ∗ : x 7→
{
x∗ ∈ X ∗ ∣∣ 〈x, x∗〉 = ‖x‖ ‖x∗‖ et ‖x∗‖ = φ(‖x‖)}. (7.3)
Exemple 7.4 [16, Propositions 4.8(i) et 4.14] L ’application de dualité d’un espace hil-
bertien réel par rapport à la fonction [0,+∞[ ∋ t 7→ t et l’application de dualité de
ℓp(N) par rapport à la fonction [0,+∞[ ∋ t 7→ tr, où (p, r) ∈ ]1,+∞[2, sont faiblement
séquentiellement continues.
Lemme 7.5 [2, Section 5] Soient X un espace de Banach réel réflexif, X ∗ le dual topo-
logique de X , et f ∈ Γ0(X ). Alors f est de Legendre (i.e., f est essentiellement lisse au
sens où ∂f est à la fois localement borné et univoque sur son domaine, et essentiellement
strictement convexe au sens où ∂f ∗ est localement borné sur son domaine et f est stricte-
ment convexe sur les sous-ensembles convexes de dom ∂f) si et seulement si les conditions
suivantes sont satisfaites :
(i) ∂f est univoque sur dom ∂f = int dom f 6= ∅.
(ii) ∂f ∗ est univoque sur dom ∂f ∗ = int dom f ∗ 6= ∅.
De plus, f ∗ est de Legendre et ∇f : int dom f → int dom f ∗ est bijective avec pour inverse
∇f ∗ : int dom f ∗ → int dom f .
Le lemme suivant sera utilisé dans la suite.
Lemme 7.6 Soient X un espace de Banach réel réflexif, f ∈ Γ0(X ) une fonction de Le-
gendre, x ∈ dom f , y ∈ int dom f , z ∈ int dom f , et λ ∈ [0, 1]. Alors
Df
(
x,∇f ∗(λ∇f(y) + (1− λ)∇f(z)) 6 λDf(x, y) + (1− λ)Df(x, z). (7.4)
Démonstration. Notons que u = ∇f ∗(λ∇f(y) + (1 − λ)f(z)) ∈ int dom f d’après le
Lemme 7.5. Maintenant, la convexité de f ∗ implique que
Df(x, u) = f(x)− f(u)− 〈x− u,∇f(u)〉
= f(x)− 〈x,∇f(u)〉+ f ∗(∇f(u))
= f(x)− 〈x, λ∇f(y) + (1− λ)∇f(z)〉+ f ∗(λ∇f(y) + (1− λ)∇f(z))
6 λ
(
(f(x)− 〈x,∇f(y)〉 + f ∗(∇f(y)))+ (1− λ)(f(x)− 〈x,∇f(z)〉+ f ∗(∇f(z)))
= λDf(x, y) + (1− λ)Df(x, z). (7.5)
Nous aurons également besoin de la condition suivante.
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Condition 7.7 [3, Condition 4.4] Soit X un espace de Banach réel réflexif et soit f ∈
Γ0(X ) Gâteaux différentiable sur int dom f 6= ∅. Pour toutes suites bornées (xn)n∈N et
(yn)n∈N dans int dom f ,
Df(xn, yn)→ 0 ⇒ xn − yn → 0. (7.6)
7.2 Contractivité et résolvante relatives aux distances de
Bregman
Une contraction T d’un espace de Banach X dans lui-même est une application lipschit-
zienne de constante 1, i.e.,
(∀x ∈ X )(∀y ∈ X ) ‖Tx− Ty‖ 6 ‖x− y‖. (7.7)
En outre, T est une contraction ferme [12] si
(∀x ∈ X )(∀y ∈ X )(∀α ∈ ]0,+∞[) ‖Tx−Ty‖ 6 ‖α(x−y)+(1−α)(Tx−Ty)‖. (7.8)
Dans un espace de Banach, il est difficile à manipuler les inégalités (7.7) et (7.8). Leurs
variantes basées sur les distances de Bregman sont étudiées dans un nombre de travaux
(voir [3, 14] et leurs bibliographies). Un tel exemple est la classe B.
Définition 7.8 [14] Soient X un espace de Banach réel, f ∈ Γ0(X ) Gâteaux différen-
tiable sur int dom f 6= ∅, et T : X → X tel que ranT ∪ domT ⊂ int dom f . Alors
F̂ixT =
{
x ∈ dom f ∣∣ ∃(xn)n∈N ∈ (int dom f)N telle que xn ⇀ x et xn − Txn → 0}.
(7.9)
Définition 7.9 [3, Definition 3.1] et [14] Soient X un espace de Banach réel et
f ∈ Γ0(X ) Gâteaux différentiable sur int dom f 6= ∅. On pose, pour tous x et y dans
int dom f ,
Hf(x, y) =
{
z ∈ X ∣∣ 〈z − y,∇f(x)−∇f(y)〉 6 0}. (7.10)
Alors
B(f) =
{
T : X → 2X
∣∣∣ ranT ⊂ domT = int dom f
et (∀(x, y) ∈ graT ) FixT ⊂ Hf(x, y)
}
, (7.11)
et
B̂(f) =
{
T : X → 2X
∣∣∣ ranT ⊂ domT = int dom f
et (∀(x, y) ∈ graT ) F̂ixT ⊂ Hf(x, y)
}
. (7.12)
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Définition 7.10 [3, Definition 3.4] Soient X un espace de Banach réel et f ∈ Γ0(X )
Gâteaux différentiable sur int dom f 6= ∅. Un opérateur T : X → 2X tel que ranT ∪
domT ⊂ int dom f est Df -ferme si
(∀(x1, y1) ∈ gra T )(∀(x2, y2) ∈ graT )
〈
y1 − y2,∇f(y1)−∇f(y2)
〉
6
〈
y1 − y2,∇f(x1)−∇f(x2)
〉
. (7.13)
Remarque 7.11 Soient X un espace de Banach réel réflexif, f ∈ Γ0(X ) une fonction de
Legendre, T ∈ B(f), α ∈ ]0, 1[, et Tα = ∇f ∗
(
(1− α)∇f + α∇f ◦ T ). Alors Tα ∈ B(f).
Démonstration. D’abord, ranTα ⊂ ran∇f ∗ = int dom f = domT = domTα et Fix Tα =
FixT . Ensuite, soit z ∈ FixTα et soit (x, yα) ∈ gra Tα. Alors y ∈ FixT et il existe y ∈ Tx
tel que ∇f(x)−∇f(yα) = α(∇f(x)−∇f(y)). Puisque ∇f est monotone,〈
y − yα,∇f(x)−∇f(y)
〉
= (1− α)〈y − yα,∇f(y)−∇f(x)〉/(α− 1)
=
〈
y − yα,∇f(y)−∇f(yα)
〉
/(α− 1)
6 0. (7.14)
Par conséquent,〈
z − yα,∇f(x)−∇f(yα)
〉
=
〈
z − y,∇f(x)−∇f(yα)
〉
+
〈
y − yα,∇f(x)−∇f(yα)
〉
= α
〈
z − y,∇f(x)−∇f(y)〉+ α〈y − yα,∇f(x)−∇f(y)〉
6 0, (7.15)
ce qui implique l’assertion.
Définition 7.12 [3, Definition 3.7] Soient X un espace de Banach réel, X ∗ le dual topo-
logique de X , f ∈ Γ0(X ) Gâteaux différentiable sur int dom f 6= ∅, et A : X → 2X ∗. La
Df -résolvante de A est
RfA = (∇f + A)−1 ◦ ∇f : X → 2X (7.16)
et la f -résolvante de A est
JfA = (∇f + A)−1 : X ∗ → 2X . (7.17)
Lemme 7.13 [3, Propostion 3.8] Soient X un espace de Banach réel, X ∗ le dual topolo-
gique de X , f ∈ Γ0(X ) Gâteaux différentiable sur int dom f 6= ∅, et A : X → 2X ∗. Les
propriétés suivantes sont satisfaites :
(i) domRfA ⊂ int dom f , ranRfA ⊂ int dom f , et FixRfA = zerA ∩ int dom f .
(ii) Supposons que A soit monotone. Alors :
(a) RfA est D
f -ferme.
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(b) Supposons que f |int dom f soit strictement convexe. Alors RfA est univoque sur son
domaine.
(c) Supposons que ran∇f ⊂ ran (∇f + A). Alors RfA ∈ B(f).
Exemple 7.14 Soient m un nombre entier strictement positif, (Xi, ‖ · ‖i)16i6m des es-
paces de Banach réels réflexifs, X l’espace vectoriel×mi=1Xi muni de la norme x =
(xi)16i6m 7→
√∑m
i=1 ‖xi‖2, et X ∗ le dual topologique de X , i.e., l’espace vectoriel×mi=1X ∗i muni de la norme x∗ = (x∗i )16i6m 7→ √∑mi=1 ‖x∗i ‖2. Pour tout i ∈ {1, . . . , m},
soit fi ∈ Γ0(Xi) une fonction de Legendre et soit Ai : Xi → 2X ∗i un opérateur monotone
tel que ran∇fi ⊂ ran (∇fi + Ai). Posons
f : X → ]−∞,+∞] : x 7→
m∑
i=1
fi(xi) et A : X → 2X∗ : x 7→×mi=1Aixi. (7.18)
Alors RfA =×mi=1RfiAi .
Démonstration. Le Lemme 7.13(ii) implique que, pour tout i ∈ {1, . . . , m}, l’opérateur
RfiAi : int dom fi → domAi ∩ int dom fi (7.19)
est bien défini et univoque. D’une part, pour tout i ∈ {1, . . . , m}, comme fi est de Le-
gendre, il résulte du Lemme 7.5 que ∂fi est univoque sur dom ∂fi = int dom fi. D’autre
part, on déduit de (7.18) que domf = ×mi=1dom fi et que ∂f : X → 2X∗ : x 7→×mi=1∂fi(xi). Ainsi ∂f est univoque sur dom ∂f =×mi=1dom ∂fi =×mi=1int dom fi =
int
(×mi=1dom fi) = int domf . De même façon,
f∗ : X ∗ → ]−∞,+∞] : x∗ 7→
m∑
i=1
f ∗i (x
∗
i ), (7.20)
et ∂f ∗ est univoque sur dom ∂f ∗ = int dom f ∗. Par conséquent, le Lemme 7.5 affirme
que f est une fonction de Legendre. Par ailleurs,
ran∇f =×mi=1ran∇fi ⊂×mi=1ran (∇fi + Ai) = ran (∇f +A). (7.21)
Notons que, pour tout i ∈ {1, . . . , m}, Ai est monotone, et donc, il résulte de (7.18) que
A est monotone. Ainsi, d’après (7.21) et le Lemme 7.13(ii),
RfA : int domf → domA ∩ int domf . (7.22)
Maintenant, soit x ∈ int domf , soit p = RfAx, et soit (pi)16i6m ∈ X . Alors
(∀i ∈ {1, . . . , m}) pi = RfiAixi ⇔ (∀i ∈ {1, . . . , m}) ∇fi(xi)−∇fi(pi) ∈ Aipi
⇔ (∇fi(xi))16i6m − (∇fi(pi))16i6m ∈×mi=1Aipi
⇔ ∇f(x)−∇f ((pi)16i6m) ∈ A(pi)16i6m
⇔ (pi)16i6m = RfAx = p. (7.23)
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Lemme 7.15 Soient X un espace de Banach réel réflexif, X ∗ le dual topologique de X ,
f ∈ Γ0(X ) une fonction de Legendre cofinie, et A : X → 2X ∗ maximalement monotone tel
que domA ∩ int dom f 6= ∅. Alors les propriétés suivantes sont satisfaites :
(i) JfA : X ∗ → domA ∩ int dom f est univoque.
(ii) Soient z∗ ∈ X ∗ et B = z∗ + A. Alors JfB = JfA(· − z∗).
Démonstration. (i) : D’abord, comme f est une fonction de Legendre cofinie, ran∇f =
int dom f ∗ = X ∗, et donc, [8, Proposition 2.6 et Lemma 2.7] impliquent que domJfA =
X ∗. Ensuite, comme f |int dom f est strictement convexe, ∇f est strictement monotone
[17, Theorem 2.4.4(ii)] et ∇f + A l’est aussi. Si (x∗, x1) et (x∗, x2) sont deux éléments
dans gra JfA tels que x1 6= x2 alors (x1, x∗) et (x2, x∗) appartiennent à gra (∇f + A) et la
monotonie stricte de ∇f + A implique que 0 < 〈x1 − x2, x∗ − x∗〉 = 0, qui est absurde.
Cela montre que JfA : X ∗ → domA ∩ int dom f est univoque.
(ii) : Par le même raisonnement que précédemment, JfB : X ∗ → domB ∩ int dom f
est bien défini. Soient x ∈ X et x∗ ∈ X ∗. Alors
x = JfBx
∗ ⇔ x∗ ∈ ∇f(x) +Bx⇔ x∗ − z∗ ∈ ∇f(x) +Ax⇔ x = JfA(x∗ − z∗). (7.24)
Définition 7.16 [1, Definition 3.58] Soit X un espace de Banach réel réflexif et soit
X ∗ le dual topologique de X . La suite d’opérateurs (An)n∈N de X dans 2X ∗ converge
graphiquement vers l’opérateur A : X → 2X ∗ (noté An G−→ A) si :
(i) Pour tout (x, x∗) ∈ graA, il existe une suite (xn, x∗n)n∈N dans X × X ∗ telle que
(xn, x
∗
n)→ (x, x∗) et (∀n ∈ N) (xn, x∗n) ∈ graAn.
(ii) Soit (xn, x∗n)n∈N une suite dans X × X ∗ telle que (∀n ∈ N) (xn, x∗n) ∈ graAn. Si
(kn)n∈N est une suite strictement croissante dans N telle que (xkn , x
∗
kn
) → (x, x∗)
alors (x, x∗) ∈ graA.
Nous démontrons le résultat suivant qui étend [1, Proposition 3.60] pour le cas
hilbertien.
Proposition 7.17 Soit X un espace de Banach réel réflexif, soit X ∗ le dual topologique
de X , et soit f ∈ Γ0(X ) une fonction de Legendre supercoercive, soient A et (An)n∈N des
opérateurs maximalement monotones de X dans 2X ∗ tels que domA ∪ (∪n∈NdomAn) ⊂
int dom f , et soit (xn)n∈N ∈ (int dom f)N. Supposons que ∇f soit uniformément continu
sur les sous-ensembles bornés de int dom f , que An
G−→ A, et que xn → x ∈ int dom f .
Alors RfAnxn ⇀ R
f
Ax.
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Démonstration. Comme f est une fonction de Legendre supercoercive, ∇f est maxima-
lement monotone et ran∇f = X ∗ [16, Theorem 18.7] and [2, Theorem 5.6]. On alors
déduit du [3, Theorem 3.13] et du Lemme 7.13 que les opérateurs RfA et (R
f
An
)n∈N sont
bien définis et univoques sur int dom f . Posons
(∀n ∈ N) yn = RfAnxn et y∗n = ∇f(xn)−∇f(yn). (7.25)
Alors (∀n ∈ N) (yn, y∗n) ∈ graAn. Ensuite, soit (u, u∗) ∈ graA. Comme An G−→ A, il existe
une suite (un, u∗n)n∈N dans X × X ∗ telle que (un, u∗n) → (u, u∗) et (∀n ∈ N) (un, u∗n) ∈
graAn. Comme xn → x, un → u, et f et ∇f sont continus sur int dom f , on déduit que
ρ = sup
n∈N
{‖xn‖, ‖un‖, ‖u∗n‖, |f(xn)|, |f(un)|, ‖∇f(xn)‖, ‖∇f(un)‖} < +∞. (7.26)
Comme les opérateurs (An)n∈N sont monotones,
(∀n ∈ N) 0 6 〈yn − un,∇f(xn)−∇f(yn)− u∗n〉, (7.27)
et ainsi
(∀n ∈ N) f(yn)− f(un)−
〈
yn − un,∇f(xn)
〉
= Df(yn, xn)−Df(un, xn) 6 Df(un, yn) +Df (yn, xn)−Df(un, xn)
=
〈
un − yn,∇f(xn)−∇f(yn)
〉
6
〈
un − yn, u∗n
〉
6 ρ‖yn‖+ ρ2. (7.28)
Par suite,
(∀n ∈ N) f(yn) 6 ρ+ 2ρ‖yn‖+ ρ2. (7.29)
Si (yn)n∈N n’est pas bornée alors il existe une suite strictement croissante (kn)n∈N dans N
telle que ‖ykn‖ ↑ +∞ et il résulte de (7.29) que
+∞← f(ykn)‖ykn‖
6
ρ+ ρ2
‖y0‖ + 2ρ, (7.30)
qui est absurde, i.e., (yn)n∈N est bornée. Par suite, il résulte de (7.25) et le Lemme 2.22
que (y∗n)n∈N est bornée. Soit y ∈ X , soit y∗ ∈ X ∗, et soit (kn)n∈N une suite strictement
croissante dans N tels que ykn ⇀ y et y
∗
kn
⇀ y∗. Ensuite, on déduit de la monotonie de
∇f que
(∀n ∈ N)(∀m ∈ N) 〈yn − ym,∇f(yn)−∇f(ym)〉 > 0, (7.31)
et en combinant avec (7.25), on obtient
(∀n ∈ N)(∀m ∈ N) 〈yn − ym, y∗n − y∗m〉 6
〈
yn − ym,∇f(xn)−∇f(xm)
〉
. (7.32)
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Ainsi
(∀n ∈ N)(∀m ∈ N) 〈yn, y∗n〉+ 〈ym, y∗m〉 6
〈
ym, y
∗
n
〉
+ 〈yn, y∗m〉
+
〈
yn − ym,∇f(xn)−∇f(xm)
〉
. (7.33)
En fixant m ∈ N et en passant à la limite dans (7.33) quand n → +∞ par rapport à la
sous-suite (ykn)n∈N, on obtient
(∀m ∈ N) lim 〈ykn, y∗kn〉+ 〈ym, y∗m〉 6 〈ym, y∗〉+ 〈y, y∗m〉
+
〈
y − ym,∇f(x)−∇f(xm)
〉
. (7.34)
Ensuite, en passant à la limite dans (7.34) quand m → +∞ par rapport à la sous-suite
(ykm)n∈N, on obtient
lim
〈
ykn, y
∗
kn
〉
6 〈y, y∗〉 . (7.35)
Par ailleurs, comme les opérateurs (An)n∈N sont monotones,
(∀n ∈ N) 〈yn − un, y∗n − u∗n〉 > 0, (7.36)
et donc,
(∀n ∈ N) 〈yn, u∗n〉+ 〈un, y∗n〉 6 〈yn, y∗n〉+ 〈un, u∗n〉 . (7.37)
Ainsi, en combinant avec (7.35), on obtient
〈y, u∗〉+ 〈u, y∗〉 = lim 〈ykn, u∗kn〉+ lim 〈ukn, y∗kn〉
= lim
( 〈
ykn, u
∗
kn
〉
+
〈
ukn, y
∗
kn
〉 )
6 lim
( 〈
ykn, y
∗
kn
〉
+
〈
ukn, u
∗
kn
〉 )
6 lim
〈
ykn, y
∗
kn
〉
+ lim
〈
ukn, u
∗
kn
〉
6 〈y, y∗〉+ 〈u, u∗〉 . (7.38)
Par conséquent, 〈y − u, y∗ − u∗〉 > 0 et comme (u, u∗) est arbitraire dans graA et A est
maximalement monotone, on en déduit que (y, y∗) ∈ graA. En remplaçant (u, u∗) par
(y, y∗) et utilisant le même raisonnement que précédemment, on obtient
lim
〈
ykn, y
∗
kn
〉
> lim
( 〈
ykn, u
∗
kn
〉
+
〈
ukn, y
∗
kn
〉− 〈ukn, u∗kn〉 )
= lim
( 〈
ykn, u
∗
kn
〉
+
〈
ukn, y
∗
kn
〉− 〈ukn, u∗kn〉 )
= 〈y, y∗〉 . (7.39)
Par suite, il résulte de (7.35) que〈
ykn, y
∗
kn
〉→ 〈y, y∗〉 . (7.40)
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Ensuite, on définit B = ∇f − ∇f(x) et (∀n ∈ N) Bn = ∇f − ∇f(xn). Alors B est
maximalement monotone et (∀n ∈ N) Bn est monotone et (yn,−y∗n) ∈ graBn. Soit
(v, v∗) ∈ graB, soit (vn)n∈N une suite dans X telle que vn → v, et on pose (∀n ∈ N)
v∗n = ∇f(vn) − ∇f(xn). Alors v∗n → ∇f(v) − ∇f(x) = v∗ et (∀n ∈ N) (vn, v∗n) ∈ graBn.
Puisque les opérateurs (Bn)n∈N sont monotones,
(∀n ∈ N) 〈vn − yn, v∗n + y∗n〉 > 0, (7.41)
et ainsi
(∀n ∈ N) 〈vn, v∗n〉+ 〈vn, y∗n〉 − 〈yn, v∗n〉 − 〈yn, y∗n〉 > 0. (7.42)
En particulier,
(∀n ∈ N) 〈vkn , v∗kn〉+ 〈vkn , y∗kn〉− 〈ykn, v∗kn〉− 〈ykn, y∗kn〉 > 0. (7.43)
En utilisant (7.40) et en faisant tendre n vers +∞ dans (7.43), on obtient
〈v − y, v∗ + y∗〉 > 0, ce qui implique que (y,−y∗) ∈ graB. Par suite,
∇f(x) = ∇f(y) +∇f(x)−∇f(y) = ∇f(y) + y∗ ∈ ∇f(y) + Ay, (7.44)
et donc, y = RfAx. Cela implique que yn ⇀ y.
Corollaire 7.18 Soit X un espace de Banach réel réflexif, soit X ∗ le dual topologique de X ,
et soit f ∈ Γ0(X ) une fonction de Legendre supercoercive, soit (xn)n∈N ∈ (int dom f)N telle
que xn → x ∈ int dom f , et soient (ϕn)n∈N une suite de fonctions dans Γ0(X ) convergeant
au sens de Mosco vers ϕ ∈ Γ0(X ) (noté ϕn M−→ ϕ), i.e.,
(i) Pour toute suite (zn)n∈N ∈ X N telle que zn ⇀ x ∈ X et pour toute suite strictement
croissante (kn)n∈N dans N, on a limϕkn(zkn) > ϕ(x).
(ii) Pour tout z ∈ X , il existe (zn)n∈N ∈ X N telle que zn → z et ϕn(zn)→ ϕ(z).
Supposons que dom ∂ϕ∪(∪n∈Ndom ∂ϕn) ⊂ int dom f et que∇f soit uniformément continu
sur les sous-ensembles bornés de int dom f . Alors proxfϕnxn ⇀ prox
f
ϕx. En particulier,
soient C et (Cn)n∈N des ensembles convexes fermés non vides de X tels que ιCn M−→ ιC et
C ∪ (∪n∈NCn) ⊂ int dom f . Alors P fCnxn ⇀ P fCx.
Démonstration. Il résulte de [1, Theorem 3.36] que ∂ϕn
G−→ ∂ϕ et donc, l’assertion est
un corollaire de la Proposition 7.17.
7.3 Cocoercivité relative aux distances de Bregman
La notion de cocoercivité joue un rôle important dans l’algorithme explicite-implicite
dans les espaces hilbertiens [11]. Un opérateur B d’un espace hilbertien réel dans lui-
même est β-cocoercif pour un certain β ∈ ]0,+∞[ si B−1 − β Id est monotone.
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Définition 7.19 [9, Definition 3.3] Soient X un espace de Banach réel réflexif, X ∗ le
dual topologique de X , f ∈ Γ0(X ) une fonction de Legendre, B : X → X ∗ tel que
domB ∩ int dom f 6= ∅, et β ∈ ]0,+∞[. Alors B est d’inverse fortement monotone relati-
vement à f si
(∀x1 ∈ domB ∩ int dom f)(∀x2 ∈ domB ∩ int dom f)〈∇f ∗(∇f(x1)−Bx1)−∇f ∗(∇f(x2)− Bx2), Bx1 − Bx2〉 > 0. (7.45)
De plus, B est β−cocoercif relativement à f si βB est d’inverse fortement monotone
relativement à f .
Remarque 7.20 Soient X un espace de Banach réel rélfexif, X ∗ le dual topologique de
X , f ∈ Γ0(X ) une fonction de Legendre, B : X → X ∗ tel que domB ∩ int dom f 6= ∅,
et β ∈ ]0,+∞[. Alors B est β−cocoercif relativement à f si et seulement si T = ∇f ∗ ◦
(∇f − βB) est Df -ferme.
Démonstration. D’abord, domT ⊂ int dom f et on déduit du Lemme 7.5 que ranT ⊂
ran∇f ∗ = int dom f . Ensuite, soient (x1, y1) ∈ gra T et (x2, y2) ∈ gra T . Alors Bx1 =
β−1(∇f(x1)−∇f(y1)) et Bx2 = β−1(∇f(x2)−∇f(y2)). Ainsi l’inégalité (7.45) est équi-
valente à l’inégalité〈
y1 − y2,
(∇f(x1)−∇f(y1))− ((∇f(x2)−∇f(y2))〉 > 0, (7.46)
qui est elle-même équivalente au fait que T est Df -ferme.
Nous étudions du lien entre la notion de cocoercivité classique et la notion dans la
Définition 7.19.
Remarque 7.21 Soient X un espace de Banach réel réflexif, X ∗ le dual topologique de
X , f ∈ Γ0(X ) une fonction de Legendre, B : X → X ∗ tel que domB ∩ int dom f 6= ∅, et
β ∈ ]0,+∞[.
(i) Supposons que X soit hilbertien et que f = ‖ · ‖2/2. Alors la cocoercivité au sens
classique et la cocoercivité définie dans la Définition 7.19 sont identiques.
(ii) La cocoercivité au sens classique n’implique pas la cocoercivité au sens de la
Définition 7.19. Par exemple, supposons que X = R, que B = Id , et que f =
| · |4/4. Alors ∇f : R → R : ξ 7→ ξ3 et ∇f ∗ : R → R : ξ 7→ 3√ξ. Il est clair que
B est (1/2)-cocoercif. Si B est β−cocoercif relativement à f pour un certain
β ∈ ]0,+∞[, alors
(∀ξ1 ∈ R)(∀ξ2 ∈ R) (ξ1 − ξ2)
(
3
√
ξ31 − βξ1 − 3
√
ξ32 − βξ2
)
> 0, (7.47)
ce qui est impossible si l’on prend 0 < ξ1 <
√
β et ξ2 = 0.
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(iii) La cocoercivité au sens de la Définition 7.19 n’implique pas la cocoercivité au
sens classique. Par exemple, supposons que X = R, que β ∈ ]0, 1[, que f soit
l’entropie de Boltzmann-Shannon, et que
B : R→ R : ξ 7→
{
ln ξ, si ξ > 0;
∅, sinon.
(7.48)
Alors ∇f ∗ : R → R : ξ 7→ eξ. Comme ln est croissante, pour tout (ξ1, ξ2) ∈
]0,+∞[2, on a(
Bξ1 − Bξ2
)(∇f ∗(∇f(ξ1)− βBξ1)−∇f ∗(∇f(ξ2)− βBξ2))
= (1− β)−1(1− β)(ln ξ1 − ln ξ2)(e(1−β) ln ξ1 − e(1−β) ln ξ2)
= (1− β)−1(ln ξ1−β1 − ln ξ1−β2 )(ξ1−β1 − ξ1−β2 )
> 0, (7.49)
ce qui montre que B est β−cocoercif relativement à f . Si B est β-cocoercif alors
(∀(ξ1, ξ2) ∈ ]0,+∞[2) β| ln ξ1 − ln ξ2|2 6
(
ln ξ1 − ln ξ2
)(
ξ1 − ξ2
)
. (7.50)
En prenant ξ2 = 1 et ξ1 = 2−1/(β ln 2) dans (7.50), on obtient 1 6 1 − 2−
1
β ln 2 , qui
est impossible. Cela implique que B n’est pas β-cocoercif.
Exemple 7.22 Soient X un espace de Banach réel réflexif, f ∈ Γ0(X ) une fonction de
Legendre telle que Argmin f 6= ∅, β ∈ ]0, 1[, x1 ∈ int dom f , et x2 ∈ int dom f . Alors{
x∗1 = ∇f(x1)− β∇f(x1) = (1− β)∇f(x1) + β0 ∈ int dom f ∗,
x∗2 = ∇f(x2)− β∇f(x2) = (1− β)∇f(x2) + β0 ∈ int dom f ∗.
(7.51)
Ainsi la monotonie de ∇f ∗ implique que〈
β∇f(x1)− β∇f(x2),∇f ∗(x∗1)−∇f ∗(x∗2)
〉
=
β
1− β
〈
x∗1 − x∗2,∇f ∗(x∗1)−∇f ∗(x∗2)
〉
> 0, (7.52)
ce qui également montre que ∇f est β−cocoercif relativement à f .
Nous présentons une caractérisation d’un opérateur cocoercif au sens de Bregman
dans R dans la proposition suivante.
Proposition 7.23 Soient ψ ∈ Γ0(R) une fonction de Legendre deux fois différentiable sur
int dom ψ, β ∈ ]0,+∞[, et B : R → R un opérateur monotone. Supposons que B soit
différentiable sur domB ∩ int dom ψ 6= ∅ et que
(∀ξ ∈ domB ∩ int dom ψ) βB′(ξ) 6 ψ′′(ξ). (7.53)
Alors B est β−cocoercif relativement à ψ.
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Démonstration. Comme ψ est de Legendre, ψ′ : int dom ψ → int dom ψ∗ est une bijec-
tion. Puisque ψ|int dom ψ est strictement convexe et deux fois différentiable, ψ′′ > 0 [17,
Theorem 2.1.10] et donc, il résulte du Théorème d’inversion que (ψ∗)′′ = ((ψ′)−1)′ =
1/ψ
′′
. Ensuite, posons T = (ψ∗)′ ◦ (ψ′ − βB) et supposons que ξ1 et ξ2 soient deux élé-
ments génériques dans domB ∩ int dom ψ. Comme T ′ = (ψ′′ − βB′)/(ψ′′ ◦ T ), (7.53)
implique que T ′ > 0 sur domB ∩ int dom ψ, i.e., T est croissant sur domB ∩ int dom ψ.
Par suite,(
T (ξ1)− T (ξ2)
)
(ξ1 − ξ2) > 0. (7.54)
Comme B est monotone, (B(ξ1)−B(ξ2))(ξ1 − ξ2) > 0, et il résulte de (7.54) que
(ξ1 − ξ2)2
(
T (ξ1)− T (ξ2)
)(
B(ξ1)− B(ξ2)
)
> 0. (7.55)
Par conséquent, (T (ξ1) − T (ξ2))((B(ξ1) − B(ξ2)) > 0, ce qui montre que B est β-Dψ-
cocoercif.
Exemple 7.24 Soient β ∈ ]0,+∞[, ψ ∈ Γ0(R) une fonction de Legendre, et B : R → R
monotone et différentiable. Alors B est β−cocoercif relativement à ψ dans chaque cas
suivant :
(i) ψ est l’entropie de Boltzmann-Shannon et (∀ξ ∈ ]0,+∞[) βB′(ξ) 6 ξ−1.
(ii) ψ est l’entropie de Fermi-Dirac et (∀ξ ∈ ]0, 1[) βB′(ξ) 6 ξ−1(1− ξ)−1.
(iii) ψ est l’entropie de Burg et (∀ξ ∈ ]0,+∞[) βB′(ξ) 6 ξ−1.
(iv) ψ est la fonction de type Hellinger et (∀ξ ∈ ]−1, 1[) βB′(ξ) 6 (1− ξ2)−3/2.
(v) ψ est la fonction exponentielle et (∀ξ ∈ R) βB′(ξ) 6 eξ.
Démonstration. Proposition 7.23.
7.4 Construction de points fixes de contractions
Dans cette section, nous construisons les approximations successives du point fixe d’une
famille de contractions pour des distances de Bregman. Nous reprenons les Défini-
tions 5.2 et 5.3 du Chapitre 5.
Proposition 7.25 Soient X un espace de Banach réel réflexif, I un ensemble totalement
ordonné au plus dénombrable, (Ci)i∈I une famille de sous-ensembles de X tels que C =⋂
i∈I Ci 6= ∅, f ∈ Γ0(X ) une fonction de Legendre telle que C∩int dom f 6= ∅, α ∈ ]0,+∞[,
(ηn)n∈N ∈ ℓ1+(N), et (fn)n∈N des fonctions de Legendre dans Pα(f) telles que
(∀n ∈ N) (1 + ηn)fn < fn+1. (7.56)
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Soit i : N→ I une application telle que
(∀j ∈ I)(∃Mj ∈ N\{0})(∀n ∈ N) j ∈ {i(n), . . . , i(n+Mj − 1)}. (7.57)
Pour tout i ∈ I, soit (Ti,n)n∈N une suite d’opérateurs tels que
(∀n ∈ N) Ti,n ∈ B̂(fn) et Ci = F̂ixTi,n. (7.58)
Soient ε ∈ ]0, 1[, (λn)n∈N ∈ ]ε, 1]N, x0 ∈ int dom f , et posons
(∀n ∈ N) xn+1 = ∇f ∗n
(∇fn(xn) + λn (∇fn(Ti(n),nxn)−∇fn(xn))) . (7.59)
Supposons que f satisfasse la Condition 7.7 et que (∀x ∈ int dom f) Df(x, ·) soit coercive.
Alors les propriétés suivantes sont satisfaites :
(i) Soit x ∈ C ∩ int dom f . Alors (Df(x, xn))n∈N est bornée.
(ii) (xn)n∈N est une suite bornée dans int dom f .
(iii)
∑
n∈ND
f(Ti(n),nxn, xn) < +∞.
(iv) Supposons qu’il existe g ∈ F(f) telle que, pour tout n ∈ N, g < fn, et que, pour
tout y1 ∈ X et pour tout y2 ∈ X ,
y1 ∈W(xn)n∈N ∩ C
y2 ∈W(xn)n∈N ∩ C( 〈y1 − y2,∇fn(xn)〉 )n∈N converge
⇒ y1 = y2. (7.60)
De plus, supposons queW(xn)n∈N ⊂ int dom f . Alors il existe x ∈ C tel que xn ⇀ x.
(v) Supposons que C soit convexe et fermé, que limDfC(xn) = 0, et qu’il existe β ∈
]0,+∞[ tel que (∀n ∈ N) βf < fn. Alors il existe x ∈ C tel que xn → x.
Démonstration. Notons que x0 ∈ int dom f . Supposons que xn ∈ int dom f pour un
certain n ∈ N. Alors (∀i ∈ I) Ti,nxn ∈ ranTi,n ⊂ int dom fn. Puisque ∇fn : int dom fn →
int dom f ∗n est bijective avec pour inverse est ∇f ∗n : int dom f ∗n → int dom fn d’après le
Lemme 7.5, ∇fn(xn) + λn(∇fn(Ti(n),nxn)−∇fn(xn)) ∈ int dom f ∗n, et il résulte de (7.59)
que xn+1 ∈ int dom fn = int dom f . En raisonnant par récurrence,
(xn)n∈N ∈ (int dom f)N est bien définie. (7.61)
Ensuite, on déduit de (7.59) et du Lemme 7.6 que
(∀x ∈ C ∩ dom f)(∀n ∈ N) Dfn(x, xn+1) 6 (1− λn)Dfn(x, xn) + λnDfn(x, Ti(n),nxn).
(7.62)
Comme (7.58) implique que
(∀x ∈ C ∩ dom f)(∀n ∈ N) 〈x− Ti(n),nxn,∇fn(xn)−∇fn(Ti(n),nxn)〉, (7.63)
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on obtient
(∀x ∈ C∩dom f)(∀n ∈ N) Dfn(x, Ti(n),nxn) 6 Dfn(x, xn)−Dfn(Ti(n),nxn, xn). (7.64)
D’autre part, il résulte de (7.56) que
(∀x ∈ C ∩ dom f)(∀n ∈ N) Dfn+1(x, xn+1) 6 (1 + ηn)Dfn(x, xn+1), (7.65)
et donc, en combinant avec (7.62) et (7.64), on obtient
(∀x ∈ C ∩ dom f)(∀n ∈ N) Dfn+1(x, xn+1) 6 (1 + ηn)Dfn(x, xn)
− (1 + ηn)λnDfn(Ti(n),nxn, xn). (7.66)
Cela implique que (xn)n∈N est stationnairement quasi-monotone au sens de Bregman par
rapport à C relativement à (fn)n∈N. Donc, il résulte de la Proposition 5.5(i) que
(∀x ∈ C ∩ int dom f) (Dfn(x, xn))n∈N est convergente. (7.67)
(i) : On note que (∀n ∈ N) Df(x, xn) 6 α−1Dfn(x, xn). Par suite, on déduit que
(7.67) que (Df(x, xn))n∈N est bornée.
(ii) : Proposition 5.5(ii).
(iii) : Soit x ∈ C ∩ int dom f . Il résulte de (7.66) et de (7.67) que∑
n∈N
Df(Ti(n),nxn, xn) 6 α
−1
∑
n∈N
Dfn(Ti(n),nxn, xn)
6 α−1ε−1
∑
n∈N
(1 + ηn)λnD
fn(Ti(n),nxn, xn)
6 α−1ε−1
∑
n∈N
(
(1 + ηn)D
fn(x, xn)−Dfn+1(x, xn+1)
)
6 α−1ε−1 sup
n∈N
Dfn(x, xn)
(
1 +
∑
n∈N
ηn
)
< +∞. (7.68)
(iv) : Soit x ∈ C ∩ int dom f . On déduit de (7.64) et de (7.67) que
(Dfn(x, Ti(n),nxn))n∈N est bornée, et donc, comme
(∀n ∈ N) Df(x, Ti(n),nxn) 6 α−1Dfn(x, Ti(n),nxn), (7.69)
on déduit que (Df(x, Ti(n),nxn))n∈N est bornée. Par suite, (Ti(n),nxn)n∈N est bornée. D’autre
part, on déduit de (iii) que Df(Ti(n),nxn, xn)→ 0, et comme f satisfait la Condition 7.7,
Ti(n),nxn − xn → 0. (7.70)
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Comme (7.59) implique que
(∀n ∈ N) ∇fn(xn+1)−∇fn(Ti(n),nxn) = (1−λn)
(∇fn(xn)−∇fn(Ti(n),nxn)), (7.71)
on obtient
(∀n ∈ N) Dfn(Ti(n),nxn, xn+1)+Dfn(xn+1, Ti(n),nxn)
=
〈
xn+1 − Ti(n),nxn,∇fn(xn+1)−∇fn(Ti(n),nxn)
〉
= (1− λn)
〈
xn+1 − Ti(n),nxn,∇fn(xn)−∇fn(Ti(n),nxn)
〉
= (1− λn)
(
Dfn
(
xn+1, Ti(n),nxn
)
+Dfn
(
Ti(n),nxn, xn
)−Dfn(xn+1, xn))
6 Dfn
(
xn+1, Ti(n),nxn
)
+Dfn
(
Ti(n),nxn, xn
)
. (7.72)
Ainsi
(∀n ∈ N) Df (Ti(n),nxn, xn+1) 6 α−1Dfn
(
Ti(n),nxn, xn+1
)
6 α−1Dfn
(
Ti(n),nxn, xn
)
. (7.73)
Comme (7.68) implique que Dfn(Ti(n),nxn, xn+1) → 0, on déduit de (7.73) que
Df(Ti(n),nxn, xn+1)→ 0. Par suite, Ti(n),nxn − xn+1 → 0 et il résulte de (7.70) que
xn+1 − xn → 0. (7.74)
Maintenant, soient x ∈ W(xn)n∈N, (kn)n∈N une suite strictement croissante dans N telle
que xkn ⇀ x, et j ∈ I. D’après (7.57), il existe une suite strictement croissante (ln)n∈N
dans N telle que
(∀n ∈ N)
{
kn 6 ln 6 kn +Mj − 1 < kn+1 6 ln+1,
j = i(ln).
(7.75)
Par conséquent,
‖xln−xkn‖ 6
kn+Mj−2∑
m=kn
‖xm+1−xn‖ 6 (Mj−1) max
kn6m6kn+Mj−2
‖xm+1−xm‖ → 0, (7.76)
et donc,
xln ⇀ x. (7.77)
Par ailleurs, on dérive de (7.70) et (7.75) que
Tj,lnxln − xln = Ti(ln),lnxln − xln → 0. (7.78)
En invoquant (7.77) et (7.78), on obtient x ∈ Cj et donc, x ∈ C, i.e., W(xn)n∈N ⊂ C.
Finalement, l’assertion résulte de la Proposition 5.6.
(v) : C’est un corollaire de la Proposition 5.8.
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Remarque 7.26 La Condition (7.57) est introduite dans [7, Definition 5]. Dans le cas
où I = {1, . . . , m}, on peut choisir i = 1+rem(·, m) où rem(·, m) est le reste de la division
par m.
Remarque 7.27 Dans la Proposition 7.25, supposons que I = {1, . . . , m}, que f ∈ Γ0(X )
soit de Legendre et uniformément convexe, et que (∀n ∈ N) fn = f . Alors, on récupère
[3, Section 4.2].
Remarque 7.28 Dans la Proposition 7.25, supposons que I = {1, . . . , m}, que f : X → R
soit une fonction de Legendre uniformément convexe dont le gradient est faiblement
séquentiellement continu, et que (∀n ∈ N) fn = f . Alors, on récupère [13, Theorem 3.1].
Corollaire 7.29 Soient X un espace de Banach réel réflexif, f ∈ Γ0(X ) une fonction de
Legendre, (Tn)n∈N des opérateurs dans B̂(f) telle que C =
⋂
n∈N F̂ixTn 6= ∅, ε ∈ ]0, 1[,
(λn)n∈N une suite dans ]ε, 1], x0 ∈ int dom f , et posons
(∀n ∈ N) xn+1 = ∇f ∗
(
(1− λn)∇f(xn) + λn∇f(Tnxn)
)
. (7.79)
Supposons queC∩int dom f 6= ∅, que f satisfasse la Condition 7.7, et que (∀x ∈ int dom f)
Df(x, ·) soit coercive. Alors les propriétés suivantes sont satisfaites :
(i) (xn)n∈N est une suite bornée dans int dom f .
(ii)
∑
n∈ND
f(Tnxn, xn) < +∞.
(iii) Supposons que, pour tout y1 ∈ X et pour tout y2 ∈ X ,
y1 ∈W(xn)n∈N ∩ C
y2 ∈W(xn)n∈N ∩ C(〈
y1 − y2,∇f(xn)
〉)
n∈N
converge
⇒ y1 = y2. (7.80)
De plus, supposons queW(xn)n∈N ⊂ int dom f . Alors il existe x ∈ C tel que xn ⇀ x.
(iv) Supposons que C soit convexe et fermé et que limDfC(xn) = 0. Alors il existe x ∈ C
tel que xn → x.
Démonstration. C’est un corollaire de la Proposition 7.25 avec I = {1} et (∀n ∈ N)
fn = f .
7.5 Algorithmes d’éclatement d’opérateurs monotones
Dans cette section, nous considérons le problème suivant.
Problème 7.30 Soient X un espace de Banach réel réflexif, X ∗ le dual topologique de
X , et A : X → 2X ∗ et B : X → 2X ∗ des opérateurs maximalement monotones tels que
Z = zer (A +B) 6= ∅. Le problème est de
trouver x ∈ X tel que 0 ∈ Ax+Bx. (7.81)
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Dans la proposition suivante, nous utilisons les notions dans les Définitions 5.2
et 5.3 du Chapitre 5.
Proposition 7.31 Dans le Problème 7.30, supposons que B = ∇g où g ∈ Γ0(X ) est une
fonction essentiellement lisse. Soit f ∈ Γ0(X ) une fonction de Legendre cofinie telle que
Z ∩ int dom f 6= ∅, int dom f ⊂ int dom g, et f < αg pour un certain β ∈ ]0,+∞[. Soient
ε ∈ ]0, β/(β + 1)[, (ηn)n∈N ∈ ℓ1+(N), et (γn)n∈N une suite dans R telle que
(∀n ∈ N) ε 6 γn 6 β(1− ε) et (1 + ηn)γn − γn+1 6 βηn. (7.82)
Soit x0 ∈ int dom f et posons
(∀n ∈ N) xn+1 = JfγnA (∇f(xn)− γn∇g(xn)) . (7.83)
Supposons que f satisfasse la Condition 7.7 et que (∀x ∈ int dom f) Df(x, ·) soit coercive.
Alors les propriétés suivantes sont satisfaites :
(i) (xn)n∈N est une suite bornée dans int dom f .
(ii) Supposons que ∇f soit uniformément continu sur les sous-ensembles bornés de
int dom f et qu’une des condition suivantes soit vérifiée :
(a) Z ∩ dom f est un singleton.
(b) ∇f et ∇g sont faiblement séquentiellement continus et Z ⊂ int dom f .
(c) dom f ∗ est ouvert et∇f ,∇f ∗, et∇g sont faiblement séquentiellement continus.
Alors il existe x ∈ Z tel que xn ⇀ x.
(iii) Supposons qu’une des conditions suivantes soit vérifiée :
(a) A est uniformément monotone en x.
(b) g est uniformément convexe en x.
(c) limDfZ(xn) = 0.
Alors il existe x ∈ Z tel que xn → x.
Démonstration. PosonsM = A+∇g. Comme g est essentiellement lisse, ∇g est maxima-
lement monotone [16, Theorem 18.7] et [2, Theorem 5.6]. Puisque∅ 6= Z∩int dom f ⊂
domA ∩ int dom f ⊂ domA ∩ int dom g, M est maximalement monotone d’après [16,
Theorem 24.1(a)] et donc, Z = zerM est convexe et fermé [6, Lemma 1.1(a)]. Ensuite,
le Lemme 7.15 implique que les opérateurs (JfγnA)n∈N sont bien définis et univoques deX ∗ dans int dom f . Ainsi, on déduit de (7.83) que (xn)n∈N est une suite bien définie dans
int dom f . Ensuite, posons
(∀n ∈ N) fn : X → ]−∞,+∞]
x 7→
{
f(x)− γng(x), si x ∈ int dom f ;
+∞, sinon.
(7.84)
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Notons que
(∀n ∈ N) (1 + ηn)fn − fn+1 = (1 + ηn)(f − γng)− (f − γn+1g)
= ηn(f − βg) +
(
βηn + γn+1 − (1 + ηn)γn
)
g. (7.85)
et
(∀n ∈ N) fn − εf = f − γng − εf = (1− ε)(f − βg) +
(
β(1− ε)− γn
)
g. (7.86)
Par suite, en utilisant la notation de la Définition 5.2, on déduit de (7.82) que
(∀n ∈ N) (1 + ηn)fn < fn+1 et fn ∈ Pε(f). (7.87)
D’autre part, on déduit de (7.83) que
(∀n ∈ N) γnMxn+1 = γn
(
Axn+1 +∇g(xn+1)
)
∋ ∇f(xn)− γn∇g(xn)−∇f(xn+1) + γn∇g(xn+1)
= ∇fn(xn)−∇fn(xn+1). (7.88)
Maintenant, (7.88) et la monotonie de M impliquent que
(∀x ∈ Z ∩ dom f)(∀n ∈ N) 〈x− xn+1,∇fn(xn)−∇fn(xn+1)〉 6 0, (7.89)
et ainsi
(∀x ∈ Z ∩ dom f)(∀n ∈ N) Dfn(x, xn+1) +Dfn(xn+1, xn) 6 Dfn(x, xn). (7.90)
Par ailleurs, on déduit de (7.87) que
(∀x ∈ Z ∩ dom f)(∀n ∈ N) (1 + ηn)Dfn(x, xn+1) > Dfn+1(x, xn+1). (7.91)
Ainsi, on déduit de (7.90) que
(∀x ∈ Z∩dom f)(∀n ∈ N) Dfn+1(x, xn+1) 6 (1+ηn)Dfn(x, xn)−(1+ηn)Dfn(xn+1, xn).
(7.92)
Cela signifie que (xn)n∈N est stationnairement quasi-monotone au sens de Bregman par
rapport à Z relativement à (fn)n∈N d’après la Définition 5.3. Donc, il résulte de la Propo-
sition 5.5(i) que
(∀x ∈ Z ∩ int dom f) (Dfn(x, xn))n∈N est convergente. (7.93)
(i) : Proposition 5.5(ii).
(ii) : Comme (7.92) implique que
(∀x ∈ Z ∩ int dom f)(∀n ∈ N) Dfn(xn+1, xn) 6 (1 + ηn)Dfn(xn+1, xn)
6 (1 + ηn)D
fn(x, xn) −Dfn+1(x, xn+1), (7.94)
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on déduit de (7.93) que Dfn(xn+1, xn)→ 0, et ainsi
Df(xn+1, xn)→ 0. (7.95)
Comme f satisfait la Condition 7.7, on déduit de (7.95) que
xn+1 − xn → 0. (7.96)
Maintenant, on prend x ∈ W(xn)n∈N et (kn)n∈N une suite strictement croissante dans N
telle que xkn ⇀ x. Posons
(∀n ∈ N) x∗n = γ−1n (∇f(xn+1)−∇f(xn)) ∈Mxn+1. (7.97)
Alors xkn+1 ⇀ x. De plus, comme ∇f est uniformément continu sur les sous-ensembles
bornés de int dom f , on déduit de (7.96) que x∗kn → 0. Puisque graM est séquentielle-
ment fermé dans X faible ×X ∗fort [6, Lemma 1.2], (x, 0) ∈ graM , i.e., x ∈ zerM = Z.
(ii)(a) : On a ∅ 6= W(xn)n∈N ⊂ Z ∩ dom f et donc, W(xn)n∈N = {x}. Par suite,
xn ⇀ x.
(ii)(b)-(ii)(c) : Si Z ⊂ int dom f alors W(xn)n∈N ⊂ Z ∩ int dom f . Si dom f ∗ est ou-
vert et∇f ∗ est faiblement séquentiellement continu alorsW(xn)n∈N ⊂ int dom f d’après
le Lemme 6.25. Au vu de la Proposition 5.6, il suffit de montrer que (5.10) est satisfaite.
Supposons que y1 ∈W(xn)n∈N ∩ Z et y2 ∈W(xn)n∈N ∩ Z tels que〈
y1 − y2,∇fn(xn)
〉→ l. (7.98)
Alors il existe des suites strictement croissantes (kn)n∈N et (ln)n∈N dans N telles que
xkn ⇀ y1 et xln ⇀ y2. On alors déduit de (7.82) et de [15, Lemma 2.2.2] qu’il existe
θ ∈ [ε, β(1− ε)] tel que γn → θ. Comme ∇f et ∇g sont faiblement séquentiellement
continus et comme (∀n ∈ N) fn = f −γng, en passant à la limite dans (7.98) par rapport
aux sous-suites (xkn)n∈N et (xln)n∈N, on obtient
l =
〈
y1 − y2,∇f(y1)− θg(y1)
〉
=
〈
y1 − y2,∇f(y2)− θg(y2)
〉
. (7.99)
Ensuite, posons
h : X → ]−∞,+∞]
x 7→
{
f(x)− θg(x), si x ∈ int dom f ;
+∞, sinon.
(7.100)
Alors h est Gâteaux différentiable sur int domh = int dom f et (7.99) implique que〈
y1 − y2,∇h(y1)−∇h(y2)
〉
= 0. (7.101)
D’autre part,
h− εf = f − θg − εf = (1− ε)(f − βg) + (β(1− ε)− θ)g. (7.102)
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Ainsi, comme f < βg et θ 6 β(1− ε), on obtient h < εf et donc,
Dh(y1, y2) > εD
f(y1, y2) et Dh(y2, y1) > εDf(y2, y1). (7.103)
Par suite, il résulte de (7.101) que
0 =
〈
y1 − y2,∇h(y1)−∇h(y2)
〉
= Dh(y1, y2) +D
h(y2, y1)
> ε
(
Df(y1, y2) +D
f(y2, y1)
)
= ε
〈
y1 − y2,∇f(y1)−∇f(y2)
〉
, (7.104)
et la monotonie de ∇f implique que〈
y1 − y2,∇f(y1)−∇f(y2)
〉
= 0. (7.105)
Comme f |int dom f est strictement convexe, ∇f est strictement monotone [17, Theo-
rem 2.4.4(ii)], et ainsi (7.105) implique que y1 = y2.
(iii)(a)-(iii)(b) : Soit x ∈ Z ∩ int dom f . Si A est uniformément monotone en x alors
M l’est aussi. Si g est uniformément convexe en x alors ∂g est uniformément monotone
en x [17, Page 201] et ainsiM l’est aussi. Soit φ le module de convexité uniforme deM
en x. Il résulte de (7.97) que
〈xn+1 − x, x∗n〉 > φ
(‖xn+1 − x‖). (7.106)
Comme (7.90) implique que
(∀n ∈ N) Dfn+1(x, xn+1) 6 (1 + ηn)Dfn(x, xn+1) 6 (1 + ηn)Dfn(x, xn), (7.107)
on obtient
(∀n ∈ N) (1 + ηn)−1Dfn+1(x, xn+1) 6 Dfn(x, xn+1) 6 Dfn(x, xn). (7.108)
Par suite,
Dfn(x, xn+1)−Dfn(x, xn)→ 0. (7.109)
Donc, il résulte de (7.106) que
(∀n ∈ N) εφ(‖xn+1 − x‖) 6 γn 〈xn+1 − x, x∗n〉
=
〈
xn+1 − x,∇fn(xn)−∇fn(xn+1)
〉
= Dfn(x, xn)−Dfn(x, xn+1)−Dfn(xn+1, xn)
6 Dfn(x, xn)−Dfn(x, xn+1). (7.110)
En passant à la limite dans (7.110) et en utilisant (7.109), on obtient
φ
(‖xn+1 − x‖)→ 0. (7.111)
Par suite, ‖xn+1 − x‖ → 0 et ainsi xn → x d’après (7.96).
(iii)(c) : Proposition 5.8.
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Chapitre 8
Conclusions et perspectives
8.1 Conclusions
Nous avons proposé les premières méthodes pour résoudre des inclusions monotones
composites dans les espaces de Banach. De plus, nous avons analysé des cas particuliers
d’un algorithme de type d’Haugazeau/Bregman en présence d’erreurs.
Nous avons introduit la notion de suites quasi-monotones au sens de Bregman qui
nous permet de proposer et de démontrer la convergence d’un algorithme du point proxi-
mal avec des distances de Bregman variables. Nous l’avons appliqué pour résoudre le
problème d’admissibilité convexe.
Nous avons proposé la première version de l’algorithme explicite-implicite pour ré-
soudre le problème de minimisation convexe composite dans des espaces de Banach
réels réflexifs. Même dans des espaces hilbertiens et euclidiens, notre cadre donne des
algorithmes nouveaux qui, dans certains cas, s’avèrent plus avantageux numériquement
que les algorithmes basés sur la distance hilbertienne. Nous avons appliqué les résul-
tats obtenus à divers schémas itératifs de construction de zéros et d’optimisation. Une
application en restauration d’images a été présentée pour illustrer notre algorithme.
8.2 Perspectives
Voici quelques problèmes qui sont naturellement suggérés par la thèse.
• Pour montrer la convergence de l’algorithme explicite-implicite, nous l’avons dé-
crit sous la forme d’un algorithme du point proximal par rapport aux distances
de Bregman variables et donc, nous avons demandé que ∇ψ soit faiblement
séquentiellement continu. Une approche qui pourrait relâcher cette hypothèse
dans un espace de dimension infinie serait intéressante.
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• Une construction d’un algorithme explicite-implicite pour résoudre des inclu-
sions monotones générales dans des espaces de Banach est encore une question
ouverte.
• Des méthodes d’éclatement basées sur la distance hilbertienne ont été appli-
quées aux problèmes d’optimisation stochastique [4, 5, 6]. Les extensions de
nos résultats dans ces problèmes seraient intéressantes.
• Soit M : X → 2X ∗ un opérateur maximalement monotone tel que zerM 6= ∅ et
soit f ∈ Γ0(X ) une fonction de Legendre. Il est montré dans [2] que sous des
hypothèses convenables sur f , la suite engendrée par l’algorithme
x0 ∈ int dom f et (∀n ∈ N) xn+1 = Qf
(
x0, xn, R
f
γnM
xn
)
(8.1)
converge fortement vers P fzerMx0. Cependant, le calcul de laD
f -résolvante en gé-
néral donne un résultat avec une erreur et donc, le comportement de la variante
ci-après de (8.1)
x0 ∈ int dom f et (∀n ∈ N) xn+1 = Qf
(
x0, xn, R
f
γnM
xn + an
)
, (8.2)
où (an)n∈N représente les erreurs produites à la suite du calcul de la Df -
résolvante, est intéressant. Lorsque P fzerMx0 reste dans H
f(xn, R
f
γnM
xn + an) à
chaque itérée n ∈ N, alors Df(P fzerMx0, xn)→ 0. Plus général, cette convergence
est préservée si (∀n ∈ N) P fzerMx0 + bn ∈ Hf(x0, xn) où bn → 0. Néanmoins, cette
condition est difficile à vérifier en pratique. Le comportement de (xn)n∈N dans le
cas général est encore une question ouverte.
• En considérant une inclusion primale-duale composite comme une somme de
deux opérateurs monotones dans l’espace vectoriel produit et en utilisant les
méthodes existantes (la méthode explicite-implicite-explicite [3, 8] et la mé-
thode de l’inverse partiel [7]), les méthodes nouvelles sont obtenues [1, 3]. Une
généralisation de l’inverse partiel dans les espaces de Banach permet d’étendre
le résultat de [1] pour des inclusions monotones composites dans ces espaces.
Cependant, l’existence d’une telle généralisation est une question ouverte.
• Les algorithmes opérants par blocs de coordonnées [4] fournissent un outil pour
résoudre des problèmes d’optimisation de grande taille. Leurs versions basées
sur les distances de Bregman seraient intéressantes à développer.
Paris, le 17 juillet 2015
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