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Abstract
Energy resolved neutron transmission techniques can provide high-resolution images of strain within
polycrystalline samples allowing the study of residual strain and stress in engineered components. Strain is
estimated from such data by analysing features known as Bragg-edges for which several methods exist. It
is important for these methods to provide both accurate estimates of strain and an accurate quantification
the associated uncertainty. Our contribution is twofold. First, we present a numerical simulation analysis
of these existing methods, which shows that the most accurate estimates of strain are provided by a method
that provides inaccurate estimates of certainty. Second, a novel Bayesian non-parametric method for esti-
mating strain from Bragg-edges is presented. The numerical simulation analysis indicates that this method
provides both competitive estimates of strain and accurate quantification of certainty, two demonstrations
on experimental data are then presented.
1 Introduction and Motivation
Energy resolved neutron transmission techniques can
provide high-resolution images of strain within poly-
crystalline samples [16, 21] by analysing features
known as Bragg-edges. These strain images can be
used to study the residual strain, and hence stress,
within engineering components. Residual stresses are
those that remain after the applied load is removed,
for example, due to heat treatment, or plastic defor-
mation [25]. The presence of residual stress can have a
significant and unintended impact on a component’s
mechanical performance — in particular its fatigue
life.
Modern microchannel plate detectors (MCP) [20], in
combination with a spallation neutron source, can
measure the transmission of neutrons as a function
of wavelength over a 512 by 512 grid of 55µm pix-
els. Strain is estimated from these measurements by
analysing the relative shift in the location of Bragg-
edges. Bragg-edges are a sudden increase in the trans-
mission as a function of wavelength. This sudden in-
crease occurs when the diffraction angle 2θ reaches
180◦ beyond which no further coherent scattering can
occur. The location of these edges, λhkl, is given by
Bragg’s law [2], λhkl = 2dhkl sin θ, and is related to
strain through
〈〉 = dhkl − d0
d0
, (1)
where dhkl is the lattice spacing and d0 is the equiv-
alent lattice spacing in a stress-free sample.
Several methods exist for estimating strain by
analysing a single Bragg-edge in the measured trans-
mission — presented by Santisteban et al. [14], Trem-
sin et al. [22], and Ramadhan et al. [11]. These meth-
ods are reviewed in Section 4. Given a measured
transmission these methods produce:
1. An estimate of the strain,
2. A quantification of their certainty in this esti-
mate; this could be predicted confidence limits
or standard deviation.
The measurements of the transmission are corrupted
by noise. It is commonplace to average over several
pixels either using a running average or by group-
ing pixels together into macro pixels. However, this
averaging results in unwanted smoothing and should
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be kept to a minimum. Therefore, in order to confi-
dently use these methods to study residual stress and
make engineering decisions, it is important that they
are accurate even when the data is noisy. Further, it
is important that the quantification of certainty pro-
vided by the methods is reliable, allowing the user
to make appropriate decisions about the validity of
the estimated strains. Additionally, if the methods
are capable of providing accurate estimates of strain
even from noisier data, then less time is required for
data acquisition.
The ability of these methods to produce accurate es-
timates of strain along with reliable confidence es-
timates from noisy data is particularly important
for strain tomography and for dynamic measurement
strain. Dynamic measurements of strain during in-
situ material loading have measurement acquisition
times limited by the process itself and these short ac-
quisition times lead to noisy data [10]. Strain tomog-
raphy is analogous to computed medical tomography
and reconstructs the full triaxial strain field within
a sample from a set of strain images. Several meth-
ods for strain tomography have been developed and
an overview can be found in Hendriks [6]. Methods
for neutron strain tomography take as inputs a large
number of strain images requiring many thousands
of Bragg-edges to be analysed. Therefore, in order
for strain tomography methods to be accurate, it is
imperative that the methods used to produce these
strain images are accurate and produce reliable es-
timates of confidence, which the strain tomography
methods can take into account [7]. Additionally, as
many of the strain tomography methods use either
least-squares [5] or an assumption of Gaussian noise
[8], it would be beneficial if the errors given by the
methods for Bragg-edge analysis are Gaussian.
The contribution of this paper is twofold. First, it
provides a numerical simulation study of the accu-
racy and reliability of existing methods when applied
to data with varying levels of noise. This analysis
will show that the more recent approach presented
by Ramadhan et al. [11] on average produces smaller
errors than the approaches by Santisteban et al. [14]
and Tremsin et al. [22]. However, this is at the cost of
very inaccurate quantification of certainty. Second, a
novel non-parametric Bayesian method for estimating
strain from measurements of a Bragg-edge is outlined.
This method accurately quantifies the confidence in
the produced strain estimates, whilst still giving com-
petitively small errors. The existing methods and our
proposed approach are also demonstrated on two sets
of experimental data.
2 Problem Statement
This paper is concerned with methods for estimating
the elastic normal strain 〈〉 from noisy data collected
of the transmission Tr(λ) = I(λ)/I0(λ) over a region
containing a single Bragg-edge.
The data set contains n measurements of the recorded
transmission at specified wavelengths λi which take
the form
yi = Tr(λi) + ei (2)
where e is additive noise corrupting the measurement.
The complete set of measurements will be denoted
y1:n = {y1, . . . , yn}.
Taking a Bayesian viewpoint, we wish to determine
the distribution of 〈〉 conditioned on this set of mea-
surements p(〈〉|y1:n). An illustration of the problem
we are solving is given in Figure 1. Since it may not be
feasible to determine the full distribution, the meth-
ods should provide a reliable estimate of the mean and
a suitable measure of certainty, such as confidence in-
terval or standard deviation. These estimates of the
mean and certainty should be both accurate and ro-
bust in the presence of varying levels of noise. That
is, given noisy data the method should not produce
estimates that are outliers and the provided measure
of certainty should reflect the distribution of error be-
tween the estimated strain and the true strain.
(a) (b)
Figure 1: An illustrative example of the problem be-
ing solved. (a) Shows a Bragg-edge in a stressed
and unstressed sample as well as measurements of the
Bragg-edge. Strain can be calculated from the shift
in locations of the Bragg-edges λhkl and λ0, respec-
tively. (b) From the measurements of the Bragg-edge
we wish to determine a distribution of possible strain
values, i.e. the probability density function p(〈〉|y).
In the following sections, we will assess the accuracy
and robustness of existing methods, described in Sec-
tion 4, and compare these to our proposed approach
presented in Section 5. In order to make this assess-
ment, it is important to determine the distribution
of noise corrupting the measurements p(e|ϑ) and an
analysis of this noise is undertaken in Section 3. The
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results of this analysis are used in Section 6, which un-
dertakes simulated random trials to numerically eval-
uate the accuracy and robustness of the methods. In
Section 7 our proposed approach is applied to two sets
of experimental data and compared to results from
the existing approaches.
3 Transmission Intensity Noise
Analysis
In this section, we undertake an analysis to determine
a suitable model for the noise corrupting our measure-
ments of transmission intensity, p(e|ϑ). For instance,
the noise could have a Gaussian distribution, a stu-
dent’s t-distribution, or something more complex and
it is useful to know which. Understanding the way in
which noise affects our measurements is necessary for
understanding the limiting assumptions of both our
method and existing methods and helpful for gener-
ating realistic simulation data.
This analysis is performed using two sets of neutron
transmission data collected during strain tomography
experiments; the first is data from an experiment de-
scribed in Hendriks et al. [7] and the second set is from
an experiment described Section 7.2. These data sets
were suitable for this analysis as each contains a large
number of measurements — more than 75 measure-
ments of the transmission spectrum were made of a
sample for 2 hours for each experiment — enabling
the distribution of noise to be accurately determined.
Due to the short projection times the signal to noise
ratio for individual 55 µm pixels is generally poor,
and, therefore, averaging the data over groups of pix-
els to create macro pixels was performed to improve
this.
In reality, noise enters the measurements through dis-
crete errors in neutron counts at a given pixel on the
detector for both the open-beam intensity, I0(λ), and
projection intensity, I(λ) and manifests itself when
the quotient of these two quantities is calculated to
produce the measurement of transmission. However,
we determine that the noise can be modelled as an
additive term on the transmission, according to
yi = Tr(λi) + ei (2 revisited)
To investigate the properties of p(e|ϑ) we have cho-
sen to obtain samples of ei by utilising an appropriate
model as ground truth. Decaying exponential func-
tions, exp[−(a0 + b0λ)], have been shown to model
transmission near a Bragg-edge very well [14], there-
fore we have utilised decaying exponential functions
fitted to the data using least squares sufficiently far
from the edge location where the model fits well and
calculating the difference. The exponential model fits
well past the last Bragg-edge due to the absence of
coherent scattering and fits well before the Bragg-
edge provided that the sample does not exhibit sig-
nificant preferred crystal orientation (texture). These
assumptions are valid for our data since we are only
considering data immediately left and right of the last
Bragg-edge as the data sets used are of samples with
minimal grain texture.
By inspection of the data, the amount of noise varies
with the amount of attenuation. Regions of the data
with more attenuation have far less noise than regions
of low attenuation, which can be seen in Figure 4.
Therefore by binning the data according to ranges of
transmission, we can see that the distribution of er-
ror conditioned on the true transmission p(ei|Tr(λi)),
is very close to a zero-mean Gaussian, shown in Fig-
ure 2.
(a) Tr ∈ [0.1, 0.15], σ = 4.79e−3 (b) Tr ∈ [0.3, 0.35], σ = 9.14e−3
(c) Tr ∈ [0.5, 0.55], σ = 1.20e−2 (d) Tr ∈ [0.7, 0.75], σ = 1.50e−2
Figure 2: Histograms showing the distribution of the
error for different values of Tr from the data set de-
scribed in Section 7.2. The data was divided into bins
according to Tr. A Gaussian probability distribution
that has been fit to the data is shown in red.
Following on from the result in Figure 2, we can use
a Gaussian distribution to model the noise and es-
tablish a relationship between transmission ratio and
the variance of our Gaussian model, this relationship
is shown in Figure 3 for three macro-pixel sizes. From
this we can establish that variance appears to be a lin-
ear function of the transmission ratio, we can there-
3
fore write
p (yi|Tr(λi)) ∼ N
(
Tr(λi), σ
2
i
)
(3)
where,
σ2i = a+ b [Tr(λi)] . (4)
Importantly, the form of the distribution is not af-
fected by how many pixels are combined to create
a measurement, only that the variance of the noise
decreases as more pixels are included in the measure-
ment.
(a) (b)
Figure 3: Relationship between variance and atten-
uation for two experimental data sets. (a) presents
the trend for the data used by Hendriks et al. [7]. (b)
presents the same trend for a data set obtained by the
authors, presented in Section 7.2. The relationship is
shown for 3 macro pixels sizes.
Several pertinent conclusions can be drawn from these
results which have implications for both our proposed
method and existing ones. As the distributions are in-
credibly close to Gaussian, we can conclude that that
the use of a Gaussian likelihood model is appropri-
ate. This also validates the choice of a least-squares
cost function proposed by some existing approaches
described in Section 4. Additionally, we can conclude
that due to the absence of a bias, the use of the ex-
ponential functions to locally model attenuation far
from the edge is appropriate.
4 Existing Approaches
This section provides a brief overview of existing ap-
proaches.
The predominant approaches used for determining
strain images from neutron Bragg-edge data are pre-
sented by Santisteban et al. [14, 15], and Tremsin
et al. [21, 22]. Both of these approaches fit a paramet-
ric model to the recorded transmission to determine
λhkl from which strain is determined using Equa-
tion 1. Recently, an alternative approach that uses
cross-correlation to estimate ∆hkl = λhkl − λ0 has
been presented by Ramadhan et al. [11, 12]. For read-
ability, we will refer to these methods as the Santis-
teban method, the Tremsin method, and the cross-
correlation method, respectively.
There are also methods available that analyse the full
spectrum (containing multiple Bragg-edges) [17, 23].
Ideally, such a full spectrum analysis is used for analy-
sis of micro-structure in the sample, including strain.
Such analysis has only been demonstrated for a small
number of measured spectra as it requires substantial
computing power to fit a large number of parame-
ters and some a priori information about the micro-
structure. Hence, the analysis of the entire spectrum
for strain imaging and strain tomography seems to
be impractical at the present time where hundreds
or thousands of transmission spectrum may need to
be analysed. Additionally, single edge fitting is im-
plemented not only because of acceptable computing
time, but because different Bragg edges can have a
different response to a specific stress induced on the
sample.
The Santisteban method models the recorded trans-
mission by
Tr(λ) =B(λ, λhkl, σB , τ) exp(−a0 − b0λ)
+ (1−B(λ, λhkl, σB , τ)) exp(−a0 − b0λ)
exp(−ahkl − bhklλ),
(5)
where the exponential terms provide good models for
the data either side of the edge and the edge shape B
is chosen as the integral of the Kropff model [9] given
by
B(λ, λhkl, σB , τ) =
1
2
[
erfc
(
−λ− λhkl√
2σB
)
− exp
(
−λ− λhkl
τ
+
σ2B
2τ2
)
erfc
(
−λ− λhkl√
2σB
+
σB
τ
)]
.
(6)
The model is fit to the data using a least-squares
method, such as the Matlab function lsqcurvefit.
To help avoid local minima that exist due to the non-
linear nature of the model, Santisteban et al. [14]
suggest fitting the model in three stages. First, a0
and b0 are estimated by fitting exp(−a0 − b0λ) to
the far side of the edge where B(λ, λhkl, σB , τ) =
1. Then, ahkl and bhkl are estimated by fitting
exp(−a0−b0λ−ahkl−bhklλ) to the far left of the edge
where B(λ, λhkl, σB , τ) = 0. Finally, the values of
λhkl, σ, and τ are estimated by fitting the full model
to data spanning the Bragg-edge. In each stage, the
previously estimated parameters are held constant.
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Additionally, Santisteban et al. [14] mentions that an
alternative, more complex, model for the Bragg-edge
presented by Vogel [23] can be used. This models the
Bragg-edge by the integral of a Gaussian convoluted
with two back-to-back exponentials with different rise
and decay rates;
B(λ, p)=
1
2
erfc(w)−β exp(u)erfc(y)−α exp(v)erfc(z)
2(α+ β)
, (7)
where p = {λhkl, σB , α, β} and
δ =λhkl − λ, w = δ√
2σB
,
u =
α
2
(ασ2B + 2δ), v =
β
2
(βσ2B − 2δ),
y =
ασ2B + δ√
2σB
, z =
βσ2B − δ√
2σB
.
(8)
In the authors’ experience, this more complex model
provides a better fit for some edge shapes. However,
it becomes more difficult to avoid local minima while
fitting.
The Tremsin method fits a five parameter model to
the region around the Bragg-edge. This method does
not use exponential models for the attenuation either
side of the edge. Instead, it adds additional param-
eters to the Kropff Bragg-edge model given in Equa-
tion 6: edge height, h, and base height b. This gives
the model as
B(λ, λhkl, σB , τ, b, h) = h ∗B(λ, λhkl, σB , τ, b, h) + b (9)
This simple model is easy to implement and fit us-
ing non-linear least squares. However, this model
has been found to less adequately describe the slope
trends on the left-hand side of the edge for certain
data sets [11]. Despite this, in the authors experience
it can give good results provided that it is fit over a
region of the transmission tightly cropped around the
Bragg-edge.
Since both the Santisteban and Tremsin method fit a
parametric model to the edge shape, the performance
of both of these methods may suffer if the Bragg-
edge to be fit is of a shape that cannot be adequately
represented by these models. This could occur, for
instance, in samples with significant preferred crystal
orientation (texture), which distorts the edge shape.
This was a significant motivating factor behind the
development of the cross-correlation method by Ra-
madhan et al. [11] and also motivates our use of a
non-parametric edge shape in Section 5.
The cross-correlation method proceeds as follows.
First, smoothed numerical derivatives of the recorded
transmission for both the stressed and stress-free sam-
ple are computed. Second, cross-correlation is per-
formed on the two derivatives which determines the
correlation between the edge shapes as a function of
displacement ∆ = λ−λ0. third, a pseudo Voigt func-
tion is fit to the peak-shaped correlation curve;
V (∆,∆hkl, A, µ, wl, wg) =y0 +A
[
µ2piwl
4(x−∆)2 + w2l
+ (1− µ)
√
4 log(2)√
piwg
exp
(
− 4 log(2)(∆−∆hkl)
2
w2g
)]
.
Once ∆hkl is estimated, an estimate of strain can be
determined given knowledge of λ0 according to 〈〉 =
∆hkl/λ0.
The use of cross-correlation between the λ0 and λhkl
data allows this method to be applied to a wide va-
riety of Bragg-edge shapes. However, it is unclear
if the λ0 Bragg-edge and the λhkl Bragg-edge hav-
ing significantly different shapes would bias the strain
estimates. Additionally, since differentiation mag-
nifies noise present in data, a method for produc-
ing smoothed derivatives, such as the Savitzky-Golay
method [4] is required. To achieve good results for
different noise levels this requires manual tuning of
the fit window and polynomial order parameters.
Each of these methods requires a parametric model
to be fit. In Santisteban et al. [14] and Tremsin et al.
[22] it is specified that non-linear least squares is used.
Given that the analysis in Section 3 determined the
noise to have a Gaussian distribution we can conclude
that the choice of a least-squares fitting method is
appropriate. This is because least-squares is equiva-
lent to finding a maximum likelihood estimate with
a Gaussian noise model [6]. As such, these methods
can be interpreted as providing a maximum likelihood
estimate of strain;
〈〉ML = argmax
〈〉
p(y1:n, 〈〉), (10)
which is equivalent to the maximum a posteriori es-
timate given a uniform prior for p(〈〉).
Having obtained an estimate using least squares, it is
also possible quantify the certainty of this estimate.
A typical approach is to determine the Fisher infor-
mation matrix, which can be estimated around the so-
lution using Taylor’s theorem, from which confidence
intervals or covariance can be calculated [3]. How-
ever, due to the non-linear nature of the models this
estimate of the confidence interval may not always be
accurate, particularly if the true conditional distribu-
tion p(〈〉|y1:n) is non-Gaussian or in extreme cases
multi-modal. Additionally, as with most non-linear
optimisation problems, there is no guarantee that a
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global minima is found. If instead a local minima is
found, then both the estimate of strain and its confi-
dence interval could be wrong.
5 Proposed Bayesian Approach
In this section, we propose a non-parametric Bayesian
approach for estimating strain from time-of-flight
neutron transmission Bragg-edge measurements. The
approach models the Bragg-edge shape using a Gaus-
sian process. This non-parametric model is beneficial
as it is capable of fitting a wide range of edge shapes.
However, it becomes more challenging to determine
strain from these fits as there is no longer a model
parameter that represents λhkl. This is overcome, by
using the maximum of the derivative which can be
exactly computed for a Gaussian process.
Our approach is presented as follows. A brief intro-
duction to Gaussian process regression is presented
in Section 5.1. Section 5.2 describes a procedure to
fit the transmission data using a Gaussian process
model for the edge shape. A method is outlined in
Section 5.3 for determining the strain from this non-
parametric estimate of the edge shape. Lastly, Gaus-
sian processes have a number of hyperparameters; for
example, the length-scale which controls the charac-
teristic smoothness of the function, and Section 5.4
outlines how to optimise these parameters.
5.1 An Introduction to Gaussian Pro-
cesses Regression
This section provides a brief introduction to Gaussian
process regression, a more thorough discourse is given
by Rasmussen and Williams [13].
Gaussian process regression is a non-parametric
Bayesian method for fitting spatially correlated func-
tions. A Gaussian process (GP) is a non-parametric
Gaussian distribution of functions that is fully defined
by a mean function m : R → R and covariance func-
tion k : R×R→ R. For clarity, we restrict the input
space to be scalar.
The covariance function k determines the correlation
between any two function values f(x) and f(x′) given
by k(x, x′). As such, the choice of covariance func-
tion determines the characteristics of functions be-
longing to a Gaussian process, such as the degree of
smoothness and differentiability of these functions.
Two common covariance functions are the squared-
exponential, kSE , and Mate´rn, kM , given by
kSE(x, x
′) = σf exp
(
− 1
2l2
(x− x′)2
)
,
kM (x, x
′) = σf
21−ν
Γ(ν)
(√
2νr
l
)ν
Iα
(√
2νr
l
)
,
(11)
where r = |x − x′| is the distance between input lo-
cations, l is the length-scale, σf is the prior variance,
ν is the degrees of freedom of the Mate´rn covariance
function, and Iα is the modified Bessel function [1].
With both these covariance functions, the correlation
between two function values is proportional to the
distance between their input locations scaled by the
length-scale. Hence, a larger length-scale will impose
a greater degree of smoothness on the functions. The
length-scale and prior variance are commonly referred
to as hyperparameters and their selection and the
selection of covariance function is discussed in Sec-
tion 5.4.
For a function belonging to a GP distribution, any
finite set of function values at locations have a mul-
tivariate Gaussian distribution. Hence, an unknown
function value f∗ at x∗ and a measurement of the
function
yi = Aif(xi) + e, (12)
where A is a linear mapping and e is Gaussian noise
with standard deviation σ, are a priori multivariate
Gaussian1;[
yi
f∗
]
∼ N
([
Aim(xi)
m(x∗)
]
,
[
Aik(xi, xi)A
T
i+σ
2 Aik(xi, x∗)
k(x∗, xi)ATi k(x∗, x∗)
])
Without loss of generality, we can assume the a priori
mean function to be zero [13]. Given that we know
the measurement value, we can update our knowledge
of f∗ using standard Gaussian conditioning
f∗|yi ∼ N
(
µf∗|yi ,Σf∗|yi
)
(13)
where
µf∗|yi = k(x∗, xi)A
T
i (Aik(xi, xi)A
T
i + σ
2)−1yi
Σf∗|yi = k(x∗, x∗)− k(x∗, xi)ATi
(Aik(xi, xi)A
T
i + σ
2)−1Aik(xi, x∗)
Note that this is trivially extended to conditioning a
set of function values on a set of measurements. This
means that Gaussian process regression can easily be
used to condition an estimate of the unknown func-
tions over a range of input locations based on a set of
measurements.
1The notation N (µ,Σ) is used to denote a multivariate
Gaussian with mean µ and covariance Σ.
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5.2 Gaussian process Bragg-edge fit-
ting
Here, a method for fitting Bragg-edges using Gaus-
sian process regression is presented. To do this, the
transmission intensity Tr(λ) = I(λ)/I0(λ) is modelled
similarly to the approach in Santisteban et al. [14],
using two decaying exponentials and an edge shape
function, see Equation (5).
Our approach differs in that we use a Gaussian pro-
cess to model the edge shape B(λ) rather than a para-
metric model. Rearranging Equation (5) we can write
Tr(λ)− γ1(λ) = (γ2(λ)− γ1(λ))B(λ), (14)
where γ1(λ) = exp(−(a0 + b0λ + ahkl + bhklλ)) and
γ2(λ) = exp(−(a0 + b0λ)). If we now let y¯i =
yi − γ1(λi) and A(λ) = (γ2(λi) − γ1(λi)) then our
measurements are of the same form as Equation 12,
and Equation 13 can be applied to estimate the un-
known function B.
The Bragg-edge can be fit using the following proce-
dure
1. The values of a0 and b0 are determined by fitting
exp(−(a0 +b0λ)) to the recorded transmission to
the far right of the edge.
2. Then, ahkl and bhkl are determined by fitting
exp(−(a0 + b0λ − ahkl − bhklλ)) to the recorded
transmission to the far left of the edge.
3. Lastly, Gaussian process regression is used to es-
timate B(λ).
An example of using this approach to fit a recorded
transmission belonging to the data set described in
Section 7.2 is shown in Figure 4.
5.3 Strain measurements
Having fit the transmission data using a Gaussian
process model for the edge shape we now wish to
determine the distribution of strain values, p(〈〉|Y ).
This distribution will provide us with both the ex-
pected value and the confidence in this value.
Using a non-parametric model for the edge shape has
the advantage that it is not constrained to a particular
shape. However, it presents the challenge that this
edge shape model does not have a dhkl parameter and
so Equation 1 cannot be directly applied to determine
the strain. Therefore, our approach determines the
Figure 4: An example of fitting the transmission ac-
cording to Equation (5) with the edge shape modelled
by a Gaussian process using a Mate´n covariance func-
tion with ν = 3/2.
strain from the relative shift in the maximum gradient
of the edge shape;
〈〉 = ζ − ζ0
ζ0
(15)
where
ζ = argmax
λ¯
∂
∂λ
B(λ)
∣∣∣
λ=λ¯
. (16)
That is, ζ is the wavelength for which the gradi-
ent of the edge shape is maximised. Similarly, ζ0 is
computed in the same manner from the transmission
recorded of a stress-free sample.
An advantage of using Gaussian process regression to
model the edge shape is that the required derivative
can be computed directly, avoiding the use of numer-
ical differentiation. This is possible as differentiation
is a linear operator and Gaussian processes are closed
under linear operators [13, 24]. As a consequence, the
gradient of the edge shape, g = ∂B(λ)∂λ , at λ∗ and a
measurement, y¯i = Tr(λi)− γ1(λi), at λi are a priori
multivariate Gaussian;[
y¯i
g∗
]
∼ N
([
0
0
]
,
[
Ak(xi, xi)A
T + σ2 kT∗
k∗ k∗∗
])
,
k∗ =
∂
∂λ
k(λ, λi)A(λi)
T
∣∣∣
λ=λ∗
,
k∗∗ =
∂2
∂λ∂λ′
k(λ, λ′)
∣∣∣ λ=λ∗
λ′=λ∗
,
where the prior mean was assumed zero. Therefore
the gradient of the edge shape conditioned on a mea-
surement, p(g|y¯i), will be Gaussian with mean µg|y¯i
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and covariance Σg|y¯i according to
µg|y¯i = k∗(Ak(xi, xi)A
T + σ2)−1y¯i,
Σg|y¯i = k∗∗ − k∗(Ak(xi, xi)AT + σ2)−1kT∗ .
(17)
This is easily extended to compute p(g|y¯1:n) from
which p(ζ|y¯1:n) can be determined by solving
p(ζ|y¯1:n) = argmax
λ¯
g(λ)p(g(λ); g|y¯1:n). (18)
Since this is analytically intractable Monte Carlo
sampling can be used to draw samples from p(ζ|y¯1:n),
p(ζ0|y¯1:n) and p(〈〉|y1:n) according to;
ζ(i) = argmax
λ¯
G(i)(λ), G(i) ∼ N (µg|y¯1:n |Σg|y¯1:n),
ζ
(i)
0 = argmax
λ¯
G(i)0 (λ), G(i)0 ∼ N (µg0|y¯1:n |Σg0|y¯1:n),
〈〉(i) = ζ
(i)− ζ(i)0
ζ
(i)
0
(19)
The samples of the edge shape gradient G(i) and
stress-free edge shape gradient G(i)0 are easy to com-
pute given that they have Gaussian distributions.
Given N samples 〈〉 the sample mean and variance
of p(〈〉|y¯1:n) is given by
µ〈〉|y1:n =
1
N
N∑
i
〈〉(i),
Σ〈〉|y1:n =
1
N
N∑
i
(〈〉(i) − µ〈〉|y¯1:n)2.
(20)
Figure 5 shows a histogram of 〈〉(i) samples corre-
sponding to the Bragg-edge data shown in Figure 4.
The Gaussian probability density function (pdf) with
mean and variance given by Equation (20) is also
plotted. The Gaussian pdf very closely matches the
histogram indicating that, for this data, the mean
and variance are sufficient to describe the distribu-
tion p(〈〉|y1:n).
Before proceeding, a few pertinent remarks can be
made. First, λ should not be used as an estimate of
the lattice spacing λhkl. This is apparent by consid-
ering the Kropff model [9] for the instrument resolu-
tion function with non-zero asymmetry. In this case,
the value for λhkl will be offset from the peak value
of the derivative. This offset is not a problem when
calculating strain provided that the asymmetry is rel-
atively consistent between the stress-free Bragg-edge
and the Bragg-edge used to calculate strain since the
offset will cancel.
Figure 5: A histogram showing the Monte Carlo ap-
proximation of p(〈〉|y1:n). The samples are computed
according to Equation (19) and correspond to the
Bragg-edge fit shown in Figure 4. The Gaussian prob-
ability density function with mean and variance given
by Equation 20 is also shown in red.
Second, although the Monte Carlo approximation of
p(〈〉|y¯1:n) shown in Figure 5 is very close to Gaussian
this may not always be the case. For example, when
the ratio of the edge height to noise is low, p(〈〉|y¯1:n)
is less likely to be Gaussian and in extreme cases may
even be multimodal. If the result is bimodal or mul-
timodal then the sample mean and variance may not
be a good representation.
5.4 Covariance Function and Hyper-
parameter Optimisation
Typically, a covariance function has several hyper-
parameters, θ. For instance, both the squared-
exponential and Mate´n covariance functions have hy-
perparameters θ = {σf , l}, where σf encodes the prior
uncertainty and l governs the characteristic smooth-
ness of functions belonging to the GP. The covariance
function and its hyperparameters can be selected by
maximising the marginal log-likelihood [13]. For each
covariance function considered the hyperparameters
are chosen according to
θ∗ = argmax
θ
log p(y1:n|θ)
= argmax
θ
−1
2
[
log det(Ky) + Y
TK−1y Y
]
8
where Y =
[
y1 . . . yn
]T
, Ky = K + Iσ
2 and
K =
A(λ1)k(λ1, λ1)A(λ1)
T . . . A(λ1)k(λ1, λn)A(λn)
T
...
. . .
...
A(λn)k(λn, λ1)A(λ1)
T . . . A(λn)k(λn, λn)A(λn)
T

After optimising the hyperparameters for each covari-
ance function, the covariance function that yielded
the highest marginal log-likelihood is chosen.
This optimisation can be performed using a gradient-
based method, such as the BFGS algorithm presented
by Wright and Nocedal [26] with the gradients given
by Rasmussen and Williams [13] as
∂ log p(y1:n|θ)
∂θi
=
1
2
Y TK−1y
∂K
∂θi
K−1y Y − 1
2
tr
(
K−1y
∂K
∂θi
)
.
6 Numerical Simulation Study
and Error Analysis
This section provides a numerical analysis of the ac-
curacy and robustness of the existing approaches and
our proposed approach using simulated random tri-
als. Measurements of the transmission were simu-
lated using Equation (5) with the Bragg-edge shape
given by Equation (6) as this provides a good approx-
imation near the region of a Bragg-edge [14]. These
measurements were corrupted with noise according
to the noise model determined in Section 3. To each
simulated set of measurements, representing data of
a single Bragg-edge, the existing approaches and our
proposed approach are applied to estimate the strain
and the error between the estimate and the true strain
calculated. In the calculation of strain, the true λ0
value was used for the Santisteban and Tremsin meth-
ods, and the true stress-free edge profile was used for
the cross-correlation method and our approach.
Three different noise levels are investigated; stan-
dard deviations given by the analysis with 24 by 24
pixel binning (which will be indicated by σ24×24),
these standard deviation reduced by a factor of 10 to
represent high-quality Bragg-edge data with a high
edge height to noise ratio, and these standard devi-
ation increased by a factor of 10 to represent low-
quality Bragg-edge data with a low edge height to
noise ratio. For each noise level, 10 000 random tri-
als were conducted, broken into 100 groups. For
each group the parameters of the edge shape were
randomly chosen selected from the ranges σB =
[4.7× 10−3, 1.4× 10−2], and τ = [0, 1.3× 10−2]. The
results are summarised in Table 1.
Ideally we would like the methods to produce the fol-
lowing:
• A low mean error as this means the results are
unbiased.
• A low mean magnitude of the errors.
• A low standard deviation of the errors, as this
would indicate that there is not a large spread of
errors.
• For the mean of the methods predictions of stan-
dard deviation (std) to be close to the calculated
standard deviation of the errors, as this indicates
the methods can provide an accurate estimate of
confidence in the results.
• Lastly, for the maximum error to be within a
couple of standard deviations of zero, otherwise
it indicates the presence of outliers.
The results presented in Table 1 indicate both the
cross-correlation method and our proposed approach
achieve good mean absolute error, mean error, and
standard deviation of error. Significantly, applying
these methods to the noisiest data (10σ24×24) sets
yields results almost as accurate as the Santisteban
and Tremsin methods applied to the data sets with
the standard noisy level (σ24×24). For the cross-
correlation procedure this required manually tuning
the smoothing parameters for each noise level — this
could be challenging to do well for a large set of strain
images with varying Bragg-edge height to noise ratios.
When well-tuned, the cross-correlation method gives
slightly lower mean absolute error, mean error, and
standard deviation of error than our proposed ap-
proach. However, our proposed approach yields a
significantly more accurate prediction of standard de-
viation, and a lower maximum error on all but the
lowest noise simulations. This higher maximum error
for the cross-correlation method is indicative that the
method occasionally produces outlying estimates of
strain.
It is our hypothesis that the outliers are due to the
need to perform a numerical derivative. A significant
challenge when applying this approach is determining
the fit window and polynomial order that produce the
lowest bias, mean absolute errors, and maximum er-
ror. In general, it was found that increasing the fit
window decreased the standard deviation of the er-
rors and reduced the likelihood of outliers, but after
a certain point would increase the bias. Since the re-
sults here are from a simulated numerical study, the
authors had the true values of strain to aid in tun-
ing these parameters; it is unclear what the best way
to tune these parameters is in general. A secondary
challenge is choosing a good starting guess for the pa-
rameters when fitting the Voigt function, since a bad
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Santisteban et al. [14] Tremsin et al. [22] Ramadhan et al. [11] Our approach
Noise level σ24×24:
Error mean -53.1123 -78.16 -32.44 34.05
Mean magnitude 244.96 208.50 54.02 79.60
Maximum 2706.73 2846.05 1216.81 421.18
Standard deviation 424.55 354.55 62.70 94.87
Mean predicted std 175.92 220.90 12.76 88.89
Noise level σ24×24/10:
Error mean 14.25 -21.15 -17.82 15.19
Mean magnitude 27.45 57.01 25.87 26.07
Maximum 2359.47 454.78 83.44 94.26
Standard deviation 111.91 77.91 25.46 28.77
Mean predicted std 16.69 24.48 11.01 10.89
Noise level 10σ24×24:
Error mean -559.56 -462.14 -32.11 -34.19
Mean magnitude 1192.65 1102.45 435.53 564.61
Maximum 6985.37 8627.56 5762.89 4468.49
Standard deviation 1515.31 1497.60 570.36 722.63
Mean predicted std 2510.91 4.15× 107 125.48 946.17
Table 1: Analysis of the errors, in µ-strain, given by the existing approaches and our proposed approach
from the simulated random trials. The best value of each metric for each noise level is coloured blue and the
worst red. It should be noted that for the cross-correlation method it was necessary to manually tune the
smoothing parameters for each noise level to achieve the best results.
starting guess could result in the optimisation proce-
dure finding a local rather than global minima.
Additionally, the standard deviations predicted by
the cross-correlation method are, for the most part,
far too low. This is likely due to the fact that the
method has three stages (derivatives are taken, cross-
correlation is performed, a parametric function is fit)
whereas the prediction of standard deviation is based
only on the final fitting stage. As a consequence,
the user may be given the impression that the re-
sults are accurate even if this is not the case. For
example, the average predicted standard deviation is
only marginally higher for the standard noise simu-
lations (12.76µstrain) than for the low noise simula-
tions (11.01µstrain), whereas the mean error is twice
as large and the maximum error is far greater. In
contrast, our proposed approach gives predictions of
the standard deviation that are relatively accurate for
the standard noise and high noise simulations.
The error distributions calculated for the σ24×24 noise
level are shown in Figure 6 along with the mean
predicted confidence interval given by each method.
Confidence intervals have been calculated from the
predicted standard deviation using a Gaussian as-
sumption, whereby µ±2σ gives the 95% region. These
histograms show that the error distributions from the
Santisteban, and Tremsin have heavy tails. The his-
togram does not show the outliers, maximum error
magnitudes, of the cross-correlation method as they
do not occur at high enough density to be clearly dis-
played.. Further, a significant number of the errors
for the Santisteban and Tremsin methods are outside
the average predicted 95% confidence intervals, while
for the cross-correlation method the prediction of this
region is on average far too small — to the extent that
zero-error is right on the edge of the 95% confidence
interval. In contrast, our proposed approach has a
roughly Gaussian distribution for the errors with a
reasonably accurate 95% confidence interval.
7 Experimental Data Demon-
stration
The existing methods and our proposed approach are
demonstrated on two sets of experimentally collected
neutron transmission Bragg-edge data. The first set
is of a AlSiCP metal matrix composite plate and was
previously used to demonstrate the cross-correlation
method. For this data set, there are corresponding
diffraction strain measurements allowing for a quan-
titative comparison to be made. The second data set
10
(a) Santisteban et al. [14] (b) Ramadhan et al. [11]
(c) Tremsin et al. [22] (d) Our approach
Figure 6: Error distributions from the random trial
using the noise model given in Section 3 with av-
eraging over 24 by 24 pixels. The distributions are
shown for the existing approaches and the proposed
approach along with each methods mean predicted
confidence interval.
is part of a strain tomography data set and qualita-
tively compares the ability of the methods to produce
strain images that can be used for strain tomography.
7.1 Data from Sample with Significant
Texture
The proposed approach is demonstrated on exper-
imental neutron transmission Bragg-edge data de-
scribed in detail by Ramadhan et al. [11] and com-
pared to results from the existing approaches and
diffraction strain measurements Ramadhan et al. [12].
This data is taken of an AlSiCP metal matrix com-
posite (MMC) plate composed of an AL 2124 matrix
and pure silicon with dimensions of 15 mm in z and
35 mm in x and y. This data is an appropriate exper-
imental test set as it was previously used to compare
the existing approaches for strain estimation.
Data was collected using a microchannel plate (MCP)
detector [20] which has a 512 by 512 array of 55µm
by 55 µm pixels, a five hour measurement time, and
the samples x dimension aligned with the neutron
beam. The data was then averaged over regions of
1 mm in the z-direction and 20 mm in the y-direction,
for which there is minimal strain variation. After av-
eraging, the Bragg-edge data has minimal noise.
Figure 7: Strain estimates from Bragg-edge neutron
transmission data of a AlSiCP MMC plate. The es-
timated strain values and the one standard deviation
confidence intervals are shown. Also shown for com-
parison are results from neutron diffraction [12].
The strain is estimated by applying the methods to
the Aluminium (111) Bragg-edge and the results are
shown in Figure 7; the estimated strains and the one
standard deviation error bars are shown. As in Ra-
madhan et al. [11], it was found that applying the
approach by Tremsin et al. [22] yielded very similar
but slightly worse results than the Santisteban func-
tion and so they are not shown.
Calculating the mean absolute difference between the
diffraction measurements and the estimated strains
from transmission data gives; 94.42±17.28µStrain for
the cross-correlation method, 105.63 ± 30.77µStrain
for our approach, and 145.73 ± 19.2216µStrain for
the approach by Santisteban et al. [14]. The one
standard deviation range on the mean difference has
contributions from both the predicted standard devi-
ation of estimated strain from neutron transmission
and diffraction, as neutron diffraction are also a mea-
surement and not ground truth. Given that both
the cross-correlation and our proposed approach have
a mean absolute difference one standard deviation
smaller than the Santisteban function, we can tenta-
tively conclude that they perform better on this data.
With the cross correlation performing marginally bet-
ter.
This is expected as the Al 2124 metal matrix is re-
ported to have significant preferred crystal orienta-
tion (texture), which distorts the Al (111) edge shape
[11]. As a result, the parametric edge shapes used by
Santisteban et al. [14] and Tremsin et al. [22] are not
a good model for the edge shape. Hence, the use of
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the cross-correlation method and our proposed non-
parametric approach are beneficial.
7.2 Strain Imaging Example
The proposed approach is demonstrated on ex-
perimental neutron transmission Bragg-edge data
collected on the RADEN energy-resolved-neutron-
imaging instrument at J-PARC [18, 19], and com-
pared with existing methods. The sample was manu-
factured primarily for triaxial strain tomography, it is
EN26 steel (medium carbon, low alloy) consisting of
a 17× 17× 17 mm steel cube with a precision ground
hole of diameter 12 mm along the diagonal into which
an EN26 steel plug was fit with an interference of
40± 2 µm interference fit, i.e., shrink fit — shown in
Figure 8. This sample was manufactured to provide
a reference for three dimensional strain tomography.
Strain images were measured using a micro-channel
plate detector (512 × 512 pixels, 55 µm per pixel)
[20] at a distance of 17.9 m from the source. At the
time of the experiment (February 2020) the source
power was 500 kW.
Figure 8: The cube (dark grey) and plug (light grey)
sample assembly. Figure taken from [7].
The data-set was collected for tomographic recon-
struction of a strain field, for which many projections
are collected in a limited amount of beam-time and
as little averaging over pixels as possible is desired to
obtain a high resolution strain reconstruction. Both
of these factors contribute to noise levels in the data,
motivates Bragg-edge fitting methods which perform
well in the presence of noise and provide an accu-
rate measure of certainty which can be used by strain
tomography methods to weight the importance of dif-
ferent strain measurements.
Figure 9 shows two simulated strain images generated
using finite element results. The first projection is
aligned with the face of the cube and the second is
aligned with the axis of the plug. Lacking secondary
experimental data for this sample, e.g., diffraction,
the FEA results will provide a point of reference for
each method’s performance.
(a) (b)
Figure 9: Simulated strain images. (a) shows a pro-
jection aligned with the face of the cube, referred to as
projection 1, it has been produced at resolution which
emulates averaging over 10×10 pixels. (b) shows a
projection aligned with the axis of the plug, referred
to as projection 2, it has been produced at a resolu-
tion which emulates averaging over 18×18 pixels.
Strain is estimated by applying the methods to the
(110) Bragg-edge and results are shown in Figure 10.
It is apparent that both the cross-correlation method
and our proposed approach perform substantially bet-
ter in the presence of higher levels of noise than the
other methods. Recalling how pixel grouping affects
measurement noise from Section 3, this can be ob-
served in the degree of agreement between each strain
image produced by the same method. Both our ap-
proach and the cross-correlation method experience
good agreement between the 24-by-24, 18-by-18 and
13-by-13 pixel groupings. While both of the other
methods experience significantly many more outliers,
indicated by the black and dark red pixels which sat-
urate the colour scale, with the introduction of higher
noise levels.
We can also assess the quality of each image by ob-
serving its smoothness, giving a rough indication of
how noisy each image is. Large unexpected jumps
in strain between neighbouring pixels give an indi-
cation of a noisy image and smooth strain images
give an indication that the image is less noisy. These
unexpected jumps in strain are even present in the
strain images produced by the Santisteban and Trem-
sin method using the relatively noise free 24-by-24
pixel grouping, where-as for both our proposed ap-
proach and the cross correlation method this noise
is not present in the image until significantly more
noise is present in the data, e.g., the 13-by-13 pixel
grouping.
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Santisteban et al. [14] Tremsin et al. [22]
Ramadhan et al.
[11]
Proposed method
Figure 10: Comparison of strain images using a single projection. The strain images shown were produced
using each method for 3 different pixel groupings. All units are µ-strain.
Table 2 shows the mean predicted standard devia-
tion for each of the Bragg-edges fitted to produce Fig-
ure 10. As each ray has the same irradiated length
in the shown projection, and therefore very similar
noise levels, the average confidence interval should
give a good indication of each methods confidence in-
terval for the whole image. These results reflect the
ones from Section 6, the cross-correlation method is
consistently overconfident in its results, where-as our
method’s predicted confidence interval reflects the ad-
dition of noise introduced by averaging across fewer
pixels.
A second strain imaging projection shown in Fig-
ure 11 depicts the results of both the cross-correlation
method and our proposed approach. In this projec-
tion the beam passes through varying amounts of ma-
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Table 2: Mean predicted standard deviation, in µ-
strain, given by each method for the strain images
shown in Figure 10.
Resolution
Santisteban
et al. [14]
Tremsin
et al. [22]
Ramadhan
et al. [11]
Our
approach
24× 24 133.69 64.71 5.77 83.81
18× 18 174.14 78.69 6.89 110.45
13× 13 231.96 100.85 8.61 150.20
10× 10 290.75 115.54 10.77 190.35
terial, ranging from 29 mm in the centre of the image
to zero at the perimeter, for this reason the signal to
noise ratio is better in the centre and worse near the
edges, this should be reflected in the standard devia-
tion predicted by each method. Although the strain
image produced by the cross correlation method ap-
pears to be slightly less noisy the associated predicted
standard deviation is over confident, and has virtually
no variation across the image. In contrast, the stan-
dard deviation predicted by our proposed approach
increases from the centre of the image to the edge.
The ability to accurately estimate the confidence in-
terval for Bragg-edge fitting is imperative for some
strain tomography methods [7].
Ramadhan et al. [11] Proposed method
Figure 11: Strain images of projection 2 produced by
both the cross-correlation method and our proposed
approach. All units are µ-strain.
8 Conclusion and Future Work
In this paper we have focussed on the problem of esti-
mating strain from energy resolved neutron transmis-
sion Bragg-edge data. Methods for estimating strain
from this data can be used to generate strain images
allowing the residual stress and strain inside a sample
to be studied. They can also be used as an intermedi-
ate step in strain tomography. For both these appli-
cations, the methods used should accurately estimate
the strain and give a reliable measure of certainty even
when the data is noisy.
A novel Bayesian non-parametric approach is pro-
posed for estimating strain from this data. As part of
this approach, the standard deviation of the strain
can be accurately predicted using a Monte Carlo
method. Additionally, the non-parametric nature of
this approach is beneficial when the Bragg-edge shape
is distorted, such as when the the sample has signifi-
cant preferred crystal orientation.
A numerical simulation study and two experimen-
tal data sets were used to compare the existing ap-
proaches and our proposed approach. The results
show that both our proposed approach and the cross-
correlation method provide more accurate results
than the Tremsin and Santisteban method when the
data is noisy. The numerical simulation study in-
dicates that the cross-correlation approach gives, on
average, slightly lower error magnitudes than our pro-
posed approach. However, this is at the cost of larger
maximum errors and inaccurate predictions of stan-
dard deviation.
The main challenge in applying the cross correlation
method is the need to manually tune the smoothing
for the numerical derivatives. This numerical deriva-
tive is possibly the cause of any outliers produced by
this method.
A path forward would be to combine parts of our
proposed approach and the cross-correlation method.
Our proposed approach provides a method for com-
puting exact, rather than numerical, derivatives and
through hyperparameter optimisation removes the
need for manual tuning. Once the derivatives are
calculated using our approach, the remainder of the
cross-correlation method could be applied. Addition-
ally, this would potentially allow accurate prediction
of the standard deviation by using Monte Carlo sam-
pling of the derivatives and pushing these samples
through the rest of the procedure.
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