We present the system G3S5, a Gentzen-style sequent calculus system for the modal propositional logic S5, which in a sense has the subformula property. We formulate the rules of G3S5 in the system G3S5 ; which has the subformula property and prove the admissibility of the weakening, contraction and cut rules for it.
Modal logic S5
In this section, we recall the axiomatic formulation and the Kripke semantic of modal logic S5.
The language of modal logic S5 is obtained by adding to the language of propositional logic the two modal operators and ♦. Atomic formulas are denoted by p, q, r, and so on. Formulas, denoted by A, B, C, . . ., are defined by the following grammar:
A := ⊥ |⊤ |p |¬A| A ∧ A| A ∨ A| A → A| ♦A| A.
where ⊥ is a constant for falsity, and ⊤ is a constant for truth.
Modal logic S5 has the following axiom schemes:
All propositional tautologies, (Dual)
A ↔ ¬♦¬A,
A → A,
Instead of (5) we can use:
The proof rules are Modus Ponens and Necessitation:
The rule Necessitation, can be applied only to premises which are derivable in the axiomatic system. If A is derivable in S5 from the hypotheses Γ, we write Γ ⊢ S5 A.
A Kripke model M for S5 is a triple M = (W, R, V ) where W is a set of states, R is an equivalence relation on W , and V : Φ → P(W ) is a valuation function, where Φ is the set of propositional variables. Suppose that w ∈ W . We inductively define the notion of a formula A being satisfied in M at state w as follows:
• M, w p iff w ∈ V (p), where p ∈ Φ,
• M, w ¬A iff M, w A, of them, one can prove the admissibility of the others. In a bottom-up proof search, these formulas work as storage for P in the antecedent and Q in the succedent, that in final steps they may be used to get axioms (using the rules R or L♦ with ♦ (P, ¬Q) or (¬P, Q) as principal formulas, which are probably followed by the rule R♦ or L , see Example 3.3). The rules R and L♦ are valid for each Γ and ∆ instead of P and Q, and in Lemma 4.13, we show that the general versions of these rules are admissible in G3S5. Since these rules do not have the subformula property in the strict sense, we restrict them in the system to multisets P and Q of atomic formulas. Because of this restriction, as mentioned above, these formulas are used as principal formulas in final steps of a bottom-up proof search. Table 1 : The Gentzen system G3S5 for the modal logic S5
Proof.
1.
where D 1 and D 2 are used for a derivation by Lemma 3.2.
3.
where D 4 is as follows
In the following remark, some cases of the rules L♦ and R are expressed that if they are used instead of the rules L♦ and R in G3S5, then the system is not complete. 
A, M,
If we use each of the above cases instead of the rules L♦ and R in G3S5, then we do not have completeness, invertibility of the rules, and admissibility of the cut rule. For example, the items 1 and 2 of Example 3.3 are not provable in all cases. For more details, consider the following examples:
In the case (1), Examples (a), (b) and (c) are not provable, and the rule
is not invertible, thus we do not have the cut rule
In the case (2), Example (a) is not provable but (b) and (c) are provable, and the rules L∧ and R∨:
are not invertible thus we do not have the cut rules
In the cases (3) and (4), Examples (a), (b) and (c) are provable, and since ♦ (¬p ∨ q), p ⊢ q is not provable in them but we have
thus R¬ is not invertible and the cut rule is not admissible.
3.1
The system G3S5
;
In this subsection, we present G3S5 ; another version of G3S5 which is a rewriting of sequents by using semicolon (;). This system not only has the subformula property in the strict sense but also helps us to prove the admissibility of the weakening, contraction and cut rules.
Let P and Q be multisets of atomic formulas, Γ and ∆ be multisets of arbitrary formulas, and
. . , Y m } be a partition of P Q, and
We say that two occurrences of formulas in the middle part (between two semicolons) are related if they are in the same X i or Y j in the partition. A relatedness of the middle part of the sequent Γ; P ⊢ Q; ∆ is an equivalent relation corresponding to a partition of P Q as above.
The corresponding formula of the formulas in X i is ♦ X If P or Q is empty, we will avoid to write its corresponding semicolon.
Each sequent Γ 1 ⊢ ∆ 1 can be written variously in the form Γ; P ⊢ Q; ∆. For example, the sequent Γ, ♦q, ♦(q ∧ ¬r) ⊢ (¬q ∨ r), (¬p ∨ r), r, ∆ is denoted by each of the following (1) Γ, ♦q; q ⊢ r; (¬q ∨ r), (¬p ∨ r), r, ∆ (2) Γ, ♦q; q, q ⊢ r, r; (¬p ∨ r), r, ∆ (3) Γ, ♦q; p, q, q ⊢ r, r, r; r, ∆ (4) Γ; q, p, q, q ⊢ r, r, r, r; ∆ In the sequent (1), P = {X 1 }, X 1 = {q, r}, X 
X 2 = {q}, Y 2 = {¬p, r} and Y 3 = {r}, we have the corresponding formulas ♦q, (¬p ∨ r), and r, respectively. The premises and conclusion of every rule can be rewritten by this notation, and the correspondence between the original and rewritten sequents and the relatedness between formulas in the middle parts in the premises can be determined from the correspondence between them and the relatedness in the conclusion. Thus by determining the correspondence and relatedness in the root of a derivation (usually we take the middle part as the empty set), all correspondences and relatednesses during a derivation are determined, and we will not encounter any ambiguity.
Therefore, we rewrite the rules of G3S5 in Table 2 , where the premise and conclusion of any rule except L♦ and R have the same formulas in the middle parts and the same corresponding formulas and relatedness. By applying the rules L♦ and R , the atomic formulas in the conclusion move to the middle part in the premise. For example, the corresponding formulas in the rule L♦ are as
where X 1 , . . . , X n and Y 1 , . . . , Y m are submultisets of P 2 , ¬Q 2 and ¬P 2 , Q 2 , respectively, and
m is the partition of P 2 , Q 2 , the middle part of the conclusion. The partition of the middle part of the premise is
The formulas in P 1 , Q 1 are related in the premise with corresponding formula (¬P 1 , Q 1 ), and the relatedness between formulas in P 2 , Q 2 and their corresponding formulas in the premise is the same as in the conclusion.
The rule R is similar, except we have X n+1 = P 1 , ¬Q 1 with corresponding formula ♦ (P 1 , ¬Q 1 ) in the premise. 
The two last rules, L♦ ; and R ; , seem to be the same, but they are versions of the rules L♦ and R and in L♦ ; the principal formula is ♦ (P 2 , ¬Q 2 ), and in R ; the principal formula is (¬P 2 , Q 2 ), which are the corresponding formulas for P 2 and Q 2 in the middle parts, as
In the rule L♦ ; , the partition of P 2 , P 3 , Q 3 , Q 2 , the middle part of the conclusion, is
where X n+1 = P 2 Q 2 . The partition of the middle part of the premise is
where Y m+1 = P 1 Q 1 . The formulas in P 1 , Q 1 are related in the premise with corresponding formula (¬P 1 , Q 1 ), and the relatedness between formulas in P 3 , Q 3 and their corresponding formulas in the premise is the same as in the conclusion.
In the rule R ; , the partition of P 2 , P 3 , Q 3 , Q 2 , the middle part of the conclusion, is
where Y m+1 = ¬P 2 , Q 2 . The partition of the middle part of the premise is
where X n+1 = P 1 , ¬Q 1 . The formulas in P 1 , Q 1 are related in the premise with corresponding formula ♦ (P 1 , ¬Q 1 ), and the relatedness between formulas in P 3 , Q 3 and their corresponding formulas in the premise is the same as in the conclusion.
Remark 3.5. We can consider the system G3S5 ; primary. As mentioned above the partition and relatedness of formulas in the middle part of the premises can be determined from theirs in the conclusion of the rules. Then there is no ambiguity in determining the partition of sequents from the partition in the root, that is usually empty. Therefore it is possible to remove the partitions P during a derivation.
For example, we prove
The Case 4 of Example 3.3 is proved as follows:
Note that in the above derivations, going upward, r, p, q together in the first and p in the latter move into the middle parts in the rules R and move out in the rules L♦ ; .
Using this notation, we prove the admissibility of the cut rule (Theorem 5.1) and its special cases the weakening rule (Lemma 4.2) and the contraction rule (Lemma 4.12).
Theorem 3.6 (Soundness). If Γ ⊢ ∆ is provable in G3S5 ; , then it is S5-valid.
Proof. The proof is by induction on the height of the derivation of Γ ⊢ ∆ in G3S5 ; . Initial sequents are obviously valid in every Kripke model for S5. We only check the induction step for the rule R , the other cases can be verified similarly.
Suppose that the sequent Γ ⊢ ∆ is M, P 1 ; P 2 ⊢ Q 2 ; Q 1 , N, A, the conclusion of rule R , with the premise M; P 1 , P 2 ⊢ Q 2 , Q 1 ; N, A, and assume by the induction hypothesis that the premise is valid in every Kripke model for S5. By contradiction assume that the conclusion is not S5-valid. We assume without loss of generality that M,
for some w ∈ W . Also, since the premise is valid, in all kripke models like M we have
By (1) and (3), we have the following cases:
The case (a) is a contradiction with (1) and (2). The cases (b) will contradicts with (2). Finally, if M, w A, then we will show that it is also a contradiction with (2). Since M is the multiset of modal formulas by Lemma 2.1, M, w
Then by (3), we have 
Structural properties
In this section, we show that weakening and contraction rules are admissible in G3S5. We remove the proofs of some lemmas since they are easy or similar to the proofs in [11, 18] .
A rule of G3S5
; is said to be height-preserving invertible if whenever an instance of its conclusion is derivable in G3S5 ; with height n, then so is the corresponding instance of its premise(s).
Lemma 4.1 (Inversion Lemma). All rules of G3S5 ; , with the exception of L♦ and R , are height-preserving invertible.
Proof. The proof is by induction on the height of derivations.
Lemma 4.2. The rule of weakening,
is admissible, where Γ ′ and ∆ ′ are multisets of arbitrary formulas, and P ′ and Q ′ are multisets of atomic formulas.
Proof. The proof is by induction on the height of derivation of the premise. Let D be a derivation of Γ; P ⊢ Q; ∆. We consider only the case when the last rule in D is R , since L♦ is treated symmetrically. For the remaining rules it is sufficient to apply the induction hypothesis to the premise(s) and then use the same rule to obtain conclusion.
Let the last rule be R . The proof is by subinduction on the complexity of formulas in Γ ′ and ∆ ′ . We just prove the case when Γ ′ and ∆ ′ contains only atomic and modal formulas, since derivations of other cases are constructed by this case. So suppose that Γ ′ = M Assume D is as
Subcase 2. Let Γ = M 1 , P 1 and ∆ = Q 1 , N 1 , and let ♦ (P 2 , ¬Q 2 ) be the principal formula, where P = P 2 , P 3 and Q = Q 3 , Q 2 . Assume D is as
In order to prove the admissibility of the contraction and the cut rules, we need to state some properties in the following lemmas which are also required to prove the admissibility of the general versions of the rules R and L♦ where the constriction of atomic for formulas has been removed. 
The following rules are admissible. 
If on the other hand ♦((A ∨ B) ∧ C) is principal, the last rule is:
Lemma 4.5. The following rules are admissible.
Before we prove this lemma, we need to state some properties in the following.
Similar to the propositional logic, every formula A has an equivalent disjunctive normal form (DNF) and an equivalent conjunctive normal form (CNF), such that each conjunction in DNF and disjunction in CNF are respectively as follows:
where p 1 , . . . , p n and q 1 , . . . , q m are atomic, and B 1 , . . . , B k and C 1 . . . , C l are modal formulas.
For these conjunctions and disjunctions we have the following lemma. Lemma 4.6. Let A be a formula, and let
be a conjunction in the DNF and
be a disjunction in the CNF, where p 1 , . . . , p n and q 1 , . . . , q m are atomic, and B 1 , . . . , B k and C 1 . . . , C l are modal formulas. Then the following rules are admissible.
Proof. This easily follows from Lemma 4.4.
Lemma 4.7. The following rule is admissible:
Γ; P ⊢ Q; ∆ Γ, P ⊢ Q, ∆ where Γ and ∆ are multisets of arbitrary formulas, and P and Q are multisets of atomic formulas.
Proof. The proof is by induction on the height of derivation of the premise. If the premise is an axiom, then the conclusion is an axiom. For the induction step, we consider only the cases where the last rule is L♦, since the rule R is treated symmetrically and for the remaining rules it suffices to apply the induction hypothesis to the premise and then use the same rule to obtain deduction of Γ, P ⊢ Q, ∆. Case 1. Let Γ = ♦A, M, P 1 and ∆ = Q 1 , N and let ♦A be the principal formula.
Case 2. Let Γ = M, P 1 and ∆ = Q 1 , N, and let ♦ (P 2 , ¬Q 2 ) be the principal formula, where P = P 2 , P 3 and Q = Q 3 , Q 2 .
M, P
; . M, P 1 ; P 2 , P 3 ⊢ n+1 Q 3 , Q 2 ; Q 1 , N In this case, by induction hypothesis on the premise we are done.
The following corollary which is a special case of Lemma 4.5 and is used in its proof can be concluded from Lemma 4.7.
Corollary 4.8. The following rules are admissible
Lemma 4.9.
(i) If B 1 , . . . , B k , p 1 , . . . , p n , Γ ⊢ ∆, q 1 , . . . , q m , C 1 , . . . , C l , for each conjunction
in the CNF of A, then Γ ⊢ ∆, A.
We now deduce Lemma 4.5 from Lemma 4.6, Corollary 4.8 and Lemma 4.9.
Proof of Lemma 4.5. For the proof of part (I), we have
DNF of A. Now the proof will be concluded by applying Lemma 4.9.
Similarly, for the proof of part (II), we have where Γ 1 and ∆ 1 are multisets of arbitrary formulas.
In Lemma 4.5 and Corollary 4.10, the deduction of the conclusion sequent is produced by permutations of the rules in the deduction of the premise sequent. The following example is provided to show this permutation.
Suppose D is as
where D 1 and D 2 are respectively as follows:
Thus by permutation of the rules L→ and the rules L♦ and R∨ we get D ′ as
and then by applying the rule R∨ to derive M, P, ♦r, ♦(p → ♦q) ⊢ ♦s ∨ t, Q, N.
We now prove the admissibility of the contraction rule that is required for the proof of the admissibility of the cut rule (Theorem 5.1). Proof. All cases are proved simultaneously by induction on complexity of A with subinduction on the height of derivation of the premises. We only consider some cases that p is in the principal formula or A is a principal formula, the other cases are proved by a similar argument. In all cases, if the premise is an axiom, then the conclusion is an axiom too.
For the rule LC ; , let Γ = M 1 , P 1 and ∆ = Q 1 , N 1 , and let P = P 2 , P 3 and Q = Q 3 , Q 2 . If the last rule is
where R is R ; or L♦ ; with principal formula ♦ (p, p, P 2 , ¬Q 2 ) or (¬p, ¬p, ¬P 2 , Q 2 ), then the conclusion is obtained by applying induction hypothesis to the middle part which preserves height then to the first part, and then by applying the rule R on the formula ♦ (p, P 2 , ¬Q 2 ) or (¬p, ¬P 2 , Q 2 ):
For the rule LC, let D be a derivation of A, A, Γ; P ⊢ Q; ∆, and let Γ = M 1 , P 1 and ∆ = Q 1 , N 1 . There are some cases according to the complexity of A. 
∆ By the inversion lemma applied to the first premise, Γ; P ⊢ Q; ∆, B, B, and applied to the second premise, C, C, Γ; P ⊢ Q; ∆. We then use the induction hypothesis and obtain Γ; P ⊢ Q; ∆, B, A and C, Γ; P ⊢ Q; ∆. Thus by L→, we have B → C, Γ; P ⊢ Q; ∆.
The other cases are proved by a similar argument.
In the rest of this section, we prove the admissibility of the general versions of the rules R and L♦ that is also required for the proof of the admissibility of the cut rule. Before we prove this lemma, we need to state the following lemmas.
Lemma 4.14. The following rules are admissible, where the formulas A • B, • ∈ {∧, ∨, →}, in the premises, and A and B in the conclusions of the rules have the same related formulas.
Γ; P ⊢ Q, A; ∆ Γ; P ⊢ Q, ¬A; ∆ (10) Γ; A, P ⊢ Q; ∆ Γ; ¬A, P ⊢ Q; ∆ (11) Γ; P ⊢ Q, A; ∆ The following lemma state that, the rules of the above lemma are invertible. 
The proof is by induction on the height of derivation in each case. In the above lemma, similar to Example 4.11 the deduction of the conclusion sequent is produced by permutations of the rules in the deduction of the premise sequent. The following example is provided to show this permutation.
Example 4.17. We show that the following rule is admissible.
where the premise is derived by D as follows:
Therefore by permutation of the rules we get the following derivation D ′ for the conclusion 
where ♦ (Γ 2 , ¬∆ 2 ) is the principle formula in R G; and (¬Γ 2 , ∆ 2 ) is the principle formula in L♦ G; .
Admissibility of the Cut rule
In this section, we prove the admissibility of the cut rule and the completeness theorem.
The admissibility of the cut rule,
is proved simultaneously with the following rule ; as a new version of the rule cut, where its admissibility is proved by admissibility of the cut rule as follows: Proof. The both rules are proved simultaneously by a main induction on the complexity of the cut formula D with a subinduction on the sum of heights of derivations of the two premises (cut-height). We prove the first cut rule, the second is proved similarly except some cases that we consider at the end of the proof.
If both of the premises are axioms, then the conclusion is an axiom, and if only one of the premises is an axiom, then the conclusion is obtained by weakening (see Lemma 4.2) .
If one of the last rules in derivations of the premises is neither L♦ nor R , then the cut will be transformed to simpler cuts as usual. Note that cut-height can increase in the transformation, but the cut formula is reduced. For example, let D = ♦A be the principal formula in the left premise.
This cut is transformed into
where C is used for contraction rules.
Let D = A be the principal formula in the right premise.
It is transformed into 
where Γ = M, P 1 and
, and let the last rules be L♦ and R with principal formulas ♦A and B:
where ∆ = Q 1 , N and Γ ′ = M ′ , P ′ 1 . This cut is transformed into
, and let the last rules be L♦ with principal formulas ♦A and ♦B:
and ∆ = Q 1 , N, A, and let the last rules be R and L♦ with principal formulas A and ♦B: In this case, ⊢ S5 A j (since the rule necessitation can be applied only to premises which are derivable in the axiomatic system) and so we have:
; is sound and complete with respect to the S5 Kripke frames.
Conclusion
We have presented system G3S5, a sequent calculus for S5, this system does not have the subformula property although in a bottom-up proof, the formulas in the premises are constructed by atomic formulas in the conclusions. For convenience we have rewritten the rules of G3S5 by using semicolon in system G3S5 ; which enjoys the subformula property. Also we have proved the completeness theorem and admissibility of the weakening, contraction and cut rules in it.
All properties which are proved in G3S5 ; are also proved in G3S5 because the system G3S5 ; is a rewritten of the system G3S5.
We can consider the system G3S5 ; primary, since the relatedness of formulas in the middle parts of the premises can be determined from theirs in the conclusion of the rules.
