Modeling fractional cointegration relationships has become a major topic in applied time series analysis as it steps back from the traditional rigid I(1)/I(0) methodology. Hence, the number of proposed tests and approaches has grown over the last decade. The aim of this paper is to study the nonparametric variance ratio approach suggested by Nielsen for the case of fractional cointegration in presence of linear trend and trend breaks. The consideration of trend breaks is very important in order to avoid spurious fractional integration, so this possibility should be regarded by practitioners. This paper proposes to calculate p-values by means of gamma distributions and gives response regressions parameters for the asymptotic moments of them. In Monte Carlo simulations this work compares the power of the approach against a Johansen type rank test suggested, which is robust against trend breaks but not fractional (co-)integration. As the approach also obtains an estimator for the cointegration space, the paper compares it with OLS estimates in simulations. As an empirical example the validity of the market expectation hypothesis is tested for monthly Treasury bill rates ranging from 1958-2011, which might have a trend break around September 1979 due to change of American monetary policy.
Introduction
The use of cointegration has reached the rank of a standard econometric tool since the seminal work of Engle and Granger (1987) . This method has the great advantage that nonstationary unit root process can be examined without differencing. The existence of a cointegration relations leads to the interpretation that there is stationary equilibrium between nonstationary time series, which is attractive for empirical research in economics and especially in finance. In this view, it seems to be natural, that the concept of fractional cointegration has attracted more attention than it can be seen as a generalization of the standard cointegration concept. The fractional methodology has the great advantage, that the integration order is not stucked to an integer digit anymore and opens up a very wide range of modeling empirical specifics like long range dependencies. This leads to the interpretation of fractional integrated processes for long memory property as the coefficients of an infinite moving average representation is decaying in a hyperbolic way.
It should be regarded, that for most time series, the hypothesis d = 1 can't be rejected even if fractional integration is taken into account. The concept is more interesting to model cointegration error processes as it shows the persistence of exogenous shocks to a system of time series. The possibility of fractional integrated errors can also be seen as a reason for rejecting cointegration in classical approaches.
The consideration of deterministic components is important as it affects the distribution of the most test statistics and also the consistency of integration order estimating. The allowance for breaks in deterministic processes goes back to the seminal work of Perron (1989) , who founds, that the negligence of breaks leads to over-rejection of stationarity.
In the fractional literature Sibbertsen (2004) mentioned, that changes in the deterministic components might endow spurious long memory as it causes additional persistence if it is not regarded. Therefore, the possibility of breaks should be taken into account by practitioners.
An interesting approach dealing with fractional cointegration was proposed by Nielsen (2010) who considered nonparametric Variance Ratio (hereinafter: VR) tests for the cointegration rank. The idea of the test was already written in Nielsen (2008) in the univariate case and was thought as nonparametric unit root test. The test could also been adopted in the fractional context as a test for the integration parameter d, as it doesn't assume the knowledge of d to calculate the test statistic. As the nature of the test is nonparametric, there is no need to specify the autocorrelation structure like in the Dickey-Fuller type tests with a lag parameter or a bandwidth parameter like in the most existing fractional cointegration methods, e.g. Nielsen and Shimotsu (2007) or Shimotsu (2010) . Another advantage of the approach is, that there is no need to estimate the cointegration relationship itself, but gives the possibility of a consistent estimator of the cointegration space.
Through simulations we determine the moments of the VR statistic according to the dimension of the examined system p and its hypothetical cointegration rank r. For these we give response regression parameters to calculate critical values and p-values using gamma distributions. In Monte Carlo simulation we show first the effects of neglecting a trend break in cointegration analysis. Furthermore, we compare the VR approach in broken trend situations with Johansen type rank test proposed by Johansen, Mosconi and Nielsen (hereinafter JMN: 2000), which takes also trend breaks into account, but neglects the possibility of fractional (co-)integration. As the VR approach also delivers a consistent estimator for the cointegration space, we compare it also with OLS estimates under fractional cointegration.
In empirical economic analysis, cointegration is applied in many fields to prove theoretical models e.g. the market expectation hypothesis. It states that nonstationary interest rates with different maturities incorporate a stationary equilibrium as Campbell and Shiller (1987) imposed. Hence, we choose monthly Treasury bill rates ranging from December 1958 to December 2011. The rates are supposed to have a trend break in September 1979 due to the regime switch in US monetary policy and we wish to take this into account in our analysis.
The paper is organized as follows: the following section introduces first the fractional integration methodology and the VR testing. Then estimated response surface parameters for critical values are presented and some Monte Carlo simulations are conducted to show power of the test and benefits of the approach in the third section. The fourth section demonstrates an empirical application of the approach to test the implications of the market expectation hypothesis for Tbill rates and finally the paper is closed with a conclusion.
Methodology
As a first step we want to introduce the concept of fractional integration. Consider we observe a time series y t , which is integrated of a non-integer order d. Then we can motivate an infinite moving average process through a power series expansion
We assume d > 1/2 for the process y t , which means that the process is not stationary.
Then we can formulate its fractional partial sum
Under some regularity conditions on the error term ε t and for d > 1/2, a fractional functional central limit theorem can be obtained for y t and analogous forỹ t
From this theorem, a limit for T → ∞ on the second uncentered moment of y t andỹ t can be stated with
Dividing these moments yields a variance ratio test statistic
which is free from the nuisance parameter σ 2 y , which could be left out estimating. Only the parameter d 1 has to be specified and indexes the family of the test. Nielsen (2008) found out through simulations, that the choice d 1 = 0.1 yields highest power of the test.
Another also interesting choice would be d 1 = 1, because then the test is equivalent to Breitung's statistic (2002) to test for a unit root against nonlinear alternatives.
Nielsen (2010) extended the variance ratio test for multivariate p−vector time series y t in purpose to test the presence of fractional cointegration, which is a generalization of the classical cointegration concept defined by Engle and Granger (1987) . Consider we observe the following triangular system of time series
supposing that all p components of y t = {y 1t , y 2t } are sharing the same order of in- tỹ t we can calculate analogously to the univariate the statistic
Let λ 1 ≤ λ 2 ≤ . . . ≤ λ p be the ascending ordered eigenvalues of R T (d 1 ) and η 1 , η 2 , . . . , η p the according eigenvectors resulting from solving the eigenproblem
These are used to calculate the nonparametric variance ratio trace statistic
The distribution of the test statistic (9) depends on the presence of deterministic components. Consider the processes in y t are generated by the following data generating process
where
and T b = τ T a possible break-date of the trending component of y t . This kind of deterministic process was proposed by Perron (1989) and was named the changing growth model corresponding to the break in the slope of the trending component. Nielsen (2010) was able to establish the asymptotic distribution of the VR statistic by fractional Brownian motions, possibly detrended or demeaned. In line with his work we assume, that
where B τ,d denotes a fractional Brownian motion integrated of order d and corrected by a broken trend with break in τ according to the assumed DGP in (10) .
A consistent estimator of the cointegration space β, when the system y t is cointegrated of rank r can be formulated with η(r) = η p−r , . . . , η r , which is p × r matrix of the eigenvectors η i belonging to r biggest eigenvalues. The estimator is then
with 0 m×n as a m × n-dimensional null matrix. Nielsen (2010) also shows that the estimator is consistent in the sense that the angle between the true and the estimated space converges to zero asymptotically, but the framework gives no closed distribution and, hence, the estimated space can't be tested against theoretical assumptions. This type of modeling of the moments bases on Doornik (1998) and JMN (2000), who did response regressions for related cointegration trace and eigenvalue statistics. We deviate from their work by modeling the moments for each p − r separately, because we could not find any adequate fitting equation.
This model sums up to 162 regressors for 1848 observations for each simulated moment and situation p − r. For the following Monte Carlo studies we consider a bivariate cointegration system of the form
with the broken trend variable DT t defined in equation (11) and two different types of 
Type B:
The conducted Monte Carlo studies are two folds. First we examine the case, where there is actually no cointegration (i.e. b = 0) relation between y 1,t and y 2,t , but they incorporate a trend break at the relative break location τ . We assume throughout the study that µ 1 = 0, which means that we have no trending behavior until τ and afterwards a linear trend with slope µ 2 . The decision µ 1 = 0 doesn't change the results at all and is therefore arbitrary. Now we want to apply the VR approach on the two not cointegrated processes with the two assumptions:
1. there is no trend and detrend both series linearly (LT) We also want to analyse simple bivariate systems as in our first simulation, but take also into account, that the system might be cointegrated of rank r = 1 with cointegration strength b > 0. For the deterministic component of the simulated series we set µ 2 = 1 and τ = 0.5 and the integration parameter d is assumed to be known. VR resp denotes the rejection frequency of no cointegration using critical values calculated with the response surface parameters reported in table 1 and 2. VR boot stands for the decision by using the bootstrapping technique. Therefore, we choose block-of-blocks bootstrapping and did only 10.000 replications as bootstrapping is quite CPU time consumptive. In order to apply the JMN approach we have to determine a lag parameter k, which is shown in the index of JMN k . As expected, the power of the VR approach lacks for d = 0.8 and seems to be undersized for T = 250 and T = 500. The situation gets better for bigger sample sizes like T = 1.000. The classical approach, which doesn't allow fractional integration, seems to have big problems detecting cointegration relations as it highly rejects the null of no cointegration, when b = 0. This might be explained, that when the system is integrated of order d = 0.8, the nonstationarity of the system may often not be detected. So we might expect, that the JMN approach also rejects r = 2 with a high probability. The power of the JMN approach is better, when d = 1 and the lag parameter is not highly over-selected. The VR approach has obviously better properties for d = 1.2. The benefits of bootstrapping exists only for d = 0.8 and performs actually worse for the other cases.
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size than with type A errors. This also vanishes for growing sample sizes, but is still inherent for T = 500. Bootstrapping helps to solve this problem as the power increases We want to close this section with a last Monte Carlo study, when we compare the estimator for the cointegration space defined in (13) with simple OLS estimation. For this simulation we chose also a simple bivariate cointegrated system (excluding the trivial case b = 0) with d = 1 and T = 250 fixed. In table 5 we give the bias and root mean squared error of the estimated cointegration space parameters in simulations with 100.000
replications, which shows that OLS is dominant over VR when there is no correlation between the error term of the stochastic trend and the cointegration error (i.e. ε 1,t and 100.0% 100.0% 100.0% 100.0% 100.0%
1.2 100.0% 100.0% 100.0% 100.0% 99.9% 100.0% 100.0% 100.0% 100.0% 100.0% ε 2,t ). If there is a correlation between them, the VR approach is behaving better in terms of bias and RMSE for b ≥ 0.6. The VR approach has big distortions for low cointegration strength b.
Empirical Application
As an empirical exercise we apply the VR approach to monthly Treasury bill rates covering a time range from December 1958 to December 2011, which contains 637 observations. In figure 7 it can be seen that Tbill rates with three month (M3), six months (M6), one year (Y1) and three years (Y3) have an upward trend to September 1979 and then decrease to the end of the observation period. So we assume exogenously a trend break at τ = 0.3909. Looking at the detrended Tbill rates gives us some evidence of mean reverting behavior, which implies an integration parameter d < 1. Table 6 shows the results of the univariate analysis of the Tbill rates. As a first step we estimate the integration parameter d for the rates by applying the ELW estimator. The estimates don't differ significantly from each other over the reported bandwidths. All estimates are lower than unity and for some bandwidths this seems even to be significant. Applying the univariate VR test for the rates gives also evidence that the rates share an integration parameter lower than 1. The r = 1 on a 10% level. This might be explained by the fact of the longest spread time between all involved rates. Finally the full system of p = 4 including all maturities is also only significant for r = 3 on a 10% level, although a weak evidence, but it confirms the implications of the market expectation hypothesis. Table 8 shows the estimated spaces by applying the VR approach and the strengths estimated by ELW as the difference of the mean integration parameter of the data vector and the estimated cointegration strengths. The errors are produced by multiplying the estimated rotated spaces with the datavectors. Therefore, every row of the reported spaces stands for one cointegration relation. The cointegration strength parameter b is calculated as the difference of the average d of the components of the datavector and the estimated integration order of the cointegration error process by using ELW.
The market expectation hypothesis states, that the cointegration relation itself should be the spreads between the different maturities. So, the coefficients of the rows of the rotated spaces should add up to zero. The estimated spaces itself differ from the expected form, which might be explained by the reason that the cointegration strength is lower when the spread time gets longer and therefore we face higher variances in estimating the spaces.
Conclusion
In this paper we presented response surface parameters to determine critical values and pvalues for the VR test of fractional (co-)integration, when the underlying processes inhibit a linear trend with the possibility of a structural break. Further work might be done to take a second break into account. Modeling more than two breaks in empirical analysis might not be relevant as it is difficult to determine and to test. More interesting can be the approach by Johansen and Nielsen (2011) , who stated a fractional error correction model, which also allows to test restrictions on the cointegration space. Practitioners should also be aware that the order of fractional integration might not be stable over a longer time. So models, which can take a changing b into account might be interesting and opens a wide field for further research. 
