Abstract-Software is constructed by a series of changes and each change has the risk to introduce bugs. Predicting the existence of bugs in source code changes could help developers detect and fix bugs immediately upon the completion of a change, which accelerates the bug fixing process and save the limited time and human resources effectively.
I. INTRODUCTION
In the past few years, more and more attention is paid to software quality. Researchers have proposed various of methods to improve software quality [1] . It is challenging to find and fix software bugs effectively in software engineering due to the limited time and human resources. Software bug prediction as one of the active parts in software quality assurance helps software engineers focus their efforts on those components most likely to have latent bugs.
Software development can be seen as a sequence of changes (i.e. a constant stream of activities) which add new value to software, adapt it to a changing environment, delete functionalities no longer required, or improve its This work was supported by the national natural science foundation of China (No. 90718018) structure for better maintenance. All of these activities have the risk to introduce bugs [2] . Usually, these bugs are discovered and reported after a few months and when the developer receives the bug report, he has to spend time to reacquaint himself with the source code and the recent changes, which could delay the bug fix process.
Bug prediction in source code changes can warn developers about the existence of bugs immediately upon the completion of a change, and hence shorten the fixing process, save time and effort. In this paper, we take bug prediction as a classification problem.
A difficult problem with building classification model in many real-world domains is that the description of the classification concept vary over time, which should also be considered in bug prediction tasks. Given the alternative nature of the underlying bug generation process, the concept used to depict the bug-introducing patterns is drifting over time. Hence the prediction power of features used to build change classifier is changing too. Features that in the past were important, become redundant with the passing of time and new high-predictive features arise that were not considered before.
In order to deal with the problem mentioned above, an incremental feature selection method based on dynamic feature space is used in this work, in conjunction with an incremental learning algorithm, which could reduce the training cost by only updating the already built model rather than rebuilding the learning model from scratch whenever a new change arrives. This proposed approach is evaluated on three large open source projects, Eclipse, Mozilla and jedit. The experiment results show that, compared with non-incremental learning methods which have been used by other researchers [3] , our approach has better scalability and can deal with the concept drift problem more effectively. This paper has the following contributions:
• a hybrid feature extraction and transformation method is proposed, which can handle various data formats existing in software history repositories.
• a feature-based incremental learning framework is proposed, which is comprised of three components: an incremental discretization method, an incremental feature selection method, and an incremental classification algorithm. This framework can always keep a subset of features with the best predictive power and update the classifier dynamically, so as to deal with concept drift problem and therefore keep the precision and recall of the prediction stable with time.
• the predictive power of features from different feature groups and their variation with time are explored.
• experiments on three popular open-source projects Eclipse, Mozilla and jedit are conducted to validate the effectiveness of our approach in dealing with concept drifts. • a prototype has been implemented and used in a real software development scenario. The remainder of the paper is organized as follows. After discussing some related work in Section II, we formulate the definition of bug prediction problem and introduce a series of features used in our incremental learning model in Section III. Section IV presents main steps of our approach. Section V sets up experiments and presents the results of applying the approach to three projects, namely Eclipse, Mozilla and jedit. In addition, a prototype implemented with our approach has been presented at the end of Section V. Section VI discusses the limitations of our study. Finally, Section VII concludes the paper and outlines future work.
II. RELATED WORK
There are several researchers exploring the bugginess of software changes and some of them have built prediction models for changes. To the best of our knowledge, there is no prior work within this field taking possible concept drift into consideration in the long-term prediction scenario. Here, we firstly discuss several studies about the bugginess of software change, and then introduce related work exploring concept drift and some techniques to handle it in other domains.
A. Exploring Bugginess of Software Changes
Sliwerski et al [4] examined the properties of buggy changes in Eclipse and Mozilla projects, which are also taken as data source in our work, and found that the larger a change, the more likely it was buggy and the changes on Fridays were buggiest.
Close to the work of Sliwerski, Eyolfson et al [5] also discussed the time of change, and investigated how the changes' time of day correlates with the changes' bugginess. In addition, they studied developer characteristics, such as change frequency and experience, and found they also correlated with the bugginess of changes.
Rahman et al [6] considered the impact of code ownership and developer experience on bugginess of software changes. They found that buggy change was more strongly associated with a single developer's contribution and author's specific experience in the target file was more important than general experience.
Mockus et al [7] focused on several properties of software changes and built a logistic model to predict the probability that a change to software will cause a bug. The properties considered in their work included size in lines of code added, deleted, and unmodified; diffusion of the change; several measures of developer experience; and the type of change (e.g. bug fixes or new code). After applying this prediction model to a real world project, they found that change diffusion and developer experience were essential to bug prediction in software changes.
The most closely related work to ours was done by Kim et al [3] , who took the bug prediction in software changes as a classification problem. They used a machine learning classifier to determine whether a new software change was more similar to prior buggy changes or clean changes. The features used by the classifier mainly included terms in the source code, the size in lines of code modified in each change, and change meta-data such as author and change time. They got 78 percent accuracy and 60 percent buggy change recall on average by using 10-fold cross validation technique on about 500 file revisions of each project. However, the scalability of their classification model remained to be improved and the concept drift problem was not considered in their work, which should not be ignored in the long-term prediction scenario.
B. Exploring Concept Drift in Different Domains
Tsymbal [8] pointed out that, in the real world, concepts were often not stable but changed with time and the underlying data distribution might change as well. Therefore, these changes made the model built on old data inconsistent with the new data, and regular updating of the model was necessary. Researchers have proposed all kinds of dynamic learning mechanisms to solve this problem [9] , [10] .
Dynamic instance selection, as the most common concept drift handling technique mentioned in Tsymbal's survey, has been explored by many researchers. Some of them proposed window-based algorithms [11] - [13] , which used a window that moved over recently arrived instances and used the learned concepts for prediction only in the immediate future. Many case base editing strategies in case-based reasoning that delete noisy, irrelevant and redundant cases were also a form of instance selection. Delany et al [14] presented a case-based system for spam filtering that could learn dynamically to deal with the changing contexts. They evaluated its performance as the case-base was updated with new cases and the evaluation showed that the model update was effective in tracking concept drift.
Dynamic feature selection, which deals with concept drift from another dimension, has been discussed by only a few researchers. Katakis et al [15] proposed an incremental feature ranking method that could consider different subsets of the feature vector during prediction to hand the concept drift problem in spam filtering. Experimental results with a longitudinal database of real spam and legitimate emails showed that their approach could adapt to the changing nature of streaming data and worked much better than classical incremental learning algorithms.
We draw lessons from Katakis's work, using the coupling of an incremental feature ranking method and an incremental learning algorithm to deal with the concept drift occurring during software evolution process. The idea of concept drift per se is not new in the research area of machine learning, but it has not been widely discussed in bug prediction. Our work is an innovative try in applying the method used to solve concept drift problem in machine learning to bug prediction activities in software engineering.
III. BUG PREDICTION

A. Problem Definition
In this paper, we take bug prediction as a classification, which draws lessons from Kim's work [3] . In this section, we first present several necessary definitions and formal representations for the change classification problem.
Indication Labeling. Given a sequence of changes C = (c 1 , c 2 , . . . , c t ), the label of a change c i (i = 1, 2, . . . , t) is defined as:
where a change c i denotes a source code file commit, Clean denotes that there is no bug in change c i and Buggy denotes that there is at least one bug in change c i . Learning Task. We use an incremental learning framework. At every time step t, we have historical change sequence with labels, i.e., C = (c 1 , c 2 , . . . , c t ). When a new code change c t+1 arrives, the task is to predict the label of c t+1 . To this end, we build a learning function L t based on the available feature set
We apply the learned L t to predict the label of c t+1 . Formally, we have
(f s1 , f s2 , . . . , f sm ) denotes the features selected at step t, which is a subset of the full feature space F t , formally, we have (f s1 , f s2 , . . . , f sm ) ⊆ F t .
B. Feature Group Definition
There exist several properties of source code changes closely related to bugs, which have been confirmed by previous researchers. In this paper, we describe properties of code changes from five different dimensions, which are named as when, who, why, where and how respectively. These dimensions could capture a panorama of a change. Thereinto, when means the time as change occurs, who denotes the developer who completes the change, why denotes the intention of the change, where denotes the file in which the change has occurred, and how means the content of the change. Each dimension contains several features, which can be considered as a feature group.
1) When:
The time when the change occurs can usually capture a developer's habit and work cycle.(e.g. Some developers always introduce more bugs after midnight.) Learning from the work of Eyolfson [5] , we take the time of day and the day of week as two primary features in feature group "when".
2) Who: Since bugs are introduced into the software by developers, the characteristics of developers should be considered in the study of changes' bugginess. In this paper, we only use login name as a feature to distinguish different developers in order to simplify the classification model. The experience and the cooperation pattern of developers will be considered in our future work.
3) Why: Mockus [7] pointed out that the intention of software change (e.g. bug fixing) was related to the changes' bugginess. Since commit message contains rich information about the change intention, terms in it are considered as features in this paper.
4) Where:
In this paper, "where" means the context of changes. The characteristics of source code files, which have been touched by changes, reflect the changes' context information. For a file, a series of features have been considered, including its directory hierarchy, simple metrics (i.e. size in lines of code), change history, fix history and terms in file text. All these features consist of the feature group "where".
5) How:
The source code snippets, which have been added, deleted in a source code change, reflect the content about this change. The content contains rich information about how the change has been done. We take terms in these snippets as features in this paper. In addition, the number of lines which have been deleted and added in a change, is also considered in order to describe the size of the change. Table I shows the definitions of features and their corresponding feature groups. These feature groups almost cover all aspects of a source code change, and are closely related to software bugs.
IV. THE PROPOSED APPROACH
Our approach, based on an incremental learning framework, consists of four phases, namely corpus establishment, classifier initialization, newly arrived change prediction and classifier update (see Figure 1 ). At first, initial corpus is created using the history data. And next the classifier is built based on the initial corpus. Then, the classifier progresses into the incremental learning phase. whenever a new change arrives, the classifier will predict whether it is buggy and if the answer is yes, the developer will check his changed code and get the true label. After comparing the true label with the prediction value, he gives a feedback to the classifier. At last, the classifier will update itself based on the feedback and the features of this new change.
A. Initial Corpus Establishment 1) Change History Extraction:
In this step, raw data of source code changes, which is generated during the software development process, should be collected from software history repositories. Two popular tools CVSAnalY and Bicho [16] , which are widely used in the research area of mining software repositories, have been chosen in this paper to extract meta-data of source code changes and basic information of bug reports. The source code snippets which have been added and deleted in source code changes are extracted by differentiating their two revisions (before and after the change) using "diff" command. The new revisions of files touched in changes are acquired using "checkout" command.
2) Identification of bug Introducing Changes:
The method to identify buggy changes was first proposed by Sliwerski et al [4] . They firstly identified the bug fixing changes by searching for keywords such as "Fixed" or searching for references to bug reports like "23682" in the texts of change message. Secondly, they used the "diff" command on the source code files touched by the bug fixing changes to extract code snippets which had been deleted or modified. These pieces of code snippets were considered to be buggy. They then used "annotate" or "blame" command to track the file revision in which the bugs had been introduced. We mainly draw lessons from their work in our study. However, there is a limitation in their method. The recall of their bug fixing identification method depends on the quality of change logs strongly.
And even though the projects that have change logs with good quality are selected, the recall can only reach 40% to 60%. In order to solve this problem, a newly proposed ReLink algorithm [17] is applied in our work, which could improve the recall of bug fixing identification and further reduce the noise of change classification. At the end of this step, buggy changes are extracted from the source code repository, which provide training set for the classifier to classify newly arrived changes.
3) Feature Extraction: The features extracted in this paper depict the changes' properties from five dimensions, which has been elaborated in Table I . The techniques used to extract these features are different since there are various data formats in software history repositories.
Some features can be acquired directly from the version control systems (e.g. commit author), and some features are extracted by regular expression matching (e.g. commit day and commit hour).
Some quantitive features, including length of commit message, the simple metric of the changed file (i.e. size in lines of code), cumulative change count and cumulative bug count of this file, are extracted and transformed into qualitative features with fixed frequency discretization method (FFD).
Text data involved in this work contains plenty of information about source code changes. Most of the features are extracted from it. Feature engineering from texts is widely studied for several years and the BOW, LSA, and vector models are very famous approaches for text classification [18] , [19] . Among them, the BOW approach, which converts a stream of characters (the text) into a BOW (index terms), is simple and performs fairly well in practice [19] , [20] . In this work, we used the BOW and its metamorphosis to generate features from text data, which draws lessons from the work of Kim [3] . For the commit message, which can be considered as common text, features are extracted by taking BOW approach directly. Whereas, for source code file and added/deleted code snippets, in addition to common terms, several important operators (e.g. =, &&, !) should not be ignored. Hence we use a metamorphosis of BOW called BOW+ [3] to extract these operators and take them as features, too. Furthermore, the directory and file name are transformed into terms with another metamorphosis of BOW called BOW++ [3] , which splits text using slashes and capitals.
B. Classifier Initialization
Having created the initial corpus, initial classifier should be built based on the corpus. Among many classification algorithms, Naive-Bayes (NB) is chosen to serve as the classifier for bug prediction because it is simple, effective, efficient and robust [21] . Furthermore, a subset of features with the most predictive features should be selected to calculate the classification probability. In this paper, Information Gain (IG) algorithms is used, as it shows to be an effective technique in aggressive feature removal in text classification [22] . Both NB and IG maintain an important statistic table, which renders these two methods inherently compatible and incremental.
In the initial phase, the statistics table, which holds the number of appearances of each feature's value for different classes, should be created and initialized based on the source code change instances in the initial corpus.
C. Classifier Prediction
The primary purpose of our work is to help developers predict whether the newly arrived source code changes have bugs or not. On the arrival of a new change, its features will be extracted firstly with our hybrid feature extraction method. Then the most powerful features are selected based on the current statistics table and IG feature rank method. At last, NB will calculate probabilities by only taking the selected features into consideration and give the prediction result. When the developer receives the result, he can check the new change to determine if the prediction is true or not, and then give a feedback to the classifier.
D. Classifier Update
Since the source code vocabulary and bug generation process both change as time passes, there exist considerable concept drifts during the software evolution, which might have adverse effects on change classification performance. Therefore, an incremental learning framework is proposed to update model continually based on new source code changes, which could keep the quality of change classification at a stable level.
When the feedbacks from developers have been received, the new change is taken as a new training instance to update the current state of the classier.
Firstly, given several quantitive features existing in feature space, an incremental flexible frequency discretization method (IFFD) is adopted [23] . This method sets its interval frequency to be a range instead of a constant. For each quantitive feature of the new change, IFFD inserts its value into a corresponding interval and checks whether the updated interval's frequency reaches upper limit. If not, it accepts the value and updates statistics accordingly. If yes, IFFD splits the overflowed interval into two intervals under the condition that any of the resulting intervals has its frequency no less than lower limit.
Secondly, if the new change has any new features which have not appeared in previous changes, they will be added into the current feature space and their statistics should be initialized to zero.
Finally, the statistics of features in current feature space are updated and the evaluation metrics are then recalculated and ranked with the IG method. This phase is elaborated in Figure 2 and Algorithm 1.
V. EXPERIMENTS
A. Subject Projects and Experimental Setup 1) Subject Projects:
In this paper, three famous open source projects Eclipse, Mozilla and jedit are used. These projects are chosen due to ease of access to the full source code and entire project history. Table II provides an overview of these projects examined in this research, including the range of revisions extracted, the real world duration of each range, the number of clean and buggy changes, the percentage of buggy changes, the programming languages and the application domains.
One limitation in Kim's work is that the memory used by the classifier could not grow too large. Hence, only a small subset of each project's revisions was selected, typically 250 revisions for big projects. The classifier proposed in this paper, which is based on incremental learning framework, provides better scalability. Therefore, the number of revisions selected in our work is several times more than their work (i.e. 1500 revisions for eclipse and Mozilla and 1000 revisions for jedit). Since the change patterns in the first part of a project (revisions 1-500) may not be stable, which has been mentioned by Kim, we select revision 501 as the start point of the revision range in this study.
As Kim et al have observed, the percentage of buggy changes also varies substantially among projects in our study. The explanation for this variance is that each project has its specific patterns in bug introducing changes, which makes the bug generation process different among projects. 
the JDT module is used in this study due to the large size of the entire project. Similarly, only the CalenderClient module is used for the Mozilla project.
2) Experimental Setup: In our experiment, we firstly take changes of first 250 revisions as initial training set to build the initial classifier for each of the three projects, and then we progress into the incremental learning phase with subsequent revisions. In this phase, whenever a new change arrives, our incremental classifier calculates the classification result with the current most informative features in dynamic feature space and update itself with this change. Both the true label and classification result of each change are recorded. At last, the evaluation of the classification result is done. To further evaluate the performance of our method, we simultaneously conduct experiments with non-incremental method as follows: we also use changes of the first 250 revisions to build initial model and test the changes in subsequent revisions with this initial model without update it over time. This nonincremental method is based on static feature space and fixed feature statistics. The comparison of classification result between the two methods is done in this paper.
B. Evolution of Features and Feature Groups with Time 1) Evolution of the number of features:
Software development can be considered as a constant stream of activities. Because of these activities, new features will be introduced continuously (e.g. adding new functionalities or rename old software entities). Hence, the number of features, which should be considered during feature selection process, is increasing over time.
In our study, there are 20591,17748 and 20266 features of the three projects respectively appearing at the initialization phase. New changes which arrive after the initialization phase will incrementally bring new features into the model. Figure 3 shows the evolution of the number of features during incremental phase in the three open source projects. Horizontal axis denotes sequence number of source code changes ordered by time and vertical axis denotes the number of features which have been seen by the time of the corresponding change in horizontal axis.
From Figure 3 , we have made some observations. For each of the three projects selected in this paper, the number of features undergoes continuously increase over time, and there exists at least one sharp increase during the observed time period. However, the time as the sharp increase occurs and the reason why it occurs are different among the three projects. In eclipse, this sharp increase occurs between change 3987 and change 4739. After indepth investigation to this project, we have found the reason hidden behind the appearance. Between change 3987 and change 4739, the project undergone a wide range of keywords substitution, which leaded to the sharp increase of the features. In Mozilla, the sharp increase occurs relatively early, from change 586 to change 793. The explanation for this early sharp increase is that there was a major change occurred during this period. The latest functions implemented in a different branch were merged into the main trunk. Different from the other two projects, in jedit, the sharp increase is attributed to a single change 3389, which introduces 12191 new features. This change added a big file (12479 lines of text) into the project, which provided support for the Unicode Block names and character names generated from the Unicode Character Dat-abase.
2) Evolution of the subset with selected features: Incremental feature selection based on dynamic feature space is the key point of classification method proposed in this paper. A subset with the most informative features is always kept in this method during the incremental learning process. Because of concept drift, some features in the subset become less powerful over time, whereas, some new high-predictive features arise. Hence, there is a pressing need to update the subset dynamically. In this study, the size of the subset is set to 1500, which draws lesson from Shivaji's work [24] . Figure 4 depicts the evolution of the subset with time. We firstly take the features' subset selected in the initialization phase as baseline. Then we compare features' subset at each time step with this baseline and calculate the number of common features between them. The horizontal axis in Figure 4 denotes sequence number of source code changes ordered by time and vertical axis denotes the number of common features between the initial subset and the subset at the time when the corresponding change in horizontal axis occurs.
From Figure 4we have found that, the decrease is a trend for all the three project, which validates previous depiction that the features in subset should be updated due to concept drift. In eclipse, there is a sharp decrease between change 3987 and change 4739, which corresponds to the sharp increase of the number of new features 
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12: end for 13: end for 14: end if 15 : end for 16: for each feature f ∈ F do 17: if feature f ∈ F c then 18: value← get the value of change c about feature f ; Figure 3 . This indicates that the major change of the project that implement a wide range of renaming has been captured with our incremental feature selection algorithm, which makes the features in the subset fresh and powerful. In Mozilla, the number of common features decreases sharply at the beginning, followed by a gently decrease after change 1238. This also corresponds to the important branch merging occurred in this project. Different from the other two projects, in jedit, the sharp increase of the number of features showed in Figure 3 doesn't cause the decrease of the number of common features correspondingly. The reasons for this discrepancy can be explained as that the sharp increase in jedit is caused by a single change which bring a big file into the projects. This special change doesn't influence the distribution of the features widely. So the algorithm proposed in this paper doesn't catch this special change.
3) Evolution of selected features in five feature groups: In this paper, we view source code changes from five dimensions and divide its features into five feature groups, namely "when", "who", "why", "where", and "how". These feature groups have different number of features, which have been summarized in Table III . Because of space constraints, it only lists the number of features in each feature group at the end of incremental phase. Since the predictive power of features is changing with time, some features of one feature group might be removed from the top features' subset, whereas some more powerful features of the other feature group will be added into it. This leads to the fluctuation of the number of selected features in each feature group. Figure 5 ,6,7 depict this phenomenon in the three projects.
Several observations have been made from Figure 5 , 6, 7. The two features from feature group "when" that denote the change time, are always selected during the incremental learning process, which means that time is informative to differentiate the buggy and clean changes. Some of the author names from feature group "who" are considered as powerful features because developers with these names have typical behavior pattern in bugintroducing. The number of selected features from feature group "why" fluctuates intensively with time in each of the three projects. The reason can be explained that the amount of information hidden in commit message is not even in different time period. Sometimes, the commit messages have been provided by developers in detail, which can depict the change intention clearly and be used to differentiate buggy and clean changes. Sometimes it (a) When, who and why in Eclipse (b) Where and how in Eclipse Figure 5 . Evolution of the selected features from five feature groups in Eclipse is unambiguous or even omitted due to limited time or bad habits, which will be unusable for classification. For feature group "where" and "how", we have observed an interesting phenomenon. The number of selected features in the two feature groups are almost complementary because the number of selected features in other three feature groups are extremely small by comparison. And in Mozilla and jedit, the number of selected features in feature group "where" is always larger than how, so there is no cross connection between the two curves in Figure 6 (b) and Figure 7(b) . Whereas in Eclipse, there is a significant cross connection at the point of change 4164 and after this point, "how" becomes a feature group with the most selected features, replacing "where". This interesting phenomenon is also caused by that major system change, keywords substitution. After this change, a large number of old features, which is used to identify software entities, have been replaced by new identifiers. So the modifications to these entities begin to play a more important role during the software development process, which leads to the sharp increase of the number 
C. Evaluation of Change Classification over Time 1) Evaluation Metrics:
Our experiments can lead to four kinds of results: buggy changes are classified as buggy(b→b), buggy changes are classified as clean(b→c), clean changes are classified as clean(c→c), and clean changes are classified as buggy(c→b). In this study, we use them to evaluate our change classifiers. The definitions of these metrics are as follows:
This metric indicates that if source code changes are classified as buggy, what fraction of them really contain a bug. In this definition, n b→b denotes the number of buggy changes which have been classified as buggy correctly, and n c→b denotes the number of clean changes which have been classified as buggy incorrectly. In this definition, n b→c denotes the number of buggy changes which have been classified as clean incorrectly.
Clean change precision P (c) = n c→c n c→c + n b→c (5) Similarly, this metric indicates that if source code changes are classified as Clean, what fraction of them are really clean. n c→c denotes the number of clean changes which have been classified as clean correctly.
Clean change recall R(c) = n c→c n c→c + n c→b (6) This metric indicates that, of all the changes that are clean, what fraction of them have been classified correctly.
It denotes the number of correctly classified changes over the total number of changes, which is a overall measure to evaluate the change classification's predictive performance. However, when the distribution of two classes is uneven and the class with more instances has been predicted better, this metric might potentially yield a high value. Therefore, it will lead to the bias of results and should be used in conjunction with other evaluation metrics, such as precision and recall.
2) Evaluation Results: Figure 8 ,9,10 show the experimental results for the three projects over time. NB and INB denote the non-incremental method and our incremental method respectively. The horizontal axis denotes the sequence number of source code changes in test set and the vertical axis denotes the value of the evaluation metric on the changes whose sequence number less than or equal to the corresponding change number in horizontal axis. The Eclipse project takes 858 source code changes as its initial training set and leaves the subsequent 6045 changes to be tested at the incremental phase. From Figure  8 , we can observe that the buggy change precision of our incremental method is steady at about 62% with time, which is about 15% higher than that of the nonincremental method. And compared to the significant decline of buggy change recall for the non-incremental method, the result of our method has better stability with time, keeping the recall value at about 68%. The disparity in the result of clean changes is not so wide as the buggy changes. The precisions of the two method are neck and neck, both keeping at about 96%. For clean change recall, there is still a lightly decrease with the non-incremental method, whereas it is always stable at about 94% with our method. The accuracy of our incremental method is about 4% higher than that of the non-incremental method on average.
For jedit project, 901 source code changes in the first 250 revisions are taken as initial training set and the leaved 5911 subsequent changes are tested at incremental phase. Similar to Eclipse, our method performs better in all of the evaluation metrics. The buggy change precision and recall of our method are about 27% and 40% higher than that of the non-incremental method respectively, and the clean change precision and recall are 10% and 2% higher respectively. Compared to the non-incremental method, the accuracy is improved by almost 11% with our method.
The results for Mozilla project have some differences from the other two projects. Since in Mozilla, the majority of source code changes are buggy, the precision and recall of the buggy changes are higher than that of clean changes in our experiments, which is opposite to Eclipse and jedit. There is a significant decrease in the clean change recall of non-incremental method, with the value lower than 20% after change 3000 in test set. Whereas, the incremental method proposed in this study can improve this situation by keeping the clean change recall stable at about 65%. Moreover, the incremental method preforms better in both clean and buggy change precisions, with about 17% and 11% higher value respectively than that of the non-incremental method. Both methods can achieve high recalls for buggy changes, with non-incremental method generating a little better result. Similar to the other two projects, our method improves accuracy by about 8% in Mozilla.
On the whole, Figure 8 ,9,10 present that for all of the three projects, the method proposed in this paper performs better than the non-incremental method in almost all of the evaluation metrics. In particular, because of the concept drift during the software evolution, there is a significant decline of recall with the non-incremental method, which has usually occurred in the minority class (i.e. buggy changes in Eclipse and jedit, and clean changes in Mozilla). Whereas, our incremental method can handle this problem effectively by virtue of dynamic mechanism, and keep the recall stable at a suitable level.
D. Prototype Tool
We implement a prototype tool "ChangeChecker" and showcase it in a real application scenario. We take a code evolution parser "javabear" as the application example, which is being developed by several PHD and master students in our lab. In addition to 12 developers, there have been about 5000 file commits in the version control systems. Figure 11 shows the user interface of the ChangeChecker. When a developer wants to use ChangeChecker, he should firstly select the "initialize" option and start the initializing process. When he has completed several file modifications and committed them into the version control system, he could verify his commit by selecting the "verify" option. When the verifying process has been finished, the system will list several risk files and their risk area, which might have defects introduced in the last commit. The developer will check and test these risk files and then give the feedback to the system. Finally, updating process is started automatically. Note that since this prototype does not require semantic information about the source code, it can be easily applied/extended to other projects, no matter which programming languages are used in these projects.
VI. THREADS TO VALIDITY
In this section we discuss the main threats to validity of our study.
Firstly, the projects selected in our study might not be representative. Only three projects, which follow open source development methodology, have been examined. It is possible that the stronger deadline pressure, different personnel turnover patterns, and different development processes used in commercial development could lead to different buggy change patterns. Therefore, the proposed approach, which has been validated in the open source projects, might not be extended to commercial projects. We intend to address this issue in our future work by adding more subject projects from various domains and with different development processes.
Secondly, the bug-fix data is incomplete. Even though we select projects that have change logs with good quality and adopt the method proposed by Wu et al [17] to improve the recall of bug fix change identification, we could only extract a subset of the total number of bugs Thirdly, the bug-introducing data is incomplete. In this study, the SZZ algorithm is selected for simplicity. However, it has some limitations. Since there are some bugs introduced in one place, but fixed in another place, SZZ algorithm, which is designed mainly based on the bug fix location, could not identify bug-introducing change accurately in this case. Besides, some renaming changes will also have negative impact on the performance of this algorithm.
VII. CONCLUSION AND FUTURE WORK
Software development can be seen as a sequence of changes and each change has the risk to introduce bugs. Classifying source code changes as clean or buggy can help the developers detect and fix bugs as soon as possible, which will shorten the bug fixing process, saving time and effort. However, because of altering nature in the underlying bug generation process, the concept used to depict the bug-introducing patterns is drifting, which makes prediction ability of features used to build classifiers varies over time. Some important features in the past will become redundant over time, and some new features with better prediction ability arise, which are not considered before. In order to deal with this problem caused by concept drift, an incremental feature selection method based on dynamic feature space is used in this work, in conjunction with an incremental learning algorithm which could update the existed model continuously during software development process. The performance of our method is validated on three large and famous open source softwares (i.e. Eclipse, Mozilla and jedit) and the results show that compared to the nonincremental method, our incremental method can handle the concept drift more effectively and keep the evaluation metrics of the classification results stable at a suitable level.
According to what we know, this work is the first to take the concept drift into consideration when predicting bugs in source code changes. While ensuring accuracy, precision and recall as Kim's work, our method makes improvements by making the prediction model more scalable and practical. In addition, we have also implemented a prototype tool based on this incremental learning framework, and applied it to the real development scenario.
In the future, there are still several open issues to be explored, as follows:
• Exploring more sophisticated method to extract features from change information. There is rich information contained in the source code text. Besides structured syntax information, the unstructured information hidden in the software entity name and comments is also paid attention to by many researchers [25] - [27] , as it captures the main technical concepts that reflect the business logic or domain of the system. In order to improve the explanation and prediction power of our model, we will extract this two types of information by virtue of static analysis and LDA techniques in the future.
• Exploring more sophisticated bug-introducing identification algorithms, which can reduce the preprocessing noise and improve the quality of data used in bug prediction and other related work. The SZZ algorithm identifies the buggy area only based on text comparison, which has many false positives and false negatives. We plan to improve this algorithm by virtue of statement matching and program dependency analysis techniques.
• Improving our incremental learning framework by introducing instance selection mechanism. In this paper, the concept drift problem has been handled with the feature selection mechanism. In the future, the instance selection mechanism (e.g. KNN or CaseBase Editing) will be introduced into the model to achieve better prediction performance.
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