Purpose -While in developed economies, changes in monetary policy affect real economic activity in the short-run but only prices in the long-run, the question of whether these tendencies apply to developing countries remains open to debate. In this paper, we examine the effects of monetary policy on economic activity using a plethora of hitherto unemployed financial dynamics in inflation-chaotic African countries for the period 1987-2010.
Introduction
In large industrial economies, changes in monetary policy affect real economic activity in the short-term but only prices in the long-run. In transition and developing countries however, the question of whether monetary policy variables affect output in the short-run is open to debate (Starr, 2005) . Conversely, the evidence of real effects in a developed economy is supportive of the idea that monetary policy can be used to counter aggregate shocks.
Economic theory traditionally suggests that money influences business cycles, not the longterm potential real output. This suggests monetary policy in neutral in the long-run. The neutrality of money has been substantially documented in the literature (Olekalns, 1996; Sarletis & Koustas, 1998; Bernanke & Mihov, 1998; Bullard, 1999; Bae et al., 2005; Nogueira, 2009) . In spite of the theoretical and empirical consensus on this neutrality (Lucas, 1980; Gerlach & Svensson, 2003) , the role of money as an informational variable for decision making has remained open to debate (Roffia & Zaghini, 2008; Nogueira, 2009; Bhaduri & Durai, 2012) 1 .
The potential for using monetary policy in affecting real prices is also less clear. In countries that have experienced high inflation or in which labor markets are chronically slack, prices and wages are unlikely to be particularly sticky so that, monetary policy changes could pass quickly through prices and have little real effect (Gagnon & Ihrig, 2004) . Moreover, the globalization of financial markets undercut the potential of independent policy by significantly eroding the ability of small-open economies to determine interest rates independently of world markets (Dornbusch, 2001; Frankel et al., 2004) .
In light of the above, three challenges are central in the literature. Firstly, the extent to which monetary policy affects output in the short-run and prices in the long-run in developing
countries remains an open debate. Hence, the need to contribute to the scholarly and policy debates on the manner in which money matters in economic activity by providing an answer to the open question. Secondly, but for a few exceptions (Moosa, 1997; Bae & Ratti, 2000; Starr, 2005; Nogueira, 2009) , the literature on the long-run economic significance of money has focused on developed countries for the most part. Evidence provided by these studies may not be relevant for African countries because their financial dynamics of monetary policy have different tendencies. For example, financial depth (liabilities) in the perspective of money supply is not as relevant in African countries because a great chunk of the monetary base does not transit through the banking sector (Asongu, 2012a) . Thirdly, the empirical investigation that has focused on monetary aggregates has failed to take account of other proxies that are exogenous to money supply. For instance, other financial dynamics of efficiency (at banking and financial system levels), activity (from banking and financial system perspectives), and size (credit of the banking sector in relation to that of the financial system) substantially affect the velocity of money and hence, the effectiveness of monetary policy (both in the short-and long-run). Indeed, financial allocation efficiency is a serious issue in African countries because of surplus liquidity issues (Saxegaard, 2006) and consequently limited financial activity (credit).
The contribution of this paper to the literature is therefore fivefold. Firstly, it assesses the effects of monetary policy on output and prices in a continent (Africa) that has not received much scholarly attention. Secondly, there are certain specificities in monetary policy variables in developed economies that are not very relevant in Africa. Inter alia: on the one hand, financial depth in the perspective of money supply as applied in the developed world cannot be transported to Africa because a great chunk of the monetary base in the continent does not transit through the banking system; on the other hand, the effectiveness of the credit channel of monetary policy is an issue in Africa owing to the substantially documented surplus liquidity issues (Saxegaard, 2006; Fouda, 2009 Monetary Zone (EAMZ) need to be informed on the relevance of money as an instrument of economic activity (growth and price control). Fifthly, the use of a plethora of hitherto unemployed monetary policy variables complements existing literature by contributing to the empirics of monetary policy.
The rest of the paper is organized as follows. Section 2 highlights the debate and discusses monetary policy in Africa. The intuition motivating the empirics, the data and the methodology are discussed in Section 3. Empirical analysis is covered in Section 4. Section 5 concludes.
The debate and African monetary policy

The debate
For organizational purposes, we present the debate in two strands: the traditional discretionary monetary policy strand and, the second strand of nontraditional policy regimes that limit the ability of monetary authorities to use policy to offset output fluctuations.
In recent years, the rewards of shifting from traditional discretionary monetary policy to arrangements that favor commitments to price stability and international economic integration (such as inflation targeting, monetary unions, dollarization…etc) have been discussed substantially. An appealing prospect of discretionary policy is that the monetary authority can use policy instruments to offset adverse shocks to output by pursuing expansionary policy when output is below its potential and, contractionary policy when output is above its potential. For instance in the former situation, a policy-controlled interest rate can be lowered in a bid to reduce commercial interest rates and stimulate aggregate spending.
Conversely, a monetary expansion that lowers the real exchange rate may improve the competitiveness of a country's products in domestic and world markets and thereby, boost demand for national output (Starr, 2005) . As a matter of principle, a flexible countercyclical monetary policy can be practiced with inflation targeting (Ghironi & Rebucci, 2000; Mishkin, 2002; Cavoli & Rajan, 2008; Cristadoro & Veronese, 2011; Levine, 2012) .
In the second strand, nontraditional policy regimes limit the ability of the monetary authorities to use policy to offset output fluctuations. The degree to which a given country can use monetary policy to affect output in the short-term is open to debate. Findings for the US are consistent with the fact that, a decline in the key interest rate controlled by the Federal
Reserve tends to boost output over the next two to three years. But the effect dissipates thereafter so that the long-run effect is limited to prices (Starr, 2005) . Several studies have assessed whether the short-term effects of monetary policy on output in other countries are similar to those in the US. Mixed results have been found in seventeen industrialized countries (Hayo, 1999) and studies on two middle-income countries have found no evidence of Granger-causality from money to output, regardless of money used (Agenor et al., 2000) . Hafer & Kutan (2002) find that, interest rate generally plays a relatively more important role in explaining output in twenty OECD countries while Ganev et al. (2002) Weeks (2010) , such an approach is absurdly inappropriate since the vast majority of governments in SSA lack the instruments to make monetary policy effective 3 .
2 Monetary policy in Africa
Khan (2011) has looked at the relationship between the growth of GDP and different monetary aggregates in 20 economies of SSA and found empirical support for the hypothesis that credit-growth is more closely linked than in money-growth to the growth of real GDP. Mangani (2011) has investigated the effects of monetary policy on prices in Malawi and established the lack of unequivocal evidence in support of the conventional channel of monetary policy transmission mechanism. The findings suggest that exchange rate was the most important variable in predicting prices. The study recommends that authorities should be more concerned with imported cost-push inflation than with demand-pull inflation 4 . In a slight contradiction, Ngalawa & Viegi (2011) have also investigated the process through which monetary policy affects economic activity in Malawi and found that, bank rate is a more effective measure of monetary policy than reserve money.
Some studies have also focused on South Africa: with Gupta et al. (2010a) finding that house price inflation was negatively related to money policy shocks; Gupta et al. (2010b) showing that during the period of financial liberalization, interest rate shocks had relatively stronger effects on house price inflation irrespective of house sizes and; Ncube & Ndou (2010) complementing Gupta et al. (2010ab) 5 with the suggestion that, the direct effects of high interest rates on consumption appear to be more important in transmitting monetary policy to the economy than through indirect effects. Hence, the inference that monetary policy tightening can marginally weaken inflationary pressures (arising from excessive consumption) operating via house wealth and the credit channel. To demonstrate that monetary expansions and contractions may have different effects in different regions of the same country, Fielding 4 According to Mangani (2011) , in the short-run, pursuing a prudent exchange rate policy that recognizes the country's precarious foreign reserve position could be critical in deepening domestic price stability. Beyond the short-run, policy stability could be sustained via the implementation of policies directed towards the construction of a strong foreign exchange reserve base (as well as developing a sustainable approach to the country's reliance on development assistance). 5 Gupta et al. (2010ab) do not quantify the indirect effects of interest rate changes working through changes in house prices on consumer spending. Ncube & Ndou (2010) Braun, 2008) .
In light of the points presented in the introduction and the section above, the following hypotheses will be tested in the empirical section.
Hypothesis 1:
Monetary policy variables affect prices in the long-run but not in the short-run.
Hypothesis 2:
Monetary policy variables influence output in the short-term but not in the long-term.
Data and Methodology
Intuition for the empirics
Whereas there is vast empirical work on the effects of monetary policy on economic activity based on aggregate measures of money supply, there is yet (to the best of our knowledge) no employment of fundamental financial performance dynamics (that reflect the quantity of money supply) in the assessment of the long-run and short-term effects of monetary policy on output and prices. With this fact in mind, we are aware of the risks of "doing measurement without past empirical basis" and assert that reporting facts, even in the absence of past supporting studies (in the context of an outstanding theoretical model) may be a useful scientific activity. Moreover, applied econometrics has other tasks than merely validating or refuting economic theories with existing expositions and prior analytical frameworks (Asongu, 2012a,b) . Hence, the need to understand the economic/monetary intuition motivating the employment of a plethora of financial performance measures in the assessment of the incidence of monetary policy variables on economic activity.
From a broad standpoint, money supply can be understood in terms of financial depth, financial allocation efficiency, financial activity and financial size.
(1) Financial intermediary depth could be defined both from an overall economic perspective and a financial system standpoint. This distinction, as will be detailed in the data section is worth emphasizing because unlike the developed world, in developing countries a great chunk of the monetary base does not transit through the banking sector (Asongu, 2012c) . ( (Asongu, 2013a, b) and real GDP output (Asongu, 2013c) . These financial dynamic fundamentals entail all the dimensions identified by the Financial Development and Structure Database (FDSD) of the World Bank (WB). We are not the first to think out of the box when it comes to the empirics of monetary policy. Blinder (1987) franc countries, the seminal work of Mundell (1972) has shown that African countries with flexible exchange rates regimes have more to experience in 'money and inflation dynamics' than their counterparts with fixed exchange rate regimes 10 .
Consistent with the literature, the dependent variables are measured in terms of annual percentage change in the Consumer Price Index (CPI) and real GDP output (Bordo & Jeanne, 2002; Hendrix et al., 2009; Bae et al., 2005; Kishor & Ssozi, 2010; Moorthy & Kolhar, 2011) .
For organizational clarity, the independent variables are presented in terms of money (financial depth), credit (financial activity), efficiency and size. Firstly, from a money perspective, we are consistent with the FDSD and recent African finance literature (Asongu, 2013a, b) in measuring financial depth both from overall-economic and financial system perspectives with indicators of broad money supply (M2/GDP) and financial system deposits (Fdgdp) respectively. Whereas the former denotes the monetary base plus demand, saving and time deposits, the latter represents liquid liabilities of the financial system. It is interesting to distinguish between these two aggregates of money supply because, since we are dealing exclusively with developing countries, a great chunk of the monetary base does not transit via the banking sector. Secondly, credit is appreciated in terms of financial intermediary activity.
Thus, the paper seeks to lay emphasis on the ability of banks to grant credit to economic operators. We proxy for both banking-system-activity and financial-system-activity with "private domestic credit by deposit banks: Pcrb" and "private credit by deposit banks and other financial institutions: Pcrbof" respectively. Thirdly, financial size is measured in terms of deposit bank assets as a proportion of total assets (deposit bank assets plus central bank (Mundell, 1972, pp. 42-43). assets). Fourthly, financial efficiency 11 measures the ability of deposits (money) to be transformed into credit (financial activity). This fourth measure appreciates the fundamental role of banks in transforming mobilized deposits into credit for economic operators. We adopt indicators of banking-system-efficiency and financial-system-efficiency (respectively 'bank credit on bank deposits: Bcbd' and 'financial system credit on financial system deposits:
Fcfd').
Whereas definitions of the variables and their corresponding sources are presented in Appendix 2, summary statistics (with presentation of countries) and correlation analysis are detailed in Appendix 1 and Appendix 3 respectively. From a preliminary assessment of the summary statistics, we are confident that reasonable estimated nexuses would emerge. The correlation analysis provides empirical validity for the theoretical categorization of banking and financial system indicators into fundamentals of depth, efficiency, activity and size.
Methodology
The estimation technique typically follows mainstream literature on testing the longrun neutrality of monetary policy (Nogueira, 2009 ) and the short-run effects of monetary policy variables on output and prices (Starr, 2005) . The approach involves unit root and cointegration tests that assess the stationary properties and long-term equilibriums respectively. In these assessments, the Vector Error Correction Model (VECM) is applied for long-run effects while simple Granger causality is used for short-term effects. While application of the former model requires that variables exhibit unit roots in levels and have a long-run relationship (cointegration), the latter is applied on the condition that variables are stationary (do not exhibit unit roots). Impulse response functions are used to further assess the tendencies of significant Granger causality results.
Empirical Analysis
Unit root tests
We investigate (2007)), only financial system efficiency in Panel A is stationary in levels. Hence, the findings indicate the possibility of cointegration (long-run equilibrium) among the variables; because, in line with the EngelGranger theorem, two variables that are not stationary may have a linear combination in the long-run (Engle & Granger, 1987) . 
Cointegration tests
Vector Error Correction Model (VECM) for Monetary Policy and Inflation
Let us consider inflation and money with no lagged differences, such that:
The resulting VECMs are the following for Eq. (1):
In Eqs. (2) and (3), the right hand terms are the Error Correction Terms (ECTs). At equilibrium, the value of the ECT is zero. When the ETC is non-zero, it means that inflation and money have deviated from the long-run equilibrium; and the ECT helps each variable to adjust and partially restore the equilibrium relationship. The speeds of these adjustments are measured by  and  for inflation and money respectively. Therefore, Eqs. (2) and (3) are replicated for all the 'finance and inflation' pairs. The same deterministic trend assumptions employed in the cointegration tests are used. 
.0007*** (-3.522) Notes: ***, **, * denote significance at 1%, 5% and 10% respectively. The deterministic trend assumptions and lag selection criteria for the VECM are the same as in the cointegration tests. The lower-sections of the panels of Table 4 show feedbacks coefficients for the cointegrating vectors or the short-run adjustments of inflation and the monetary policy variables. Some adjustments are significantly different from zero, implying that these monetary policy variables are not weakly exogenous with regard to the parameters of the cointegration relationships in the upper-sections. In case of any deviation from the long-run equilibriums, these variables respond and adjust the system back to the equilibrium relationships. Only the monetary policy variables of financial depth and financial size are particularly significant in adjusting inflation to the equilibrium. Monetary policy fundamentals of credit and ability of banks to transform money into credit are not significant in adjusting inflation to the equilibrium. Therefore, in event of disequilibriums in the longrun, short-term adjustments in the ability of banks to transform money into credit do not matter in significantly correcting inflation. A possible and logical explanation for this outcome is the substantially documented surplus liquidity issues in African financial institutions (Saxegaard, 2006; Fouda, 2009) . This is robustly confirmed by the insignificance of the credit adjusting estimates of financial activity. Hence, allocation inefficiency and correspondingly, limited financial activity (credit) partially explain these insignificant contributions of credit and allocation efficiency in error correction. The ECTs have the expected signs and are in the right interval for a stable error correction mechanism (See the last point on robustness checks in Section 4.6 for discussion). It should be noted that the discussion above is both relevant for the hypotheses of independence and dependence in monetary policy. The degree sign (°) in Table 4 has been used to emphasize values that represent both.
Consistent with the Engle-Granger theorem, we examine short-run effects of the nexuses under investigation if the pairs are either not cointegrated or a variable is stationary in levels.
4 Granger Causality for Monetary Policy and Economic Activity
Let us consider the following basic bivariate finite-order VAR models: In light of the above, the resulting VAR models in first difference (for pairs that have failed the cointegration test) are the following:
The null hypothesis of Eq. (4) is the position that, Money does not Granger causes Inflation. Therefore, a rejection of the null hypothesis is captured by the significant Fstatistics; which is the Wald statistics for the joint hypothesis that estimated parameters of lagged values equal zero. Optimal lag selection for goodness of fit is in accordance with the AIC (Liew, 2004) . 
Impulse responses
Using Choleski decomposition on a VAR with ordering: 1) output, 2) a monetary policy variable; we compute IRFs for output and financial fundamentals of depth and size.
Appendix 4 shows Figures 1-3 for the VAR ordering: output, monetary policy; while Appendix 5 shows Figures 4-6 for the VAR ordering: monetary policy, output. In the graphical representation of the IRFs, the dotted lines are the two standard deviation bands which are used to measure the significance (Agénor et al., 1997, p. 19) . By virtue of the causality analysis, whereas we are more concerned with the first VAR ordering, the second VAR ordering has been presented simply for robustness purposes.
Based on the first VAR ordering, from intuition we expect a positive shock and financial size (Figure 6 ) respectively.
Robustness checks
In order to ensure that our results and estimations are robust, we have performed and analysis, the ability of financial allocation efficiency to insignificantly contribute in restoring inflation to its long-run equilibrium is consistent with the estimates of financial activity 16 . (6) The signs and intervals of the ECTs conform to theory. It is worthwhile laying emphasis on this seventh point. As a matter of principle, the speed of adjustment should be between zero and 'minus one' (0, -1) for a stable error correction mechanism. Therefore, if the ECTs are not within this interval, then either the model is misspecified (and needs adjustment), the data is inadequate (perhaps owing to issues with degrees of freedom) 17 or ultimately the error correction mechanism is unstable.
Discussion and policy implications
Retrospect to tested hypotheses
Hypothesis 1: Monetary policy variables affect prices in the long-run but not in the short-run.
For the first-half (long-run dimension) of the hypothesis, permanent changes in monetary policy variables (depth, efficiency, activity and size) affect permanent variations in prices in the long-term. But in cases of disequilibriums only financial dynamic fundamentals of depth and size significantly adjust inflation to the cointegration relations. With respect to the second-half (short-run view) of the hypothesis, monetary policy does not overwhelmingly affect prices in the short-term. Hence, but for a thin exception Hypothesis 1 is valid.
Hypothesis 2:
With regard to the short-term dimension of the hypothesis, only financial dynamics of depth and size affect real GDP output in the short-run. As concerns the long-run dimension, the neutrality of monetary policy has been confirmed. Hence, the hypothesis is also broadly valid.
Accordingly, had we used only the 1987-2006 sample period and restricted monetary policy variables to fundamental financial dynamics of depth and size, both hypotheses would have been overwhelmingly valid.
Implications for the long-run neutrality of money and business cycles
Economic theory has traditionally suggested that monetary policy can influence the business cycle, but not the long-run potential output. Despite theoretical and empirical consensus on money neutrality well documented in the literature, the role of money as an informational variable for money policy decisions has remained opened to debate with empirical works providing mixed outcomes. By using hitherto unemployed monetary policy variables, results offer only partial support for the traditional economic theory. While evidence of the long-run neutrality of money has been confirmed, the influence of monetary policy in short-run economic activity is apparent only with respect to monetary policy fundamentals of depth and size, with a greater effect from the latter (see discussion on IRFs).
It follows that contractionary and expansionary policies based on financial size would be more effective than those based on financial depth. Overall, this finding is not consistent with studies on two middle-income countries by Agenor et al. (2000), which establish no evidence of Granger-causality flowing from money to output, regardless of the measurement of money used.
The inability of monetary policy fundamentals of efficiency and activity to affect output in the short-run indicates that they cannot be used as policy instruments to influence business cycles (through expansionary and contractionary policies). Surplus liquidity issues (financial allocation inefficiency) and limited credit facilities (financial inactivity) could explain this side of the findings.
Implications for credit expansions and inflationary tendencies
There is a general consensus among analysts that significant money stock expansions that are not coupled with sustained credit increases are less likely to have any inflationary tendencies. This is at least true in the long-run because monetary policy variables theoretically have no incidence on prices in the short-term. This paper has reframed the consensus into an important question policy makers are most likely to ask today. In the long-run, do short-term adjustments in monetary policy variables matter in the restoration of the long-run inflationmoney equilibrium? The findings have three mains implications on this account: (1) there are significant long-run equilibriums between inflation and monetary policy variables; (2) the error correction mechanism is stable such that, in event of a disequilibrium, for all monetary policy variables under consideration, inflation is adjusted to the long-run relationship and; (3) only adjustments in the monetary policy fundamentals of financial size and financial depth are significant in the restoration of inflation to its equilibrium. This broadly implies that financial depths and size (if well calibrated) could be used for inflation targeting by the monetary authorities.
Implications for inflation targeting
Three main policy implications could be derived with respect to inflation targeting.
Firstly, we have seen that financial depth is a significant tool in fighting inflation with the effect of money supply doubling that of liquid liabilities. This difference in magnitude is broadly consistent with the fundamentals of financial development in African countries. It has been substantially documented that, a great chunk of the monetary base does not transit through the banking sector (Asongu, 2012c) . Hence, it is only normal to expect that adjustments in bank deposits (liquid liabilities) are less significant in magnitude in the restoration of inflation to its long-term equilibrium. Corollary to this explanation is the growing phenomenon of mobile banking and other informal financial activities that contribute to inflation but are not captured by formal (mainstream) financial (banking) activities (Asongu, 2013d) . Secondly, we have also noticed that the monetary policy variable of financial size (in terms of magnitude) more significantly adjusts inflation than financial intermediary depth (from money supply and liquid liabilities perspectives). In plainer terms, decreasing financial intermediary assets (in relation to total assets in the financial system) more substantially exerts deflationary pressures on consumer prices. It could thus be inferred that, tight monetary policy targeting the ability of banks to grant credit (in relation to central bank credits) is more effective 18 in fighting consumer price inflation than that targeting the ability of banks to receive deposits (financial depth). Thirdly, we have also seen that monetary policy variables of financial depth and financial size are more significant adjusters of inflation than financial efficiency and activity. The inherent surplus liquidity issues in African banks still explain this insignificance in adjustments (Saxegaard, 2006) .
Implications for the ongoing monetary policy debate
The monetary policy effects (long-run and short-term) on economic activity (output and prices) are broadly consistent with traditional discretionary monetary policy arrangements that favor commitment to price stability and international economic integration (such as inflation targeting, monetary unions…etc). Hence; on the one hand, a flexible countercyclical monetary policy (with financial fundamentals of depth and size) can be practiced with inflation targeting (Ghironi & Rebucci, 2000; Mishkin, 2002) and; on the other hand, contractionary and expansionary monetary policies based on financial depth and size can be used to offset output in the short term (Starr, 2005) .
Conversely, the absence of short-run effects from some monetary policy fundamentals on output is in line with the second strand of the debate which sustains that non-traditional policy regimes limit the ability of monetary authorities to use policy to offset output fluctuations. The inability of monetary policy authorities to use financial fundamentals of efficiency and activity to affect short-run real GDP is consistent with Week (2010) who views this IMF oriented approach as absurdly inappropriate because a vast majority of governments 18 Effectiveness here refers to the rate at which inflation is adjusted to its long-run equilibrium.
in SSA countries lack the instruments to make monetary policy effective 19 . From our findings, the monetary authorities can only use policy instruments of depth and size to offset adverse shocks to output by pursuing either an expansionary or a contractionary policy. In the same vein, we have also discovered that financial fundamentals of efficiency and activity do not significantly adjust inflation to the long-run equilibrium (see Table 4 ).
Implications for monetary policy independence
Beside the underlying hypotheses motivating the inquiry, the empirics have given birth to another hypothesis of monetary policy independence. While the intuition of and justification for the hypothesis have already been substantially covered in Section 4.2, it is relevant to take stock of how the assumption of monetary policy independence has influenced the results. Two points clearly stand out. Firstly, the assumption has not affected the relevance of Hypothesis 2 for two main reasons: on the one hand, the Westerlund (2007) and Pedroni (1999) tests are consistent on the long-run neutrality of money; on the other hand, short-run Granger estimates are not affected (see Panel A2 and Panel B2 in Table 5 ).
Secondly, if the hypothesis of independence in monetary policy is relaxed, two facts emerge:
on one hand, only financial efficiency has a long-term equilibrium with inflation and; on the other hand, in case of disequilibrium, adjustments in the fundamental dynamics of allocation efficiency do not significantly adjust inflation to the cointegration relationship. Ultimately, the issue of surplus liquidity still emerges even without the hypothesis of monetary policy independence.
Country/regional-specific implications
We now devote space to discussing specific implications for some of the sampled countries. The surplus liquidity issues may be due to the weight of political instability in some of the sampled countries. Fielding & Shortland (2005) 
Fighting surplus liquidity
It is also relevant to devote space in discussing how to fight surplus liquidity in to sustain the spread between bonds and reserves so that, commercial banks can invest excess liquidity in the bond markets; stifling the unwillingness of banks to expand lending by reducing asymmetric information and lack of competition and; developing regional stock exchange markets to broaden investment opportunities for commercial banks.
Caveats and future directions
The first draw-back to the analysis is the limited sample in the dataset. We have limited our sample to only 10 countries because of substantial reasons already discussed in the 20 For instance this is the case of the CEMAC region where the central bank sets a floor for lending rates and a ceiling for deposit rates above and below which interest rates are negotiated freely. Hence, replicating the analysis in a multivariate VAR context would be interesting. Another interesting future research direction could be to assess whether the findings apply to countryspecific cases of the sample.
Conclusion
While in developed economies, changes in monetary policy affect real economic activity in the short-run but only prices in the long-run, the question of whether these tendencies apply to developing countries remains open to debate. In this paper, we have examined the real effects of monetary policy using a battery of estimation techniques in inflation-chaotic African countries for the period 1987-2010. By using a plethora of hitherto unemployed financial dynamics (that broadly reflect monetary policy), we have provided significant contributions to the empirics of money. Two main hypotheses have been tested. Res pons e of D(DBACBA) to D(DBACBA)
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