Microwave technology offers the possibility for pre-hospital stroke detection as we have previously demonstrated using non-imaging diagnostics. The focus in this paper is on image-based diagnostics wherein the technical and computational complexities of image reconstruction are a challenge for clinical realization. Herein we investigate whether information about a patient's brain anatomy obtained prior to a stroke event can be used to facilitate image-based stroke diagnostics. A priori information can be obtained by segmenting the patient's head tissues from magnetic resonance images. Expert manual segmentation is presently the gold standard, but it is laborious and subjective. A fully automatic method is thus desirable. This paper presents an evaluation of several such methods using both synthetic magnetic resonance imaging (MRI) data and real data from four healthy subjects. The segmentation was performed on the full 3D MRI data, whereas the electromagnetic evaluation was performed using a 2D slice. The methods were evaluated in terms of: i) tissue classification accuracy over all tissues with respect to ground truth, ii) the accuracy of the simulated electromagnetic wave propagation through the head, and iii) the accuracy of the image reconstruction of the hemorrhage. The segmentation accuracy was measured in terms of the degree of overlap (Dice score) with the ground truth. The electromagnetic simulation accuracy was measured in terms of signal deviation relative to the simulation based on the ground Q. Mahmood et al. 153 truth. Finally, the image reconstruction accuracy was measured in terms of the Dice score, relative error of dielectric properties, and visual comparison between the true and reconstructed intracerebral hemorrhage. The results show that accurate segmentation of tissues (Dice score = 0.97) from the MRI data can lead to accurate image reconstruction (relative error = 0.24) for the intracerebral hemorrhage in the subject's brain. They also suggest that accurate automated segmentation can be used as a surrogate for manual segmentation and can facilitate the rapid diagnosis of intracerebral hemorrhage in stroke patients using a microwave imaging system.
Introduction
Worldwide, about 15 million people have a stroke each year and a third of these die [1] . Stroke is a disturbance to the intracerebral blood flow caused by either a clot blocking an artery (ischemic stroke) or bleeding as the result of a burst blood vessel (hemorrhagic stroke) [2] . As a consequence, the oxygen and glucose levels are reduced which in turn rapidly kills the affected brain tissue; e.g. an estimated loss of almost 2 million neurons per minute takes places for a large-vessel ischemic stroke [3] . Ischemic stroke is the most common type of stroke accounting for about 80% of cases (the proportion varies between countries) [4] . For ischemic stroke patients, thrombolytic treatment that dissolves the clot is very effective if given shortly after onset [2] . Unfortunately, only 1% -8% of ischemic stroke patients today receive thrombolytic treatment within the necessary time frame (4.5 h) because of delays in seeking medical attention and making a diagnosis [2] . Before thrombolytic treatment can be given, intracerebral hemorrhage has to be ruled out because treatment may aggravate the bleeding causing further brain damage and even death.
Computerized tomography (CT) is currently the gold standard for stroke diagnosis, with MRI often being used when CT does not give a definitive answer [5] . The main drawback of these imaging modalities is that they are bulky and not portable. Therefore, stroke patients have to be transported to the hospital to be diagnosed. Although purpose-built large ambulances with CT have been trialed with promising results [6] , this is an expensive solution and can only be considered in densely populated areas with well-developed traffic and telecommunications infrastructure. Ultrasound is a possible future portable alternative but at present is not effective for detecting intracerebral hemorrhage [7] . Thus there is a need for a fast, cost-effective and portable stroke detection imaging system that can be installed in ordinary ambulances.
To this end several microwave systems [8] - [11] have been proposed in recent years. The systems proposed in [8] - [10] were evaluated using numerical simulations whilst that proposed in [11] was used to obtain clinical measurements from stroke patients. Microwave imaging typically uses several microwave antennas positioned around the patient's head and measures the amplitude and phase for the propagated signal between all possible pairs of antenna combinations. Typically either a single frequency is used or multiple frequencies in an interval around 1 GHz are used. The dielectric properties of the brain tissues govern the microwave scattering [12] . The high contrast between blood and brain tissue means that a bleeding can be readily detected. Microwave imaging is based on reconstructing dielectric images that can be related to physiological changes in the brain.
At present, full 3D reconstruction algorithms typically need several hours to reconstruct an image. This is not feasible in ambulances where rapid reconstructions are needed. In principle fast reconstructions can be obtained using a patient-specific dielectric model of the head obtained from an MRI scan obtained prior to the patient suffering a stroke. An image reconstruction can then be calculated as an update to the prior head model, wherein the measured signals from the patient's head after they have suffered a stroke are compared with the corresponding simulations of the head model to localize changes in the tissue associated with the stroke.
The quality and fidelity of the dielectric head model necessarily impact on the accuracy of image reconstruction. The construction of a realistic dielectric head model involves, as a first step, the segmentation (delineation/ labeling) of the patient's head tissues from MRI data obtained before the patient suffered a stroke. The segmentation is then used to construct a dielectric head model by assigning to each tissue type its corresponding dielec-tric property (conductivity/permittivity) value.
Accurate segmentation of brain tissues from MRI data is a challenging task because of several factors including: i) the complexity and variability of the underlying anatomy; ii) noise; iii) the bias field (an unwanted lowfrequency signal caused by inhomogeneities in the magnetic fields of the MRI scanner); and iv) the low contrast between the skull, cerebrospinal fluid (CSF) and air in T1-weighted MRI data. Expert manual segmentation is today the gold standard but is time consuming, labor intensive and tedious.
In this paper we present a comparative study of several automated unsupervised (do not require training examples) segmentation algorithms for use in constructing a patient specific dielectric head model. The main purpose was to investigate how segmented head models could be used in a fast algorithm for reconstruction of hemorrhagic stroke. Another purpose was to investigate how the accuracy of the segmented model influenced the accuracy of the reconstructed image.
The algorithms were evaluated both directly in terms of segmentation accuracy and indirectly in terms of electromagnetic simulation accuracy and image reconstruction accuracy in a microwave tomography system for imaging intracerebral hemorrhage. The segmentation methods include the commonly used BET-FAST (brain extraction tool-FMRIB's automated segmentation tool) [13] [14] method, and five variations on a hierarchical segmentation approach (HSA) wherein the MRI data are initially partitioned into brain and non-brain, followed by a second step where individual tissues are segmented using either Bayesian adaptive mean-shift (BAMS), adaptive mean-shift (AMS), k means, fuzzy c-means, or FAST. The study was performed using both synthetic MRI data and real data from four healthy subjects. In the case of the synthetic data, the labeled tissues used to generate the MRI data were used as "ground truth" segmentation. In the case of the real data, expert manual segmentation served as "ground truth". The segmentations were done on the full 3D data. For computational reasons, the electromagnetic simulation and image reconstructions were done on a single 2D slice (located between the upper head and the eyes) from the 3D segmented MRI data.
The simulations were performed using a model of a microwave imaging system [15] , consisting of 20 antennas, placed equidistantly around a 2D dielectric head model (constructed from the 2D segmented slice). Scattering measurements (amplitude and phase of the simulated scattering signals) were obtained from a dielectric head model constructed from each segmentation method independently, and for a dielectric head model constructed from the ground truth with a simulated intracerebral hemorrhage. The scattering measurements were used in the image reconstruction algorithm.
Materials and Methods

Proposed Stroke Diagnosis Procedure
This section describes the proposed stroke diagnosis procedure using the microwave imaging system (see Figure 1) . It is assumed that brain MRI data exists for the patient prior to the onset of stroke; e.g. this might be routinely done for high-risk patients. The MRI data (Figure 1 , top-left) is segmented (see Section 2.3) to construct a patient specific dielectric head model (Figure 1, bottom-left) . This model is then used to simulate the scattering parameters (transmission and reflection coefficients) expected from the actual microwave measuring system (see Section 2.4).
The stroke patient is measured with the microwave imaging system (Figure 1 , top-right). The simulated and measured scattering parameters are then compared (Figure 1 , center-right) in the image reconstruction algorithm (see Section 2.4.1), wherein the reconstruction is generated based on the difference between these parameters. This reconstruction (Figure 1 , bottom-right) shows the change in dielectric properties of the brain tissues associated with bleeding. Both the measurement and reconstruction are designed to be performed in an ambulance equipped with a microwave based stroke diagnostic system. Note that for the purposes of this study, we mimic this scenario by using simulations of an intracerebral bleeding in place of real measurements.
MRI Data
Synthetic multi-modal MRI data (i.e. data acquired using different MRI techniques) together with real multimodal MRI data from four different healthy subjects were used in this study. These data are hereinafter referred to as the synthetic dataset, real dataset 1, real dataset 2, real dataset 3, and real dataset 4 respectively.
The synthetic dataset comprises T1-weighted, T2-weighted, and proton density-weighted (PD) MRI data, for 5% noise level and 20% bias field level, obtained from the BrainWeb simulated brain database [16] . Real dataset 1 comprises T1-and T2-weighted images of the head of a healthy subject. The data were acquired on a 3T (Tesla) Philips Achieva scanner.
Real datasets 2 -4 comprise T1-, T2-and PD-weighted scans of the heads of three healthy subjects respectively from the IXI dataset (IXI040_Guys_0724, IXI121_Guys_0772, and IXI144_Guys_0788) [17] . The data were acquired using a Philips Medical Systems Intera 1.5T scanner. Details of the scan parameters and image and voxel dimensions for each MRI dataset are shown in Appendix (Table A1 ).
Segmentation Methods
Manual Segmentation (Ground Truth)
In the case of the synthetic MRI dataset the nine tissue classes-white matter, gray matter, CSF, skull, skin, fat, muscle, connective, and glial matter-defined in the BrainWeb simulated brain database [16] were taken to be ground truth segmentation. This was reduced to seven classes by merging tissues with similar dielectric properties. In particular the connective and fat tissue classes were merged, and the glial matter and gray matter classes were merged.
For the real MRI datasets manual segmentations, by an experienced radio-oncologist, into five tissue classeswhite matter, gray matter, CSF, skull and skin-were taken as the ground truth. The decision to use five tissue classes represented a trade-off between the time needed to manually segment the images and the number of tissue classes. The manual segmentation took about 170 hours for 200 slices.
Automated Segmentation Methods
Six automatic (unsupervised) segmentation methods were compared in this study for use in constructing a di-electric head model of a subject, from MRI data acquired before the stroke event. Five are variations on a hierarchical segmentation approach and the last is a combination of the BET and FAST tools from the FMRIB Software Library (FSL). 1) Hierarchical Segmentation Approach A schematic of the hierarchical segmentation approach (HSA) is presented in Figure 2 . It takes as input multi-modal spatially-aligned MRI data of a subject (Figure 2 , top-left). This data can be modeled as a single spatial head volume (V) with vector-valued voxels. In the first level of the HSA (marked level 1 in Figure 2 ), the head volume (V) is segmented into brain and non-brain tissue. For this the T1-weighted data is used to obtain both a brain mask and a whole head mask (Figure 2 , top-center). The BET (Brain Extraction Tool) [13] is used to obtain the former and a simple whole head segmentation (WHSA) algorithm [18] [19] is used to obtain the latter. The set difference ("/") between these two masks then yields a mask of the non-brain head tissue (Figure 2 , topright). These masks effectively partition the head volume (V) into two disjoint sub-volumes: brain tissue ( BT V ) and non-brain tissue ( NBT V ) (Figure 2 , center). In the second level of the HSA (marked level 2 in Figure 2 ), the brain and non-brain tissue are segmented into their individual tissue classes. This is achieved by applying a multi-tissue segmentation algorithm (MTSA) independently to the brain and non-brain tissue. The brain tissue is segmented into white matter, gray matter, and CSF tissue (Figure 2 , bottom image on left side) while the nonbrain tissue is segmented into skin, skull, fat, and muscle tissue or skin, skull tissue (Figure 2 , bottom image on right side).
2) Multi-Tissue Segmentation Algorithms (MTSAs) We used five different unsupervised multi-tissue segmentation algorithms (MTSAs): adaptive mean shift (AMS) [20] , Bayesian adaptive mean shift (BAMS) [21] , FMRIB's automated segmentation tool (FAST) [14] , k means [22] , and fuzzy c-means [23] , independently in the hierarchical segmentation approach. AMS and BAMS (see [20] and [21] respectively for more detail) are variations on the mean shift algorithm. Mean shift [24] [25] is based on an adaptive gradient ascent approach to estimate the local maxima or modes of the probability density function underlying the feature space (features could be colors, texture, etc.). Ultimately each feature point is associated with a mode (local maxima of the probability density function corresponding to a dense region in the feature space) thereby defining clusters (groups of features points). The advantages of mean shift are that it doesn't require any initialization for clustering and performs well in the presence of noise and the bias field. The FAST tool [14] is commonly used for brain tissue segmentation. The underlying method is based on the hidden Markov random field model and associated Expectation-Maximization (HMRF-EM) algorithm [14] .
The methods k means [22] and fuzzy c-means [23] are based on the distance function to partition the input data into clusters. These methods are frequently used in the pattern recognition field.
Hereinafter, the five variations of the HSA are denoted HSA-AMS, HSA-BAMS, HSA-FAST, HSA-k means and, HSA-fuzzy c-means.
3) FMRIB Software Library (FSL) tools: BET-FAST The combination of the BET [13] and FAST [14] tools (BET-FAST) in FSL is commonly used for the creation of patient-specific dielectric models [26] - [28] . The BET-FAST segmentation approach takes the same inputs as the hierarchical segmentation approach (HSA), shown in Figure 2 . The BET tool is applied to extract the braintissue mask, skull-tissue mask, and skin-tissue mask from the T1-weighted images (similar to HSA level 1 in Figure 2 ). The FAST tool is then used to segment the brain-only image (masked version of the T1-weighted images) into three tissue classes: white matter, gray matter, and CSF (similar to HSA level 2 in Figure 2 ).
Optimal Parameters Settings for the MTSAs and BET-FAST tool
In this study, the AMS and BAMS MTSAs were applied with the same parameter settings as described in [20] and [21] respectively. The k means, fuzzy c-means, and FAST MTSAs were initialized using the prior knowledge of tissue intensity ordering in the T1-weighted MRI scan. For example, in the T1-weighted MRI scan the highest intensity value was used to initialize the cluster for WM tissue, the lowest intensity value was used to initialize the cluster for CSF tissue, and the mean of the highest and lowest intensity values was used to initialize the cluster for GM tissue. Moreover, for the fuzzy c-means, the parameter m (controls the fuzziness of the resulting clusters) was set to 1.5 and for FAST, the parameter H (MRF beta) was set to 0.1. For the brain, skull and skin mask extraction, the BET tool was applied using the threshold parameter 0.5 f = .
Computational Complexity and Time
Since the mean shift is an iterative intensive algorithm, the methods: HSA-AMS and HSA-BAMS have high computational complexity compared to the other competing methods. The approximate execution time for each method for the segmentation of the synthetic multi-modal 181 × 217 × 181 MRI head volume on a single desktop PC running 64-bit Ubuntu 10.04 with 8 GiB ram memory and Intel Core i7 CPU 870 at 2.93 GHz is presented in Table A2 (see Appendix).
Procedure for Evaluating the Intracerebral Hemorrhage Reconstruction
In this study, the MRI datasets were independently segmented in 3D using each segmentation method. A single 2D axial slice (slice between the upper head and the eyes) from each segmented dataset was then independently used to construct a 2D dielectric head model (representing the situation where there is no hemorrhage) by assigning to each tissue class conductivity/permittivity properties obtained from [12] . A dielectric head model was similarly constructed from the ground truth segmentation for each MRI data set and manually modified to yield dielectric head models corresponding to intracerebral hemorrhages of different sizes and locations. Eight different hemorrhages were simulated by superimposing two different sized disks in four different positions (see Figure 3) . The radii for the large and small intracerebral hemorrhages were 20 mm and 10 mm, respectively. Each 2D dielectric head model without intracerebral hemorrhage was used in an electromagnetic simulation to compute scattering parameters (see Figure 1 , bottom-left side). In principle these parameters can be pre-computed to facilitate real time reconstruction. Scattering parameters were similarly obtained for each dielectric head model corresponding to a hemorrhage (in the real world these would be obtained from the stroke patient using a helmet fitted with a microwave antenna array).
The antenna configuration for the microwave imaging system, used in this study for electromagnetic simulations, is shown in Figure 4 . It comprises 20 antennas placed equidistantly around the dielectric head model. The antennas are used both as transmitters and receivers. For each tomographic measurement, one antenna at the time is used as transmitter while the others are used as receivers to measure the scattered signals. This process is continued until all antennas have been used as transmitters and all possible antenna combinations have been measured.
The electromagnetic simulations were performed with a 2D finite-difference time domain (FDTD) method [29] [30] . The FDTD method was used to simulate the electric fields inside the head as well as to simulate the scattering parameters from the head. The electric fields and scattering parameters for each pair comprising a head model without hemorrhage and the corresponding head model with a simulated hemorrhage were then used as inputs to the image reconstruction algorithm in order to reconstruct the intracerebral hemorrhage (see Figure  1 , bottom-right).
Reconstruction Algorithm
The algorithm takes as input the simulated and measured signals, obtained from the head model without and the corresponding head model with a simulated hemorrhage respectively, and processes this data in order to determine the change in dielectric properties of the brain tissues associated with the intracerebral hemorrhage. In this study, we used a fast reconstruction algorithm, which is based on a Born approximation [31] , wherein it is assumed that the scattering electric field due to the small perturbation (intracerebral hemorrhage) is negligible compared to the incident electric field.
Based on the Born approximation, the difference between the scattering parameters (obtained from the FDTD simulation as described above) simulated using the dielectric head model without hemorrhage and the scattering parameters simulated using the dielectric head model with hemorrhage (in practice, measured) [32] [33] is given by 
where δε represents the change in dielectric properties of the brain tissues due to the intracerebral hemorrhage, 0 E is the incident electric field in the image domain and G is the Green's function that represents the electric field resulting from the pixels acting as single point scatterers in the image domain [34] . Both 0 E and G are obtained using the dielectric head model without hemorrhage. For simplicity, Equation 1 can be expressed as In order to construct the intracerebral hemorrhage, we solved Equation (2) for x . Equation (2) represents a system of ill-posed linear equations. To make it well posed, a Tikhonov regularization was used [35] . Equation (2) then becomes 2 2 arg min α
where α is the regularization parameter and R is the Tikhonov stabilization operator.
The solution of Equation (3) is then ( )
where x is the estimated change of dielectric properties of the brain tissues due to the intracerebral hemorrhage. In this study we chose R to be the identity matrix.
Quantitative Evaluation
The quantitative evaluation of each segmentation method for each data was done in terms of segmentation accuracy over all tissues, electromagnetic simulation accuracy, and reconstruction image accuracy for intracerebral hemorrhage. Segmentation accuracy for each tissue type, each method and each dataset was evaluated in terms of the Dice score [36] . The Dice score measures the degree of overlap between the ground truth and the segmentation. The Dice score for the i th tissue is given by ( ) (6) where N is the total number of tissues.
The electromagnetic simulation accuracy was evaluated in terms of signal deviation (F). The signal deviation was defined as the sum of squared difference between the scattering signals obtained from the dielectric models with and without intracerebral hemorrhage, respectively. It is given by
where N is the total number of antennas, n is the total number of signal samples and ( ) , GTB S k t is the t th sample of the scattered signal received from the k th antenna, using the dielectric head model with simulated intracerebral hemorrhage and
k t is the t th sample of the scattered signal received from the k th antenna, using the dielectric head model without hemorrhage.
The reconstruction image accuracy for both conductivity and permittivity of intracerebral hemorrhage for each dataset and each segmentation method was measured with respect to the ground truth in terms of relative error.
The relative error (RE) for the permittivity [29] is given by
where S is the region of intracerebral hemorrhage being reconstructed, ε GT represents the permittivity profile of the intracerebral hemorrhage reconstruction using the ground truth, and ε ASM is the permittivity profile of the intracerebral hemorrhage reconstruction using the automatic segmentation method. The relative error for the conductivity is similarly defined. We also measured the accuracy of image reconstruction in terms of the Dice score by computing the degree of overlap between the actual (simulated bleeding in the ground truth brain) and reconstructed intracerebral hemorrhage.
Finally the mean signal deviation, mean relative error and mean Dice score were computed over the four different positions for both large and small intracerebral hemorrhages (see Figure 3) .
Optimal Parameters Settings for the Reconstruction Algorithm
The ground truth from the synthetic data was used to empirically determine the optimal settings for the α and f parameters for the reconstruction algorithm. The optimal values of α and f for the reconstruction algorithm were obtained using a grid search over a predefined range of values. For each 2-tuple ( α , f), the accuracy of image reconstruction for intracerebral hemorrhage was evaluated in terms of mean Dice score over the four different positions for two different sizes. The optimal 2-tuple was chosen to be that which yielded the highest mean Dice score.
We have previously shown that different sized objects are best reconstructed at different frequencies [30] . Therefore we have used different frequencies when reconstructing the large and the small intracerebral hemorrhage respectively. For the large hemorrhages f = 350 MHz was used. For the small hemorrhages separate reconstructions were made at f = 350, 550, 750 and 850 MHz. Averaging all the individual reconstructed dielectric images then generated the final reconstruction. The optimal value of α was empirically found to be α = 0.05. Figure 5 shows a segmentation example for each method including ground truth for a single axial slice from the synthetic dataset for 5% noise level with 20% bias field level. It can be seen that the methods HSA-BAMS and HSA-AMS yield fewer segmentation errors (every misclassified pixel is shown with a black dot) than the other methods. This suggests that HSA-BAMS and HSA-AMS are more robust to the noise and bias field. The methods: HSA-k means, HSA-fuzzy c-means, HSA-FAST and BET-FAST have a higher tendency to misclassify the gray matter as CSF. Moreover, HSA-k means and HSA-fuzzy c-means have a higher tendency to misclassify the fat as muscle tissue and the muscle as skin tissue while HSA-FAST has a higher tendency to misclassify the fat as muscle and skin tissue. However, in the BET-FAST method, BET is limited to segmenting the non-brain into two tissue types: skin and skull, wherein the fat and muscle are included in the "skin" class. Therefore, BET-FAST has higher misclassification of skin tissue. Moreover, the BET-FAST method over segments the skull tissue. Figure 6 shows a segmentation example for each method for a single axial slice from real dataset 2. It can be seen that the method HSA-BAMS yields fewer segmentation errors (shown in black dot) than the other methods. The methods: HSA-k means, HSA-fuzzy c-means, HSA-FAST and BET-FAST have a higher tendency to misclassify the white matter as gray matter and the gray matter as CSF. Moreover HSA-AMS as well as other competing methods (HSA-k means, HSA-fuzzy c-means. HSA-FAST and BET-FAST) over segment the skull tissue. For the other real datasets (dataset 1, dataset 3 and dataset 4), similar axial slices were selected for the evaluation and the qualitative results for these datasets were similar to those of dataset 2 (shown in Figure 6 ).
Results and Discussion
Qualitative Evaluation for Segmentation Accuracy
(a) (b) (c) (d) (e) (f) (g)
Segmentation Accuracy versus Electromagnetic Microwave Simulation Accuracy
The accuracy of image reconstruction depends on the accuracy of electromagnetic microwave simulation. In turn the accuracy of the electromagnetic simulation depends on the segmentation accuracy. Combined plots of segmentation accuracy (Dice score over all tissues) and electromagnetic simulation accuracy (signal deviation over all simulated hemorrhages) are shown in Figure 7 for each segmentation method and each dataset.
The results in Figure 7 show that the method HSA-BAMS has the lowest mean signal deviation and highest mean Dice score compared to the other methods. The results also show that the mean signal deviation measured using only the ground truth is very small compared to that measured using the automated segmentation methods. This suggests that tissue segmentation accuracy affects the simulated scattering signals more than the intracerebral hemorrhage.
Qualitative Evaluation for Intracerebral Hemorrhage Reconstruction
Example reconstructions of the permittivity and conductivity profiles for a large intracerebral hemorrhage with radius size of 20 mm from the synthetic dataset are shown in Figure 8 and Figure 9 respectively. Example reconstructions of the permittivity and conductivity profiles for a small intracerebral hemorrhage with radius size of 10 mm from the real dataset 2 are shown in Figure 10 and Figure 11 respectively.
In each figure, the contours in the reconstructed images show the structures of the head tissues, wherein the actual intracerebral hemorrhage is shown as a circular contour. The color bar represents the range of intensity for the reconstructed images. In the reconstructed images, the white pixels correspond to background and the yellow and red pixels correspond to the intracerebral hemorrhage. Figure 8 and Figure 9 show that the reconstructions of the large intracerebral hemorrhage obtained using the segmentation methods HSA-BAMS and HSA-AMS are better than that obtained using the HSA-k means, HSAfuzzy c-means, HSA-FAST and the BET-FAST method, and are similar to that obtained using the ground truth. Figure 10 and Figure 11 show that the reconstructions of the small intracerebral hemorrhage obtained using the segmentation method HSA-BAMS are better than that obtained using the competing methods and are similar to that obtained using the ground truth. Figure 10 also shows that there is no overlapping between the location of the actual intracerebral hemorrhage and the location of the reconstructed intracerebral hemorrhage obtained using HSA-k means, HSA-fuzzy c-means, HSA-FAST and the BET-FAST method.
Quantitative Evaluation for Intracerebral Hemorrhage Reconstruction
The reconstructed images for both normalized permittivity and conductivity are shown in Figures 8-11 . In order to quantitatively assess the accuracy of the reconstructions, the first problem is to define what part of the reconstructed object defines the boundaries of the bleeding. It is not immediately straightforward how to do this and quantifying the levels of artifacts and reconstructions would require further investigations. We have therefore taken the following approach in the analysis, a threshold level "T" for both normalized permittivity and conductivity was defined. It was used to discriminate the intracerebral hemorrhage from the background. To exemplify, three different values T = 0.6, 0.7, 0.8 were selected and used for further analysis. The images were normalized to have maximum value 1, the permittivity/conductivity values below the threshold level, T were treated as background while the permittivity/conductivity values above T were considered to represent the intracerebral hemorrhage. The Dice score was then measured between the actual and reconstructed intracerebral hemorrhage for both permittivity and conductivity. Figure 12 shows the combined plots for the mean Dice score for the threshold level 0.7 and the mean relative error for permittivity for both large and small intracerebral hemorrhages.
The plots for the synthetic data for both large and small intracerebral hemorrhages show that the methods HSA-BAMS and HSA-AMS have better reconstruction accuracy (higher mean Dice score and lower relative error) than HSA-k means, HSA-fuzzy c-means, HSA-FAST and BET-FAST. The plots for each real dataset show that, relative to the ground truth, HSA-BAMS has better reconstruction accuracy (higher mean Dice score and lower relative error) than all other segmentation methods. For the small intracerebral hemorrhage, it can also be observed that HSA-k means, HSA-fuzzy c-means, HSA-FAST and BET-FAST have zero mean Dice score; this indicates that there is no overlap between the reconstructed intracerebral hemorrhage and the actual intracerebral hemorrhage. This can be clearly seen in Figures 10(d)-(g) .
In the case of conductivity, similar results were obtained for the mean Dice score and mean relative error for both large and small intracerebral hemorrhages. The mean Dice score was also computed for the other threshold levels 0.6 and 0.8 respectively. For each method, similar trends were found in the results of permittivity and conductivity for both large and small intracere bral hemorrhages.
Conclusions
In this study, we presented an evaluation of six automatic segmentation methods for use in the construction of a dielectric head model for imaging an intracerebral hemorrhage in MR brain images using a simulated microwave imaging system. The evaluation was performed using synthetic MRI data as well as real MRI data from four different healthy subjects. The evaluation was done in terms of segmentation accuracy over all tissues, electromagnetic simulation accuracy, and image reconstruction accuracy for the intracerebral hemorrhage in the subject's brain for four different positions with two different sizes.
The results show that the automatic segmentation method HSA-BAMS has better performance (higher segmentation accuracy, lower signal deviation and lower relative error) compared with the other methods. The results also indicate that accurate segmentation of tissues leads to accurate reconstruction of intracerebral hemorrhage in the subject's brain. Overall the results suggest that automated segmentation (in particular HSA-BAMS) can be used as a surrogate for manual segmentation of the head tissues required for the image reconstruction algorithm.
This study represents a first step towards the visualization of intracerebral hemorrhage for stroke patients in near real-time using contemporary computing power in mobile devices suitable for field use. In the future, we aim to investigate the performance of the automatic segmentation method HSA-BAMS for the reconstruction of intracerebral hemorrhage in MR images using microwave-based measurements from stroke patients. 
