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The interactions between elementary excitations such as phonons, plasmons, magnons, or particle-
hole pairs, drive emergent functionalities and electronic instabilities such as multiferroic behaviour,
anomalous thermoelectric properties, polar order, or superconductivity. Whereas various hybrid
excitations have been studied extensively, the feed-back of prototypical elementary excitations on
the crystal electric fields (CEF), defining the environment in which the elementary excitations arise,
has been explored for very strong coupling only. We report high-resolution neutron spectroscopy
and ab-initio phonon calculations of CeAuAl3, an archetypal fluctuating valence compound. The
high resolution of our data allows us to quantify the energy scales of three coupling mechanisms
between phonons, CEF-split localized 4f electron states, and conduction electrons. Although these
interactions do not appear to be atypically strong for this class of materials, we resolve, for the
first time, a profound renormalization of low-energy quasiparticle excitations on all levels. The
key anomalies of the spectrum we observe comprise (1) the formation of a CEF-phonon bound
state with a comparatively low density of acoustic phonons reminiscent of vibronic modes observed
in other materials, where they require a pronounced abundance of optical phonons, (2) an anti-
crossing of CEF states and acoustic phonons, and (3) a strong broadening of CEF states due to the
hybridization with more itinerant excitations. The fact that all of these features are well resolved in
CeAuAl3 suggests that similar hybrid excitations should also be dominant in a large family of related
materials. This promises a predictive understanding towards the discovery of new magneto-elastic
functionalities and instabilities.
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As the elementary excitations in solids reflect differ-
ent aspects of the entire system of electrons, a wide
range of coupling phenomena may be expected. For
instance, the phonon-polariton, plasmon-polariton, or
electro-magnon change their character continuously as a
function of wavevector and energy1. In metallic systems
well-defined fermion quasiparticle excitations have been
reported, featuring electron-phonon interactions, as well
as strongly dispersive paramagnon or polaronic dressing
clouds2. The interest in such coupled elementary exci-
tations has been driven by the search for and discovery
of anomalous materials properties and electronic insta-
bilities. These may either be a direct consequence of the
hybrid character of the low-energy dynamics, or result
from from changes in lifetime and dispersion of pure ele-
mentary excitation, which affect the nature and range of
their interactions.
Crystal electric fields (CEFs) may be considered one of
the most important aspects in local-electron many-body
physics, as they determine the environment in which ele-
mentary excitations arise. In this capacity, the CEFs con-
trol the nature and coupling of spin and orbital degrees of
freedom, as well as electronic and magnetic anisotropies.
The conventional static properties of the CEF excita-
tions are extremely well understood and documented.
In comparison, long-standing open questions concern the
feed-back of elementary excitations on the CEFs, which
leads to the formation of additional excitations beyond
the expectations on the single ion level, as well as fi-
nite lifetimes and anomalous temperature dependences.
Two primary mechanisms have been considered as the
origin of such CEF properties. First, phonons may create
CEF transitions between neighboring ions3, representing
an important example of so-called magnetoelastic (ME)
coupling4–7. Second, in metallic systems a coupling exists
with particle-hole excitations8.
While various facets of the CEFs have been studied
for nearly five decades, experimental evidence reflecting
different coupling strengths as well as the full range of
properties of the CEFs is surprisingly limited9–14. This
situation may be traced to the underlying interplay of en-
ergy scales, i.e., CEF excitations, phonons, particle-hole
pairs, spin-orbit coupling, and magnetic interactions, all
of which tend to be of similar strength, representing
therefore a veritable chicken-and-egg-type of problem.
Experimentally, the direct measurement of such com-
plex low-energy dynamics requires a single crystal spec-
troscopic method with high resolution in both energy
and momentum transfer. In contrast, as CEF ex-
citations are traditionally assumed to be momentum-
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2independent they have typically been determined in
polycrystalline samples. Moreover, studies reporting
momentum-resolved data on single crystals focus on a
single facet of the hybrid character only, and lack the
necessary comprehensive information. In turn, there are
a number of long-standing issues that may be resolved
with targeted spectroscopic measurements, such as the
feed-back of the ME coupling on the CEFs and spectrum
of phonon excitations15 the unambiguous identification
of genuine hybrid excitations such as anticrossings16, and
the origin and nature of finite lifetimes and temperature
dependences of the CEFs17,18.
Taken together, these represent general problems,
which are potentially relevant in any correlated-electron
system. However, rare-earth intermetallics with moder-
ate ME coupling are particularly suited for their study,
because the different aspects of the hybrid character are
well-defined and tractable. Namely, as both spin and
orbital angular contributions generate the ME coupling,
the well defined multiplett structure of the f-shells in rare
earth compounds makes the ME coupling particularly
tractable19.
The rich diversity of CEF-driven magnetoelastic phe-
nomena in rare-earth based compounds has been recog-
nized for a long time. Perhaps most prominent is the
formation of a bound state between the CEF excita-
tions and phonons in CeAl2, known as vibronic-bound
state (VBS)20–23. The key requirements of the VBS as-
sumed so far are rather stringent, comprising a pristine
(non-hybridized) CEF level at the same energy as a large
phonon density of states. Moreover, as the phonons must
have the same symmetry as the CEF level to permit hy-
bridization and the phonon density of states must be ex-
cessive, it has been assumed that the VBS may only be
formed with weakly dispersive (optical) phonons. De-
spite its conceptual importance, numerous questions are
still unresolved in CeAl2. These include the importance
of phonons other than the optical modes, the observa-
tion of complex excitations at momentum transfers away
from the Γ point24, and the absence of Raman scattering
of the highest level VBS25,26.
Several studies have proposed the formation of a VBS
in other materials, considering an interplay of optical
phonons with CEF excitations as in CeAl2. For in-
stance, consistent with this mechanism evidence for a
VBS in polycrystalline PrNi2 vanishes as the optical
phonon levels shift to lower energies under doping27. Pu-
tative evidence for vibronic states was also reported in
cubic Ce3Pt23Si11
28 as well as the tetragonal systems
CePd2Al2
10,29 and CeCuAl3
11. Moreover, vibronic ex-
citations have even been proposed in rare-earth doped
cuprates30, as well as geometrically frustrated oxides such
as Tb2Ti2O7
5,12 and Ho2Ti2O7
31, which underscores the
wide-spread relevance.
A different interplay with dispersive phonon branches
as a function of momentum has been proposed in the
regime of a steep crossing with the CEF excitations. For
the case of dipolar magnetic interactions the emergence
of an anticrossing in the presence of an applied magnetic
field or spontaneous magnetic order has been observed,
e.g., in Pr, PrAl2, and TmVO4
32–37. On the other hand,
an anticrossing in zero magnetic field may be expected
theoretically between phonons and quadrupolar excitons,
as putatively observed in PrAlO3
38 and TbVO4
39. In in-
termetallic rare-earth compounds only indirect evidence
for an anti-crossing has been reported for PrNi5
16, where
a mere shifting of the exciton energies before and after
the crossing could be detected, whereas the actual an-
ticrossing could not be resolved. Interestingly, it has
been speculated that the scattering of the phonons by
magnetic excitons causes anomalous contributions to the
thermal conductivity of PrNi5
40.
Finally, the lifetime and temperature dependence of
CEF excitations have been known to display pronounced
deviations from the expected thermal population of
single-ion states17,41–45. In a seminal theoretical study
Becker, Fulde and Keller (BFK)8 successfully explained
the anomalous temperature dependences of the CEF oc-
cupation in terms of the temperature dependence of the
interaction with particle-hole excitations in metallic sys-
tems. In turn, a large number of studies have attributed
the broadening and temperature dependent effects ob-
served experimentally to this mechanism. Of particular
interest is the possibility of superconductive pairing due
to CEF excitations and quadrupolar fluctuations as pro-
posed in UPd2Al3 and PrOs4Sb12
17,4446. In this context,
the broadening and thermal effects of the CEF are of
central importance for the understanding of the metallic
state and putative electronic instabilities.
In this paper we report a comprehensive inelastic neu-
tron scattering study of the spectrum of low-lying ex-
citations in CeAuAl3 and ab initio phonon calculations.
This compound is a member of the CeTAl3 series (T=Ce,
Au, Pd, Pt), which forms part of a wider family of BaAl4-
type materials49. Our findings for CeAuAl3 are therefore
directly relevant for a large number of systems featur-
ing strong electronic correlations and magnetic order at
the border of a quantum phase transition. Early mea-
surements of the thermal, magnetic an charge transport
properties of polycrystalline samples established that
CeAuAl3 is a valence fluctuating compound with anti-
ferromagnetic order below TN = 1.32 K
47.
The enhancement of the linear temperature depen-
dence of the specific heat and quadratic temperature de-
pendence of the resistivity (γ = 227 mJ mol−1 K−2 and
A = 5µΩcmK−2, respectively) are characteristic of a
heavy Fermi liquid state. The CEF lifts the degener-
acy of the Ce3+ J = 5/2 manifold, which has a charac-
teristic impact on both the magnetic susceptibility and
specific heat of the material. However, the first and sec-
ond doublet at TI = 57 K and TII = 265 K are split from
the ground state such that they have no bearing on the
bulk properties and the enhancement of the Fermi liquid
ground state. Overall, CeAuAl3 appears to be a typ-
ical Ce-intermetallic, which shares many of it physical
properties with a large number of related materials. One
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FIG. 1. Depiction of key characteristics of CeAuAl3 in
real and reciprocal space. (a) Crystallographic unit cell of
CeAuAl3. The tetragonal BaNiSn3 structure (space group
I4mm, No. 107) lacks inversion symmetry47–49. (b) Brillouin
zone of a body-centered tetragonal lattice (where c > a).
High symmetry positions are marked according to the Bil-
bao notation50, where points, lines and planes are denoted by
black, blue and white letters, respectively. (c) (h, k, 0) and
(h, 0, l) planes in reciprocal space. Locations at which data
was recorded are marked by a red line.
unusual feature is its anisotropic reduced thermal con-
ductivity (compared to non-magnetic LaAuAl3). This
has been interpreted in terms of enhanced magnetoelas-
tic phonon scattering on the Ce ions taking into account
the CEF splitting51.
The observation of a VBS state in CePd2Al2
10, a re-
lated tetragonal compound, appears to be intimately re-
lated to a structural phase transition and underscores
a strong interplay of the CEF excitations and phonons
in this class of systems. Indeed, time of flight (TOF)
neutron spectroscopy revealed also a VBS in polycrys-
talline CeCuAl3
11, as confirmed recently in polarized sin-
gle crystal neutron spectroscopy52 and in slightly off-
stoichiometric samples53. Here, too, electronic excita-
tions are assumed to hybridize with optical phonons,
which results in four doublets |Γ6, 0〉, |Γ6, 1〉 and |Γ1,27 , 0〉.
This suggests that the symmetry of the lattice fluc-
tuations imparts a different character to the VBS in
tetragonal, as compared to cubic, systems. Yet, system-
atic time-of-flight neutron spectroscopy in polycrystalline
CeRhGe3
54 and CeAuAl3
55 failed to detect a VBS. More-
over, the search for magnetoelastic phonon softening by
inelastic x-ray scattering in CeCuAl3 and CeAuAl3 has
been inconclusive56.
In contrast, revisiting the properties of single-crystal
CeAuAl3 in careful triple-axis neutron spectroscopy we
find clear evidence for strong feed-back of phonons and
particle-hole excitations on the CEF excitations. In par-
ticular we find a VBS, a clear anticrossing and substan-
tial broadening of the CEFs. The observed behaviour is
rather subtle and below the detection limit of neutron
TOF spectroscopy in polycrystals55, but consistent with
the reduced thermal conductivity of CeAuAl3
51. The
rather weak coupling between CEFs, phonons and con-
duction electrons suggests that similar hybrid excitations
must be generic in a wide range of materials.
RESULTS
The direct observation of the interplay between the
lattice and electronic properties requires a spectroscopic
probe which couples both to the lattice and electronic
transitions with high resolution in both energy- and mo-
mentum transfer. Inelastic neutron scattering (INS) is
uniquely suited to the task. Careful comparison of the
INS signal in different Brillouin zones, and the temper-
ature dependence of this response allows to distinguish
nuclear and magnetic contributions to the spectral re-
sponse, even without the need for polarization analysis.
We have therefore used neutron triple axis spectroscopy
at the spectrometers PANDA and PUMA at the Heinz-
Maier Leibniz Zentrum at the Technical University of
Munich. For technical details, we refer to the methods
section and supplementary information57.
A high-quality and high-purity single crystals of
CeAuAl3 was grown by the optical floating zone
method, using a ultra-high-vacuum compatible prepara-
tion chain58. The unit cell of the material (corresponding
to the BaNiSn3 structure type) is shown in Fig. 1 (a). As
previously reported, x-ray and neutron diffraction exper-
iments revealed a very small amount of antisite disorder
in these samples48,49. This was also confirmed in recent
NMR measurements in the CeTX3 systems, which found
minimal antisite disorder in CeAuAl3, compared to other
members of the series59.
Shown in Fig. 1 (b) is the first Brillouin zone (BZ) of
the body-centered tetragonal unit cell of CeAuAl3, where
high symmetry directions are marked according to the
Bilbao notation50. Points, lines and planes in the BZ are
denoted by black, blue and white letters, respectively.
The relevant (h,k,0) and (h,0,l)-planes, and the trajec-
tory of our measurement in reciprocal space are shown
in Fig. 1 (b) and (c) as indicated by a red line. Starting
at the Γ point in the centre of the Brillouin zone, this tra-
jectory proceeded initially along the c-axis towards the
zone boundary at the M point. It then covered the prop-
erties in the ab-plane between the M and the S points.
From here the trajectory returned back to the Γ point.
Since these directions of momentum transfer do not co-
incide with the main crystallographic directions of the
primitive unit cell, neutrons couple to all polarizations
of phonon modes. This proves to be very helpful in the
4discussion of our data presented below.
An overview of the excitation spectra of CeAuAl3 as a
function of reduced scattering wave vector q we observe is
presented in Fig. 2 (a). For any reduced scattering vector
q, the spectra feature two flat excitations, marked by red
and green shading. The flat excitations are crossed by
strongly dispersive phonon modes branching out of the Γ
points. The interplay of these key characteristics results
in two of the three main experimental observations of
our study, notably (i) formation of a new bound state as
marked by green shading, and (ii) distinct anti-crossing
of acoustic phonons with the crystal field along the Γ-M
direction shown in Figs. 2 (c). In addition we observe,
(iii), a strongly enhanced broadening of the crystal field
levels with temperature ((shown in more detail in Fig. 3
and discussed below)).
We now turn to a more detailed discussion of these ob-
servations. The crystal field excitation at ECF = 4.9 meV
(red shading) may be attributed to the transition from
the |Γ6〉 ground state to the first excited doublet |Γ17〉,
cf. Fig. 2 (b). The energy of this transition is in ex-
cellent agreement with previous time-of-flight neutron
spectroscopy and bulk data in a polycrystalline sample,
which, however, do not allow to search for a momentum
dependence47,55. The weak non-dispersive excitation at
EVBS = 7.9 meV (marked in greed shading) is an unex-
pected new finding. This feature was not observed in the
previous time-of-flight INS studies55, probably due to the
loss in spectral weight in the polycrystalline average.
The strongly dispersive excitations at the Γ-points may
be clearly attributed to acoustic phonons as they em-
anate from nuclear Bragg peaks. Taking into account
the tetragonal crystal symmetry, a longitudinal and a
transverse acoustic branch are observed along the Γ to
M direction, labeled as ΛLA and ΛTA, respectively. As
illustrated in Fig. 2 (c), these phonons display compelling
evidence of an anticrossing with the crystal field exci-
tation at ECF in the three independent Brillouin zones
studied, namely (101), (202) and (114)57. In contrast, for
the Γ to S direction (labelled Σ) the two non-degenerate
transverse acoustic phonons and a longitudinal acoustic
phonon, denoted ΣTA1, ΣTA2 and ΣLA, respectively, cross
the non-dispersive excitations at ECF and EVBS without
apparent interaction (Fig. 2 (b)). We did not detect any
evidence of phonons in the vicinity of the zone bound-
ary between the M and S-points, probably because the
intensity was too low or they coincided with the VBS.
The intensity marked by the white arrow in Fig. 2 (c) is a
so-called Currat-Axe spurion, which is a common effect
in triple-axis spectrometers.
The momentum dependence of the intensity of the
dispersion-less excitations at ECF and EVBS follows the
from factor of the Ce3+ ion (see Fig. S6 in the Supple-
mental Material). This is strong evidence that these ex-
citations are essentially of magnetic character. By con-
trast, the strongly dispersive excitations at the Γ-points
are essentially due to nuclear scattering. Moreover, as a
function of increasing temperature the intensity of both
dispersionless excitations decreases strongly as shown in
Fig. 3 (a-c). This is qualitatively consistent with the ther-
mal population of the first excited crystal field level,
which provides further evidence for the magnetic char-
acter of these excitations. However, closer inspection re-
veals that the intensity decreases much faster than would
be expected of a simple three-level system. We return to
an accurate account of the temperature dependence be-
low, which reveals dominant hybridization with the con-
duction electrons.
As illustrated by the energy scans at the Γ and M
points shown in Fig. 3 (d), the dispersionless excitation
at EVBS = 7.9 meV strongly varies in intensity through-
out the Brillouin zone. The intensity is large at the zone
boundary and becomes very weak and difficult to dis-
cern at the zone centre. This behaviour was observed
in all Brillouin zones investigated, as listed in Fig. 2 (a).
In stark contrast, no such variation was observed for
the dispersionless excitation at ECF = 4.9 meV, ex-
cept near the Γ-point in the (101) Brillouin zone (cf.
Fig. S7 in the supplement). Taken together, this sug-
gests that the formation of the dispersionless excitation
at EVBS = 7.9 meV, as well as the enhancement of the
excitation at ECF = 4.9 meV at the Γ-point are driven
by virtue of the coupling to the phonons.
DISCUSSION
For the discussion of our experimental results we as-
sume that the magnetoelastic properties of CeAuAl3 are
dominated by the interactions of the 4f -electrons with
the electrostatic crystal field. A Hamiltonian describing
this situation is given by
H = HL +HCF +HME, (1)
where HL accounts for the kinetic and potential energy
of the Bravais lattice, HCF denotes the conventional crys-
tal field Hamiltonian, and HME represents the single-ion
magnetoelastic coupling of the spin to lattice strains. It
is important to note that the phonons and crystal field
excitations must share the same symmetry to couple di-
rectly.
Treating the contribution of the Bravais lattice, HL, in
a harmonic approximation we calculated the structural
properties and spectrum of phonon excitations60 using
the Vienna Ab-initio Simulation Package (VASP) in the
frozen-core projector augmented wave (PAW) method.
The calculated lattice constants a = 4.335 A˚ and c =
10.844 A˚ were found to be in excellent agreement with
experiment49. Further, the spectrum of phonon excita-
tions was calculated using a finite difference method. The
results are shown as faint red lines in Fig. 2 (a) for ener-
gies up to 12 meV and also as total density of phonon
states in Fig. 2 (d). For the five atoms in the primitive
unit cell of CeAuAl3 the full phonon dispersion consists
of 15 branches, which comprise three acoustic and twelve
optical modes. Using group theoretical techniques that
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FIG. 2. Key characteristics of the neutron scattering excitation spectra of single crystal CeAuAl3 observed in reciprocal space
along Γ−M−S−Γ. (a) Energy versus reciprocal space map of CeAuAl3. Data points represent the peak positions of Gaussian
fits (energy scans are denoted by a black border; momentum scans are denoted with a color-shaded border). Blue, red and green
shading denotes the Brillouin zone in which data were recorded (see also Fig. 4). The plots display the location of maxima only,
but not the strength of the intensities. Red lines in background represent the results of ab-initio phonon calculations60. (b)
Intensity map inferred from excitation spectra recorded between M and Γ along (2, k, 0). Above the crystal field excitations
around 5 meV a magneto-elastic hybrid excitation emerges around 8 meV). (c) Intensity map inferred from excitation spectra
recorded between Γ and M along (1, 0, l). A clear anti-crossing is observed. The feature marked by a white arrow represents
spurious Bragg scattering. (d) Calculated phonon density of states (cd. red lines in panel (a)). Maxima are observed at 6, 8
and 11 meV, consistent with the bound state at EVBS = 7.9 meV. The black line and color shading serve to guide the eye.
take into account all representations of the C4ν point
group are one-dimensional, an analysis of the irreducible
representations for the high symmetry points establishes
that the two acoustic branches along Γ to Z are de-
generate. This justifies the assignment of the phonon
branches in the vicinity of the Γ-points. At low energies
the phonon branches are in excellent agreement with cal-
culation. In contrast, for energies in the range 4 meV to
9 meV, we observe systematic deviations highlighting the
presence of magneto-elastic coupling and the need for an
advanced treatment.
For the tetragonal symmetry of CeAuAl3, point group
C4v (4mm), contributions of the Ce
3+ ions in the pres-
ence of a crystal electric field may be expressed as
H0CF = B
0
2O
0
2 +B
0
4O
0
4 +B
4
4O
4
4, (2)
where Bmn and O
m
n are the crystal electric field param-
eters and Steven’s operators, respectively61,62. Due to
the symmetry constraints all parameters should be real
numbers63. In the paramagnetic phase the sixfold de-
generate 4f1 states of Ce3+ (J = 52 ) splits into three
doublets. For our neutron data we find B02 = 1.203 meV,
B04 = −0.001 meV, and B44 = ±0.244 meV. This cor-
responds to a |Γ6〉 doublet ground state and two ex-
cited states, |Γ17〉 and |Γ27〉, at energies of 4.95 meV
and 24.3 meV, respectively. The associated eigenvec-
tors are |Γ6〉 = | ± 12 〉, |Γ17〉 = −α| ∓ 32 〉 + β| ± 52 〉, and
|Γ27〉 = α|∓ 52 〉+β|± 32 〉, with α = 0.931, β = 0.364. These
results are in excellent agreement with neutron time of
flight spectroscopy of a powder sample of CeAuAl3
55 as
well as with the bulk properties47. Further details of
the CEF analysis may be found in the Supplementary
Information57.
The calculations of the phonon spectrum and crystal
field levels presented so far, clearly identify the disper-
sionless excitation at EVBS = 7.9 meV (green shading
in Fig. 2 (a)) as an additional state. It is tempting to
interpret this intensity in terms of a vibronic state as
observed in CeAl2 and CeCuAl3. A comparison of the
associated energy level scheme of CeAl2 and CeCuAl3
with CeAuAl3 is shown in Fig. 4. For the cubic crystal
structure of CeAl2, the |Γ7〉 doublet and |Γ8〉 quartet of
cerium in the CEF forms a set of new eigenstates. By
virtue of hybridization with optical phonons, this yields
one electronic |Γ7, 0〉, one phononic |Γ6, 1〉 doublet and
two mixed |Γ˜1,28 〉 quartets, which are linear combinations
of purely electronic and single-phonon states, depicted in
Fig. 4(a).
Similarly, the formation of the VBS in the tetragonal
crystal structure of CeCuAl3, illustrated in Fig. 4 (b), in-
volves a hybridization of the |Γ27〉 doublet with a high
density of optical phonons to form a phononic |Γ6, 1〉
doublet and three mixed doublets, denoted |Γ˜6〉 and
|Γ˜1,27 〉. Thus, in both cases the formation of a Thalmeier-
6Fulde VBS presumes strong magnetoelastic interactions
between weakly dispersive optical phonons and a nearby
crystal field level. In contrast, in CeAuAl3 at the energy
of the putative VBS the phonon calculations do not yield
the required high density of states. A low phonon density
of states at at E = 8 meV, as well as E ≈ 6 meV and
E = 11 − 13 meV is also supported by our calculations
(see Fig. 2 (d) and neutron time-of-flight spectroscopy on
polycrystalline samples of LaAuAl3
55. This means that
one important prerequisite for the formation of a VBS is
apparently absent.
Nevertheless, our measurements suggest that a com-
paratively weak coupling between the excitation from the
|Γ6〉 to |Γ17〉 state with acoustic phonons is sufficient for
the formation of a VBS at EVBS = 7.9 meV as illus-
trated in Fig. 4 (c). This implies that CEF excitations
may form bound states with phonons that (i) do not
cover large portions of the Brillouin zone, (ii) are disper-
sive and, (iii) of much reduced intensity. Further, with
increasing magneto-elastic coupling the enhancement of
the |Γ˜17〉 level may be expected to shift down. In contrast,
the newly created |Γ6, 1〉 level is shifting up.
Using similar methods as reported in Refs. 11,57, the
coupling constant may be roughly determined to be
gVBS = 0.4 meV (for details of the calculations we refer to
the Supplementary Information57). The reduced inten-
sity of the excitation at EVBS = 7.9 meV as compared
with the excitation at ECF = 4.9 meV imply that the
low phonon density of states is just sufficient to reach the
threshold for the bound state to become measurable. In
fact, it is interesting to speculate, whether the weak max-
imum of the calculated density of states at E = 11 meV
is just below the threshold, entailing an incipient VBS.
The magneto-elastic interactions may also be expected
to affect the spectrum of phonon and crystal field exci-
tations where their interplay is strongest. This is indeed
the case in the regime of the anticrossing57,60. Indeed,
the anticrossing also proves to be a direct consequence
of the magnetoelastic coupling. We follow considerations
first reported for PrNi5
16, where the Hamiltonian of the
magnetoelastic coupling, HIME, describes direct coupling
between the deformations of the lattice and the 4f shell.
In a group theoretical analysis of this expression64 , the
energy of the associated coupled quadrupole-phonon ex-
citation can be stated as
ω2q± =
E2 + ω20
2
±
√(
E2 − ω20
2
)2
+ 16α2Eω20gAC (3)
where ωq± represent the energies of the two anticrossing
excitations; ω0 is the phonon energy which depends on
k, E is the non-dispersive energy of the crystal field level
involved and gAC is an effective coupling constant related
to the renormalization of elastic constant, see supplement
for details57. A fit of our data yields gAC = 12.1(2)µeV.
The magneto-elastic coupling is also reflected in the
temperature dependence of the scattering intensity,
shown in terms of energy scans at the M point in
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FIG. 3. Temperature dependence of the CEF and vibronic
bound state at ECF = 4.9 meV and EVBS = 7.9 meV, respec-
tively. (a) Energy scans at the M point at (003) at various
temperatures (cf. values on right hand side). Scans are shifted
vertically by 60 cts for clarity. Solid lines are the result of fit-
ting of two independent Gaussians. (b) Integrated intensity
of the CEF and vibronic bound state. Intensities are normal-
ized to 3 K. Red dashed lines show the calculated temperature
dependence of the excitations at the M point for a three- and
a four-level system. (c) Selected scans shown in panel (a) as
fitted with a pure crystal field model with fixed intensities in a
3-level model (dotted lines) and a model based on the Becker-
Fulde-Keller model8 (solid lines). (d) Energy scans through
the vibronic excitation at the Γ- and the M -point, i.e., at the
zone-centre and at the border of the BZ, respectively. Dark
solid lines represent a Gaussian fit to the data. Red shading
denotes the background and the pure crystal field excitation.
Fig. 3 (a). It is instructive to consider the reduced scat-
tering intensity, I/I0, normalized to its value at low tem-
peratures as shown in Fig. 2 (b) for ECF = 4.9 meV and
EVBS = 7.9 meV. At 200 K we observe a large reduc-
tion of the intensity of the crystal field level at ECF by
∼ 80 %, whereas the intensity of the excitation at EVBS
already vanishes above 100 K. In contrast, a reduction of
only 50 % would be expected of the intensity at ECF for
200 K, when thermally populating the three crystal field
excitations determined in the standard analysis, which
ignores the weak mode at EVBS. This situation improves
slightly with a reduction of 60 % at 200 K for four crys-
tal field levels when additionally taking into account the
mode at EVBS. However, the agreement is still far from
satisfactory.
When additionally considering the coupling to the con-
duction electrons following the suggestion of Ref. 56, a
BFK model of crystal field line broadening8 provides ex-
cellent agreement with our data.The fitting procedure in-
corporates the code of Keller66, where technical details
may be found in the Supplementary Information57. As
shown in Fig. 3 (c) the improved account of the peak in-
tensity in the BFK model is also reflected in an improved
account of the energy dependence. The associated unit-
less coupling constant, gBFK = 0.022(0), is remarkably
small. While the BFK model already provides a satis-
factory agreement with the broadening further improve-
7E
FIG. 4. Comparison of CEF - phonon excitations and emer-
gence of magnetoelastic bound states in selected f -electron
materials. (a) Vibron in CeAl2. Under the action of the
three magneto-elastic operators O1,2,3 the unperturbed |Γ8〉
splits into 5 doublets and a dispersionless vibron forms the
CEF coincides with an optical phonon20,22,65. (b) Magneto-
elastic hybrid excitation in CeCuAl3. Under the magneto-
elastic operator O22 the unperturbed doublet |Γ7, 1〉 splits
into 2 doublets and a bound crystal field-phonon mode has
been reported11. (c) Three magneto-elastic characteristic in
CeAuAl3, notably a bound crystal field-phonon mode, anti-
crossing, and crystal-field damping due to conduction elec-
trons. The phonon density of states (green shading) illus-
trates the importance of dispersive phonon modes.
ments may be expected when taking into account the in-
teractions with the spectrum of phonons. A full analysis
of these contributions lies beyond the present capabilities
of established computational techniques67.
As summarized in Tab. I, the coupling constants gBFK
and gVBS in CeCuAl3 are smaller than in CeAl2. This
highlights that the spectrum of low-lying CEF excitations
may be modified profoundly, even for systems with rather
weak magneto-elastic coupling.
CONCLUSIONS
In summary, we find a remarkable combination of dif-
ferent facets of the interactions of phonons and conduc-
tion electrons with the CEF excitations in CeAuAl3. The
magneto-elastic hybrid character of the excitation com-
prises the formation of a bound state akin to the VBS
in CeAl2, a well-resolved anticrossing, and strong damp-
ing of the CEF levels. The combined observation of
all of these different effects in the same material, the
importance of acoustic phonons in their formation, and
the comparatively weak coupling imply that these effects
must be present in many materials. This underscores,
that moderately interacting rare-earth compounds offer
tractable insights towards a predictive understanding of
magneto-elastic functionalities and instabilities.
TABLE I. Coupling constants as compared with the litera-
ture: (i) vibronic bound state, gVBS, (ii) anticrossing, gAC,
and (iii) damping through conduction electrons, gBFK.
compound gVBS [µeV] gAC [µeV] gBFK [unitless] Ref.
CeAuAl3 ≈ 400 12.1(2) 0.022(0) this study
CeAl2 540 0.06
23
CeCuAl3 800
11
PrNi5 < 4
a 16
a This value was obtained by fitting the data reported in Ref.16.
See supplement57 and Fig. S6 for details.
METHODS
Materials preparation and quality
A high quality single crystal of CeAuAl3 was prepared
by optical float-zoning under ultra-high vacuum compat-
ible conditions58. For the inelastic neutron scattering
experiments a crystal with a mass of approximately 2 g
was used. High sample purity was confirmed by means of
resistivity, magnetisation and specific heat of small pieces
cut from the same ingot49,68. The correct BaNiSn3-type
structure and high crystalline quality were confirmed by
powder and Laue x-ray diffraction as well as neutron
diffraction49. Great care was exercised to confirm the
correct crystal structure49. Neutron diffraction estab-
lished that anti-site disorder is negligible in the present
samples49.
Neutron scattering
Inelastic neutron scattering measurements were car-
ried out on the triple axis spectrometers PUMA and
PANDA at MLZ, Garching69,70. For details of the ex-
perimental setup and the momentum and energy ranges
covered in our experiments we refer to the supplementary
information57. The sample was cooled with a pulse-tube
cooler. Data were recorded at a temperature of 5 K un-
less stated otherwise, i.e., well above the antiferromag-
netic transition temperature at 1.3 K.
Theoretical calculations
Ab initio calculations have been carried using VASP
and the frozen-core projector augmented wave (PAW)
method. Taking into account weak interactions of the
rare-earth (RE) ions with phonons in terms of magnetoe-
lastic effects, an analytical expression for the hybridiza-
tion of quadrupole excitations and phonons from the
poles of the one-phonon Green-function is derived. For
details see57 and Ref.60.
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EXPERIMENTAL DETAILS
The neutron scattering measurements were carried out on the triple-axis spectrometers PUMA and PANDA at
MLZ1,2. The experimental setups involved double-focussing PG002 monochromators and analyzers and a closed-cycle
cryostat for sample cooling. In the measurements at PUMA, data were recorded in the (h, 0, l) and (h, k, 0) plane
using constant kf = 2.662 A˚
−1
and two PG-filters after the sample. To determine the resolution, selected scans were
recorded at the PG004 reflection of the analyzer. At PANDA, high-resolution measurements were carried out in (h, 0,
l) orientation of the sample using kf = 1.57 A˚
−1
with cooled Be-filter. Further data were recorded using kf = 1.97 A˚
−1
with a PG-filter after the sample. The positions in q-space where spectra were collected are shown in Fig. 1.
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FIG. 1. Location of all data points measured on PUMA in the (h, 0, l) sample orientation (panel (a)), and the (h, k, 0)
sample orientation (panel (b)). (c) Projection of the location of all data points measured at PANDA.
CRYSTAL FIELD ANALYSIS
The pure crystal field levels without taking into account perturbations were analyzed using the standard Stevens
formalism3. The position of the Ce atoms in CeAuAl3 is characterized by the point group symmetry C4v (4mm in
int. notation). This allows to reduce the general crystal field Hamiltonian to:
H0CEF = B
0
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2where Bmn and O
m
n are the CEF parameters and Steven’s operators, respectively
3,4. In the paramagnetic phase the
sixfold degenerate Ce3+ state (J = 52 ), which corresponds to a 4f
1 configuration, is split into three doublets:
|Γ6〉 = | ± 1
2
〉
|Γ(1)7 〉 = α| ±
5
2
〉 − β| ∓ 3
2
〉
|Γ(2)7 〉 = β| ±
5
2
〉+ α| ∓ 3
2
〉
(2)
Neutron scattering of the crystal field transitions between these states on a single crystal sample bears the advantage,
that different ground states may be distinguished directly from a comparison of the different crystallographic directions.
The intensity of the transition between two CF levels depends on the matrix elements of the transition matrix
S(Q, E)En→Em = c ·
(
f(Q)
)2
Pn
∑
α
|〈Γm|Jα|Γn〉|2δ(E − En − Em), (3)
where f(Q) is the magnetic form factor, Pn expresses thermal occupation of level En, α = x, y or z, and J is the
total angular momentum operator. Since neutrons are sensitive to the magnetic moment perpendicular to Q only, it
is possible to observe the different Jα matrices.
Because of the simple form of the Jz matrix, it does not contribute to transitions from/to the |Γ6〉 state. Con-
sequently for the case of the |Γ6〉 ground state, the Jx and Jy components can be measured together along the
crystallographic c direction whereas only Jx, Jy is measured along the b, a direction respectivelly. In addition, tran-
sition intensities Jx and Jy are the same for the |Γ6〉 ground state in tetragonal structure. On the other hand, for
the |Γ(1)7 〉 or |Γ(2)7 〉 ground states there is not such simplification.
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FIG. 2. (a) Energy scans in two different crystallographic directions. The monitoring rate of the data was corrected for higher
order contamination. Arrows indicate the observed crystal field levels as well as contamination by phonons. Data marked by
white symbols were not taken into account in the analysis as the contamination due to phonons was difficult to fit. (b) and (c)
Close-up view of the data. The lines represent Gaussians.
Energy scans were recorded at Q = (0, 0, 4) and Q = (1, 1, 0) between 2 and 28 meV on the spectrometer PUMA.
An analytic correction of the monitor for higher order scattering was applied to the raw data. Both spectra are shown
in Fig. 2(a). The intensities of the peaks inferred from fits of the data are summarized in table I. As stated above,
for the case of the |Γ6〉 ground state we find I(004) ≈ 2 · I(110), otherwise I(004) < 2 · I(110). Thus, the ground state is
in excellent agreement with |Γ6〉, consistent with Ref. 5.
For the detailed determination of the crystal field parameters, Monte-Carlo calculations were used to visualize the
possible solutions in a depiction of B02 , B
0
4 and B
4
4 shown in Fig. 3. This analysis underscores, that for given ratio of
the CF excitation to the ground state, there exist only two independent solutions (and another two with opposite sign
of B44 parameter which is indistinguishable using neutron scattering). Two of these four solutions are in agreement
with the |Γ6〉 ground state. A Generalized Reduced Gradient (GRG2)6 nonlinear optimization algorithm was used to
refine the detailed B parameters, resulting in B02 = 1.203, B
0
4 = −0.00095 and B44 = ±0.244 meV. The parameters
accounting for the crystal field splitting calculated from this set of B values are denoted in Table I.
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FIG. 3. Visualization of the possible crystal field parameters resulting in an energy splitting of ∆1 = 4.885meV ± 5% and
∆2 = 24.16meV± 5%. Different rings represent a different order of CEF states. The color coding serves to highlight the ratio
between the intensities of two crystal field peaks.
TABLE I. Intensities of the CF transitions
measured calculated
Q ICF1 ICF2 ICF1/ICF2 E1 E2 ICF1/ICF2 E1 E2
(0, 0, 4) 3220(50) 420(80)
4.885(7) 24.16(9) 6.6 4.949 24.26(1, 1, 0) 1140(30) 250(70)
averaged Jx 1450(30) 220(50) 6.6(1.7)
BECKER-FULDE-KELLER THEORY
Pure crystal field excitations are expected to have negligible lifetime. In turn, the width of the CEF peaks is
expected to be limited by the resolution of the spectrometer and temperature independent. As shown in Fig. 4(a)
this is not the case for CeAuAl3. Data shown here were simultaneously fitted at seven different temperatures using
the same constant background and same width of the peaks. An alternative analysis is reported in the main text,
where the same data were fitted with an independent sloping background and an independent width of the peaks (cf.
Fig. 3(a) in the manuscript). While the quality of the fits is very good, the temperature dependence of the intensities
inferred from the fits does not follow the expected behaviour as shown in Fig. 3(b) in the main text.
The reason is that part of the magnetic intensity transfers into the background with increasing temperature. This
effect is well described by a theoretical model proposed by by Becker, Fulde and Keller (BFK)7. In order to compare
the experimental data with the predictions of BFK theory, the original code written by Keller turned available as
open source as a part of the McPhase suite8 was used. Unfortunately, the original code in FORTRAN is very slow and
not suitable for fitting. The code was therefore enhanced and recompiled with a PYTHON interface and published as
a part of CrysFiPy software9. The results of the fit are shown in Fig. 4(b), where all seven energy scans were fitted
simultaneously with the BFK model (using a single FWHM and a flat background) and a coupling constant gBFK =
0.022 was obtained.
ANALYSIS OF THE ANTICROSSING
In order to account for the anticrossing and to evaluate the coupling energy, the results of Aksenov and coworkers
for PrAl2
10 and later PrNi5
11 were adapted. A detailed procedure may be found in Ref. 12. In the following the main
steps of the calculations are summarized. A double-time Green function method was used to describe the coupling
of the lattice to magnetic ions for cubic symmetry and zero field. While in PrNi5 the anticrossing due to the dipole
transition Γ4 − Γ5 is nicely observed by neutron scattering, in case of PrAl2 the quadrupolar Γ3 − Γ4 would not
4FIG. 4. Energy scans at Q = (0, 0, 3) at different temperatures (see als legend for details). a) Data were fitted with a Gaussian
of the same width and fixed intensity ratios regarding population of pure CF excitation from the ground state. b) Data were
fitted with Becker-Fulde-Keller theory. Resulting fit parameters are stated in the figure.
be neutron active without coupling to the lattice. For CeAuAl3, the calculation needs to be extended to tetragonal
symmetry. To do so the f -electrons are treated as strictly localized, because the first CEF excitation at E=59.2 K13
lies well above TK
14. For a standard Hamiltonian of RE metallic compounds, taking the magnetoelastic interaction
into account, the one-phonon Green-function (GF) in the random phase approximation may be expressed as10,11
D(q, ω) =
[(
D0(q, ω)
)−1
−
∑
mn
Gmn(q, ω)
]−1
, (4)
where D0(q, ω) is the phonon GF in the harmonic approximation, q is wave vector of phonons, and
Gmn(q, ω) =
EmnV
1
mnV
1
nm(fm − fn)2
ω2 − E2mn
, (5)
where fm = exp (−βEm)/
∑
m exp (−βEm) is the occupation number of one-ion states, and Emn are energies of
transitions between CEF levels. V 1mn = 〈m|V1(J , q)|n〉 are matrix elements of the operators V1(J , q) which are
functions of the J operators depending on the symmetry of the magnetoelastic coupling15.
The total Hamiltonian of the system may be written as
HfCEF = H
0
CEF +H
I
me, (6)
HfCEF denotes the interaction of the spin J of the f -th ion with the crystal field caused by the other ions, with
the zeroth-order term H0CEF being the conventional crystal field Hamiltoninan described by Eq. (1) and also solved
there. HIme is the one-ion magnetoelastic interaction, coupling the spin system to the strain. At low temperature,
only the lowest-lying level is occupied. In the following the low-energy transition |Γ6〉 → |Γ17〉 at EΓ6Γ17 = 4.9 meV is
considered, which crosses the acoustic phonon.
The one-ion magnetoelastic Hamiltonian, accounts for the direct coupling between the deformations of the lattice
and the 4f shell. This Hamiltonian may be constructed according to group theory16. Let SΓ,ji (i = 1, 2, · · · , n) be the
spin functions which form a basis for the n-dimensional representation Γ, different sets being distinguished by j =1,
2. Then the one-ion contributions HIme to the magnetoelastic Hamiltonian may be written as
HIme = −
∑
Γ
∑
j,j′
B˜Γjj′(f)
∑
i
Γ,ji SΓ,j
′
i (f), (7)
where B˜Γjj′ is a phenomenological magnetoelastic coupling constant, and 
Γ,j
i represents linear combinations of the
first-order strain components xx, yy, zz, xy, yz, and zx. The shear strains are defined as xy =
1
2 (
∂uy
∂x +
∂ux
∂y ).
It is reasonable to assume that the crystal is constrained so that all ”antisymmetric strains” such as 12 (
∂uy
∂x −
∂ux
∂y ), which correspond to homogeneous rotations of the crystal, vanish. Whereas in zero applied magnetic field
the rotational magnetoelastic interaction may be expected to contribute to the phonon dispersion curves for finite
q-values17, the coupling is expected to give corrections of a few percent only. Therefore, these terms will not be
considered in this work. SΓ,j′(f) corresponds to the spin operators of the ion at site f , as shown in Table II. As
Eq. (7) has been derived assuming homogeneous strains, it is only valid for long-wavelength acoustic phonons18.
5TABLE II. Strain functions and one-ion spin operators for the tetragonal system.
Strain functions Γ,ji One-ion operators SΓ,j
′
(f)
α1 ≡
√
3
3
(xx + yy + zz) 1
α2 =
√
2
3
[zz − 12 (xx + yy)] 3J2z − J(J + 1)
γ =
√
2
2
[xx − yy] J2x − J2y = 12 (J2+ + J2−)
δ =
√
2xy Pxy =
1
2
(JxJy + JyJx)
1 =
√
2yz Pyz =
1
2
(JyJz + JzJy)
2 =
√
2zx Pzx =
1
2
(JxJz + JzJx)
Thus the one-ion magnetoelastic Hamiltonian for the tetragonal symmetry (point group 4mm) may be expressed
directly as19
HIme(f) =− B˜α1α1
[
3J2z − J(J + 1)
]
− B˜α2α2
[
3J2z − J(J + 1)
]
− B˜γ
√
2
2
(xx − yy)(J2x − J2y )
− B˜δ
√
2
2
xy(JxJy + JyJx)
− B˜
√
2
2
yz(JyJz + JzJy)
− B˜
√
2
2
xz(JxJz + JzJx), (8)
In other words, the magnetoelastic Hamiltonian may be considered as the strain derivative of the crystal field
Hamiltonian. The two-ion magnetoelasticity is in turn related to the modification of the two-ion magnetic interactions
by the strain.
The one-ion magnetoelastic Hamiltonian is sufficiently general when considering the main effects. Therefore, in this
study two-ion magnetoelastic interactions were ignored which may lead to structural and magnetic phase transitions15.
In addition, the experimental data (even under an applied magnetic field) was analysed in terms of V1(J , q), i.e.,
neglecting the second order magnetoelastic interaction as well as the linear rotational interaction.
We specialize our example of magneto-elastic interaction of shear deformations within the x− z plane (all ∂uα∂β = 0
except ∂ux∂z and
∂uz
∂x ). Then we have
V1(J , q) ∼ ez(qx)qx(JxJz + JzJx), (9)
where e(q) is the polarization vector for the phonon.
For the Γ−M direction, only the matrix elements determined by ΓA6 − Γ1B7 and ΓB6 − Γ1A7 differ from zero. Using
the wave functions of one-ion states, the matrix elements for Eq. (5) may be obtained in the form
|V 1ΓA6 Γ1B7 | = |V
1
ΓB6 Γ
1A
7
| = 2
√
2αB˜|q|, (10)
where B˜ is the magnetoelastic coupling constant and |q| is reciprocal wavevector. In order to compare the coupling
in different materials, we introduce an effective coupling constant gAC, which is directly related to the renormalization
of elastic constant (see Eq. 37 in Ref. 18 with gAC = g˜
2):
gAC =
(B˜)2
c44Ω
=
(B˜)2
v2smc
=
h¯2(B˜)2q2
ω20mc
, (11)
where c44 is an elastic constant, Ω is the volume of the primitive cell, vs is the speed of sound and mc is the mass of
the primitive cell. Using Eqs. (4) and (5), the coupled quadrupole-phonon dispersion ω(q) may be determined by the
poles of the Green-Function (4), i.e., by setting the denominator of Eq. (5) equal to zero15:
(ω2q)
2 − ω2qE2Γ6Γ17 − ω
2
0ω
2
q + ω
2
0E
2
Γ6Γ17
− h¯
2
mc
EΓ6Γ17(|VΓA6 Γ1B7 |
2 + |VΓB6 Γ1A7 |
2) = 0. (12)
6FIG. 5. (a-h) Energy scans recorded at the PUMA spectrometer at positions (20l). Data are fitted with two Gaussians and
the same sloping background. (i) Dispersion relations inferred from the maximum of the fits.
One may finally obtain the mixed mode dispersion as:
ω2q± =
E2
Γ6Γ17
+ ω20
2
∓
[(E2
Γ6Γ17
− ω20
2
)2
+ 16α2EΓ6Γ17ω
2
0gAC
] 1
2
, (13)
With equation (13), the magnetoelastic constant may be inferred from the experimental data. For the modelling of
the acoustic phonon dispersion, the simplest possible model was used corresponding to a 1D chain:
ωq = A
√
1− cos(|q|) (14)
where A is related to the amplitude of the branch at the border of the Brillouin zone. At first data points were
determined by Gaussian fits of the raw data, Fig. 5(a-h). This approach ignores intensities of the excitations and
results in the set of data points shown in Fig. 5(i). The data were subsequently fitted with the model described by
Eq. (13) and (14). The results of the fit are shown in Fig. 6 with all points measured also in different Brillouin zones
(see Fig. 2 in the manuscript for color coding). The results of the fit may be summarized as follows: A = 5.439(6)
meV, EΓ6Γ17 = 4.952(3) meV and gAC = 12.1(2)µeV.
In order to compare our effective coupling constant with the results of Aksenov on PrNi5
11, we refitted their data.
In particular, it appears that the dependence of the matrix elements Vmn on the wavevector q and a factor of 1/2
have not been taken into account. The expression we used instead to account for the coupled quadrupole-phonon
excitation in PrNi5 may be expressed as:
ω2q± =
E2Γ4Γ5A + ω
2
0
2
∓
[(E2Γ4Γ5A − ω20
2
)2
+
9.822
2
EΓ4Γ5Aω
2
0gAC
] 1
2
, (15)
Refitting the data reported n PrNi5 we obtain as an upper bound gAC < 4µeV, which is much smaller than for CeAuAl3
. An exact determination of the coupling constant is unfortunately due to resolution of the data as illustrated in Fig.
6 (b).
VIBRONIC BOUND STATE
The total Hamiltonian may be written as
Htotal = HCEF + h¯ω0(a
+
u au + 1/2)− g(au + a+u )Ou, (16)
where the first term is the tetragonal CEF Hamiltonian mentioned above, the second term is the phonon Hamiltonian
(Hph), and the third term is the c-ph coupling term. Here h¯ω0 denotes the phonon energy, and a
+
u or au are phonon
7FIG. 6. (a) Anticrossing of the TA phonon branch and the crystal field excitation in CeAuAl3. The solid lines are the result
of the fit of the Eq. (13) to the measured data. (b) Anticrossing in PrNi5. Solid lines are result of the fit of the Eq. (15) to the
data measured by Aksenov11. Due to the lack of resolution, two nearest points to the crossing point were excluded from the
fitting procedure, as there is not possible to distiguish peak splitting. The shaded area denotes possible solutions with a respect
to the fitted error. Black underlying data in the background were taken from Ref. 11. On the basis of this fit we estimate the
effective anticrossing coupling constant in PrNi5 to be smaller than 4µeV.
creation or annihilation operators, u is the phonon displacement, and g is a magnetoelastic parameter proportional
to the coupling between CEF and phonon excitations. Ou is the CEF-phonon operator, with u = α, γ, δ, 1 and 2.
According to ref.13, the CEF-phonon operator should be of the form
Oγ = O
2
2 = J
2
x − J2y =
1
2
(J2+ + J
2
−). (17)
In the basis states of the CEF states, Oγ is given by
Oγ =

0 0 O13γ 0 0 O
16
γ
0 0 0 O13γ O
16
γ 0
O13γ 0 0 0 0 0
0 O13γ 0 0 0 0
0 O16γ 0 0 0 0
O16γ 0 0 0 0 0

, (18)
with
O13γ ≡ 〈1|Oγ |3〉 = −3
√
2α+
√
10β, (19)
O16γ ≡ 〈1|Oγ |6〉 =
√
10α+ 3
√
2β. (20)
Then the oscillator strengths Qγ is given by
Qγ =
 0 15.0928 40.904615.0928 0 0
40.9046 0 0
 (21)
with Qαβ =
∑
nm |〈Γmα |Oγ |Γnβ〉|2. We have QΓ6Γ
2
7
γ = Q
Γ27Γ6
γ = 40.9046 and Q
Γ6Γ
1
7
γ = Q
Γ17Γ6
γ = 15.0928. This shows that
the phonon coupling is possible only to the inelastic Γ6 ↔ Γ17 and Γ6 ↔ Γ27 transitions.
The eigenstates of Htotal are calculated within the eight-dimensional subspace |ψk〉, k = 1, 2, · · · , 8 of zero- and
one-phonon states |Γ6, 0〉, |Γ17, 0〉, |Γ27, 0〉 and |Γ6, 1〉 = a+|Γ6, 0〉 with unperturbed energies 0, EΓ6Γ17 , EΓ6Γ27 , and
h¯ω0, respectively. The diagonalization of the Hamiltonian Htotal yields phonon-like states, which represent linear
combinations of purely electronic |Γ27, 0〉 states and one-phonon states |Γ6, 1〉:
|Γ˜27〉 = e|Γ6, 1〉+
√
1− e2|Γ27〉, (22)
This may be interpreted as bound states of a CEF excitation with phonons.
8For a rough estimate of the coupling constant gVBS we have assumed h¯ω0 = 6.5 meV, just between ECF and EVBS.
This value is in agreement with an enhanced density of phonon states as determined in DFT calculations (see Fig. 2
in the manuscript). In the next step, the CEF Hamiltonian leading to unperturbed CEF transitions at ECF1 ≈ h¯ω0
and ECF2 = 24.2 meV was guessed. In turn, the coupling constant was fitted to the measured energy transitions
at ECF1, EVBS and ECF2 resulting in gVBS ≈ 400µeV. This approximation is based on a simple model assuming
non-dispersive phonon states. For the correct treatment of the vibronic coupling in CeCuAl3 one needs to involve a
more complex theoretical apparatus.
ADDITIONAL FIGURES AND RESOURCES
In the following additional figures are presented to illustrate further the phenomena described in the main text.
Fig. 7 shows the momentum dependence of the crystal field and vibronic excitations, which decreases with increasing
momentum following closely the form factor of the Ce3+ ion (solid line).
Crystal field
Vibronic 
bound state
I 
(a
rb
. 
u.
)
FIG. 7. Q-dependence of the integrated intensities of the crystal field and vibronic bound state along the (h, 0, 0) direction.
The black line denotes a fit to the form factor of the Ce3+ ion. The data at the last point, (2, 0, 0), were measured for a
different sample orientation and with lower statistics, accounting for the larger error bars.
The anticrossing described in the main text was observed for different positions in Q-space. The effect was not
always evident due to the tilt of resolution elipsoid. In order to illustrate this, data across the anticrossing are shown
for three different Brillouin zones in Fig. 8. Fig. 8(a) was also shown in the main text. It displays the anticrossing
nearby a weak reflection (101), notice enhanced intensity of the CF mode between anticrossing and middle of the
Brillouin zone 101. This effect may be caused by an underlying softened optical phonon. Polarized neutron scattering
experiments will be needed to resolve this issue. Further, Fig. 8(b) shows the anticrossing nearby the strong elastic
reflection at (202). Here the CEF intensity is constant on both sides of the anticrossing and the phonon branch across
the anticrossing is enhanced. The anticrossing effect is, finally, barely visible nearby the (114) Γ-point due to the
instrumental resolution as shown in Fig. 8(c).
Detailed energy scans through different Q-points of the anticrossing in the (101) Brillouin zone is shown in Fig. 9(a)
and its temperature dependence is in Fig. 9(b). The enhanced intensity in the middle of the Brillouin zone (Γ-point,
red area) as compared to the M-point (green area) was already discussed in the main text. This effect is not visible
for the (202) Γ-point, cf. Fig. 9(c).
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FIG. 8. Intensity maps measured on PUMA instrument in the a) 10L, b) 20L and c) 11L region.
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FIG. 9. Constant Q scans normalized to the standard monitor. Black lines are results of the fit of Gaussians. (a) Comparison
of the width and intensities of the anticrossing in the (101) Brillouin zone. Note the unusual enhancement of the CF intensity
which decreases with lower Q (from red to green). Data are shifted vertically by 200 cts for clarity. (b) Temperature dependence
of the anticrossing between phonon and crystal field at the (1 0 0.5) point. See that the whole intensity scales down as expected
from the crystal field level. Lines are Gaussian fits to the data. (c) Comparison of the width and intensities of the anticrossing
in the (202) Brillouin zone.
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