The Deslauriers-Dubuc symmetric interpolation process can be considered as an interpolatory prediction scheme within Harten's framework. In this paper we express the Deslauriers-Dubuc prediction operator as a combination of either second order or first order differences. Through a detailed analysis of certain contractivity properties, we arrive to specific l ∞ -stability bounds for the multiresolution transform. A variety of tests indicate that these l ∞ bounds are closer to numerical estimates than those obtained with other approaches.
Introduction
Subdivision schemes are extensively used in computer graphics and constitute a large class of recursive algorithms for the computation of curves and surfaces. Subdivision schemes are intrinsically related to multiresolution algorithms.
Harten's framework for multiresolution provides an adequate setting for the design of discrete multiresolution representations [11] . Different settings can be considered depending on the linear discretization operator that produces the data. Classical settings are provided by the sampling operator (point value setting) or the averaging operators (spline settings). Linear multiresolution representations, such as wavelet decompositions, are related to data-independent reconstruction operators, and therefore linear prediction operators (see [3] , for more details).
One main issue about multiresolution schemes is to prove the stability of the decoding algorithm. The stability of linear multiresolution representations is related to the properties of the underlying 'wavelet' basis [6, 7, 11] . However working stability bounds are sometimes difficult to find. In addition, the simplest multiresolution setting, the interpolatory setting, does not fit into the classical wavelet theory and has to be treated separately [9] . This is one reason why stability issues are frequently studied in the context of the l 2 norm and not in the l ∞ norm, as it will be considered in this paper.
The purpose of this paper is to derive specific stability bounds for certain classical linear interpolatory multiresolution algorithms within Harten's framework which are based on piecewise polynomial centered Lagrange interpolation.
These multiresolution transformations were studied by Donoho [9] , who derived them from the symmetric iterative interpolation of Deslauriers and Dubuc [8] . Within Harten's framework, the stability of these multiresolution schemes has also been studied (see e.g. [3, 4] ).
The paper is organized as follows: In Section 2 we rewrite the linear interpolatory prediction operator based on piecewise polynomial centered Lagrange interpolation in a convenient way for the forthcoming study. In Section 3 we study the stability issues. In Section 4 we consider other possible approaches. In Section 5 we give some numerical examples. Finally, we present some conclusions in Section 6. 
Linear interpolatory prediction operator based on piecewise centered Lagrange interpolation
where L i (x) stands for the classical Lagrange polynomials.
In terms of the differences D f i , expression (1) can be rewritten as
where the coefficients A i , i = −s + 1, . . . , −1, are computed by solving the following linear system of equations
This system is built directly from relations (1) and (2) by imposing that the coefficients of f j+i , i = −s + 1, . . . , s, are the same in both expressions.
Stability bounds derived from the contractivity of the second differences
Here we follow the path laid out in [1, 2] to obtain stability bounds for the linear subdivision and multiresolution algorithms based on piecewise centered Lagrange interpolation. As we shall see, these bounds derive from certain contractivity properties of the second difference operator.
We focus first on the subdivision scheme S associated to the prediction based on the piecewise polynomial Lagrange interpolation described in the previous section. S is defined as follows
where k represents the resolution level and
For the case of piecewise polynomial centered Lagrange interpolation we have the following one step contraction property:
where D is the second difference operator
Proof.
• We first prove (1) . Even and odd values of j should be treated separately:
Since the prediction is interpolatory we havê 
with, (2),
Using the triangular inequality we get
Again, due to the interpolatory property, we get
From the definition of the subdivision scheme, we get
• The proof for (2) works similarly: (a) j = 2n + 1.
When the constant C = max{C 1 , C 2 } < 1, we ensure contractivity of the second difference operator, which, as in [1, 2] , will be the key point in the coming proofs for stability. We have computed numerically these values for increasing orders and we display some results in Table 1 . We ensure contractivity for the orders which are normally used in practice. Order n = 280 is the first case where the contractivity of S cannot be ensured.
We now consider the corresponding linear multiresolution algorithm which is derived from S by adding the details needed to go from scale k − 1 to scale k. We first give the following result involving the details d( f ), d(g), and the values of the samples at two consecutive scales:
where C 1 = 2(
• We first prove (1).
We work separately with odd and even indexes.
(a) j = 2n + 1.
We have
by applying Proposition 1.
In a similar way we get
• We now prove (2).
Again, even and odd values of j are treated separately. The result is easily derived as in (1), due to the linearity of the operator D. 2
We are then able to prove the following theorem that establishes the l ∞ -stability of the decoding process
L , and provides specific stability bounds for the cases in which the contractivity property for S is satisfied:
) and their corresponding multiscale representations based on piecewise polynomial centered Lagrange interpolation
where
, and we are working for the cases with C = max{C 1 , C 2 } < 1.
Proof. Using the definition of the linear multiresolution
subtracting the similar expression for f , and using norm inequalities and the fact that
we have
Using Proposition 2 we can derive the following inequality:
and plugging this inequality into Eq. (9) and using and
we get the desired estimate. 2
We give some values of the stability constant
computed for increasing orders of interpolation in the second column of Table 2 .
Other approaches to the study of stability and convergence of the linear subdivision and multiresolution schemes
The stability bounds obtained in Theorem 1 have been derived from the expression of the prediction operator in terms of the second difference operator D. This study was motivated by [1, 2] . There are other approaches to the study of the stability of the linear schemes that also come from the classical subdivision theory [10, 5] .
Another approach closely related to our development consists in studying the behavior of the subdivision scheme for the first differences [10] . This approach amounts to re-writing the prediction operator in terms of the first order differences instead. In fact, it is easy to see that the prediction operator associated to centered Lagrange interpolation can be expressed as
where δ f i = f i+1 − f i , and the coefficients B i satisfy
) with L l (x) the Lagrange polynomials. In this case the computation of the coefficients in expression (10) is much simpler. As it turns out, we can carry out a similar analysis based now on the contractivity properties of the first difference operator, that leads to new stability bounds for the subdivision scheme and for the associated MR algorithm. The results which follow are similar to those proven for the second order differences, and we give them without proof.
Proposition 3. If, removing k for simplicity,f = S( f ),ĝ = S(g), and C
δf
When the constant C 3 < 1, then we ensure the contractivity for the first difference operator, which will be the key point, as with the second order differences, in the coming proofs for stability. We have computed numerically these values for increasing orders and we display some results in Table 1 . Order n = 40 is the first case in which contractivity cannot be ensured.
Remark 1.
Using first order differences we can only ensure the contractivity property until order n = 38 while using second order differences we get it until order n = 278.
Remark 2.
It is possible to derive the contractivity property in two steps of the subdivision process, i.e., considerinĝ
, and proving an inequality either of the type
for the first differences, or an equivalent one for the second differences. The constants in this case are more difficult to obtain but seem to be smaller.
We now consider the corresponding linear multiresolution algorithm. We give the result involving the details d( f ), d(g):
(1)
where C 3 = 1 2
We then easily obtain the following theorem:
) and their corresponding multiscale representations based on piecewise polynomial centered Lagrange interpolation
where C = 1 2
, and we suppose that we are in the cases where C < 1.
In the third column of Table 2 we give the values of the stability constant
computed numerically for increasing orders of interpolation.
For the sake of comparison, we mention also that in [4] stability of the inverse transform is obtained from the following expression
where D = 2s − 1, and ϕ s ∞ stands for the infinity norm of the Deslauriers-Dubuc limit function obtained from successive prediction of a discrete δ-sequence. We show some values of this stability constant for the centered case in the last column of Table 2 .
Clearly, relations (8) , (13) and (14) all prove l ∞ -stability of the inverse transformation, but, in addition, they can be used in practical applications to obtain a priori estimates on the accuracy of the decoded signal. In such case, it is important to derive optimal or near optimal bounds. In Table 2 we compile the bounds obtained for (8) (first column), (13) (second column), and (14) (third column) for increasing orders of interpolation. We observe that we obtain smaller stability bounds for orders of interpolation up to n = 18 when using first order differences. When using second order differences we obtain slightly better bounds for higher orders. Moreover it allows us to prove contractivity up to order n = 280, while with first order differences the contractivity is not ensured already for n = 40 (see Table 1 ). For practical purposes the stability bounds obtained with the first difference operator are more operative, since orders larger than n = 8 or n = 10 are not commonly used.
Numerical tests
We start out with a test that is geared towards the evaluation of the stability constants derived in the previous section in terms of optimality. In order to estimate numerically the stability constant for the l ∞ norm, thus allowing the comparison with the theoretical values of the constants displayed in Table 2 , we consider the following setup: Given a function f (x), we discretize the function in [0, 1] with 2048 points to get the discrete sequence
). Then, we descend in the multiresolution pyramid obtaining its MR representation M f
We perform a random perturbation of this representation to obtain
L−1 }, and we measure the size of the perturbation by
Next, we use the decoding algorithm to obtain an approximation f
quence. We measure the error committed as
A numerical estimation of the stability constant found in (8) , (13) and (14) is provided by the ratio C s = E a p . In Table 3 we display the results of our numerical test. We remark that in this test, the random perturbation is quite large, compared with the usual perturbations due to data compression, which will be address in a separate test. Our test function is
Once the multiresolution representation of the discrete values associated with the function f (x) is computed, we perturb this representation by adding it white noise of mean μ = 0 and variance σ 2 = 0.01.
In Fig. 1 we see the original function and the reconstruction using the perturbed multiresolution representation as input of the decoding algorithm. In Table 3 we give the estimated values of the stability constant, C s . Similar values are obtained with other test functions. Comparing the experimental values of C s in Table 3 with the theoretical stability constants in Table 2 , we see that they are of the same order of magnitude.
More gives us a one-dimensional vector, and then, as before, we compute its multiresolution version
truncate the detail coefficients of this representation which are larger than a certain tolerance parameter tol according to Notice that this experiment is essentially different from the previous one, since the perturbation of the multiresolution representation of the data is carried out here by means of (18). Thus, we are not in the general case, where the whole multiresolution representation is modified. However, we consider this case due to its practical relevance.
We consider the two images in Fig. 2 . Notice that the first one is a purely geometrical image and the other corresponds to a real scene with fishing boats. We take for example the row number 300 of each image (we display them in Figs. 3, 4) , and we apply to them the procedure mentioned above. The results appear in Table 4 . Also in these more realistic cases we see that the theoretical values of the stability constants are of the same order as the experimental ones.
Conclusions
Explicit error bounds for 1D interpolatory multiresolution transformations based on piecewise polynomial centered Lagrange interpolation can be computed by expressing the prediction operator as combination of second order differences or as combination of first order differences. Both strategies lead, through a detailed analysis of certain contractivity properties in the associated subdivision scheme, to specific stability bounds for the multiresolution transformation. We observe that for polynomials up to degree 18 we get better stability bounds using the first order differences analysis. However, with second order differences we can prove contractivity for the subdivision scheme for higher interpolation orders, where the contractivity with the first order differences cannot be ensured. These two approaches share some analogies with the study carried out in [10] through the subdivision scheme associated to the differences, which is well defined under the condition of reproduction of constants. Infinity norm of the truncated multiresolution representation (tol = 10), infinity norm of the approximation error, and estimation of the stability constant for interpolation of orders 4, 6 and 8 for the row number 300 of the two test images. Several numerical experiments allow us to conclude that the theoretical bounds obtained from our approach seem to be of the same order of magnitude as the experimental bounds.
