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Overview
The International Linear Collider (ILC) is planned to be the next large e+e− accelerator.
The ILC will be able to perform high precision measurements only possible at the clean
environment of e+e− collisions. In order to reach this high accuracy, the requirements for
the detector performance are challenging. Several detector concepts are currently under
study.
The understanding of the detector and its performance will be crucial to extract the
desired physics results from the data. To optimise the detector design, simulation studies
are needed. Simulation packages like GEANT4 allow to model the detector geometry and
simulate the energy deposit in the different materials. However, the detector response
taking into account the transportation of the produced charge to the readout devices and
the effects of the readout electronics cannot be described in detail. These processes in
the detector will change the measured position of the energy deposit relative to the point
of origin. The determination of this detector response is the task of detailed simulation
studies, which have to be carried out for each subdetector.
A high resolution Time Projection Chamber (TPC) with gas amplification based on
micro pattern gas detectors, is one of the options for the main tracking system at the
ILC. In the present thesis a detailed simulation tool to study the performance of a TPC
was developed. Its goal is to find the optimal settings to reach an excellent momentum
and spatial resolution.
After an introduction to the present status of particle physics and the ILC project with
special focus on the TPC as central tracker, the simulation framework is presented.
The basic simulation methods and implemented processes are introduced. Within
this stand-alone simulation framework each electron produced by primary ionisation
is transferred through the gas volume and amplified using Gas Electron Multipliers
(GEMs). The output format of the simulation is identical to the raw data from a real
TPC including readout electronics. Not only detector effects, but also consequences of
the reconstruction algorithms can be tested.
The results achieved with the simulation are compared to data acquired with a TPC
prototype. Good agreement can be reached between simulated and measured data. The
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framework is then used to carry out some exemplary studies to test the performance of a
TPC at the ILC. This includes spatial, momentum and energy resolution. The detailed
simulation of the amplification structure using GEMs allows to also address the issue of
ion backdrift. The results are compared to the design goals of the TESLA TDR.
In future developments, the simulation framework presented here could be used to obtain a
parametrisation of the detector response, which can then be incorporated into full detector
simulations. A realistic detector response for the simulated energy deposit in the active
volume could be achieved.
U¨berblick
Der geplante e+e−-Linearbeschleuniger wird in der Lage sein, Pra¨zisionsmessungen
durchzufu¨hren, wie sie nur bei Kollisionen von elementaren Teilchen mo¨glich sind. Um
dieses Potential optimal nutzen zu ko¨nnen, mu¨ssen die Detektoren bei einem derartigen
Experiment hohe Anforderungen erfu¨llen. Verschiedene Detektorkonzepte werden derzeit
untersucht.
Die erreichbare Pra¨zision und das physikalische Potential wird entscheidend von dem
Versta¨ndnis des Detektors und seiner Leistungsfa¨higkeit abha¨ngen. Um die besten
Parameter fu¨r das Detektordesign zu finden und seine Funktionalita¨t zu gewa¨hrleisten,
sind umfassende Simulationsstudien notwendig. Existierende Simulationspakete wie
GEANT4 ermo¨glichen die Darstellung der kompletten Detektorgeometrie und berechnen
den Energieverlust in den verschiedenen Materialien. Die anschließenden Prozesse wie
beispielsweise der Transport der entstandenen Ladung oder Effekte der Ausleseelektronik
werden jedoch nicht beru¨cksichtigt. Die gemessene Position der Energiedeposition im
Detektor wird allerdings von diesen Vorga¨ngen im Detektormaterial beeinflusst. Diese
Verschmierung, auch Detektorantwort genannt, kann mit detailierten Simulationspro-
grammen untersucht werden, die speziell fu¨r jede Detektorkomponente entwickelt werden
mu¨ssen.
Eine hochauflo¨sende Zeitprojektionskammer (engl. Time Projection Chamber (TPC)),
die als Versta¨rkungsmechanismus Mikrostrukturen verwendet, ist eine Option fu¨r den
zentralen Spurdetektor beim International Linear Collider (ILC). In dieser Arbeit wird
ein Simulationsprogramm vorgestellt, das entwickelt wurde, um eine TPC detailliert zu
beschreiben. So ko¨nnen die optimalen Design- und Betriebsparameter im Hinblick auf
Impuls- und Ortsauflo¨sung bestimmt werden.
Zuna¨chst wird eine kurze Einleitung in die Teilchenphysik und das Projekt ILC gegeben,
wobei der Fokus auf der TPC als zentraler Spurkammer liegt. Die grundlegenden Prozesse
und Simulationsmethoden werden vorgestellt. Einzelne Elektronen, die bei der Prima¨r-
ionisation entstehen, werden durch das Gasvolumen transferiert und mit Gas Electron
Multiplier Folien (GEMs) versta¨rkt. Nach Simulation der Ausleseelektronik entspricht
das Ausgabeformat der Simulation den Rohdaten einer TPC. Dies ermo¨glicht zusa¨tzlich
zu der Untersuchung von Detektoreffekten auch das Testen der Rekonstruktions- und
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Analysesoftware.
Die mit der Simulation erzeugten Ergebnisse werden mit echten Daten eines TPC
Prototypen verglichen. Dabei wird eine gute U¨bereinstimmung der Simulation mit den
Messdaten erreicht. Im folgenden wird die Simulation zur Untersuchung einer TPC
benutzt, unter Bedingungen, wie sie am ILC auftreten. Einige Beispiele zur Impuls-,
Orts- und Energieauflo¨sung werden vorgestellt, um die Mo¨glichkeiten des Simulations-
programms aufzuzeigen. Mit der detaillierten Simulation des GEM-Stapels ko¨nnen auch
die Auswirkungen der Ionenru¨ckdrift untersucht werden. Die Ergebnisse werden mit den
Zielvorgaben aus dem TESLA TDR verglichen.
In einer zuku¨nftigen Entwicklung ko¨nnte die Simulation verwendet werden, um die De-
tektorantwort zu parametrisieren. Diese ko¨nnte dann in komplette Detektorsimulationen
eingebunden werden, um eine realistische Position der deponierten Energie zu erzeugen.
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Chapter 1
Introduction
In this introduction the present status of particle physics is briefly reviewed focusing on
the Standard Model (SM). Some of the remaining open questions are addressed in view
of the next generation of accelerators.
1.1 The Standard Model
It took over 30 years to assemble what today is called the Standard Model of elementary
particle physics [1]. Although the name implies a certain finality of the theory, there are
still open questions and effects which are not described by the Standard Model.
1.1.1 The Status Quo
The Standard Model provides a good description of the known particles and their in-
teractions, up to energies of a few 100 GeV accessible today. The matter surrounding
us consists of quarks and leptons divided into three generations. Two quarks and two
leptons form one generation with rising particle masses from the first to the third genera-
tion. The same is true for the corresponding antiparticles, differing only in some quantum
numbers like the sign of the charge. The first generation alone suffices to build protons
and neutrons from up and down quarks, which, together with the electron, describe the
dominant part of matter we encounter in our lives. The heavier particles from the second
and third generation are unstable and finally decay into the lighter particles of the first
generation. The interaction between these particles is mediated by bosons, which are
consequently also called force carriers. Within the Standard Model there are three forces
present. The electromagnetic force, mediated by the photon, takes care of the binding
of electrons within the atoms for example. The strong interaction forces the quarks to
form hadrons and is carried by the gluon. The weak force has three mediating particles:
W+,W−, and Z. It is the reason for radioactive β-decays. Figure 1.1 shows an overview
of the particles and force carriers of the Standard Model.
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Figure 1.1: Particles, divided into lepton and quark families, and force carriers of the Standard
Model, with the Higgs particle being the only one not discovered yet [2].
Electromagnetic and weak force could be combined in one theory called Glashow-
Weinberg-Salam theory [3]. Gravity, the fourth force in our universe, is not included in
the SM. Due to its weakness at short distances gravity has no sizeable effect at current
available energies. Furthermore it cannot be described by a gauge theory, whereas the
SM is based on the gauge principle and gauge invariance.
Gauge invariance requires all particles to be massless. Because this is obviously not the
case in nature, the Higgs Mechanism is introduced within the SM [4]. This mechanism
causes a symmetry breaking of the electroweak theory, giving mass to the charge carriers,
quarks and leptons. A new particle has to be introduced which creates the masses of
particles when coupling to them. This particle is called the Higgs boson and its discovery
is the prime target of upcoming experiments like the Large Hadron Collider (LHC) [5].
The Standard Model predictions have been extensively tested with high precision mea-
surements over the past decades. At LEP, an e+e− synchrotron, a dominant process was
the Z decay into hadrons giving insights into the electroweak interaction [6]. With the
precise measurement of the Z mass and decay width, it was possible to determine the
number of light neutrinos to be three. Even an accurate estimate of the top quark mass
was possible using radiative corrections of the observed reactions at LEP [7]. Although
LEP could give an exclusion limit on the Higgs mass of 114 GeV, the particle itself has
not been observed yet, leaving the origin of mass open for questions.
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1.1.2 Problems of the Standard Model
There are several open questions the SM does not answer. The upcoming accelerator
experiments will try to find solutions to the following puzzles of nature:
  Neutrino Masses
In the Standard Model the lepton number within one family is conserved, prohibit-
ing the mixing of mass eigenstates. This can be realised if neutrinos are massless.
Various experiments, however, have found compelling evidence for neutrino oscil-
lations. The SNO [8] experiment has measured the oscillation of solar electron
neutrinos into muon neutrinos, resulting in a decrease in the flux of solar electron
neutrinos. The fact that a neutrino can change its flavour implies that neutrinos do
have mass [9].
  Hierarchy Problem
A hierarchy problem occurs if the terms in a Lagrangian that contribute to a certain
parameter, for example the mass of a particle, differ vastly from the measured,
usually much lower value of the parameter [10]. The Higgs boson, being so much
lighter than the Planck mass, requires an incredible fine-tuning to cancel radiative
corrections to the bare mass. To solve this hierarchy problem new physics is needed
at an energy scale of up to 1 TeV.
  Gravitation
Although gravity is the force most present in our lives, it is not included in the SM.
On the scales that are important in the SM, gravity is 1032 times less strong, than
the weak force. A quantum theory to describe gravity based on the gauge principle is
not yet available. Several theories are being developed to unify quantum mechanics
and general relativity, for example super gravity [11].
  Baryon-Antibaryon Asymmetry
In the Big Bang models of our universe the amount of matter and antimatter was
the same in the beginning. Now, however, only tiny amounts of antimatter remain.
The CP violation allowed in the SM cannot explain this asymmetry between matter
and antimatter. Alternative mechanisms of CP violation in the early universe have
to be introduced [12].
  Dark Matter and Dark Energy
It is known today that only 4% of the matter in the universe is baryonic matter.
According to WMAP [13] observations, the remaining energy density of the universe
consists of 74% dark energy and 22% dark matter. The Standard Model does
not offer a candidate for dark matter. The nature of the so called dark energy is
completely mysterious.
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1.1.3 Solutions
Supersymmetry (SUSY) [14] is one of the most promising extensions of the Standard
Model. To each SM particle a super partner is assigned as indicated in figure 1.2. The
supersymmetric partners of leptons are bosons and vice versa.
Figure 1.2: Supersymmetric partners (right) of the Standard Model particles (left). The su-
persymmetric partner of a lepton is a boson and vice versa [15].
SUSY is able to solve the hierarchy problem, deliver candidates for dark matter and even
include gravitation in a model called MSUGRA. However, in the Minimal Supersymmet-
ric Standard Model (MSSM), another 105 parameters are introduced in addition to the
ones from the SM.
The three forces described by the SM are expected to unite in strength at about 1014 TeV.
To have them coincide in one point, changes to the SM have to be made. Introducing
new physics at the TeV scale, for example SUSY, the coupling constants change slightly
resulting in an overlap point, where all three forces have the same strength as shown in
figure 1.3.
The dream of physicists is the so called Grand Unification Theory (GUT) [17]. Such
a theory would combine all known forces and would be able to describe our universe
starting directly from the Big Bang. Figure 1.4 visualises this unification of the four
forces at different energy scales.
Apart from SUSY there are other theories trying to solve the problems arising within the
SM for example the introduction of extra dimensions [19] or the string theory [20].
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Figure 1.3: The three coupling constants within the Standard Model (left) and the Minimal
Supersymmetric Standard Model (right) [16]. With the introduction of new inter-
actions at the TeV scale, the course of the coupling constants is altered allowing a
unification.
Figure 1.4: Unification of all four forces in a Grand Unification Theory: First the electroweak
and the strong force would unite at the GUT scale. Then gravity in the form of a
quantum theory will join at the Planck scale [18].
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1.2 The Motivation for a Linear Collider
The concurrent running of hadron and lepton accelerators has proven to be fruitful in the
past. Currently the Large Hadron Collider (LHC) is being built at CERN. It will collide
protons reaching a centre-of-mass energy of 14 TeV. Because protons are not elementary
particles but contain quarks and gluons as a substructure, a high QCD background will
be produced. The partons actually colliding and their real collision energy are rather
difficult to determine. The uncertainty of the initial states makes the interpretation of
the collected data challenging. With its high centre-of-mass energy the LHC is clearly a
discovery machine. If the Higgs particle and SUSY exist, the LHC will most likely find
the corresponding particles. Exploring the true nature of these new particles like their
masses, lifetimes, or couplings will be the task of the International Linear Collider (ILC),
since many of these quantities are only obtainable with high precision measurements [21].
When protons are accelerated high energies can be reached, limited only by the field
strength of the bending magnets. Using electrons in a ring accelerator limits the achievable
centre-of-mass energy, due to the strong emission of synchrotron radiation. The energy
loss ∆E is much higher for electrons, because of their small mass compared to protons:
∆E ≈
(
E
m0
)4
1
R
(1.1)
The solution is a linear collider. Here, the electrons have to be accelerated up to their
final energy in one step, since they pass the accelerating structure only once in contrast
to a synchrotron. The advantage of electrons and positrons compared to protons is a very
clean environment at the collision. The initial states are well known and the background
is small. Additionally the electrons and positrons can be polarised, testing processes
depending on this quantity.
Three concepts for a linear collider project were elaborated. The European project TESLA
(Tera Electron Volt Superconducting Linear Accelerator) [22] is based on a cold technol-
ogy using superconducting acceleration cavities. The other two projects, one in the US
(NLC [23]) and one in Japan (JLC/GLC [24]) proposed a warm technology. In August of
2004 an international committee decided that the cold technology should be used for the
ILC [25]. A Global Design Effort Committee (GDE) has been installed to formulate a
Baseline Configuration Document (BCD) [26] describing the machine design of the ILC.
Based on this document technical feasibility studies and cost optimisations will be carried
out. A Reference Design Report is currently in preparation, describing the status of the
machine design and accessing its cost.
Different detector concepts are currently under study and are presented in the next chap-
ter. The ILC community agrees that two detectors are necessary to ensure compatibility
and cross checks of the physics results. Whether there will be one or two interaction
regions is still under discussion. Due to cost considerations one interaction region with a
push-pull option for two detectors is being discussed.
Chapter 2
The International Linear Collider
The major part of the high energy physics community agrees that the next major accele-
rator project, after the LHC, will be the International Linear Collider (ILC). In this
chapter the basic working principles of the machine as well as the requirements for the
detector to reach the physics goals of the ILC are discussed.
2.1 Physics Goals
The ILC will be a machine to perform precision measurements. Due to the high accuracy
of the measurements it will be possible to determine particle masses, lifetimes, spin and
quantum numbers with high precision, allowing to predict physics at higher energies than
the accelerator itself can reach. At the ILC various open questions like the origin of mass,
the development of our universe and the nature of time and space will be addressed. Extra
dimensions and super strings as well as dark matter candidates will be investigated.
2.1.1 The Higgs Mechanism
An isospin-doublet of complex scalar fields with a non-vanishing vacuum expectation
value breaks the electroweak symmetry in the Standard Model. Three of the four
degrees of freedom of these fields are absorbed to form the longitudinal component of
the W+,W−, and Z bosons. The remaining one will manifest itself as the Higgs particle
H. Its mass is a free parameter of the theory, but for unitarity reasons the Higgs mass
is predicted to be below 1 TeV. Other limits on the Higgs mass can be derived from
radiative corrections to well measured quantities or the requirement of vacuum stability.
Such limits are, however, highly model-dependent [27].
The dominant production mechanisms of the Higgs boson at e+e− colliders are Higgs-
strahlung and WW fusion. The corresponding Feynman graphs are shown in figure 2.1.
Direct searches at LEP excluded Higgs masses below 114 GeV [28].
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Figure 2.1: Dominant Higgs production mechanisms at the ILC: On the left the Higgs-
strahlung process and on the right the WW fusion is shown.
If a Higgs particle is found at the LHC, its profile can be measured with the ILC. To
determine whether the discovered particle is a SM Higgs or one realised in a SUSY
scenario, its mass, lifetime, production cross sections, branching ratios and couplings
need to be measured precisely. At the ILC an accuracy of 50 (70) MeV is expected for a
Higgs mass of 120 (200) GeV. Many branching ratios can be measured with a precision
of a few percent. From the ZHH final state the Higgs self-coupling can be accessed.
A very clean signal will come from events where the Z decays into leptons, allowing
a study of the Higgs production independent from its decay. The branching ratios of
the Higgs decay shown in figure 2.2 depend on the Higgs mass which is the only free
parameter in the SM.
In the Minimal Supersymmetric Model (MSSM) [14] two Higgs doublets are introduced
and five Higgs particles are predicted: a charged Higgs boson pair H+ and H−, two
neutral ones called h and H which are CP-even, and one CP-odd neutral Higgs boson
denoted A. A theoretical upper limit on the mass of the lightest Higgs h is given by
mh = 135 GeV [29]. An additional production process in the MSSM is the associated pair
production e+e− → A+h/H. Depending on the mass of the charged Higgs particles they
can be produced in top decays t → b+H+ or directly via e+e− → H+H−. The decay of
MSSM Higgs bosons strongly depends on the ratio of the two vacuum expectation values.
2.1.2 Supersymmetry
Supersymmetry (SUSY) is the most advanced extension of the standard model, solving
many of its problems. It predicts the correct electroweak mixing angle as measured by
the experiments. The mass spectrum of the supersymmetric particles depends on the
mechanism breaking the symmetry. For a stabilisation of the Higgs mass the SUSY
masses should be of the order of 1 TeV. To distinguish between the different models
within SUSY the mass spectrum needs to be measured precisely. At the LHC the final
products of the decay chain of processes involving supersymmetric particles will overlap
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Figure 2.2: Branching ratios for the main decay channels of the Higgs boson in the SM [16].
with background events, making this task nearly impossible.
At the ILC, the high luminosity and especially the possibility to polarise the electron
and positron beams will allow to make this distinction between the SUSY models
based on the mass spectrum of the discovered particles. The accurate measurement at
the electroweak scale will permit an extrapolation to higher energies up to the GUT scale.
If R-Parity is conserved, the lightest supersymmetric particle is stable and provides a
candidate for dark matter. The ILC will constrain the parameter space of the dark
matter density values considerably by measuring the mass of this particle as shown in
figure 2.3.
2.1.3 Alternative New Physics
Introducing extra space dimensions allows gravity to become strong already at the TeV
scale, thus solving the hierarchy problem. In these extra dimensions, towers of Kaluza-
Klein states are present. These lead to high energy processes resulting in new interactions
or resonances. An alternative to the Higgs mechanism could be a theory of new strong
interactions at the TeV scale which break the symmetry dynamically. One effect would
be a change of the W+W− production cross section in e+e− reactions.
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Figure 2.3: Constraints on dark matter density plotted on the y-axis by combining different
experiments. In contrast to the satellite experiments Planck [30] and WMAP, ac-
celerator experiments like LHC and ILC can provide a constraint on the neutralino
mass mχ [31].
2.1.4 Challenging the Standard Model
The ILC can be operated at various energies. Therefore it is possible to perform threshold
scans or run at the Z resonance, called GigaZ mode, which will in one day produce the
entire statistics collected at LEP. Operating the ILC at such production thresholds will
significantly improve the measurement of the electroweak mixing angle, the W mass and
the WW self coupling. The CKM matrix elements can be studied via W or B meson
decays. The top quark mass will be measured with an accuracy of 100 MeV. Determining
its detailed profile will give constraints to future theories of flavour physics.
2.2 The Accelerator
The layout of the accelerator is subject to constant improvements and changes. The
present status of the parameter sets is presented in the Baseline Configuration Document
(BCD) [26]. The current layout for the ILC is shown in figure 2.4. Electrons and positrons
are accelerated over a distance of about 10 km each. In the centre of the machine the two
particle beams collide. The collision products are measured in the detector. The crossing
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angle of the two colliding beams at the interaction point will be 14 mrad. Whether there
will be two or, due to cost issues, just one interaction region, is under discussion.
Figure 2.4: Basic sketch of the current layout for the ILC with one interaction region with
a crossing angle of 14 mrad and two detectors. The damping rings are located
around the IP, allowing both to be in the same tunnel [32].
An advantage of a superconducting accelerator structure is the high power transfer
efficiency leading to a comparatively low electrical power consumption. Several cavity
designs are being developed. The most advanced design is the superconducting 9-cell
cavity made of niobium, which evolved from the TESLA design. It has to be cooled
down to 2.15 K using superfluid helium. The operating frequency is 1.3 GHz. To reach
a centre-of-mass energy of 500 GeV a field gradient of 31.5 MV/m is needed. Figure 2.5
illustrates the field inside a superconducting accelerator resonator.
In the beginning, an operation at 500 GeV is planned with the option to upgrade to
1 TeV. With an improved preparation of the cavities gradients of 40 MV/m have been
reached. To operate at 1 TeV the cooling capacity and the number of RF stations
must be increased. The tunnel is foreseen to be extended by 9.3 km on both sides
corresponding to an operating field gradient of the cavities of 36 MV/m.
Different baseline parameter sets have been defined to allow a certain flexibility of the
machine. Some specification ranges of the machine design for the operation at 500 GeV
are assembled in table 2.1. Running at energies between 90 GeV and 200 GeV is also
possible, which allows an operation on the Z resonance.
The beam is generated with a polarised laser source and pre-accelerated to 5 GeV. After
that the particles are sent into the damping rings to compress the bunches in phase space
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Figure 2.5: Computer animation of the field inside a 9-cell superconducting accelerator res-
onator [33]. The electromagnetic fields accelerate the electrons.
running option min nominal max
bunch charge [·1010] 1 2 2
no. of bunches per pulse 1330 2880 5640
linac bunch interval [ns] 154 308 461
bunch length [   m] 150 300 500
Table 2.1: Baseline parameter sets for different running options of the machine for operation
at 500 GeV [26].
in order to optimise the luminosity. In order to reach high collision rates, high beam
power is needed and the beam size must be small at the interaction point. This can be
achieved by using a low radio frequency which decreases the wake fields caused by the
bunches having passed the cavity before. A fast feedback system is used to correct the
beams at the interaction point, e.g. for mechanical vibrations.
An additional option for later upgrades is to operate the accelerator as a photon-photon
collider or to collide electrons with electrons or electrons with photons.
2.3 A Detector for the ILC
The design of the detector for the ILC is driven by the physics goals discussed in section
2.1. It has to cover an energy range from the Z pole up to 1 TeV. In comparison to LEP
the performance of the detector needs to be better by a factor of 10 for some parameters.
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The main requirements are [34]:
  Excellent Momentum Resolution in the Tracking System
When determining the Higgs mass from the Higgs-strahlung process (see figure 2.1)
by measuring the recoil mass an excellent momentum resolution is needed to measure
the momentum of the lepton pair from the Z decay. This improves the signal to
noise ratio allowing for an optimal event selection of HZ events. In order to achieve
such a precision, the momentum resolution of the tracking system in the central
region needs to be better than ∆(1/pt) = 5 · 10−5 c/GeV. In the forward region it
has to be excellent to measure the luminosity spectrum of Bhabha events.
  Highly Efficient Vertex Detector
The task of the vertex detector is a precise reconstruction of primary and secondary
vertices. In order to distinguish between H → cc¯ and H → bb¯ decays, excellent
b- and c-tagging capabilities must be provided.
  High Granularity Calorimetry for Particle Flow
To distinguish between W→ qq¯ and Z→ qq¯, a high jet resolution is necessary. The
goal is to reach σE = 30%/
√
E. One idea is the particle flow concept, where the
resolution of the individual particle is measured with the most suited subdetector.
To achieve maximum performance regarding the resolution, each particle in a jet
has to be identified. For charged particles the tracker will be used, γ and pi0 are best
measured with the ECAL and neutral hadrons with the HCAL. A highly granular
calorimetry is needed to distinguish the particles and to keep confusion and double
counting as low as possible.
  Hermeticity of the Complete Detector
Particularly for detecting SUSY particles the measurement of missing energy is im-
portant. Hermeticity of the complete detector and the achievable energy resolution
plays a crucial role when searching for new physics, where missing energy is an often
occurring signal. This will be most critical in the forward region.
2.3.1 Detector Concepts
Different approaches have been proposed to meet the above mentioned detector require-
ments. Four different detector concepts are under study:
1. LDC: Large Detector Concept [35]
2. GLD: Global Large Detector [36]
3. SiD: Silicon Detector [37]
4. 4th Concept [38]
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The first three concepts are opting for high granularity calorimeters to exploit the
concept of particle flow. All three have similar sub detectors with the difference of a
silicon central tracker for SiD and a TPC for LDC and GLD. The main difference of the
4th concept is a dual-readout fibre sampling calorimeter and a muon system with an
iron-free magnetic field.
In this thesis the focus will lie on the LDC concept based on the former TESLA detector.
Since all detector concepts are still in the developing and optimisation phase, the TESLA
detector geometry and its required performance will be used as reference. The layout is
shown in figure 2.6. Directly around the beam pipe the vertex detector (VXT) built from
silicon pixel sensors is located. It is followed by the intermediate tracker (SIT) consisting
of silicon strips and the large gas volume of the TPC. Together they form the central
tracking system. Still within the coil of the 4 T magnet the electromagnetic and hadronic
calorimeter reside. Outside the coil and within the return yoke the high efficiency muon
tracker completes the detector.
2.3.2 The Tracking System
The central tracker in the LDC detector design is a Time Projection Chamber. It consists
of two identical chambers arranged symmetrically with respect to the interaction point
and sharing the cathode in the centre of the detector. The whole tracking system should
contain as little material as possible to avoid photon conversion and a degradation of the
momentum resolution.
With a large volume (R = 1.7 m, L = 2.5 m) the TPC offers many three dimensional
space points along a track, limiting the material budget in the barrel region to 3% of a
radiation length. For the endplate containing the readout electronics it will be around
30% of a radiation length. The desired momentum resolution for the TPC alone is
δ( 1
pt
) ≤ 2 · 10−4 c/GeV. To achieve this goal the resolution of the individual space points
has to be better than 150   m, assuming about 200 points per track. Compared to a
silicon tracker the single point resolution is rather moderate. On the other hand two
hundred true 3D points are measured. The tracker will be able to identify single tracks
even in dense jets and high background due to an efficient pattern recognition. The
TPC will deliver a good measurement of the specific ionisation dE
dx
along the track with
a design resolution of 5%.
The maximal drift time in one event will be 55   s which means that around 160 bunch
crossings will be present in the TPC simultaneously. To disentangle these overlapping
events a resolution of 1 mm in the drift direction z is necessary.
The above mentioned drift times and resolutions will be affected by the choice of the drift
gas. Considerations of choosing a gas include for example backgrounds, diffusion and
high voltage stability. The TESLA TDR proposed the gas mixture Ar/CH4/CO2 93/5/2,
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mostly referred to as TDR gas. Also possible would be other Argon based gas mixtures
with CH4, CO2 or CF4, but a final gas choice has not been made yet.
The conventional amplification structure with wires in front of the segmented anode will
be replaced by micro pattern gas detectors (MPGDs). The use of such a technology as
for example Gas Electron Multipliers (GEMs) will offer the possibility to suppress the
back drifting ions within the amplification structure, allowing a continuous readout of the
TPC during a bunch train. Reducing the ion backdrift as much as possible is necessary
to reach a homogeneous drift field.
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Figure 2.6: Detector concept for TESLA showing the different subdetectors, starting with the
vertex detector (VXT) nearest to the beam pipe, followed by the central tracker
(TPC) and the calorimeters (ECAL and HCAL), all within the coil of the 4 T
magnet.
Chapter 3
A Time Projection Chamber as
Central Tracker
In this chapter the fundamental processes and working principles of gaseous tracking
systems are described. The main focus lies on the Time Projection Chamber (TPC) which
is one option for the central tracker at the ILC. TPCs are used in many applications in
high energy physics. Neutrino experiments like T2K [39] or heavy ion experiments like
STAR at RICH [40] make use of a TPC.
Before looking at the working principle of a TPC the interaction processes of charged
particles with the gas inside the detector volume are discussed.
3.1 Primary Ionisation
Primary ionisation is the mechanism of energy deposition in gas detectors. Charged
particles collide with the electrons of the gas atoms, suffering an energy loss which is
used for ionisation. The specific energy loss dE
dx
of the primary charged particle due to
ionisation is described by the Bethe-Bloch formula
− dE
dx
=
1
(4pi0)2
4pinZz2e4
mec2β2
[
ln
2mec
2β2γ2
I0
− β2
]
(3.1)
dependent on the following quantities:
0 dielectric constant
Z, n atomic number, density of matter
z charge of incoming particle in units of e
me mass of electron
c velocity of light
β velocity of incoming particle in units of c
γ =
√
1/(1− β2) Lorentz factor
I0 mean ionisation energy of atom
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This equation only holds for particles other than electrons. The scattering process of
an electron with the electrons within the atom is different because the two scattering
particles are indistinguishable. Adding some terms to account for this effect electrons
can be described also.
The ionisation process occurs in two steps. The charged particle usually creates just one
free electron, the primary electron, in the interaction with the gas atom. This electron
can then ionise or excite further atoms producing secondary electrons. The primary
electrons created are mostly emitted perpendicularly to the particle track because their
energy is much lower than the energy of the ionising particle. They produce secondary
electrons due to collisions with the gas molecules until their kinetic energy is used up. The
secondary electrons are usually created very close to the primary interaction, therefore
forming clusters along the particle trajectory. With a very small probability a secondary
electron with a high kinetic energy can travel away from the primary interaction point
and produce more electrons on its way, creating a track itself. These electrons are called
δ-electrons. Whether an electron can be classified as a δ-ray depends on the sensitivity
of the specific detector. If the track length of the δ-ray is below the resolution capability
of the detector it can not be distinguished from a point like cluster.
Measuring the deposited energy dE
dx
in the gas along the track of a particle with a given
momentum allows its identification. Figure 3.1 shows the specific energy loss for different
types of particles.
3.2 Motion of Charge Carriers in Gases
3.2.1 Drift
The electrons and ions created during the ionisation process drift through the gas volume,
due to the influence of electric and magnetic fields. On the microscopic scale they scatter
with the gas molecules resulting in small changes of their direction. The average motion
depends on the orientation of the electric and magnetic fields, the drift speed only on
the magnitude of the electric field. When colliding with atoms an energy loss occurs.
Between the collisions the charged particle acquires energy due to the acceleration from
the electric field [42]. In the case of electrons an equilibrium between these two processes
is reached:
x
vdrift τ
λ EG = e E x (3.2)
with the mean time between two collisions τ , the mean energy loss λ, the energy of the
equilibrium EG, the electron charge e, the travelled distance x and the electric field E.
The drift velocity vdrift reaches a local maximum if the atoms become invisible to the
electrons. This occurs when the quantum mechanical wavelength of the particle is equal
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Figure 3.1: Simulated specific energy loss of different particles in an argon based gas mixture
for the LDC detector concept [35]. δ-rays with a travelling range larger than 2 mm
are excluded from the contribution to the energy loss [41].
to the width of the potential in which it travels, referred to as Ramsauer effect. Drift
chambers are operated at the electric field where this maximum is reached to minimise
the sensitivity of the drift velocity to field inhomogeneities.
Ions being much heavier than electrons lose most of their energy in collision. In contrast
to the randomly distributed direction of electrons after a collision, ions keep a big fraction
of their initial momentum leading to smaller changes in their direction.
3.2.2 Diffusion
A charge cloud of electrons or ions travelling through a gas volume will be subject to
scattering processes with the gas molecules. Assuming that the change in the direction of
motion is equally distributed, the diffusion is described by a Gaussian law for the density
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distribution of the charge cloud ρ:
ρ =
(
1√
4piDt
)3
exp
(−r2
4Dt
)
(3.3)
with the diffusion coefficient D and the travelled distance r2 = x2 + y2 + (z − v¯driftt)2.
The diffusion coefficient can be written as
D =
kT
e
µ, (3.4)
if the thermal energy of the gas is 3
2
kT . µ is the mobility of the charge carrier. The width
of a charge cloud develops with time on a drift length L according to
σ2x = 2Dt =
2DL
µE
. (3.5)
3.2.3 Magnetic Fields
The presence of a magnetic field alters the drift velocity as well as the diffusion. The extent
of these effects is described by the dimensionless parameter ωτ , where ω is the cyclotron
frequency and τ the mean time between two collisions. The effect of the magnetic field
on charge carriers is different for ions and electrons due to their different mobility µ. For
typical parameters the difference is several orders of magnitude:
ωτ = µB '
{ O(10−4) for ions
O(1) for electrons. (3.6)
The drift velocity is given by the Langevin formula
~vdrift =
e
m
τ | ~E| 1
1 + ω2τ 2
[
~ˆ
E + ωτ(
~ˆ
E × ~ˆB) + ω2τ 2( ~ˆE · ~ˆB) ~ˆB
]
(3.7)
with
~ˆ
E and
~ˆ
B being the normalised vectors in direction of the corresponding field. This
formula describes the motion of electrons due to the electric field and the curvature of
the trajectory caused by the magnetic field. For electrons which have a large value for ωτ
the last term dominates thus electrons drift along the magnetic field lines instead of the
electric filed lines. In general
~ˆ
E and
~ˆ
B include an angle φ resulting in
vdrift =
eE
m
τ
√
1 + ω2τ 2 cos φ2
1 + ω2τ 2
. (3.8)
In that case the second term in the Langevin formula causes a change in the direction of
drift, which is no longer along
~ˆ
E.
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The transverse diffusion is suppressed by a magnetic field parallel to
~ˆ
E according to
σ(B) =
σ0√
1 + ω2τ 2
(3.9)
with σ0 being the diffusion at B = 0 T.
3.3 Amplification
An electron travelling in an electric field of a few 104 V/cm can reach sufficient energy
between collisions to ionise the gas, thus starting an avalanche. Inside this avalanche var-
ious physical processes can occur: single and multiple ionisation, optical and metastable
excitations, recombination as well as energy transfer by collisions between atoms. The
amplification factor, also referred to as gain, is described by the first Townsend coefficient
α. It specifies the number of electrons N created on a path length dx
dN = Nαdx. (3.10)
The coefficient α is a function of the electric field and the gas density. Because of the
various complex processes involved in the amplification, there is no analytical expression
known for α. The gain also depends on the gas density ρ. With decreasing ρ the gas gain
is increased. The variation of the gas gain can be written as
dG
G
∼ −dρ
ρ
. (3.11)
Measurements showed that variations of the gas pressure caused global variations of the
gain that were five to eight times larger [42].
A gas detector used in high energy physics is usually operated in proportional mode. This
means that the created signal is proportional to the number of electrons collected. During
the avalanche process photons are created, which have enough energy themselves to ionise
further atoms. These photons can travel farther than the extent of the original avalanche
and initiate other avalanches. This can cause too much charge for the counter and results
in the loss of the proportionality. Such photons are the reason why an organic quenching
gas is mixed into the noble gas. Organic molecules show a high cross section for photons
of various energies due to their many degrees of freedom.
3.4 Attachment
Electrons created in the amplification process can attach to the gas molecules. These
electrons do not contribute to the signal measured on the anode. The probability of this
process is given by the electron affinity of the drift gas. For noble gases this effect is small
and can be neglected. Gas impurities like oxygen, however, have a high electron affinity
and can significantly reduce the signal of a gaseous detector. Losing primary electrons
will degrade the performance of the detector and should be avoided.
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3.5 Working Principle of a TPC
In most cases the sensitive volume of a TPC is made up of a cylindrical gas volume.
Between its endplates a homogeneous electric drift field is applied. A charged particle
creates primary ionisation along its trajectory when passing through the active volume of
the TPC. The produced ions drift to the cathode and the electrons to the anode. Before
reaching the anode they have to be amplified. In TPCs operated so far this was usually
done with thin wires, which produce a high radial electric field close to their surface,
enabling the electrons to multiply.
The anode is segmented into two dimensional pads measuring the projection of the
particle track in x and y. The z position is calculated by measuring the drift time of the
electrons. Knowing the drift velocity a three dimensional reconstruction of the particle
track is possible. Figure 3.2 outlines this basic working principle of a TPC.
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Figure 3.2: Working principle of a TPC: The charge detected on the segmented anode gives
a 2D projection of the particle track. Combined with a measurement of the drift
time, the track can be reconstructed in all three dimensions.
The ions produced in the amplification process drift back into the active volume. To
avoid this ion backdrift an additional layer of wires was used to catch these ions before
they can distort the drift field. The time structure at the ILC does not provide the
opportunity to operate such a gating grid after each bunch.
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A possible solution to this problem is the use of Gas Electron Multipliers (GEMs, see
section 3.6) to amplify the primary electrons. A large fraction of the produced ions can
be contained within the GEMs as illustrated in figure 3.3.
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Figure 3.3: Using GEMs as amplification structure allows a suppression of the ion backdrift.
A large fraction of the ions produced in the amplification process can be contained
within the GEM stack, preventing them from drifting back into the active volume
of the TPC.
3.6 GEMs as Amplification Structure
The Gas Electron Multiplier was developed and produced at CERN by F. Sauli and
his group [43]. A GEM is a 50   m thin kapton foil coated with 5   m copper on both
sides. Holes with a diameter of 70   m and a pitch of 140   m are etched into the foil (cf.
figure 3.4). By applying a voltage across the GEM a high electric field is created inside
the holes where gas amplification is possible.
Figure 3.5 shows a schematic distribution of the electric field lines in such a device.
Neglecting magnetic fields and diffusion, the charge carriers travel along these lines.
To reach a total gain of about 104 with reasonable voltages across a GEM foil, a stack of
several, usually three, GEMs is used to amplify the electrons from the primary ionisation
process.
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Figure 3.4: Schematic view of a GEM foil showing the dimensions in   m of the hole size, the
pitch and the thickness of the foil.
Figure 3.5: Electrostatic simulation with GARFIELD [44] of electron drift lines in a GEM.
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The advantage of using GEMs for the amplification are:
  Small structures allow improvement of the spatial resolution.
  2D symmetry reduces ~E × ~B effects compared to wires.
  Fast and narrow e− signal on the pads, instead of induced ion signal from wires.
  Intrinsic suppression of the ion backdrift.
Charge Transfer in GEMS
In a triple GEM structure a lot of operating parameters have to be set. Figure 3.6 gives
the sketch of the naming convention for a triple GEM structure with the electric fields
and the voltages across the GEMs.
T2
E  = induction fieldI
hole3
hole2
hole1
GEM2 U
 UGEM3
 UGEM1
E  = drift fieldD
T1
anode
cathode
E   = transfer field 2
E
E
E
E   = transfer field 1
Figure 3.6: Parameters used to describe the charge transfer in a triple GEM structure. Three
GEM voltages, a drift field, two transfer fields and an induction field are used.
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To describe the charge transfer in such a structure the following terms are used [45]:
  Collection
The collection describes the fraction of charge carriers entering a GEM hole.
Ce−(I+) =
# of e−(I+) collected into GEM hole
# of e−(I+) arriving at GEM
(3.12)
  Extraction
The extraction is used to quantify how many of the electrons present in a GEM hole
leave it and drift along towards the anode.
Xe−(I+) =
# of e−(I+) extracted from GEM
# of e−(I+) present in GEM hole
(3.13)
  Gain
The gain describes the number of electrons created in a GEM hole.
G =
# of e− in GEM hole
# e− collected into GEM hole
=
NGEMs∏
i=1
Ci ·Xi ·Gi (3.14)
The effective measurable gain also depends on the collection and extraction efficien-
cies.
  Ion Backdrift
The amount of ions arriving on the cathode relative to the signal strength is called
ion backdrift.
IB =
# of I+ drifting to cathode
# of e− arriving on anode
(3.15)
The goal is to reduce the back drifting ions to the number of ions created during
the primary ionisation.
These charge transfer coefficients have been measured in detail and parametrised in [2].
Chapter 4
The Simulation Framework
The detailed simulation of a TPC developed in the present thesis is described in this
chapter. It is focussed on the presentation of the different simulation steps, giving a
detailed overview of the implemented physics processes, but trying not to be too technical
about programming details.
4.1 Motivation and Goals
The overall goal of this work is to understand and study the influence of various
parameters on the performance of the detector. This includes for example electric and
magnetic fields as well as the pad geometry or the charge transfer in the amplification
structure. To achieve such an understanding, a realistic detector response has to be
simulated also including effects of the readout electronics.
Commonly used simulation tools like MOKKA [46], which is based on GEANT4 [47],
provide the possibility to create detailed detector geometries. The energy deposition
simulated in a TPC, for example, caused by an incident particle, depends on the
segmentation of the active volume and is distributed along the original track. The
detector response is emulated only by applying a Gaussian smearing. Therefore it is not
possible to directly incorporate the charge transfer and the effects of the amplification
structure in such a detector simulation.
To achieve the above mentioned goals, it is necessary to trace each single electron from
the moment it is created to its detection after the amplification structure. At this point
detailed knowledge from the study of the charge transfer in GEMs should be applied.
These requirements are the motivation to develop a new simulation tool, which is simple,
fast and independent of other packages. Such a detailed detector simulation will allow the
development of a realistic detector response which could then be applied to the energy
deposition from a full detector simulation with MOKKA.
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4.2 Introduction to the Simulation Modules
To allow flexibility and to minimise data overhead, the simulation is divided into modules,
which reflect the steps occurring in a TPC. These steps are ionisation, drift, amplification
and readout electronics:
  Module 1: TPCIonisation
This module uses the information about the incident particle like its energy, momen-
tum and charge to follow its trajectory. Depending on the magnetic field the track
will be a straight line or a helix. Primary ionisation occurs in clusters, which means
that several electrons are produced in close proximity to each other, followed by a
distance without ionisation. With each step a cluster of primary electrons is created
along the particle trajectory including the propagation and multiple scattering of
δ-electrons.
  Module 2: TPCDrift
The gas properties like drift velocity, longitudinal and transverse diffusion are known
from parametrisations and used to calculate the coordinate of the primary electron
after drifting through the gas volume.
  Module 3: TPCPads
The electrons arriving at the amplification structure are transferred through the
GEM stack and amplified in the GEM holes, using information from charge transfer
parametrisations. The produced charge cloud is mapped onto the pad plane.
  Module 4: TPCElectronics
The readout electronics consist of a shaper determining the time distribution of the
signal coming from the charge cloud arriving on one pad. The next step is the
binning of the charge distribution into counts and time bins of an ADC.
  Optional Module: Ion Backdrift
With this module the number of ions drifting back from the amplification structure
can be calculated, again using the information from the charge transfer parametri-
sation.
Having divided the simulation into several parts, each producing its own output file,
a repetition of simulation steps can be avoided. For pad studies for example it is not
necessary to create and propagate the electrons for each pad geometry. This also allows
to map identically drifted electron distributions onto different pad geometries. The data
flow from one module to another and the input parameters controlled by the user are
sketched in figure 4.1. More information about the user input and the data flow can be
found in appendix C. The detailed implementation of the physics processes within the
modules themselves is presented in the following sections 4.4 to 4.9.
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Module 1
TPCIonisation
Module  2
TPCDrift
Module  3 
TPCPads
Module 4
TPCElectronics
    ADC charge in
counts and time bins
− gas mixture
− drift field
coordinates of primary electrons
coordinates of drifted electrons
charge per channel in e, time in ns
User Input for Module 2
User Input for Module 1
User Input for Module 3
User Input for Module 4
− pad width
− pad height
− number of pads
− pads in one row
− offset of pad plane in x
− offset of pad plane in y
− GEM setting
− file with charge transfer parametrisation
− gain correction
− readout frequency
− rise time
− resolution of ADC
− dynamic range of ADC
− threshold of ADC
− charge loss factor
− integration cut off
− inner radius of TPC
− outer radius of TPC
− drift length of TPC
− file with parametrisation of clustering
− magnetic field B
− incident particle (p,m,q,point of origin..)
Figure 4.1: Data flow from one module to the next in the simulation. The user input for the
different modules is shown in the right column.
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4.3 The Data Format
The simulation was implemented in C++. The data format and the reconstruction for the
actual TPC measurements is realised within ROOT [48]. To ensure compatibility between
measurement and simulation, the same reconstruction and analysis software must be used.
Therefore the simulation is based on ROOT as well. Table 4.1 shows an overview of the
basic data classes used in the simulation and the information stored. In table 4.2 the data
structure of the reconstruction chain is listed. A detailed description of the reconstruction
software and classes can be found in [49].
data class stored information
TParticle mass, momentum, vertex, charge
TPCElectron coordinates: x, y, z, t
TPCSimPeak channel, time, charge
Table 4.1: Data classes in ROOT used in the simulation.
data class stored information
TPCPeak channel, time, charge
TPCPoint charge, coordinates: x, y, t
TPCTrack number of points, inclination ...
Table 4.2: Data classes in ROOT used in the reconstruction.
The ILC community has chosen LCIO [50] as a common data framework. Since it is in the
developing state it could not be used for the test beam measurements presented here as
a reference for the simulation. To simulate the ILC TPC, however, it should be utilised.
Therefore an LCIO based version of the simulation framework has been implemented as
well. The functionality of the modules is not changed. The used data classes are listed in
table 4.3. Each program module is implemented as a Marlin [51] processor.
data class stored information
MCParticle mass, momentum, vertex, charge
SimTrackerHit 3D position, dE/dx, momentum ...
TrackerData cellID, time, charge
Table 4.3: Data classes in LCIO used in the simulation.
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4.4 Module 1: Primary Ionisation
A charged particle traversing the gas volume of the TPC creates electron-ion pairs along
its trajectory. The produced electrons give the signal that is measured with the TPC.
The primary ionisation process forms clusters of electrons as explained in section 3.1. To
simulate this primary ionisation process, information about the number of clusters on a
certain track length and the number of electrons contained in these clusters is needed.
There are programs available which calculate these distributions taking into account the
properties of the gas molecules. Such a simulation package is the program HEED [52].
HEED is used to obtain the distributions describing the primary ionisation. The extracted
information is parametrised or stored in files, which then can be used in the simulation.
The decision not to incorporate HEED itself into the simulation of the TPC was based
on the fact that HEED does not include magnetic fields, so that no curved tracks can be
created. It also does not provide a three-dimensional representation of the track. The
HEED calculations were carried out for the three different argon-based gas mixtures TDR
(Ar/CH4/CO2 93/5/2), P5 (Ar/CH4 95/5) and P10 (Ar/CH4 90/10) at a temperature of
295 K and a pressure of 1013.25 hPa.
4.4.1 Energy Loss
Figure 4.2 shows the distribution of the number of clusters per centimetre as function of
the momentum and mass of the incident particle. By choosing the x axis to be momentum
divided by mass, which is equal to βγ, the distribution is independent of the particle type
(cf. figure A.2 in appendix A). In addition, the distribution is identical for all three gas
mixtures since they are all argon based (cf. figure A.1 in appendix A). Furthermore it
is assumed that the energy loss does not depend on the magnetic field because the cross
sections for the collisions of the incident particle with the gas atoms show no dependency
on B [53]. This allows a parametrisation of the distribution, which is valid for all single
charged particles and the three different gas mixtures. The parametrisation shown is a
polynomial of seventh order in ln(βγ).
4.4.2 Cluster Size Distribution
Figure 4.3 shows the probability of a certain number of electrons to be contained in one
cluster. Again, this distribution is independent of the particle momentum, the magnetic
field and the three gas mixtures (cf. figures A.3 and A.4 in appendix A). There is a slight
difference if the incident particle is an electron shown in figure 4.4. Because this deviation
occurs only below probabilities of 10−7 it is neglected. The bumps in the distribution are
caused by excitations of the atomic shells of the drift gas. The probability distribution is
stored in a file which is used in the simulation.
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Figure 4.2: Number of clusters per cm created in argon based gas mixtures during the ionisa-
tion process obtained from HEED.
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Figure 4.3: Number of electrons created in one cluster in argon based gas mixtures during the
ionisation process obtained from HEED.
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Figure 4.4: Number of electrons per cluster comparing different incident particles. A slight
difference can be seen if the incident particle is an electron.
4.4.3 Treatment of δ-electrons
As mentioned in section 3.1 there is no clear definition for δ-electrons. The ability to
identify a cluster as coming from a δ-electron depends on the detector resolution. For the
following considerations it is necessary to distinguish between the electrons in a cluster and
the electron that created the cluster. The latter is the most energetic electron created
in the first step of primary ionisation by the traversing charged particle. This initial
electron further ionises the gas producing more secondary electrons. The spatial spread
of the cluster depends therefore on its energy. Figure 4.5 illustrates the terminology used
showing one local cluster and a δ-electron.
Criterion for δ-electrons
The desired spatial resolution of the TPC is 100   m. Therefore a cluster is considered to
be caused by a δ-electron if the range of the electron creating the cluster is larger than
100   m. Within the simulation, the only information available is the number of electrons
in a cluster. To simulate δ-electrons, the dependence of the range and energy of the first
created electron on the final number of electrons in the cluster is needed. This information
is obtained from HEED.
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Figure 4.5: Illustration of ionisation process forming clusters or δ-rays.
Energy
Figure 4.6 shows the energy of the initial electron as function of the total number of
electrons in the cluster. The parametrisation is of the form E(n) = a · n + b. The
parameters have the values a = 0.026 and b = −0.017 with the statistical errors on a
and b of the order of 10−5. This correlation between energy and number of electrons in
a cluster is used to determine the angle between the ionising particle and the δ-ray as
described below. Furthermore the correlation is needed to calculate the criterion for a
δ-electron if a magnetic field is present. In this case, the travelling range of the δ-ray
away from the particle track is given by the radius of the helix r = pt
0.3B
. The energy
corresponding to a radius of 100   m can be calculated for any given magnetic field. For
B=1 T for example, it is 30 keV. This corresponds to roughly 1200 electrons in a cluster
using the parametrisation obtained above.
Range
If no magnetic field is present, the range of the electron created first is related directly to
the total number of electrons in the cluster shown in figure 4.7. The parametrisation is
of the form R(n) = a · nb with a = (8.2± 0.01) · 10−5 and b = 1.7±O(10−4). The same
functional dependency can be found in [54]. Using this parametrisation, the number of
electrons in a cluster corresponding to a range of the δ-ray of 100   m is calculated to be
around 60.
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Figure 4.6: Energy of the primary electron creating the cluster in dependence on the final
number of secondary electrons contained in the cluster.
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Figure 4.7: Range of the primary electron creating the cluster in dependence on the final
number of secondary electrons contained in the cluster without a magnetic field.
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Angle
The angle θ between the particle track and the emitted δ-ray, as shown in figure 4.5, is
given by
cos2θ =
Eδ
Ep
(4.1)
where Eδ is the energy of the δ-ray and Ep the energy of the ionising incident particle [54].
Since Eδ is mostly below a few keV, δ-rays are predominantly emitted perpendicular to
the particle track.
Multiple Scattering of δ-electrons
The mean free path length for a δ-electron in the keV region is only a few   m. The
initial direction perpendicular to the particle track will be scattered and randomised
immediately. An analytical behaviour of multiple scattering processes at such low
energies is not available. Nevertheless it can not be neglected and has to be included in
the simulation.
To emulate multiple scattering of the δ-rays a step width from one scattering process
to the next and a scattering angle has to be determined. The numbers chosen for these
quantities were obtained by comparing the range of the δ-rays in the TPC simulation
with the results from HEED. The multiple scattering is realized by choosing a new
direction for the δ-ray every 30 electrons. The new direction lies on a cone with an
opening angle of pi
6
. With this step width of 30 electrons and a scattering angle of pi
6
the
travelling patterns of δ-rays from HEED can be reproduced with the simulation.
For such a comparison between HEED and the TPC simulation based on parametrisations,
100 muon tracks with a momentum of 100 GeV and a length of 1 m along the y-axis have
been simulated. Several δ-rays have been created and their travelling distance has been
studied. HEED includes processes creating photons during the ionisation. These result
in single localised charge depositions at some distance to the track as can be seen in fig-
ure 4.8(a). Because these charge depositions do not contribute to the reconstructed track,
they are neglected and not considered in the simulation (figure 4.8(b)). The travelling
patterns of the δ-electrons caused by multiple scattering are reproduced by the simulation.
Figure 4.9 shows a comparison of the range of the δ-electrons in the xz-plane. Three
different simulation runs with HEED using various random seeds are shown in dashed lines
(blue, red and green). Depending on the number of δ-rays created along the track and
their energy the travelling range varies slightly from run to run due to limited statistics.
The TPC simulation is depicted in black (solid line). The chosen implementation of the
multiple scattering process yields correct ranges for the δ-rays.
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(a) HEED
(b) TPC simulation
Figure 4.8: Primary ionisation created by δ-rays of 100 muon tracks along the y-axis (per-
pendicular to drawing plane) with a momentum of 100 GeV and a length of 1 m,
simulated with HEED and the TPC simulation
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Figure 4.9: Range of δ-electrons in the xz-plane comparing results of three different runs with
HEED (dashed coloured lines) to the TPC simulation (solid black line).
4.4.4 Simulation Method
The primary ionisation is created cluster by cluster along the particle track. It is
assumed that the distances between clusters are distributed exponentially [42]. They
are calculated with a random generator using this distribution. The mean value of this
distribution is the number of clusters at the given particle momentum calculated using
the parametrisation.
With each step, the simulation follows the particle track, placing electrons at the
position of each cluster. The track becomes a helix if a magnetic field is present or a
straight line otherwise. If a cluster is classified as δ-ray, it is propagated away from the
track as described in section 4.4.3. Since the distributions for clusters and electrons
are independent of magnetic fields, only the parameters of the helix and the δ-ray
classification are affected by the choice of B.
The number of electrons in a cluster is randomly chosen from the file representing
the probability distribution of this quantity. In pure argon the mean energy loss
corresponding to the creation of an electron-ion pair is 26 eV [42]. Therefore an energy
loss of 26 eV for every produced electron is subtracted from the particle momentum.
The value is larger than the ionisation energy because excitation processes not leading
to an electron-ion pair contribute to the energy loss of the incident particle. This energy
4.5 Module 2: Drift in the Gas Volume 39
z [mm]
0
50
100
150
200
250
x [mm]
-150-100
-500
50100
150
y 
[m
m]
-100
-50
0
50
100
muon tracks in prototyp TPC
Figure 4.10: Electrons created by primary ionisation of two cosmic muons in a prototype TPC.
A δ-ray was produced along one track and propagated being subject to multiple
scattering.
loss is taken into account when calculating both the next point on the helix where a
cluster is located and the distance to the next cluster. Electrons are placed on the track
as long as their coordinates are within the active volume of the TPC. If the incident
particle loses all its energy due to ionisation processes within the TPC, the particle
is stopped in the gas volume. The coordinates of all produced electrons are stored in a file.
Figure 4.10 shows the primary ionisation in a small TPC with a radius of 13 cm and a
length of 26 cm for two cosmic muons. The propagation of a δ-ray can be observed.
4.5 Module 2: Drift in the Gas Volume
4.5.1 Gas Properties
To describe the drift of the primary electrons through the gas volume, information about
the gas properties like drift velocity, longitudinal and transverse diffusion is needed.
The program MAGBOLTZ [55] can calculate these properties, taking into account the
detailed behaviour of the gas molecules. The results have been parametrised and this
parametrisation is used in the simulation.
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The properties of three gas mixtures TDR (Ar/CH4/CO2 93/5/2), P5 (Ar/CH4 95/5) and
P10 (Ar/CH4 90/10) have been studied. The calculations were done for a temperature of
295 K and a pressure of 1013.25 hPa. The drift velocity is a function of the electric field
E. This dependency and the parametrisation using a polynomial in ln(E) of tenth order
are shown in figure 4.11.
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Figure 4.11: MAGBOLTZ calculation and parametrisation of the drift velocity as a function
of the electric field for three different gas mixtures.
The longitudinal diffusion depends only on the drift field and is fitted with the same
polynomial as the drift velocity. Figure 4.12 shows the result. The transverse diffusion
depends both on the drift field and on the magnetic field. The dependence on E can be
described with a polynomial in ln(E) of seventh order. The eight constants of this poly-
nomial are functions of the magnetic field. They can each be described by a polynomial
in B of fourth order. The transverse diffusion has been calculated for each gas mixture for
0, 1, 2, 3, 4, and 5 T. Figure 4.13 shows the transverse diffusion for P5 gas. The results
for P10 and TDR gas can be found in the appendix in figures B.1 and B.2.
4.5.2 Simulation Method
Using the parametrisations described above, the simulation calculates drift velocity,
transverse and longitudinal diffusion for the given E and B field. The position of the
electrons will change slightly during the drifting process. This deviation from the starting
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Figure 4.12: MAGBOLTZ calculation and parametrisation of the longitudinal diffusion as a
function of the electric field for three different gas mixtures.
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Figure 4.13: MAGBOLTZ calculation and parametrisation of the transverse diffusion as a
function of the electric field for P5 gas at different magnetic fields.
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point is described by a Gaussian distribution. The width of this Gaussian is given by
the multiplication of the transverse diffusion and the radical of the drift distance. The
coordinates x and y of the propagated electrons are calculated by adding a randomly
chosen value from such a Gaussian distribution to the position of the primary electron.
The physical z position of all electrons after drifting is equal to the position of the
uppermost GEM of the amplification structure. The TPC does not measure a z position
but a drift time t which, in the simulation, can be calculated from the drift velocity
and the drift distance. The relevant coordinate of the electrons in the drift direction is
therefore the drift time. This time coordinate of each electron is calculated in analogy
to the space coordinates. However, it uses the longitudinal diffusion in the Gaussian
distribution to determine the width. Since the drift time is always a positive number,
the z position is also stored to be able to distinguish on which endplate the electron has
arrived. The coordinates of all drifted electrons are then stored in a file.
Figure 4.14 shows the drifted electrons of two cosmic tracks in a prototype TPC. For
comparison, the primary electrons are plotted as well. For better viewing, their z-position
was transformed to a drift time using the drift velocity. After the drift process the electron
clusters along the track are visible.
4.6 Module 3: Amplification with a GEM Structure
Now the drifting electrons have arrived in front of the amplification structure, which
consists of three GEMs. In a first step, the position of the electron is binned into the
grid of GEM holes with a pitch of 140   m. The electron undergoes various effects and
processes within the GEM structure, which are described in the following sections.
4.6.1 Gain Fluctuations in a GEM
Gain fluctuations occur in almost every gas based amplification process, no matter
whether wires or micro-pattern devices are used. The distribution describing these fluc-
tuations, however, is different for the various amplification methods. For wires the fluc-
tuations can be described by a Polya distribution [56]:
P (m, x) =
m(mx)m−1
Γ(m)
· exp(−mx). (4.2)
The STAR TPC used for the parameter m a value of 1.5 as recommended for multi-wire
proportional chambers [57]. For GEMs an exponential dependency has been mea-
sured [58]. The single parameter of the exponential distribution is given by the mean
gain from the charge transfer parametrisation.
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Figure 4.14: The primary ionisation forms a straight line of electrons (blue) and the propa-
gated electrons are scattered due to diffusion (red). The clustering process along
the track is now visible for the drifted electrons.
Simulating the gain is the most challenging part for it strongly depends on the uniformity
of the GEMs and the hole diameter as well as on temperature and pressure. An assessment
on the accuracy of the gain determination is given in section 5.2.3.
4.6.2 Charge Broadening
The charge broadening in the GEM stack is caused by diffusion in the gaps between
the GEMs and not by an effect originating from the gas amplification. This result was
obtained by a measurement of the charge width in dependence on the magnetic field [59].
The charge width was found to be in agreement with diffusion values calculated with
MAGBOLTZ as shown in figure 4.15.
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Figure 4.15: Measured width of the charge cloud after three GEMs with a spacing of 2 mm
as a function of the magnetic field compared to a MAGBOLTZ calculation.
4.6.3 Attachment
In the high electric fields between the GEMs the attachment coefficient of the gas mix-
tures can become important. The fraction of electrons being attached to a gas molecule
calculated with MAGBOLTZ is shown in figure 4.16. The applied parametrisation is a
polynomial of fifth order in E and is used to compute the attachment in the simulation.
The number of electrons remaining is given by the exponential decay law:
N = N0 · exp(−Ax) (4.3)
with the attachment coefficient A in units of 1/cm and the travelled distance x in cm. For
TDR gas and a standard field setting of 2500 V/cm for the transfer fields and 5000 V/cm
for the induction field, each for a 2 mm GEM spacing, equation 4.3 yields N = 0.7 ·N0.
This means a loss of 30% of the secondary electrons.
4.6.4 Simulation Method
During the simulation, each electron that has drifted to the first GEM is transferred
through the structure according to the charge transfer coefficients (see section 3.6). The
parametrisation of the coefficients is combined with binomial statistics. This statistical
consideration is necessary because the parametrisation applies to charge currents and
therefore only provides a mean value. A single electron, however, has a certain probability
to be collected, amplified or extracted given by the transfer coefficient. Table 4.5 gives an
example of the statistics for one electron as it is transferred through the GEM structure.
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Figure 4.16: MAGBOLTZ calculation of the attachment in the gaps between GEMs as a func-
tion of the electric field for three different gas mixtures.
The GEM setting used is listed in table 4.4. No magnetic field is applied and TDR gas is
used.
parameter value
UGEM1 [V] 310
ETrans1 [V/cm] 2500
UGEM2 [V] 310
ETrans2 [V/cm] 2500
UGEM3 [V] 310
EInd [V/cm] 5000
Table 4.4: GEM Settings used for calculation of values given in table 4.5.
For each GEM there are four steps altering the number of electrons during their transfer
through the GEM structure:
1. Collection
The collection efficiency represents the probability for one electron to be collected
into the GEM hole. Every electron arriving at the GEM represents the execution
of a counting experiment. The outcome of this experiment is described by the
binomial distribution. The two values of this distribution are the probability
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after step number of electrons average efficiency or gain
collection 1 1
GEM 1 gain 70 65
extraction 24 0.35
attachment 22 0.921
collection 14 0.66
GEM 2 gain 1165 66
extraction 389 0.35
attachment 358 0.921
collection 245 0.66
GEM 3 gain 17255 68
extraction 9202 0.54
attachment 7322 0.796
Table 4.5: Example of the statistic processes for one specific electron at each step in the GEM
structure. The number of electrons given represents one example of random numbers
generated according to the corresponding distribution in each step.
and the number of experiments carried out. These correspond to the collection
efficiency and the number of electrons arriving at the GEM.
Example from table 4.5: 22 electrons arrive at the second GEM and are collected
with a probability of 0.66. Using these values to choose a random number from the
binomial distribution, only 14 of these 22 electrons are collected into the holes of
the second GEM.
2. Gain
The amplification is determined by dicing a random number according to an
exponential distribution, with the mean value given by the parametrisation, for
every electron entering the GEM hole. The sum of these individual numbers gives
the total amount of electrons created in the GEM hole. If more than 200 electrons
enter the GEM hole the central limit theorem is used to calculate the number of
produced electrons by picking one random number from a Gaussian distribution
instead of 200 single values from an exponential distribution.
Example from table 4.5: In the second GEM 14 exponential distributed numbers
are added resulting in 1165 electrons produced in the amplification. For the 245
electrons entering the third GEM the central limit theorem applies and the total
number of 17255 electrons is obtained from a Gaussian distribution with a mean
value of 16660 electrons, calculated by multiplying the 245 electrons with the gain
of 68.
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3. Extraction
The number of electrons extracted from the GEM hole is calculated with a binomial
distribution using the extraction efficiency as probability and the number of
electrons in the GEM hole as number of experiments carried out.
Example from table 4.5: Of the 1165 electrons produced in the second GEM only
389 are extracted due to the low extraction efficiency of 0.35.
4. Attachment
The number of electrons extracted from a GEM are subject to the attachment
during their travelling in the transfer field between two GEMs. The attachment
coefficient describes the probability for an electron to reach the next GEM. The
number of remaining electrons after a drift distance of 2 mm is obtained by
multiplying the original number of electrons with the attachment probability.
Example from table 4.5: Only around 79% of the 9202 electrons leaving the third
GEM arrive on the anode.
To limit the computing time, the electrons produced in the amplification process are
not tracked individually. For each electron entering the GEM structure the number of
secondary electrons reaching the anode is calculated as illustrated in table 4.5.
Figure 4.17 shows the statistical distribution of the number of electrons created in the
amplification structure with the GEM setting in table 4.4. The exponentially distributed
gain dominates the statistical process. It is still visible in the distribution of the total
number of electrons created by one primary electron.
The secondary electrons produced in the amplification process are assumed to be
distributed on the pad plane according to a two dimensional Gaussian. Its width is given
by the diffusion between the GEMs and its integral by the number of secondary electrons.
This Gaussian is integrated for each pad, yielding the total number of electrons collected.
Since the shaping and binning of the time information takes place in the next module,
here the time of each Gaussian is taken as the arrival time of the primary electron stored
in units of ns. The longitudinal diffusion between the GEMs is neglected because it is
very small at the higher electrical fields. It is negligible in comparison to the longitudinal
diffusion occurring in the much larger drift region. Moreover, the electronics module
with its shaping function will dominate the time distribution of the arriving charge.
Figure 4.18 shows a projection of two muon tracks onto the pad plane, with a pad size
of 2.4×6.4 mm2 at 0 T. Figure 4.19 gives the time projection of an event at 4 T whose
incident particles were generated with the Monte Carlo particle generator PYTHIA [60].
A particle curling through the chamber is visible. The effect of the longitudinal diffusion
is clearly visible, resulting in a broader distribution of the charge in time for longer drift
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Figure 4.17: Statistical distribution of the number of secondary electrons created by one pri-
mary electron in the amplification structure.
times. The colour scale corresponds to the number of electrons collected either on each
pad or in each time element shown in the projection.
4.7 Module 4: Readout Electronics
The simulation of the electronics is very specific to the hardware used. It is not possible to
program a generic electronics module valid for various types of readout electronics. The
implemented version corresponds to the electronics used in the test beam measurements
described in section 5.2 with a Gaussian shaping. This module will have to be adapted if
it is to be used for different setups, especially such with non-Gaussian shaping.
The shaping is done on a channel by channel basis. The input information contains the
number of electrons at a certain time as shown in figure 4.20. The total charge and the
centre of gravity in time of this distribution is calculated.
The Gaussian is normalised in such a way that the area under the function is
equal to the total charge. This charge has to be reduced by a factor specific to
the test beam electronics which suppresses a certain fraction of the total charge as
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Figure 4.18: 2D projection onto the pad plane of the electrons after the amplification with
three GEMs for two cosmic muons in a prototype TPC.
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Figure 4.19: Projection of the electrons after the amplification with three GEMs in the time
plane for a PYTHIA event.
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Figure 4.20: Exemplary time distribution of electrons after gas amplification used as input for
the electronics module. Each spike represents the number of secondary electrons
produced by one primary electron with the corresponding drift time.
investigated in section 5.2.3. The rise-time specifies the time needed until the signal
has reached its maximum, which in this case is located at the mean value of the Gaussian.
From the electronics properties the length of a time bin, the rise-time and the calibration
of the ADC is used. Simulating the ADC binning, the charge in one time bin is obtained
by integrating the Gaussian within the limits of each time bin. The starting bin for the
charge integration is given by subtracting the rise-time from the centre of gravity of the
electron cloud. The upper integration limit is selectable. If the complete charge pulse
was sampled, this limit would be 3 σ, integrating 99.7% of the Gaussian. The shaping
of the readout electronics, however, cuts off the charge signal at 1.5 σ of the Gaussian.
This asymmetric integration range results in a shift of the centre of gravity of the charge
cloud measured with the ADC, relative to the centre of gravity of the arriving electrons.
This effect is illustrated in figure 4.21. It is visible when determining the resolution in z
in comparison to the real particle track.
The number of electrons in one ADC bin is transformed into ADC counts according to
the given value of the ADC’s dynamic range. The output of this calculation can be seen
in figure 4.22 for a shaping with a rise-time of 300 ns, an ADC with 12.5 MHz and 8 bit
resolution. The integration cut off was 3 σ.
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Figure 4.21: Schematic illustration of shift in pulse position due to asymmetric integration
range.
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Figure 4.22: Time distribution of charge distribution from figure 4.20 after shaping and bin-
ning in ADC counts.
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4.8 Special Treatment of Low Momentum Particles
A special treatment of particles with low transverse momentum and additionally a small
momentum in the z direction has been implemented. These particles will traverse the
TPC on a narrowly wound helix as shown in figure 4.23.
Figure 4.23: Low momentum particle curling in TPC and depositing a huge number of elec-
trons on a helix track in the active volume. In the centre of the TPC the beam
pipe is visible where no primary ionisation took place.
Such a particle can produce millions of primary electrons. This poses a problem
to the data storage in the LCIO version of the simulation. The event based Mar-
lin framework holds the complete event in storage. When writing the data to disk,
the underlying data format SIO [61] could not handle events with curling particles present.
This was the motivation to simulate these low momentum particles differently. A detailed
simulation of such particles is not necessary because they are marginal to the physics
contained in an event. The goal is to measure the high energetic particles and jets
precisely. The curlers can, however, affect the reconstruction of other particles. To study
this influence, it is important to remodel the correct order of magnitude of the charge
deposition on the pad plane. A detailed consideration of every single electron is not
needed.
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The first task is to determine which quantities of the incoming particles are important to
classify them as a curler. Particles with a transverse momentum larger than 1 GeV leave
the active volume of the TPC directly through the cylinder wall. The polar angle, giving
the inclination of the helix in the z direction, plays a crucial role. Figure 4.24 shows
the increase of primary electrons on the helix track with rising polar angle. A vanishing
value of pz corresponds to a polar angle of 90
◦, consequently preventing the particle from
leaving the TPC until its complete energy is lost.
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Figure 4.24: Number of primary electrons created by a particle with pt = 800 MeV as a
function of the polar angle θ.
The criterion for a curler was chosen to be a transverse momentum below 1 GeV and a
polar angle larger than 88◦. If the incoming particle meets this classification, only every
tenth primary electron is stored in the TPCIonisation module. The track will be marked
as a curler. Around 1% of all simulated tracks in a tt¯ event sample is classified as curler.
The reduction of the charge produced on the track has to be reversed before the electrons
enter the statistic process of charge transfer through the GEMs. In the module TPCPads
one drifted electron belonging to a curler will therefore be considered as a representative
for ten electrons. The calculation of the collection into the first GEM using the binomial
distribution is carried out with the number of experiments being ten instead of one. The
total charge in the event and per channel is preserved. With this simplified treatment,
the low momentum particles can be processed in the LCIO framework. A considerable
improvement of the computing time and file size is achieved.
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4.9 Optional Module: Ion Backdrift
With this additional module, the ion backdrift can be simulated. The main use will be to
determine the number and spatial distribution of ions created by the background processes
occurring during one bunch train in the ILC TPC.
4.9.1 Ion Backdrift in the ILC TPC
The continuous readout of the TPC during a bunch train makes it impossible to operate
a gating grid between individual bunch crossings (BX). The ions produced in the
amplification structure drift back into the active volume. Since the drift velocity of ions
is smaller than for electrons by a factor of O(1000), the ions of one bunch train will be
contained within a thin disk. If no gating is applied, each bunch train will produce such an
ion disk drifting to the cathode. Figure 4.25 shows a sketch of the TPC containing three
ion disks simultaneously, causing a disturbance of the drift paths of the primary electrons.
The charge density of the ion disks will mainly depend on the ionisation due to background
events. Studies on the tolerable amount of ions within the active volume are ongoing. For
now, the goal is to reduce the ions drifting back to the same order of magnitude as the
amount of ions created by primary ionisation. With the module, presented here, the ion
density of such a disk can be calculated.
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Figure 4.25: Ion disks in one quarter of the ILC TPC for nominal beam settings mentioned
in table 2.1. The calculation was performed for an ion mobility of 1.5 cm2/Vs in
an argon based gas mixture in an electric field of 240 V/cm [2].
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4.9.2 Simulation Method
The output of the module TPCPads, giving the number of electrons on a pad, is used as
input to this module. The parametrisation of the charge transfer yields the fraction of
ions drifting back for the chosen GEM setting. In a first step, all electrons arriving on the
same pad are added. This number is multiplied with the ion backdrift coefficient, giving
the number of ions drifting back from this pad. Due to memory and computing time
considerations, it is not practical to store a position for each ion randomly distributed
over the pad size. Instead, the number of ions and the corresponding pad centre are
stored. The ion cloud for one bunch train is compressed in a thin ion disk with a width
of about 3 mm in drift direction z depending on the electric field and the gas choice.
The values given here are calculated for an argon based gas mixture in an electric field of
240 V/cm and an ion mobility of 1.5 cm2/Vs corresponding to a drift velocity of roughly
3.6·10−4 mm/   s. The z coordinate of the ions is chosen randomly within the width of the
disk. The disk centre is located at z=0.
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Chapter 5
Experimental Setup
To verify the accuracy of the simulation framework, a comparison with data from a TPC
prototype is carried out in chapter 6 of the present work. The experimental setup from
which the results are obtained is briefly introduced in this chapter, focussing on aspects
that are relevant for the simulation. A more detailed description can be found in [62].
5.1 TPC Prototype
The prototype presented in this section has been designed to fit into a 5 T magnet located
at DESY Hamburg. With a drift length of 26 cm and a high voltage supply of 30 kV, of
which 4 kV are needed for the GEM stack, drift fields up to 1000 V/cm can be reached.
Figure 5.1 shows a photograph of the prototype. Inside the field cage, the surface of the
amplification structure consisting of a triple GEM stack can be seen. A shield at the
position of the upper GEM prevents field inhomogeneities. Details on the construction
and the field cage properties can be found in [63].
5.2 Readout Electronics
The readout is based on electronics formerly used by the ALEPH [64] experiment. The
FastBus modules, known as Time Projection Digitisers (TPDs), are a combination of a
shaping unit and an Analog Digital Converter (ADC). The ADC has a resolution of 8
bit and a readout frequency of 12.5 MHz. The sampling depth is 512 bytes, accordingly
a TPD can read 40   s with the given 80 ns per time sample. In total, 448 channels are
available. The ALEPH preamplifiers were substituted with the faster PreShape32 [65]
with a nominal peaking time of 45 ns. The slow ADCs are not the optimal choice for
the short shaping time of the PreShape32, because the charge is only divided into a few
time samples, due to the low sampling frequency. Additionally, the shaping unit within
the TPD is designed for long, ion induced signals from a wire readout. However for this
study, no better suitable ADCs have been available.
57
58 Chapter 5: Experimental Setup
Figure 5.1: A view into the field cage of the TPC Prototype. On the anode the GEM stack
including a shielding is mounted, visible at the back of the chamber.
5.2.1 Pulse Shape
To simulate the charge shaping correctly, the form of the chamber pulse sampled by the
ADC has to be known. Using a digital oscilloscope with the capability to store signals
on a memory card, chamber pulses have been measured after the shaping unit but before
the ADC of the TPD. The pulse shape is shown in figure 5.2. The preamplifier produces
a short signal coming from the electrons on the anode. The shaper and differentiator of
the TPD is designed for very long ion induced signals. The undershoot after the chamber
pulse is most probably due to this poor compatibility between the preamplifier and the
shaper within the TPD. Only the positive part of the signal is recorded with the ADC.
Hence, the pulse shape is approximated with a Gaussian for the simulation, also depicted
in figure 5.2. The undershoot is not remodelled in the simulation. However, it has an
influence on the width and the amount of the charge contained in the pulse, because the
tail of the Gaussian is longer than the cut off due to the undershoot. This has to be taken
into account when integrating the charge described by the Gaussian in the simulation.
To verify that one unique rise-time is valid for the full chamber volume, the pulse shape
was recorded for short drift distances as well as for tracks near the cathode of the
chamber. In the left histogram of figure 5.3, a comparison between the pulse width in
the two regions of the chamber is shown. It can be seen that the width is slightly larger
for pulses corresponding to larger drift times because of the charge broadening effect
by the longitudinal diffusion. However, keeping in mind the coarse time binning of the
ADC, the difference is small enough to assume a constant pulse width of 47 ns given by
the mean value of the right histogram in figure 5.3, showing all measured pulse widths.
The numbers extracted from the histograms are summarised in table 5.1.
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Figure 5.2: Shape of a chamber pulse before entering the ADC, measured with an oscilloscope.
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Figure 5.3: Width of pulses for two different drift time regions: in the front (solid line) and
in the back (dashed line) part of the chamber separately (left) and both regions
combined (right).
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histogram mean pulse width [ns] RMS [ns]
front part of chamber 43.9 4.2
back part of chamber 49.2 5.3
complete chamber combined 47.2 5.5
Table 5.1: Obtained values for the pulse width distribution in the TPC.
The pulse width was also studied in dependence on the pulse amplitude. No apparent
correlation is observed which is illustrated in figure 5.4.
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Figure 5.4: Dependence of the pulse width on the pulse amplitude for two different drift time
regions.
5.2.2 Calibration
The information about the number of electrons which correspond to one ADC count is
needed for the simulation. It is obtained by calibrating the whole electronics chain of
preamplifier and TPD. To do this, a chamber pulse is imitated by a pulse generator. A
comparison of the real pulse from the TPC with the generated test pulse is shown in
figure 5.5. Like before the pulses were measured with an oscilloscope before entering the
ADC in the TPD.
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Figure 5.5: Shape of input pulse for calibration generated by pulse generator in comparison
to TPC pulse.
The amplitude of the test pulse is varied and sampled with the ADC. The correlation
between ADC counts and the signal amplitude is linear, as can be seen in figure 5.6.
With the known capacity of 50 fF used to inject the test signals into the electronics
chain, the ADC counts can be related to the number of electrons using the slope m of the
calibration curve:
Q = C · U ⇒ 1 mV =̂ 312.5 e−
1 ADC count =̂ 312.5 ·m ≈ 130 e−
Hence, the whole dynamic range of the 8 bit ADC corresponds to about 33500 electrons.
5.2.3 Gain Studies
Comparing the simulated charge spectrum with the measured one, the following problem
arises: The charge predicted by the simulation is significantly higher, resulting in a
shift of the charge spectrum. Table 5.2 shows the ratios between the gain factors of
simulation and measurement for the different conditions. The deviation is of the order of
one magnitude. The factor quantifying this discrepancy depends on the drift gas used
and on the magnetic field. This suggests a correlation with the transverse diffusion.
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Figure 5.6: Calibration of the complete electronics chain with test pulses from a pulse gener-
ator.
gas B [T] E [V/cm] difftrans [   m/
√
cm] factor
P5 0 90 720 15
TDR 0 240 475 9
TDR 4 240 74 2.5
Table 5.2: Gain discrepancy factors between measurement and simulation for two gas mixtures
and two different magnetic fields .
To clarify the origin of this discrepancy, the following questions have to be answered:
1. Does the prediction made by the parametrisation of the charge transfer which is
based on current measurements, overestimate the effective gain of the GEMs?
2. Is there a fundamental difference in the measured gain depending on whether it was
obtained with current or pulse measurements?
3. What is the accuracy of the predicted effective gain, taking into account variations
in environmental conditions or between individual GEMs.
4. How well is the readout electronics understood and is it possible to lose charge
during the pulse shaping?
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The calibration measurements could not be repeated, since the electronics was not func-
tional after the test beam. It was not repairable, due to irreplaceable components of the
FastBus interface. Therefore, question four cannot be answered directly. Instead, a set of
control measurements was devised to verify the gain simulation with measured data.
Control Measurements
In order to answer the first two questions, small test chambers where put into operation.
Both of the test chambers are equipped with a stack of three GEMs. One chamber has
been used to obtain the parametrisations of the charge transfer and is described in detail
in [2]. A schematic setup is shown in figure 5.7. The current is measured on all electrodes
in the setup, allowing the calculation of the charge transfer parameters as described in
section 3.6.
The other test chamber is identical in construction, except for the anode, which is seg-
mented into pads. This does not only allow to measure the currents but also the charge
spectrum. The goal is to measure the effective gain of the GEM stack with both chambers
using a pulse measurement in one and a current measurement as reference for the charge
transfer parametrisation in both of the chambers. The chambers are irradiated with an
55Fe source to create primary ionisation.
1. Current Measurement
The primary current produced by the 55Fe source has to be measured once. The
current on the anode has been measured for different GEM settings. The effective
gain can now be calculated:
Geff =
current on anode
primary current
(5.1)
This measurement was carried out with both chambers, allowing to compare the
behaviour of two different GEM stacks.
2. Pulse Measurement
The PreShape32 was used as preamplifier. Due to the irreparable readout electronics
different ADCs than at the test beam setup had to be used. The electronics chain
has been calibrated with a pulse generator. The charge spectrum of the 55Fe source
has been measured for the same GEM voltages as in the current measurements. The
effective gain can be obtained by determining the position of the photo peak. For
the used argon-based gas mixtures it contains 220 primary electrons in average [42].
Geff =
secondary electrons in photo peak
220 primary electrons
(5.2)
The results for TDR gas are summarised in figure 5.8. The prediction of the effective gain
from the charge transfer parametrisation used in the simulation is consistent with the
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Figure 5.7: Test chamber setup for current measurements [2]. The current on every electrode
in the GEM stack is measured with precise current monitors.
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Figure 5.8: Effective gain for TDR gas comparing the parametrisation used in the simulation
to the results from two different measurement methods.
effective gain obtained with the current measurement. The pulse measurement yields a
slightly higher effective gain. It is however within the uncertainty of the estimation of the
effective gain as discussed in the following paragraph. In the case of P5 all measurements
are compatible with the parametrisation as shown in figure 5.9.
The important point to notice is that the gain measured is of the same order of magnitude
for both methods and the parametrisation as well. The ratios of the effective gain for the
different methods are summarised in table 5.3.
gas pulse meas./simulation current meas./simulation
TDR 1.6 0.9
P5 1.1 0.8
Table 5.3: Ratios of the gain from two measurement methods and the simulation for two
different gas mixtures.
The conclusion from this control measurement is that the prediction of the gain from the
parametrisation is correct within a factor of 1.6. We conclude that the discrepancy of one
magnitude in the charge spectrum is caused by the readout electronics used in the test
beam measurements.
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Figure 5.9: Effective gain for P5 gas comparing the parametrisation used in the simulation to
the results from two different measurement methods.
Gain Variation between Different GEM Stacks
To give an answer to question three, the effective gain was determined in two chambers
using current measurements. The main difference between the two test chambers are
the GEMs used. The hole diameter of a GEM can vary from GEM to GEM causing a
variation in the field configuration and therefore also in the gain. An approximation for
this variation can be achieved by comparing the effective gain of two different GEM stacks.
Figure 5.10 shows that the factor between the two amplification structures is 1.46± 0.08.
This means that the effective gain can show variations between two GEM stacks, in
this case of the order of 50%. To operate a large TPC with an amplification structure
segmented into modules, a comparable gain of all GEM modules has to be ensured by
improving the uniformity of the GEMs, a precise and planar mounting and a good gain
calibration.
Variations of the environmental conditions like temperature and pressure also have an
effect on the gas amplification. During the test beam measurements pressures between
1036 mbar and 1066 mbar and temperatures between 13◦C and 17◦C have been recorded.
Using the formulae of [66], describing the influence of temperature and pressure on the
gain, the maximal effect on the gain for these variations can be estimated to be of the
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Figure 5.10: Gain ratio of two GEM stacks obtained with current measurements as function
of GEM voltage.
order of 10%. Since temperature and pressure are not included in the parametrisation of
the charge transfer, this uncertainty due to environmental conditions cannot be resolved.
Conclusion
Simulating the gain of a GEM structure is challenging. Not only environmental conditions
but also the GEMs themselves influence the effective gain of the structure. The parametri-
sation of the gain used in the simulation was verified with control measurements. It is
accurate within a factor of 1.6.
Hence, the gain difference of about one order of magnitude between the simulation and the
measurements with the TPC is not caused by the modelling of the gain in the simulation.
Adding up the uncertainties of the simulated gain, a factor of 2 between simulation and
measurement is reasonable. The deviation of one magnitude, however, must be caused
by other effects. We suspect that the readout electronics plays a crucial role. Due to the
combination of shaping elements, a truncation of a fraction of the charge in the measured
pulse is possible. This effect is taken into account in the simulation by applying a gain
correction.
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5.3 Test Beam Setup: High Statistics Measurements
Experimental data sets have been recorded with the TPC prototype at the DESY test
beam facility. This high statistic measurements were performed using a hodoscope as a
reference.
5.3.1 Hodoscope
To study the properties of the TPC using an independent measurement of the particle
track, a hodoscope has been used. The hodoscope consists of four silicon strip modules.
Each module is equipped with two 500   m thin sensors with 768 strips at a pitch of 122   m.
Two modules, oriented with an angle of 90 degrees to each other, allow a two dimensional
measurement with a precision of 44   m. One such pair of modules is placed below, one
on top of the TPC as shown in figure 5.11. This gives two independent reference points
for the particle track. The hodoscope information is used in the simulation to reproduce
a particle going through the chamber at exactly the same position as in the measurement.
The system of TPC and hodoscope has to be calibrated to account for mechanical offsets
and rotations. Once both systems are transformed into the same coordinate system,
comparisons can be made. This way, the hodoscope also allows to correct the TPC data
for field inhomogeneities.
Z
X
Y
particle track
silicon strip modules
0
TPC field cage
Figure 5.11: Schematic setup of the hodoscope consisting of two pairs of silicon strip sensors,
one above and one below the TPC.
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5.3.2 DESY II Test Beam Facility
A sketch of the test beam setup at DESY Hamburg is shown in figure 5.12. A thin
carbon fibre is inserted in the e+e− synchrotron DESY II, producing photons. These are
converted into e+e− pairs.
Using a magnet, electrons and positrons are separated. Combined with a collimator the
particle energy can be selected. Either electrons or positrons are then transferred to the
test beam area.
CollimatorConverter
Fiber
e−
γ
e−
e+
Spil Counter
Magnet
e+
DESY II
e+
/e−
Figure 5.12: Schematic layout of a test beam facility at DESY with the DESY II synchrotron
as source [67].
5.3.3 Experimental Setup
Figure 5.13 shows the schematic setup of the system composed of the hodoscope and
the TPC. The coincidence of two scintillators is used to generate a trigger signal. The
incoming beam is indicated in figure 5.14. A beam energy of 3 GeV was chosen since the
particle rate is at a maximum for that energy.
The complete system is mounted on a translation stage which can be operated via a PC
interface from the control room. The gas pressure in the TPC and the temperature below
and on top of the chamber are monitored.
70 Chapter 5: Experimental Setup
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
                                   
                                   




  
  
  
  
       
       
                    
                    
														 	 	 	 	 	 	 	
														 	 	 	 	 	 	 	

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 





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Scintillators
Preamplifiers
Figure 5.13: Schematic setup of the TPC and the hodoscope in the test beam. The trigger
signal is created with a pair of scintillators.
+3 GeV  e
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Scintillation Counters
Pressure Control
Hodoscope Plates
Translation Stage
Figure 5.14: Picture of the TPC and the hodoscope in the test beam area. The system is
mounted on a translation stage to allow systematic scans of the TPC volume
with the test beam.
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5.4 Magnet Setup: Measurement of Cosmics
The measurements of cosmics have been performed in a superconducting magnet installed
in the cryogenic plant of the HERA accelerator at DESY. The particles available were
muons from the cosmic radiation. The combined operation of hodoscope and TPC was
not possible in this setup. The magnet has an aperture of 28 cm and a coil length of
120 cm which does not leave enough space to mount the Si-sensors. It can be operated at
up to 1000 A corresponding to a central magnetic field of 5.3 T as shown in figure 5.15.
This facility provides a homogeneous magnetic field which is large enough to cover the
whole drift region of the TPC, indicated in figure 5.15 as grey area. The measurements
were carried out at a magnetic field of 4 T.
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Figure 5.15: Magnetic field of solenoid. The drift region of the TPC is located in the shaded
area where the magnetic field is homogeneous [62].
The TPC is inserted in the magnet as shown in figure 5.16. Cosmic muons are triggered
with a system of two scintillators, one above and one below the magnet. More detailed
information on the magnet facility is presented in [68].
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Figure 5.16: Picture of the TPC in the magnet at DESY during the installation process before
attaching readout cables.
Chapter 6
Comparison of Simulation and
Measurement
To verify the developed simulation framework, a comparison of the simulated data to real
data is necessary. With the TPC prototype described in the previous chapter, data sets
for different experimental setups have been recorded. The environmental conditions and
chamber related settings during the measurements were matched as closely as possible in
the simulation. The results are presented in this chapter.
6.1 Simulation Conditions
Input from the Hodoscope
The input particles for the simulation are created using the track information from the
hodoscope. The entry point into the TPC and the particle direction can be calculated
using this data. Thus, for each event it is ensured that the particles in the simulation
traverse the detector at the same position as in the measurement within the hodoscope
resolution. This procedure eliminates systematic effects, for example due to different
angular distribution between simulation and measurement. The energy of the positrons
is 3 GeV, if not specified otherwise.
Reconstruction
The simulation output of the TPCElectronics module contains the charge information for
each channel. It is stored in data classes based on ROOT. The raw data output from the
TPC is in a format specific to the TPDs. Therefore, the first reconstruction step has to
be done separately for simulation and measurement. The charge belonging to the same
cluster is transformed into a TPCPeak for each channel. This data structure contains
the position in time, calculated from its centre of gravity and the total charge. From this
point on, measured and simulated data are reconstructed with the same software.
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The next step is to create 3D points from the peaks. Dead channels in the TPC prototype
are marked in the simulation data as well. This improves the comparability of the results,
because it allows to neglect these channels in the analysis. From the 3D points TPCTracks
are reconstructed, using a linear regression for the test beam data. The same quality
cuts, for example on the number of points on a track, are applied for measurement and
simulation.
Simulation Parameters
The values chosen for the input parameters of the simulation are summarised in table 6.1.
If not specified differently, the simulation was done under these conditions.
module parameter value
TPCIonisation TPC outer radius [mm] 130
TPC inner radius [mm] 0
drift length [mm] 260
magnetic field [T] 0 / 4
TPCDrift gas mixture TDR / P5
electric field [V/cm] 240 / 90
TPCPads pad width [mm] 1.27
pad height [mm] 6.985
number of pads 480
pads per row 32
offset of pad plane in x [mm] -10.16
offset of pad plane in y [mm] 10
TPCElectronics readout frequency [MHz] 12.5
rise-time [ns] 140
ADC resolution [bit] 8
maximum charge for ADC [# e−] 33500
threshold for ADC (noise level) 5
shaping cutoff [σ] 1.5
Table 6.1: Simulation input I: Parameter values used for each program module.
The effective gain and the charge statistics within the GEM stack influence the spatial
resolution. Therefore, the different gas mixtures require different GEM settings to ensure
a comparable effective gain of the GEM structure. Table 6.2 gives the working points for
each gas mixture, as well as the GEM setting optimised for a reduced ion backdrift in
TDR gas.
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gas mixture TDR P5 TDR IB
UGEM1 [V] 310 315 300
ETrans1 [V/cm] 2500 2500 4000
UGEM2 [V] 310 315 300
ETrans2 [V/cm] 2500 2500 100
UGEM3 [V] 310 315 340
EInd [V/cm] 5000 5000 6000
Table 6.2: Simulation input II: GEM Settings for two different gases and the ion backdrift (IB)
optimised setting in TDR gas.
6.2 Charge Spectrum
Comparing the charge spectrum of the simulation with the measured data gives infor-
mation about the gain and the statistics of the primary ionisation. The location of the
maximum corresponds to the effective gain. The position of the spectrum derived from
the simulation is adjusted using the correction parameters described in section 5.2.3. The
length of the tail is determined by the δ-electrons. Not including them in the simulation
will cause the spectrum to have a shorter tail. Figure 6.1 shows good agreement between
the shape of the spectra from measurement and simulation.
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Figure 6.1: Charge spectrum in TDR gas for simulation and measurement. The spectra are
normalised to an area of one, to ensure comparability.
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6.3 Transverse Diffusion
The transverse diffusion has a large effect on the spatial resolution because it determines
the width of the charge cloud arriving on the pad plane. Hence a good understanding
of the diffusion and its dependencies is necessary to ensure a fair comparison between
simulation and measurement.
6.3.1 Dependence on Pressure and Temperature
The parametrisation of the gas properties in the simulation has been calculated for
standard conditions (T=295 K, p=1013.25 mbar). The measurements, however, were
carried out at varying environmental conditions. The data taking took place at lower
temperatures and higher pressures than the standard values, both resulting in a lower
transverse diffusion as discussed in section 3.3.
When simulating the measured data, this difference in the transverse diffusion has to be
taken into account. The environmental conditions, as far as they are known, are used
to calculate the transverse diffusion with MAGBOLTZ for each data run separately. To
minimise the uncertainties for one MAGBOLTZ run, each point is calculated three times
and the mean value is used as input for the simulation of the TPC. Table 6.3 shows
the mean values and their errors obtained for TDR gas. The transverse diffusion under
standard conditions is 476   m/
√
cm.
data run pressure [mbar] temperature [◦C] trans. diff. [   m/
√
cm]
1 1036 15.5 450 ± 2
2 1060 13.0 430 ± 2
3 1037 17.0 440 ± 1
Table 6.3: Transverse diffusion for environmental conditions present during measurements with
TDR gas.
The effect of the run-to-run variations of the transverse diffusion on the spatial resolution
is small and within the uncertainty of the resolution. Since there are no jumps in the
measured point width between runs, the simulation was carried out with the mean value
for the transverse diffusion of 440   m/
√
cm for the TDR gas. The transverse diffusion
calculated from the parametrisation was thus reduced by a factor of 0.92. The longitudinal
diffusion is not affected by the environmental conditions and the value of 284   m/
√
cm
from the parametrisation can be used for all runs.
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6.3.2 Results for the Transverse Diffusion in TDR Gas
The transverse diffusion can be obtained by studying the width of the reconstructed points
in dependence on the drift time. The square of the point width σ plotted as function of
the drift time t yields a linear dependence. The slope a is correlated with the diffusion
coefficient D:
σ =
√
2Dt ⇒ D = σ
2
2t
=
a
2
(6.1)
Figure 6.2 shows the comparison of the simulation result with the measured data for
the transverse diffusion in TDR gas. With the adjusted environmental conditions a
reasonable agreement between measurement and simulation is observed.
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Figure 6.2: Transverse diffusion in TDR gas comparing simulation (DS) to measurement (DM).
Additional factors like the water content or other gas impurities are unknown and could
not be taken into account. The water content in the gas reduces the transverse diffusion.
This is shown for some exemplary values for TDR gas in table 6.4.
6.3.3 Influence of the ADC Resolution
In measured data as well as in the simulation the reconstructed diffusion is lower than
what would be expected from MAGBOLTZ. This is due to effects of the electronics. The
threshold of the ADC influences the measured diffusion value. The lower the threshold of
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water [ppm] trans. diff. [   m/
√
cm]
0 476
50 455
100 445
Table 6.4: Influence of the water content on the transverse diffusion. The calculation was
carried out with MAGBOLTZ for TDR gas.
the readout electronics, the higher is the diffusion because the tails of the time distribution
of the charge are truncated less. Loosing charge in the time distribution, also effects the
charge width measured on the pad plane. One would assume that the measured charge
width should not depend on the sensitivity of the electronics. With the combination of
shaping elements used here, such a dependency is observed nevertheless. The resolution
of the ADC for example has an effect on the reconstructed diffusion. In addition, the
resolution and the threshold effect are correlated. Figure 6.3 shows that the reconstructed
diffusion value rises with higher ADC resolution. The input value of 476   m/
√
cm can
almost be reproduced using a 12 bit ADC in the simulation. The same threshold was
used for the different ADC resolutions.
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Figure 6.3: Reconstructed transverse diffusion for three different simulated ADC resolutions.
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6.4 Spatial Resolution in x
The single point resolution of the TPC describes the accuracy with which a spatial point
in the TPC can be measured. In theory, this accuracy is obtained by comparison of the
measured points and the true particle track. In reality this true track is unknown. There-
fore, in most cases the particle track is described by a fit through the measured points.
This might lead to a bias in the determination of the resolution. Using the hodoscope,
a true spatial resolution can be determined since the hodoscope gives a completely in-
dependent measurement of the particle track. For each reconstructed point the distance
to the hodoscope track in the x direction is filled into a histogram. The same method is
applied to the simulation using the incident particle as reference track. The RMS of this
histogram is taken as the spatial point resolution of the TPC. To ensure comparability,
the histograms are normalised so that the integral equals one. Figure 6.4 shows such a
histogram, comparing simulation and measurement. The distribution for the measure-
ment shows a slightly shifted mean value away from zero, due to the limited precision of
the calibration of the hodoscope and the TPC.
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Figure 6.4: Exemplary histogram for the determination of the spatial resolution in x.
80 Chapter 6: Comparison of Simulation and Measurement
Influence of Multiple Scattering
Within the gas volume of the TPC the ionising particle does not travel along a straight
line, but experiences small changes of its direction due to multiple scattering. The re-
constructed track, however, assumes an undisturbed propagation. Therefore, the recon-
structed position of a charge deposition is a combination of the multiple scattering (σMS)
of the incident particle itself and the effects caused by the TPC which include for exam-
ple the charge transport in the gas, the detector resolution and a possible bias from the
reconstruction (σTPC). The measured resolution of the TPC σx is the sum of these two
contributions:
σx =
√
σ2TPC + σ
2
MS (6.2)
The simulation does not include multiple scattering of the incident particle. Only the σTPC
term contributes to the single point resolution given by the simulation. Using the formulae
from [16] which describe the Coulomb scattering through small angles, the contribution of
multiple scattering to the displacement of the charge deposition away from the assumed
straight particle track can be calculated. For the TPC prototype presented in this chapter
simulations of the multiple scattering were carried out in [69]. Over the length of 337 mm
between the two position measurements in the hodoscope which define the particle track,
the multiple scattering yields a mean value of 35   m. This is a correction of the order of
a few   m (below 1%) to the simulated resolution values and can be neglected. For a large
TPC this contribution from multiple scattering can become important, especially for low
momentum particles.
6.4.1 Dependence on the Drift Length
The dependence of the spatial resolution on the drift length is caused by the transverse
diffusion. The charge cloud is broader for longer drift distances, which results in a
dislocation of its centre and an increase of the resolution. Figure 6.5 shows the spatial
resolution in x for TDR gas comparing simulation and measurement.
The simulation gives slightly higher values for the resolution than the measurement. This
is due to the still higher transverse diffusion in the simulation, despite the adjustment to
the environmental conditions described in section 6.3.1, which did not include water con-
tent or other impurities of the drift gas. The mean deviation is (20 ± 2)   m corresponding
to an average of 5%. This agreement is satisfactory considering the uncertainties of the
gas properties and of the readout electronics mentioned above.
6.4.2 Dependence on the Chamber Gas Mixture
The spatial resolution shows a strong dependence on the chamber gas, since the different
gas mixtures have a different transverse diffusion. Figure 6.6 shows the spatial resolu-
tion in x for TDR and P5 gas comparing the results of the simulation to those of the
measurement.
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Figure 6.5: Spatial resolution in x for TDR gas for simulation and measurement.
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Figure 6.6: Spatial resolution in x for different gas mixtures in dependence on the drift distance
comparing the simulation to the measurement.
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P5 has a higher transverse diffusion and therefore shows a steeper rise of the resolution
with the drift distance. This is correctly reproduced by the simulation. The deviation for
P5 between simulation and measurement is (4 ± 1)% in average.
6.5 Spatial Resolution in z
The spatial resolution in the drift direction quantifies the distance of the measured
space point to the hodoscope or the incident particle track in the z-direction. Fig-
ure 6.7 shows the result for the single point resolution in z for P5 gas. In addition
to limitations by diffusion, the resolution in z is also influenced by the readout electronics.
The simulation shows the expected dependency proportional to
√
z. For drift distances
larger than 60 mm the deviation between simulation and measurement is below 1%. For
short drift distances the simulation predicts a better resolution than it is obtained with
the measurements. This is due to effects of the readout electronics that have not been
fully understood.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0  50  100  150  200  250
si
ng
le
 p
oi
nt
 re
so
lu
tio
n 
in
 z
 [m
m]
drift distance [mm]
simulation
measurement
Figure 6.7: Spatial resolution in z for P5 gas in dependence on the drift distance comparing
the simulation to the measurement.
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6.6 Influence of a Magnetic Field
In the setup of the measurements in a magnetic field the hodoscope could not be used
due to shortage of space. Only the TPC was inserted in the narrow bore of the magnet.
Therefore, the generation of input particles for the simulation had to be performed dif-
ferently. The entry point into the TPC and the direction at this point was obtained from
the reconstructed TPC tracks themselves. The particle energy was chosen randomly from
the energy distribution of cosmic muons simulated with CORSICA [70].
6.6.1 Spatial Resolution in x
Within a magnetic field the particle track has a curvature κ perpendicular to the magnetic
field ~B depending on its momentum p and its charge q:
κ =
qB
p
. (6.3)
A helix describing the particle track is fitted to the reconstructed points in the TPC. Due
to the absence of the hodoscope, the resolution is determined from the distances of the
reconstructed points to the helix fit. To minimise the bias of this method, the distance of
the individual point to the track was calculated once with the respective point included
in the track fit, and once without considering it in the fit. The first method gives an
estimate of the resolution that is too optimistic, whereas the second one yields a worse
resolution. The final resolution is obtained by calculating the geometric mean of the two
values [71].
Figure 6.8 shows the results comparing the resolution in x in TDR gas for simulation and
measurement at a magnetic field of 4 T. The deviation between simulation and measure-
ment is 18   m (15%). Compared to the agreement between simulation and measurement
without a magnetic field the deviations are larger in this setup because the measured
resolution is affected by field distortions. The drift field is not perfectly homogeneous as
the studies presented in [62] showed. These distortions could not be corrected without
the hodoscope in the magnet setup. Additionally, ~E × ~B effects influence the motion of
the electrons and therefore the charge distribution on the anode. These effects are not
taken into account in the simulation.
6.6.2 Ion Backdrift Optimised GEM Setting
The GEM setting influences the statistics of the charge transfer and might have an
impact on the spatial resolution. Especially the ion backdrift optimised setting with very
asymmetric values of the electric fields is of special interest. A TPC at the ILC would
have to be operated at such a GEM setting to avoid ion backdrift into the drift volume
as much as possible.
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Figure 6.8: Spatial resolution in x at a magnetic field of 4 T comparing the simulation to the
measurement.
The resolution obtained when using the optimised GEM setting, listed in table 6.2 as
TDR IB setting, is shown in figure 6.9 for the simulation as well as for the measurement.
The course of the resolution is correctly remodel by the simulation. However, an offset
between simulation and measurement is observed. The deviation between measurement
and simulation is 28%. Compared to the deviation of 15% for the standard GEM setting,
this is an indication that the distortions and ~E × ~B effects within the GEM stack are
sensitive to the GEM setting. The asymmetric ion backdrift optimised setting seems to be
more sensitive to such distortions which degrade the spatial resolution in the measurement.
Figure 6.10 shows the comparison of only the simulation results for the two GEM settings
listed in table 6.2 at 4 T in TDR gas. The resolution is a little better for the ion backdrift
optimised setting, which is caused by the fact that the diffusion between the GEMs is
lower for the chosen fields resulting in smaller charge clouds. This is also the reason for
the worsening of the resolution for small drift distances where the limit given by the pad
width is reached.
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Figure 6.9: Spatial resolution in x for the ion backdrift optimised GEM setting at a magnetic
field of 4 T comparing the simulation and the measurement.
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Figure 6.10: Comparison of the spatial resolution in x for the simulation of the ion backdrift
optimised GEM setting to the standard GEM setting at a magnetic field of 4 T.
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6.7 Conclusion
The simulation describes the measured data sets very well. The shape of the charge
spectrum is in good agreement, including the modelling of the Landau tail caused by
δ-rays. The single point resolution in the x direction can be matched with an accuracy of
5%. Keeping in mind the impact of the environmental conditions, which are not known
in detail, this is a satisfactory performance of the simulation.
Within a magnetic field the deviation between simulation and measurement rises to 18%.
This effect is due to the field distortions in the measurement setup. The shape of the
curve describing the spatial resolution in dependence on the drift distance is sensitive to
the GEM setting. The measured behaviour is reproduced by the simulation, which shows
that the charge transfer and its influence on the spatial resolution is well modelled in the
simulation.
Chapter 7
Simulation of the ILC TPC
After verifying the simulation with measured data from a TPC prototype, the simulation
tool is used in the following to explore the performance of the ILC TPC. This chapter
will illustrate some of the various possibilities to use the simulation in order to optimise
and understand the detector.
7.1 Detector Parameters
The geometry of the ILC TPC is taken from the TESLA TDR. Since the readout elec-
tronics has not been specified yet, the parameters for the electronics module have been
chosen based on electronics used in test setups extrapolated to what might be available
at ILC start time. Tables 7.1 and 7.2 give an overview of the input parameters used
to simulate the ILC TPC. The main focus lies on the comparison of three different gas
mixtures (TDR, P5 and P10 gas) as well as three pad sizes (2×6 mm2, 1×7 mm2 and
1×4 mm2).
GEM setting P5 P10 TDR
UGEM1 [V] 310 300 320
ETrans1 [V/cm] 2500 2500 2500
UGEM2 [V] 310 300 320
ETrans2 [V/cm] 2500 2500 2500
UGEM3 [V] 310 300 320
EInd [V/cm] 5000 5000 5000
Table 7.1: Simulation input I: GEM settings for three different gases.
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module parameter value
TPCIonisation TPC outer radius [mm] 1680
TPC inner radius [mm] 320
drift length [mm] 2500
magnetic field [T] 4
TPCDrift gas mixture TDR / P10 / P5
electric field [V/cm] 240 / 150 / 90
TPCPads pad width [mm] 2 / 1 / 1
pad height [mm] 6 / 7 / 4
number of pads 940800 / 1612800 / 2822400
pads per row 1680 / 3360 / 3360
offset of pad plane in x [mm] 0
offset of pad plane in y [mm] 0
TPCElectronics readout frequency [MHz] 50
rise-time [ns] 60
ADC resolution [bit] 10
maximum charge for ADC [e−] 300000
threshold for ADC (noise level) 5
Table 7.2: Simulation input II: Parameter values used in the different modules of the simula-
tion.
7.2 Performance of the Simulation: Computing Time
and File Size
First the ability to handle the amount of data produced by a large TPC must be
evaluated. The computing time needed to simulate certain standard physics events has to
be reasonable as well. Storing each electron created by primary ionisation is a challenge
to the memory management and storage handling of the data format used.
The most demanding events are those with high track multiplicity like tt¯ events,
producing several hundred charged tracks per event. The simplest events are muon pairs.
For both cases a small event sample has been generated using PYTHIA. Both simulation
versions, one based on ROOT and the other on the LCIO framework, were tested with
10 tt¯ (table 7.3) and 1000 muon pair events (table 7.4) for a centre of mass energy of
500 GeV. Within the Marlin framework it is possible to either run all events through
each simulation step, called processor, individually, or to apply all processors to one
event before moving to the next. The latter option will not produce an output file for
each simulation step, making it more difficult to repeat a single simulation step without
reiterating the steps before. Since the computing time differs significantly between these
two options, they are both listed in the tables. The computing times given here are
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file format ROOT LCIO / Marlin
simulation step computing time file size [MB] computing time file size [MB]
TPCIonisation 37s 55 1min 46s 123
TPCDrift 59s 129 4min 51s 287
TPCPads 9min 30s 69 47min 53s 358
TPCElectronics 24s 11 25min 42s 365
total 11min 30s 264 80min 12s 1133
one run (LCIO) - - 30min 30s 364
Table 7.3: Performance for 10 tt¯ events in the ILC TPC comparing ROOT to LCIO. Comput-
ing times for each module and the produced file size are listed.
file format ROOT LCIO / Marlin
simulation step computing time file size [MB] computing time file size [MB]
TPCIonisation 1min 11s 107 9min 40s 491
TPCDrift 1min 50s 253 22min 20s 1100
TPCPads 19min 47s 147 1h 14min 1400
TPCElectronics 49s 22 27min 20s 1500
total 24min 529 2h 14min 4490
one run (LCIO) - - 1h 17min 1500
Table 7.4: Performance for 1000 muon pair events in the ILC TPC comparing ROOT to LCIO.
Computing times for each module and the produced file size are listed.
the sum of user and system time. The simulation was run on a machine with an Intel
Pentium 4, a 2.80 GHz processor and a total memory of 1 GB.
The computing times for the LCIO based version are considerably larger than for the
simulation based on ROOT. The difference amounts to almost a factor of three for both
types of event samples. The file size for the muon pair sample is a factor of 2.8 larger
for LCIO than for ROOT. For the tt¯ events the difference is only 30%. This is a result
of the memory management and the slow writing speed of the underlying data format
SIO. Problems with large amounts of data within the Marlin framework were discussed
in section 4.8.
One should keep in mind that such a detailed simulation of one sub detector is probably
not the tool for a Monte Carlo mass production of a complete detector simulation. Its
application will rather be to gather a better understanding of the effects contributing to
the resolution of the TPC. The detailed simulation of effects caused by drift, amplifi-
cation, pad geometry and readout electronics will help to optimise the detector design.
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These results could then be used to obtain a parametrisation of the detector response.
Some results of the simulation steps are presented for a tt¯ event of the reaction
e+e− →Z→tt¯ →W+bW−b¯, shown as Feynman diagram in figure 7.1. Figures 7.2 to 7.5
illustrate the primary ionisation in different projection planes and the drifted electrons
located in front of the amplification structure on the anode.
t
t¯
Z
W−
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e+
e−
b¯
s
c¯
s¯
c
b
Figure 7.1: Feynman graph of the exemplary tt¯ event: e+e− →Z→tt¯ →W+bW−b¯.
Figure 7.2: 3D view of primary ionisation for the tt¯ event at 500 GeV in the TPC.
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Figure 7.3: Projection of the primary ionisation in the xy-plane for tt¯ event at 500 GeV in
the TPC. Particles with low pt curl within the TPC causing the lines appearing
bold in this view. Due to the energy loss, the radius of the particle trajectory is
decreasing with each circulation.
Figure 7.4: Primary ionisation in the yz-plane for the same tt¯ event.
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Figure 7.5: 3D view of drifted electrons for tt¯ at 500 GeV in the TPC.
7.3 Resolution Studies
Using the simulation tool the question whether the performance stated in the TESLA
TDR can be achieved with the current TPC design is addressed in this section.
To study the resolution systematically events which contain only one track each are gen-
erated. The particles chosen are muons. Several correlated quantities of the particle track
can influence the resolution. The angles the track encloses with the axes of the coordinate
system play a crucial role. The angle ϕ describes the inclination in the xy-plane. It does
not make sense to study the influence of a variation of this angle on the resolution until a
pad geometry and the arrangement of the pads on the endplate is decided. For the present
thesis two quantities were selected for the systematic study of the momentum and spatial
resolution. One is the polar angle θ which relates to a variation of the drift distance,
the other is the transverse momentum pt of the particle determining the curvature of the
track.
Variation of the Polar Angle
A variation of the polar angle θ with respect to the z axis was chosen to study the
resolution behaviour. Each data sample for one value of θ contains 1000 muon tracks with
the same particle momentum of 250 GeV. Figure 7.6 shows the particle track projections.
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Figure 7.6: Input particle tracks for resolution studies based on a variation of the polar angle.
The tracks are shown in the xy-projection (left) and the yz-plane (right).
The injection angle in the xy-projection is ϕ = 90◦, corresponding to a vanishing
momentum in the x direction. The polar angle range is between 16◦ and 90◦ depending
on the fragmentation of the particle momentum into its three components px, py and pz.
The worst case scenario is vanishing momentum in both the x and the z direction, since
the track aligns with the longer y direction of the pads. Therefore the charge sharing
within one row is minimised, which deteriorates the single point resolution. When
the angle θ becomes smaller, the momentum in the z direction increases, therefore the
transverse momentum decreases.
Tracks passing through the TPC at θ = 90◦ are exposed to the full drift length, whereas
at smaller angles more and more of the track will drift a shorter distance. Tracks with
a polar angle below 33◦ leave the TPC through the endplate, resulting in shorter track
lengths in the xy-projection.
The simulation was done with TDR, P5 and P10 gas at 4 T for different pad sizes. The
results are presented in sections 7.3.1 and 7.3.2.
Variation of pt
Another set of event samples was generated varying the transverse momentum of the
particles. For six pt values between 10 and 500 GeV, 1000 muon tracks have been gener-
ated. The polar angle θ was fixed to 45◦. The azimuthal angle ϕ is uniformly distributed
between 86.5◦ and 87.5◦. This ensures that the dependence on ϕ is minimised. For these
data sets TDR and P10 gas were simulated, both at 4 T for different pad sizes.
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Restrictions due to the Reconstruction
The results shown here should be understood as an estimate of a not fully optimised
situation. The reconstruction software is very simple using the centre of gravity method
to determine the position of a charge deposition per row. Moreover, the track finding and
fitting procedure assumes the helix parametrisation as a function of y, which has to be
inverted during the track fit procedure. If the curvature is large or the particle momentum
is mostly directed along the x axis, the particle track will pass the same y position more
than once. This causes an ambiguity, making the calculation of the inverse impossible.
Therefore, the incident particles are chosen to posses a high energy, meaning a small
curvature. They have a small momentum in the x direction to ensure the successful
reconstruction of the track. Both criteria tend to result in non optimal resolution values
because the corresponding tracks are almost parallel to the pads. For this kind of
track, however, the charge sharing on the pads is limited. This deteriorates the spatial
point resolution. The stiffness of the tracks complicates a precise determination of the
curvature, influencing the momentum resolution.
One should also keep in mind that for the gas mixtures P5 and P10 the parametrisation
of the charge transfer is only available for a 0 T magnetic field. This will result in a
different effective gain of the GEM structure. However, this can be adjusted via the GEM
voltages.
7.3.1 Momentum Resolution
The transverse momentum of a particle is obtained from the curvature of the track with
pt = qB/κ. The curvature of the helix κ is calculated during the reconstruction of the
track. The reconstructed transverse particle momenta pt of one sample are filled into a
histogram as shown in figure 7.7 for pt = 150 GeV. The momentum resolution is given
by:
δ
(
1
pt
)
=
∆pt
p2t
=
RMS of histogram
(mean of histogram)2
(7.1)
Figure 7.8 shows the momentum resolution as function of the polar angle θ comparing
different pad sizes in TDR gas. For small angles the momentum resolution is degraded
because the track length in the rϕ-plane decreases, resulting in a shorter lever arm. This
effect becomes more severe for wider pads because in that case a large fraction of the
track has only drifted a short distance causing a narrower charge distribution. The larger
the polar angle gets, the longer is the drift distance and the bigger the charge spread.
This causes the momentum resolution to degrade again after reaching a minimum where
the charge spread and the pad size are optimally balanced.
The TDR goal for the mean momentum resolution of the central tracker is
δ( 1
pt
) ≤ 2 · 10−4 c/GeV. Only for three θ values the desired momentum resolution can
be achieved. The design goals for the momentum resolution divided into two θ regions are:
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Figure 7.7: Exemplary histogram for the determination of the momentum resolution for pt =
150 GeV.
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Figure 7.8: Momentum resolution for different pad sizes as function of θ for TDR gas mixture.
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δ(
1
pt
) ≤ 1.4 · 10−4 c/GeV for 40◦ ≤ θ ≤ 86◦
δ(
1
pt
) ≤ 3.2 · 10−4 c/GeV for θ ≈ 26◦
The simulation reproduces the expected dependency of the momentum resolution on the
polar angle θ. It does not reach the design goal values pointed out in the TDR for the
two θ regions.
In TDR gas the resolution of pt as function of pt itself does not differ much for the three
pad sizes depicted in figure 7.9. The important parameter for the momentum resolution
is the track length itself and not the sampling rate along the track. The momentum
resolution is nearly independent of pt. The TDR goal of δ(
1
pt
) ≤ 2 · 10−4 c/GeV can be
achieved with only slight improvements.
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Figure 7.9: Momentum resolution as function of pt for different pad sizes, θ = 45
◦ and TDR
gas mixture.
The momentum resolution is better for P10 gas which has a lower transverse diffusion than
TDR gas, as shown in figure 7.10. Due to smaller charge clouds a difference between the
pad sizes is observed. The 2 mm wide pads yield a worse momentum resolution, caused
by the limited charge sharing between pads. The narrow pads show a better performance.
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Figure 7.10: Momentum resolution as function of pt for different pad sizes, θ = 45
◦ and P10
gas mixture.
For low pt the pad length becomes important. With the 4 mm pad length the change in
the curvature is more accurately measured than with the longer pads.
Figure 7.11 shows a direct comparison between TDR, P10, and P5 gas for the 1×7 mm2
pad size. The transverse diffusion in P10 gas is by a factor of two smaller than in TDR
gas, which is clearly visible in the improved momentum resolution for P10 gas. P5 gas
can improve the results even a little further with a transverse diffusion of only 80% of the
value for P10 gas.
7.3.2 Spatial Resolution
The spatial resolution is obtained by filling a histogram with the distances of the recon-
structed points to the fitted helix as shown in figure 7.12. The resolution is then given by
the RMS of the histogram.
Figure 7.13 shows the comparison of the spatial resolution in x averaged over the complete
track length for different pad sizes in TDR gas. The resolution is best for the 1×7 mm2
pads since they have a small width but are still long enough to collect enough charge.
With the 1×4 mm2 pads more samples along the track can be measured but the single
point resolution suffers from the limited statistics for one pad row.
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Figure 7.11: Momentum resolution for different gases all for pad size 1×7 mm2.
   residuals
Entries  192400
Mean   5.052e-05
RMS    0.2129
distance point to helix [mm]
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
n
u
m
be
r o
f e
nt
rie
s
0
5000
10000
15000
20000
25000
   residuals 
Figure 7.12: Exemplary histogram for the determination of the spatial resolution.
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Figure 7.13: Spatial resolution for different pad sizes as function of θ for TDR gas.
In order to study the effects of the diffusion on the single point resolution a fragmentation
of the particle track is necessary. So far the values given were for the complete track not
distinguishing between the different drift distances for the inner and outer part of the
track. Splitting the data sample for TDR gas into concentric cylindrical portions, a look
at the single point resolution only for the innermost radii and the outermost radii was
carried out. For a large polar angle the resolution does not differ much for the two radii
regions. The smaller the polar angle gets the bigger the difference in the drift distance
becomes. The 2×6 mm2 pads run into a resolution limit for large radii where the single
point resolution approaches a constant value instead of decreasing with the radical of
the drift distance (cf. figure 7.14). This is caused by the short drift distance and the
insufficient broadening of the charge before collection on the pads. The fewer pads are hit
in one row, the less precisely the location of the reconstructed point can be determined.
This is not the case for the smaller pads, as can be seen in figure 7.15.
Increasing the transverse momentum, the spatial resolution in x reaches a constant level
for pt ≥ 100 GeV. A comparison between P5, P10, and TDR gas is shown in figure 7.16,
again indicating the best performance of the TPC for P5 gas. For lower pt, the curvature
of the tracks results in an increasing angle between the track and the pads. This degrades
the spatial resolution and in consequence also the momentum resolution.
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Figure 7.14: Spatial resolution for different TPC radii and pad size 2×6 mm2.
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Figure 7.15: Spatial resolution for different TPC radii and pad size 1×7 mm2.
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Figure 7.16: Spatial resolution for different gases, pad size 1×7 mm2 and θ = 45◦.
7.3.3 Resolution of the Specific Ionisation
To determine the resolution of the specific energy loss in the TPC, muons were simulated
in an energy range from 20 GeV to 200 GeV. For each energy 1000 tracks were simulated.
Starting from the vertex, the particles travel mostly perpendicular to x and parallel to y,
taking the shortest way out of the TPC. The polar angle is fixed again to θ = 45◦. Since
the energy and thus the particle momentum varies, the angle ϕ changes with the energy.
To calculate the resolution of the specific ionisation, the charge along the track is inte-
grated, normalised with respect to the track length and filled into a histogram. For this
histogram the truncated mean after 60% is calculated, cutting away the remaining Landau
tail. Figure 7.17 gives an example of the truncated mean method for an energy of 20 GeV.
Figure 7.18 shows the resolution of the specific ionisation given by the ratio of the RMS
and the mean of the truncated histogram. The energy resolution is independent of pt.
The difference between the pad sizes is caused by threshold effects. The smaller the pads,
the more threshold cuts are applied to the charge along the track resulting in a slightly
worse energy resolution. All pad sizes meet the goal of 5% for the resolution stated in
the TESLA TDR.
However, this is the result for an optimal case of determining the specific ionisation. The
simulation does not include effects like gain fluctuations along the track due to variations
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in the GEMs. Neither does it consider noise. Furthermore, a perfect calibration of the
detector is assumed. The simulation demonstrates that the desired goal for the resolution
of the specific energy loss can be reached, if these effects are controlled to a sufficient
level.
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Figure 7.17: Exemplary histograms to determine the specific energy loss: On the left the com-
plete distribution including the Landau tail and on the right after the truncated
mean method with a cut value of 60%.
7.3.4 Particle Identification
Using the measurement of the specific energy loss in the gas volume of the TPC, it
is possible to identify particles with known momentum. Due to mass differences, the
primary ionisation is slightly different for each particle type. In order to leave the outer
field cage of the TPC, a particle needs a transverse momentum of at least 1 GeV. The
rise of the energy loss however occurs at lower energies.
Since the reconstruction used here is not able to handle tracks with high curvature, the
low particle momentum region is not accessible. To overcome this problem, the simulation
of the primary ionisation was done for a magnetic field of 0 T, resulting in straight
tracks no matter what particle momentum. The ionisation process is independent of
the magnetic field, so this trick does not influence the results obtained for the energy
loss. The remaining simulation steps like the diffusion were carried out with the correct
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Figure 7.18: Resolution of the specific energy loss as a function of the transverse momentum
of the particle for different pad sizes.
magnetic field of 4 T. The particle momentum is taken from the incident particle and
is therefore exact, which would not be the case if the momentum is extracted from the
track fit.
The energy loss per track length as function of the particle momentum is shown in
figure 7.19 for different types of particles.
To quantify the particle identification capabilities, the separation power for two different
particles is used. In the TDR the separation power nσ between pions and kaons is studied.
Using the definition
nσ =
(
dE
dx
)
pions
− (dE
dx
)
kaons
σ(
(
dE
dx
)
kaons
)
(7.2)
to calculate this quantity, the result shown in figure 7.20 is obtained using the detailed
simulation. The standard values from the TDR for gas, pad size and magnetic field are
used.
The shape is very similar to the demands stated in the TESLA TDR shown in figure 7.21.
The location of the maximal separation power is in both cases at 4 GeV. The maximal
amplitude of the separation power of 3 is not quite reached with the simulation where the
maximum reaches a separation power of 2.
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Figure 7.19: Particle identification with dE/dx for the ILC TPC.
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obtained with the detailed TPC simulation for single track events.
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Isolated tracks (dashed curve) and tracks inside hadronic jets are shown sepa-
rately.
7.4 Ion Backdrift and Background
Most of the charge carriers produced in the TPC will not originate from hard scattering
e+e− events, but from background processes. This background is not exactly known
so far and depends strongly on the detector design, especially on the detector machine
interface and the layout of the masks.
A major part of the background will be produced by e+e− pairs. They are created
through beam-beam interactions where beamstrahlung is produced. These photons
scatter in the material around the beam pipe producing e+e− pairs. Not only direct hits
from the pairs are observed in the detector, but also backscattered secondary particles
creating additional ionisation. A large number of neutrons, charged particles and photons
is produced when the e+e− pairs crash into the forward calorimeters and the magnets of
the beam line. One concern is the occupancy of the detector.
An even more severe problem might be the ion backdrift. For each bunch train an ion
disk will be created, starting from the amplification structure and drifting to the cathode
(cf. figure 4.25). Electrons from following events will have to pass through this ion cloud,
and depending on the density of this ion disk, the drift path of the primary ionisation
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will be altered, resulting in a wrongly reconstructed track. The questions arising are how
dense this ion cloud will be and how much it can be reduced by adjusting the GEM setting.
Using the ion backdrift module of the simulation, the charge distribution of such an ion
slice can be studied. As input all charged particles produced by the background passing
through the TPC must be known. This has to be computed within a full detector
simulation taking into account the complete detector geometry, including the interface
to the machine. This simulation was carried out in [72] for 100 bunch crossings of pair
background. The crossing angle of the two beams was 2 mrad, the beam energy 500 GeV
and for the design of the masks the proposal of [73] was used.
From this MOKKA simulation all charged particles entering the TPC directly or by
backscattering processes were obtained and used as input for the detailed simulation of
the ion backdrift. Figure 7.22 shows a 3D view of the generated ion disk.
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Figure 7.22: Ion backdrift in 3D view for 100 bunch crossings (BX) of pair background at 2
mrad and 500 GeV.
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A projection of the charge density caused by the ions in the xy-plane is depicted in
figure 7.23. Each colour corresponds to the number of ions drifting back from one pad.
The statistics of only 100 bunch crossings is not sufficient to flatten the contributions
from curlers depositing large amounts of primary ionisation along the z axis when
travelling through the gas volume. These particles cause spikes in the radial distribution
of the charge density (cf. figure 7.24). Individual particle tracks are still visible near the
beam pipe.
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Figure 7.23: Projection of the ion backdrift into the xy-plane for 100 bunch crossings (BX) of
pair background at 2 mrad and 500 GeV.
Under the same conditions the simulation was carried out for the two GEM settings
called “TDR standard” and “TDR IB” listed in table 7.5. The radial distribution of
the charge density within the ion cloud is shown in figure 7.24 comparing the standard
setting to the optimised setting. The number of back drifting ions can be reduced by an
order of magnitude.
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GEM setting TDR standard TDR IB
UGEM1 [V] 330 330
ETrans1 [V/cm] 2500 4000
UGEM2 [V] 330 340
ETrans2 [V/cm] 2500 100
UGEM3 [V] 330 350
EInd [V/cm] 5000 7000
Table 7.5: GEM Setting used for the reduction of the ion backdrift (TDR IB) and the reference
setting (TDR standard).
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Figure 7.24: Radial distribution of ions drifting back from the amplification structure compar-
ing the standard GEM setting (solid line) to an ion backdrift optimised setting
(dashed line).
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7.5 Conclusion
The simulation framework is able to handle large amounts of data and events with high
track multiplicity. In some examples of resolution studies it was illustrated that the
simulation offers a wide range of parameters for systematic studies. It seems that the
proposed pad size of 2 × 6 mm2 is not sufficient and that a pad width of 1 mm would
yield a better detector performance.
With respect to the momentum and spatial resolution a gas mixture for the TPC like P5
or P10 gas can improve the resolution by a factor of two compared to the proposed TDR
gas. Whether other problems like neutron backgrounds will allow such gas mixtures
remains to be seen.
The amount of ions accumulating in the drift volume over one bunch train can be sig-
nificantly reduced by applying a GEM setting optimised for the suppression of the ion
backdrift.
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Chapter 8
Conclusion and Outlook
A detailed simulation framework for a Time Projection Chamber with GEMs as
amplification structure has been developed. The simulation models the signal creation
and detection in a TPC starting with the primary ionisation and the drift of charge
carriers. Special knowledge about the charge transfer in GEMs obtained from dedicated
measurements is used to model the GEM stack in the simulation. In a last step, the
readout electronics is applied to the electron signal on the anode pads.
The simulation has been verified by comparing the results to real data measured with
a TPC prototype. Within the uncertainties of the measurement conditions, a good
agreement is reached:
Without a magnetic field, the deviation between simulated and measured single point
resolution is 5%. At 4 T, field distortions affect the measured resolution which leads to
a deviation of 18%. A single point resolution of 114   m is reached with the simulation
in the gas mixture Ar/CH4/CO2 93/5/2 proposed in the TESLA TDR at 4 T which is
close to the benchmark value of 100   m for prototype studies.
After the verification, the simulation was used to study a TPC under ILC conditions. It
is able to handle the large amounts of data produced for example by tt¯ events. Different
pad sizes and drift gases have been examined with respect to momentum, spatial, and
energy resolution.
Using TDR gas, the design goal for the momentum resolution of δ( 1
pt
) ≤ 2 · 10−4 c/GeV
is only reached for θ region between 30◦ and 60◦. The resolution improves by a factor of
two when simulating the TPC with a P10 gas mixture. The pad size of 2× 6 mm2 is not
the optimal choice to achieve an excellent resolution. It seems that pads with a width of
1 mm would be better suited for this task.
A resolution in dE/dx of 3% to 4% under ideal circumstances is achieved, satisfying
the TDR goal of 5%. The separation power for pions and kaons as function of the
particle momentum is comparable in shape to the performance predicted in the TDR.
111
112 Chapter 8: Conclusion and Outlook
The maximal separation power at 4 GeV reaches only 67% of the value states in the TDR.
With an additional module of the simulation framework the spatial distribution of the ion
backdrift was calculated. The produced charge cloud in an ion disk has been computed
for 100 bunch crossings of e+e− pair background. Using a GEM setting optimised to
minimise the ion backdrift, the number of ions drifting back is reduced by an order of
magnitude. Once the background is well known and the full statistics of 2880 bunch
crossings for a complete bunch train is available, such a charge density distribution can
be used to compute a field map of the drift region. The question how many ions in
the drift volume are tolerable without distorting the particle tracks can then be answered.
The simulation provides the prerequisite for more detailed studies to optimise the
design of the ILC TPC. The parameter space of pad geometries, detector size and GEM
setting can be explored. Furthermore, a parametrisation of the detector response can be
obtained, which would help to improve the existing GEANT4 based detector simulations
like MOKKA for the Large Detector Concept.
The interplay between simulation and measurement has proven helpful in understanding
the various effects occurring in the detector or caused by the measurement setup.
The simulation has also demonstrated to be of value when testing and optimising the
reconstruction and analysis software.
Further developments should start with the implementation of modern readout electronics.
The next step would be a verification of the simulation with data from a larger prototype
TPC, which is planned within the EUDET [74] project. Effects like gain fluctuations
along the track, the transition between GEM modules and longer drift distances should
be studied as well.
Appendix A
Primary Ionisation
A.1 Energy Loss
The energy loss due to primary ionisation of the particle traversing the gas volume is
described by a parametrisation, which is used in the simulation. This parametrisation
is valid for all argon based gas mixtures since the ionisation only involves the atoms
of the noble gas. Figure A.1 shows no difference between the three gas mixtures TDR
(Ar/CH4/CO2 93/5/2), P5 (Ar/CH4 95/5) and P10 (Ar/CH4 90/10) in the number of
clusters created along a track segment of 1 centimetre, representing the energy loss of
the incident particle.
The energy loss varies for different particles, due to their distinct masses. By choosing
the x axis to be momentum divided by mass, which is equal to βγ, the distribution is
independent of the particle type as shown in figure A.2.
A.2 Cluster Size Distribution
The cluster size distribution is given by the probability to create a certain number of
electrons in the cluster. This distribution is also the same for argon based gas mixtures
as shown in figure A.3. The number of electrons n in one cluster is related to the energy
of the initial electron creating the cluster as explained in section 4.4.3. If n ≈ 10 or
n ≈ 100 the corresponding energy is equal to the excitation values of the atomic shells,
in this case of the argon atom. This causes the production of additional electrons due to
the excitation, leading to the increase of the probability to form clusters with 10 or 100
electrons as can be seen in figure A.3.
In addition, the cluster size distribution is independent of the particle energy as shown in
figure A.4. This is due to the fact that the particle traversing the detector only creates
the first electron-ion pair directly. The remaining electrons of the cluster are created by
this first electron, which uses its energy for further ionisation processes.
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Figure A.1: Number of clusters per centimetre created in three different argon based gas mix-
tures during the ionisation process. The data is obtained from HEED.
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Figure A.2: Number of clusters per centimetre created by different particles during the ioni-
sation process. The data is obtained from HEED.
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Figure A.3: Number of electrons created in one cluster in different argon based gas mixtures
during the ionisation process. The data is obtained from HEED.
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Figure A.4: Number of electrons created in one cluster for different particle energies during
the ionisation process. The data is obtained from HEED.
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Appendix B
Gas Properties
The transverse diffusion calculated with MAGBOLTZ and the parametrisation, each for
magnetic fields of 0, 1, 2, 3, 4, and 5 T, is shown in figure B.1 for the gas mixture P10
and in figure B.2 for TDR gas.
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Figure B.1: MAGBOLTZ calculation and parametrisation of the transverse diffusion as a func-
tion of the electric field for different magnetic fields in P10 gas.
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Figure B.2: MAGBOLTZ calculation and parametrisation of the transverse diffusion as a func-
tion of the electric field for different magnetic fields in TDR gas.
Appendix C
User Manual
This chapter gives an overview of simulation inputs chosen by the user and
the produced output. A more detailed user manual for the simulation
framework with installation instructions and examples can be found online at
http://www.physik.rwth-aachen.de/group/IIIphys/TPC/en/software new.html.
The software is also available for download at this address.
C.1 User Input and Simulation Output
To give a short impression of the parameters controlled by the user as well as of some
restrictions of the simulation, a brief description of each module is given, focussing on
technical details. A flow chart of the simulated data and the user input was given in
figure 4.1.
  Module 1: TPCIonisation
The information needed to run this module are the incident particles. They can be
produced manually or by using generator programs like PYTHIA. To create primary
ionisation for a particle, its energy, momentum, charge and point of origin must be
provided. The starting point must be inside the active volume of the TPC. The
active volume is always a cylinder whose size is determined by the user choosing an
inner and outer radius and a length, corresponding to the distance between anode
and cathode. The TPC has a central cathode and two endcaps, so that the cathode
divides the TPC into two mirror symmetrical parts, each with the user’s specified
length. Additionally a magnetic field has to be chosen. The information for the
clustering of the primary ionisation is read from a file. The output of this module
are the coordinates of the electrons created by the particle passing the TPC.
  Module 2: TPCDrift
This module takes the primary electrons as input and drifts them through the gas
volume to the amplification structure. All parameters chosen in the first module are
available here as well. The input needed from the user is the drift field and the gas.
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Currently, there are three gas mixtures available: TDR (Ar/CH4/CO2 93/5/2), P5
(Ar/CH4 95/5) and P10 (Ar/CH4 90/10). The output is similar to the first module,
except that the coordinates of the drifted electrons are stored. The accuracy of the
transverse diffusion has only been verified up to magnetic fields of 5 T.
  Module 3: TPCPads
The coordinates of the drifted electrons are used as input for this module. TPCPads
simulates the amplification of the triple GEM structure. Additionally the mapping
of the electrons in the xy-plane onto the pads is calculated. The arrival times of
the electrons are stored in units of ns. The user defines the pad size, the total
number of pads and their arrangement on the pad plane. Offsets can be used
to specify where the pad plane is located in the TPC relative to the centre of the
coordinate system (x=0, y=0 defines the central axis of TPC cylinder; z=0 is on the
cathode). The GEM setting contains three voltages, one for each GEM, and three
fields. The information about the charge transfer in the GEM structure obtained
from detailed measurements is provided by an input file. A correction factor for
the gain can be chosen in case environmental conditions deviate significantly from
standard conditions. The output contains the number of electrons collected and the
time of arrival of these electrons for each pad. Only rectangular pad geometries
are supported. The charge transfer information is available for P5, P10 and TDR
gas at 0 T, at 4 T only for TDR gas. Running the simulation for other magnetic
fields using one of the available parametrisations is possible, but the behaviour of
the GEMs will not be modelled as accurately. Also the gain might not be computed
correctly. The number of GEMs is fixed to three and the distance between the
GEMs is 2 mm. Only one anode is simulated, meaning that drifted electrons with
z ≤ 0 are not considered here.
  Module 4: TPCElectronics
TPCElectronics uses the output of TPCPads to apply the shaping of an electronic
preamplifier and binning into ADC counts and time samples. The user defines
the rise-time of the shaper, the readout frequency, the resolution and the dynamic
range of the ADC. Because of the specific behaviour of the readout electronics used
in the measurements, two more parameters are needed: One to define an upper limit
for the integration of the charge and another to account for the charge loss due to
shaping effects. The output is now the same as in a real TPC. For every channel the
ADC counts per time slice are stored. The user cannot choose a shaping function.
The shaping is always done with a Gaussian distribution.
  Additional Module: Ion Backdrift
With this module the number of ions drifting back from the amplification structure
can be calculated. As input, the number of electrons collected on one pad is used.
It is contained in the output of the third module TPCPads. The ion backdrift
module also uses the information from the charge transfer parametrisation to obtain
the fraction of ions drifting back. The output is the number of ions located at the
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centre of the pad they originated from. This module only exists as a Marlin processor
within the LCIO framework.
C.2 The GUI
All modules are command line programs. The graphical user interface (GUI) (figure
C.1) provides a convenient way to provide all necessary parameters. Each of the four
simulation modules is represented by a box in the user interface. In the right box the
program output is shown, displaying occurring errors or giving the status of the simulation
program currently running. The modules can alternatively be called as shell commands
as well.
Figure C.1: Graphical user interface for the simulation program, designed with QT [75].
Such a graphical user interface is only available for the ROOT based simulation. The
simulation implemented within the Marlin framework is controlled via steering files. More
details on using Marlin can be found on the project homepage [51].
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