In addition to the evaluation of long-term series, the analysis of spatial gradients, such as urbanization gradients, may be helpful in assessing phenological responses to global warming. But are phenological responses of birch (Betula pendula Roth) assessed by temperature variations comparable over time and space and can spatially calibrated models predict longterm phenological data adequately? We calibrated and tested linear regression models and the process-based DORMPHOT model on phenological and temperature data sampled along an urbanization gradient in 2010 and 2011 in the German cities Munich and Ingolstadt (spatial data). Additionally, we analysed data from the German Meteorological Service for the period 1991-2010 (long-term data). The model comparison showed that the DORMPHOT model performed better than the linear model. Therefore, the importance of forcing and chilling sums as well as photoperiod, factors which were all considered in the DORMPHOT model, was evident. Models calibrated on spatial data produced good predictions of spatial data, but they were less adequate for predicting long-term data. Therefore, a time-for-space substitution might not always be appropriate. This finding was also confirmed by a comparison of temperature response rates. The rate of change in the spatial data (−4.4 days °C −1 ) did not match the changes observed in the long-term data (−1.9 days °C −1 ). Consequently, it is important not to generalize results derived from one specific study method, but their inherent methodological, spatial and temporal peculiarities have to be considered.
Introduction
Historical phenological data are valuable for the assessment of climate change impacts on plant development. However, longterm data might not be spatially or temporally comprehensive. Only a few phenological time series span the last century (Beaubien and Freeland 2000 , Defila and Clot 2003 , Dose and Menzel 2004 ; hence, most researchers have to struggle with exploring suitable methods for incomplete or short datasets.
Changes in ecosystem responses to global warming are studied in several different ways: through the analysis of time series encompassing longer term dynamics, through experimental studies that capture short-term responses (Dunne et al. 2004) or through the analysis of natural climate gradients (spatial studies). The most common of the latter are altitudinal gradients (Defila and Clot 2005 , Studer et al. 2005 , Dittmar and Elling 2006 , Larcher 2006 , Ziello et al. 2009 , Guyon et al. 2011 ) and urbanization gradients (Ziska et al. 2003 , Zhang et al. 2004 , Luo et al. 2007 , Mimet et al. 2009 ). Studying phenology along altitudinal gradients is valuable, because altitudinal change and/or topographical characteristics alter air temperature within a short distance. A variety of temperature conditions can also be obtained using urbanization gradients that are commonly characterized by a decrease in temperature from the city centre towards the rural surroundings (Landsberg 1981) . Therefore, both types of spatial gradients allow the evaluation of phenological responses to temperature within a relatively small area, using observations collected typically over short time periods. In particular, urban areas are of special interest in phenological research. Examination of data from urban areas allows a prediction of future phenology from current information (Ziska et al. 2003) , because cities show warmer and drier conditions along with increased air pollution (Landsberg 1981 , Arnfield 2003 , factors that may serve as proxies for future scenarios.
Because of the inherent methodological, spatial and temporal peculiarities of long time series and gradient analyses, scientists are limited in how far they can generalize the findings of studies using these different approaches. The results of urban phenology studies may certainly be valuable if phenology responds to climate change over time in a similar way to climate variability over space (Dunne et al. 2004) . In this case, modelling studies might take advantage of the substitution of phenological data collected over a longer period with data collected over a spatial gradient. This space-for-time substitution approach could lead to a better understanding of phenological responses across large spatial scales.
Slopes of linear regression models showing the rate of advancement of phenophases at increasing temperature are valuable to assess the response of phenology to climate change (Wolkovich et al. 2012 ). However, a detailed understanding about the relationship between temperature and phenology is required. Therefore, the use of linear models might not be sufficient when the effect of cumulative forcing temperatures and winter chilling needs to be examined. Moreover, other physiologically relevant relationships between phenological development and its environmental drivers, e.g., with photoperiod, may be lacking (Caffarra et al. 2011a) .
In this study, we apply two different types of phenological models: linear regression models based on mean temperature and process-based models derived from the effect of both forcing and chilling temperatures and of photoperiod (DORMPHOT model, Caffarra et al. 2011a) . We use two different phenological datasets (flowering of Betula pendula Roth, birch) sampled (i) along an urbanization gradient in Munich and Ingolstadt (Germany) in 2010 and 2011 (spatial dataset) and (ii) collected over an extended period of time (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) Figure 1a and c), in 2010 and 2011 and at 13 sites in Ingolstadt, Germany (48.77°N, 11.43°E, 380 m a.s.l., Figure 1b and c), in 2010. Phenological observations were conducted along an urbanization gradient, i.e., from the rural surroundings to the inner city of both cities. Onset dates of two to six trees-depending on the occurrence of trees-were averaged for each of the 51 sites (in total 193 trees).
One temperature sensor (HOBO U23-001, Onset Computer Corporation, Bourne, MA, USA) per site (n = 51) was installed in a radiation shield on the northern side of birch stems at 3 m above ground level. Temperature at the observations sites in Ingolstadt was only measured in 2010. In Munich, one logger was stolen after the flowering period in 2010 and was not replaced for the next season. In total, the dataset contained 88 phenological onset dates (Munich 2010, n = 38; Munich 2011, n = 37; Ingolstadt 2010, n = 13).
Long-term data 1991-2010
In addition to the above-described dataset, we obtained meteorological and phenological data from the German Meteorological Service (DWD) for the 20-year period from 1991 to 2010 (Table 1 , Figure 1d ). The selected climate stations were located across our study area: in Munich, Freising, Augsburg and Kösching (Figure 1d ). According to common practice (e.g., Menzel et al. 2005) , phenological stations were allocated to the nearest climate station. We selected only phenological stations within 40 km of the climate station and with a maximum altitude difference of 60 m. For inclusion, time series for the beginning of flowering of birch had to contain >15 years of data. In total, 24 phenological stations were obtained (Figure 1d ). Missing onset dates (n = 46, i.e., 9.6% of all observations) were calculated using linear regressions incorporating flowering onset of the stations that they were most correlated to (Pearson's correlation coefficients ranged between r = 0.493 and 0.868). The onset dates for beginning of birch flowering were averaged for each corresponding climate station. The long-term dataset included 80 phenological onset dates (4 cities × 20 years) and was therefore almost comparable in size to the field study (n = 88).
Linear model
Flowering occurred on average (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) 
where p is the phenological onset date of birch flowering, T is mean March-April temperature and a and b are fitted parameters.
Temperature response rates
We calculated temperature response rates (days °C −1 ), expressed as the slope of linear regression of mean onset date on mean March-April temperature (i.e., a, see Eq. (1)). A negative slope indicates the advance of a phenophase in response to an increase in air temperature. Differences in temperature response rates among years, cities or type of data were tested by analysis of covariance (ANCOVA).
DORMPHOT model
The process-based DORMPHOT model was developed for the simulation of budburst of photoperiod sensitive species by Caffarra et al. (2011a Caffarra et al. ( , 2011b . To adapt it for simulating other phenological events, the DORMPHOT model was calibrated on phenological observations of birch flowering onset.
The DORMPHOT model considers the action of low temperatures (chilling) for dormancy release and the action of high temperatures (forcing) for subsequent growth onset. It describes phenological development in terms of developmental units, calculated through fitted or experimentally measured relationships: chilling units are accumulated during the autumn and winter and gradually increase the effect of high temperatures on the accumulation of forcing units. The effect of photoperiod is considered at two levels. First, photoperiod in interaction with temperature affects the course of dormancy induction. Secondly, photoperiod modifies the response to temperature during the forcing phase. In Table 2 , the model and its equations are described in detail.
Model calibration and validation
The linear model and the process-based DORMPHOT models were both calibrated on the spatial data. For the calibration process, we used 50 observations taken randomly from the spatial dataset. For the validation on spatial data, we used the remaining observations in the dataset (n = 38). The model fits were tested for significance and compared with the null model (mean onset date) using an F-test.
During calibration of the DORMPHOT model, we adopted the following measures: to obtain a robust and biologically realistic Space-for-time substitution in phenology 1259 Table 1 . Geographical information of selected DWD climate stations in Munich, Freising, Augsburg and Kösching and the number (n) of corresponding phenological DWD stations with their minimum, maximum and mean distance and altitudinal deviation to the climate station. Table 2 . Description of the processes simulated by the DORMPHOT model, and model equations.
Modelled process Equations Dormancy induction:
The rate of dormancy induction is negatively related to both temperature and photoperiod at day t (DLt) through sigmoidal relationships and are bound between 0 and 1. Dormancy induction is thus completed at t d when the state of dormancy induction DS(t) ≥ D crit (critical state of dormancy induction). Dormancy induction state (DS) at day t is defined by the daily accumulation of rates of dormancy triggered by temperature (DR T ) and photoperiod (DR P ) induction, starting from t 0 , arbitrarily set as 1 September. aD, bD and DL crit are function parameters.
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Chilling:
The rate of chilling is described by a modified version of the chilling function of the unified model (Chuine 2000) . The state of chilling (CS) at day t is defined by the daily accumulation of rates of chilling (CR) starting from day t d , driven by temperature. aC and cC are function parameters.
The state of forcing (FS) at day t is defined by the daily accumulation of rates of forcing FR(t), starting from day t d defined by a positive and sigmoidal relationship with temperature. FR(t) is in turn dependent on critical photoperiod (DL 50 ), i.e., the critical day length at which the temperature of mid-response of the rate of forcing (FR) is 30 °C. This in turn depends on the amount of accumulated chilling units (CS(t)). Growth onset is predicted on the day where the state of forcing equals or exceeds the critical forcing requirement (FS ≥ F crit ). dF, gT, hDL and C crit are function parameters. model, we increased the amount of information during parameterization, following the approach used by Caffarra and Eccel (2010) . Experimental information was used to restrict or fix possible parameter values to biologically realistic values. Whereas most experimental studies on birch dormancy considered vegetative buds rather than flower buds, the two bud types burst in the same period, which led us to assume that they have similar dormancy triggers. Thus, the following considerations are based on the assumption that experimental findings for vegetative buds can also be used to guide the calibration of flowering models. As birch enters dormancy in August-September, we arbitrarily fixed DL crit (indicating the photoperiod above which the rate of dormancy induction is low or zero) to 13 h. Parameter dF could be measured directly from experimental results and was set to −0.174 (Caffarra et al. 2011a (Caffarra et al. , 2011b . Thus, it was necessary to fit nine parameters rather than 11. In addition, the parameterization range of some more parameters was restricted according to previous experimental studies and existing knowledge about birch dormancy. As dormancy induction in birch was reported to be triggered after 30-60 short days (SDs) (Caffarra et al. 2011a) , D crit was bound between these values. Parameter C crit was bound between 10 and 70, as vegetative bud dormancy was reported to be at least partially released after ~50 chilling days in experimental conditions (Caffarra et al. 2011a) and before the beginning of January in field conditions (Murray et al. 1989 , Skre et al. 2008 . Parameter cC was bound between 6 and 18, according to Caffarra et al. (2011a) and to the experimental studies on the subject, suggesting an upper threshold for active chilling temperature between 10 °C (Sarvas 1974) and 12 °C (Myking and Heide 1995) . The parameter estimates of the model are shown in Table 3 . The performance of the DORMPHOT and the linear models were assessed using model efficiency (ME), mean absolute error (MAE) (Jansen and Heuberger 1995) and corrected Akaike Information Criterion (AICc; Burnham and Anderson 2004) .
Model efficiency assesses the predictive power and is defined as
where SS tot is the sum of the squared deviations of the observations from their mean and SS res is the sum of squared residuals of the model fit.
The MAE provides a mean measure of the model error, i.e., how close the predicted values are to the observations. Mean absolute error is defined as
where N is the number of observations, f i , is the predicted onset date, and y i is the observed onset date. The AICc, a measure for the relative quality of a model, is defined as
where N is the number of observations, SS res is the sum of the squared residuals of the model fit, k is the number of parameters.
Analyses of model residuals
Residuals of the models were calculated as the difference between observed and predicted onset dates. The residuals were tested for differences between 2010 and 2011 (spatial data) and cities (spatial and long-term data). If data satisfied homogeneity of variance assumptions (according to Levene's test), analysis of variance (ANOVA) was applied; otherwise, the robust Welch's test was used. Differences between cities/ years were further assessed by Tamhane's post hoc test. Linear regression analyses were used to examine temporal changes in residuals. All statistical analyses were conducted using IBM SPSS Statistics 19. Table 4 shows the descriptive statistics for the analysed longterm and spatial data. The temperature range of mean MarchApril temperatures was greater for the long-term dataset (6.0 °C) than the spatial dataset (4.2 °C); however, the highest mean temperature was measured within the spatial study (10.3 °C). Birch flowering onset dates were spread over a similar range in the two datasets (20.2 versus 21.4 days) with the Figure 2 shows the relationship between flowering phenology of birch and mean March-April temperature for the four selected climate stations during the period 1991-2010. There is considerable scatter of data points around the regression line, which is reflected in the relatively small R 2 of 16.6%. Even single stations did not exceed a linear model fit of 50% (R 2 : Kösching 49.1%, Freising 43.4%, Munich 40.2% and Augsburg 13.7%).
Results

Temperature and phenology characteristics
Long-term data
Temperature response rates derived from this long-term analysis are shown in Table 5 . Responses for single stations ranged between −2.4 days °C −1 (Augsburg; however not significant) and −3.7 days °C −1 (Kösching). The inclusion of all available longterm data, however, flattened the relationship between phenology and temperature: the overall response was calculated only with −1.9 days °C −1 . Slopes did not differ significantly (P = 0.320) according to ANCOVA. Figure 3 shows the spatial relationship between the first flowering date of birch and mean March-April temperature separately for the different study years (2010, 2011) and regions (Munich, Ingolstadt). Model fit (R 2 ) was 70.5% for the whole dataset, but only 35.3% for Munich in 2010, 56.6% for Munich in 2011 and 47.0% for Ingolstadt in 2010. When analysing Munich for both years, model fit was 83.2%.
Spatial data
The temperature response rate in phenology (Table 5 ) was smallest in Munich in 2011 (−2.4 days °C −1 ) and largest in Ingolstadt in 2010 (−5.6 days °C −1 ); however, the latter result is based on only 13 observations. When Munich data for both years were analysed together, response rates were higher (−4.8 days °C −1 ) than for single years (2010: −3.6 days °C −1 , 2011: −2.4 days °C −1 ). Temperature response rates in phenology did not differ significantly (P = 0.111) in the analysed cities and years, as tested using ANCOVA.
A comparison of the spatial (black line) and long-term (grey) response rates is shown in Figure 4 . The slope of the spatial data was significantly steeper (ANCOVA, P < 0.001) than the slope of the long-term data (see Table 5 ). 
Space-for-time substitution in phenology 1261
DORMPHOT model Calibration on spatial data
The DORMPHOT model fitted well its parameterization dataset (Figure 5a ; model parameters see Table 3 ). A higher ME and a lower MAE and AICc (Table 6) showed that the DORMPHOT model fitted the calibration dataset better than the linear model (Figure 5b ). For comparison, we calculated the linear model based on the calibration dataset and provided information about model performance in Table 6 . Figure 6a shows the validation of the DORMPHOT model calibrated using spatial data, on both spatial and long-term validation datasets. The overall MAE was 3.7. When only considering the spatial dataset the MAE was 2.1; for the long-term dataset the value increased to 5.6. Thus, the validation results showed that the DORMPHOT model calibrated on spatial data was better at predicting spatial rather than long-term data. A similar average performance was obtained when validating the linear model (Figure 6b ). Mean absolute error was almost as high as in the DORMPHOT validation (3.6), with the MAE being 2.5 and 4.9 for spatial and long-term data, respectively.
Validation results
Model residuals of the validation datasets
Long-term data Residuals (observed minus predicted onset date) differed between cities (Figure 7a and b) . The average residuals of the DORMPHOT model (Figure 7a ) for Munich were positive (1.9 days); all other cities were associated with negative means (Freising, −5.4 days; Kösching, −3.0 days; Augsburg, −8.7 days). Analysis of variance showed that there was a statistically significant difference between the analysed cities (P = 0.004). Post hoc tests (Tamhane) confirmed significant differences between Munich and Freising (P = 0.024) and Munich and Augsburg (P = 0.010). All other combinations did not differ significantly.
Note that this subset of data only consists of three entries for Augsburg and six entries for Kösching due to random selection. The linear model was also associated with significant differences in residuals between the four cities ( Figure 7b , ANOVA: P ≤ 0.001). The model also underpredicted onset dates of birch in Munich (mean: 7.0 days) and overpredicted them in Freising, Kösching and Augsburg (−1.7, −1.3 and −5.6 days, respectively). Significant differences were detected between Munich and all other regions (Freising: P ≤ 0.001, Kösching: P = 0.005, Augsburg: P = 0.036).
Besides these site-specific differences, Figure 7a and b clearly reveals that there was a tendency towards more negative residuals over the course of time. The most pronounced change was observed within the DORMPHOT model (trend, −0.64 days year -1 ; R 2 = 30.3%; P = 0.002). However, the trend of the linear model was also quite high (trend, −0.522 days year -1 ; R 2 = 20.9%; P = 0.011). At separate stations, the trends in residuals were negative except for Augsburg (n = 3). Owing to the small sample size within each region, trends were significant only for Freising (DORMPHOT model: −0.567 days year −1 ; R 2 = 39.5%; P = 0.038; linear model: −0.521 days year −1 , R 2 = 39.8%, P = 0.037). 
Spatial data
The validation also showed that the DORMPHOT model overpredicted birch onset dates in Ingolstadt (−3.8 days), but underpredicted them in Munich (2010: 3.1 days, 2011: 1.0 days). These mean residuals were significantly different (ANOVA: P = 0.027), but the Tamhane post hoc test revealed only marginally significant results for Ingolstadt in 2010 and for Munich in 2010 (P = 0.079).
The linear model overpredicted the onset dates in Ingolstadt (−1.6 days) and underpredicted them in Munich (2010: 1.9 days, 2011: 0.7 days). Differences in mean residuals of the linear model were significant for all analysed years and cities (all P ≤ 0.007).
Discussion
Temperature response rates
The temperature response rates of the spatial dataset (Table 5) did not differ significantly between the two observation years or analysed cities. This might suggest that the results of phenological observations collected over a spatial gradient can be replicated in any year and region. In addition, temperature responses of long-term data did not differ significantly between the four selected stations. Thus, these results might allow the estimation of the phenological response to climate change over wide areas. However, when comparing the spatial and long-term data slopes (Figure 4) , they differed significantly and were more pronounced for the spatial data (−4.4 days °C −1 ) than for the long-term data (−1.9 days °C −1 ).
In addition, the models based on long-term phenological data did not satisfactorily describe the relationship between phenology and temperature, with only a small portion of explained variance (R 2 = 16.6%). Local site effects, e.g., different soil conditions (Wielgolaski 2001) or other confounding factors such as differences in pollution (Honour et al. 2009 ), nutrient availability (Jochner et al. 2013) , water supply (e.g., irrigation of green areas), poorly placed road salt applications or solar radiation, might have weakened the overall relationship between phenology and air temperature (Figure 2) . The influence of site effects is also confirmed by the fact that models based on single climate stations resulted in higher R 2 (R 2 : Kösching 49.1%, Freising 43.4%, Munich 40.2%, exception: Augsburg 13.7%).
On the other hand, models based on spatial data resulted in a smaller amount of unexplained variance. The linear model based on spatial data was associated with an R 2 of >70%. However, single cities and years were always <60% and the highest value was reached when combining the Munich data of 2010 and 2011. Phenological onset dates of flowering of birch in Ingolstadt, for example, were consistently underpredicted and the inclusion of Ingolstadt data decreased the R 2 by almost 13%. In fact, as shown in Figure 3 , observations of different Space-for-time substitution in phenology 1263 study cities or years are concentrated on different parts of the plot. The most obvious discriminator was mean March-April temperature, which differed considerably between the analysed years (Table 1) and could be responsible for differences in response rates. Besides temperature-based differences, this might also hint to the influence of local factors on phenology, especially visible with respect to the Ingolstadt data.
Peculiarities of spatial and long-term data
Recently, Wolkovich et al. (2012) found that experimental studies underpredicted phenological responses compared with long-term analyses. We now found that spatial data were related to higher temperature responses than long-term data. Where does this difference derive from and what consequences does this finding imply?
Temperature data
There might be an effect of the proximity of the temperature measurements and phenological observation sites. In general, phenological time series are analysed using temperature data of climate stations near the phenological stations, even when they are at some distance (occasionally up to 50 km; Menzel et al. 2005). This spatial study was conducted using HOBO loggers measuring air temperature in a radiation shield at 3 m above the ground. In addition, the measurements were taken at each observation site. The long-term study incorporated temperature measurements of the DWD within an instrument shelter at 2 m above the ground. The measurements were not site-specific since phenological data of five to seven stations with a maximum distance of 40 km from the climate station were averaged (see Table 1 ). However, we compared temperature data of the Munich climate station with data from a HOBO logger installed ~50 m away and their correlation coefficient was almost 1 (r = 0.9994), and the regression equation was y = 1.0001x − 0.2104. Therefore, we believe that the temperatures recorded by these two different types of sensors are generally comparable and differences might be solely attributable to the distance of a climate station to the phenological stations. One might expect that models using long-term data are more appropriate for forecasting ecological responses, since a few years of spatial data might not be enough to get a wide range of temperature and therefore phenological conditions. Indeed, the temperature range of our field study was not as pronounced as within the long-term study (4.2 °C versus 6.0 °C). However, the highest mean temperature (10.3 °C) was measured within the spatial study (in the inner city of Munich in 2011) and even higher levels of urban spring temperatures might be useful to predict future conditions for which past observations offer no comparison (Wolkovich et al. 2012) .
Additionally, it was reported that countries or regions with higher mean annual temperatures have more pronounced response rates in phenology (Menzel et al. 2005 (Menzel et al. , 2006 . Analogous to these findings, it could be assumed that responses are stronger under warmer conditions. However, in our study, we demonstrated that the temperature response was less pronounced in the warmer spring of 2011 than in 2010 in Munich. The fact that we measured the highest temperature in 2011 might imply that temperature response rates might not grow even further in the future due to an increase of temperature. The relationship between phenological onset dates and temperature is mostly considered as linear over a large temperature range; however, a sigmoid relationship with upper and lower limits of onset dates especially under extreme temperature conditions might be more realistic (Sparks et al. 2000 , Menzel et al. 2005 , 2006 . Indeed, the R 2 for the s-shaped model (not shown) was quite high (72%), but, Figure 3 did not convincingly reveal an s-shaped relationship. Even Figure 4 , where the observations of both studies were integrated, offers only an R 2 of 47.7% for the sigmoidal model (not shown). More extreme spring temperatures in urban areas in the future might reveal a clearer picture.
On the other hand, extremes have strong impacts on phenology and their assessment is crucial for the interpretation of results derived from spatial analyses. Anomalous high spring temperatures, e.g., in spring 2009, caused birch flowering in Munich and Ingolstadt to occur more or less at the same time, independent of the location (urban/rural) of the trees (Jochner et al. 2011) . The urban index (Jochner et al. 2012) , an estimate for the degree of urbanization, is highly correlated with mean temperature. Correlation analyses (unpublished data) with the urban index and phenological onset dates in 2009 showed a correlation coefficient close to zero. Although mean MarchApril temperatures probably differed among sites, temperature response rates would have been small and non-significant.
Ecophysiological effects
Regardless of instrumental and methodological differences, plants might also respond differently due to their inherent physiological constraints. For example, as the phenological network of the DWD always makes observations on the same individual at each station, long-term phenological information might be affected by aging of trees. In general, older plants flower later than younger plants (Rosenzweig et al. 2008) . However, since the same plant is observed there are no genetic differences that are also known to affect phenology (Baumgartner 1952) . This, in turn, does not apply to spatial data, where numerous different individuals are observed; hence, genetic but not aging differences affect observation dates. Another effect that might influence flowering sensitivity to temperature is the fact that warm temperatures close to the optimum physiological temperature for flowering might elicit a less pronounced change in response rate compared with cooler temperatures, far from the optimum. In fact, the nonlinear, sigmoidal response of spring phenology to increasing temperature highlighted by different authors (Sarvas 1974 , Sparks et al. 2000 , Caffarra et al. 2011a ) implies that the rate of phenological development decreases as temperature reaches an 'optimum' range. Finally, tree acclimation to warmer temperatures could result in progressively less marked responses over the year. This process has already been shown in experimental and field conditions for photosynthesis and respiration (Gunderson et al. 2000 (Gunderson et al. , 2010 , but might also be found for phenological traits such as flowering, as suggested by Eccel et al. (2009) .
DORMPHOT model
The DORMPHOT model was selected in order to improve phenological predictions compared with linear regression analyses. Indeed, the model fitted well to the calibration datasets (Table 6 ). This suggests that the incorporation of cumulative forcing temperatures and winter chilling is important to obtain a good model fit. In general, the amount of chilling has to be sufficient to break dormancy; consequently, very warm autumn and winter months with a lack of chilling may result in later onset dates in phenology (Partanen et al. 1998 , Heide 2003 . As a result of the urban heat island that is most pronounced in Space-for-time substitution in phenology 1265 Downloaded from https://academic.oup.com/treephys/article-abstract/33/12/1256/1663056 by guest on 08 January 2019 winter months, urban areas are especially affected by high winter temperatures (Gazal et al. 2008) , and the inclusion of chilling sums is highly recommended within urban phenological studies. Another important factor driving spring phenology in temperate regions and higher latitudes is photoperiod (Leopold 1951, Levy and Dean 1998) . Its importance has been demonstrated in experimental studies (Saxe et al. 2001 ) and phenological models (Schaber and Badeck 2003 , Caffarra et al. 2011a , 2011b ).
The DORMPHOT model calibrated on spatial data, when validated, performed well, especially on spatial data (Figure 6a) . Surprisingly, the predictive performance of the linear model was comparable to that of the DORMPHOT model. A possible explanation might be that the process-based DORMPHOT model also includes the description of the responses of trees to chilling and photoperiod and to their interaction, but there is not enough information in only two study years to adequately model this response. In addition, the fact that this process-based model includes the description of events that are not directly observable (such as endodormancy break) makes it impossible to verify whether the parameters defining them were correctly fitted, unless experimental observations are used for model validation (Hunter and Lechowicz 1992 , Hänninen 1995a , 1995b , Hänninen et al. 2007 ). In the present study, we have used previous experimental information (Caffarra et al. 2011a ) to restrict the parameter range during calibration, which should have prevented too unrealistic model fits. However, the lack of precise information and direct observations of the effects of environmental drivers on endodormancy induction suggests some caution when extrapolating present parameter values to different climate scenarios (Hänninen 1995a , 1995b , Hänninen et al. 1996 . This is especially true if the model was calibrated using small and homogeneous datasets.
As already shown by the significant differences in temperature response rates between the long-term and the spatial data this suggests that in modelling studies a time-for-space substitution might not be applicable between data collected over spatial and temporal gradients.
Residuals derived from the two studied models showed a clear site dependence (Figure 7a and b) . Hence, the models do not account for other triggering factors not included in the model (e.g., soil conditions, pollution, water supply, solar radiation). In addition, regression analyses proved that residuals decreased during the course of the years. This suggests that there was either a change in the phenological behaviour of the birch trees or responses were not well simulated by the selected models.
Conclusions
Models calibrated on spatial data cannot necessarily reflect changes that occur in phenological responses over years. The present results showed that models containing the description of complex processes and defining a high number of parameters (such as DORMPHOT) should be calibrated using large and varied datasets containing the responses to different combinations of the input driving variables, including extreme experimental conditions in order to account for processes that are not directly observable. The space-for-time approach requires equal responses in both tested study types (Dunne et al. 2004) . The different responses shown in our study, however, underlined the limitations of spatial and long-term datasets. Hence, scientists have to be careful when dealing with different types of data, especially when integrating them.
