Let S = {x 1 , x 2 , . . . , x n } be a finite subset of distinct positive integers. Throughout this article we also assume that our set S is GCD closed. The LCM matrix [S] of the set S is defined to be the n × n matrix with lcm(x i , x j ) as its ij element.
Introduction
LCM matrices, as well as GCD matrices, were first defined by H. J. S. Smith [24] in his seminal paper from the year 1876. By letting S = {x 1 , x 2 , . . . , x n } be a finite subset of distinct positive integers, Smith defined the GCD matrix (S) of the set S to be the n × n matrix with gcd(x i , x j ) as its ij element. Similarly, the LCM matrix [S] of the set S is the n × n matrix with lcm(x i , x j ) as its ij element. Although in these days Smith's paper is probably best remembered from its famous determinant formula for the GCD matrix with gcd(i, j) as its ij element, Smith also considered the determinants of more general GCD and LCM matrices. For example, he showed that if the set S is factor closed, then both of the matrices (S) and [S] are invertible (the set S is said to be factor closed if the condition y x for some x ∈ S ⇒ y ∈ S holds). Since Smith, many other authors have also considered the determinants of GCD-related matrices (see the references in [7] ). In 1989 Beslin and Ligh [4] reintroduced GCD matrices and also initiated a series of articles studying GCDtype matrices and their generalizations. However, LCM matrices did not get much attention until the article [5] by Bourque and Ligh appeared. Among other things, in this article it is pointed out how easy it is to find singular LCM matrices by considering the LCM matrix of the set S = {1, 2, 15, 42} (see [5, p. 68] ). In that same paper the authors follow in the footsteps of Smith and are interested in finding a more general sufficient condition (comparing to the factor-closedness of the set S) for the invertibility of the LCM matrix [S] . They ended up conjecturing that the GCD-closedness of the set S suffices to guarantee the invertibility of [S] .
In 1997 Haukkanen et al. [7] were able disprove the Bourque-Ligh conjecture by finding a singular LCM matrix of size 9×9. Two years later Hong [9] was able to find another counterexample of size 8 × 8. By using number-theoretic methods he also showed that the conjecture holds for GCD closed sets with at most 7 elements, and thus the conjecture was solved completely (at least in some sense). However, since in the conjecture it is assumed that the set S is GCD closed, the structure (S, ) itself constitutes a meet-semilattice, which enables one to study the conjecture from entirely lattice-theoretic point of view. In [16] Korkee et al. consider all possible semilattice structures with at most 7 elements and showed that the LCM matrix [S] is invertible for any GCD closed set S with S ≤ 7. In [20] this same latticetheoretic approach is utilized to show that if the matrix [S] is singular and the set S is GCD closed with 8 elements, then (S, ) has unique, cube-like structure (see Figure 1 (e)). These same methods were also adapted by Altinisik et al. in [1] , where they study the singularity of the matrix [S] in the case when S is a GCD closed set with 9 elements.
Although there seems to be nothing left to prove in the Bourque-Ligh conjecture itself, there are a couple of interesting problems relating to the conjecture that remain open. For example, the invertibility of the so-called power GCD and power LCM matrices have been studied by many authors, see e.g. [10, 17, 23] . In this article our first goal is to study the problems that arise from our previous latticetheoretic studies of the Bourque-Ligh conjecture [20] and [16] (there are also several other articles in which GCD-type matrices have been studied by using latticetheoretic methods, see e.g. [3, 12, 14, 21] ). Especially we are interested to find some answers to the following questions:
• Since there are more than 1300 meet semilattices with at most 8 elements, the lattice-theoretic method basically requires one to sieve off most of the irrelevant cases by using some mathematical program (e.g. SageMath). Is there any elegant way to avoid this?
• In many cases the lattice structure of (S, ) alone suffices to guarantee the invertibility of [S] . What are the required semilattice properties that make the lattice-theoretic method to work?
• Cube semilattice with 8 elements is the smallest possible counterexample for Bourque-Ligh conjecture. What makes this structure so special?
After answering to these questions we turn our attention to the inertia of LCM matrices (of GCD closed sets). Currently very little is known about this topic, so far all the existing inertia-related results have been presented in the articles [6, 19, 21] . It turns out that the work that we have done to study the invertibility of LCM matrices can actually be directly applied to study the inertia of LCM matrices. In fact, it may be even a bit surprising that in many cases we are able to determine the inertia of a given LCM matrix by looking only at the semilattice structure of (S, ). Of course this is not always possible, and for that reason we also study the limits of our method (i.e. the cases in which our approach gives an inconclusive result). Another thing for us to consider is the question about how to construct a GCD closed set S such that the number of either negative or positive eigenvalues of the matrix [S] is maximized.
We begin our study in Section 2 by defining an entirely new lattice-theoretic concept of an AB-set and also by studying some of the basic properties of such sets. In Section 3 we are then able to calculate the values of the Möbius function on ABset and find out that that the Möbius function values can easily be determined from the Hasse diagram of the set (S, ) simply by calculating the number of certain type of elements in S. In Section 4 we are finally ready to apply the Möbius inversion and to give a proof to one of the main theorems and to explain how the structure of (S, ) often causes the matrix [S] to be invertible. In Section 5 we take another look at the proof of the main theorem of Section 4 and we see that in those previously mentioned cases the structure of (S, ) not only guarantees the invertibility of the LCM matrix [S] but also determines the inertia of this matrix completely.
A-sets and AB-sets
Let P be a meet semilattice such that the set of elements covered by an element x is finite for all x ∈ P . Let S = {x 1 , x 2 , . . . , x n } ⊆ P with
denote the set of elements of S which are covered by x in S. In other words, if y ∈ C S (x), then y ≺ x and for all z ∈ S we have y ⪯ z ≺ x ⇒ y = z. Throughout this article we are interested in the poset-theoretic structure of the meet closure of the set C S (x) defined as
Definition 2.2. The set S = {x 1 , x 2 , . . . , x n } ⊆ P is an AB-set with respect to the element 
The following theorem shows that the concept of an A-set is in fact related to AB-sets. For this purpose we are also going to need the concept of a ∧-tree set S. The set S ⊆ P is said to be a ∧-tree set if the Hasse diagram of meetcl(S) is a tree, see [18, Definition 4 .1].
Theorem 2.1. Every A-set S is also an AB-set with respect to any element x i ∈ S. If x j is a maximal element in S and S ∖ {x j } is an A-set, then S is an AB-set with respect to every element x i ∈ S.
Proof. Since every A-set S is a ∧-tree set (see [18, Theorem 4.3] ), it follows that for each x i ∈ S the set C S (x i ) consists of at most one element (see [18, Lemma 4.1] ). This implies that the set S is an AB-set with respect to x i .
Suppose next that x j is a maximal element in S and S ∖ {x j } is an A-set. Let x i ∈ S. If x i ≠ x j , then x i covers at most one element and S is trivially an AB-set with respect to x i . We only need to show that S is also an AB-set with respect to
where A is a chain by the definition of an A-set. Now we may choose B i = ∅ and thus S is an AB-set with respect to the element x j . The following theorem gives an alternative characterization for S being an ABset with respect to some element x i ∈ S. Proof. If S is an AB-set with respect to the element x i , then it follows straight from the definition that the width of the set meetcl(C S (x i ))∖C S (x i ) is less than or equal to 2. Suppose then that x i ∈ S and the width of the set meetcl(C S (x i )) ∖ C S (x i ) is less than or equal to 2. If the width is equal to 0, then x i covers exactly one element and we may take A i = B i = ∅. If the width is equal to 1, then every two elements of meetcl(C S (x i )) ∖ C S (x i ) are comparable and thus this set is a chain. Therefore we may take A i = meetcl(C S (x i )) ∖ C S (x i ) and B i = ∅. For the last we assume that the width of meetcl(C S (x i )) ∖ C S (x i ) is equal to 2. We construct the chains A i and B i from bottom to up. We begin by setting element needs to be covered by exactly two elements a 1 and b 1 (otherwise it could not be the greatest lower bound for the set C S (x i )). We set a 1 ∈ A i and b 1 ∈ B i . Next we take into consideration all the elements of meetcl(C S (x i )) ∖ C S (x i ) that cover either a 1 or b 1 . There can be at most two such elements, which means that the following cases are possible: There are no other possibilities, since the set meetcl(C S (x i )) ∖ C S (x i ) is a meet semilattice (a meet semilattice continues to be a meet semilattice although some of the maximal elements are removed) and because it cannot contain an antichain with tree elements. Since the set meetcl(C S (x i )) ∖ C S (x i ) is also finite, repeating the above steps eventually leads to two disjoint chains A i and B i , which together contain all the elements of the set meetcl(C S (x i )) ∖ C S (x i ).
Next we need to develop some further terminology. Suppose that the set S is an AB-set with respect to the element x i , x i covers at least two elements in S and there exist two disjoint chains A i and
In this case we say that z attaches to a in A i (or to b in B i ). Sometimes it is even possible that some element is attached to both chains.
However, the next lemma shows that there can be only one such element. Proof. Suppose for a contradiction that there exist two distinct elements z, z This is impossible, since z was supposed to cover both of these elements.
If a
This is impossible, since z ′ was supposed to cover both of these elements.
In the first case z covers comparable elements a and b, in the second case z ′ covers comparable elements a ′ and b ′ . In both cases we have a contradiction.
As in the part 3 we have a contradiction, since either z or z ′ now covers two comparable elements.
Each of the cases 1-4 yields a contradiction, and thus we have proven the claim. Next we take a closer look at the case when there exists an element z ∈ C S (x i ) such that it attaches to both of the chains. The existence of such element has certain implications on the elements of A i and B i , more precisely on their ability to precede one another. The following lemma explains this.
Lemma 2.2. Suppose that there exists (exactly one) element z ∈ C S (x i ) such that it attaches to two elements of
where at least one of these relations is strict.
Proof. We may assume that a
We may assume that y ≠ z since there has to be at least two elements in C S (x i ) that are attached to x b .
Let us show that a ′ ⪯ a. If a ≺ a ′ , then a and b are both common lower bounds for y and z, and because a ⋖ z and b ⋖ z, no greater common lower bound can be found from either chain. Since y ∧ z is in either of the chains, y ∧ z is equal to a or b and thus the elements a and b must be comparable (see Figure 4 (a) and (b)). This would be a contradiction, since z cannot be attached to two comparable elements. We may thus deduce that a ′ ⪯ a. Next we are going to show that b
(the situation is illustrated in Figure 4 (c)). In this case a ′ and b are common lower bounds for z and y. No greater common lower bound can be found from the chain B i , since otherwise b ⋖ z would not hold. On the other hand, if we had
This would lead to a contradiction, since z would now cover two comparable elements a and b. We may deduce that either of the elements a ′ and b is equal to y ∧ z and thus we must have b ≺ a ′ or a ′ ≺ b. The first case is impossible since, again, z cannot cover two comparable elements a and b. Also the other case yields a contradiction since in this case we have a
The last part of the claim follows immediately, since the elements a and b attached to z need to be incomparable. 
Poset-theoretic Möbius function on meet closed AB-sets
From now on we assume that the set S ⊆ P is meet closed (in other words, (S, ⪯) is a meet semilattice). The poset-theoretic Möbius function of the structure (S, ⪯ ) is often defined as the inverse of the incidence function ζ with respect to the convolution operation. However, if we wish to calculate the value µ S (x j , x i ), the easiest way would probably be to use the following recursive formula, which follows directly from the definition:
If the set S is an AB-set with respect to the element x i , then calculating values µ S (x j , x i ) for different elements x j becomes rather simple. The following theorem shows this. 
Theorem 3.1. Suppose that S is meet closed and an AB-set with respect to
x i . Denote meetcl(C S (x i )) ∖ C S (x i ) = A i ∪ B i ⊂ S,= x b ). For each x k ∈ A i or x k ∈ B i , let η(x k ) denote the number of elements z ∈ C S (x i ) attached to x k . If no
element is attached to both of the chains, then
If (exactly) one element x p ∈ C S (x i ) is attached to some element x q ∈ A i and to some element x r ∈ B i , then
Proof. First we take care of Equations (3.7) and (3.12) by noting that µ S (x j , x i ) may be nonzero only if x j = x i or x j ∈ meetcl(C S (x i )) (see [20, Lemma 3.2] ). The recursive formula for the Möbius function implies that µ S (x i , x i ) = 1 and 
and therefore Equations (3.3) and (3.10) hold as well.
Next we take all the remaining, namely the non-maximal elements x j of A i ∪ B i into consideration. Assume first that no element x k ∈ C S (x i ) is attached to both of the chains A i and B i . We proceed inductively and suppose that the claim holds for each element x k ∈ A i ∪ B i such that j < k ≤ n. Assume next that the top elements are comparable, say x a ≺ x b , and that x j = x a . Then we have
This takes care of (3.4).
We are now in a position to prove one part of Equation (3.5). Suppose then that exactly one of the conditions x j ≺ x a and x j ≺ x b holds. We may assume that x j ≺ x a (the other case is similar). From the recursive formula we now obtain
This proves the first part of (3.5). At this point we need to deal with Equation (3.6). This situation is illustrated in Figure 5 . If x j = x a ∧ x b and x a and x b are incomparable, then we have
Thus we have proven Equation (3.6).
The last remaining case is the one in which x j ≠ x a ∧ x b precedes both of the elements x a and x b , which means that x j ≺ x a ∧ x b . Thus we go back and prove the rest of Equation (3.5). We obtain
which completes the proof of (3.5). Assume second that there is exactly one element x p ∈ C S (x i ) such that A i ∋ x q ⋖ x p and B i ∋ x r ⋖ x p . It now follows from Lemma 2.2 that the top elements x a and x b of A i and B i must be incomparable (clearly x q ⪯ x a and x r ⪯ x b ). In fact, Lemma 2.2 implies that x a ∧ x b = x q ∧ x r . Since the other cases in Equation (3.11) can be dealt inductively as earlier, we only need to check what happens when x j = x a ∧ x b (see Figure 6 ). Again we assume that the claim holds for all x k with k > j. Now we have
Thus (3.11) holds and our proof is complete. In order to continue and factorize the matrix 1 gcd(x i ,x j ) even further we adopt a technique introduced by Rajarama Bhat [22] in 1991. We apply Möbius inversion and define the function Ψ S,
or equivalently
Now the matrix 1 gcd(x i ,x j ) may be written as
where E = (e ij ) is the 0, 1 incidence matrix of the set S with
Putting all together we obtain
where
Since the matrix ∆E is clearly invertible (triangular matrix with nonzero diagonal elements), the matrix [S] is invertible if and only if the matrix Λ is invertible. Moreover, the invertibility of Λ can be determined easily since
From this we easily obtain the following fundamental result.
Proposition 4.1. If the set S is GCD closed, then the LCM matrix [S] is invertible if and only if
The next theorem gives us a method to at least narrow down the possible zero terms Ψ S, 1 N (x i ) just by looking at the semilattice structure (S, ).
Theorem 4.1. Let S be a GCD closed set. If the set S is an AB-set with respect to the element
Proof. We are going to show that since the set S is an AB-set with respect to the element x i , in every nontrivial case the positive terms in the sum of Equation (4.13) cancel out all the negative terms. If C S (x i ) = ∅, then x i must be the smallest element in S (i.e. i = 1) and we have
Next, if x i covers only one element x k ∈ S, then we obtain
Now we may assume that there are at least two elements in C S (x i ). This means that there is at least one element in the set A i ∪ B i = meetcl(C S (x i )) ∖ C S (x i ). In this case the terms in Equation (4.13) may be rearranged so that all the terms
with x k ∈ C S (x i ) and x j ⋖ x k are put together with the term
, see Figure 7 . We obtain
where equality holds if no element in C S (x i ) is attached to both of the chains (if x k is attached to both chains, then the terms differ by
). It should be pointed out that in the above sum x j ⋖ x k ⋖ x i means that these elements cover one another in the poset meetcl(C S (x i )), but not necessarily in S (also note that some of the above sums might be empty depending on the number of elements in A i and B i ). We are going to show that under these circumstances every summand
is in fact positive, which implies that Ψ S,
In the case when x j is a maximal element in A i ∪ B i we have η(x j ) ≥ 2 and µ S (x j , x i ) = η(x j ) − 1 by Theorem 3.1. In addition, for every x k ∈ C S (x i ) with
For all the non-maximal elements x j ∈ A i ∪ B i we have µ S (x j , x i ) ≥ η(x j ) by Theorem 3.1 and therefore
Thus we have shown that Ψ S, 1 N (x i ) > 0 when there are at least two elements in the set C S (x i ) and therefore our proof is complete. Figure 7 : Illustration on how the sum in Equation (4.15) is partitioned in the case when no element of C S (x i ) is attached to both of the chains.
The following corollary is an immediate consequence of Theorem 4.1 and Proposition 4.1.
Corollary 4.1. If the set S is GCD closed and it is an AB-set with respect to every element x i ∈ S, then the LCM matrix [S] is invertible.
Proof. Theorem 4.1 implies that Ψ S,
Corollary 4.1 itself has interesting consequences as well. It can easily be used to show one more time that the Bourque-Ligh conjecture holds for all GCD closed sets with at most 7 elements. Moreover, at the same time we are able to show that among all the meet semilattice structures with 8 elements there is only one possible exception such that GCD closed sets isomorphic to it may not satisfy the Bourque-Ligh conjecture. In [16] and in [20] this same information was obtained by generating all possible semilattice structures and by going through dozens of special cases. Figure 1 (e) ).
Theorem 4.2. The LCM matrix of any GCD closed set with at most 7 elements is invertible. Moreover, if there are 8 elements in the set S and the matrix [S] is not invertible, then (S, ) is isomorphic to the cube semilattice (see
Proof. Suppose that S is a GCD closed set such that the matrix [S] is not invertible. Corollary 4.1 implies that there is at least one element x i ∈ S such that S is not an AB-set with respect to the element x i . This means that there must be at least three elements in the set C S (x i ) (otherwise S would be an AB-set with respect to x i ). And since the set meetcl(C S (x i )) ∖ C S (x i ) cannot be presented as a union of two distinct chains, there must be at least three incomparable elements x p , x q and x r in the set meetcl(C S (x i )) ∖ C S (x i ). Moreover, all the elements x p , x q and x r are of the form
This means that every one of the elements x p , x q and x r precede at least two of the elements in C S (x i ). And finally, since the set meetcl(C S (x i )) ∖ C S (x i ) ⊆ S is meet closed, also the element x p ∧ x q ∧ x r must belong to this set. All in all, there must be at least 8 elements in the set S, and the cube semilattice presented in Figure 1 (e) is the only 8-element meet semilattice that meets all these criteria. It turns out that our theorems can rather easily be applied in the study of LCM matrices of so-called r-fold GCD closed sets S. First, however, we need to define this concept.
Definition 4.1. [11, Definition 2.1] Let
T be a set of n distinct positive integers and r ∈ [1, n − 1] be an integer. We say that T is a 0-fold GCD closed set if T is GCD closed. We say that T is an r-fold GCD closed set if there is a divisor chain R ⊆ T with R = r such that max(R) min(T ∖ R) and the set T ∖ R is GCD closed.
We are now ready to give a novel lattice-theoretic proof for the following result whose first appear was in Shaofang Hong's PhD thesis in 1998. Proof. Suppose that S = {x 1 , x 2 , . . . , x n } is an (n − 7)-fold GCD closed set, where x 1 < x 2 < . . . < x n . We only need to show that S is an AB-set with respect to an arbitrary element x i ∈ S, and then the claim follows directly from Corollary 4.1. If 1 ≤ i ≤ n − 7, then x i is a member of the divisor chain and covers at most one element in the semilattice (S, ) and clearly S is an AB-set with respect to x i . The case when x i = x n−6 is similar, since
Since there are at most 6 elements in this semilattice we may continue as in the proof of Theorem 4.2 and show that there cannot be three incomparable elements in the set C S (x i ). Thus also in this case S is an AB-set with respect to x i .
If S is a GCD closed ∧-tree set, then S is also trivially an AB-set with respect to any element x i ∈ S. We directly obtain the following corollary, which is another immediate consequence of Corollary 4.1.
Corollary 4.3. The matrix [S] is invertible for all GCD closed ∧-tree sets S.
Even Corollary 4.3 itself has a few interesting consequences. In 1998 Hong applied his number-theoretic method and proved the results listed in Corollary 4.4. Since in each case the set S happens to be a GCD closed ∧-tree set, each claim follows directly from Corollary 4.3.
Theorem 5.1. Suppose that S is a GCD closed set which is an AB-set with respect to every element x i ∈ S. The inertia of the LCM matrix [S] is the triple
Proof. From Equation (4.14) we see that the LCM matrix [S] and the diagonal matrix Λ are T congruent. By Sylvester's law of inertia (see e.g. [13, Theorem 4.5.8]), these matrices have the same inertia. In the proof of Theorem 4.1 it was shown that if the set S is an AB-set with respect to x i , then
The claim follows from this. For the last we consider GCD closed semilattices isomorphic to the cube semilattice (see Figure 2.1 (e) ). This shows that if the set S is not an AB-set with respect to some element x i , then there is no shortcut in determining the inertia of the matrix [S] but the only choice is to calculate the respective value of Ψ S, • Suppose that S = {1, 2, 3, 5, 6, 10, 15, 30}. Then we have
• Suppose that S = {1, 2, 3, 5, 70, 78, 255, 46410}. Then we have
• Suppose that S = {1, 2, 3, 5, 66, 70, 255, 39270}. Then we have So far we have seen the usefulness of our results in determining the inertia of the LCM matrix of a certain individual GCD closed set, but is it possible to state something about the inertia that holds for all LCM matrices of GCD closed sets of order n in general? The following theorem gives some answers to this question. Proof. Without the loss of generality we may assume that the elements of S are indexed in a non-decreasing order (in other words, the condition x i x j ⇒ i ≤ j is satisfied). Since S is trivially an AB-set with respect to the minimum element x 1 and C S (x 1 ) = 0, we must have i + ([S]) ≥ 1. The lower bound for i − ([S]) follows from the fact that S is also an AB-set with respect to elements x 2 and x 3 and that C S (x 2 ) = C S (x 3 ) = 1. 
The structure of (S, ) is illustrated in Figure 12 . It can be shown that S is a GCD closed set and an AB-set with respect to any element and we have 
