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о:ЫЦАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
Актуальность темы. В диссертации рассматриваются (не)линей­
ные проблемы. хара.r,тери·3ующиеся тем, что их решение неустойчи­
во к ма.лым воз:-.r_vщениям исходных данных, т.е. некорректно поста­
вленные 'Зада•ш. Такого рода задачи возникают во многих областях 
науки и техники. Прп этом часто исr<омая фуикция имеет разрывы 
или другие особенноrти. Поэтому. и с теоретической, и с практиче­
ской точки зрения, представляет интерес построение и изучение но­
вых регуляри'Зующих а..1горитмов для разрывных функций. В работе 
введены некласси•tесюн• множества функций с разрывами первого ро­
да или б-ф:v·нкuиями. на. которых рассмотрены задачи сглаживания 
эашумленных данных. устойчивого решения уравнений типа свертrш 
и уравнений с конечномерной нелинейностью. 
После основополагающих работ А.И.Тихонова, В.К.Иванова, 
М.:VI.Лаврентьева теория неустойчивых (некорректных) задач при­
влека.ла внимание многих исследователей: А.Л.Агеева, В.Я.Арсенина, 
А.В.Бакушинского, Г.М.Вайник1t0, Ф.П.Васильева, В.В.Васина, 
А.В.Гончарского, А.И.Гребенникова, Р.Латтеса, А.В.Леонова, Ж.­
Л.Лионса, В.А.Морозова, В.В.Степанова, В.И.Страхова, В.П.Тананы, 
Г.В.Хромовой, А.Г.Яголы и .многих др. 
Задачи восстановления .функций по зашумленным данным ра­
нее, в частности, изучались в работах А.И.Гребенникова (1987), 
В.И.Страхова (1969), Г.В.Хромовой (1970) и др. Алгоритмы реше­
ния линейных уравнений типа свертки изложены, например, в мо­
нографиях А.И.Тихонова, В.Я.Арсенина (1974), А.В.Гончарского, 
В.В.Степанова, А.Г.Яголы (1990), А.И.Тихонова,А.С.Леонова, 
А.Г.Яголы (1995), В.А.Морозова (1992) и др. В последние годы ин­
тенсивно раэвиваются итерационные регуляризующие процессы ре­
шения нелинейных уравнений 1 рода (ссылки на соответствующую 
литературу см. ll работах А .В.Бакушинского, А.В.Гончарского (1994), 
D.В.Васш1а, А.Л.Агеева (1993), H.,V.Engl, O.Scherzer (2000)). Отметим 
работу А.Л.Агеева (1997), где был введен класс уравнений с конечно­
мерной нелинейностью. 
Каждый метод ре1-уляризации, кru' правило, связан с той или иной 
априорной информа.цие!t об искомоН функции в виде ее прииадлеж­
ности 11С'которому классу (множ:еству корректности). При этом прихо-
:J 
дится предъявлять к этому множесrву щютиnоречи1:1ыс тµРбования, 
поскольку,<: одной стороны, И{'Комое решение цолжно 11\)ИНадлеже:rгь 
·,этому множеству и, следователыю, оно дол:;r..:но быть достаточно ши­
роким. чтобы содержать, например, в нашем случае, негладкие функ­
нни. С другой стороны, чем у:жс рассматриваемый класс, тем выше 
стабилизирующие свойства регулярного алгоритма (РА). позволяю­
щие получать сходимость в более сильной топологии (норме). 
Методы решения не1<0рректных задач для ра'Зрывных функ­
щtй пзучались многими авторами. Регуляриэаторы. использую­
щие пространства функций ограниченной вариации рассматривались 
А.Л. Агеевым В.В. Васиным, И.Ф. Дорофеевым, В.П. Загоновым, 
А.С. Леоновым, В.В. Степановым, А.Г. Яголой и др. Для функций 
непрерывных, за исключением конечного числа разрывов первого ро­
да, в этих работах была получена сходимость в равномерной метрике 
вне ма.r~ой окрестности разрывов. В статье А.Л. Агеева (1991) был 
построен регуляризатор в пространстве Соболева И7f и получена схо­
димость в норме пространства wf. Заметим, ЧТО пространство wf при 
о< rз < 1/2 содержит разрывные функции. 
Ряд авторов (А.И.Гребенников, А.В.Гончарский, В.В.Степанов, 
А.Г.Ягола) использовал априорную информацию о положительности, 
монотонности или выпуклости искомых функций. Для задачи сглажи­
вания зашумленных данных А.И.Гребенниковым на основе сплайнов 
строились регуляризующие алгоритмы, позволяющие аппроксимиро­
вать функции с известными положениями максимумов, перегибов или 
изломов. 
В теории приближения функций известны результаты по аппрокси­
мации решений с известным положением особенностей. Отметим ра­
боту Д.В.Сушко(1997), в которой в другой постановке строились алго­
ритмы . позволяющие локализовать разрывы с неизвестным положени­
ем искомого решения для уравнения 1 рода. типа. свертки при точных 
данных. 
Цель работы. Для задачи сглаживания зашумленных данных и 
решения уравнений типа свертки построить РА для аппроксимации 
решения при наличии априорной информации неклассического типа, 
связанной с принадлежностью искомого решения классу функций с 
конечным числом особенностей (разрывов первого рода, 6-фушщий). 
НАУЧНАЯ БИБЛИОТЕКА 
им. Н4 И ЛОБАЧЕВСКОГО 
КАЗАНСКОГО roc УНИВЕРСl~ш: 
Получить оценки погрешности РА JH' то.-1ько д.'IЯ решения вне ма.лой 
окрестности особенностей, но и для характеристик особенностей (по­
ложений и величин разрывов, характеристик 6-функций). Разработать 
методы решения уравнений с кон<:>чномерной нелинейностью на клас­
сах функций с особенностями. 
Методы иссл~овапия. В диссертации использовались методы 
теории некорректно поставленных задач, функционального и г~рмо­
ничеекого анализа, линейной алгебры. 
Научная новизна, теоретическая и практическая значи­
мость. Основные результаты диссертации являются новыми и состоят 
в следующем: 
разработана специальная П'хпию~, основанная на использова-
1ши аналогов явления Гиббса; на. этой основе для классов функций с 
конечным числом особенностей разработаны алгоритмы определения 
характеристик этих особенностей; получены оценки точности аппрок­
симации характеристик при наличии возмущений; 
-- с использованием алгоритмов предыдущего пункта построены 
РА решения уравнения типа свертки и задачи сглаживания зашумлен­
ных данных; получены оценки точности приближения искомых функ­
ций в равномерной метрике вне малой окрестности особенностей и 
оценки точности восстановления характеристик особенностей; 
- на классах функций с особенностями получены условия на опе­
ратор 3адачи, обеспечивающие локальную единственность решения 
уравнений с конечномерной нелинейностью; построены итерационные 
РА для этих уравнений; 
- на основе построенных РА и усовершенствованных методов, из­
JIОЖ<'ННЫХ в монографии V.V.Vasin, A.L.Ageev (1995), для прикладных 
(линейных и нелинейных) интегральных уравнений 1 рода реализова­
ны ·~кономичные и высокоточные РА; на модельных расчетах показана 
их эффективность. 
Апробация работы. Результаты диссертации докладывались на 
Всероссийской научной конференции "Алгоритмический и численный 
ана.1111~-1 некорректиых задач", посвященной памяти В.1<.Иванова (Ека­
Т!'ри11бур1', 1995г. ), на Всероссийской научной конференции "Алrорит­
м11•1еский апаJiиз неустой•швых ~а.да•~" (Екатеринбург, 2001г.), tia Ме­
ж;1,ународной школе С.Б.Стечкина 1ю теории функций (Миасс, 1997г.), 
5 
на :\1еждународноil конференции, посвященной 80-летию со дня ро­
ждения С.Б.С11""1кш1а (Екатеринбург, 2000г.), на школе С.Б.Стечкина 
по теории фушщиtl (Миасс. 2000 и 2001гг.), на 25-й, 27-й, 28-й, 31-й 
и 32-й Молоде:жных конференциях "Проблемы теоретической и при­
rс1адной математики·· (Екатеринбург, 1994, 1996, 1997, 2000 и 2001гг.), 
на семинаре к<~федры математического анализа и теории функций 
Уральского госу11иверс11тета (2001г.). 
Публикации. Основные результаты диссертации опубликованы в 
работах [1] - [10]. В работе [10] обоснование сходимости итерациоюrо­
го алгоритма. r1·0 программная реализация и проведение модельных 
расчетов вы11ол1н'НЫ автором. В работах [1]-[3] автору принадлежит 
реа...1изация ал1·оритмов и проведение методических расчетов 1 . 
Структура и объем работы. Диссертация состоит из введения, 
четырех глав, двух приложений и списка литературы. Объем работы 
-- 155 страниц. Список литературы содержит 59 наименований. 
Автор выражает г.'1убокую благодарность своему научному руково­
дителю Александру Леонидовичу Агееву за постановку задач и по­
стоянное внимание к рi1.боте. 
СОДЕРЖАНИЕ РАБОТЫ 
Во введении приведен обзор работ, связанных с темой диссертации, 
и сформулированы основные результаты. 
В главе 1 по.'1учены основные технические результаты, на основе 
которых в главах 2 и 3 конструируются алгоритмы решения некор­
ректных задач и обосновываются оценки точности регуляризованных 
решений. 
ВведРм два. кла('\а функций с особенностями, которые используют­
ся на протяжении глав 1 -3. Заметим, что разработанная техника пе­
реносится и на другие классы функций, например, на функции, имею­
щие конечное число изломов. Далее L2 = L2(-oo, +оо ); через J будем 
обозиачать преобразование Фурье фуt1кции f. 
1. Функция :1: имеет конечное число l разрывов первого рода в точ­
ках {sk}11. Вели•1ины скачков Лk "1- O(k = 1,2" .. ,/). Вие точек разры­
ва функция непрерывно дифференцируема и в каждой точке разры-
1 В работе(!] - в •н•сти, свюанноА с РССА, расчеты для задачи ЯГР nыпол11сны Е.В.Воро11и110J1; 
в piIOoтt' (З] -- ал1-ор~1тмы r 1\nnроксимациt"Й на основе nолиномов Лежандра принад.пежа.т а8'тору, 
а аJJгори·rмы с аnnроксима.rщсП на. ос11ове nоли11омов Чебышева·· · ~.В.ПоnовоR. 
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Bil rущРствуют левые и правыr конrчныЕ' 11редЕ'лы производной. Сама 
фуню~ия J: и t-e производная зi\ исклю•1ением точек разрыва х' инте­
грируемы с квадратом. 
2. Ф.\·нкция .r имеет вид(/-·· на.турtu1ыюе число) 
1 
x(s) = x(s) + L лk. b(s - Sk). 
ko: 1 
где б(s) -- б-функция, Лk f. O(k = 1.2, .. "/). Фушщия х непрерывно 
дифференцируема. Сама функция .r и производная х' принадлежат 
L'J.. 
В теории тригонометрических рядов хорошо известно явление Гибб­
са, возникающее в окрестности точки ра:~рыва первого рода. В каче­
стве метода регуляризации во 2 и З главах используется метод срезки, 
с параметром регуляризации В (В> О, В-+ оо). При этом на классах 
функций 1 и 2 вокруг каждой особенности возникают явления ана­
логичные явлению Гиббса. Предлагается использовать эти эффекты 
для определения характеристик особенностей sk, дk(k = 1, 2, "" l). 
Рассмотрим функцию ф8(s), описывающую ана.лог явления Гиббса. 
от единичного разрыва в точке ноль 
фв(s) = sign s r2в\sl sin( d(. 
7Г lв\sl ( 
В главах 2 и З получены следующие уравнения для определения 
характеристик особенностей 
1 
L Лkф8(s - St) = 1/Jf (s) + Л'ljJ8 (s), (1) 
k=I 
rщ• 1/.•t + Л1/.• 8 - функция, вычис.;тяf'мая по исходным дапны.t.1 зада­
чи. Точные значения sk. Лk(k = 1, 2, .. " l) удовлетворяют уравнению 
( 1) при точной правой части l/•f. В Л tf.1 8 входит погрешность, возни­
кающая при выводе уравнения (1). и погрешности задания исходных 
данных задачи. Для каждой из задач получается своя оценка дtf,•8 . 
В §1главы1 изучаются свойства функции ф8 . В лемме 1.1 устано­
n:~С'п факт локализации функции ф8 (s) в окрестности точки ноль: для 
лостаточно большого В, для всех s таких, что lsl ~ h > О получена 
ощ•нкп 110 параметру В функции ф8 ( s) в равномерной метриrсе. 
7 
Выбирая h = (1/2)rnin{lsk - sjl: k-:/= j}, получаем, что уравш•шн.> 
(1) ра<'падается на l независимых уравнений относительно lik, Лk(k = 
1. 2. "., /) 
(2) 
где ·IJ>f(s) = 1/'~(1>) + ~t/•f(s). Для задач, рассматриваемых в главС' 2, 
показано, что погрешность "~ирf (s) удовлетворяет условию 
(/) sup la~)(s)i ~ А 1 / ВР, 
ls - Sk!Sh 
Г..J.С' А 1 , р ··- по.'южнтельные константы. 
Для задач, рассматриваемых в главе З, погрешность Л'l/.•f(s) удо­
влетворяет условию 
(II) Л!i•f(s) = c:tf (s) + aftk)(s), 
sup lд'"of(s)/дs"'l~I{mB"'(m=0,1,2,3), sup laft1:)(s)l$A2/BP, 
lsls2d ls - sklSh 
где d ~ ma..x{lskl : /..: = 1, 2, "., l}, А2, р, Кт(т = О, 1, 2, 3) - положи­
тельные константы. 
Ясно, что все рассуждения можно проводить только для k = 1. 
Обозначим через sфТ точку глобального максимума функции ф8 (s -
s1): sФ,jx = s1 - 1Г/(3В). Конструктивно мы умеем вычислять точку 
s~ax максимума функции Фf. 
Обозначим а = ф8 (1Г/(3В)). Введем множество !1 = [s1 - li, s1 + 
hJ \ [sФ,f - Dз/B,sф~t'< + Dз/BJ и обозначим а= m;fXФ8(s - s1). Пусть 
Ко= Л1(а - а)/2. 
Лемма 1.4. Пустъ выполняются условия (П), О < Ко $ k 0 tt 
то-ч.ка sф1ах Е [s1 - h, s 1 + hj. Тогда существуют положнтелъные кон­
станты Dз. В2 maкtte, -ч.то для всех В> В2 имеем 
s~,"•x Е [sф:f - Dз/ В, s~t'< + Dз/ В). 
В §2 главы 1 решается уравнение (2) при k = 1. Выписаны формулы 
для определения приближений к s 1, Л 1 и получены оценки точности 
(по параметру реrуляри:щ~щи В) их аппроксимации при различных 
uо:'lмуще~шях ~ч·е(l.: = 1,2 ... "1) (леммы 1.5-1.8). 
Лемма 1.5. Пуст:ь для Лфf выполняется услов11е (1) u то-чка 
s~~ax Е [s1 - h, s1 + hj. Тогда для всех В > Ё2 (В2 -константа из 
8 
.111:.м.ми 1.4) t1..меет место оцен?.:а 1-~ 1 - s 11 :$ С1 /В 1 +1'12 (С1 -- констан­
та), гdе 81 = s~:ax - rr/(ЗB) для Л1 > О и.11.11 .. ~ 1 = s~:ax + rr/(ЗB) d.л.я 
~,<о . 
I3ведем величину Л1=1/Jf(s~,'ax)/a, где а= ф8 (тг/(ЗВ)) . 
Лемма 1.7. Пусть для д·фf вь~полняетпся услот~е (l), mо"Чка s~~a.x Е 
[s 1-h, s 1 +h] tt Л 1 >О. Тогда существует. поло:ж:1.1т.е.11:ьна.я константа 
В1 тт.;а.я, что dля всех В > В1 t1..меем оценn:у 
/~1 - Л1/ :$ С2/ВР, Сг- n:онстанта. 
В §3 главы 1 приведены три технических утuерждения, необходи­
мых для обоснонания сходимости итерационного 11роцесса решения не­
;шнейноrо уравнения 1 рода в главе З. При решении ·~той за.дачи кроме 
уравнения ( 1 ), используемого для аппроксимации характеристик осо­
бенностей, аналог явления Гиббса также используется для построения 
итерационного процесса. Для этого необходимо исс.~едовать поведение 
с.1едующих функций (n = 1, 2, ... ) 
ап (cosBs -1) 
д n ' s s 18 i:(:)l.:I" exp(izs)dz, -В 
где функциях удовлетворяет условию 1 или 2 при l = 1. 
В §1 главы 2 рассматривается за.дача восстановления неизвестной 
функции х•, удовлетворяющей условию 1, по за.данной функции Х6; 
предполагается, что Х6 Е L2, JJx* - x6JIL
2 
:$ б, уровень погрешности б 
швестен. Кроме того, известны числа d ~ max{lstl : k = 1,2, .. "l}, 
О< дmi11:$max{Jдtl:k=1,2,.",/}. 
Возмущенная правая часть уравнения (2) для определения харак­
тrристик особенностей определяется следующим образом Фf(s) = 
. 1 ·~u(s) - :r;f(s). где 
-4{s) = ~ 18 :rб(z) exp(i:s) clz, В> О, 
v2rr -8 
еrть регуляри:юnанное решение задачи сгла.жиnания зашумленных 
;1,аш1ых методом регуляризации срезкой . Для функции xf при /j = О 
(1111д<:'кс Ь =О будем опускать) для s #- -"k (k = 1,2, .. "/) имеет место 
представление (см. следствие 1 в приложении А.1) 
1 
.1: 8 (s) = :t·*(s) + Е лk. Ф(В, s - Sk) + a~(s), (3) 
k=I 
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sigн s roc· siн ~ 1 Ф(В"~) = --- 11 -,-cl~, sнр a~(s)I::; А0/ВР, 7Г Blsl <., sE(-oc":x>) · 
где р = 0.5 , Ао - константа. Здесь h = (l/2)min{isk - sil: k f:. j}. 
Лемма 2.1. Пустъ dля функч~ш J:* виnолняетсл условие 1. То­
гоа существуют положителъные константъt Во, А 1 ., А'1 такне, что 
iJл.я. .любого оостаточно малого 6 > О nрн связи параметров В = 
AI/62f(l+1.p) >Во (М - констант.а), для всех k = 1,2, .. " l справед­
ливо равенство 
sup /a&)(s)j::; А 1 /ВР. 
ls - s.tlsh 
Кро.м.е того. iJля всех s, не прtтадлежащнх множеству ui=1[sk 
h, s1; + h]. и.мее.м оценку j·Фf(s)j::; А~/ ЕР. 
Выпишем отдельно процедуру вычисления приближения к положе­
нию разрыва с ~1аксимальной величиной скачка по заданной функции 
1/•f . 
Процедура Пs( if•f ). 
1. Найти sфах - точку максимума функции Фf на отрезке [-2d, 2d]. 
(Если функция Фf принимает максимальное значение в нескольких 
точках, то в качестве sф"" можно выбрать любую из них.) 
2. Найти точку s~in, в которой функция ·фf принимает наименьшее 
значение на отрезке [ sфах - 7Г /В, sфах + 7Г /В]. 
3. Если sфi" < s~~ax, то s = s~""' - 1Г/(3В). Иначе s = sф1ах + 1Г/(ЗВ) . 
Выпишем алгоритм аппроксимации точек разрывов и величин скач­
ков. 
Алгоритм П. Положим Фf (s) = 1f1f(s), k = 1. 
В цикле: используя процедуру Пs(1f1f), находим приближение к поло­
жению разрыва s~ = s. Вычисляем 
Если выполняется условие lд~I > д111i 11 /2, то считаем, что аппрок­
симация k-й точки разрыва получена, полагаем k = k + 1, 
и новторяем цикл. Иначе считаем, что на. предыдущем шаге найдены 
псе точки ра:зрыва, полагаем т = k - 1. Процесс завf'ршен. 
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Теорема 2.1. Пусть функчtLЯ х• удовлетворяет условию 1. Тогда 
uл.я л:юбого :11 > о существует nоло:ж:нтельнъ~е константъ~ ё· 1, с·2 • 
В.1 т.а'h:ш: . "tmu иа'ЧШiСLЯ с любого достато-ч.но малого /j > О nptt связи 
71fLJJIL.Mt:mpoG lJ = Af/tJ2f(l+2P) > В4 и действуя согласно nредлож;еини­
.му алгорнт.му П. буiJем u.меть 
1) l = т: 
.'-!) наil.дени·ые прнбл~!J/Сения s%, Лi nоло:ж:енш'l точек рааривов Sk и 
(;Сд1lЧ1l'Н. C'h:U."t:h:06 Лk таковы, что 
Для ра1J1юж·рного приб.1ижения искомой функции вне окрестности 
разрывов рассмотрим функцию 
1 
.1:~(s) = .rf (s) - L Л~ · Ф(В, s - st), (4) 
k=I 
ГдС' Лi, si (k = 1, ".,l) определены с помощью алгоритма П. Введем 
множество н·6 = R \ (ur~ 1 (s~ - {)( 2 -Р)/(1+2Р>, s% + {j( 2-P)/(1+2PJ)). 
Теорема 2.2. В условиях теоремы 2.1 имеет .место оченка 
sap /.1:(s) - .c~(s)/ ~ ёзБ2Р/(l+2РJ, ё'з- константа. 
sЕИ·" 
В §2 главы 2 рассматривается уравнение типа свертки 
100 .4.t· = -,х K(t - s) x(s) ds = y(t), t Е (-оо,+оо), (5) 
где оператор ...1. определен на функциях вида 1 и действует в L 2 . Пред­
полагается сущсствоIJание точного (искомого) решениях•. Вместо точ­
ной правой части у* = А[а*]х* известно у0 : 1/у* - у0 // ~ 6. Также пред-
1rо.ла.гаf'тся, что точное решение уравнения (5) удовлетворяет усло-
111110 1. Ядро исходного уравнения (5) должно удовлетворять следую­
щему условию. 
3. Функция l\-(t) Е L 2 является <rетноf.1 (или нечетной); функция 
k(z) =/:-О для:: Е (-00,00). 
В (2) функция 41f(s) = ;i:~8 (s) - :1:f(s), где 




lzl >В. (6) 
В лемме 2.2 показано, '!Tu u ·ном случае возмущения Л'lf;f (k = 
1, 2, "" l) удовлетворяют усJю1шю1 (I). Для определения количества 
точек разрыва, приближенного определения их положений и величин 
скачков используется алгоритм П §1. 
Введем функцию В( В) = шах J k (.:) Г 1. 1.:1$8 
Теорема 2.3. Пусть фун"цuн .i:• и J{(t) удовлетвор.яют соответ-
ственно условиям 1 н З. Тогда r:Jл.я любого J\f > О существуют nоло­
:ж:t~телън'Ьlе 'КОнстанm'Ы С1. с~. iз.1 ma.,,;tie. что на•ита.я с любого до­
стато•то малого б > О, при св.х.:т 11.арu..цет1юв ВР+о.58( В) = М / б > В4 
и действу.я согласно алгоритму П. буdем tt..wemь 
1) т = l; 
2) найденные nрибли:ж;ени.я sz, ~f положений mо"Чек разрьtвов s1: и 
вeAU'ЧtLH СКа'ЧК06 Лk таковы, -что 
Теорема 2.4. В условu.ях теорем-ы 2.3 нмеет место оценка 
sup Jx(s) - x~(s)J ::=; Сз/(В(б))Р, 
sEW1 
где W6 = R \ (uT=1(sf - (В(б)) 1 -Р12 , si + (В(6)) 1-Р12)). 
В §3 главы 2 рассматривается линейное интегральное уравнение 
типа свертки (5) для функций, удовлетворяющих условию 2, при тех 
же условиях З на функцию K(t), что и в §2 главы 2. Предполагается, 
что оператор А определен на функциях вида 2. Возмущенная правая 
часть уравнения (2) определяется по формуле 
Фf(s) = fо'(х~8 (т) - хf(т))dт, 
где xf регуляризованное решение исходного уравнения, получен­
ное по формуле (6). Для функции .rf при 6 =О (индекс 6 =О будем 
опускать) для s -::f. s1: (k = 1, 2, "., l) справедливо прt•дставление (след­
ствие 2 в приложении А.1) 
1 
.i: 8 (.s) = x*(s) + L лk. Ф(В . s - si:) + o:~(s), 
k=I 
Ф(В,.s) = sinBs/7rs, sнр JnC(s)J ~ А.0/В1', 
·'Е(-Х,.'Х•) 
р = 0.5, Ао - константа. В леммt· 2.3 показано, что возмущения 
удовлетворяют условиям (1). Д.1я uнрt>деления количества 6-функций 
и приближенного определения их характеристик используется алго­
ритм П. Теорема 2.5 полностью аналогична теореме 2.3 с заменой 
условия 1 на условие 2; окончательные оценки имеют вид 
Для равномерного приближения искомой функции вне окрестности 
особенностей строится функция 
1 . 
. 1:~(s) = xf (s) - L: лt · Ф(В, s - st). (7) 
k=I 
В теореме 2.6 получена оценка 
sup jx(s) - x~(s)j::; С3/(В(о)у14, 
sEW1 
где W6 = R \ (ukl {sf - (В(б))-Р/4 , sZ + (B(o))-Pl4)), Сз - константа. 
В главе 3 рассматривается задача решения интегрального уравне­
ния 1 рода типа свертки, оператор которого зависит от числового па­
раметра и 
AluJx=[:к(t-s,u)x(s)cls=y(t), tE(-00,00), (8) 
где при и Е R 1 линейный оператор A[uJ определен на функциях вида 
1 или 2 и действует в L2. Предполагается существование точного (ис­
комого) решения х•. Вместо точного значения параметра и• известно 
а : Ju* - aJ ::; р, а вместо точной правой части у* = Alи*Jx• известно 
у6 : \\у* - у6 11 ::; 6. Также известны р и Ь. 
При малом о целесообразно рассматривать (8) как уравнение 1 рода 
с коне•1номерной нелuнеt'tностью, где пара {и*, х•} является искомой. 
Этот подход применим при дополнительных условиях на функцию 
[{(t, и) и искомое решение х* и позволяет добиться существенно луч­
шей то<шостн восстановления х•. 
Для интегральных уравнений Фредгольма 1 рода с конечномер­
ной нелинейностью более общего вида, qем (8), были сформулирова­
ны условия на оператор AluJ, обеспечивающие локальную единствеп­
tюсть решения нелинейного уравнения (А.Л.Агеев (1997), А.Л.Агеев, 
Т.В.Антонова, Е.В.Воронина (1996)). В данной '3<1,Даче эти условия не 
ныполняются. Более того, на всем классе решений J:• Е L2 единствr11-
ность определения пары {а*, х*}, вообще говоря, отсутствует. В [1 О] 
впервые было замечено, что наличие особенностей у искомого решения 
может играть положительную роль для восстановления единствеюю­
<'ТИ (при дополнительных условиях на ядро уравнения). 
В §1 главы З предполагается, что точное решение уравнения (8) 
удовлетворяет усиленному условию 1. 
1'. Функция ;r• имеет конечное число l >О то•rек разрыва 1 рода и 
вне точек разрыва дважды непрерывно дифференцируема. Произ1юд­
ные имеют в точках разрыва левые и правые конечные пределы. Сама 
функция и обе производные, за исключением точек разрыва, интегри­
руемы с квадратом. Это условие рассматривается в двух вариантах. 
а) Точки разрыва {skH известны, величины скачков {Лk}{ --- нет. 
б) Число разрывов l, точки разрыва и величины скаЧI{ОВ неизвест­
ны. Предполагается, что известны числа О < д.miн :::; min{\Лk\ : k = 
1, 2 ... , /}, d?. шa.,'<{\sk\: k = 1, 2"." l}. 
Используя преобразование Фурье, сформулируем условия З', 4, 5 
на функцию J( (различия для случаев а) и б) будут уточняться при 
формулировке теорем). 
З'. Для всех а : \а - а*\ :::; р функция K(t, а) Е L2 является четной 
(или нечетной); существуют две производные функции Й(z, u) по u, 
принадлежащие L2; функция K(z,u) f. О для z Е (-00,00). 
Рассмотрим функцию k(z, а*)/ k(z, а), где u принадлежит окрест­
ности точки а•. Обозначим Ла = а• -а и запишем разложение Тейлора 
этой функции в точке а• при каждом фиксированном z 
где а Е (а*, а). Введем условия на функции Q 1 и Q2. 
4. Существуют положительные константы т;, Т{', р1 , 1·0 и натура.пь­
ное число/' такие, что для любого О< ·r S то функция Q1(z,a) удо­
влетворяет условиям 
Q1(z,a) = Q1(z,a) (p1 lzl1 + Q2(z,a)), Р-, f. О, 
sщJ /Q1(z,a)j S т:, Q1(z,a*) = 1, В> О, 
\z\sв,\a - a*\sr/B' 
sнр /Q2(z,a)j $ T{'(lzl 7 - 1 +1). 
ia - a*l$i·/B' 
5. Существ.н:·т положительная константа Т2 такая, •по для любого 
О < 1· $ 1·u имеем ( 1·0, 7 - копстанты из условия 4) 
sнр IQ2(z,и)I $ T2(1zl 27 +1), В> О. 
lи - а* 1 $•·/В> 
Оrrvн:•ти!\1, 'ITO условиям 3', 4, 5 удовлетворяют, например, функции 
Pxp(-t1 /и 2 ) и а/(а2 + t1 ). 
13 качестве регулярнзованного решения рассмотрим функцию 
·.В[ ](-) _ { ii(z)/k(z,a), 
:r6 и ~ - о, 
izi $В, 
lzl >В. (9) 
Рассмотрим итерационный процесс уто•шепия параметра и для слу­
чая, ко1·да решение удовлетворяет условию l'a). Введем функцию 
1 - ,-1 В(В, и) = шах jK(::., и) . Зададим последовательность параметров jzj$B . 
регуляризации В; = (1·/(q'- 1p)) 117 . Зафиксируем любую точку раз­
рыва sk (k = 1, 2, ... , l) . 
Алгоритм Пl(а). Положим а 1 = if, i = 1. 
В цикле : если выполняется условие в;+0 · 56В(В;,аi) > М, то полагаем 
i(b) = i - 1, ai(6) = ai-l и выходим из цикла (если i = 1, то ai(6) = if). 
Иначе вычисляем 
Полагаем i = i + 1 и повторяем цикл. 
Теорема З.2. Пусть дл.я функчи:iJ, .r* и J((t,a) выполнены условия 
l'a) и.'! . 4, 5. Тогда при всех k = 1,2, .. . ,l, О < q < 1, О < /3 < 1, 
ЛI > О. UJLЯ любыз.: достато•то малых nоложителъних р, г, 6 и любом 
if : iu - и* j $ р ttmepatjttOHHЪLil прочесе Пl (а) всегда завершt1тся, 
i(cS)-. оо при Ь-> О 11 и.меет .место оченка lai(б) - a*I $ qi(6)p. 
Положим В= В;(6 ), и= ui(б), где В;(6 ), аi(б) определяются алгорит­
мом Пl(а). Введем фуш.:цию 
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Выпишем формулу для определения приближения к величинам скач­
ков (а= ф8 {7Г/{ЗВ)). 
л~ = Фf/) [a](sk + тг/(ЗВiJ))/а, k = 1, 2, ... ,l. 
Положим 
" 1 x~(s) = xf [a](s) - L лf. Ф(В11 , s - Sk). 
k=I 
Теорема 3.3. В условиях теоре.мы .1.2 для k = 1, 2, ... , l справедлива 
оце~-tка 
Jл~ - Л~.J $ С'2/ ВР2 , 
где С2 - кoi-tcтai-tтa, Р2 = шiп{ ··1(1 - J3);p/];p + 0.5 - 0.5,В}. Если до­
nол~-tttтелъно О< /3 < 1/(1+0.5). то нмеет место оценка 
sнр Jx*(s) - x~(s)J S Сз/ВРз, 
#•· (k= 1,2,". ,/) 
где Сз -- константа, Рз = min{1(l - ;3) - 0.5,В;р,В;р + 0.5 - 0.5/]}. 
Каждый шаг решения уравнения (8) для варианта б) (неизвест­
ны положения разрывов) включает два этапа. Сначала производит­
ся уточнение параметра а, затем приближаются характеристики раз­
рывов и строится функция, аппроксимирующая х• вне окрестностей 
разрывов. 
Алгоритм Пl(б) уточнения параметра а объединяет в себе процесс 
Пl{а) уточнения параметра а при известных положениях разрывов и 
алгоритм П (см. §1 гл.2) определения положений разрывов при фикси­
рованном текущем ai. Для построения нового алгоритма необходимо 
выбирать разные параметры регуляризации В и Bl при определении 
положений разрывов и при уточиении а. Согласование параметров ре­
гуляризации достигается введением нового параметра /1 > 1 и выбором 
Bl = В/11, где В - параметр для уточнения а, Bl - параметр для 
определения положения разрыва. Возмущенная правая часть уравне­
ния (2) определяется формулой Фf1v[a](s) = x~B/v[a](s) - xffv[a](s). 
В лемме 3.2 выписано уравнение (2) для определения Л1;, sk (k = 
1,2, ... ,/) и показано, что возмущения Л1/;1; (k = 1,2, ... ,l) удовлетворя­
ют условию (! !) . 
Зададим В;= (г/(qi-lp)) 111 . Напомним, что/-· константа из усло­
вия 4 на функцию ~K(t, а), р - показатr.11ь степени в оценке оста:гка 
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в разложении (3). Значения параметров, удовлетворяющие условиям 
О< q < 1, О< 13 < 1. J1 >О, будем на.-зывюъ допустимыми. 
Алгоритм Пl(б). Полшким (]" 1 =а. i = 1. 
+о s · в цикле: при первом выполнении .\ТЛОВИЯ вr . БВ(В;,и') > м, пола-
гаем i(Б) = i - 1, si(6) = si-I, (J"i(6) = (J"i-I (при i = 1 положение разрыва 
не определяется, ai(6) = а) и выходим из цикла. Иначе, используя 
8 /v · процедуру Пs(11'.s' [а']), находим приближение к положению разрыва 
:;; = .5 . Приближение к параметру а вычисляем по формуле 
•+I , .rf'la;](s; - 1Г/В;)- x:~la;J(s; - 1Г/Вf) а =а - (11) l,,xf· [ai]( si - 1Г /В;) 
Полагаем i = i + 1 и повторяем цикл. 
Теорема 3.4. Пусть фун?~:чtш ;1:• tt K(t, и) удовлетворяют услови­
ям l'б) it :J, 4, 5(1>1}. Тогда npu всех О< q < 1,0 < /3 < 1,М >О, 
начина.я с некоторьLх, достаmо'Ч.но малЬLх, р > О, r > О, 6 > О и 
достаmо'Ч.но большого v, дл.я л:юбого а : la - a*I $ р итерационный 
процесс П 1 (б) всегда завершttтся, i( 6) --+ оо и имеет место оценка 
lai(б) _ u• J $ qi(б) р . 
После получения уточненнного значения параметра ui(б) с помо­
щью алгоритма П2, аналогичного алгоритму П §1 главы 2, находим 
аппроксимации точек разрывов и величин скачков. 
Алгоритм П2. Положим ФР(s) = Фf[ai(6)](s); k = 1. 
В цикле: используя процедуру Пs для функции 'Фf, находим sf = s. 
Вычисляем Лf = sign ('Фf ( s~ + 7Г / ( ЗВ)) )'Фf~ ( s'J:a.x) /а. 
Если IЛ~/ > лmi11 /2, то полагаем k = k + 1, 
Фf (s) = Фf_.(s)- лf_ 1 · Ф8(s - st_1), 
и возвращаемся к началу rtикла. Иначе считаем, что на предыдущем 
шаге найдены все точки разрыва и т = k - 1. Процесс завершен. 
Теорема 3.5. Пусть функции .r• tL /( удовлетворяют условиям 
116) и :J, 4, 5(1 > 1), константы /3, /vf, q допустимы. Тогда при 
всех достато•Lно малЬLх поло:нсttтельных r, р и Б > О, для любого 
а : la - a•I $ р дл.я алгорttт..ма Пl(б} будет справедливо заклю-чение 
теоремы 3.4, а для прочедуры П2 выполнено тп = l и справедливы 
оченкн 
J 7 
гdе /11=шin{pp;1(1 - /]);р + 0.5 - 0.5,d}, к;. С'2 - -- ":онстанты_ 
С ~к пользованием этих приближений по форму.11Р ( 4) построrна 
функция, прибли-JКающая исходную функцию вне малых окрестностей 
гочек разрывов. 
Теорема 3.6. В условиях теоремы J_S, если Dополщ~телъно О < 
) < 1/(-у + 0.5), то О< р3 < 1 и н.меет место О'Цею.:а 
Stlp j.r•{s)- .r~(s)j:::; Сз/В1'3 , гае С:г-- константа, 
"EIV, 
11;1 = R\ (Ui;:: 1(si- ВРэ- 1 ,s~ + flPз- 1 )), Рз = шiп{р + 0.5 - 0.5;3:·y(l -
J) - 0.5fJ:p.:3}. 
В §2 гл11.вы 3 решается уравнение с конечномерной нелинейностью 
(8) на классах обобщt>нных функций . Прt>дполагается. что :с• удовле­
творяет условию 2. Как и в §1 рассматривается два. варианта: 
а) положения особенностей известны; 
6) положения особенностей неизвестны. 
Ядро уравнения K(t, а) удовлетворяет те:ч же условиям , что и в §1. 
Для построения регуляризованного решения используется тот же ме­
тод регуляризации (9). 
В с:1учае, когда положения особенностей известны , алгоритм Пl(а)' 
.почнения параметра а аналогичен алгоритму Пl(а) §1 настоящей 
r.'!авы, только вместо формулы (10) для вычисления ai+I использу­
t:>тся следующая формула 




xf•[a•](sk - 31Г/(2В,))/В; 
Теорt:>ма 3.8 аналогична теореме 3.2 с заменой условия l'a) на 2а). 
Положим В = В;(6) , а = ai(бJ, где В;(ь), аi(б) определяются алго­
ритмом Пl{а)'. Выпишем формулу для определения приближения к 
величю1ам скачков 
лt = -37Г2xf[aj(sk + 31Г/(2В))/(2В), k = 1, 2, "" !. 
Пупъ 
б вd 1 б - fJ Хд(s) = х6 [a](s) - 2:: лk. Ф(В , s - Sk)· 
k=I 
Вnедем множество W6 = R\ (u;;:: 1 (s~ - ВРз- 1 . s~ + ВРз- 1 )), Рз = шin{p+ 
0.5 - 0.5/3;-y(l - J3) - 0.5/З;р/3}. 
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Теорема 3.9. В ус.л.овu.ях теоремЪL 3.8 для k = 1, 2, " .. 1 ttмеем 
1л~ - л"'I ~ С2/В, 
1.dt: С~ констстта. Если доnо.л.ните.л.ъно О < ;3 < -у/("У + 0.5), то 
U < р3 < 1 tt ш.tеет место очеюса 
sщ~ l:r*(s) - x~(s)I ~ С3/ВРз, С3-конст.анта. 
sЕИ.1 
Так же как и в §1 алгоритм Пl (б)' уточнения парам~тра объеди­
IJЯРТ u себе процесс Пl(а)' уточнения параметра а n rлучае , когда 
1ю.южt·1шя особенностей и:шестны, и алгоритм П определения поло­
жешrii особенностей при фиксированном текущем а;. При этом для 
уточнения а используется параметр регуляризации В , а для опре­
де.1rния положения особенности - BI = В/11. Возмущенная правая 
'Iасть ~·равнения (2) определяется формулой 
?f':/v[aj(s) = fo8 (x~B/v[aj(r) + x:/v[aj(r))dr. 
В лемме 3.4 выписано уравнение (2) для определения Лk, Sk (k = 
1. 2, .... /) и показано, что возмущения Лфk (k = 1, 2, "" l) удовлетворя­
ют .VC'!IODИЮ (I/). 
Аю·оритм Пl(б)' аналогичен алгоритму Пl(б), только вместо фор­
М,УjJЫ (11) для вычисления ai+I используется следующее выражение 
u'+I =а'_ xf'[ai](s' - 31Г/(2В,))/В, - x:~[u'](si - 31Г/(2Вf))/В~ 
f,,xf•[a'](s' - 31Г/(2В;))/В, 
Теорема 3.10 аналогична теореме 3.4 с заменой условия l'б) на 2б). 
После получения уточненного значения параметра ai(c) с помощью 
алгоритма П2 находим аппроксимации характеристик особенностей. 
Теорема 3.11 аналогична теореме 3.5 с заменой условия l'б) на условие 
26) ; для полученных приближений справедливы оценки 
isk - st/::::; л·;1'/В,(6J> /Лt - Лtl::::; C'2/Bfr.~)' k = 1, 2" ."l, 
1щ Р2 = шi11{p,LJ;1(1-/1);p+0.5- 0.5,8}, к;, С2 - константы. 
С использованием этих приближений по формуле (7) построена 
Ф.ункция, аппроксимирующая исходную функцию вне окрестностей 
ТUЧ('К 1н.прьшов. В теореме 3.12 получена оценка 
sнр l:i:*(s) - :1:~(s)i::::; С3/В1"\ Сз- константа, 
sE~V, 
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где р0 = (1/2) шiн{р + 0.5 - 0.5/3; (1 - iJJ - 0.5{3: р,6}, Рз = шin{1(l - /J) -
0.5,В;рjЗ/2; (р + 0.5 - 0.5:3)/2}. 
В главе 4 приведены онисания а.1горитмов и результаты численных 
экспериментов для иптt>rра.rrьных уравнений 1 рода, возникающих в 
приложениях. Информаuия о задачах и ссы.1ки на дополнительную 
литературу вынесены в при.1ожение А.2. 
В §1 главы 4 для уравнения (8) с гауссовым ядром K(t,a) = 
t>Xp(-t2 /а2 ) на классах функций с особенностями привt>дены резуль­
таты расчетов, демонстрирующие работоспособность алгоритмов гла­
вы 3 (для аппроксимации положений особенностей использовался 
эвристический алгоритм) . 
В §2 рассматриваются уравнения, возникающие в структурных ис­
следованиях матери а.лов [З]. 
Метод РССА предназначен для определения функции радиального 
распределения атомов g(1·), описывающей локальную атомную струк­
туру материалов. Основное уравнение в этом методе имеет вид (для 
однокомпонентного материала) 
Ag =: (4цo/s)f(s) fo'XJ e-uo 273Фsin(2s1· + 1/J(s))g(r)dr = x(s). (12) 
Здесь s Е [c,d], j(s) (амплитуда) и 1/J(s) (фаза) - известные функции; 
Ро и И - известные константы; x(s) - известная функция. 
Для определения стру1(туры бинарных сплавов необходимо реша:rь 
следующую систему интегральных уравнений 
( 
А11 А12 А1з ) ( 91 ) ( i ) Ag = А21 А22 О 92 = \ 1 • 
О Аз2 Азз 9з \2 
• 
(13) 
Здесь J(а;кдый блоr( А;; является интегральным оператором. Блоки 
А21, А22, А2з, Азз отвечают экспериментам РССА и отличаются от оне­
раторов в (12) постоянным множителем, учитывающим концентрацию 
веществ в образце. Первая строчка матрицы отвечает дифракционно­
му эксперименту, операторы Aij имеют вид, аналогичный (12). 
В диссертации построен метод коллокации на основе полиномов Ле­
жандра. Выведены формулы, позволяющие рекуррентно вычислять 
ко:3ффициенты матрицы, аrшрОI\симирующеИ оператор задачи . Это по­
зволяет построить экономичные алгоритмы для решения рассма:rри-
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ваемых проблем. Особенно uажно использование этих методов для ре­
шения задачи ист.педования структуры бинарных сплавов. Приведена 
серия модельных расчетов. показывающих эффективность построен­
ных а.агоритмоll. 
В §3 приведены результаты применения метода коррекции параме­
тров 11) для решения ур(\,вненнй 1 рода с конечномерной нелинейно­
стью. Метод применялся к слецующим задачам: 
1) "исправление на аппаратную функцию"; 
2) РССА для однокомпонентных аморфных и кристаллических мате­
риалов; 
3) совместное использование РССА и дифракции для расшифровки 
структуры аморфных бинарных сплn.вов. 
На основе результатов расчетов можно сделать вывод, что метод 
коррекции параметров позволяет существенно улучшить качество по­
лучаемого решения для всех рассмотренных примеров. 
В §4 рассматривается плоска.я нелинейная задача гравиметрии с 
двумя границами раздела при наличии дополнительной информации 
об искомых границах 12]. Базовое уравнение имеет вид 
- 1 ( (х - у) 2 + н[ Alz] = j р1 ln ( . )2 (Н )2 + 
-1 Х - у + J - ZJ 
(х - у)2 + Hi ) 
+P2ln (х -у)2 + (Н2 - z2)2 dx =/(у), (14) 
где z = (z1, z2)т, z1, z2 - искомые границы раздела, оператор А дей­
ствует из L2[-1, 1) х L2[-l, 1] в L2[-l, 1]. В качестве дополнитель­
ной информации заданы некоторые приближения к решению (пробные 
функции) z = (z1 , z2)т. Математическая формулировка. поставленной 
·1ада•rи мож:ет быть дана в форме задачи минимизации (метод невязки) 
miп{//z - zl/: l/Afz) - /I/ ~ Б}, (15) 
где Б -· малый параметр, характеризующий погрешность исходных 
данных и ошибки дискретизации. Алгоритм решения данной задачи 
состоит из двух этапов. На первом этапе используются монотонные 
процессы для получения любого решения уравнения (14). Далее, для 
удовлетворения условий (15) конструируется процесс минимизации 
11.:: - il/ с сохранением условия //AlzJ - Jll < Ь на каждом текущем 
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шап'. •1то обеспечивается выбором шага h Е Ker~~ . Припедена серия 
~10де .. 1ьных расчетов, показывающих работоспособность предложенно­
го а.r~горитма. 
В §5 рассматривается задача наклонного радиозондирования ионо­
сферы, электронная концентрация которой эависит только от 11ысоты. 
Для наклонной схемы зондирования опробована специальная схема 
счРта. позволяющая воспользоваться вольтеррово-подобной специфи­
кой проблемы и организовать счет прямой и обратной задач послой­
но , шаг за шагом . В частности, в обратной задаче в 11ред"1оженном 
а.:1гор11т:\-1е начальное приближение, в отличии от других работ, не ис­
поль·3:·ется и плотность концентрации электронов восстанавливается 
прямо по измеренным данным. 
В приложении А.1 приведены утверждения, касающиеся явления 
Гиббса, в удобном для читателя виде. В приложении А .2 описаны 
уравнения и системы, возникающие в структурных исследованиях ма­
териа.аов, задачах гравиметрии и ионосферных исследованиях. 
ЗАКЛЮЧЕНИЕ 
В диссертации получены следующие основные результаты : 
1} для задачи восстановления функции по зашумленным данным, за­
дачи решения линейного уравнение типа свертки и задачи решения 
уравнения с конечномерной нелинейностью на классах функций с осо­
бенностями построены алгоритмы, позволяющие находить устойчивые 
приближения для характеристик особенностей и аппроксимировать 
искомые функции вне малой окрестности особенностей в равномер­
ной метрике: 
2) для всех построенных приближений получены оценки точности, ко­
торые говорят об эффективности предложенных а.лгоритмоо; 
3) разработаны эффективные численные процедуры, проведены ме­
тодические расчеты решения линейных и нелинейных интегральных 
уравнений (или систем уравнений) 1 рода , возникающих при исследо­
вании структуры материалов, в геофизике и зондировании ионосферы. 
РАБОТЫ АВТОРА ПО ТЕМЕ ДИССЕРТАЦИИ 
1. Агеев А. Л., Антонова Т. В" Воронина Е.В . Методы уточнения 
парамЕ'тров при решении интегральных уравнений 1 рода / / Ма­
ТРМ. моделирование. 1996: №12. С.110-124. 
22 
2. A.1·t>e11 А.Л., Болотова(Антонова) Т.В .. Васин В.IЗ. Реш!'нне обрат­
ной задачи гравиметрии о границах р<'l.Здела трех сред// Физика 
З<>шrи . 1998. J\!3. С.54--57. 
:3. Агеев А.Л" Болотова(Антонова) Т.В., Васин В.В" Попова Е.В. 
Реrу:rярные методы расшифровки структуры бинарных сп.:та­
вов/ :ИММ УрО РАН. Екатеринбург, 1995. 18с. Деп. в ВИНИТИ 
28.02.95. ~!546-В95. 
-1. Антонова Т.В. О решении уравнений 1 рода на классах разрывных 
ф~ · шщ11ii // Проблемы теор. и приК}Iадной математики: Труды 
31-й Региона.льной молодежной конференции. Екатеринбург: УрО 
РАН, 2000. С. 30-31. 
5. Антонова Т.В. О решении нелинейных по параметру уравнений 1 
рода на классах обобщенных функций// )Курн. вычисл. матема­
тики и мат. физики. 2000. Т.40. №6. С.819-831. 
6. Антонова Т.В. Решение нелинейных уравнений 1 рода на классах 
функций с разрывами/ ИММ УрО РАН. Екатеринбург, 2000. 32с. 
Деп. в ВИНИТИ 17.10.00, №2639 -ВОО. 
1. Антонова Т.В. Решение нелинейных уравнений первого рода на 
классах обобщенных функций // Труды 32-й Региональной мо­
лодежной конференции "Проблемы теоретической и прикладной 
математики", (Екатеринбург, 29 января - 2 февраля 2001г. ) Ека­
теринбург: УрО РАН, 2001. С. 72-76. 
8. АнтОJюnа Т.В. О решении уравнений 1 рода на классах обобщен­
ных функций// Тезисы докл . Всеросс. научн. конф. "Алгоритми­
че<·кий анализ неустойчивых задач", (Екатеринбург, 26 февраля 
2 марта 2001г.) Екатеринбург: Изд-во УрГУ, 2001. С. 76-77. 
9. Антонова Т.В. Восстановление функции с конечным числом раз­
рьшов 1 рода по зашумленным данным / / :Известия вузов. Мате­
матика. 2001. №7. С. 65-68. 
10. Agee" A.L., Antoпova T .V. On soltttioп of nonlineai· with resped to 
paпtшt'tel' eчнation of tl1e fi1·st kincl оп tl1e cla.c:;s of cliscontinuoнs 
f\шctioпs // .J. Inv. Ill-Posed PioЬleшs. 1999. V.7. №1. Р. 1-16 . 
23 
Антонова Татьяна Владимировна 
ЛИНЕЙНЫЕ И НЕЛИНЕЙНЫЕ НЕКОРРЕКТНЫЕ ЗАДАЧИ 
НА КЛАССАХ ФУНКЦИЙ С ОСОБЕННОСТЯМИ 
АВТОРЕФЕРАТ 
Подписано 11 ПС'!ать 2110.01 Формат 60 х84/16. Объем 1,4 п .л . 
Тираж 100 экз. Заказ № 150 
Размножение с готового ориrинал~макета в типографии УрО PЛII 
620219, Екатеринбург. ул . С.Коnалевскоl!,18. 




