We briey review the role of models as a means of encoding prior knowledge with which to interpret data. We then examine the specic case of synthetic-aperture radar (SAR) images. We review the current state of SAR terrain clutter models, and their role in target detection. We present numerical results which demonstrate the consistency of a correlated gamma-distributed surface cross section model with SAR terrain data. We then review the theory of target super-resolution by the use of the singular-value decomposition (SVD). We emphasise the need to generalise the basic SVD technique in order to achieve success with SAR target data. Furthermore we demonstrate that the general SVD technique is a special case of a Bayesian reconstruction scheme which we interpret in terms of Shannon information theory. Numerical super-resolution results from simulated SAR data are presented.
I. INTRODUCTION A. Introduction
This introductory section has been written to convey our current philosophy with regard to data interpretation. At the most austere extreme we can interpret a set of data measurements as just a set of numbers and nothing more. Whilst this is certainly true of the data values themselves, we must not ignore the context within which the data were acquired. We must therefore endow the bare data measurements with`meaning'. We do not intend to delve into the philosophical mineeld that surrounds studies in this area; instead we shall limit ourselves to the observation that we use models to express the context within which data measurements are made. A physical model embodies those aspects of our past experience that we believe are related to the data measurements, and thus forms a microcosm within which the data have a particular meaning. We shall use the phrase`prior knowledge' to describe the microcosm (or physical model) that we shall use for data interpretation. In this review we shall return to this same basic theme repeatedly.
B. Synthetic-aperture radar image analysis
Let us next discuss how the concepts of prior knowledge may be applied to the interpretation of syntheticaperture radar (SAR) imagery. A SAR is a coherent radar which synthesises a large eective aperture by suitable coherent recombination of the received signal from many radar pulses. This large synthetic aperture gives a radar image with very high resolution when compared with conventional radar. SAR images typically contain * This paper appeared in J. Phys. D: Appl. Phys., 1986, vol. 19 an enormous quantity of data, e.g. 500000 samples per second, of which the principal component is map-like terrain imagery, which we shall call clutter, within which may be set a few signicant objects, termed targets. In some remote sensing applications it is the terrain imagery that is of interest; in others it is only the targets. In the former instance the detail of the clutter has to be studied closely; in the latter the clutter provides the background and context to the objects of signicance.
The previous paragraph contains a description of a SAR image which assumes a wealth of information that is not to be found in the SAR image alone. For instance the partitioning of an image into clutter and targets does not have an intrinsic meaning; it is a meaningful operation to perform only in the context of a wider comprehension of the type of world that we inhabit. Thus we have introduced the prior knowledge that (typically) targets are small bright blobs that are embedded in a weaker clutter background. This expression of our prior knowledge could be read as a denition of what we mean by`target' and`clutter'.
We are very fortunate that many targets may be partitioned out of the image by a thresholding operation alone. However in order to dene a suitable threshold level we must develop a sophisticated understanding of the properties of targets and clutter. We start with the (incorrect) assumption that the whole image is clutter, and that the task is to detect anomalies which we call targets. The primary physical model that we must construct is therefore a clutter model. In Section II we shall review some work that has had success in the modelling of SAR terrain clutter. Using this clutter model we shall dene a target detection threshold. Detected targets may then be subjected to a closer examination by introducing a detailed`target microcosm' within which the target data may be interpreted. In Section III we shall review a number of related areas of study. These may be generically classied as super-resolution theory. 2 ) obtained with the RSRE X-band SAR system.
II. CLUTTER MODELS AS PRIOR KNOWLEDGE
In Figure 1 we show a section of SAR image obtained with the RSRE X-band system. Let us study the nature of this image and the types of prior knowledge about the general terrain that are relevant. We distinguish three relevant classes of prior knowledge which we represent in terms of models: (i) the scattering model, (ii) the texture model and (iii) the structure model. Examples of data interpretation where we require each of these three aspects of prior knowledge can be seen in Figure 1 .
(i) A striking feature of Figure 1 is the observed speckle which appears to aect the entire image. This can be represented in terms of a scattering model in which we make no attempt to describe the scatterer conguration within the resolution cell, merely postulating that each cell contains many randomly distributed scatterers giving rise to some total cross section per resolution cell from which the observed image is derived. When incident coherent radiation is scattered from such a surface the random interference between the individual scatterers gives rise to speckle. The variation in image intensity from pixel to pixel is the result, as we shall show in Section II A of the convolution of the underlying cross section per resolution cell with a negative exponential speckle contribution. Where there is no uctuation in the cross section the image corresponds to classical Rayleigh speckle (e.g. [1] , p 478).
(ii) In order to progress beyond the scattering model introduced above we need to introduce knowledge about the terrain structures themselves. The texture model is intended to contain prior knowledge about the local uctuations in cross section between pixels within an extended terrain feature, such as a built-up area, woodland or open eld. We shall introduce a form of this model that assumes that such local texture may be described in terms of a generalised noise process with characteristic depths of uctuation and correlation properties. We further assume in our clutter model that the noise is stationary and ergodic.
(iii) The boundaries of this local texture are provided by the macroscopic structural model which is essentially derived from map data. The precise division between this and the microscopic texture is not clear-cut. One might describe a wood in various ways, for example. At one level only the boundaries of the wood are described and a random texture of appropriate properties used to represent the internal structure. This would generate typical wood-like images with the correct statistical properties. Furthermore if we needed to generate a particular wood, then we would have to use collateral data from maps about tree position and use a random statistical method to represent the scattering from the individual tree. For ultimate detail one would be forced to represent the position of every branch and leaf on every tree (which is obviously a massive computing task). We choose to select the boundaries of regions of similar texture on the basis of the macroscopic structural model and treat the region as representable in terms of random processes whose properties are summarised in the texture model. This approach may be used to describe natural features such as woods or elds, but it is unlikely to represent man-made features such as towns very convincingly.
In Section II A we consider the theoretical foundation for the above three models. The measured correlation properties for natural textures (elds and woods) in experimental SAR data are analysed and the implications for the clutter statistics in systems of arbitrary resolution indicated in Section II B. In Section II C we shall briey review the various techniques that could be used to set a target detection threshold.
A. Theoretical foundation for prior knowledge models
The basis of the physical scattering model is that the surface is represented by a large number of randomly distributed scatterers per resolution cell. The total-eld contribution at a position y is then found by summation over the N illuminated scatterers, so
where a j and φ j are the amplitude and (random) phase of the eld from the jth scatterer, T (y, x j ) is the imaging response function (i.e. point spread function) and B is a term related to the conventional radar equation which is discussed in detail by [2] . B is dened by the equation
where P T is the transmitter power, Z 0 the characteristic impedance of the propagation medium, G 0 the antenna transmitter aperture gain, A r the receiving antenna area, R 0 the range and F T the impulse response of the range pulse compression subsystem of the SAR. Since the parameter B only aects the overall scale of the received power, its value does not aect our image interpretation. Therefore we shall discard B in the following analysis.
The received power (image intensity) in the scattered eld is given by the square of the envelope of the eld, so
If we assume that there is no underlying variation in the cross section then Equation 2.1 and Equation 2.2 reduce to the classical Rayleigh random walk process yielding a complex gaussian eld. The detected intensity (the square modulus of the eld) then has a negative exponential probability density function (PDF), while that for the envelope (square-root intensity) is Rayleigh distributed. Thus, classical speckle (see, e.g., [1] , p 478), will be observed when there is no underlying cross section uctuation. Let us next examine how the uctuations in the scattering amplitudes of the individual scatterers aect the observed intensity. Since these scatterers are assumed to be randomly positioned and if we assume that the underlying cross section uctuations between pixels are determined by a stationary ergodic process then the properties of the intensity will be conveniently described in terms of ensemble-averaged quantities taken over all possible realisations of the detected intensity. For the average intensity we observe that the random phases of scatterers j and k in Equation 2.2 cause all terms except those where j = k to average to zero. Thus
is dened as the cross section of the jth scatterer. Note that we implicitly assume that the point spread function is translation-invariant. The mean intensity thus depends only on the summation of the individual cross section contributions from each of the randomly positioned scatterers within the resolution cell rather than on any interference between them. It can be shown [35] that all the higher correlation moments of the intensity can similarly be expressed solely in terms of the properties of these cross section contributions from the individual scatterers. In this scattering model we ignore the detail of the cross section uctuations of individual scatterers and assume that all those within a resolution cell have the same cross section. For the rest of this paper, therefore, we shall consider only how this averaged cross section varies with position. Similarly, due to the absence of interference terms already noted, we observe an intensity equivalent to what would result from scattering the incident eld from a single scatterer with the appropriate value of cross section for that position. Only this observed intensity will be considered for the rest of these sections on clutter; the intensity contribution from individual scatterers may be ignored. The basic assumption of this scattering model that each cell contains many randomly positioned scatterers is sucient to ensure that the contributions all combine incoherently in this manner. Of course, the model will be violated wherever a strong single scatterer (e.g. a target) is present.
The simplest statistical properties of the observed intensity that one might measure in order to characterise the texture would be the single-point higher-order moments and two-point autocorrelation function. Obviously these properties can only represent a minimum characterisation. When applied to woodland, for example, the autocorrelation function might be expected to be primarily related to the underlying spatial scale determined by quantities such as tree size and separation. The singlepoint statistics, on the other hand, describes more the depth of uctuation of the cross section, which might be governed by the extent of shadowing between trees and their variability of cross section.
The normalised intensity autocorrelation function is dened by
Taking into account only dominant terms once the eect of the random phases is included this has been shown to be given by [5] 
As already noted this result depends only on the correlation properties of the local cross section and on the imaging response function. Equation 2.5 may be simplied analytically for various forms of cross section and imaging response [35] . On analysing the coherent scattering from the random scatterers with a local cross section σ then the dominant term of the incoherent summation yields an nthorder normalised intensity moment consisting of n! terms containing the nth-order normalised surface cross section moment, S (n) [5] . Thus
where
n (2.7) Again, the intensity depends only on the properties of the local cross section. The role of the speckle process, as shown in Equation 2.6, is to determine the number of terms of the form of Equation 2.7 that contribute to the observed intensity.
Having discussed the relationship between the textural properties of the surface and those of the observed intensity as characterised by their one-and two-point statistical properties, we now wish to construct a specic analytic surface texture model. One such model that has been proposed [69] is that the surface cross section should be represented by a random process having a gamma-distributed PDF given by
On scattering, the observed intensity is the convolution of the gamma distribution with a negative exponential, termed a K-distribution, having a PDF given by
where Γ(ν) is the gamma function of order ν and is a δ-function; for ν = 1 it corresponds to thermal noise; while as ν becomes small the PDF becomes very spiky. We may regard the gamma distribution, therefore, as a generalisation of classical thermal noise. Such behaviour would result from a physical model in which the density of scatterers (or the local cross section) depended on a birth-death-migration process [9] . Conventional thermal noise, on the other hand, may be regarded as the result of a physical model containing migration (diusion) alone. Thus the step of including a local source and sink of scatterers is represented in the order parameter. For a K-distribution the normalised intensity moments are given by [9] :
A variety of scattering experiments at both microwave and optical wavelengths [6, 11? 15] have shown that such a distribution is consistent with the data. Ward [13, 14] demonstrated that the eects of speckle and the underlying cross section uctuations could be factorised for sea clutter data where uctuations took place on a scale much greater than the resolution cell. In addition to considering the single-point statistics of the surface cross section it is obviously essential to include spatial correlation eects. Indeed these may well prove to be of much greater signicance than the detail of the single-point statistics. Various simple theoretical models of this kind, based on two-point correlations only, have been proposed [35] and the interaction of the surface cross section uctuations with the imaging response function calculated.
After introducing a suitable texture model, such as a correlated gamma distribution, we must next examine how the higher-level structural model is used to interpret the nal image. As already outlined, the structural model delineates the boundaries of dierent features, each of which will have some texture dened in terms of its statistical and correlation properties. Further prior knowledge in the form of the direction, range and altitude of the SAR sensor, together with parameters such as feature height, can then be included to predict brighter areas, such as the front edge of a wood, or shaded regions, behind the wood for example. This approach, together with texture simulation methods [16] has been used to simulate SAR images [15] . For a more complete understanding the interaction of the imaging response function with the correlation properties of the surface must be included [35] . In the extreme case of a low-resolution radar the resolution cell will include contributions from many dierent features each of which has its own order parameter and correlation length. The scattering model adopted then implies that, by following the same line of reasoning, the total observed intensity may be regarded as the incoherent sum of the contributions from each feature. Thus each feature may be treated as if imaged independently and the resultant intensity is then summed directly. At present this model has only been applied in the direct imaging sense; the application of the model to the inverse problem has yet to be attempted.
B. Experimental verication of clutter model
As already noted the K-distributed clutter model has been tested against a variety of scattering situations showing close agreement [36, 1115, 17] . Of particular relevance to the present discussion are the radar measurements on sea clutter [13, 14] , which demonstrate that the clutter statistics could indeed be represented by a convolution of an underlying gamma-distributed variable with gaussian speckle, and the land clutter measurements based on SAR [4, 5] . The latter examined only the overall properties of a large region containing a mixture of features such as elds, hedges and small woods rather than the detail of the individual components. It also measured the spatial correlation properties of land clutter and made the rst test of the eects of varying resolution on the resultant clutter properties, demonstrating close agreement between theory and experiment. More recently the properties of the individual textures have been analysed in a similar manner [15] . Some of these results will be summarised in the present paper. Figure 2 and Figure 3 show sections of SAR imagery containing areas which have been identied as`eld' and wood' respectively. Let us establish the extent to which the clutter within the marked regions can be represented in terms of the texture model. Table I contains the rst six normalised moments of the intensity of the eld re- gion. If there were no underlying cross section uctuation then the order parameter, ν, of the model would be innite and the nth moment would take the value n!. In fact an order parameter value of 33.3 gives a closer t to the data which might correspond to some slight underlying uctuation. Close study of the image suggests that there is indeed a slight gradient across the image. Table II shows the equivalent result for the wooded area in Figure 3 . Clearly there is some underlying structure and an order parameter of 2.63 yields reasonable agreement between theory and experiment. Thus the single-point statistics for these two natural textures are consistent with the model. The azimuthal intensity autocorrelation functions for the two regions are illustrated in Figure 4 and Figure 5 respectively. The linear plot of the autocorrelation function (ACF) for the eld ( Figure 4 ) shows no evidence for any correlation structure. The initial peak at zero lag results from the coherent interference between contributions within the imaging response and is entirely consistent with the theory [5] . The azimuthal ACF for the wood is plotted on a logarithmic scale which indicates that the result is well tted by a single negative exponential decay corresponding to an underlying cross section uctuation with a lorentzian spectrum. This form of spatial correlation has been analysed previously with dierent imaging response functions [4, 5] . The ACF measurements are therefore also consistent with the texture model. The equivalent results for range show the same underlying intensity variation. However, the range resolution is much poorer than the azimuth resolution, so much of the structure is disguised.
The eld texture is uncorrelated from pixel to pixel with essentially a negative exponential intensity PDF. The wood texture can be described as a gammalorentzian cross section uctuation. The previous analyses [4, 5] of the eect of the imaging response function on the nal-clutter properties may therefore be applied directly. Since the scattering from the eld region is essentially represented by pure gaussian speckle, the clutter statistics are unchanged on summing many independent contributions. However, for the wooded region the underlying cross section uctuations, describable as gamma-distributed noise of order parameter 2.63, introduce correlations between pixels that aect the dependence of the clutter statistics on system resolution. As an example we illustrate in Figure 6 the predicted dependence of the normalised intensity moments as the resolution in the azimuthal direction is degraded; we assume a rectangular response function for simplicity. The full curves denote theoretical predictions [5] , while the broken curves show the equivalent results for uncorrelated gamma-distributed noise of the same order. In the latter instance the intensity PDF is always a sum over independent gamma distributions so the resultant intensity is K-distributed with an order parameter proportional to the resolution length. No such simple relation exists for the correlated surface. The values of the moments are chosen to be identical in the limit of very high resolution. The values are also identical in the opposite limit of very low resolution where both predict gaussian speckle. In the intermediate region, however, the correlation in the surface cross section determines the intermediate shape of the curves. It is important to note that integrated clutter statistics predicted on the assumption of an uncorrelated surface of the appropriate order tend to the gaussian speckle limit much faster than would in fact be the case for a correlated surface. This highlights the importance of including the correlation properties of the surface in the clutter model. 
C. Target detection
Target detection occurs when a localised area (a few resolution cells, say) of the SAR image is not considered to be a feasible piece of clutter; usually this means that the local area is too bright. The simplest type of technique for achieving this detection is that of [18] , where a local average of the mean and variance of the intensity is used to dene a local target detection threshold. A more sophisticated technique is to use a detailed`clutter map' which denes the statistical properties that are expected at each point in the SAR image. Such a clutter map would have been created from map data and/or previous SAR ights past the same region. The clutter map is then used to dene a`target detection threshold map'. A hybrid of these two techniques uses a local averaging process to determine which type of clutter (e.g. wood, eld) is present at each point in the SAR image, and then uses an external map of typical clutter types to then dene a local target detection threshold.
III. TARGET SUPER-RESOLUTION FROM PRIOR KNOWLEDGE
The process of target classication can begin once the target has been detected. Classication is necessarily a more exacting task than detection, because the detailed response to the target must be examined for clues Figure 6 : A comparison of the dependence of the higher-order single-point normalised intensity moments, I
(n) , as a function of system azimuthal resolution. The full curves denote the results for the uctuations having the statistical and correlation properties of the wood region in Figure 3 ; the broken curves illustrate results for a surface having the same statistics but no correlation. about its nature. We shall develop a scheme whereby the blurred image of a target may be transformed into a more convenient representation on which target classication may operate with greater ease. This is achieved by introducing a model that is more specic about targets than the clutter model that was used for target detection. We do not wish to be overspecic about the nature of targets at this early stage, so we wish our model to express only general properties of targets at rst. Clearly target detection already uses the general property that targets are usually strong scatterers. The next general property that we can introduce is that targets are usually restricted in spatial extent. We must express this in the form of a model, and process the detected targets accordingly. The outcome of this is an enhancement in the resolution of the target, which justies the use of the term`super-resolution' to describe this form of target image processing.
In the following subsections we shall review the theory and practice of target superresolution in SAR images. We shall assume at the outset that a suitable clutter model has been used to dene a target detection threshold, and that any detected targets are then passed on to be super-resolved.
A. Target models as prior knowledge
We shall introduce the super-resolution technique that we use by tracing its origins in simpler techniques. Thus we must begin by recalling the`Rayleigh resolution criterion'. This states that two point sources are only just resolved when the rst null of one point spread function (PSF) lies on the main lobe of the other PSE This is a very useful operational criterion for determining the ultimate resolution of an imaging device.
The Rayleigh resolution criterion (RRC) appears to be unnecessarily restrictive, because if indeed there were only two point sources present then we could inspect the detailed shape of the image to determine their amplitudes, phases and positions. The limitation on what could be achieved would be determined by the extent to which the data were corrupted by noise. This approach is the essence of the`monopulse' technique ([1], p 160), which assumes that there are only two point sources present. Resolutions that are far better than that predicted by the RRC may be obtained with ease. This apparent violation of the RRC has occurred because we have excluded the possibility that the data derive from anything other than two point sources. Although the RRC refers to two point sources, the resolution criterion that is obtained is of course far too weak for such a case (as monopulse demonstrates convincingly). To be more precise the RRC refers to a global resolving capability; it species the separation that each neighbour of a whole array of point sources must have in order that they may be simultaneously resolvable. Henceforth we shall assume that the conventional resolving capability of an imaging device is given by the RRC. We shall call the enhanced resolution that may be obtained under more specic circumstances (e.g. monopulse) super-resolution. We may now identify what type of circumstance gives rise to a super-resolving capability. The example aorded by the monopulse suggests that any situation in which we have prior knowledge about the object being imaged may give rise to super-resolution.
Much eort has been expended in formulating ways of incorporating more general types of prior knowledge into data interpretation schemes. Of course we could generalise the monopulse technique in a trivial fashion by tting the data with a larger number of point sources. Provided that the object does indeed consist of point sources and that the noise level in the data is not too great then the amplitudes, phases and positions of the point sources may be recovered. This is achieved by tting the detailed shape of the data (which consist of a set of overlapping PSF) to within an error given by the noise level. If the noise level is too great then the t is ambiguous, and a great many alternative solutions may exist. A more specic procedure for selecting a solution must then be formulated in order to obtain a unique t.
Typically one might accept as the solution the smallest set of point sources that gives a reasonable t to the data. This scheme has the advantage of not incorporating any more point sources than is absolutely necessary.
The monopulse generalisation has the disadvantage that its prior knowledge is specied in terms of point sources only. We would prefer a data interpretation scheme that permitted a larger class of objects to be considered. This is because we cannot ever be sure that thè targets' that we extract from clutter are best described as consisting only of point sources. Although the model introduced in Section II describes objects as consisting of (point-like) scattering centres, it should be recognised that if there is more than of the order of one such scatterer per resolution cell then the cross section may be described in terms of a continuum scattering model. Typically we would use the continuum representation for extended objects (with many scatterers per resolution cell), and we would use the scattering centre representation for point-like targets. However this distinction is largely a matter of subjective viewpoint because the discrete model is a special case of the continuum model.
We shall use the continuum model in order to introduce a weaker form of prior knowledge about the form of targets than was expressed in the discrete model (the monopulse generalisation). If we consider a target in isolation (i.e. not embedded in clutter), then a weak form of prior knowledge that may be specied with high condence is that the spatial extent of the target is limited. This information alone does not specify anything about the scattering centres that the target might possess; these are determined by the data. Thus we interpret the data in the light of the fact that it derives from an object that has a limited spatial extent. The basic principle that we have used here is similar to that used in monopulse; we are interpreting the data within the connes of a restrictive model of the object.
B. The singular-value decomposition (SVD)
A particular way of interpreting data within the connes of a`support constraint' is aorded by the singularvalue decomposition (SVD) method [19, 20] . We shall present the standard derivation of the SVD method in this section, and present an information-theoretic justication for its use in Section III C and Section III D. It is advantageous to introduce some mathematical notion at this stage. For simplicity we shall present the results for the one-dimensional case only. Let us dene the eld (assumed scalar) that is scattered from the object as f (x), the PSF of the imaging system as T (y, x) and the data samples as g. It is important to note that g is a vector of sample values at discrete positions y i (i = 1, · · · , m for m data samples). The imaging equation then reads
where the integral is over the domain D of support of the object, and n i is the measurement noise that is introduced into the ith sample. The SVD proceeds by decomposing the operator T (y i , x) as follows:
Thus the basis v k may serve as an orthonormal basis with which to decompose any particular image g. If we ignore the eect of measurement noise, then each u k (x) passes through the imaging system T (y i , x) to give an attenuated v k . Furthermore if we assume that the oneand two-point noise statistics are given by
and that these specify all the statistical structure of the noise, then only those modes for which the inequality
holds contain useful information on the form of the object. A data interpretation scheme may now be formulated as
where the g k are the components of g in the v k basis. The summation in Equation 3.9 should be taken only over those modes k that satisfy the inequality in Equation 3.8. This scheme gives a data interpretation (or reconstruction of f (x)) that combines the prior knowledge of the support constraint D with the samples g. It has been shown in simple cases that this gives rise to superresolution [19, 20] . For the specic case of an imaging system that acts as a band-pass lter on f (x) and a support D that has the form of an single`top-hat' function (i.e. the object is known to reside in a single well dened region), the degree of super-resolution increases as the length of the support is reduced and/or the level of image noise is reduced. This is entirely reasonable because the shorter the length of support the more possible reconstructions are being excluded from consideration, and the lower the level of image noise the more chance there is of a particular mode v k being`visible' in the data. However a major disadvantage of this SVD technique for our purposes is that the form of the prior knowledge is given as a support. We are concerned with superresolving targets that are embedded in surrounding clutter, so f (x) is potentially non-zero for all x. This compels us to use a support of innite extent, which amounts to not introducing any prior knowledge at all! The basic SVD technique must be extended in order to encompass our type of data interpretation problem. A partial solution to this problem has been presented by [21] . They extend the basic SVD technique by incorporating a`prole function' P (x) into the denition of the object. Thus they write the imaging equation as (compare with Equation 3.1)
This equation arises if an object (of innite spatial extent) is illuminated non-uniformly. The P (x) factor then represents the amplitude of the illumination at position x, which gives rise to a modied SVD due to the softness of the eective support. A possible alternative interpretation of Equation 3.10 is that the illumination is uniform, and that P (x) is associated with the object itself. Thus P (x) would encode prior knowledge of an estimate of the object prole [21] . Using this interpretation we could attempt to superresolve targets that are embedded in clutter by dening a suitable P (x). P (x) could then be decomposed into a weak component that has a slow spatial variation (representing clutter), plus localised strong components centred on each target. However the physical interpretation of the`soft' support aorded by P (x) in Equation 3.10 is not as clear as that of the`hard' support in Equation 3.1. This problem does not arise when P (x) is associated with the illumination, because it then represents a known physical quantity (amplitude of illumination). In order to derive the form of the soft support when P (x) is associated with the object itself, we shall adopt a more fundamental approach to data interpretation, namely Bayesian inference, and we shall show how the SVD method (with prole function) may be derived.
C. Bayesian object reconstruction
This section gives a review of the method used by [22] to reconstruct f (x). We shall be using the language of probability density functions (PDF) extensively. We shall use the generic notation P[ * ] to denote the PDF over * . We formulate our prior knowledge of f (x) by using a PDF P[f (x)]; this is the a priori PDF. Similarly we formulate our knowledge of the imaging process by using a conditional PDF P[g|f (x)]. We may then use Bayes rules to determine the a posteriori PDF P[f (x)|g]:
Thus the a posteriori PDF P[f (x)|g] combines the a priori PDF P[f (x)] (the prior knowledge) with P[g|f (x)] (the data). For a given joint set of prior knowledge and data we may drop the denominator factor P[g] in Equation 3.11 because it only aects the overall normalisation. We regard the a posteriori PDF as the basic construct from which all inferences about the data are to be drawn. We now wish to construct a model set of PDF which will prove to be adequate for the interpretation of target images (embedded in clutter). Furthermore we wish to demonstrate that the prole function method [21] may be derived as a special case of our PDF model. We shall adopt a zero-mean gaussian model for the a priori PDF. This will not accurately represent the nongaussian statistics that actually occur, but the model will suce to specify the scale of the amplitude of f (x). This amplitude scale can be identied with the prole function that was used to generalise the SVD. P[f (x)] is thus dened to be
(3.14) This denition corresponds to the following one-and twopoint statistics
All other statistics may be expressed in terms of W (x, y) as well. We shall denote the imaging process by the following shorthand notation
which in component form reads as
We shall assume that the eect of the measurement noise may be represented by a zero-mean gaussian PDF:
which has the following one-and two-point statistics:
21) Note that we have not assumed that the noise is white. The conditional PDF P[g|f (x)] may be obtained by replacing n by g − T f in Equation 3.19. When the Bayes rule is used we obtain the a posteriori PDF as
This is the central result which we obtain by adopting the Bayesian approach to object reconstruction. We must rearrange the terms in order to obtain a more useful equation; thus
As in the SVD method (Equation 3.9) we wish to present a single f rec (x) as representative of our total state of knowledge of f (x). A natural way in which we can make such a selection from the set of f (x) that are permitted by P[f (x)|g] is to select the average f (x) which is given in Equation 3.24. In full the various parts of Equation 3.24 read as
The matrix result in Equation 3.25 must be inverted before applying it to the data g.
A particular point of interest is that the f rec (x) that has been obtained above is the maximum a posteriori probability (MAP) reconstruction. This is because the PDF are all gaussian, and so their means are coincident with their modes. We may also obtain the MAP reconstruction f MAP (x) by a minimisation procedure. The relevant objective function is given by (see Equation 3.22 )
which must be minimised with respect to f (x) to obtain f MAP (x). This is a generalisation of the weightedminimum norm methods that have been studied previously [2326] . We believe that the Bayesian derivation of this result is more satisfying, because we have derived the`weight' W and the`regularisation parameter' N by appealing to the information content of the prior knowledge and the data (albeit expressed as simple gaussian PDF).
We may compare the reconstruction obtained in Equation 3.24 with that obtained by using the SVD by diagonalising the operator T W T † + N . For the purposes of this comparison we shall assume that the covariance in Equation 3.16 is δ-correlated; thus
where P (x) is a`prole function' [21] . |P (x)| 2 (rather than P (x)) appears in Equation 3.28 because W (x, y) measures the two-point statistics of the scattered eld; therefore in our Bayesian object reconstruction scheme from complex data samples P (x) always appears in the combination |P (x)| 2 . Furthermore we shall assume that the noise covariance is given by
and dening the functions u k (x) by
then f rec (x) (derived from Equation 3.24) may be expressed as
where the g k are the components of g in the basis v k . We may also obtain the pair of coupled equations
and the normalisation condition
In the limit of a large signal-to-noise ratio these results are precisely the same as those obtained by using the prole function generalisation of the SVD [21] . The dierences that arise due to the nite signal-to-noise ratio can be traced to the dierent forms of regularisation that are implicit in the two reconstruction schemes. Whilst these dierences are probably not important, the Bayesian approach using PDF is the more desirable method because of the greater ease with which it is physically interpreted.
D. Information theory
Let us now examine the information content of P[f (x)|g] as given in Equation 3.23. In order to keep the derivation simple we shall impose the restrictions that were given in Equation 3.27 and Equation 3.28. We must diagonalise' P[f (x)|g] in order to interpret it. For this purpose we shall replace f by the expansion given in Equation 3 .33 (recall that f rec = f ), and we shall similarly expand the full f as follows
where the expansion coecients are given by
In Equation 3.38 we see that f is rst of all imaged (using T ), and then projected onto the v k basis, so the expansion coecient f k indicates the amplitude of the image of f in the kth data space mode. The components of f that do not project onto this basis lie in the orthogonal complement subspace and we shall denote their sum as f c . These components are`invisible' to the data space, so whatever g is measured we cannot infer anything more about f c than is already contained in the a priori PDE The`visibility' of each of the remaining components is given by the corresponding eigenvalue. For eigenvalues that are less than O(N ) the corresponding data space mode has insucient signal energy present to dominate the noise, and so little can be inferred about the corresponding component of f than is already implied by P[f (x) ]. An important point to be noted here is that the positions of the data samples can strongly inuence the form of the eigenvalue spectrum, and it is worthwhile to optimise the sample positions in order to maximise the potential information content of the data [27, 28] .
Inserting the expressions for f and f into Equation 3.23 we obtain
where we have used the fact that f c does not project onto the data space in order to eliminate some terms. The rst factor in P[f (x)|g] corresponds to a piece of the a priori PDF that is not changed in passing to the a posteriori PDF; f c is invisible to the data space. The second factor in P[f (x)|g] is dependent on the data; it expresses the inuence that g has on the a posteriori PDF. Each mode exerts an independent eect on P[f (x)|g], so each mode carries an independent piece of useful information about f . The above information-theoretic result has been obtained without explicit recourse to information theory per se. We shall now present a derivation that is couched in the more general language of information theory [29, 30] . The results that we present below have been derived by Luttrell [27, 28] .
Let us assume that the statistics of a signal are fully specied by the probability of occurrence P[x] of each signal state x. The case of correlated signals can be dealt with by constructing`blocks' of signal states that are long compared with the correlation time, and using the joint probability P[x 1 , x 2 , · · · ] to specify (almost) fully the statistics. The potential information content of the signal is given by its entropy H[x], which is dened thus
where [dx] P[x] may be regarded as a measure that is used for averaging the logarithm. We shall use the generic notation H[ * ] to denote the entropy of * . The interpretation of H[x] is that it is the number of bits of useful information which could be communicated each time an x is selected (with a frequency determined by P[x]). Thus after N such selections the number of distinct`messages' is 2 N H . This is the original Shannon interpretation of the role of entropy; he was primarily interested in its implications for communication theory. By measuring the statistics of an information source (specied by its PDF), one can then calculate its entropy, which enables one to deduce the upper limit to the number of distinct messages of a given length N (where N is large). This upper limit implies the minimum communication band width which must be supplied in order to carry the messages faithfully; a very useful quantity to know. In practice of course the problem of transforming the messages into a form that does not waste band width is a non-trivial task which has given rise to the study of data compression and coding theory.
We shall now present an alternative interpretation of entropy which is expressed in terms that are related to the problem of information measurement in imaging systems [27, 28] . To be specic let us discuss the a priori PDF P[f (x)] in information theoretic terms. f (x) now takes on the role of a signal, and P[f (x)] fully species its statistics; this implies that realisations of f (x) are independent of each other. Such a situation arises if we consider an ensemble of N realisations of f (x), each of which has been independently selected from
and 2
N H now gives the number of distinct joint realisations from N samples of P[f (x)]. A large classroom of N students who are each making the same measurement once would be a situation in which 2 N H would be useful. It could be used to estimate the number of distinct ways in which the joint results (of the whole classroom) could occur.
Having introduced our interpretation of entropy we may now use the other results of Shannon's information theory. We have a need only for the expression for transinformation I[f (x), g] (or rate of transmission, or mutual information) .42 after some manipulation [28] we obtain
and if we start from Equation 3.43 we obtain A determinant of a covariance`matrix' measures the`volume' of signal space that is likely to be occupied by the corresponding signal. The ratio of determinants in Equation 3.45 is the ratio of the volume of the covariance associated with a priori PDF to the volume of the covariance associated with the a posteriori PDF. The corresponding ratio in Equation 3 .46 is the ratio of the volume of the covariance of the signal plus noise to the volume of the covariance of the measurement noise alone. Both of these quantities have an intuitive interpretation which is consistent with I[f (x), g] being a measure of the useful information that is acquired by measuring g. Thus Equation 3.45 measures how much the a priori PDF is`squeezed' by g when it is converted into an a posteriori PDF, and Equation 3.46 measures how much of g is true signal. 
The consistency of the formal information-theoretic results and the factorisation of the a posteriori PDF result in Equation 3 .39 which was demonstrated by transforming to the v k and P u k (x) bases (i.e. an SVD type of approach) provides a powerful argument in favour of the SVD, at least in cases where the use of gaussian PDF can be justied. However non-gaussian a priori PDF are commonplace (more so than non-gaussian measurement noise PDF), and in such cases an alternative argument must be advanced for the validity of an SVD type of approach. In our application where we wish to superresolve targets that are embedded in clutter we recognise that a gaussian a priori PDF is not a perfect model. However we may use it as a rst approximation in order to give an indication of the scale of the amplitude of f (x).
E. Super-resolution results
We shall now use Equation 3.24 to calculate f rec (x) for a simulated target embedded in clutter. For the purposes of numerical computation we shall simulate a twodimensional imaging system whose point spread function is that of a square transparent aperture. We shall model a data acquisition system that measures complex (I and Q) samples on a square lattice that has the Nyquist sampling frequency. We shall be simulating localised targets embedded in clutter, so we shall not need all the data. Instead we shall choose a 9×9 array of data samples that contains the target of interest approximately at its centre. If the target is not too bright relative to the surrounding clutter, then there is very little target information lost by discarding the remainder of the data. A rule of thumb that may be used to determine the minimum size of the data array that should be used is that all of the target side-lobes that dominate the surrounding clutter should be contained within the chosen array. We shall discretise the two-dimensional object space coordinate so that there are 16 object lattice points per data lattice point (i.e. 16 per two-dimensional resolution cell). Furthermore we shall register the position of every fourth object lattice point (in each dimension) with a data lattice point, and we shall not place any object lattice points outside the bounds of the 9 × 9 data array. This gives a 33 × 33 (33 = 4×(9−1)+1) object array. It is essential to choose a ne enough discretisation of object space that no structure on a ner scale could be deduced from the data. Our choice of a factor of four (in each dimension) would thus permit a super-resolution factor of the order of four in each dimension to be attained before errors introduced by discretisation overwhelm the results. The conditions that are required for super-resolution of this order do not arise in SAR applications, so our discretisation of object space is suciently ne for our purposes.
Having set up the lattices we now require estimates of W and N . For simplicity we have restricted our attention to δ-correlated models as in Equation 3.28 and Equation 3.29. The measurement noise level may be deduced from the properties of the SAR. In practice however (for Nyquist-sampled data at least) we may assume that the measurement noise is zero, because Nyquistsampled clutter is essentially δ-correlated and so appears substantially like a very large measurement error would appear. In this case we need not include the true measurement noise term because it would only increment by a very small amount an already large clutter term.
The target and clutter prior knowledge are introduced by specifying the function |P (x)| 2 . Because |P (x)| 2 plays the role of a cross section (per unit length) the task facing us is to specify our prejudices about what types of cross section are reasonable for target/clutter. As a rst approximation we can estimate the cross section to be constant everywhere. It does not matter what value we choose because we have set N = 0, and there are no other scales involved in the reconstruction method of Equation 3.24.
With the choice N = 0 and |P (x)| 2 = constant we may compute the reconstruction operator W T
.24, and use it to calculate f rec (x) from g. This operator needs to be computed only once because it does not depend on g. Although it is not necessary we have computed the v k and P u k (x) bases for this case, and we present the rst 81 object basis functions (in order of decreasing eigenvalue) in Figure 7 . Note how as the eigenvalue decreases the number of nodal lines per unit length generally increases. This is because the ner structure that is associated with a larger number of nodal lines per unit length is attenuated more when it passes through the lter T . Despite this eect the eigenvalues all have approximately the same value because the data array is Nyquist-sampled Figure 7 : A montage of the 81 object space functions associated with a 9 × 9 square lattice of Nyquist-sampled data.
and T is a square transparent aperture, and in fact the small dierences are due solely to edge eects caused by using a nite-sized piece of lattice. It has been shown [22] that the case |P (x)| 2 = constant gives a reconstruction that is an interpolation of the data, which reduces to the usual`sinc interpolation' formula when a rectangular transparent aperture with Nyquist sampling is used. The P u k (x) that are displayed in Figure 7 may therefore be used to interpolate the data (in general) in order to obtain a better idea of what information is present in the data samples alone.
We shall use this preliminary interpolated form of the data to make the cross section estimates that are required in order to introduce prior knowledge. As we commented at the end of Section III C we may decompose this estimation problem into two components: (i) estimating the clutter cross section; and (ii) estimating the target cross section.
The clutter cross section has a slow spatial variation which we shall model as being constant, and whose value is estimated by taking a local average intensity (excluding any pixels with intensities exceeding a suitably chosen target threshold). The intensities of those pixels that were thresholded out in this process are used directly as estimates of the corresponding (local target) cross section. This process whereby an interpolated form of the data is used to generate`prior knowledge', which will be used to obtain a more rened reconstruction, may seem incestuous. However it is important to realise that the prior knowledge resides not in the data, but in the`rules and regulations' that are used to interpret the data. In our case we are applying the rule that locally bright regions of the data are exceedingly likely to have derived from local concentrations of cross section, rather than any of the myriad of other possibilities. This rule is not a fundamental constraint on the form of objects; instead it has been derived from empirical observation of typical SAR images. We may now present as a sequence of pictures ( Figure  8(a)-(d ) ) the ideas that we have developed so far. In Figure 8(a) we show a high-resolution image of a point target that is embedded in clutter. There are clear side-lobes present, which could be used to deduce that the target is indeed composed of a single scatterer. In Figure 8 (b) we show the same target/clutter combination imaged at a resolution four times poorer (in each dimension); the SNR is 21 dB in Figure 8(b) . Now the side-lobes are less distinct because there is a greater amount of clutter cross section present in each resolution cell, or equivalently because the target image has been smeared over a greater region of the image plane. The target structure (i.c. single scatterer) would therefore be more dicult to ascertain at the lowest resolution. In Figure 8 (a) and Figure 8(b) we have interpolated the Nyquist-sampled data to give a smooth image. We may give a rudimentary demonstration of super-resolution if we apply the technique that we outlined in the previous paragraph to the interpolated low-resolution data shown in Figure 8(b) . Figure 8 (c) depicts the estimated cross section, which shows some evidence of`false alarms' where target sidelobes have been incorrectly identied as minor targets. These faults could be rectied by using a more sophisticated cross section estimation procedure, but we shall not present such results here. Figure 8(d ) shows the reconstruction that is given by Equation 3.24 with N = 0 and W (x, y) = |P (x)| 2 δ(x − y). The central peak of the reconstruction is clearly narrower and higher than the corresponding peak in the original image (Figure 8b) ). The surrounding clutter has not been aected signicantly by the reconstruction process, except where false alarms were introduced during cross section estimation. This simple reconstruction method will super-resolve the simplest type of target image, whilst not introducing an unacceptable amount of spurious detail into the surrounding clutter. Even in this simple example the degree of super-resolution varies from point to point in the reconstruction, so we cannot assign a global super-resolution factor. This problem of dening a super-resolution factor becomes more acute as the structure of the object becomes more complicated, so we shall not attempt to give a universal denition of super-resolution factor. The universal denition given by [19] relies on the fact that their support is not dependent on the data (unlike ours), and so they may estimate the number of visible degrees of freedom from the signal-to-noise ratio. However even this denition gives only the potential super-resolution factor, because in practice information about the object is not recorded in all the visible degrees of freedom. A simple example of this eect is the fact that two in-phase point targets are more dicult to resolve than two anti-phase point targets when the observed signal-to-noise ratio is adjusted to be the same in both cases. In Figure 9 we show the rst 16 functions P u k (x), which correspond to the super-resolution example given above. As in Figure 7 they are presented in order of decreasing eigenvalue. Note how the rst few modes concentrate almost exclusively on a small region that is contained within the central peak of Figure 8 (c), whereas there is no such concentration evident in the modes in Figure 7 . This is how super-resolution is achieved: a small region of the object has concentrated into it a large amount of the information that is present in the data (see Equation 3 .39). We have not displayed the remainder of the modes because they concentrate their attention mostly on the surrounding clutter region. In Figure 10 we show interpolated images at dierent resolutions of a simulated target without surrounding clutter, and in Figure 11 we show the same images with surrounding clutter present. Figure 10 (a) ( Figure  11(a) ) has the highest resolution of all, Figure 10 (b), (Figure 11(b) ) has a resolution two times poorer than Figure 10 (a) (Figure 11(a) ), Figure 10 (c) (Figure 11(c) ) has a resolution (Figure 11(d ) ) has a resolution four times poorer than Figure 10 (a) (Figure 11(a)). Figure 10 demonstrates the obvious loss of target information that occurs as the resolution becomes poorer. Figure  11 demonstrates that the eect of the surrounding clutter is to destroy more target information as the resolution becomes poorer. We shall now super-resolve the target image in Figure  11 (d ); this has a SNR of 20 dB and it is the worst case shown. In Figure 12 (a) we show the cross section that is estimated from the interpolated image in Figure 11 (d ). The clutter background has been well separated from the target, but there are two false alarms where the clutter has broken through the threshold. Figure 12(b) shows the reconstruction that is obtained. If we compare this with the original image in Figure 11 (d ), we observe that the target has more detail present. Furthermore if we compare Figure 12 (b) with the higher-resolution version of the original image in Figure 11 (c) (1.5 times higher resolution), we see that the target component is approximately the same; we have obtained a super-resolution factor of 1.5 (in each dimension). On the other hand the clutter component of the reconstruction in Figure 12(b) is substantially the same as that in the original image in Figure 11 (d ). The only dierences lie around the false alarms; these could be removed by using a more sophisticated cross section estimation procedure.
So far we have incorporated a limited amount of prior knowledge about target structure. We have introduced the`fact' that a bright peak in the interpolated image derives from a localised region of greater cross section. Thus the brightness of the peak causes a threshold to be exceeded, and we go on to claim that all such peaks derive from targets. We cannot be 100% sure that this interpretation of bright peaks is correct, but it is certainly true that the brighter the peak is (relative to the background) the more likely it is to be correct; we therefore set our threshold high enough that the false alarm rate is reduced to an acceptable level. The procedure for setting the threshold level may be derived from a suitable clutter model (see Section II).
If we have set the threshold suciently high that we are highly condent that the data interpretation aorded by the super-resolved reconstruction (in Figure 12(b) ) is correct, then we may use the reconstruction as if it were the image itself. The reconstruction is a collation of the low-resolution data and low-grade prior knowledge on the form of typical targets. We may now embark upon another stage of object reconstruction by basing our estimate of the cross section on the reconstruction already obtained. Such a cross section estimate, which is based upon the reconstruction in Figure 12(b) , is given in Figure 12 (c). When Figure 12 (c) is compared with Figure 12 (a) it is apparent that ner structure is now being included in the estimate. The corresponding reconstruction (using the estimate in Figure 12 (c)) is shown in Figure 12 (d ). This shows more detail than the rst reconstruction in Figure 12 (b), and it has a comparable resolution to the image in Figure 11 (b) (two times the resolution). Our condence in the correctness of the second reconstruction is lower than that for the rst reconstruction, because we assumed that the rst reconstruction could be used as a super-resolved image (of the target). Clearly we must halt this iterative reconstruction procedure when the required super-resolution is obtained, or when our condence drops to the lowest acceptable value (whichever is the sooner). A paper that gives a formal derivation of this iterated approach to super-resolution by appealing to Bayesian reconstruction principles is in preparation [31] .
IV. CONCLUSIONS
The task of interpreting SAR images is very dicult. There are two basic reasons for this: the image content has a very complex structure, and there are a large number of data. It would be exceedingly useful to be able to summarise the content of a SAR image in terms of a few signicant features; conventionally this amounts to detecting`targets' in a`clutter' background. In Section II we presented a model of SAR terrain clutter that could be used to dene a target detection threshold. Any target detections would then be fed to the super-resolution technique that is presented in Section III. The combination of these two techniques (and others that we have not reviewed here) could be used to compress drastically the storage requirements of SAR data, and to provide a means whereby SAR data may be interpreted.
