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ABSTRACT 
If A is a nonsingular matrix of order 11, the inverse of A is the unique matrix X 
for which 
rank A I 
1 1 I x = rank(A). 
We present a generalization of this fact to singular or rectangular matrices A to obtain 
an analogous result for the Moore-Penrose inverse A+ of A. We then give a 
geometric interpretation for the case that A is a positive semidefinite matrix. 
1. INTRODUCTION 
It is a well-known fact that if A is a nonsingular matrix of order n, then 
the inverse of A, A-‘, is the unique matrix X for which 
rank A ’ =rankA. 
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In this paper, we present a generalization of this fact to singular or rectangu- 
lar matrices A to obtain an analogous result for the Moore-Penrose inverse 
.+ 
A'. 
We also include an explicit formula for the generalized inverse A+ and a 
geometric interpretation of the result for the case that A is a positive 
semidefinite matrix. 
As usual, we shall denote by A* the conjugate transpose of A, which has 
entries from the complex field. 
We shall use a generalization of the abovementioned fact which is proved 
in [31. 
THEOREM A. Let P be an m x n matrix partitioned as 
p= A * 
[ 1 C D’ 
Then 
rank P 2 rank A + rank( D - CA+*) 
with equality if and only if 
N(D-CA+B) rN((Z-AA+)*), 
N(( D - CA+*)*) c A’(( Z - A+A)C*), 
and 
(Z-AA+)B(D-CA+B)+C(Z-A+A) =O, 
where hJ(.) denotes the null space. 
As a consequence of Theorem A, we obtain the well-known result. 
THEOREM B. Zf P is partitioned as in Theorem A and A is nonsingular, 
then rank P = rank A if and only if D = CA-l*. 
We mention here that related ideas appear in [I], [2], and [4]. 
2. RESULTS 
THEOREM 1. Suppose A is an m x n matrix ouer the complex field such 
that rank A = r. Then there exist a unique n X n matrix X such that 
Ax = 0, x* = x, x2 =x, rank X = n - r, (1) 
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a unique m X m matrix Y such that 
YA = 0, Y* = Y, Y2 = Y, rank Y = m - r, (2) 
and a unique n X m matrix Z such that 
rank 
A Z-Y 
z-x z 1 = rank A. 
The matrix Z is the Moore-Penrose inverse A’ of A. Further, we have 
X=Z-A+A (4 
and 
Y=Z-AA+. (5) 
Proof. To prove the first statement, let U be a unitary matrix for which 
A*A = U ; ; U*, 
[ I 
where D is a diagonal, nonsingular matrix. Clearly, the order of D is r. It is 
easy to verify that 
satisfies the condition (1). To show uniqueness, let X, be an n X n matrix 
which satisfies (1). Let Xi = U*XOU, and let Xi be partitioned as 
E F 
[ 1 G H’ 
with E being r X r. By cl), 
so that E = 0, F = 0. It follows that G = 0 and H = I, since Xi again 
satisfies Xis = Xi and has to have rank n - r. Thus, we obtain X, = X. 
132 MIROSLAV FIEDLER AND THOMAS L. MARKHAM 
The property (2) is proved in a similar manner. Let A+ be the Moore- 
Penrose inverse of A. Observe that then (4) and (5) hold. For these X and Y, 
and 
[ 
A Z-Y 
z-x 1 z ’
the conditions for equality in Theorem A are fulfilled. Thus, the condition (3) 
can be rewritten in the form Z - (I - X) A+( Z - Y > = 0, which by (4) and 
(5) implies Z = A+. This completes the proof of Theorem 1. n 
In the following corollary, we denote by A[ (~10 ] the submatrix of A 
which has row index set (Y and column index set p. Let N = (1, . , n} and 
M = {1,2,. . . , m}. 
COROLLARY. Let A be an m X n matrix with rank r > 1, and let 
A[ (Y I /3] be an r X r nonsingular submatrix of A. Then, in the notation of (1) 
and (3, we have 
A+= (Z-X)[NI~](A[LYIPI)-~(~--Y)[~I~~. 
Proof. Immediate from Theorem 1 and Theorem B, applied to the 
matrix P with rows not indexed by (Y and columns not indexed by /3 deleted. 
n 
3. CONCLUSION 
Now we will give a geometric interpretation of Theorem 1 for the case 
that A is symmetric, positive semidefinite. 
We shall say that a set of m vectors in a Euclidean space is r-projective if 
its Gram matrix G has rank r and satisfies G2 = G. 
THEOREM 2. Let q, u,, . . . , u,,, (m > 2) be an ordered m-tuple of 
vectors in an r-dimensional Euclidean space E, such that these vectors are not 
contained in any hyperplane of E. Let (u, v) denote the standard inner 
product of u and v in E. Then there exists a unique ordered m-tupb of 
vectors w,, . . . , w,,, in E such that the matrix 
Q = (<Vpwj>) 
is the Gram matrix of an r-projective m-tuple. 
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Proof. Let A denote the Gram matrix of ul,. . . , u,. Using Theorem 1, 
it follows that there exist unique vectors wl, . . . , w,,, 
A Q 
‘Othat Q A+ [ 1 
is the Gram matrix of ul,. . . , II,,,, wl, . . , w,,, and that Q is the Gram matrix 
of an r-projective m-tuple. 
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