Abstract. We study the evolution of a multi-component system which is modeled by a semi-Markov process. We g i v e formulas for the avaibility and the reliability of the system. In the r-positive case, we p r o ve that the quasi-stationary probability o n t h e w orking states is the normalised left eigenvector of some computable matrix and that the asymptotic failure rate is equal to the absolute value of the convergence parameter r.
Introduction
The motivation of this paper comes from reliability studies. We consider a system whose possible states form a nite set E. The set E is splitted into two subsets, M corresponding to the working states and P corresponding to the failure states. We are interested in the time evolution of the system. There is an important literature on this subject when the evolution is modeled by a M a r k ov process (cf Pages and Gondran (1980) ). However there are cases where the evolution cannot be modeled by a Markov process, but can be modeled by a semi-Markov process. In this case by standard techniques on semi-Markov processes (cf Cinlar (1975) ), it is possible to obtain formulas for the availability and the reliability. Furthermore, in order to obtain a description of this evolution up to the rst failure time, it is interesting to compute the quasi-stationary distribution on M. The existence of quasi-stationary distributions for semi-Markov processes has been proved in Cheong (1970) . The main goal of this paper is to give a method to compute this distribution in the context of reliability studies. In addition we prove that the convergence parameter is equal to the asymptotic failure rate.
In section 2 we recall classical properties of semi-Markov processes and we g i v e a formula to compute the Laplace transform of the availability. I n section 3 we de ne a transient semi-Markov process which a l l o ws to compute the Laplace transform of the reliability. A f a m i l y A(s) of matrices appears in the formulas of availability and reliability. In the Markov case these matrices are equal to the generating matrix of the process. In section 4 we recall properties of r-recurrent and r-positive semi-Markov processes where r is the convergence parameter. If the process is r-recurrent, we prove that r is the Perron-Frobenius eigenvalue of the matrix A 1 (r), restriction to M of the matrix A(r). In section 5 we p r o ve that when the process is r-recurrent, with additional hypotheses, the process is r-positive and that the quasi-stationary distribution on M is the normalized left eigenvector of the matrix A 1 (r).
This gives a practical method to compute the quasi-stationary distribution on M. W e p r o ve in section 6 that under natural hypotheses, the asymptotic failure rate of the system is equal to jrj. W e g i v e in section 7 a numerical example.
2. Some properties of a semi-Markov p r ocess The semi-Markov process (Y t ) t 0 is de ned by means of a random sequence (X n T n ) n2N where (X n ) n2N represents the di erent positions of the process and (T n ) n2N the jump times. The process (X n ) n2N takes its values in a nite set E and (T n ) n2N is an increasing sequence of positive random variables with T 0 = 0 . W e h a ve:
Y t = X n 0 X n 1 fTn t<T n+1 g
The random properties of the process are characterized by the following semi-Markov p r o p e r t y. F or any Borel set A of R + , a n y state j in E and any n in N, w e h a ve: P(X n+1 = j T n+1 ; T n 2 A=X 0 : : : X n T 0 : : :
where A ! Q(i j A) is a bounded measure on R + for all i and j in E.
We shall use results on semi-Markov processes which can be found in Cinlar (1975) . The process (X n ) n 0 is a Markov c hain with transition probabilities P(i j) = Q(i j R + ) = R R+ Q(i j du). Let f(i du) be the probability l a w o f T n+1 ; T n conditionally on fX n = ig and h(i t) = R ]t +1 f(i du). We h a ve: f(i du) = X j2E Q(i j du) Let Q (n) (i j du) be the probability l a w o f ( X n T n ) conditionally on fX 0 = ig:
We h a ve Q (0) (i j :) = I(i j) 0 (:) where I is the identity matrix on E E and 0 the Dirac measure on 0, Q (1) (i j :) = Q(i j :), Q (n+1) (i k :) = P j2E Q(i j :) Q (n) (j k :).
We de ne the renewal Markovian kernel by:
We h a ve:
h(j t ; s)R(i j ds):
We shall deal with Laplace transforms Q (i j s),f (i s),Q (n) (i j s),R (i j s), h (i s), P (i j s) respectively of measures Q(i j du), f(i du), Q (n) (i j du), R(i j du) and of functions t ! h(i t), t ! P(Y t = j=Y 0 = i). Let Q (s), Q (n) (s), R (s), P (s) be the associated matrices. We h a ve:
(Q (s)) n P (i j s) = R (i j s) h (j s) Since the measures Q(i j du) are bounded, the Laplace transforms Q (i j s), Q (n) (i j s) and f (i s) are nite for s non negative.
We get the following result. 
If s is strictly positive, the Laplace t r ansform of the transition probabilities matrix is given by: P (s) = ( sI ; A(s)) ;1 Proof. We k n o w that: P (k j s) = R (k j s)h (j s). Replacing R (k j s) by P (k j s) h (j s) in the equation R = I + R Q gives:
The relation h (i s) = 1;f (i s) s can be written: 1
So we get:
This relation is equivalent t o : P (s)(sI ; A(s)) = I which is the desired result.
In the Markovian case, the matrices A(s) are constant and equal to the generating matrix of the Markov process. The formula above is a generalisation of a well-known formula in the Markovian case.
3. The transient process To compute the reliability of the system, we de ne a new semi-Markov process (Z t ) t 0 which b e h a ves exactly like the process (Y t ) t 0 until the rst failure time. However, when the process reaches a failure state, it stays in failure states forever. LetQ(i j du) be the measures de ning this new process, then we g e t :
for i in M :Q(i j du) = Q(i j du) for i in P and j in M:Q(i j du) = 0 for i in P and j in P:Q(i j du) = a n ything. Of course the new process is not irreducible in E.
From now on, we suppose that M is a transient irreducible set for the process (Z t ) t 0 .
We d e n o t e b y \tilde" letters the quantities related to the process (Z t ) t 0 .
Let Q 1 (s) a n d R 1 (s) be the restrictions of the matricesQ (s) andR (s) t o M M It is easy to check that 8i j 2 M : shall say that we are in the usual case. The reason for this terminology is that this is the case for measures with rational Laplace transforms. It was shown in Cheong (1968) that all the convergence abscissas of the Laplace transforms R 1 (i j s) are equal (since the set M is irreducible). We denote this number by r. We g e t :r r 0:
Let (s) be the Perron-Frobenius eigenvalue ofQ 1 (s). This function enables us to compute r. 1. The function s ! (s) is decreasing (Seneta (1973) 2. If (0) exists, then, since M is a transient irreducible set, the Perron Frobenius theorem gives (0) < 1. 3. If (s) tends to a limit strictly greater than 1 as s decreases tor (which is true in the usual case -see remark 3.1 -) and if (0) < 1 then the greatest value s such that (s) = 1 is the convergence parameter r by formula (3.1).
3.2. Reliability In order to compute the reliability of the system, we m ust compute the transition probabilities of the new process.
Proposition 3.4. Suppose that for s > r , Q (i j s) < 1 for all i in M and j in P. I f A 1 (s) is the restriction of the matrix A(s) to M M , t h e n we have: 8s > r P 1 (s) = ( sI 1 ; A 1 (s)) ;1 whereP 1 (s) is the restriction to M M of the Laplace t r ansforms matrix of the transition probabilities for the new process.
Proof. For s > r we h a ve f (i s) < 1. It is easy to check that f (i s) < 1 implies h (i s) < 1. Hence we can prove proposition 3.4 in the same way as proposition 2.1.
Remark 3.5. Note that if Q(i j du) = P(i j)f(i du), then for s > r , f (i s) < 1 for all i in M, a n d Q (i j s) < 1 for every j. So the assumption in the above proposition is satis ed.
Proposition 3.4 enables us to calculate the Laplace transform RE (i s) of the reliability for the initial process starting from the working state i and the associated mean time to failure MTTF(i). Given that RE(i t) = P j2M P(Z t = j=Z 0 = i) a n d M TTF(i) = RE (i 0), we g e t :
RE ( Before introducing r-recurrence, we need some material. For any state j, l e t F (j j :) be the law of the rst return time to j of the process (Z t ) t 0 starting from j f o r a n y state i di erent f r o m j, l e t F (i j :) be the law of the rst visit time to j of the process (Z t ) t 0 starting from i. These laws are de ned on R + S +1. Because the process is irreducible and transient o n M, the quantitiesF (j j R + ) are strictly less than 1 for j in M. I f i is in P and j in M,F (i j R + ) e q u a l s 0 . L e t F (i j s) b e t h e Laplace transfom ofF(i j :). Given thatR (i j s) = F (i j s)R (j j s) for i 6 = j andR (j j s) = P n 0 (F (j j s)) n (cf Cinlar (1975) 10.2.12 and 10.2.13), then for s > r and j in M we h a ve:
If lim s&rR (j j s) = + 1, then lim s&rF (j j s) = F (j j r) = 1 . If lim s&rR (j j s) < +1, then lim s&rF (j j s) =F (j j r) < 1 so in any c a s ẽ F (j j r) 1. Lemma 4.2. For s > r and i, j in M, we have the relations:
Remark 4.3. We can deduce from the preceeding lemma and the irreducibility assumption that for s r and i, j in M, w e h a ve:
F (i j s) < 1 andQ (i j s) < 1: The notion of r-recurrence for a semi-Markov process was de ned in Cheong (1968) . It is known that if for at least one state j in M we h a ve lim s&r R 1 (j j s) = R 1 (j j r) = + 1 then this property applies for any s t a t e j in M. Definition 4.4. The process is said to be r-recurrent o n M if for at least one state j in M we h a ve lim s&r R 1 (j j s) = R 1 (j j r) = + 1 Remark 4.5. The equality R 1 (j j r) = + 1 is equivalent to the equalitỹ F (j j r) = 1 for j 2 M (cf remark 4.1). Remark 4.6. Note that since, R 1 (j j r) = P n 0 (Q 1 ) n (j j r), the condition R 1 (j j r) = + 1 is equivalent t o (r) 1.
Remark 4.7. We h a ve seen that in the usual case the Perron-Frobenius eigenvalue (r) o f Q 1 (r) is equal to 1. In that case the process is r-recurrent.
Remark 4.8. Since the semi-Markov process (Z t ) t 0 is transient and irreducible on M, w e h a ve f o r j in M,F (j j 0) < 1. Thus if the process is r-recurrent, r is necessarily strictly negative.
In order to nd other properties of the value r, w e need a technical lemma. Lemma 4.9. If the process is r-recurrent we have for i and j in M:
Proof. We l e t s tend to r in the rst formula of lemma 4.2 and we obtain, using remark 4.1, for i j in M:
Now m ultiply the second formula of lemma 4.2 by ( s ; r)=(1 ;F (j j s)) and take the limit as s decreases to r. The limit of (1;F (j j s))=(s;r) = (F (j j r);F (j j s))=(s;r) a l w ays exists as s decreases to r and is equal to ;(F ) 0 (j j r) = R 1 0 xe ;rxF (j j dx) (use the dominated convergence theorem or Fatou's lemma). This quantity is nite or in nite. In either case we obtain the last formula.
Proposition 4.10. If the process is r-recurrent, then r is the Perron-Frobenius eigenvalue of A 1 (r). Proof. For j and`in M we h a ve:
Using lemma 4.9, we obtain:
A 1 (l i r)F (i j r) =F (l j r) 1 ; f (l r) h (l r) = rF (l j r): Therefore r is an eigenvalue of A 1 (r) associated with the positive v ector (F (i j r) i2 M ). By the subinvariance theorem (cf Seneta (1973) p.23), r is the Perron-Frobenius eigenvalue of A 1 (r).
In the following sections, we shall use the renewal theorem to prove the existence of limits. The next proposition gives the version of that theorem we shall use. We s a y that a nite measure is spread out if, for some n, its n ; th convolution power has a component which has a density w i t h r e s p e c t to the Lebesgue measure (cf Asmussen (1992) p.140).
Proposition 4.11. Suppose that for any j in M the measuresF(j j du) are s p r ead out and that the process is r-recurrent. If g is a positive function on R + , such that the function x ! e ;rx g(x) is bounded, tends to 0 as x tends to +1 a n d i s L ebesgue integrable, then for any i and j in M we have: This theorem can be deduced from the renewal theorem given in Asmussen (1992) corollary VI.1.3.
The limit in the above theorem is strictly positive if the quantity ( F ) 0 (j j r) is nite. It was proved in Cheong (1968) that if for at least one j in M the quantity ( F ) 0 (j j r) is nite, then it is nite for any j in M. In the following proposition we consider a process which is not r-recurrent. Proposition 4.13. Suppose that the process is not r-recurrent. If g is a positive function on R + , such that the function x ! e ;rx g(x) is bounded, tends to 0 as x tends to +1 a n d i s L ebesgue integrable, then for any i and j in M we have: Since the process is not r-recurrent, the measure e ;rs R 1 (j j ds) is nite on R + . The function t ! e ;r(t;s) (F(i j :) g(:))(t ;s) tends to 0 as t tends to +1 and is bounded uniformly in s. It is su cient n o w to use the dominated convergence theorem.
The proof for the case i = j is similar.
5. Quasi-stationary p r obability on working states A quasi-stationary probability o n M is given by : lim t!1 P(Z t = j=Z 0 = i) P j2M P(Z t = j=Z 0 = i) :
The existence of the quasi-stationary probability o n M is proved in Cheong (1970) if the process is r-positive and if the total variations in 0 1) of the functions t ! e ;rt h(i t) are nite. In this section we rst prove the existence of the quasi-stationary distribution under slightly di erent conditions. Our main improvement on the results of Cheong (1970) is that we are able to identify the quasi-stationary distribution as a left eigenvalue of a computable matrix. As we are on a nite space we also prove that under our assumptions, an r-recurrent process is r-positive.
For the next theorem, we will introduce the following assumption:
1) the process is r ; recurrent 2) 8j 2 M F (j j du) is spread out 3) 8i 2 M 8j 2 P Q (i j r) < +1 Remark 5.1. Since the process (Z t ) t 0 is irreducible on M, for all j in M there exists a path i 1 i 2 : : : i k in M such that the process starting from j returns to j by this path with a strictly positive probability. If at least one of the probability l a ws Q(i l;1 i l d u ) ( 1 l k + 1 i 0 = j i k+1 = j) h a s a density with respect to the Lebesgue measure then the measureF(j j du) is spread out. Then condition 2) in assumption (A 0 ) is satis ed.
Remark 5.2. Suppose that Q(i j du) is equal to P(i j)f(i du) f o r a n y i and j in E. W e know that Q (i j r) is nite for any i and j in M (remark 4.3), consequently f (i r) is nite. In this case, condition 3) is always true. Proposition 5.3. Under assumption (A 0 ), f o r a n y i and j in M we have: lim t!1 e ;rt P(Z t = j=Z 0 = i) = h (j r)F (i j r)
;(F ) 0 (j j r)
Proof. We h a ve: Thus the function u ! e ;ru h(j u) is bounded and tends to 0 as u tends to +1. The Lebesgue integrability condition of the proposition 4.11 is equivalent t o h (j r) < +1, which is true since f (j r) < +1.
Then under assumption (A 0 ), if the process is not r-positive, we h a ve for any i j in M: lim t!1 e ;rt P(Z t = j=Z 0 = i) = 0 A direct application of proposition 4.13 implies that if the process is not r-recurrent w e obtain the same limit. Then the limit is strictly positive only in the r-positive case.
Proposition 5.4. Under assumption (A 0 ), t h e p r ocess is r-positive.
Proof. For i and j in M, l e t ' i j (t) = e ;rt P(Z t = j=Z 0 = i).
If the process is not r-positive w e h a ve f o r i j in M: ;(F ) 0 (j j r) < +1
Proof. This is a direct application of proposition 5.3 and proposition 5.4.
We w ant to understand the structure of the matrix B(i j) o n M M . Proposition 5.6. Under assumption (A 0 ), f o r a n y i in M, the vector (B(i j) j2 M ) is a left eigenvector of the matrix A 1 (r) associated w i t h the eigenvalue r and for any j in M, the vector (B(i j) i 2 M ) is a right eigenvector of the matrix A 1 (r) associated with the eigenvalue r.
Proof. Using lemma 4.2, we get for l and j in M: In the same way w e get:
We h a ve seen that r is the Perron-Frobenius eigenvalue of A 1 (r) and we know that the eigenvector is unique up to scalar multiples. If V and W are left and right eigenvectors, we can immediately deduce that: B(i j) = CW(i)V (j). We then obtain the following theorem. Theorem 5.7. Under assumption (A 0 ), for any i and j in M:
where V is a left eigenvector of A 1 (r) associated w i t h r.
6. Failure rate An important quantity in reliability studies is the failure rate and especially the asymptotic failure rate.
Definition 6.1. For any state k and any time t, l e t (k t) be the failure rate of the system de ned by : (k t) = l i m &0 1 P(Z t+ 2 P =Z t 2 M Z 0 = k) when this limit exists.
We can also write:
In this section, we suppose that the following assumptions are satis ed:
1) assumption (A 0 ) 2) 8i 2 M 8j 2 P Q (i j du) = q(i j u) du 3) 8i 2 M 8j 2 P u ! q(i j u) is continuous a:e: 4) 8i 2 M 8j 2 P u ! q(i j u) is bounded 5) 8i 2 M 8j 2 P lim u!+1 e ;ru q(i j u) = 0 Proposition 6.2. Under assumption (A 1 ), we have for any k in M and t in R + :
Proof. For i in M and j in P we g e t :
P(Z t+ = j Z t = i=Z 0 = k) = X n 0 P(T n t < T n+1 t + < T n+2 X n = i X n+1 = j=X 0 = k)
P(T n t < T n+1 <T n+2 < t + X n = i X n+1 = l 1 X n+2 = l 2 Z t+ = j=X 0 = k):
The last term is less than: We w ant to identify the asymptotic failure rate, that is the limit, if it exists, of (k t) when t tends to +1. 
So we nd for the semi-Markov process that the same result as for the Markov process holds. 7. A numerical example: a two-unit parallel system with sequential preventive maintenance 7.1. The reliability model A semi-Markov reliability m o d e l o f a t wo-unit parallel system with sequential preventive maintenance (PM) will now be considered. This model has been used as an example in Alam (1984) and Csenki (1995) .
The system consists of two units, A and B. The model has nine states. The states and the transitions are shown in Fig. 1 .
Preventive m a i n tenance is carried out o -line on A and B alternately.
The unit which i s d u e f o r P M i s r e m o ved from the system after c hours of parallel service and returned to service after a random time of maintenance. Thus, until failure occurs, states 1, 2, 3 and 4 are visited in this order. 
PM : preventive maintenance Fig. 1 Departure from state 9 happens as soon as the repair on any one of the two units is completed. The remaining aspects of the system are obtained by interchanging the roles of A and B. In this sense, 3, 4, 5 and 7 correspond to 1, 2, 6 and 8. We assume that all the random variables corresponding to failure, repair or maintenance times are independent. The set of 'system up' states is 1, 2, 3, 4, 5, 6 and the set of 'system down' states is 7, 8, 9. The constant failure rates of A and B are A and B respectively. The constant repair rates are A and B respectively. W e assume that the duration of maintenance has a Gamma probability distribution with parameters and .
In the following we are only interested in the transition from the 'system up' states, so the parameters for our computations are A , B , A , B , c, and . ) ). Since the Perron-Frobenius (s) o f Q 1 (s) tends to +1 as s decreases towardsr, the convergence parameter r satis es (r) = 1. Then (cf remark 4.7) the process is r-recurrent. Since r > r, it is easy to verify that for all i in M and j in P,Q (i j r) is nite. Then assumption (A 0 ) is satis ed. Assumption (A 1 ) is also satis ed since all the transitions from i in M to j in P are governed by probability distributions which h a ve the required properties. We can then use the preceeding results. These computations have been carried out using MATLAB on a workstation. They take a few seconds.
Computation

