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1. INTRODUCTION 
This paper presents necessary conditions and sufficient conditions for minmax 
problems. The objective is to choose x E X C R” to minimize 
f(x) = sup 4(x, Y), 
YEY 
(1) 
where $(., .): Rn x R* - R is Cr. Y is a specified subset of R” and X = 
{x / C(x) f  O}. The function C(.): Rn --t RR is c1 on Ii”. 
Minmax problems of this type have been treated by Danskin and Bram [l-3]. 
They obtain necessary conditions in terms of the directional derivative off(.) 
and have a Lagrange multiplier rule which is an inequality. 
Recently, Gehner [4] has studied a form of the Fritz John problem [5] and 
used a generalization of Motzkin’s theorem of the alternative [6, 71 in the 
derivation of his necessary conditions. We present a special case of this general- 
ized Motzkin’s theorem in Section 2 and then in Section 3 we use this to derive 
necessary conditions for the minmax problem. Our derivation of necessary 
conditions differs from that of [l-3] and we obtain a Lagrange multiplier rule 
that is an equality rather than an inequality. Next we present two sets of 
sufficient conditions for a minmax solution and finally conclude with some 
examples illustrating the theory. 
If  the results given in Theorems 1 and 2 are applied to problems where there 
are no inequality constraints on x, i.e., X = R”, the conclusions are the same 
as those obtained in [8]. However, the proofs are not identical nor are our 
results restricted to problems with X = Rn. We have used a theorem of the 
alternative for infinite sets in a manner analogous to the approach of [7] for 
nonlinear programming problems where an alternative theorem for finite sets 
is used. 
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Throughout this paper we shall assume that Y is compact. Then for every 
f E X there exists a j E Y with the property that $(a, 9) = supUEr +(a, j’). 
We denote the vector of partial derivatives 3$(x, y)/% by &.(x, y). Similarly, 
c&g = ac&q/ax. 
2. A PRELIMINARY LEMMA 
To derive necessary conditions, we shall need a special case of the generalized 
Motzkin’s theorem of [4]. 
LEMMA I. Let Q be a compact subset of Rn. Then either 
qTz < 0 \JqEQ 
has a solution z E R”, or 
there is a number s, 1<s<n+1, 
there are vectors pi E Q, i = 1, 2 ,..., s, 
there are scalars hi > 0, i = 1, 2 ,..., s, 
swh that 
$ h,qi = 0. 
with $’ & # 0 
(1) 
(11) 
Proof, Let V be the convex hull of Q, Then either 0 E V or 0 6 V. If 0 E V, 
then 0 is a convex combination of points of Q and, by Caratheodory’s theorem 
[7, p. 50; 81, it is also a convex combination of 11 + 1 or fewer points of Q and 
we have (If). If 0 $ V, then by the separating hyperplane theorem, (I) holds. 
3. NECESSARY CONDITIONS FOR A MINMAX SOLUTION 
We now return to the minmax problem formulated in Section 1 and derive 
necessary conditions for this problem. For x E X, let 
I(x) = {i j C,(x) = O}, 
P(x) = {Y E y I w Y) = ;:p dc% 4>7 
and note that Y( x is compact and not empty. The following lemma will be ) 
used in the proof of the main result, Theorem I. 
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LEMMA 2. Let x* be a solution to the minmaxproblem. Then there is YZO solution 
u of 
Mx”, Y>U < 0 v y E P(x*), (3a) 
C,,(x”)u < 0 v i E 1(x*). (3b) 
Proof. Assume there exists a solution, u”, of (3). Since q&.(x*, y)u” is con- 
tinuous and Y(x*) is compact, (3a) implies there exists an or > 0 such that 
&(x”, y)uO < -El < 0 v y E P(x*). (4) 
Let #(t, y) = &(x* + tu”, y)uO. Then 
w, Y> < -9 < 0 v (6 Y) E (0) x Q*,. 
Consider [-1, l] x Y(x*). $(t, y) is continuous on [- I, l] x Y(x*) and since 
[-I, l] x P<x*> is compact, #(t, y) is uniformly continuous. Thus there 
exists a 6 > 0 and 6s > 0 such that 
4(t, y> < -E2 -=c 0 v t E (4 q, y E ys > 
where Y, = {y E Y 1 /I y - 9 /I < 6 for some 9 E Y(x*)). 
ForO<t<6,yEYgandO<h<1 
4(x* + tu", y) = $(x*9 y) + tW& Y) < 4(x*> Y) - tcz <4(x*, Y). 
Obviously 
Therefore 
4(x* + tuO>Y) < p(x*>Y, v o<t<s, yEYs. (5) 
Let G be the closure of {y E Y / y $ Ys}. Since G is compact and 4(x*, y) is 
continuous, there exists an es > 0 such that 
w*> Y> - zr Fe*, Y) < -% < 0 V ycG. (6) 
For any y E G, 
4(x” + tu”, Y) = 4(x*, Y) + m(t), 
where m(t) is continuous and lim,,, m(t) = 0. Using (6) this becomes 
ax* + tu”> Y) < ;;p 4(x*> Y> - E3 + m(t)* 
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Thus there exists a y > 0 such that 
e* + tu”, Y> < zf3 w*i;l Y)t V O<f<y, LEG. (7) 
Let 7r = min[6, ~1 and note that Y = G u Y8. From (5) and (7) 
4(x” + tu”, Y) < ;‘; 4(x*, Y) v o<t<71, YEY, (8) 
or 
2; 4(x* -i- tu”, Y> < zp 5+*> Y) v O<t<71. (9) 
From the lemma of [IO, Section III], there exists a r2 > 0 such that 
C,(x” + tuo) < 0, vo<t<72, i = 1, 2,. .., p. (10) 
But (9) and (10) contradict the assumption that x* is a minmax solution and 
the lemma is proved. Q.E.D. 
Using this lemma along with Lemma 1, the following set of necessary condi- 
tions for a minmax solution can be established. 
THEOREM 1. Let x* be a solution to the minmax problem. Then there exists 
a positive integer OL, scalars hi 3 0, i = I,..., CT, scalars pi 2 0, i 
vectors yi E p(x*), i =: l,..., 01, such that 
f  4&(x*,yi) + f  PLiGz(X”) = 0, 
i=l i=l 
&(x*) T= 0, i = 1, 2 ,..., p, 
g Ai + g1 Pi + 0. 
1 PI >..., 
(lla) 
(lib) 
(llc) 
Also, if /3 is the number of nonzero p.; , 1 < a: + p ,< n + 1. 
Proof. Let W = { w 1 w = &.(x*, y),y E Y(x*)} and Y = (Ciz(x*), i EI(x*)}. 
Since Y(x*) is compact and &.(x*, y) is continuous, W is compact as is Q = 
W u V. From Lemma 2, 
qTu <o ‘fqcQ 
has no solution. Applying Lemma 1, we conclude that 
there is a number s, l<sbn+l, 
there are vectors qi E Q, i = 1) 2,. . . , s, 
there are scalars hi 3 0, i = 1 / 2,. .., S, 
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such that 
Restating this in terms of the sets Wand U, we have 
there are numbers 01 and @, 
there are vectors wi f W, 
there are vectors T# E V, 
1<ol+fl<nt1, 
i = 1, 2 )... , cy, 
i = 1) 2 )...) p, 
a+4 
there are scalars & > 0, i = 1, 2,..., OL + B, C Xi f 07 
i=l 
such that 
B 
i XiWi + C XafiVi = 0. 
i=l i=l 
Returning now to the original minmax problem, the above implies 
there are numbers 01 and p, 1<a+p<n+1, 
there are OT vectors y” E P(x*), i = I,..., 01, 
there are ,Q indices j, E 1(x*), k = l,..., p, 
there are scalars hi > 0, pFLi 3 0, i = 1, 2 ,..., qj = 1, 2 ,..., /I 
with 
such that 
Finally, for i E {I, 2 ,..., p} - { jI , j, ,,.., j,), let pi = 0 and the proof is complete. 
Q.E.D. 
These results are similar to those for the standard nonlinear programming 
problem [J. As with nonlinear programming problems further information 
about the multipliers Xi can be obtained when the vectors Ciz(x*), Z’EI(X*), 
are linearly independent. 
COROLLARY 1. If the vectors Cir(x*), in I(x*), are linearly independent, 
then Cyel Xi # 0 can repZuce (1 lc). 
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Proof. Assume the vectors CIz(x*), t~I(x*), are linearly independent, 
and & hi = 0. Then from (1 la) 
and, using (11 b), 
c pici2(x*) = 0. 
iGlk!*) 
Since the vectors Cir(x*), i EI(x*), are linearly independent, this implies 
~i=0,i~I(x*),andthus;(li=0,i=1,2 ,..., p.Butther~&h~+&t~~=O. 
which contradicts (11 c). Q.E.D. 
In this case at least one hi is nonzero and we have a well-behaved situation 
where the cost function appears in the multiplier rule (1 la). 
4. SUFFICIENT CONDITIONS 
In this section we present two sufficient conditions for a minmax solution. 
The first requires the convexity of +(., y) and C(.) while the second does not. 
THEOREM 2. Let x* E X. Let C(v) be a convexfunction of x and, for every y  E Y, 
let #(., y) be a convex function of x. I f  there is a positive integer (II, 1 < 01 < n + 1, 
if there are scalars Xi > 0, i = 1, 2 ,..., 01, CL, hi # 0, and scalars pi > 0, i = 
1, 2 ,..., p, and if there are vectors yi E p(x*), i = 1, 2 ,..., a, such that 
E h&x*,yi) + i CL&(x*) = 0 
i-1 i=l 
p&(x*) = 0, i = 1,...,p, 
then x* is a minmax solution. 
Proof. Suppose the conditions of the theorem are satisfied but xc is not a 
minmax solution. Then there exists an x0 E X such that 
(14) 
Also 
/L&,(x*) = 0, i = 1, 2 ,..., p, (15) 
and, since C,(x”) < 0, i = 1, 2 ,..., p, and pi 3 0, i = 1, 2,..., p, 
/%ci(xo) < O, i = 1, 2 ,..., p. (16) 
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Realizing that 
;p e*, Y) = 4(x*, Y’h i = 1, 2 )...) 01, 
and 
dP, Yi) G $y +(X0, Yh i = 1, 2 )...) 01, 
Eq. (14) implies 
$(x0, Yi) < 54x*, Y% i = 1, 2 ,...) CL (17) 
Multiplying each equation in (17) by Xi and using (15) and (16) leads to 
tl hi$(xo~ Y”> + tl Picdx”) < cl hi4(x*7 Y”) + gl cLicdx*)* (18) 
where the strict inequality follows from the fact that xy=, hi # 0. 
From the convexity assumptions, 
$(x0, yi> - +*, yi) 3 +c(x*, Yi)(XO - x*1, i = 1, 2 )...) 01, (19) 
Ci(x”> - ci(x*) 3 G&*)9 i = 1, 2 )..., p. (20) 
Multiplying (19) by Xi , (20) by pi , and adding we have 
tl hi54x0, Yi> + jl Pici(xo) - gl hdCx*, Yi) - gl /-QciCx*) 
3 [gl Maxim Yi) + tl PiciAx*)] Cxo - x*). (21) 
But, from the theorem, the right-hand side of (21) is zero and (18) and (21) 
are in contradiction. Q.E.D. 
Next we present a sufficient condition that does not require the convexity 
assumptions of Theorem 2. For this theorem to be applicable, we must impose 
the additional restriction that $(., .) and C( .) be C2 on Rn x Rm and R”, 
respectively. 
THEOREM 3. Let x* E X. If  there is a positive integer (Y, 1 < 01 < n + 1, 
if there are scalars hi 3 0, i = 1, 2 ,..., a, Cy=, Ai # 0 and scalars pi 3 0, i = 
I,2 ,..., p, and if there are vectors yi E P(x*), i = 1, 2 ,..., 01, such that 
i hi+z(x*,Yi) + f Piciz(x*) = O, (224 
i=l i=l 
pici(x*) = 0, i = 1, 2 ,..., p, 655) 
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and 
& [ gl xid(x, Y”) + f. PiCi(x)] 
i=l 
VW 
is positive semidejnite for all x E R”, then x* is a minmax solution. 
Proof. Consider any x0 E X. Then 
f &+(x”,yi) + i piqq - i h4(X”!Y”) - % /4xX*) 
i=l i=l i=l i=l 
= 
L 
~lAi4~(s*~Yi~ + ~lPicfz(x*)](so - x*) 
+ iCxo - x*)T(az/ax*> [tl MCX7 Yi> + %$ Pici(x)]z Cxo - x*> 
where f = px* + (I - p)x”, 0 < p < 1. From (22a) and (22b), the first term 
on the right and the last term on the left vanish. The last term on the right is 
nonnegative, from (22~). Thus 
gl xi+(xo, Yi) - i h4Cx*, +Y”> > - jJ Pici(xo)* 
i=l i=l 
Since x0 E X and pi 3 0, Cf’, piCi(XO) < 0 and 
Cl M(~, Yi> 3 i Gfx*, Y? 
id 
But 
(23) 
4(x*, Yi) = zyp 4(X”> Y>l 
and 
;:e Rfi, Y) 3 +v, Y”). 
Combining (23)-(25) we have 
i = 1, 2 ,..., 01, (24) 
(25) 
i hSUPW,Y) 2 i 4sup#(x*,Y) 
i-1 YEY i=l YEY 
or, since cypl A< # 0, 
Since x’J E X was arbitrary the theorem is proved. Q.E.D. 
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5. SOME EXAMPLES 
EXAMPLE 1. 
v%T y) = x2y2 + 2xy + 1, 
C(x) = x2 - 1 ,( 0, 
Y={YII GYG22). 
For this problem 
P(x) = (2) if --I < x < -;i, 
= (L2) if x = -$, 
={l} if -$<x<O, 
zzz Y if x = 0, 
= ca if O<x<l. 
For x = - I, condition (I la) is 
-4A, - 2pL1 = 0, 
which cannot be satisfied with & 3 0, pL1 3 0, A1 + ,ul # 0. When -1 < 
x < -$, ,ur = 0 from (Ilb) and (Ila) is 
X,(8x + 4) = 0. 
This is zero only if /\r = 0 but then A r + pr = 0. There is no minmax solution 
for x in this range. 
Next consider x = - +. Again pr = 0 and (I la) is 
“1&(-h 1) i- x,h4-g, 2) = 0, 
~I(~~ + q-g) = 0. 
This vanishes when X, = 24 and x = -$ satisfies the necessary conditions 
for a minmax solution. 
Similarly, for the remaining admissible values of s, (lla) and (1 lb) are 
X,(2x + 2) = 0, PI = 0, -$<x<O, 
A,2y = 0, p1 = 0, x = 0, 
X,(8x + 4) = 0, p1=0, O<x<l, 
X,(8x + 4) + 2/+x = 0, x = 1. 
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In each of these cases, (1 la) cannot be satisfied with A, 3 0, p1 >, 0, A, + p1 + 0, 
and x = -$ is the only candidate for a minmax solution. (For x =-= 0, 2A,y = 0 
only if A1 = 0, since 1 < y < 2.) 
The sufficiency condition of Theorem 1 is applicable since the requisite 
convexity conditions are satisfied. Letting 01 = 2, A1 = 2, A, = 1, pL1 == 0, 
yl = 1, and y2 = 2, the conditions of the theorem are easily verified and 
x = -5 is a minmax solution. 
EXAMPLE 2. We consider the seesaw example of [I]. 
4(x, y) = y sin x, 
C(x) = x2 - e,2 < 0, 0s a given small angle < 42, 
Y=(yJ-1 <=<I}. 
Then 
P(x) = (-1) if -0s < x < 0, 
= Y if x=0, 
= (1) if O<x<&. 
For x # 0, (1 la) and (1 lb) require X = TV = 0. But then (1 Ic) is not satisfied 
and x in the range -8, < x < 0 or 0 < x < 8, is not a minmax solution. 
For x = 0, the necessary conditions are satisfied with 01 = 1, A, = 1, p1 = 0, 
and y1 = 0 and x = 0 is a candidate. 
Since the convexity conditions of Theorem 1 are not satisfied we try Theorem 
2. Equations (22a) and (22b) are satisfied by x = 0 with OL = 1, A1 = 1, and 
p = 0. Condition (22~) becomes 
(a2/ax2) [4(x, yl)] = -yl sin x = 0 > 0, 
which is also satisfied so that x = 0 is a minmax solution. 
EXAMPLE 3. In the previous two examples, the minmax solution was in the 
interior of the constraint set. For completeness, we present an example where 
the minmax solution is on the boundary. 
+,r> = x2 + TV - (Y2/2) + x, 
C,(x) = x2 - 100 < 0, 
Y={yj-lo<yylo}. 
For any admissible x, Y(x) is the single element x. Thus OL = 1 and y1 = x. 
Tn this case (Ila) is 
hL(x, YY + PlClX = 0 
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X,(3x + 60) + 2x/~, = 0. 
For x = +10, this becomes 
90x, + 20/L, = 0 
and is not satisfied for any A, > 0, p1 > 0, A, + p1 # 0. For x = - 10, (11 a) is 
3Oh, - 2op1 = 0 
and the necessary conditions are satisfied with x = - 10, A, = 3, p1 = 1, 
y1 = -10. Since the convexity conditions of Theorem 2 are satisfied, this 
point is minmax. 
For x in the range of - 10 < x < 10, the necessary conditions are not satisfied 
and x = -10 is the only minmax point. 
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