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We extend the Anderson impurity model to a large-spin Fermi system with spin f=3/2, stimulated
by the realization of large-spin ultracold Fermi atoms. The condition required for the spontaneous
formation of local magnetic moments is examined and the ground state mean-field magnetic phase
diagram is explored carefully. We find that the spin-3/2 Fermi system involves magnetic phase
regions I, II, and III that correspond to one, two, and three particle/hole occupation, respectively.
In addition, it is observed that all the three magnetic phases have four-fold degenerate ground states.
Finally, the phase transition between the three phases seems to be of the first-order.
I. INTRODCTION
Whether magnetic impurity atoms embedded in non-
magnetic metals can lead to localized magnetic states
remains a challenging topic in condensed matter physics.
Typically, the Anderson impurity model (AIM)1,2 is used
to describe such magnetic impurities. Anderson obtained
the phase boundary between the magnetic and nonmag-
netic states using the variational principle1. The local
magnetic moment of the impurity atom depends sensi-
tively on the on-site Coulomb repulsion interaction U ,
impurity atomic energy level Ed, and energy width 2Γ
of the localized state (also known as the virtual bound-
state). Once the local magnetic moment is formed,
the interaction between the electronic states of local-
ized magnetic impurity and those of the itinerant elec-
trons in the host metal leads to fascinating phenomena,
such as Friedel oscillations3, the Kondo effect4, and Fano
resonance5. Actually, the physics of magnetic impurities
in a metallic host has been studied intensively6–20 for
more than fifty years and already revealed very well.
The interest in the AIM remains strong. Recently,
AIM studies have been extended to finite systems21,22,
and these studies have demonstrated that the impurity
spin magnetic moment increases monotonically as the
host energy gap increases. Therefore, the impurity mag-
netic moment can be tuned by varying the size of the
metal clusters and thereby adjusting their energy gaps.
The AIM has also been extended to Dirac systems23,24.
A special feature of Dirac systems is that the energy band
structure demonstrates a linear dispersion relation at the
Dirac points, which differs from the parabolic band struc-
ture of an ordinary metal. Due to the anomalous broad-
ening of adatom local electronic states in graphene, the
local magnetic moment is formed more easily in graphene
than in metals23. Moreover, the study of three dimen-
sional Dirac solid suggests that spin-orbit coupling facil-
itates the formation of localized magnetic states24. In
addition, the AIM has recently been extended to two-
dimensional semiconductors with Dirac-like dispersion,
and this system facilitates the formation of local mag-
netic moments25.
In recent years, large-spin ultracold Fermi atoms have
been realized experimentally, e.g., 9Be, 173Yb, 40K, and
161Dy, that may carry spin f = 3/2, 5/2, 9/2, and 21/2
(all larger than 1/2), respectively. Quantum impurities
and Kondo physics have been studied experimentally in
large-spin Fermi atomic gases26,27. Riegger et al. studied
spin exchange between mobile and localized particles and
simulated the coupling terms in the well-known Kondo
Hamiltonian26. In addition, Kuzmenko et al. studied
the multipolar Kondo effect in an ultracold Fermi gas of
173Yb atoms and demonstrated that multipolar interac-
tions enhance the Kondo temperature27. In the above
studies, impurity atoms were trapped in a specially de-
signed optical potential to act as artificially controlled
localized magnetic moments. However, to the best of our
knowledge, the mechanism for the spontaneous formation
of localized magnetic states has not been studied directly.
Therefore, this study attempts to extend the AIM to a
large-spin Fermi system (LSFS) with spin f=3/2. We fo-
cus on the conditions required to form local magnetic mo-
ment in the LSFS which contains more spin components
and thus more complex interactions between atoms28–36.
The LSFS is expected to present new phenomena and
deepen the understanding of the physics of the AIM.
The remainder of this paper is organized as follows. In
Sec. II, we present the AIM Hamiltonian of the LSFS,
and briefly outline formulas derived using the double-
time Green’s function method (DTGF) with mean-field
approximation. In Sec. III, the local density of states
(LDOS), ground state single-particle energy, mean-field
magnetic phase diagram, and local magnetic moment are
calculated and discussed carefully. At last, a brief con-
clusion is summarized in Sec. IV, which also includes an
outlook on promising future work.
II. MODEL AND FORMULAS
Analogous to the AIM Hamiltonian of electronic sys-
tems with spin S=1/2, the Anderson Hamiltonian of the
LSFS with hyperfine spin f=3/2 can be expressed as
2follows1:
H =
∑
k,σ
Eknkσ +
∑
σ
Edndσ +
U
2
σ 6=σ′∑
σ,σ′
ndσndσ′
+
∑
k,σ
V
(
C†
kσdσ + d
†
σCkσ
)
+
Amix
2
σ 6=σ′∑
σ,σ′
d†σ¯′d
†
σ′dσ¯dσ. (1)
Here σ=+3/2, +1/2, −1/2, and −3/2 are the four inter-
nal components of hyperfine spin f=3/2. The first term
represents the non-interacting host (free atom Fermi sea)
with dispersion Ek, and nkσ = C
†
kσCkσ is the number op-
erator with wave vector k and spin-σ. The second and
third terms describe the impurity atoms (or d atoms)
with on-site energy Ed and on-site Coulomb interaction
U . Ed defines the relative position of the d atomic state
relative to the Fermi energy, and ndσ = d
†
σdσ is the num-
ber operator of the d atomic state with spin-σ. The d
atomic state is used to maintain consistency with the d
electronic state in condensed matter systems. The fourth
term describes one-atom with spin-σ hybridization be-
tween the free atomic and d atomic states. V is the hy-
bridization strength, which is assumed to be independent
of k.
The last term in Eq. (1) represents the spin-
exchange interactions of d atoms that mix different
spin components30,34,35, and Amix is the spin-mixing
strength. For example, two atoms with hyperfine spins
of −1/2 and +1/2 may change into two atoms with hy-
perfine spins of −3/2 and +3/2, and vice versa. In cold
atomic systems, spin-mixing strength can be adjusted ex-
perimentally. For simplicity, we consider the Amix=0
case in the present paper.
The DTGF method is a powerful tool to study quan-
tum many body systems. In order to study the occur-
rence of localized magnetic moments in the model given
by Eq. (1), the following retarded Green’s function (GF)
defined by operators A and B at times t and t′, respec-
tively, is considered:
〈〈A(t)|B(t′)〉〉R = −iθ(t− t′)〈[A(t), B(t′)]+〉, (2)
where θ(x) is the unit step function. We denote
[A,B]+ = AB+BA and refer to the GF as the Fermionic
GF. Then, the derivative of Eq. (2) with respect to t is
calculated. After performing time Fourier transforma-
tion, the equation of motion for the GF is obtained as
follows:
ω〈〈A|B〉〉ω = 〈[A,B]+〉+ 〈〈[A,H ]|B〉〉ω . (3)
By applying Eq. (3) to the d atomic GF 〈〈dσ |d
†
σ〉〉ω, the
mean-field approximation1 is used to obtain the following
expression:
ω − Ed − U σ
′ 6=σ∑
σ′
〈ndσ′〉

 〈〈dσ|d†σ〉〉ω = 1 +∑
k
V 〈〈Ckσ|d
†
σ〉〉ω .
(4)
The mixed GF 〈〈Ckσ|d
†
σ〉〉ω appears in Eq. (4). Similarly,
by applying Eq. (3) to the GF 〈〈Ckσ|d
†
σ〉〉ω , we obtain
(ω − Ek) 〈〈Ckσ|d
†
σ〉〉ω = V 〈〈dσ|d
†
σ〉〉ω . (5)
By inserting Eq. (5) into Eq. (4), we obtain the solutions
of the d atomic GF as follows:
〈〈dσ |d
†
σ〉〉ω+i0+ =
1(
ω − Ed − U
∑σ′ 6=σ
σ′ 〈ndσ′〉
)
+ iΓ
,
(6)
and
〈〈dσ |d
†
σ〉〉ω−i0+ =
1(
ω − Ed − U
∑σ′ 6=σ
σ′ 〈ndσ′〉
)
− iΓ
,
(7)
where Γ = piV 2ρ
(0)
F , and ρ
(0)
F is the density of states of free
atoms at Fermi energy EF . We take ρ
(0)
F as a constant.
The ensemble average 〈ndσ〉 = 〈d
†
σdσ〉 is calculated
self-consistently from d atomic GFs through the spectral
theorem:
〈BA〉 =
i
2pi
∫ ∞
−∞
{〈〈A|B〉〉ω+i0+ − 〈〈A|B〉〉ω−i0+} f(ω) dω,
(8)
where f(ω) is the Fermi distribution function. At zero
temperature, the occupation is expressed as follows:
〈ndσ〉 =
∫ EF
−∞
ρdσ(ω) dω, (9)
and the LDOS of d atoms with spin-σ is given as:
ρdσ(ω) =
1
pi
Γ(
ω − Ed − U
∑σ′ 6=σ
σ′ 〈ndσ′〉
)2
+ Γ2
. (10)
The peak value of the LDOS of d atoms is 1/piΓ, and the
energy width of a virtual bound-state is 2Γ. By inserting
Eq. (10) into Eq. (9), we obtain
〈ndσ〉 =
1
pi
cot−1
(
Ed + U
∑σ′ 6=σ
σ′ 〈ndσ′〉 − EF
Γ
)
, (11)
or
σ′ 6=σ∑
σ′
〈ndσ′〉 =
Γ
U
cot[pi〈ndσ〉] +
EF − Ed
U
. (12)
3Eq. (12) is a self-consistent equation set comprising
four equations. The local magnetic moment of d atoms
is defined as
m = (〈nd 1
2
〉 − 〈nd− 1
2
〉) + 3(〈nd 3
2
〉 − 〈nd− 3
2
〉), (13)
and the total occupation number of d atoms is
ntd = 〈nd 1
2
〉+ 〈nd− 1
2
〉+ 〈nd 3
2
〉+ 〈nd− 3
2
〉. (14)
By tuning the parameters, e.g., EF , Ed, Γ and U , a set
of trivial solutions (non-magnetic solutions) can always
be obtained by Eq. (12), denoted as 〈nd 1
2
〉 = 〈nd− 1
2
〉 =
〈nd 3
2
〉 = 〈nd− 3
2
〉 = n0. However, nontrivial solutions
(magnetic solutions) can only be obtained in the mag-
netic regions1. The condition for the formation of local-
ized magnetic states is that the occupation numbers of
the four internal spin components of d atoms are not all
equal. Differing from the spin-1/2 AIM, the spin struc-
ture of the spin-3/2 impurity leads to a large number of
possible magnetic ground states, and the phase boundary
between the magnetic and nonmagnetic states of spin-
3/2 AIM cannot be obtained directly via the variational
principle1. The magnetic solutions are obtained by nu-
merical calculations in Section III. The numerical results
demonstrate that there are several types of magnetic so-
lutions for the self-consistent equations.
Which type of magnetic solution is the most stable?
Herein, two schemes are proposed to evaluate the sta-
bility of the magnetic solutions. In the first scheme,
the phase boundary between the magnetic and nonmag-
netic states can be determined effectively by analyzing
the variation of the LDOS of the d atoms. In the second
scheme, the stability of different magnetic solutions is
analyzed from an energy perspective. Free atoms form a
Fermi sea, and the d atoms are akin to a drop of water in
the greater Fermi sea. Therefore, the ground state energy
E0 of d atoms is calculated to determine the most feasible
magnetic solution. In fact, for a set of parameters in the
magnetic regions, the total numbers of d atoms for differ-
ent types of magnetic solutions are unequal, but there is
a fine distinction between them. Thus, the single-particle
energy E0S of d atoms is used to evaluate the stability of
the magnetic solution.
We analyzed the reliability of the method to deter-
mine the phase boundary. The main criterion is based on
the calculation of the ground state single-particle energy.
We applied this criterion to check the phase boundary of
the spin-1/2 system. Calculation shows that the single-
particle energy of the magnetic solution is always lower
than that of the nonmagnetic solution in the magnetic
region. The obtained phase boundary is completely con-
sistent with Anderson,s original paper1. Therefore, we
believe that applying this criterion to the spin-3/2 Fermi
system is reasonable. This criterion can not only deter-
mine the outer boundary between the magnetic and non-
magnetic states, but can also evaluate the inner boundary
between the three magnetic phases.
From Eq. (10), the LDOS of d atoms is a lorentzian-
type curve centered at Ed + U
∑σ′ 6=σ
σ′ 〈ndσ′〉. In other
words, virtual bound-states are formed at the following
energies:
ωdσ = Ed + U
σ′ 6=σ∑
σ′
〈ndσ′〉. (15)
Thus, the ground state energy of d atoms can be defined
as follows:
E0 =
∑
σ
ωdσ〈ndσ〉. (16)
Finally, the single-particle energy of d atoms is expressed
as follows:
E0S =
E0
ntd
. (17)
The Fermi energy EF is set to zero (EF=0) in the
following numerical calculations. U=1 is fixed as the unit
of the system, and the Ed and Γ values are varied. All
parameters are considered as dimensionless quantities.
III. NUMERICAL RESULTS AND DISCUSSION
A. Mean-field magnetic phase diagram for particles
This study primarily aims to explore the ground state
magnetic phase diagram. The basic idea is to obtain all
possible magnetic solutions by solving nonlinear Eq. (12)
numerically and then classifying the obtained magnetic
solutions. Several types of magnetic solutions exist for
a given set of parameters. The most stable magnetic
solution is obtained by comparing the LDOS and the
single-particle energy of d atoms for different types of
magnetic solutions.
First, the LDOS of d atoms is calculated as a function
of energy ω. Prior to selecting a set of specific parameter
values, symmetry analysis of the solutions is performed.
From the LDOS function of d atoms in Eq. (10) and the
ground state energy function in Eq. (16), it is evident
that the systems may have a degenerate ground state
because the ground state energy does not change as the
order of the hyperfine spin-σ subscripts {+3/2, +1/2,
−1/2, −3/2} is exchanged arbitrarily for a certain type
of magnetic solution.
Consider the set of parameter values (EF −
Ed)/U=0.5 and piΓ/U=0.2. Note that the pa-
rameters are reduced by U . The magnetic solu-
tion of Eq. (12) comprises three categories: type
1 ({〈ndσ〉} = {0.9478, 0.0384, 0.0384, 0.0384}), type 2
({〈ndσ〉} = {0.4115, 0.4115, 0.0533, 0.0533}), and type 3
({〈ndσ〉} = {0.2385, 0.2385, 0.2385, 0.0914}). Similar to
the above analysis, each type of magnetic solution
demonstrates rotational symmetry.
4Figures 1(a)-(c) plot the LDOS of d atoms versus en-
ergy ω for the type 1, 2, and 3 solutions, respectively.
In this case, the peak values of all LDOS are 1/piΓ=5;
the energy widths of all possible virtual bound-states are
2Γ. Figure 1(a) indicates that one majority state is lo-
cated below the Fermi energy, while the other three mi-
nority states are above the Fermi energy. In addition,
Fig. 1(b) shows that two majority states are above and
very close to the Fermi energy, and the other two minor-
ity states are far above the Fermi energy. Furthermore,
Fig. 1(c) demonstrates that three majority states and
one minority state are located above the Fermi energy.
Both the majority and minority spin states clearly feature
a Lorentzian-type state density curve, which is similar to
the spin-1/2 Anderson impurity system1. In particular,
as can be seen in Figs. 1(a)-(c), only the majority state
in Fig. 1(a) is below the Fermi energy, which means that
the type 1 solution has the lowest energy; therefore, it is
the most stable. This is also confirmed by calculating the
single-particle energy E0S for the three types of magnetic
solutions.
Figure 2 plots the LDOS of d atoms versus energy ω
for several values of piΓ/U for the three types of mag-
netic solutions at (EF −Ed)/U=0.5. By comparing Figs.
2(a), 2(b), and 2(c), it is evident that the type 1 solu-
tion is always the most stable. Figure 2(a) indicates that
as hybridization strength increases, the energy width of
the virtual bound-state and the height of the peak of
the LDOS of d atoms increase and decrease, respectively.
The peak position of the LDOS function shifts toward
the Fermi surface. This behavior can be understood as
follows. From the energy-time uncertainty relation, the
energy width of the virtual bound-state is inversely pro-
portional to the life time of d atoms. Therefore, from Fig.
2(a), it can be concluded that the d atoms becomes more
delocalized as piΓ increases. Thus, the localized mag-
netic states decrease. Evidently, when piΓ is increased to
a critical value, the distance between the centers of the
LDOS of the majority and the minority states is zero,
the solution of Eq. (12) becomes trivial and the localized
magnetic state disappears; this corresponds to the phase
boundary between the magnetic and nonmagnetic states.
In contrast, the effect of U should be the opposite.
Now let’s take another set of parameters
(EF − Ed)/U=2.5 and piΓ/U=0.2 for calcula-
tion. The corresponding magnetic solution of Eq.
(12) also contains three categories, i.e., type 1
({〈ndσ〉} = {0.9086, 0.7615, 0.7615, 0.7615}), type 2
({〈ndσ〉} = {0.9467, 0.9467, 0.5885, 0.5885}), and type 3
({〈ndσ〉} = {0.9616, 0.9616, 0.9616, 0.0522}). Each type
of solution also demonstrates rotational symmetry.
Figures 3(a)-(c) plot the LDOS of d atoms versus en-
ergy ω for the type 1, 2, and 3 solutions, respectively.
Figure 3(a) shows that one majority state and the other
three minority states are located below the Fermi en-
ergy. Figure 3(b) exhibits that two majority states are
located below the Fermi energy and the other two mi-
nority states are below and very close to the Fermi en-
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FIG. 1. (Color online) LDOS of d atoms versus energy ω for
parameters (EF −Ed)/U = 0.5 and piΓ/U = 0.2. (a), (b), and
(c) denote type 1, 2, and 3 magnetic solutions, respectively.
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FIG. 2. (Color online) LDOS of d atoms versus energy ω for
several values of piΓ/U at (EF − Ed)/U = 0.5. (a), (b), and
(c) denote type 1, 2, and 3 magnetic solutions, respectively.
Here, the type 1 solution is the most stable.
ergy. Figure 3(c) indicates that three majority states
are located far below the Fermi energy and one minor-
ity state is above the Fermi energy. In addition, the
distance between the centers of the LDOS of the ma-
jority and minority states in Fig. 3(c) is the greatest.
Moreover, the corresponding spin state of Fig. 3(c) has
the lowest single-particle energy E0S ; thus, the type 3
magnetic solution is the most stable. Figure 4 plots the
LDOS of the d atoms as a function of energy ω for three
piΓ/U values at (EF −Ed)/U=2.5. In this case, the type
3 magnetic solution is always the most stable. Similar
to Fig. 2(a), Fig. 4 indicates that as piΓ increases, the
energy width and height of the peak of the LDOS of d
atoms increase and decrease, respectively, and the peak
position of the LDOS function moves toward the Fermi
energy. The reasons for these results are the same as
those described previously.
In the previous calculations, parameter values (EF −
Ed)/U=0.5 and 2.5 were used. In the following, we
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FIG. 3. (Color online) LDOS of d atoms versus energy ω for
parameters (EF −Ed)/U = 2.5 and piΓ/U = 0.2. (a), (b), and
(c) denote type 1, 2, and 3 magnetic solutions, respectively.
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FIG. 4. (Color online) LDOS of d atoms versus energy ω for
three piΓ/U values with (EF − Ed)/U = 2.5. Here, the type
3 solution is the most stable.
consider a symmetric case where (EF − Ed)/U=1.5.
For parameters (EF − Ed)/U=1.5 and piΓ/U=0.2, the
magnetic solution of Eq. (12) contains four categories,
i.e., type 1 ({〈ndσ〉} = {0.9678, 0.2907, 0.2907, 0.2907}),
type 2 ({〈ndσ〉} = {0.9558, 0.9558, 0.0442, 0.0442}), type
3 ({〈ndσ〉} = {0.7093, 0.7093, 0.7093, 0.0322}), and type
4 ({〈ndσ〉} = {0.9558, 0.5, 0.5, 0.0442}).
Figures 5(a)-(d) plot the LDOS of d atoms versus en-
ergy ω for these type 1, 2, 3, and 4 solutions, respectively.
Figure 5(a) shows that a single majority state is located
far below the Fermi energy and that the other three mi-
nority states are above and very close to the Fermi en-
ergy. Bilateral symmetry, Fig. 5(c) indicates that three
majority states are below and very close to the Fermi
energy and that the other minority state is above and
far higher than the Fermi energy. Furthermore, the dis-
tances between the centers of the LDOS of the majority
and minority states of Figs. 5(a) and 5(c) are equal. Fig-
ure 5(b) demonstrates that the two majority states are
located below the Fermi energy and the other two mi-
nority states are above the Fermi energy. Furthermore,
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FIG. 5. (Color online) LDOS of d atoms versus energy ω for
parameters (EF − Ed)/U = 1.5 and piΓ/U = 0.2. (a), (b),
(c), and (d) denote type 1, 2, 3, and 4 magnetic solutions,
respectively.
the centers of the LDOS of the majority and minority
states in Fig. 5(b) are symmetrical relative to the Fermi
energy. Figure 5(d) displays that one majority state is
below the Fermi energy, the other minority state is above
the Fermi energy, and two other median states are just at
the Fermi energy. Importantly, the distances between the
centers of the LDOS of the majority and minority states
in Figs. 5(b) and 5(d) are also equal, which are greater
than the corresponding distances in Figs. 5(a) and 5(c).
Finally, from the energy perspective, the single-particle
energy E0S of the states in Fig. 5(b) is the lowest; thus,
the type 2 solution is the most stable.
Figure 6 plots the LDOS of d atoms as a function of
energy ω for several piΓ/U values at (EF − Ed)/U=1.5.
In this case, the type 2 solution is always the most stable.
Similar to Figs. 2(a) and 4, Fig. 6 indicates that the peak
position of the LDOS function moves toward the Fermi
energy as piΓ increases. When piΓ increases to a criti-
cal value, the distance between the centers of the LDOS
of the majority and minority states is zero, the type 2
solution becomes trivial and the local magnetic moment
disappears, which corresponds to the phase boundary be-
tween the magnetic and nonmagnetic states.
Based on the above calculations, parameter (EF −
Ed)/U is fixed, the piΓ/U values change, and the most
stable magnetic solution and the boundary between the
magnetic and nonmagnetic states are obtained by analyz-
ing the LDOS and single-particle energy. In the follow-
ing, the parameter piΓ/U is fixed and the (EF − Ed)/U
values are varied to calculate the transition boundaries
between different magnetic solutions. Figure 7 plots the
single-particle energy E0S versus (EF − Ed)/U for dif-
ferent types of magnetic solutions at piΓ/U=0.2. Fig-
ure 7 shows that the type 4 solution only exists within
the narrow range of parameter (EF − Ed)/U , which
is always unfavorable in terms of energy. As shown
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FIG. 6. (Color online) LDOS of d atoms versus energy ω for
three piΓ/U values at (EF − Ed)/U = 1.5. In this case, the
type 2 magnetic solution is the most stable.
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FIG. 7. (Color online) Single-particle energy E0S of d atoms
versus (EF − Ed)/U for different types of magnetic solutions
at piΓ/U = 0.2.
in Fig. 7, there are two transition points, one is at
(EF − Ed)/U=1.4012539, where the type 1 solution is
transformed into the type 2 solution, and the other is at
(EF −Ed)/U=2.3153605, where the type 2 solution turns
into the type 3 solution.
To understand the formation of localized magnetic
states in the LSFS comprehensively, the mean-field mag-
netic phase diagram is calculated in Fig. 8. Here, the
two reductive independent parameters (EF −Ed)/U and
piΓ/U are selected as the variables in the parameter
space. The numerical results demonstrate that there are
three magnetic phases: I, II, and III, which correspond
to the type 1, 2, and 3 solutions, respectively. In the
phase I region, the type 1 solution is the most stable.
It can be seen from Fig. 1(a) that the type 1 solution
contains one majority spin state and three minority spin
states. The total occupation number ntd is 1.063 (close
to 1), which corresponds to four-fold degenerate single-
occupancy states with energy Ed. For the phase III re-
gion, the type 3 solution is the most stable. As shown
in Fig. 3(c), the type 3 solution contains three major-
ity spin states and one minority spin state. The total
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0
0.2
0.4
0.6
0.8
1.0
for particles
U
(EF-Ed)/U
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IIII
   I
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FIG. 8. (Color online) Mean-field magnetic phase diagram
for particles.
occupation number ntd is 2.937 (close to 3), which cor-
responds to four-fold degenerate three-occupancy states
with energy 3Ed + 3U . In the phase II region, the type
2 solution is the most stable. Figure 5(b) shows that the
type 2 solution contains two majority spin states and two
minority spin states. Here, the total occupation number
ntd is 2, which corresponds to a double-occupancy state.
There are four-fold degenerate double-occupancy states
(two nonmagnetic states are not considered here) with
energy 2Ed + U . Finally, summing up the above discus-
sions, one can see that the magnetic phases I, II, and III
correspond to one, two, and three particle occupation,
respectively.
Indeed, parameters piΓ/U and (EF − Ed)/U in the
phase diagram have physical meanings. Obviously, as
piΓ/U increases, the region of the localized magnetic
states becomes smaller. The reasons for this can be
understood as follows: the large piΓ/U is equivalent to
small U and large hybridization Γ, that is, the increment
of piΓ/U weakens the correlation between the d atoms,
while enhances hybridization between the d atoms and
the Fermi sea (itinerant atom). As a result, d atoms be-
come more delocalized, thereby making the formation of
localized magnetic states more difficult. In the phase dia-
gram, parameter (EF −Ed)/U = 0 and 3 (piΓ/U=0) cor-
respond to the empty d atomic and four-particle states,
respectively, and 0 < (EF − Ed)/U < 3 is the only mag-
netic range.
To proceed, we analyze the symmetry of the phase
diagram. The phase boundary between the mag-
netic and nonmagnetic states is symmetric relative to
(EF − Ed)/U = 1.5 due to the particle-hole (PH)
symmetry37–39, which is similar to the case of spin-1/2
AIM1. In contrast, the phase boundaries between the
three magnetic phases are asymmetric. In addition, we
calculate the magnetic phase diagram in the hole rep-
resentation, as shown in the Appendix. The obtained
results show that the two phase-diagrams for the particle
and the hole are symmetrical with (EF − Ed)/U = 1.5
as a line axis, which reflects, to some extent, the PH
symmetry of the model.
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FIG. 9. (Color online) (a) Single-particle energy E0S , (b) to-
tal occupation number ntd, and (c) maximum local magnetic
momentmmax of d atoms versus (EF −Ed)/U at piΓ/U = 0.2.
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FIG. 10. (Color online) (a) Single-particle energy E0S, (b) to-
tal occupation number ntd, and (c) maximum local magnetic
momentmmax of d atoms versus (EF −Ed)/U at piΓ/U = 0.6.
B. Occupation number and local magnetic moment
of d atoms
In this subsection, we focus on the magnetic proper-
ties of three magnetic phases. Firstly, an inherent ques-
tion is whether the transition between different magnetic
phases is of continuous phase transition. Figures 9 and 10
show the variation curves of single-particle energy E0S ,
total occupation number ntd, and maximum local mag-
netic moment mmax of d atoms with (EF − Ed)/U at
piΓ/U=0.2 and 0.6, respectively. As can be seen from
Figs. 9 and 10, a discontinuity can be observed in both
the total occupation number and local magnetic moment
of d atoms, which means that the transition between the
three phases might be a first-order phase transition. Fur-
thermore, by comparing Figs. 9(b) and 10(b), we observe
that the discontinuity gap of the total occupation number
of d atoms decreases with increasing piΓ/U . In addition,
Figs. 9(c) and 10(c) indicate that the maximum mmax
occurs at (EF − Ed)/U=1.5. As shown in Fig. 8, the
0.0 0.5 1.0
0.0
0.2
0.4
0.6
0.8
1.0
0.0 0.5 1.0
2.0
0.0 0.5 1.0
0
1
2
3
4
U U
m
m
ax
ntddn
U
1.5F dE E
U
Tw
o m
inority states
Tw
o m
ajority states
 
(a)
 
(b)
 
 
(c)
 
 
FIG. 11. (Color online) Occupation number and local mag-
netic moment of d atoms versus piΓ/U at (EF −Ed)/U = 1.5.
(a) Occupation number of different spin components of d
atoms (corresponding to the type 2 magnetic solution). (b)
Total occupation number ntd of d atoms. (c) Maximum lo-
calized magnetic moments mmax of d atoms.
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FIG. 12. (Color online) Comparison of the occupation num-
ber and local magnetic moment of d atoms versus piΓ/U for
(EF − Ed)/U = 0.5 and 2.5. Occupation number of differ-
ent spin components of d atoms for (a) (EF − Ed)/U = 0.5
(corresponding to the type 1 magnetic solution) and (b)
(EF − Ed)/U = 2.5 (corresponding to the type 3 magnetic
solution). (c) Total occupation numbers ntd of d atoms for
(EF −Ed)/U = 0.5 and 2.5. (d) Maximum localized magnetic
moments mmax of d atoms for (EF − Ed)/U = 0.5 and 2.5.
maximum range of localized magnetic states also appears
at (EF − Ed)/U=1.5.
The influences of piΓ/U on the occupation number
of different spin components, total occupation numbers,
and localized magnetic moments of d atoms are calcu-
lated in Fig. 11 for (EF − Ed)/U=1.5 and Fig. 12 for
(EF − Ed)/U=0.5 and 2.5. Figures 11(a), 12(a), and
12(b) show that for fixed (EF − Ed)/U , the occupation
number of the majority spin state decreases with increas-
8ing piΓ/U . In contrast, the occupation number of the mi-
nority spin state increases with increasing piΓ/U . There-
fore, as shown in Figs. 11(c) and 12(d), the maximum
local magnetic moment decreases with increasing piΓ/U
and seems to drop sharply to zero at the critical bound-
ary point. One can take mmax as an order parameter, a
critical exponent β ≈ 1/2 is obtained by numerical cal-
culation, which is the result of the mean field.
More importantly, in Fig. 12(b), we observe that un-
der fixed (EF −Ed)/U=1.5, the total occupation number
of d atoms ntd is 2 (half-filled) for any piΓ/U value (0 ≤
piΓ/U ≤ 1). This situation corresponds to the double-
occupancy state of the d atoms and seems to form local-
ized magnetic states easily from magnetic phase diagram.
In Fig. 12(c), for (EF − Ed)/U=0.5, the total occupa-
tion number of d atoms ntd slightly increases initially and
then decreases slowly with increasing piΓ/U ; however,
all changes are in the vicinity of 1, i.e., this is a single-
occupancy state of the d atoms. For (EF − Ed)/U=2.5,
the total occupation number of d atoms ntd first decreases
slightly and then increases slowly with increasing piΓ/U ;
however, all changes are in the vicinity of 3, which corre-
sponds to the three-occupancy state of the d atoms. As
shown in Figs. 1(a), 3(c), 8, and 12(a)-(d), the data for
the (EF − Ed)/U=0.5 and 2.5 cases are related via PH
symmetry relative to ntd = 2, i.e., the sum of the total
occupancy of their d atoms is 4 for arbitrary piΓ/U ; thus,
the local magnetic moment curves overlap completely.
IV. CONCLUSIONS
In this study, based on the AIM, the formation of lo-
calized magnetic states in a spin-3/2 itinerant Fermi sys-
tem is investigated by employing the DTGF method with
mean-field approximation. The magnetic phase diagram
in the ((EF − Ed)/U, piΓ/U) plane is presented numer-
ically. It is found that the spin-3/2 Anderson impurity
system has much richer phases than that of the spin-1/2
system. There are three magnetic phases I, II, and III
that correspond to one, two, and three particle occupa-
tion, respectively. In addition, each magnetic phase has
a four-fold degenerate ground state without an external
magnetic field. Moreover, our calculations suggest that
the phase transition between the three phases might be
of the first-order.
The spin-mixing term is not considered in this pa-
per. This term may result in a nontrivial effect on
the magnetic impurity formation and will be studied in
future. For example, the subscript-σ in the d atomic
Green’s function loses rotational symmetry when spin-
mixing term is taken into account, and thus may reduce
or eliminate the degeneracy of the three phases.
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APPENDIX: MEAN-FIELD MAGNETIC PHASE
DIAGRAM FOR HOLES
In the Appendix, the ground state mean-field mag-
netic phase diagram for holes is calculated. The PH
transformation can be defined as: C†
kσ → C-kσ, Ckσ →
C†
-kσ, d
†
σ →-dσ, dσ →-d
†
σ. In the hole representation, the
Hamiltonian expressed by Eq. (1) with Amix=0 becomes
H =
∑
-k,σ
E-kC-kσC
†
-kσ +
∑
σ
Eddσd
†
σ +
U
2
σ 6=σ′∑
σ,σ′
dσd
†
σdσ′d
†
σ′
+
∑
-k,σ
V
(
d†σC-kσ + C
†
-kσdσ
)
. (A1)
For the hole, the similar calculation and analysis as the
particle are performed. Firstly, the LDOS of d holes with
spin-σ can be given as:
ρdσ(ω) =
1
pi
Γ[
ω + Ed + U
∑σ′ 6=σ
σ′ (1− 〈ndσ′〉)
]2
+ Γ2
.
(A2)
Accordingly, the occupation number 〈ndσ〉 of d holes is
obtained by the following self-consistent equation set:
σ′ 6=σ∑
σ′
(1− 〈ndσ′〉) =
Γ
U
cot[pi (1− 〈ndσ〉)] +
EF − Ed
U
.
(A3)
From Eq. (A2), virtual bound-states are formed at the
following energies:
ωdσ = −Ed − U
σ′ 6=σ∑
σ′
(1− 〈ndσ′〉) . (A4)
Thus, the single-hole energy of d holes is defined as fol-
lows:
E0S =
E0
ntd
, (A5)
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FIG. 13. (Color online) Mean-field magnetic phase diagram
for holes.
where E0 =
∑
σ ωdσ〈ndσ〉, and ntd = 〈nd 12 〉 + 〈nd−
1
2
〉 +
〈nd 3
2
〉+ 〈nd− 3
2
〉.
The calculation of the LDOS and ground state energy
for holes is similar to that for particles, the corresponding
analysis is not repeated for the sake of brevity. Here, the
mean-field magnetic phase diagram for holes is presented
in Fig. 13. Similar to Fig. 8, Fig. 13 shows that the
magnetic phases III, II, and I correspond to three, two,
and one hole occupation, respectively. Furthermore, the
results in Fig. 13 and those in Fig. 8 are symmetrical
with (EF − Ed)/U = 1.5 as a line axis; the region I, II,
and III for holes are interpreted as the region I, II, and III
for particles, signalling the PH symmetry of the model.
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