We present a coupled decreasing sequence of random walks on Z (X
Introduction
Oriented percolation in two dimensions or discrete time contact process on Z is a one-parameter family of discrete time stochastic processes defined on {0, 1} Z ; the parameter p, the infection rate, taking values on [0, 1] . It is a well established fact that this family exhibits a fase transition, as the value of p increases from 0 to 1: if p < p c 1 , the process dies out almost surely; whereas if p > p c , the process survives with positive probability (see [1] for instance ).
As usual, in critical phenomena theory, an analytical expression for p c is unknown and its value has been estimated both in mathematical and physical literatures [1, Sec.6 ].
Up to the present moment, the best (rigorous) lower and upper bounds for p c are respectively 0.6298 and 2/3 [2] .
In this paper, we present an algorithm that generates an increasing sequence of lower bounds that converges to the critical probability of oriented bond percolation in two dimensions and, calculating the first ten lower bounds thereby generated, we were able to improve the best lower bound known up to now from 0.6298 to 0.63328.
More specifically:
1. a numerical sequence of lower bounds for p c , {p n } n∈N has zero mean drift.
the numerical sequence {p (i)
c } i∈N was shown to converge in a non-decreasing fashion to p c , ie p c ) were numerically calculated, thereby improving the best rigorous lower bound known up to the moment from 0.6298 to 0.63328.
In the last section we present a simulation technique which in our opinion has important advantages in comparison with the usual so called Monte Carlo simulation techniques, in the sense that it exhibites a clear cut off between the subcritical and supercritical phases; thereby enabling a precise estimation of the critical probability of Oriented Bond Percolation without the aid of scaling techniques. By means thereof a lower bound for p c was obtained within a precision of 5 digits, viz p 2 Definitions and Constructions
The Enviroment
Let G ≡ (V, E) be the oriented graph, having V = {(n, m) : n ∈ N and (n + m) is even} as its set of vertices/sites, and E = {e l nm , e r nm : (n, m) ∈ V} as its set of bonds. Bond e l n,m points from site (n, m) to site (n + 1, m − 1), whereas bond e r n,m points from site (n, m) to site (n + 1, m + 1). Sometimes the natural association: l ↔ −1 / r ↔ +1 will be assumed through out this text.
It is useful to think of n as a (discrete) time coordinate and of m as a (discrete) space coordinate of the graph G.
V n denotes the n-th slice of V, ie V n = {(n, m) ∈ V : n isf ixed }, and Z n the set of integers m such that (m + n) is even.
It will be often useful in the forthcoming definitions to identify V n as Z n , and to think of {0, 1} Vn as being {0, 1} Zn . Therefore arises the loose, yet natural, notation:
2 in a sense to be specified later by means of coupling 
The Probability Structure
Let {ξ j nm : (n, m) ∈ V, j ∈ {l, r}} be a family of independent and uniformly distributed ( onto [0, 1] ) random variables, defined on the same abstract probability space Ω. Starting from this three-indexed countable family, we construct the four-indexed uncountable family of iid Bernoulli random variables on the same probability space Ω :
It follows straightfowardly from ( 2) that
and the Fundamental Coupling:
We observe that p ξ l nm = 1 is interpreted as a channel open to infection propagation from site (n, m) to site (n + 1, m − 1); p ξ r nm = 0, as a channel obstructed to infection propagation from site (n, m) to site (n + 1, m + 1); and so forth ... 
The Processes
Vn , is interpreted as a infection state on slice V n : η n (m) = 1: site m is infected at time n η n (m) = 0; site m is healthy at time n
Particulary η 0 ∈ {0, 1} V0 will denote an initial state of infection over V 0 ; the set of even integers, according to Section 2.1 above.
At this point, the following notation (to be used throughout this paper) should be kept into account: N = {0, 1, 2, · · · } and N = N ∪ {∞}. Now for each i ∈ N, we define (by induction on n) the sequence of {0, 1} Vn -valued random variables
The role of the indicator function in Definition 2.1(b) above is to infect by force all the sites lying farther than 2i on the left side of p X (i) n+1 , the utmost right infected site at time n + 1. It is natural,therefore, to call the stochatic process 
n } n∈N is decreasing in i, in the following sense:
In particular, the Oriented Percolation Process is the weakest of them all. n } n∈N is increasing in p in the following sense
Inequality 7 above is called Coupling of Second Kind
In this paper, unless otherwise stated, η 0 will be chosen to be 1 •≤0 ∈ {0, 1} V0 , where
• have all the same meaning and, for simplicity's sake, the last will be chosen, when no confusion may arise.
As usual in Particle System's notation we write η n ≥ θ n , whenever η n (m) ≥ θ n (m) for every m ∈ Z n . Definition 2.1 also implies that, for η, θ ∈ {0, 1}
Inequality 9 is called Coupling of Third Kind. 
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The Right Edge Processes (REP)
Given a particular SDTCP p X (i)
• and assuming that p X above defines a (non-markovian) random process on Z denoted by
Again, in case of i = ∞, the Edge Process of Oriented Percolation cited in [1] is recovered. Throughout this text, this term will be employed in a generilized way (i ∈ N).
It is useful to think of p X (i)
• as random walks on Z.
The Induced Markov Chains Definition 2.2 The Markov chain
• .
In what follows, a generic element σ ∈ S (i) , will be labeled by n ∈ {0, 1, . . . , 2 i − 1} according to
Accordingly, in Figure 2 above p Y
The transition probabilities for the IMC
are all strictly positive polinomial functions of p (provided 0 < p < 1). Therefore π (i) , its stationary measure on S (i) , is well defined. The notation π 
the transition probabilities from state σ l to state σ m with a jump of magnitude (1 − 2k)
the mean jump/drift of the REP on configuration σ l and Definition 2.5
the mean jump/drift of the REP.
is also called the (right)edge speed in accordance with Section 2.4 bellow. As it will soon become clear, Definition 2.5 is of fundamental importance in this paper.
Under this framework, the SDTCPs p X (i)
• , described above, can be regarded, in case of i ∈ N, as Markov Chains/Random Walks in a 2 i -rowed Strip: 
Critical Probabilities
In Section 3 below it will be shown that, for i ∈ N and p ∈ [0, 1]:
is a scrictly incresing function of p;
In case of i = ∞, α(p), the (right) edge speed of oriented percolation, plays precisely the same role of M (i) (p) in the finite case depicted above 4 .(For details, see [1] , for instance).So the notation
suggests itself and we state the following Definition 2.6 The critical (infection) probability p
c for the family of stochastic processes p X (i)
• , i ∈ N, is the only real root of M (i) (p) (in (0, 1] ), the edge speed. Hence
The heuristic meaning of Definition 2.6 above is :
n = −∞ a s, ie the infection dies out with probability one;
(ii) for p > p
n = +∞ a s, ie the infection spreads out over all Z.
In the sequel, we prove an important relation concerning the p
This non-decreasing convergence to the critical probability of Oriented Percolation (to be called The Convergence Theorem), besides the possibility of calculating the p
c s (i ∈ N) by algebraical means ( Section 4 below), is the cornerstone of this work.
The Convergence Theorem and Preliminary Results
First case (i ∈ N): Let n • on state/row σ l . The (strong) Markov property of SDTCP pX
Taking the limit n → ∞ and bearing definition 2.5 in mind, we get the desired result.
Second case (i = ∞): See [1, pag.1004]
4 α(p) = −∞,when p < pc; so that the strict increasing behaviour does not apply to α(p) precisely. 
Lemma 3.2 For
is strictly increasing (in p). Moreover, 
Lemma 3.4 The sequence of functions M
(i) (p) i∈N , is non increasing,
Idea of Proof:
The non-increasing behaviour (in i) of M (i) (p) follows from the First Kind of Coupling ( inequality 6 above) and again from Lemma 3.1. Now we turn our attention to the reverse (and more difficult) inequality, viz.
Lemma 3.4 yields
c . For that consider the following probability spaces:
• (Ω, P) : the abstract probability space, where the iid rv s ξ j nm were defined;
the finite probability space of the IMC Y (i)
• , endowed with its stationary measure π (i) ;
• (Ω × S (i) , P × π (i) ) : the product space.
In the product space, we define the stochastic processes :
, by
where η σ ∈ {0, 1} V0 is such that ησ(2m)
Now we state
Proof:
n ((ω, σ)). Integrating ( with respect to P × π (i) ) both sides of the inequality above, yields:
where the last equality above comes from the fact that the process
has stationary increments of 
for all (fixed) n ∈ N and p ∈ (0, 1].
Proof :
As the jumps to the right are bounded by +1, it follows that ∀ω ∈ Ω, pX
n − m ≤ n − m. However, for a site (n, m) to be infected by force, we must have pX
n − m ≤ 2i, ∀ω ∈ Ω and site (n,m) will not be infected by force, for any ω ∈ Ω . Accordingly, it can be proved by induction on n that " n − m ≤ 2i =⇒ X Hence, for any (fixed) time n,
The reasoning behind ( 13) is as follows:
( 13) follows identifying
Now, observe that, if the infection is not present on the set {(n, m) ∈ Vn : m ≥ n − 2i}, all the paths joining its sites to slice V0 must be obstructed somewhere. In particular all the (i+1) straight lines joining site (0, −2j) to site (n, n − 2j), 0 ≤ j ≤ i must be interupted at some point (Figure 3 above) . As these lines are made of different, independent bonds, the probability of this event equals (1 − p n ) i+1 , and we have
So that pX
in probability, and there is a sub-sequence
n a s [4, Theorem 7.6]. As the whole sequence p X (i) n i∈N is non increasing (in i), we must have pX
a s as well, and we can apply the Monotone Convergence Theorem to conclude that E pX
Now we can prove the Convergence Theorem:
c < pc, so that we can choose p such that limi→∞ p (i) c < p < pc. Then Lemma 3.2 and Corollary 3.5 ensure that ∀i ∈ N,
(inequality 6 ensures that this limit is well defined) By the other side, c , i ∈ N, is an improved lower bound (regarding its predecessors) for the critical probability of Oriented Percolation.
Although tacitly present in Sections 2.3.3 and 2.4 above, we present below the algorithm for calculating the critical probabilities p 
(ii) Determination of the Transition Matrix q
the transition probabilities defined in ( 11) may be expressed as
As the numerical sequence P
is a geometric progression (ratio q 2 ) starting from the (i + 2) th term, the transition probabillities q (i) lm may be expressed as rational functions of q. As a matter of fact, these probabilities are always polinomials in q: In the sequel, we employ the algorithm described above for calculating the first critical probability in algebraical terms:
The Critical Probability of Zero
th Order , p
In this case
is trivial:
The Critical Probability of First Order
Hence,
c = 0.604233 . . .
4.1.3
The Critical Probability of Second Order, p 
Simulations
The boolean and inductive features of definition 2.1 make it extremely suitable for computer simulations: at each step a FORTRAN77-written computer program determmines the value of p X (i) n /n, the right edge mean speed at moment n. In accordance with lemma 3.1 this sequence converges (a.s. in n) to M (i) (p), the right edge mean speed. Therefore running the program for different values of p, one can estimate the value of p It is interesting to observe that the plateau pattern exhibited in figure 4 is present even in the vicinity of criticality, ie p ≈ p c (even for large values of i and so very close to criticality) can be estimated within the desired precision simply by increasing the value of n, ie running the program until the plateau pattern becomes clear. We belive that this feature distinguishes our technique from the usual Monte Carlo simulation methods, wherein instability appears near criticality and the use of scaling techniques is called for.
