Abstract: In this paper, we scrutinize the cross-sectional relation between idiosyncratic volatility and stock returns. As a novelty, the idiosyncratic volatility is obtained by conditioning upon macro-…nance factors as well as upon traditional asset pricing factors. The macro-…nance factors are constructed from a large pool of macroeconomic and …nancial variables. Cleaning for macro-…nance e¤ects reverses the puzzling negative relation between returns and idiosyncratic volatility documented previously. Portfolio analysis shows that the e¤ects from macro-…nance factors are economically strong.
Introduction
An important implication of the Capital Asset Pricing Model (CAPM) is that only systematic risk is priced with idiosyncratic risk being eliminated through diversi…cation. Yet, the empirical evidence suggests that investors are, in general, not well-diversi…ed, e.g. Goetzmann and Kumar (2008) .
A plausible explanation for this lack of diversi…cation is proposed by the Merton (1987) model where investors cannot perfectly diversify due to market imperfections. As expected, under-diversi…ed investors would demand return compensation for bearing idiosyncratic risk. Nonetheless, the rapidly growing empirical literature testing the idiosyncratic volatility in the cross-section of stocks often documents the so-called idiosyncratic volatility puzzle whereby stocks with high idiosyncratic volatility have low future returns, (e.g. Ang, Hodrick, Xing, and Zhang (2006) , Ang, Hodrick, Xing, and Zhang (2009) ).
Nevertheless, the …ndings in Bali and Cakici (2008) challenge the robustness of the idiosyncratic volatility puzzle.
In the literature, a variety of economic mechanisms have been proposed to explain the idiosyncratic volatility puzzle. For instance, Fu (2009) argues that the one-month lagged realized idiosyncratic volatility used in Ang, Hodrick, Xing, and Zhang (2006) is a poor predictor of expected idiosyncratic volatility and, therefore, is a poor proxy for idiosyncratic risk. Estimating expected idiosyncratic volatility from an EGARCH model, Fu (2009) documents a positive risk-return trade-o¤ relationship. This paper promotes one explanation of why the idiosyncratic volatility puzzle arises. Another explanation is o¤ered by Huang, Liu, Rhee, and Zhang (2010) that points to an omitted variable bias when stock returns from the previous month are not explicitly controlled for in the risk-return trade-o¤. The authors show that by including the previous month's return the negative estimate on the lagged 3 realized idiosyncratic volatility is attenuated and is close to zero. Further, Chen and Petkova (2012) …nd that part of the idiosyncratic volatility puzzle can be explained by adding an average variance component when estimating the idiosyncratic volatility. On the other hand, Bali, Nusret, and Whitelaw (2011) test for the signi…cance of extreme positive returns and show that controlling for that the resulting idiosyncratic volatility measure is positively related to subsequent returns.
We o¤er a novel and attractive solution to the idiosyncratic volatility puzzle by considering the link between volatility and the macro economy. We argue that volatility may not be idiosyncratic before it has been cleaned for e¤ects stemming from macroeconomic and …nancial (macro-…nance hereafter) factors as well as from the traditional e¤ects stemming from the stock market.
It is now well established in the literature that there is a link between the macro economy and stock market volatility, e.g., Schwert (1989) and more recently Bloom (2009) . Consequently, the macro economy could also be linked to idiosyncratic volatility as increases in macroeconomic uncertainty drives up both systematic and idiosyncratic volatility. Indeed, our results show that allowing for macro-…nance factors reverses the puzzling negative relation between returns and idiosyncratic volatility.
We consider the US stock market during the sample period 1971 to 2012.
We adopt a new way of obtaining idiosyncratic volatility that builds upon Boyer, Mitton, and Vorlink (2010) who estimate expected idiosyncratic skewness. The advantage of using this method is that it allows us to account for the in ‡uence of additional predictive variables compared to what is done in the previous literature. Furthermore, from a methodological point of view, we follow the recent trend in the …nance literature that exploits information obtained from a large amount of macro-…nance variables in predicting 4 asset returns, e.g., Ludvigson and Ng (2007) , Goyal and Welch (2008) and Christiansen, Schmeling, and Schrimpf (2012) .
Once we account for the macro-…nance factors, the idiosyncratic volatility puzzle is no longer present except at the very short (1-month) horizon. Our results are concerned with volatility horizon not holding period horizon as in the previous literature. We …nd a strong and positive relation between returns and macro-…nance related idiosyncratic volatility in the cross-section.
Portfolio analysis documents that the relation between returns and idiosyncratic volatility is economically important. Further, the relation between idiosyncratic volatility and returns is not directly linked to the NBER business cycle. The …ndings are highly robust; to using di¤erent empirical speci…cations (Brandt, Brav, Graham, and Kumar (2010) and Fu (2009) extended to condition on macro-…nance e¤ects), to sub-sample analysis, to including standard cross-sectional asset pricing variables, and to including idiosyncratic skewness which is seen as a proxy for lottery preferences of investors, cf. Bali, Nusret, and Whitelaw (2011) .
As long as the common set of macro-…nance factors are taken into account when estimating idiosyncratic volatility, the relation between idiosyncratic volatility and returns is similar across estimation methods. This stresses the importance of accounting for macro-…nance factors in …nancial economics.
The remaining part of the paper is organized as follows. First, we introduce the data. Second, we describe the econometric methodology. Third, we present the main empirical …ndings followed by a number of robustness checks. Finally, we conclude. Various details are delegated to the Appendix.
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Data
The idiosyncratic volatility regressions in the …rst step make use of daily data, while the risk-return regressions in the second step are based upon monthly data.
Daily Firm Data
Our sample consists of 22,528 US listed …rms during the period March 1971 to December 2012 with data available in the annual Compustat/CRSP Merged Database (excluding …nancial and utility …rms with four-digit SIC codes 4900-4999 and 6000-6999). To reduce the impact of infrequent trading on idiosyncratic volatility estimates, we require a minimum of 15 trading days in a month for which CRSP reports both a daily return and non-zero trading volume. Otherwise, the stock is excluded from the analysis of that month.
In the …rst step we also use the Fama and French (1993) factors:
1 The excess return on a broad market portfolio (MKT ), the di¤erence between the return on a portfolio of small stocks and the return on a portfolio of large stocks (SMB), and the di¤erence between the return on a portfolio of high book-to-market stocks and the return on a portfolio of low book-to-market stocks (HML).
Macro-Finance Predictors
We estimate the common factors in a manner similar to Stock and Watson (2002) and Ludvigson and Ng (2007) . Let X t denote a large vector (N 1) of macro-…nance variables. These variables, are related to the unobserved common factors according to 1 The Fama and French (1993) are freely available from Kenneth French'web page 6
where is an N r matrix of factor loadings and F t describes the r dimensional vector of unobserved common factors, where r << N . The N 1 vector e t denotes the purely idiosyncratic errors that are allowed to be serially correlated and weakly correlated across macro-…nance variables. 2 The above equation re ‡ects the fact that the elements of F t represent pervasive forces that drive the common dynamics of X t .
We use N = 174 macro-…nance variables similar to Ludvigson and Ng (2007) , for further details consult Table 1A in the Appendix. 3 The macro…nance variables fall into the following broad groups: Employment and hours; exchange rates and oil prices; housing; interest rates, money and credit; output; prices and in ‡ation; stock market. The number of factors is determined by the information criteria developed in Bai and Ng (2002) . The criteria indicates that the factor structure is well described by six common factors, i.e. r = 6. Taken together, these six factors account for 85% of the variation of the 174 monthly macro-…nance variables. Moreover, to capture any nonlinear e¤ects we also make use of the squares of the factors. Figure 1A in the Appendix displays the R-squared values of the regressions of the 174 individual macro-…nance variables against each of the six common factors. We caution that any labeling of the factors is not perfect, because each factor to some degree is in ‡uenced by all the variables in the data set and the orthogonalization means that none of them will correspond exactly to a precise economic concept like output or prices, which are nat-urally correlated. Broadly speaking, the …rst factor is mostly related to the federal funds rate and various employment variables; the second factor loads primarily on money supply; the third on prices; the fourth on employment indicators; the …fth on housing and prices and in ‡ation. Finally, the sixth factor is most strongly related to output.
Econometric Methodology
The econometric analysis consists of two steps which are described here.
Step 1: Idiosyncratic Volatility
The …rst step of our modelling procedure is to pin down the idiosyncratic volatility based on the standard and the macro-…nance variables. In principle,
we would prefer to account for both standard and macro-…nance factors at the same time, but this is infeasible due to the fact the standard variables are available at the daily frequency whereas the macro-…nance factors are only available at the monthly frequency.
First, we estimate a standard measure of idiosyncratic volatility following Ang, Hodrick, Xing, and Zhang (2006) and Fu (2009) . accounts for the daily observations, t accounts for monthly observations, and i keeps track of the company. There is one regression per stock per month. In particular, in every month t, the daily excess return of stock i, (R i r ); is regressed on the daily Fama and French (1993) and Fama and French (1996) factors: the market portfolio (M KT ), the small minus big portfolio (SM B ), and the high minus low portfolio (HM L ):
The standard idiosyncratic volatility for stock i in month t, IV it , is the standard deviation of the regression residuals in eq. (2) multiplied by the square root of the number of trading days in that month. The results are robust to using the market model with only two estimated coe¢ cients in place of the Fama and French (1993) speci…cation, more follows at the end of the paper.
Next, we obtain the idiosyncratic volatility based on the macro-…nance factors by adopting the analysis in Boyer, Mitton, and Vorlink (2010) . 4 For stock i at time t over horizon T , we regress the idiosyncratic volatility on the macro-…nance factors and the squared macro-…nance factors lagged t T periods, also accounting for the lagged value of the idiosyncratic volatility:
Then we use the prediction from this regression as the estimate of the macro…nance cleaned idiosyncratic volatility:
Furthermore, to show convincingly that our results are driven by the macro-…nance factors and not by other sources we also obtain the idiosyncratic volatility without the macro-…nance factors, i.e. where 1t = 2t = 0 in the above regressions.
We consider short (1-month) and intermediate horizons of 6 to 12 months, T = f1; 6; 12g in detail. Later on we analyze all horizons up to 12 months on a general level.
In 
Step 2: Idiosyncratic Volatility and Stock Returns
The second step consists of cross-sectional regressions of individual stocks, similar in spirit to Fama and MacBeth (1973) regressions. Here we use the idiosyncratic volatility based on the macro-…nance factors for a given stock to predict its return. In addition, we control for other relevant variables.
Speci…cally, for each month t we run the following cross-sectional regression:
where i = 1; :::; N t keeps track of the stock identity, N t denotes the total number of stocks in month t, and T is the volatility horizon. R i;t is the realized return on stock i in month t: Z i;t is a vector of various …rm characteristics that are known to explain cross-sectional returns such as the estimate of stock i's beta in month t, Beta i;t ; the log of stock i's market capitalization at the end of month t; ln(M E) i;t ; the log of stock i's book-to-market ratio as of end of month t based on the last …scal year's information, ln(b=m) i;t ; the log of stock i's average share turnover in the past 36 months, ln(T U RN ) i;t ; the coe¢ cient of variation of the previous 36 months'turnover, ln(CV T U RN ) i;t ; stock i's compound gross return from month t 7 to t 2; Ret( 2; 7), as a proxy for momentum. We do not explicitly include a proxy for reversals, say
Ret( 1), in our regressors list as in Huang, Liu, Rhee, and Zhang (2010) , because the two measures Ret( 2; 7) and Ret( 1) are supposedly highly correlated.
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From eq. (5) we obtain coe¢ cient estimates for each month, b jt for j = 0; 1; 2. Then, the …nal coe¢ cient estimates, b j are the averages across month-speci…c estimates, respectively with standard errors based on Newey and West (1987) . The under-diversi…cation hypothesis and the idiosyncratic volatility puzzle are tested as alternatives to the null hypothesis regarding the gamma coe¢ cient H 0 : 1 = 0. That is, the null hypothesis is that the idiosyncratic volatility is irrelevant and hence not priced.
When 1 is positive, the investor is compensated for bearing idiosyncratic risk. On the other hand, a negative 1 is in accordance with the idiosyncratic volatility puzzle from the previous literature. 5 There is one such correlation coe¢ cient per company per month.
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4 Results: Idiosyncratic Volatility and Returns
In this section, we show the main results. Table 2 holds the regression results for various speci…cations for T = 1; 6; 12.
[Insert Table 2 We investigate if the results are robust to including …rm speci…c control variables in addition to the macro-…nance factors when estimating the idiosyncratic volatility in eq (3). For this we use the …rm speci…c variables that are also used in eq (5). The cross-sectional regressions from eq. (5) are qualitatively similar (not tabulated). Speci…cally, with macro-…nance factors the gamma coe¢ cient is signi…cantly positive while without macro-…nance factors it is signi…cantly negative.
We investigate further variations across all volatility horizons, T = 1; ::12
(not tabulated). The results for horizons of 2-months and up are all similar, namely that the gamma coe¢ cients are all signi…cantly positive and of about the same size. Only for the 1-month horizon is the gamma coe¢ cient signi…-cantly negative. It is worth noting that whereas the current paper considers volatility horizons, the previous literature considers holding period returns, so the results are not directly comparable. More speci…cally, at the aggregate market level of conditional volatility and conditional return , Harrison and Zhang (1999) , Lundblad (2007) , and Bandi and Perron (2008) uncover a signi…cantly positive risk-return trade-o¤ only at very long holding period horizons, which is nonexistent at short holding periods such as one month.
Business Cycle Variations
In this section we document that the positive relation between idiosyncratic volatility and returns when taking macro-…nance factors into account is truly caused by conditioning appropriately upon the macro-…nance factors and 13 not by other excluded economic variables. For this purpose we introduce the NBER business cycle indicator that has previously been connected to variations in the risk-return trade-o¤, cf. Lustig and Verdelhan (2012) and Nyberg (2012) .
We investigate the business cycle variation in the gamma coe¢ cients from the cross-sectional regressions in eq. (5) by running time series regressions.
More speci…cally, we consider as the dependent variable the gamma coe¢ -cients 1t from eq. (5) for the models with and without macro-…nance factors using the idiosyncratic volatility at 6 and 12 month horizons. Figure 1 shows the time series of these gamma coe¢ cients at the 6 month horizon. The independent variables are the NBER business cycle indicator, and the six macro-…nance factors and their squares. [Insert Table 3 ] Table 3 holds the results. When conditioning upon macro-…nance factors, the gamma coe¢ cients are related to the macro-…nance factors. The NBER business cycle indicator is always insigni…cant, so the business cycle indicator is not in itself important. This is also evident from Figure 1 . Without macro…nance factors there is little evidence of systematic time-variation across the business cycles. This is also strongly evident from Figure 1 .
Thus, the fact that it is important to account for macro-…nance factors when estimating idiosyncratic volatility is not caused by ignoring variations across the business cycle. This may be in contrast to the …ndings regarding the aggregate market conditional volatility and conditional returns in Lustig and Verdelhan (2012) and Nyberg (2012) who show that Sharpe ratios are higher in recessions that in expansions. Nevertheless, it is still in accordance with the …ndings of Ghysels, Plazzi, and Valkanov (2013) regarding the aggregate market conditional volatility who show that the Sharpe ratios are related to ‡ight-to-safety variation.
Portfolios Sorted on Idiosyncratic Volatility
In this section, we further examine the economic importance of the macro…nance factors for the relation between the idiosyncratic volatility and returns by using portfolio analysis in a manner similar to Ang, Hodrick, Xing, and
Zhang (2006), Ang, Hodrick, Xing, and Zhang (2009), and Fu (2009) .
[Insert Table 4] In Table 4 , we report equal-weighted average monthly returns of quintile portfolios and di¤erences between the extreme portfolios. In constructing these portfolio returns we cross-sectionally sort each stock into …ve equalsized groups based on the idiosyncratic volatility, c IV i;t;t+T . Panel A reports portfolio returns for the idiosyncratic volatility estimated over 6 months (the portfolio formation month is t+6), while Panel B reports results for the idiosyncratic volatility estimated over 12 months (the portfolio formation month is t+12). Further, we compute the risk adjusted (equally-weighted) average return over the next 6 months (holding period is up to 6 months). We also report portfolio hedge returns as the di¤erence in the average portfolio returns between the extreme quintiles (High minus Low volatility). Test statistics are reported based on time series variation in these portfolio hedge returns. This approach assumes monthly rebalancing and ignores the impact of transaction costs. For robustness we also report the spreads in the alphas of the hedged portfolio (regressed on Fama and French (1993) To get a clearer picture of the role of the macro-…nance factors, Panels C and D report the corresponding results when idiosyncratic volatility is obtained without appropriately conditioning the macro-…nance factors. In this sorting, the average return on the highest idiosyncratic volatility portfolio is lower than the average return on the other four portfolios, though the di¤erence is not statistically signi…cant. These analyses provide convincing evidence that only when expected idiosyncratic volatility is estimated using the macro-…nance factors there is a signi…cant positive relation between expected idiosyncratic volatility and portfolio returns.
Robustness Analysis
Here we show that our results are highly robust to a number of alternative speci…cations. The robustness con…rms the usefulness of our speci…cation.
The clear conclusion is that by conditioning upon macro-…nance factors when estimating the idiosyncratic volatility we are able to o¤er a new solution to the idiosyncratic volatility puzzle. The standard idiosyncratic volatility used in previous research seems to be inadequate because it does not account for e¤ects from macro-…nance factors.
Sub-Sample Analysis
We conduct sub-sample analysis because Campbell, Lettau, Malkiel, and Xu (2001) document a positive trend in idiosyncratic volatility during their sample period . This could imply that there is time variation in the relation between idiosyncratic volatility and future returns. To check this, we investigate the 1971-1989 period and the 1990-2012 period thereby using 1990 as the splitting point. Table 5 holds the sub-sample cross-sectional regressions from eq. (5). The relation between idiosyncratic volatility and stock returns appears identical across the two sub-samples and the results for the two sub-periods are similar to those for the entire sample period contained in Table 2 . Thus, our results are not caused by sub-sample variations or choice of an updated or unusual sample period.
[Insert Table 5 ] 
Skewness Results
We add the idiosyncratic skewness as a proxy for lottery preferences of investors to the regressions in eq. (5) where the idiosyncratic skewness is estimated as in Boyer, Mitton, and Vorlink (2010) . The lottery preferences interpretation stems from Bali, Nusret, and Whitelaw (2011) . The results are tabulated in Table 6 for both the entire sample and the sub-samples. The idiosyncratic skewness is signi…cant in all speci…cations. There is a negative relation such that the larger the idiosyncratic skewness is, the smaller is the expected return. This is similar to the …ndings to Boyer, Mitton, and Vorlink (2010) and Bali, Nusret, and Whitelaw (2011) .
Even though, the idiosyncratic skewness enters signi…cantly into the relation between idiosyncratic volatility and future returns it does not qualitatively change the impact of the other variables including the idiosyncratic volatility. Thus, the relation is invariant to including idiosyncratic skewness.
[Insert Table 6 ] 
Alternative Idiosyncratic Volatility Measures
We investigate if the results are robust to variations in the way we estimate the idiosyncratic volatility. We now try the Brandt, Brav, Graham, and Kumar (2010) method extended to condition upon macro-…nance factors into account. This implies using the market model to estimate the idiosyncratic volatility, that is the same as above but setting 2 = 3 = 0 in eq. (2). In Table 7 we show the cross-section regressions. The results across horizons are qualitatively similar to the results in Table 2 .
[Insert Table 7] We also use the EGARCH speci…cation of Fu (2009) extended to account for the macro-…nance factors. Again, the cross-sectional results shown in Table 8 do not di¤er qualitatively from those in Overall, the results here show that as long as we take the common set of macro-…nance factors into account when estimating the idiosyncratic volatility we …nd similar results. Thus, the speci…c estimation procedure for the idiosyncratic volatility is not overly important, as long as, the e¤ects from macro-…nance factors are taken into account. This underscores the importance of allowing for macro-…nance factors when estimating the idiosyncratic volatility for the stock market.
Conclusion
In this paper, we o¤er a novel and attractive solution to the idiosyncratic volatility puzzle by considering the link between idiosyncratic volatility and the macro economy. We provide a new measure of the idiosyncratic volatility that conditions upon macro-…nance factors as well as upon the standard asset pricing variables. The macro-…nance factors are constructed from a large pool of macroeconomic and …nancial variables. Once we account for the macro-…nance e¤ects in the idiosyncratic volatility we …nd that the idiosyncratic volatility puzzle disappears and that the relation between idiosyncratic volatility and stock returns is signi…cantly and strongly positive. Portfolio analysis documents that the positive relation is also economically important.
We uncover only few variations across the volatility horizon, except that the idiosyncratic volatility puzzle remains only at the short very horizon. We document that the relation between idiosyncratic volatility and returns is not related to the NBER business cycles. The empirical results are robust to di¤erent measures of the idiosyncratic volatility, to di¤erent sub-samples, and to the inclusion of standard asset pricing variables and the idiosyncratic skewness. In summary, our results show that it is essential to condition on macro-…nance factors when estimating idiosyncratic volatility, but that it is not overly important how this is done.
In future research it would be of interest to investigate further if accounting for macro-…nance factors is able to solve the idiosyncratic volatility puzzle at other …nancial markets besides the US stock market such as European stock markets. (5). IV(T) is the T-monthahead idiosyncratic volatility from eq. (4), beta is estimated using the two-step procedure described by Fama and French (1992) , ln(ME) is the log of market capitalization, b/m is the log of book-to-market ratio, ln(TURN) is the average share turnover in the past 36 months, ln(CVTURN) is the coefficient of variation of the previous 36 months' turnover, and Ret(-2,-7) is the compound gross return from month t-7 to t-2. */**/*** indicates that the parameter is significant at the 10%/5%/1% level. Notes: The tables shows the estimated coefficients from regressing the gamma parameters on the NBER recession indicator, and macro-finance factors and their squared values. */**/*** indicates that the parameter is significant at the 10%/5%/1% level. (5) for two sub-samples and two volatility horizons. */**/*** indicates that the parameter is significant at the 10%/5%/1% level. (5) extended with the idiosyncratic skewness. */**/*** indicates that the parameter is significant at the 10%/5%/1% level. Brandt, Brav, Graham, and Kumar (2010) specification in place of eq. (2) and in Panel B we use the EGARCH specification in place of eq. (2). */**/*** indicates that the parameter is significant at the 10%/5%/1% level. 
