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The spin transport characteristics of a nanowire directional electronic coupler have
been evaluated theoretically via a transfer matrix approach. The application of a gate
field in the region of mixing allows for control of spin current through the different
leads of the coupler via the Rashba spin-orbit interaction. The combination of spin-
orbit interaction and applied gate voltages on different legs of the coupler give rise to
a controllable modulation of the spin polarization. Both structural factors and field
strength tuning lead to a rich phenomenology that could be exploited in spintronic
devices.
1
The nature of electron and spin transport mechanisms can be unveiled by exploring the
properties of coupled nanowires (NW). The realization of a directional coupler gave rise,
through proximity and tunneling effects,1,2 to the modulation of quantum transport in a
phase-coherent system.3 The spin modulation in a single NW via spin-orbit interaction
(SOI) has been proposed4 and refined5–9 to achieve a spin-orbit quantum bit device.10 More
recently, SOI in semiconductor NWs has enabled the possible observation and characteriza-
tion of Majorana fermions.11–14 Exploring all-electrical spin transport has motivated a search
for new configurations of nanostructures15–18 and a wave guide directional coupler appears
as a promising device geometry.
In this work, we study the spin transport properties of parallel NWs, in a directional “H-
shape” coupler geometry, connected through a region of the same material but locally gated,
Fig. 1(a). The application of a gate field (E) in the connecting region generates a Rashba
SOI, which breaks spin degeneracy,19 Fig. 1(b). While the Rashba field does not break time
reversal symmetry, the symmetries of the configuration impose additional constraints on the
transport characteristics.9,18,20
We find that, while being able to control the electronic flux through the different wires
across the mixing region, as expected, it is also possible to electrically control the spin flux
across the device, whenever spin-polarized injection is considered. Moreover, we find that
there is a net spin-polarized flux perpendicular to the current, which can be controlled by
the gate potential in the mixing region, as well as by local gates at the NWs. This overall
control of charge and spin flux in a directional coupler appears promising for spintronics, as
well as in hybrid devices composite with superconducting or magnetic materials.
FIG. 1. (a) Scheme of nanowire (NW) directional coupler with two parallel NW’s connected in the
middle region by the same material. The z-thickness of the entire region is r, r1 is the y-width of
the upper wire, r2 of the bottom wire, d is the NW separation, L is the length of the mixing region,
and E is the electric field along the z-direction generated by the local gate in the shaded central
region. (b) Spectrum of 2DEG with Rashba SOI at fixed energy E . For propagation with positive
fixed x-component one has four possible values of ky (±k− sin θ, and ±k+ sinφ), as indicated.
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The transfer matrix method21 was used to calculate the transport characteristics of the
system. The single-particle Hamiltonian with xy-plane dynamics has the form
Hˆ =
pˆ2
2m
+ Vc(y, z) +
1
2h¯
[α(r) · (σxpˆy − σypˆx)], (1)
where pˆi = −ih¯∇i, σi are the Pauli matrices, α(r) is the Rashba SOI interaction (propor-
tional to the gate field E), and Vc(y, z) is the hard wall confinement potential in the y- and
z-direction. The eigenfunctions for the Hamiltonian (1), for vanishing α(r), in the NWs
with square cross section are given by
|φσj 〉 =
√
2
r1,2
sin
(
nyπy
r1,2
)√
2
r
sin
(
nzπz
r
)
eikxx|σ〉, (2)
with corresponding eigenvalues
E0kx,ny,nz ,σ =
h¯2
2m
(
k2x +
π2n2y
r21,2
+
π2n2z
r2
)
. (3)
The index j refers to each wire branch: j = 1 corresponds to the upper wire on the right
side; j = 2 to the bottom right wire; and j = 3 to the bottom left wire (see Fig. 1(a)). Also,
|σ〉 indicates the spinor, and ny and nz are quantum numbers for the lateral and vertical
confinement, respectively. For simplicity, we consider nz = 1 and two transport channels,
ny = 1, 2.
Treating the intermediate mixing region with SOI perturbatively, where α(r) 6= 0, the
first order correction is dominated by the intrasubband terms (ny = n
′
y), 〈φ′|αHˆ1|φ〉 ≃
− i
2
αkxσδσ′,−σ, where, σ, σ
′ = ±1, for spin up and down, respectively. This gives rise to the
eigenvalue equation, 
 0 iαkx2
−iαkx
2
0



 C↑
C↓

 = E (1)

 C↑
C↓

 , (4)
which gives the first order correction to the energy levels E (1)± = ±αkx2 , and respective
eigenvectors
|ψσn〉± =
1√
2
[
|φσn〉 ± i|φ−σn 〉
]
. (5)
Hence, the wave number component in the x-direction for a given energy E can be written
in the mixing region as
k±n =
√√√√2mE
h¯2
− π
2n2
(d+ r1 + r2)2
− π
2
r2
+
α2m2
4h¯4
∓ αm
2h¯2
. (6)
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For the transfer matrix calculation the system is divided into three regions: the regions
where x < 0 (left) and x > L (right) with no SOI (α = 0), and 0 < x < L (middle region)
with SOI (α 6= 0), as depicted in Fig. 1. The interface between these regions is considered
sharp for simplicity, and the boundary conditions result in the relations22
∂Ψ(ǫ0)
∂x
+
miσy
h¯2
α(ǫ0)Ψ(ǫ0) = (7)
∂Ψ(−ǫ0)
∂x
+
miσy
h¯2
α(−ǫ0)Ψ(−ǫ0),
where the mass is assumed to be the same everywhere, and ǫ0 → 0 or L at the two interfaces.
An 8×8 transfer matrix is built relating the coefficients (incident, transmitted, and reflected
waves for spin up and down) for a given incident spin, for the bottom and upper wires
 I
R

 = MLeft(0)−1MMiddle(0)× (8)
MMiddle(L)
−1MRight(L)

 T
I′

 ,
whereT = T σ
′σ
j ,R = R
σ′σ
j , and I
′ = I
′σ′σ
j are all four dimensional vectors for the transmitted,
reflected, and incident amplitudes for the different NW branches, with incident spin σ′, and
outgoing spin σ. The overlap terms, which contain information on the geometry and lateral
confinement are included in the matrices MMiddle(0) and MMiddle(L).
The quantum transport properties of interconnected parallel wires through a potential
barrier1,3,23,24 can be controlled by changing the barrier height and length. Similarly, one
can modulate the carrier and spin transport by varying the length L of the middle mixing
region and the separation d between wires. The formalism enables the study of different
spin polarization configurations for the incident waves. We present results for an incident
wave in one of the wires with up or down spin-polarization along the z-direction. The
transmission and reflection amplitudes (the entire scattering matrix) will be shown below
to exhibit oscillations arising from the expected interference among the various channels,
as they mix in the coupling region. This interference has characteristic energy (or length)
scales associated with the different components producing the interference. We will also see
that the onset of spin-orbit coupling in the mixing region further complicates the pattern of
oscillations, as SOI effectively duplicates the number of available channels at a given energy.
Figure 2 shows the transmission and reflection coefficients vs the length of mixing region
L for an incident spin-down polarized wave (inset Fig. 2), where d = 100 A˚, and r1 =
4
r2 = 100 A˚. We can see in Fig. 2(d) that the spin-preserving transport coefficient T
↓↓
2
can be suppressed or enhanced with a characteristic periodicity ≃ L∆k = 2π/∆k. For a
given incident energy E , there are corresponding wave vectors k±n along each given channel,
n = 1, 2 (Eq. (6)). The momentum difference ∆k = kσ1 − kσ2 , is responsible for the long
period oscillations as the two (±) channels interfere with one another. For E = 50 meV, one
finds L∆k = 2π/∆k ≃ 120 nm, a value that coincides with the oscillation period. Moreover,
whenever T σ
′σ
2 is enhanced, T
σ′σ
1 is suppressed (Fig. 2(b) and (d))–i.e, they oscillate out of
phase, illustrating their competition. Opposite phase oscillations between the NWs result
for a symmetric system such as this, where the initial conditions have the incident wave
in only one of the coupled NW’s (inset Fig. 2). The coefficients also show fast oscillations
characterized by LE =
√
π2h¯2/2mE , in analogy with the quantum well system. For E = 50
meV, these fast oscillations have the corresponding length scale LE ≃ 10 nm. Thus, one is
able to adjust the transmission by changing sizes, widths, and lengths of mixing regions, as
expected from the directional coupler geometry of the system.1,2,23
The introduction of SOI provides additional control on the overall transmission ampli-
tudes, as well as on the spin polarized transmission. The SOI length scale, given by the
period over which the spin precesses from ↑ to ↓ (and vice versa) due to the effective Rashba
field, is LSO = πh¯
2/αm (≃ 230 nm, in Fig. 2). One can clearly see the effect of this pre-
cession in Fig. 2(b), where the incident spin down is fully transmitted in the up-projection
at L ≃ LSO, T ↓↑1 , while the spin-preserving channel is nearly fully blocked, T ↓↓1 ≃ 0. Figure
2(a) and (c) show the reflection (R↓σ) and transmission in the bottom wire on the left NW
(T ↓σ3 ), respectively. These coefficients are characterized by oscillations with shorter periods
due to the fact that the wave travels twice the distance L. Moreover, in this configuration
the length scale LSO becomes comparable to 2L∆k, resulting in a more complex interference
and the beating behavior evident on R↓↓. These results are for a spin-polarized incident
wave; reversing the incident spin produces the spin reversal of the transmitted and reflected
amplitudes, as expected from the time-reversal invariance of the Hamiltonian, as well as
from the spatial symmetries of the system.9,18
To better characterize how the system responds to the injection of a spin unpolarized
superposition of spin-up and spin-down fluxes, we calculate the spin persistence ratio Cj ≡[
T ↑↑j + T
↓↓
j − (T ↓↑j + T ↑↓j )
]
/T , where T = T ↑↑j + T
↓↓
j + T
↓↑
j + T
↑↓
j , for each NW j. Note that
if T ↑↑j = T
↑↓
j and T
↓↓
j = T
↓↑
j then Cj = 0, a signature of a “memoryless” channel; on the
5
FIG. 2. Transmission probabilities vs length of the mixing region L for incident spin-down polarized
flux (I↓), where r1 = r2 = 100 A˚, d = 100 A˚, E = 50 meV, α = 0.4 eV·A˚, and m = 0.026m0.
(a) Reflection on the left top wire (R↓σ). (b) Transmission on the right top wire (T ↓σ1 ). (c)
Transmission on the left bottom wire (T ↓σ3 ). (d) Transmission on the right bottom wire (T
↓σ
2 ).
Notice reflection values in (a) and (c) are much smaller than the transmission in (b) and (d).
other hand, Cj = 1 (−1) for a full spin-preserving (or reversing) channel. Figure 3 shows
the color map of characteristic Cj vs α and L for each wire branch, j. The spin reversing
regions are identified by the dark (blue) color and evolve with both α and length L, such that
αL ≃ L/LSO = constant, as expected from the Rashba precession length. Alternatively,
pale gray regions indicate spin-preserving characteristics. One can also identify nearly α-
independent oscillations, more visible on Fig. 3(a) and (c) within this area, associated with
L/L∆k = constant.
One cannot expect a net spin polarization for the current, even when the system symmetry
is broken by applying a gate voltage difference between the wires or making the device
asymmetric in other ways. This is due to the fact that for transport along the x-direction, the
electric field on the z-direction, and corresponding Rashba SOI, will produce spin precession
of the z-spin for both spin components in a symmetric fashion.18,25 The degree of spin
polarization is defined by Pj ≡
[
T ↑↑j + T
↓↑
j − (T ↓↓j + T ↑↓j )
]
/T . As expected, there is no net
polarization in the z-direction. However, the effective Rashba magnetic field is along the
y-direction, which suggests one to explore the possibility of tuning this quantity along that
axis, P yj . The application of a gate voltage in one of the branches to raise the local energy
of the subbands, as well as the strength of the Rashba SOI, can further help to tune the
polarization in the remaining output wires. Figure 4 shows P yj as a function of the Rashba
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FIG. 3. Map of spin persistence ratio Cj vs α and L, where r1 = r2 = 100 A˚, d = 100 A˚,
and E = 50 meV. Panels show results for different NWs: (a) top left reflection, (b) top right,
(c) bottom left, and (d) bottom right transmissions. Spin-reversal regions (dark blue) occur for
αL ≃ L/LSO = constant.
SOI strength, α, and an applied gate voltage on the bottom right wire, V g2. Panels (a)
and (c) correspond to the incident energy E = 50 meV, and panels (b) and (d), to E = 100
meV. One can see that Fig. 4(a) displays two regions where the y-polarization is well
defined. Around α = 0.12 eV·A˚ and V g2 = 0.14 eV we notice full spin-down polarization,
while for the same V g2 but at α = 0.48 eV·A˚, one has the opposite polarization. These
features change location and sign as the incident energy varies. These results demonstrate
the possibility of spin-inversion of the current flux by controlling α (via E) or V g2 (via
applied gates). Figure 4(c) and (d) correspond to T3, and one may note that they present
similar behavior, but where features have a smoother (not as sudden) variations in α or V g2.
In conclusion, we have studied the spin transport properties of a nanowire directional
coupler implemented by parallel wires joined by a mixing region which generates Rashba
spin-orbit interaction (SOI). Using a transfer matrix approach allowed us to understand
the modulation of electronic and spin transport arising from the combination of SOI and
the system geometrical features. Likewise, SOI and applied gate voltages give rise to a
modulation of the polarization when the spin is projected in the same direction as the
effective Rashba magnetic field. The versatility of this device may be useful in all-electrical
spintronic devices.
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(a) (b)
(c) (d)
Vg2=
FIG. 4. Polarization in the y-direction vs α and applied gate voltage on the bottom right wire,
(V g2), where r1 = r2 = 100 A˚, d = 100 A˚, and L = 300 nm. (a) Polarization for the top right
wire (P y1 ) with E = 50 meV. (b) Polarization for the top right wire (P y1 ) with E = 100 meV. (c)
Polarization for the bottom left wire (P y3 ) with E = 50 meV. (d) Polarization for the bottom left
wire (P y3 ) with E = 100 meV. Red dashed lines indicate V g2 = E in each panel.
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