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Abstract
This paper provides a new approach to derive various arbitrary high order fi-
nite difference formulae for the numerical differentiation of analytic functions.
In this approach, various first and second order formulae for the numerical
approximation of analytic functions are given with error terms explicitly ex-
panded as Taylor series of the analytic function. These lower order approxi-
mations are successively improved by one or two (two order improvement for
centered formulae) to give finite difference formulae of arbitrary high order.
The new approach allows to recover the standard backward, forward, and
centered finite difference formulae which are given in terms of formal power
series of finite difference operators. Examples of new formulae suited for
deferred correction methods are given.
Keywords: finite difference formulae, numerical differentiation
1. Introduction
Finite differences are commonly used for discrete approximations of deriva-
tives. Large classess of schemes for the numerical approximation of ordinary
differential equations (ODEs) and partial differential equations (PDEs) are
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derived from finite differences. Formulae for numerical differentiations are
generally obtained from a linear combination of Taylor series, which leads to
solving a system of linear equations [1, 2, 3, 4] or calculating derivatives of
interpolating polynomials (for instance see [4]). References [5, 6, 7] give a
number of finite difference formulae, for high order approximation of deriva-
tives, in term of formal power series of finite difference operators.
The purpose of this paper is to provide some basic results on finite dif-
ference approximations, which results are required for the numerical analysis
of higher order time-stepping schemes for ODEs and PDEs. We introduce a
new approach to derive arbitrary high order finite difference formulae which
avoids the need for solving a system of linear equations. We provide various
formulae for the discrete approximation of any order p derivative of an ana-
lytic function u at a point t0 using p arbitrary points t1 < t2 < · · · < tp evenly
spread around t0. These discrete approximations are of order 1 or 2 (order
2 for centred formulae), with errors explicitly expanded in terms of Taylor
series with the derivatives u(p+i)(t0), i = 1, 2, · · · . Substituting successively
u(p+1)(t0), u
(p+2)(t0), · · · by their finite difference approximations in the error
term for the discrete approximation of u(p)(t0), we improve successively by 1
or 2 the order of the discrete approximation of u(p)(t0). An efficient choice of
the discrete points minimizes the number of points needed for a given order
of accuracy of the discrete approximation of u(p)(t0). Our approach can be
used to recover the existing finite difference formulae, but it also provides
various new formulae. We give three new finite difference formulae which
are useful for the construction of new high order time-stepping schemes and
their efficient starting procedures via the deferred correction (DC) method.
In fact, the use of standard backward and central finite differences in building
high order time-stepping schemes via the DC method leads to the computa-
tion of starting values for these schemes outside the solution interval while
the standard forward finite difference formula leads to unstable schemes (see,
e.g., [8, 9, 10, 11, 12]).
The paper is organized as follows: in section 2 we recall the main fi-
nite difference operators and prove some of their main properties; section 3
presents general first and second order approximations of derivatives with
error terms explicitly expressed as Taylor series; section 4 gives many results
for arbitrary high order finite difference approximations, and section 5 deals
with a numerical test.
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2. Properties of finite difference operators
In this section we recall the standard finite difference operators and pro-
vided some of their useful properties.
For a given spacing k > 0 and a real t0 ∈ R, we denote tn = nk and
tn+1/2 = (n+1/2)k, for each integer n. The centered, forward and backward
difference operators D, D+ and D−, respectively, related to k, and applied
to a function u from R into a Banach space X , are defined as follows:
Du(tn+1/2) =
u(tn+1)− u(tn)
k
,
D+u(tn) =
u(tn+1)− u(tn)
k
,
and
D−u(tn) =
u(tn)− u(tn−1)
k
.
The average operator is denoted by E:
Eu(tn+1/2) = û(tn+1) =
u(tn+1) + u(tn)
2
.
The composites of D+ and D− are defined recursively. They commute, that
is
(D+D−)u(tn) = (D−D+)u(tn) = D−D+u(tn),
and satisfy the identities
(D+D−)
mu(tn) = k
−2m
2m∑
j=0
(−1)j
(
2m
j
)
u(tn+m−j), (1)
D−(D+D−)
mu(tn) = k
−2m−1
2m+1∑
j=0
(−1)j
(
2m+ 1
j
)
u(tn+m−j), (2)
and
Dm1+ D
m2
− u(tn) = k
−m1−m2
m1+m2∑
j=0
(−1)j
(
m1 +m2
j
)
u(tn+m1−j), (3)
for each nonnegative integer m, m1, and m2 such that these sums exist.
Formulae (1)-(3) can be proven by a straightforward induction argument.
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We introduce the double index αm = (αm1 , α
m
2 ) ∈ {0, 1, ..., m}×{0, 1, ..., m}
such that
Dα
m
u(tn) = D
αm1
+ D
αm2
− u(tn). (4)
Remark 1. If |αm| = αm1 + α
m
2 is even, then we have
Dα
m
u(tn) = (D+D−)
|αm|/2u(tm′), (5)
for some integer m′. For example,
D+D
3
−u(tn) = (D+D−)
2u(tn−1),
and
D4−u(tn) = (D+D−)
2u(tn−2).
Theorem 1 (Finite difference approximation of a product). Suppose that X
is a Banach algebra. Then, for any functions f, g : R → X, we have
D−(fg)(tn) = D−f(tn)g(tn) + f(tn)D−g(tn)− kD−f(tn)D−g(tn), (6)
D+(fg)(tn) = D+f(tn)g(tn) + f(tn)D+g(tn) + kD+f(tn)D+g(tn), (7)
and
D+D−(fg)(tn) =D+D−f(tn)g(tn) + f(tn)D+D−g(tn) +D+f(tn)D−g(tn)
+D−f(tn)D+g(tn) + k
2D+D−f(tn)D+D−g(tn).
(8)
More generally, for each integer m = 1, 2, ..., such that (D+D−)
m(fg)(tn)
exists, we have the formula
(D+D−)
m(fg)(tn) =
m∑
j=0
(
m
j
)
k2j
∑
αm+βm=(m+j,m+j)
Dα
m
f(tn)D
βmg(tn). (9)
Proof. The formulae (6)-(8) can be obtained by a straightforward calculation,
so we just need to establish (9). We proceed by induction on the positive
integer m. From the index notation introduced in (4), we can write
D+D−f(tn)g(tn) + f(tn)D+D−g(tn) +D+f(tn)D−g(tn) +D−f(tn)D+g(tn)
=
∑
α1+β1=(1,1)
Dα
1
f(tn)D
β1g(tn),
4
and
D+D−f(tn)D+D−g(tn) = D
α1f(tn)D
β1g(tn), with α
1 + β1 = (2, 2).
These two identities combined with (8) yield
D+D−(fg)(tn) =
1∑
j=0
(
1
j
)
k2j
∑
α1+β1=(1+j,1+j)
Dα
1
f(tn)D
β1g(tn),
that is formula (9) holds for m = 1. Now suppose that (9) holds until some
rank m ≥ 1. We are going to show that it remains true for m + 1. By the
induction hypothesis, we can write
(D+D−)
m+1(fg)(tn) =
m∑
j=0
(
m
j
)
k2j
∑
αm+βm=(m+j,m+j)
D+D−[D
αmf(tn)D
βmg(tn)].
(10)
Expanding D+D−[D
αmf(tn)D
βmg(tn)] as in the formula (8), we deduce that∑
αm+βm=(m+j,m+j)
D+D−[D
αmf(tn)D
βmg(tn)] = S(j) + k
2S(j + 1), (11)
where
S(j) =
∑
αm+1+βm+1=(m+1+j,m+1+j)
Dα
m+1
f(tn)D
βm+1g(tn).
We have
m∑
j=0
(
m
j
)
k2j [S(j)+k2S(j + 1)] = S(0)
+
m∑
j=1
k2j
[(
m
j − 1
)
+
(
m
j
)]
S(j) + k2m+2S(m+ 1),
and deduce from (10), (11) and the identity
(
m
j
)
+
(
m
j−1
)
=
(
m+1
j
)
that the
formula (9) holds for m + 1. Finally, we conclude by induction that this
formula is true for each suitable positive integer m.
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Theorem 2 (Finite difference approximation of a composite). Consider two
functions f and u with values into Banach spaces such that the composite
f ◦ u is defined on R and the differential df is integrable. Then
D−f(u(tn)) =
∫ 1
0
df (u(tn−1) + τkD−u(tn)) (D−u(tn))dτ (12)
and
D+f(u(tn)) =
∫ 1
0
df (u(t) + ∆tD+u(t)τ) (D+u(t))dτ (13)
Proof. As in standard mean value theorem.
3. First and second order discrete approximation of derivatives
In this section we provide various formulae for the finite difference ap-
proximation of arbitrarry high order derivatives of analytic functions. The
approximations are of order one or two, and the error terms are explicitly
expanded i terms of Taylor series. We need the following lemma which proof
is an easy induction.
Lemma 1. For positive integers m and p and for any real r, we have
m∑
j=0
(−1)j
(
m
j
)
(m+ r − j)p =
{
0, if 1 ≤ p < m,
m!, if p = m.
(14)
In particular, for any nonnegative integer p, we have
2m∑
j=0
(−1)j
(
2m
j
)
(m− j)2p+1 = 0, (15)
2m+1∑
j=0
(−1)j
(
2m+ 1
j
)
(m− j + 1/2)2p = 0, (16)
and
2m∑
j=0
(−1)j
(
2m
j
)[
(m− j + 1/2)2p+1 + (m− j − 1/2)2p+1
]
= 0. (17)
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Theorem 3. Suppose that the function u : [0, T ] → X is analytic. Let
0 = t0 < t1 < ... < tN = T , tn = nk, be a partition of the interval [0, T ]. For
each positive integer m, we have
Dm+u(tn) = u
(m)(tn) +
∞∑
i=m+1
ki−m
i!
u(i)(tn)
m∑
j=0
(−1)j
(
m
j
)
(m− j)i, (18)
Dm−u(tn) = u
(m)(tn) +
∞∑
i=m+1
ki−m
i!
u(i)(tn)
m∑
j=0
(m− 1)j
(
m
j
)
(−j)i, (19)
D−(D+D−)
mu(tn) = u
(2m+1)(tn)
+
∞∑
i=2m+2
ki−2m−1
i!
u(i)(tn)
2m+1∑
j=0
(−1)j
(
2m+ 1
j
)
(m− j)i,
(20)
(D+D−)
mu(tn) = u
(2m)(tn) +
∞∑
i=m+1
k2i−2m
(2i)!
u(2i)(tn)
2m∑
j=0
(−1)j
(
2m
j
)
(m− j)2i,
(21)
D(D+D−)
mu(tn+1/2) = u
(2m+1)(tn+1/2)
+
∞∑
i=m+1
k2i−2m
(2i+ 1)!
u(2i+1)(tn+1/2)
2m+1∑
j=0
(−1)j
(
2m+ 1
j
)
(m− j − 1/2)2i+1,
(22)
and
(D+D−)
mEu(tn+1/2) = u
(2m)(tn+1/2) +
∞∑
i=m+1
ami
k2i−2m
(2i)!
u(2i)(tn+1/2), (23)
where
ami =
1
2
2m∑
j=0
(−1)j
(
2m
j
)[
(m− j + 1/2)2i + (m− j − 1/2)2i
]
.
7
Proof. We only prove formula (22). The other formulae can be proven simi-
larly. By Taylor expansion series we have
u(tn+m−j) = u(tn+s) +
∞∑
i=1
ki
i!
(m− s− j)iu(i)(tn+s).
Choosing s = 1/2 in this formula, we deduce from (2) that
D(D+D−)
mu(tn+1/2) = k
−2m−1
2m+1∑
j=0
(−1)j
(
2m+ 1
j
)
u(tn+m−j)
= k−2m−1
∞∑
i=1
ki
i!
u(i)(tn+1/2)
2m+1∑
j=0
(−1)j
(
2m+ 1
j
)
(m− j − 1/2)i,
and (22) follows from (14) and (16).
Theorem 4. Let u be Cm([0, T ], X), m = 1, 2, ..., and 0 = t0 < t1 < ... <
tN = T , tn = nk, be a partition [0, T ]. Let m1 and m2 be two positive integers
such that m1+m2 ≤ m. Then, for each integer n such that m2 ≤ n ≤ N−m1,
Dm1+ D
m2
− u(tn) is bounded independently of n, and we have the estimate∥∥Dm1+ Dm2− u(tn)∥∥ ≤ C max
tn−m2≤t≤tn+m1
∥∥u(m1+m2)(t)∥∥ ,
where C is a constant depending only on the integer m.
Proof. According to Remark 1, it is enough to just prove the theorem for
(D+D−)
pf(tn) or D−(D+D−)
pf(tn), for suitable positive integer p (the case
p = 0 is trivial). As in the previous proof, Taylor expansion of order (2p−1)
with integral remainder together with formulae (1) and (14) yields
(D+D−)
pu(tn) =
2p∑
j=0
(−1)j
(2p− 1)!
(
2p
j
)
(p−j)2p
∫ 1
0
(1−s)2p−1u(2p)(tn+(p−j)ks)ds.
It follows that
‖(D+D−)
pu(tn)‖ ≤
1
(2p)!
2p∑
j=0
(
2p
j
)
(p− j)2p max
tn−p≤t≤tn+p
∥∥u(2p)(t)∥∥ .
Similar reasoning can be applied in the case of D−(D+D−)
pu(tn).
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4. Arbitrary high order finite difference approximations
Theorem 5. There exists a sequence {ci}i≥2 of real numbers such that for
any function u ∈ C2p+3 ([0, T ], X), where p is a positive integer, and a parti-
tion 0 = t0 < t1 < ... < tN = T , tn = nk, of [0, T ], we have
u′(tn+1/2) =
u(tn+1)− u(tn)
k
−
p∑
i=1
c2i+1k
2iD(D+D−)
iu(tn+1/2) +O(k
2p+2),
(24)
and
u(tn+1/2) =
u(tn+1) + u(tn)
2
−
p∑
i=1
c2ik
2i(D+D−)
iEu(tn+1/2)+O(k
2p+2), (25)
for p ≤ n ≤ N − 1 − p. The error constants for the formulae (24) and (25)
are, respectively, c2p+3 and c2p+2. Table 1 gives the first ten coefficients ci.
Table 1: Ten first coefficients of central difference approximations (24) and (25)
c2 c3 c4 c5 c6 c7 c8 c9 c10 c11
1
8
1
24
− 18
4!25
− 18
5!25
450
6!27
450
7!27
−22050
8!29
−22050
9!29
1786050
10!211
1786050
11!211
Proof. By Taylor expansion we can write
u(tn+1) = u(tn) + ku
′(tn+1/2) +
p∑
i=1
d1,2i+1
(2i+ 1)!
k2i+1u(2i+1)(tn+1/2) +O(k
2p+3)
(26)
and
u(tn+1) = −u(tn) + 2u(tn+1/2) +
p∑
i=1
d1,2i
(2i)!
k2iu(2i)(tn+1/2) +O(k
2p+2), (27)
with d1,i = 2
1−i, for i = 2, 3, ..., 2p + 1. Therefore, substituting successively
the derivatives u(3)(un+1/2), u
(5)(tn+1/2), ... and u
(2)(tn+1/2), u
(4)(tn+1/2), ...
by their expansion given by the formulae (22) and (23), respectively, into
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(26) and (27), we deduce the identities
u(tn+1) = u(tn) + ku
′(tn+ 1
2
) +
d1,3
3!
k3DD+D−u(tn+ 1
2
) + ...+
dq,2q+1
(2q + 1)!
k2q+1D(D+D−)
qu(tn+ 1
2
) +
p∑
i=q+1
dq+1,2i+1
(2i+ 1)!
k2i+1u(2i+1)(tn+ 1
2
) +O(k2p+3)
and
u(tn+1) = −u(tn) + 2u(tn+1/2) +
d1,2
2!
k2D+D−Eu(tn+1/2) + ...
+
dq,2q
(2q)!
k2q(D+D−)
qEu(tn+1/2) +
p∑
i=q+1
dq+1,2i
(2i)!
k2iu(2i)(tn+1/2) +O(k
2p+2)
where, for q = 1, ..., p− 1, and i = q + 1, q + 2, ..., p, we have
dq+1,2i+1 = dq,2i+1 −
dq,2q+1
(2q + 1)!
2q+1∑
j=0
(−1)j
(
2q + 1
j
)
(q − j − 1/2)2i+1,
and
dq+1,2i = dq,2i −
dq,2q
(2q)!× 2
2q∑
j=0
(−1)j
(
2q
j
)
[(q − j − 1/2)2i + (q − j − 3/2)2i].
Finally, the identities (24 ) and (25) follow by setting c2i = di,2i/((2i)! × 2)
and c2i+1 = di,2i+1/(2i+ 1)!, for i = 1, 2, ..., p.
Remark 2. The approximations (24) and (25) are, from the coefficients ci
computed in Table 1, equivalent to the central-difference approximation of the
first derivative and the centered Bessel’s formulae (see [5, p.142 & p.183] or
[6, 7]).
Remark 3. Formula (24) gives the finite difference approximations in [2],
writing
u′(tn) =
u(tn+1/2)− u(tn−1/2)
k
−
p∑
i=1
c2i+1k
2iD(D+D−)
iu(tn) +O(k
2p+2),
(28)
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where
p∑
i=1
c2i+1k
2iD(D+D−)
iu(tn) = k
−1
p∑
i=1
[
c2i+1
2i+1∑
j=0
(−1)j
(
2i+ 1
j
)
u(tn+i−j+1/2)
]
.
- For p = 1 we have
u′(tn) =
u(tn+1/2)− u(tn−1/2)
k
−
1
24
k2D(D+D−)u(tn) +O(k
4)
=
u(tn+1/2)− u(tn−1/2)
k
−
u(tn+3/2)− 3u(tn+1/2) + 3u(tn−1/2)− u(tn−3/2)
24k
+O(k4).
- For p = 2 we have
u′(tn) =
u(tn+1/2)− u(tn−1/2)
k
−
1
24
k2D(D+D−)u(tn) +
18
255!
k4D(D+D−)
2u(tn)
+O(k6),
and then
u′(tn) =
u(tn+1/2)− u(tn−1/2)
k
+
1
1920k
[
9 −125 330 −330 125 −9
]
UTn,5 +O(k
6),
where UTn,5 is the transpose of the vector
Un,5 =
[
u(tn+5/2) u(tn+3/2) u(tn+1/2) u(tn−1/2) u(tn−3/2) u(tn−5/2)
]
.
The following theorem gives a new form of centered finite difference formu-
lae which is useful for efficient starting procedures of high order time-stepping
schemes via deferred correction strategy [11, 12].
Theorem 6 (Interior centered approximations). Let u ∈ C2p+3 ([a, b], X),
where p is a positive integer and [a, b], a < b, is a real interval. Given a
uniform partition a = τ0 < τ1 < ... < τ2p+1 = b of [a, b], that is τn =
a + nk with k = (b − a)/(2p + 1), and τp+1/2 = (a + b)/2, there exist reals
cp2, c
p
3, · · · , c
p
2p+1 such that
u′(τp+1/2) =
u(b)− u(a)
b− a
−
1
b− a
p∑
i=1
cp2i+1k
2i+1D(D+D−)
iu(τp+1/2)+O(k
2p+2).
(29)
11
and
u(τp+1/2) =
u(b) + u(a)
2
−
p∑
i=1
cp2ik
2i(D+D−)
iEu(τp+1/2) +O(k
2p+2), (30)
Table 2 gives the coefficients cpi for p = 1, 2, 3, 4.
Table 2: Coefficients of the approximations (29)-(30) for p = 1, 2, 3, 4
p cp2 c
p
3 c
p
4 c
p
5 c
p
6 c
p
7 c
p
8 c
p
9
1 9
8
9
8
2 25
8
125
24
125
128
125
128
3 49
8
343
24
637
128
13377
1920
1029
1024
1029
1024
4 81
8
243
8
1917
128
17253
640
7173
1024
64557
7168
32733
32768
32733
32768
Proof. By Taylor expansion we have
u(b) = u(a)−(b−a)u′(τp+1/2)+
p∑
i=1
(b− a)2i+1
22i(2i+ 1)!
u(2i+1)(τp+1/2),+O((b−a)
2p+3),
and
u(b) = −u(a) + 2u(τp+1/2) +
p∑
i=1
(b− a)2i
22i−1(2i)!
u(2i)(τp+1/2) +O((b− a)
2p+2).
Substituting b− a by (2p+ 1)k in the summations, we deduce that
u(b) = u(a) + (b− a)u′(τp+1/2) +
p∑
i=1
dp1,2i+1
(2i+ 1)!
k2i+1u(2i+1)(τp+1/2) +O(k
2p+3),
and
u(b) = −u(a) + 2u(τp+1/2) +
p∑
i=1
dp1,2i
(2i)!
k2iu(2i)(tp+1/2) +O(k
2p+2),
where
dp1,i = 2
1−i(2p+ 1)i, for i = 1, · · · , 2p+ 1.
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Proceeding exactly as in Theorem 5, we obtain the real dpq,i such that, for
q = 1, ..., p− 1 and i = q + 1, q + 2, ..., p, we have
dpq+1,2i+1 = d
p
q,2i+1 −
dpq,2q+1
(2q + 1)!
2q+1∑
j=0
(−1)j
(
2q + 1
j
)
(q − j − 1/2)2i+1,
and
dpq+1,2i = d
p
q,2i −
dpq,2q
(2q)!× 2
2q∑
j=0
(−1)j
(
2q
j
)[
(q − j − 1/2)2i + (q − j + 1/2)2i
]
.
Finally, cp2i = d
p
i,2i/((2i)!×2) and c
p
2i+1 = d
p
i,2i+1/(2i+1)!, for i = 1, 2, ..., p.
The following finite difference formulae are useful for the construction of
new time-stepping methods by applying the deferred correction method to
backward or forward schemes.
Theorem 7. (Forward-centered and backward-centered approximations) There
exists a sequence {ai}i≥2 and {bi}i≥2 of real numbers such that, for any func-
tion u ∈ Cp+1 ([0, T ], X) and a partition 0 = t0 < t1 < ... < tN = T , tn = nk,
of [0, T ], we have
u′(tn) =
u(tn+1)− u(tn)
k
−
p∑
i=2
aik
i−1D
τ(i)
− (D+D−)
µ(i)u(tn) +O(k
p), (31)
and
u′(tn+1) =
u(tn+1)− u(tn)
k
+
p∑
i=2
bik
i−1D
τ(i)
− (D+D−)
µ(i)u(tn+1)+O(k
p), (32)
for µ(p) + τ(p) ≤ n ≤ N − µ(p), where µ(i) and τ(i) are, respectively, the
quotient and the remainder of the Euclidean division of the integer i by 2,
that is i = 2µ(i) + τ(i), τ(i) = 0 or 1. The errors constants for the finite
differences approximations (31)-(32) are ap+1 and bp+1, respectively, and we
have the relation a2 = b2, and ai = −bi, for i = 3, 4, · · · .
Table 3 gives the coefficients ai, for i = 2, 3, · · · , 11.
Proof. Taylor expansion of the function u at order p around t = tn gives
u(tn+1) = u(tn) + A1,1ku
′(tn) +
p∑
i=2
A1,i
ki
i!
u(i)(tn) +O(k
p+1), (33)
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Table 3: Table of coefficients, for differed correction backward Euler method.
a2 a3 a4 a5 a6 a7 a8 a9 a10 a11
1
2
1
3!
2
4!
− 4
5!
−12
6!
36
7!
144
8!
−576
9!
−2880
10!
14400
11!
where A1,i = 1, for i = 1, 2, 3, ..., p. Suppose that
u(tn+1) = u(tn) + A1,1ku
′(tn) + A2,2k
2D+D−u(tn) + A3,3k
3D−(D+D−)u(tn) + ...
+ Aq−1,q−1k
q−1D
τ(q−1)
− (D+D−)
µ(q−1)u(tn) +
p∑
i=q
Aq−1,ik
iu(i)(tn) +O(k
p+1),
(34)
for an arbitrary integer q ≥ 2, where (33) is the formula for q = 2. From
(20)-(21) and (15) we have
u(q)(tn) = D
τ(q)
− (D+D−)
µ(q)u(tn)−
∞∑
i=q+1
ki−q
i!
u(i)(tn)
q∑
j=0
(−1)j
(
q
j
)
(µ(q)− j)i ,
and it follows that
p∑
i=q
Aq−1,ik
iu(i)(tn) = Aq−1,q
kq
q!
u(q)(tn) +
p∑
i=q+1
Aq−1,i
ki
i!
u(i)(tn)
= Aq−1,q
kq
q!
D
τ(q)
− (D+D−)
µ(q)u(tn)
+
p∑
i=q+1
(
Aq−1,i −
Aq−1,q
q!
q∑
j=0
(−1)j
(
q
j
)
(µ(q)− j)i
)
ki
i!
u(i)(tn) +O(k
p+1).
Substituting the last identity in (34), we deduce that
u(tn+1) = u(tn) + ku
′(tn) + A2,2k
2D+D−u(tn) + A3,3k
3D−(D+D−)u(tn) + ...
+ Aq,qk
qD
τ(q)
− (D+D−)
µ(q)u(tn) +
p∑
i=q+1
Aq,ik
iu(i)(tn) +O(k
p+1),
where, for q = 2, 3, · · · , p we have
Aq,q = Aq−1,q
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and
Aq,i = Aq−1,i −
Aq,q
q!
q∑
j=0
(−1)j
(
q
j
)
(µ(q)− j)i , for i = q + 1, q + 2, ..., p.
We can then deduce by induction on q that formula (31) holds with ai = Ai,i,
for i = 2, ..., p. The sequence {bi}i≥2 can be obtained similarly.
Remark 4. The standard forward formula writes
u′(tn) =
u(tn+1)− u(tn)
k
−
p∑
i=2
(−1)i
i
ki−1Di+u(tn) +O(k
p). (35)
It can be obtained by substituting successively the derivative u(2)(tn), u
(3)(tn),
..., in (33) by the expansion (18), and the standard backward formula writes
u′(tn+1) =
u(tn+1)− u(tn)
k
+
p∑
i=2
1
i
ki−1Di−u(tn+1) +O(k
p), (36)
and can be obtained from (19). The errors constants in the new forward-
centered and backward-centered formulae are smaller than for the standard
forward and backward formulae (35) and (36), respectively. For example,
the error constant for an approximation of order 10 for u′(tn) by the formu-
lae (35)-(36) is 1/11 while the corresponding error constant for (31)-(32) is
14400/11!.
More generally, we have the following result:
Theorem 8 (General finite difference formulae). For an analytic function
u : R −→ X, given an integer m and a real k > 0, we can write, for any
integer p ≥ m and a real t,
u(m)(t) = k−m
p∑
i=m
∑
|αi|=i
Cαi(ki)
iDα
i
u(t) +O(kp+1−m), (37)
where Cαi are constants, km = k, ki = εik (for i ≥ m + 1, where εi > 0 is
arbitrarily chosen), and each finite difference operator Dα
i
is related to ki in
the sense that
(ki)
iDα
i
u(t) =
i∑
j=0
(−1)j
(
i
j
)
u
(
t+ (αi1 − j)ki
)
, for |αi| = i. (38)
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Proof. For a double index αi = (αi1, α
i
2) such that |α
i| = i and a spacing
ki > 0, since D
αi is related to ki > 0, we deduce from (38) and Theorem 3
that
u(i)(t) = Dα
i
u(t)−
∞∑
l=i+1
(ki)
l−i
l!
u(l)(t)
i∑
j=0
(−1)j
(
i
j
)(
αi1 − j
)l
. (39)
Therefore, we can choose one double index αm such that |αm| = m and
deduce that
kmu(m)(t) = kmDα
m
u(t)−
∞∑
l=m+1
kl
l!
u(l)(t)
m∑
j=0
(−1)j
(
m
j
)
(αm1 − j)
l .
This identity can be written
kmu(m)(t) = kmDα
m
u(t) +
∞∑
l=m+1
Cm+1,l
(km+1)
l
l!
u(l)(t), (40)
where km+1 = εm+1k, for a real εm+1 > 0 arbitrarily chosen, and
Cm+1,l = −(εm+1)
−l
m∑
j=0
(−1)j
(
m
j
)
(αm1 − j)
l , for l ≥ m+ 1.
Next, we choose one double index αm+1 such that |αm+1| = m + 1 and
substitute the identity (39) for i = m+ 1 into (40) to obtain
kmu(m)(t) = kmDα
m
u(t) + Cm+1,m+1(km+1)
m+1Dα
m+1
u(t)
+
∞∑
l=m+2
Cm+2,l
(km+2)
l
l!
u(l)(t),
(41)
where km+2 = εm+2km+1, for a real εm+2 > 0 arbitrarily chosen, and, for
l ≥ m+ 2,
Cm+2,l = (εm+2)
−l
(
Cm+1,l −
Cm+1,m+1
(m+ 1)!
m+1∑
j=0
(−1)j
(
m+ 1
j
)(
αm+11 − j
)l)
.
This procedure is repeated until obtaining the expected order of accuracy.
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Remark 5. As a simple application of Theorem 8, the standard central dif-
ference for the second derivative (see, e.g., [6, Formulae (3.3.10)-(3.3.11)])
can be obtained as follows: We choose m = 1 in formula (21) and obtain
k2u”(tn) = k
2(D+D−)u(tn)− 2
∞∑
i=2
k2i
(2i)!
u(2i)(tn), (42)
which is the second order approximation of u”(tn) with error constant K2 =
−1/12. The same formula for m = 2 gives
k4u(4)(tn) = k
4(D+D−)
2u(tn)−
∞∑
i=3
k2i
(2i)!
u(2i)(tn)
4∑
j=0
(−1)j
(
4
j
)
(2− j)2i.
Substituting the last identity in (42), we deduce that
k2u”(tn) =k
2(D+D−)u(tn)−
2k4
4!
(D+D−)
2u(tn)
+
∞∑
i=3
(
−2 +
2
4!
4∑
j=0
(−1)j
(
4
j
)
(2− j)2i
)
k2i
(2i)!
u(2i)(tn).
The last formula gives the approximation of order 4 for u”(tn) with error
constant
K4 =
(
−2 +
2
4!
4∑
j=0
(−1)j
(
4
j
)
(2− j)6
)
1
6!
=
1
90
.
The arbitrary high order central difference can be obtained by continuing the
procedure.
5. Numerical test
This section deals with a comparison between the standard finite differ-
ence formulae and the new formulae obtained in Theorem 6 and 7. The
comparisons address the numerical differentiation of the functions u(x) =
sin(100pix) and u(x) = sin(1000pix) which are taken from the list of tests
functions in [2]. For the classical finite difference formulae we just select the
backward formulae of order 6 and 10, denoted B6 and B10, respectively. For
the new finite difference formulae we choose the backward-centered formulae
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of order 6 and 10, denoted BC6 and BC10, respectively, and the interior-
centered formulae of order 6 and 10, denoted IC6 and IC10, respectively.
We drop the standard forward finite difference formula since it reaches the
same accuracy as the backward formula (for a same order of approxima-
tion). The standard centered finite difference formula has the accuracy of
the interior-centered formula so that we choose to not show it. Finally,
the forward-centered formula reaches the same accuracy as the backward-
centered formula.
Figure 1 shows that each of the finite difference formulae choosen gives a
good approximate derivative of the functions considered. The accuracy of the
approximations are related to both the order of accuracy of the corresponding
formula and its error constant. Moreover, the new formulae are less prone to
floating point error when the approximation reaches machine accuracy.
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Figure 1: Graphs of absolute error for the numerical derivative of u(x) = sin(100pix) (left)
and u(x) = sin(1000pix) (right) at x = 0 with B6, B10, BC6, BC10, IC6 and IC10.
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