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HEIGHT BOUNDS AND THE SIEGEL PROPERTY
MARTIN ORR
Abstract. Let G be a reductive group defined over Q and let S be a Siegel
set in G(R). The Siegel property tells us that there are only finitely many
γ ∈ G(Q) of bounded determinant and denominator for which the translate γ.S
intersects S. We prove a bound for the height of these γ which is polynomial
with respect to the determinant and denominator. The bound generalises a
result of Habegger and Pila dealing with the case of GL2, and has applications
to the Zilber–Pink conjecture on unlikely intersections in Shimura varieties.
In addition we prove that if H is a subset of G, then every Siegel set for H
is contained in a finite union of G(Q)-translates of a Siegel set for G.
1. Introduction
A Siegel set is a subset of the real points G(R) of a reductive Q-algebraic
group of a certain nice form. The notion of Siegel set was introduced by Borel
and Harish-Chandra [BHC62], in order to prove the finiteness of the covolume of
arithmetic subgroups of G(R). In this paper we use a variant of the notion due to
Borel [Bor69] which takes into account the Q-structure of the group G, and gives
an intrinsic construction of fundamental sets for arithmetic subgroups in G(R).
Let S ⊂ G(R) be a Siegel set (see section 2 for the precise definition). The
primary theorem of this paper is a bound for the height of elements of
S.S−1 ∩G(Q) = {γ ∈ G(Q) : γ.S ∩S 6= ∅}
in terms of their determinant and denominators. This gives a quantitative version
of [Bor69, Corollaire 15.3], which asserts that S.S−1 ∩ G(Q) has only finitely
many elements with given determinant and denominators. This in turn implies a
quantitative version of the Siegel property, one of the key properties of Siegel sets.
Theorem 1.1. Let G be a reductive Q-algebraic group and let S ⊂ G(R) be a
Siegel set. Let ρ : G→ GLn be a faithful Q-algebraic group representation.
There exists a constant C1 (depending on G, S and ρ) such that, for all
γ ∈ S.S−1 ∩G(Q),
if N = |det ρ(γ)| and D is the maximum of the denominators of entries of ρ(γ),
then
H(ρ(γ)) ≤ max(C1NDn, D).
1
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This theorem was inspired by a result of Habegger and Pila [HP12, Lemma 5.2].
They dealt with the case G = GL2, as a step in proving some cases of the Zilber–
Pink conjecture on unlikely intersections in Y (1)n. We are motivated by applica-
tions of Theorem 1.1 to the Zilber–Pink conjecture in higher-dimensional Shimura
varieties, which is the subject of work in progress by the author. The key point
for these applications is that the bound is polynomial in the determinant N .
The second main theorem of this paper compares Siegel sets for the group G
with Siegel sets for a subgroup H ⊂ G, which can be seen as a result on the
functoriality of Siegel sets with respect to injections of Q-algebraic groups. This
theorem is used in the proof of Theorem 1.1 to reduce to the case G = GLn. It
also has its own applications to the Zilber–Pink conjecture.
Theorem 1.2. Let G and H be reductive Q-algebraic groups, with H ⊂ G. Let
SH be a Siegel set in H(R).
Then there exist a finite set C ⊂ G(Q) and a Siegel set SG ⊂ G(R) such that
SH ⊂ C.SG.
Theorem 4.1 gives some additional information about how the Siegel sets SG
and SH are related to each other (in terms of the associated Siegel triples).
1.1. Previous results: height bounds. The primary inspiration for Theorem 1.1
is the following result of Habegger and Pila.
Proposition 1.3. [HP12, Lemma 5.2] Let F denote the standard fundamental
domain for the action of SL2(Z) on the upper half-plane.
There exists a constant C2 such that: for all points x, y ∈ F , if the associated
elliptic curves are related by an isogeny of degree N , then there exists γ ∈ M2(Z)
such that
γx = y, detγ = N and H(γ) ≤ C2N10.
In order to relate Proposition 1.3 to Theorem 1.1, recall that the upper half-
plane H can be identified with the symmetric space GL2(R)+/R×SO2(R), with
GL2(R)
+ acting on H by Möbius transformations. Under this identification, the
standard fundamental domain
F = {z ∈ H : −1
2
≤ Re z ≤ 1
2
, |z| ≥ 1}
is contained in the image of the standard Siegel set
S = Ω1/2A√3/2K ⊂ GL2(R)
as defined in section 2.1.
We further identify the quotient SL2(Z)\H with the moduli space Y (1) of elliptic
curves over C. It is easy to prove that the elliptic curves associated with points
x, y ∈ H are related by an isogeny of degree N if and only if there exists γ ∈ M2(Z)
such that
γx = y and det γ = N. (1)
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Theorem 1.1 tells us that any γ satisfying (1) has height at most C1N , improving
on the exponent 10 which appears in Proposition 1.3.
Theorem 1.1 also implies a uniform version of the following previous result of the
author (which is a combination of [Orr15, Lemma 3.3] with [Orr17, Theorem 1.3]).
Proposition 1.4. Let Fg denote the standard fundamental domain for the action
of Sp2g(Z) on the Siegel upper half-space of rank g. Fix a point x ∈ Fg.
There exist constants C3 and C4 such that: for all points y ∈ Fg, if the princi-
pally polarised abelian varieties associated with x and y are related by a polarised
isogeny of degree N , then there exists a matrix γ ∈ GSp2g(Q)+ such that
γx = y and H(γ) ≤ C3NC4 .
In Proposition 1.4, the constant C3 depends on the fixed point x ∈ Fg and only
the other point y is allowed to vary. On the other hand, we can apply Theorem 1.1
to the symmetric space Hg in a similar way to that sketched above for H. This
gives a much stronger result in which the constant is uniform in both x and y.
Hence Theorem 1.1 can be used to prove results on unlikely intersections inAg×Ag
for which Proposition 1.4 is not sufficient.
Note that [Orr15, Lemma 3.3] gives a height bound for unpolarised as well as
polarised isogenies. It is not possible to directly deduce a uniform version of this
bound for unpolarised isogenies from Theorem 1.1 because [Orr15, Lemma 3.3]
concerns the homogeneous space GL2g(R)/GLg(C) while Theorem 1.1 applies to
the symmetric space GL2g(R)/R
×O2g(R).
1.2. Previous results: Siegel sets and subgroups. Let H be a reductive Q-
algebraic subgroup of G = GLn. Borel and Harish-Chandra gave a recipe in
[BHC62, Theorem 6.5] for constructing a fundamental set for H(R) which is con-
tained in a finite union of G(Q)-translates of a Siegel set for G. However it is
not obvious how the resulting fundamental set is related to a Siegel set for H.
Theorem 1.2 resolves this by directly relating Siegel sets for G and H.
Theorem 1.2 can also be interpreted as a result about functoriality of Siegel
sets. According to a remark on [Bor69, p. 86], if f : H → G is a surjective
morphism of reductive Q-algebraic groups and SH is a Siegel set in H(R), then
f(SH) is contained in a Siegel set in G(R). Theorem 1.2 gives a similar result for
injective morphisms of reductive Q-algebraic groups, where the conclusion must
be weakened to saying that the image of a Siegel set is contained in a finite union
of G(Q)-translates of a Siegel set. We can of course combine these to conclude
that for an arbitrary morphism f : H→ G, the image of a Siegel set SH ⊂ H(R)
is contained in a finite union of G(Q)-translates of a Siegel set in G(R).
The proof of Theorem 1.2 gives an explicit bound for the size of the set C ⊂
G(Q), namely #C is at most the size of the Q-Weyl group of G. The uniform
nature of this bound is less powerful than it might at first appear because the
Siegel set SG depends on SH.
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1.3. Application to unlikely intersections. The author’s motivation for study-
ing Theorem 1.1 is due to its applications to the Zilber–Pink conjecture on unlikely
intersections in Shimura varieties [Pin05, Conjecture 1.2]. To illustrate these ap-
plications, consider the following special case of the Zilber–Pink conjecture.
Conjecture 1.5. Let g ≥ 2 and let Ag denote the moduli space of principally
polarised abelian varieties of dimension g over C.
For each point s ∈ Ag, let (As, λs) denote the associated principally polarised
abelian variety. Let
Σ = {(s1, s2) ∈ Ag ×Ag : there exists an isogeny As1 → As2}.
Let V ⊂ Ag ×Ag be an irreducible algebraic curve.
If V ∩Σ is infinite, then V is contained in a proper special subvariety of Ag×Ag.
In [HP12], Habegger and Pila used Proposition 1.3 to prove a result similar to
Conjecture 1.5 but for the Shimura variety An1 (n ≥ 3) instead of Ag×Ag (g ≥ 2)
(for reasons of dimension, Conjecture 1.5 is false for A1 ×A1).
In work currently in progress, the author of this paper proves Conjecture 1.5
subject to certain technical conditions and a restricted definition of the set Σ.
This work requires the uniform version of Proposition 1.4 which is implied by
the GSp2g case of Theorem 1.1. Because Theorem 1.1 applies to all reductive
groups, not just GSp2g, it should also be useful for proving statements similar to
Conjecture 1.5 where Ag is replaced by an arbitrary Shimura variety. However, at
present it is not known how to prove the Galois bounds which would be required
for such a statement.
1.4. Outline of paper. Section 2 contains the definition of Siegel sets and the
associated notation used throughout the paper. In section 3 we prove Theorem 1.1
for standard Siegel sets in GLn, and combine this with Theorem 1.2 to deduce the
general statement of Theorem 1.1. The proof of the GLn case is entirely self-
contained. Finally section 4 contains the proof of Theorem 1.2, relying on results
on parabolic subgroups and roots from [BT65].
1.5. Notation. IfG is a real algebraic group, then we writeG(R)+ for the identity
component of G(R) in the Euclidean topology.
We use a naive definition for the height of a matrix with rational entries, as in
[PW06]: if γ ∈ Mn(Q), then its height is
H(γ) = max
1≤i,j≤n
H(γij)
where the height of a rational number a/b (written in lowest terms) is max(|a|, |b|).
For an algebraic group G other than GLn, we define the heights of elements of
G(Q) via a choice of faithful representation G→ GLn.
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In order to avoid writing uncalculated constant factors in every inequality in the
proof of Theorem 1.1, we use the notation
X ≪ Y
to mean that there exists a constant C, depending only on the group G, the
representation ρ and the Siegel set S, such that
|X| ≤ C|Y |.
Acknowledgements. I thank Philipp Habegger and Jonathan Pila for their sug-
gestion that I should study generalisations of their result [HP12, Lemma 5.2]
(Proposition 1.3 in this paper). This suggestion was the initial inspiration for
this paper. I am grateful to Christopher Daw, Gisele Teixeira Paula, Jonathan
Pila, Jinbo Ren and Andrei Yafaev for useful discussions during the writing of the
paper. I am also grateful to the referee for suggestions which improved the paper.
The work which led to this paper was funded by European Research Council
grant 307364 and by EPSRC grant EP/M020266/1.
This paper was published in Algebra & Number Theory, 2018, vol. 12, no. 2,
pp. 455–478 (DOI: 10.2140/ant.2018.12.455), published by Mathematical Sci-
ences Publishers. This version of the paper contains corrections to some typos
and minor errors in the published version. I am grateful to Dave Witte Morris for
bringing these errors to my attention.
2. Definition of Siegel sets
The definitions of Siegel sets used by different authors (for example, [Bor69] and
[AMRT10]) vary in minor ways, so we state here the precise definition used in this
paper. At the same time, we define the notation which we shall use in sections 3
and 4 for the various ingredients in the construction of Siegel sets.
2.1. Standard Siegel sets in GLn. Before defining Siegel sets in general, we
begin with the simpler special case of “standard Siegel sets” inGLn. Our definition
of standard Siegel sets follows [Bor69, Définition 1.2]. Compared to [Bor69], we
use the reverse order of multiplication for elements of GLn and therefore reverse
the inequalities in the definition of At.
Make the following definitions (all of these are special cases of the corresponding
notations for general Siegel sets):
(1) P ⊂ GLn is the Borel subgroup consisting of upper triangular matrices.
(2) K = On(R) is the maximal compact subgroup consisting of orthogonal
matrices.
(3) S ⊂ P is the maximal Q-split torus consisting of diagonal matrices.
(4) At is the set {α ∈ S(R)+ : αj/αj+1 ≥ t for all j} for any real number t > 0.
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(5) Ωu is the compact set
{ν ∈ P(R) : νii = 1 for all i and |νij| ≤ u for 1 ≤ i < j ≤ n}
for any real number u > 0.
A standard Siegel set in GLn is a set of the form
S = ΩuAtK ⊂ GLn(R)
for some positive real numbers u and t.
According to [Bor69, Théorèmes 1.4, 4.6], if t ≤ √3/2 and u ≥ 1
2
, then S is a
fundamental set for GLn(Z) in GLn(R).
2.2. Definition of Siegel sets in general. Let G be a reductive Q-algebraic
group. In order to define a Siegel set in G(R), we begin by making choices of the
following subgroups of G:
(1) P a minimal parabolic Q-subgroup of G;
(2) K a maximal compact subgroup of G(R).
Lemma 2.1. For any P and K, there exists a unique R-torus S ⊂ P satisfying
the conditions
(i) S is P(R)-conjugate to a maximal Q-split torus in P.
(ii) S is stabilised by the Cartan involution associated with K.
Proof. This follows from the lemma in [AMRT10, chapter II, section 3.7]. 
We define a Siegel triple forG to be a triple (P,S, K) satisfying the conditions
of Lemma 2.1. We remark that these conditions could equivalently be stated as:
(i) S is a lift of the unique maximal Q-split torus in P/Ru(P).
(ii) LieS(R) is orthogonal to LieK with respect to the Killing form of G.
Define the following further pieces of notation:
(1) U is the unipotent radical of P.
(2) M is the preimage in ZG(S) of the maximalQ-anisotropic subgroup ofP/U.
(Note that by [BT65, Corollaire 4.16], ZG(S) is a Levi subgroup of P and
hence maps isomorphically onto P/U.)
(3) ∆ is the set of simple roots of G with respect to S, using the ordering
induced by P. (The roots of G with respect to S form a root system
because S is conjugate to a maximal Q-split torus in G.)
(4) At = {α ∈ S(R)+ : χ(α) ≥ t for all χ ∈ ∆} for any real number t > 0.
A Siegel set in G(R) (with respect to (P,S, K)) is a set of the form
S = ΩAtK
where
(1) Ω is a compact subset of U(R)M(R)+; and
(2) t is a positive real number.
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2.3. Comparison with other definitions. In order to reduce confusion caused
by definitions of Siegel sets which vary from one author to another, we explain
how our definition compares with the definitions used in [BHC62], [Bor69] and
[AMRT10].
First we compare with [AMRT10, chapter II, section 4.1].
(1) In [AMRT10], Siegel sets are subsets of the symmetric spaceG(R)/K, while
for us they are K-right-invariant subsets of G(R). These two perspectives
are related by the quotient map G(R)→ G(R)/K.
(2) In [AMRT10], Ω is any compact subset of P(R), while we require Ω to be
contained in U(R)M(R)+. Every Siegel set in the sense of [AMRT10] is
contained in a Siegel set in our sense and vice versa, so this difference does
not matter in applications. We impose the stricter condition on Ω because
it ensures that Siegel sets are related to the horospherical decomposition
in G(R)/K (as explained in [BJ06, section I.1.9]).
Now we compare with [Bor69, Définition 12.3]. Note that differences (3) and (4)
are significant.
(1) We multiply together Ω, At and K in the opposite order from [Bor69]. This
change forces us to reverse the inequalities in the definition of At.
(2) In [Bor69], Ω is required to be a compact neighbourhood of the identity in
U(R)M(R)+ while we allow any compact subset.
(3) Instead of our condition (i) for S, [Bor69] imposes the condition that Smust
be a maximal Q-split torus in P. This stronger condition is inconvenient
when we also impose condition (ii), because there does not exist a maximal
Q-split torus satisfying condition (ii) for every choice of P and K. In
particular, Theorem 1.2 does not hold if SG is required to be Q-split.
(4) Our condition (ii) for S is not part of the definition of Siegel set in [Bor69].
In [Bor69], a Siegel set is called normal if condition (ii) is satisfied. We
include condition (ii) in the definition of a Siegel set because without it the
Siegel property does not necessarily hold. Indeed most of the theorems in
[Bor69, chapter 15] apply only to Siegel sets satisfying condition (ii), even
though the word “normal” is omitted from their statements. Similarly this
paper’s Theorem 1.1 does not hold without condition (ii) on S.
The definition of “Siegel domain” in [BHC62, section 4] is less fine than the
definition used in this paper, or the one in [Bor69], because it takes into ac-
count only the structure of G as a real algebraic group and not its structure as
a Q-algebraic group. Consequently [BHC62] could not use their Siegel domains
directly to construct fundamental sets for arithmetic subgroups in G(R); instead
they constructed such fundamental sets using an embedding of G into GLn and
standard Siegel sets in GLn(R).
2.4. Siegel sets and fundamental sets. The importance of Siegel sets is due to
their use in constructing fundamental sets for an arithmetic subgroup Γ in G(R).
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We say that a set Ω ⊂ G(R) is a fundamental set for Γ if the following conditions
are satisfied:
(F0) Ω.K = Ω for a suitable maximal compact subgroup K ⊂ G(R);
(F1) Γ.Ω = G(R); and
(F2) for every θ ∈ G(R), the set
{γ ∈ Γ : γ.Ω ∩ θ.Ω 6= ∅}
is finite (the Siegel property).
The following two theorems show that, if we make suitable choices of Siegel set
S ⊂ G(R) and finite set C ⊂ G(Q), then C.S is a fundamental set for Γ in G(R).
Theorem 2.2. [Bor69, Théorème 13.1] Let Γ be an arithmetic subgroup of G(Q).
Let (P,S, K) be a Siegel triple for G(R).
There exist a Siegel set S ⊂ G(R) with respect to (P,S, K) and a finite set
C ⊂ G(Q) such that
G(R) = Γ.C.S.
Theorem 2.3. [Bor69, Théorème 15.4] Let Γ be an arithmetic subgroup of G(Q).
Let S ⊂ G(R) be a Siegel set.
For any finite set C ⊂ G(Q) and any element θ ∈ G(Q), the set
{γ ∈ Γ : γ.C.S ∩ θ.C.S 6= ∅}
is finite.
As remarked in section 2.3, Theorem 2.3 requires the torus S used in the def-
inition of a Siegel set to satisfy condition (ii) from section 2.2, even though this
condition is erroneously omitted from the statement in [Bor69].
This paper’s Theorem 1.1 implies [Bor69, Corollaire 15.3] and therefore it im-
plies Theorem 2.3, by the same argument as in the proof of [Bor69, Théorème
15.4]. Since our proof of Theorem 1.1 is independent of Borel’s proof of [Bor69,
Corollaire 15.3], this gives a new proof of Theorem 2.3.
3. Proof of main height bound
In this section we prove Theorem 1.1. Most of the section deals with the case
of standard Siegel sets in GLn. At the end we show how to deduce the general
statement of Theorem 1.1 from this case, using Theorem 1.2.
Thus let G = GLn and let S be a standard Siegel set in G. As in the statement
of Theorem 1.1, we are given an element
γ ∈ S.S−1 ∩G(Q),
with N = |det γ| and with D denoting the maximum of the denominators of entries
of γ. Since γ ∈ S.S−1, using the notation from section 2.1, we can write
γ = νβκα−1µ−1 (2)
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with α, β ∈ At, µ, ν ∈ Ωu and κ ∈ K. Rearranging this equation, we obtain
γµα = νβκ. (3)
Our aim is to bound the height of γ by a polynomial in N and D. The proof has
three stages. First we compare entries of the diagonal matrices α and β, showing
that αj ≪ Dβi for certain pairs of indices (i, j). Secondly, we prove that
βj ≪ NDn−1αi (4)
whenever i and j lie in the same segment of a certain partition of {1, . . . , n}.
Finally we expand out equation (2) and use inequality (4).
3.1. Partitioning the indices. An important device in the proof of Theorem 1.1
for standard Siegel sets is a partition of the set of indices {1, . . . , n} into subinter-
vals which we call “segments” (depending on γ). The segments are defined to be
the subintervals of {1, . . . , n} such that:
(i) γ is block upper triangular with respect to the chosen partition;
(ii) γ is not block upper triangular with respect to any finer partition of {1, . . . , n}
into subintervals.
We define a leading entry to be a pair of indices (i, j) ∈ {1, . . . , n}2 such that
γij is the leftmost non-zero entry in the i-th row of γ.
The following lemma describes segments in terms of leading entries. This lemma
also has a converse, which we will not need: if i > j and there exists a sequence
satisfying condition (*), then i and j are in the same segment.
Lemma 3.1. If i > j and i and j are in the same segment, then there exists a
sequence of leading entries (i1, j1), . . . , (is, js) such that
i ≤ i1, jp ≤ ip+1 for every p ∈ {1, . . . , s− 1}, and js ≤ j. (*)
Proof. First, for each k such that j < k ≤ i, we show that there exists a leading
entry (i′, j′) such that j′ < k ≤ i′. Because segments give the finest partition
according to which γ is block upper triangular, γ cannot be block upper triangular
with respect to the partition
{1, . . . , k − 1}, {k, . . . , n}.
So there exists some i′ ≥ k such that the i′-th row of γ has a non-zero entry in the
first k − 1 columns. Choosing j′ to be the index of the leftmost non-zero entry in
the i′-th row, we get the desired leading entry with j′ < k ≤ i′.
Let s = i− j. For each p such that 1 ≤ p ≤ s we apply the above argument to
k = i − p + 1 and get a leading entry (ip, jp) such that jp < i − p + 1 ≤ ip. The
resulting sequence (i1, j1), . . . , (is, js) satisfies condition (*). 
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Table 1. Partitions into segments for γ ∈ GL3
γ Segments γ Segments


∗ · ·
0 ∗ ·
0 0 ∗

 {1}, {2}, {3}


· · ·
· · ·
∗ · ·

 {1, 2, 3}


∗ · ·
0 · ·
0 ∗ ·

 {1}, {2, 3}


· · ·
∗ · ·
0 ∗ ·

 {1, 2, 3}


· · ·
∗ · ·
0 0 ∗

 {1, 2}, {3}
We define Q to be the subgroup of GLn consisting of block upper triangular
matrices according to the segments defined above (thus Q depends on γ). Observe
that Q could equivalently be defined as the smallest standard parabolic subgroup
of GLn which contains γ.
We define L to be the subgroup of GLn consisting of block diagonal matrices
according to the same partition into segments. Thus L could equivalently be
defined as the Levi subgroup of Q containing the torus of diagonal matrices.
3.2. Example partitions for GL3. To illustrate the definition of segments and
Lemma 3.1, we show the various cases which occur for GL3. Table 1 shows classes
of matrix in GL3, depending on the region of zeros adjacent to the bottom left
corner of the matrix, and gives the associated partitions of {1, 2, 3} into segments.
Every matrix in GL3 falls into exactly one of the classes in Table 1.
In Table 1, ∗ represents an entry which must be non-zero, while · represents an
entry which may be either zero or non-zero. Every entry to the left of a ∗ is zero,
so each ∗ is a leading entry. For rows which do not contain a ∗, there is not enough
information to determine the leading entry; these rows’ leading entries rows are
not important for Lemma 3.1.
Comparing the two classes of matrices in the right-hand column of Table 1, we
see that it is possible for matrices to have different patterns of zeros adjacent to
the bottom left corner, yet still be associated with the same partition of {1, 2, 3}.
This is related to the fact that matrices in the lower class of this column do not
form a subgroup of GL3: the smallest standard parabolic subgroup containing
such a matrix is the full group GL3, the same as for the upper class.
On the other hand, the difference between the two classes in the right-hand
column of Table 1 is important for finding sequences of leading entries as in
Lemma 3.1. In the upper class of this column, the sequence consisting just of
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the leading entry (3, 1) satisfies condition (*) for every pair (i, j). In the lower
class, in order to construct a sequence satisfying condition (*) which goes from
i = 3 to j = 1, we need both the leading entries (3, 2) and (2, 1).
3.3. Ratios between diagonal matrices (leading entries). In the first stage
of the proof, we compare αj with βi when (i, j) is a leading entry. This is based
on comparing the lengths of the i-th rows on either side of equation (3).
Lemma 3.2. If (i, j) is a leading entry for γ, then
αj ≪ Dβi.
Proof. Recall equation (3):
γµα = νβκ.
Because κ ∈ On(R), multiplying by κ on the right does not change the length of
a row vector. Hence expanding out the lengths of the i-th rows on either side of
(3) gives
n∑
p=1


n∑
q=1
γiqµqp


2
α2p =
n∑
p=1
ν2ipβ
2
p . (5)
Look first at the right hand side of equation (5), comparing it to β2i . Because
ν is upper triangular, non-zero terms on the right hand side of equation (5) must
have p ≥ i and hence (by the definition of At) βp ≪ βi. Since ν is in the fixed
compact set Ωu, there is a uniform bound for the entries νip. Thus we get
n∑
p=1
ν2ipβ
2
p ≪ β2i . (6)
Now look at the left hand side of equation (5), comparing it to α2j . We pull out
the p = j term. Because squares are nonnegative, we have


n∑
q=1
γiqµqj


2
α2j ≤
n∑
p=1


n∑
q=1
γiqµqp


2
α2p. (7)
Because (i, j) is a leading entry, if γiq 6= 0 then q ≥ j. Because µ is upper
triangular, if µqj 6= 0 then q ≤ j. Combining these facts, the only non-zero term
on the left hand side of (7) is the term with q = j. In other words,
γ2ijµ
2
jjα
2
j =


n∑
q=1
γiqµqj


2
α2j . (8)
Because µ ∈ Ωu, we have µjj = 1. Because (i, j) is a leading entry, γij 6= 0.
Because entries of γ are rational numbers with denominator at mostD, this implies
that |γij| ≥ D−1. Combining these facts, we get
D−2 ≤ γ2ijµ2jj. (9)
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Using successively the inequalities and equations (9), (8), (7), (5) and (6) gives
D−2α2j ≪ β2i . 
3.4. Ratios between diagonal matrices (in each segment). In the second
stage of the proof of Theorem 1.1, we prove a series of inequalities comparing entries
of α and β. This concludes with an inequality between αi and βj valid whenever
i and j are in the same segment. (Note that the final inequality, Lemma 3.5, is in
the opposite direction to the starting point of Lemma 3.2.)
Lemma 3.3. For all k ∈ {1, . . . , n},
αk ≪ Dβk.
Proof. The key point is that there exists a leading entry (i, j) such that
j ≤ k ≤ i.
To prove this, observe that since γ is invertible there must be some i ≥ k such that
the i-th row of γ contains a non-zero entry in or to the left of the k-th column.
Choosing j to be the index of the leftmost non-zero entry in the i-th row of γ gives
the required leading entry.
Taking such a leading entry (i, j), we can use Lemma 3.2 (for the middle in-
equality) and the definition of At (for the outer inequalities) to prove that
αk ≪ αj ≪ Dβi ≪ Dβk. 
Lemma 3.4. For every set J ⊂ {1, . . . , n},
∏
j∈J
βj ≪ NDn−#J
∏
j∈J
αj.
Proof. Because α and β are diagonal matrices with positive diagonal entries,
∏
j∈J
βj · detα =
∏
j∈J
βj ·
n∏
k=1
αk
≪ Dn−#J ∏
j∈J
αj ·
n∏
k=1
βk = D
n−#J ∏
j∈J
αj · det β (10)
where the middle inequality uses Lemma 3.3 for all indices k ∈ {1, . . . , n} \ J .
All of µ, ν and κ have determinant ±1. Hence equation (3) implies that
det β = N detα.
Combining this with inequality (10) proves the lemma. 
Lemma 3.5. If i and j are in the same segment, then
βj ≪ NDn−1αi.
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Proof. If i ≤ j, then we apply Lemma 3.4 to the singleton {j} to obtain
βj ≪ NDn−1αj .
Combining this with αj ≪ αi proves the lemma in the case i ≤ j.
Otherwise, i > j so we can use Lemma 3.1 to find a sequence of leading entries
(i1, j1), . . . , (is, js) satisfying condition (*). We may assume that i1, . . . , is are dis-
tinct – otherwise we could simply delete the subsequence between two occurrences
of the same ip. Similarly, we may assume that none of i1, . . . , is is equal to j.
Therefore we can apply Lemma 3.4 to the set {i1, . . . , is, j} to get
βj
s∏
p=1
βip ≪ NDn−(s+1)αj
s∏
p=1
αip. (11)
For each p ∈ {1, . . . , s− 1}, the fact that jp ≤ ip+1 and Lemma 3.2 tell us that
αip+1 ≪ αjp ≪ Dβip.
Similarly because js ≤ j we have
αj ≪ αjs ≪ Dβis.
Multiplying these inequalities together and also multiplying by βj gives the first
inequality below, while (11) gives the second:
βjαj
s∏
p=2
αip ≪ Dsβj
s∏
p=1
βip ≪ NDn−1αj
s∏
p=1
αip.
Cancelling αj
∏s
p=2 αip shows that
βj ≪ NDn−1αi1 .
Since i ≤ i1, we have αi1 ≪ αi. This completes the proof of the lemma. 
3.5. Conclusion of proof for standard Siegel sets. In the final stage of the
proof, we expand out equation (2). When we do this, we get terms of the form
βpκpqα
−1
q . In order to bound this using Lemma 3.5, we need to know that κpq is
zero if p and q are not in the same segment. In other words we have to begin by
proving that κ is in the group L(R) of block diagonal matrices.
Lemma 3.6. κ ∈ L(R).
Proof. By construction, γ, µ, α, ν, β are all in the group Q(R) of block upper
triangular matrices. Hence equation (2) tells us that also κ ∈ Q(R).
If a matrix is both block upper triangular and orthogonal, then it is block
diagonal according to the same blocks (because the inverse-transpose of a block
upper triangular matrix is block lower triangular). In other words,
Q(R) ∩K ⊂ L(R).
This proves the lemma. 
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Lemma 3.7. For all i, j ∈ {1, . . . , n}, we have
|γij| ≪ NDn−1.
Proof. We expand out the matrix product in (2), which we recall:
γ = νβκα−1µ−1.
Because α and β are diagonal, the pq-th entry of βκα−1 is equal to
βpκpqα
−1
q .
If p and q are not in the same segment, then Lemma 3.6 tells us that κpq = 0. On
the other hand if p and q are in the same segment, then we can apply Lemma 3.5
to bound βpα
−1
q . Furthermore, because κ is in the compact subgroup K, there is
a uniform upper bound for entries of κ. We conclude that
βpκpqα
−1
q ≪ NDn−1. (12)
Because µ and ν are in the fixed compact set Ωu and because all elements of Ωu
are invertible, there is a uniform upper bound for entries of ν and of µ−1. Thus
inequality (12) together with equation (2) implies the lemma. 
To complete the proof of Theorem 1.1 for standard Siegel sets in GLn, we just
have to note that the definition of H(γ) implies that
H(γ) ≤ Dmax(1, |γij|)
where the maximum is over all indices (i, j) ∈ {1, . . . , n}2. Hence Lemma 3.7
implies that
H(γ) ≤ max(D, C5NDn)
where C5 denotes the implied constant from Lemma 3.7.
3.6. Deducing general case from standard Siegel sets. To complete the
proof of Theorem 1.1, we deduce the general statement from the case of standard
Siegel sets in GLn. This has two steps. Lemma 3.8 allows us to generalise from
standard Siegel sets to arbitrary Siegel sets in GLn. Theorem 1.2 (proved in
section 4) allows us to generalise from GLn to arbitrary reductive groups G.
Lemma 3.8. Let S be a Siegel set in GLn(R). Then there exist γ ∈ GLn(Q) and
σ ∈ GLn(R) such that γ−1.S.γσ is contained in a standard Siegel set.
Proof. Let (P,S, K) be the Siegel triple associated with the Siegel set S, and write
S = Ω.At.K using the notation of section 2.2.
Let (P0,S0, K0) be the standard Siegel triple in GLn. Write A0,t and Ω0,u for
the sets called At and Ωu in the definition of standard Siegel sets.
Since P and P0 are minimal Q-parabolic subgroups of GLn, there exists γ ∈
GLn(Q) such that P0 = γ
−1Pγ.
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Since K0 and γ
−1Kγ are maximal compact subgroups of GLn(R), there exists
σ ∈ GLn(R) such that γ−1Kγ = σK0σ−1. Applying the Iwasawa decomposition
GLn(R) = U0(R).S0(R)
+.K0,
we may assume that σ = τβ where β ∈ S0(R)+ and τ ∈ U0(R).
Under this assumption, σ ∈ P0(R). Hence σ−1γ−1.P.γσ = P0. By Lemma 2.1,
σ−1γ−1.S.γσ = S0. Thus σ−1γ−1.At.γσ = A0,t.
Now
γ−1Sγσ = γ−1Ωγ.σ.σ−1γ−1Atγσ.σ−1γ−1Kγσ
= γ−1Ωγ.τβ.A0,t.K0
Here γ−1Ωγτ is a compact subset of U0(R) so it is contained in Ω0,u for a suitable
u > 0. Meanwhile β.A0,t is contained in A0,s for a suitable s > 0. Thus γ
−1
Sγσ
is contained in the standard Siegel set Ω0,u.A0,s.K0, as required. 
4. Siegel sets and subgroups
In this section we prove Theorem 1.2. The proof gives additional information
on the relationship between the Siegel triples for G and H, as follows.
Theorem 4.1. Let G and H be reductive Q-algebraic groups, with H ⊂ G.
Let SH be a Siegel set in H(R) with respect to the Siegel triple (PH,SH, KH).
Then there exist a Siegel set SG ⊂ G(R) and a finite set C ⊂ G(Q) such that
SH ⊂ C.SG.
Furthermore if (PG,SG, KG) denotes the Siegel triple associated with SG, then
Ru(PH) ⊂ Ru(PG), SH = SG ∩H and KH = KG ∩H(R).
We denote sets used in the construction of the Siegel sets SG and SH by the
notation from section 2.2 with the subscript G or H added as appropriate. Thus
we write
SH = ΩH.AH,t.KH
where ΩH is a compact subset of UH(R)MH(R)
+, KH is a maximal compact
subgroup of H(R) and
AH,t = {α ∈ SH(R)+ : χ(α) ≥ t for all χ ∈ ∆H}.
4.1. Reduction to a split torus SH. We begin by reducing the proof of Theo-
rem 4.1 to the case in which the torus SH is Q-split. Note that, even when SH is
Q-split, it is not always possible to choose a Q-split torus for SG.
According to the definition of a Siegel set, we can choose u ∈ PH(R) such
that uSHu
−1 is a maximal Q-split torus in PH. Using the Levi decomposition
PH = ZH(SH)⋉UH, we may assume that u ∈ UH(R).
Now ΩHu
−1 is a compact subset of UH(R).uMH(R)+u−1 so
SH.u
−1 = ΩHu−1.uAH,tu−1.uKHu−1.
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is a Siegel set with respect to the Siegel triple (PH, uSHu
−1, uKHu−1).
We prove below that Theorem 4.1 holds when SH is Q-split. Hence there exist
a Siegel set S′G ⊂ G(R) and a finite set C ⊂ G(Q) such that
SH.u
−1 ⊂ C.S′G.
Let (PG,S
′
G, K
′
G) denote the Siegel triple associated with S
′
G. According to
Theorem 4.1, UH ⊂ Ru(PG) and so u ∈ Ru(PG)(R). Therefore
SG = S
′
G.u
is a Siegel set for G(R) with respect to the Siegel triple (PG, u
−1S′Gu, u
−1K ′Gu).
We clearly have SH ⊂ C.SG and the Siegel triple associated with SG satisfies the
conditions of Theorem 4.1 relative to (PH,SH, KH).
4.2. Choosing the Siegel triple. We henceforth assume that SH is Q-split.
As the first step in proving Theorem 4.1 for this case, we choose a Siegel triple
(PG,SG, KG) for G.
The main difficulty lies in choosing PG. The obvious idea is to choose a minimal
parabolic Q-subgroup of G which contains PH, but such a subgroup does not
always exist (for example, if G is Q-split and H is Q-anisotropic). Instead we
construct a larger parabolic Q-subgroup Q ⊂ G which contains PH, and then
define PG to be a minimal parabolic Q-subgroup of Q.
Let us write
Z = ZG(SH).
Lemma 4.2. There exists a parabolic Q-subgroup Q ⊂ G such that
(i) Z is a Levi subgroup of Q, and
(ii) UH ⊂ Ru(Q).
Proof. Let Φ+H denote the set of roots Φ(SH,PH). By [BT65, Proposition 3.1]
there exists an order >Q on X
∗(SH) with respect to which all elements of Φ+H are
positive.
Let
ΦQ = {χ ∈ Φ(SH,G) : χ >Q 0}
and let Q denote the groupGΦQ (using the notation of [BT65, paragraph 3.8] with
respect to the torus SH). By [BT65, Théorème 4.15], Q is a parabolic Q-subgroup
of G and Z is a Levi subgroup of Q.
Since all weights of SH on UH are contained in Φ
+
H, which is a subset of ΦQ,
[BT65, Proposition 3.12] tells us that UH ⊂ G∗ΦQ , again using the notation of
[BT65, paragraph 3.8]. By [BT65, Théorème 3.13],G∗ΦQ = Ru(Q). This completes
the proof that UH ⊂ Ru(Q). 
We will make no use of the following lemma, but it sheds some light on the
significance of the group Q.
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Lemma 4.3. PH = Q ∩H.
Proof. We use the notation from the proof of Lemma 4.2. By construction, we have
that Φ(SH,PH) = Φ
+
H ⊂ ΦQ. Hence by [BT65, Proposition 3.12],PH ⊂ GΦQ = Q.
For the reverse inclusion, observe that Φ(SH,Q ∩ H) ⊂ Φ+H. Hence applying
[BT65, Proposition 3.12], this time inside H, we get
Q ∩H ⊂ HΦ+
H
= PH. 
Choose the following subgroups of G:
(1) PG, a minimal parabolic Q-subgroup of Q.
(2) KG, a maximal compact subgroup of G(R) containing KH.
Define the following notation for subgroups of G which are uniquely determined
by PG and KG:
(1) SG is the unique torus such that (PG,SG, KG) is a Siegel triple for G.
(2) UG = Ru(PG).
(3) PZ = PG ∩ Z and UZ = Ru(PZ).
(4) KZ = KG ∩ Z(R).
Lemma 4.4. KZ is a maximal compact subgroup of Z(R).
Proof. Let Θ be the Cartan involution of G associated with the maximal compact
subgroup KG. Because KH = KG ∩H(R), Θ restricts to the Cartan involution
of H associated with KH.
From the definition of Siegel triple applied to (PH,SH, KH), Θ stabilises SH.
Hence Θ also stabilises Z. Therefore the fixed points of Θ in Z(R), namely KZ,
form a maximal compact subgroup of Z(R). 
Lemma 4.5. SH ⊂ SG.
Proof. Note that Z is a reductive group defined over Q, because SH is defined
over Q. Thus it makes sense to talk about Siegel triples in Z. By [BT65, Propo-
sition 4.4], PZ is a minimal parabolic Q-subgroup of Z.
By Lemma 2.1, there exists a unique torus SZ ⊂ Z such that (PZ,SZ, KZ) is a
Siegel triple for Z. This means that:
(i) SZ is PZ(R)-conjugate to a maximal Q-split torus in PZ. Note that a maxi-
mal Q-split torus in PZ is also a maximal Q-split torus in PG.
(ii) The Cartan involution of Z associated with KZ normalises SZ. This involu-
tion is the restriction of the Cartan involution of G associated with KG.
Thus SZ satisfies the conditions of Lemma 2.1 with respect to (PG, KG). By the
uniqueness in Lemma 2.1, we conclude that SZ = SG.
Because SZ is Z(R)-conjugate to a maximal Q-split torus in Z, it contains every
Q-split subtorus of the centre of Z. In particular SH ⊂ SZ. 
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Let S′G be a maximal Q-split torus in PZ. Because (PZ,SZ, KZ) is a Siegel
triple, there exists u ∈ PZ(R) such that S′G = uS′Zu−1. Because of the Levi
decomposition PZ = ZG(SG)⋉UZ, we may assume that u ∈ UZ(R).
The following lemma is not needed in our proof of Theorem 1.2, but it contains
extra information about SG which is included in the statement of Theorem 4.1.
Lemma 4.6. SH = SG ∩H.
Proof. Let q denote the quotient map PG → PG/UG. Observe that UG ∩ PH is
a normal unipotent subgroup of PH, so it is contained in UH. On the other hand,
UH ⊂ Ru(Q) ∩PH ⊂ UG ∩PH.
Hence UG ∩PH = UH, so q restricts to the quotient map PH → PH/UH.
According to the definition of a Siegel triple, q(SG) is a maximal Q-split torus
in PG/UG. Furthermore, SG ∩H ⊂ Q ∩H = PH. Hence q(SG ∩H) is a Q-split
torus in PH/UH.
Since SH ⊂ SG ∩ H and q(SH) is a maximal Q-split torus in PH/UH, we
conclude that q(SH) = q(SG ∩ H). Because SG ∩ UG = {1}, q|SG is injective.
Thus SH = SG ∩H. 
4.3. Comparing AH,t with AG,t′. We now compare the sets AH,t ⊂ SH(R) and
AG,t′ ⊂ SG(R). We would like to have AH,t ⊂ AG,t′ , but it is not always possible
to choose t′ ∈ R>0 such that this holds. This is because there may be simple roots
in Φ(SG,G) whose restrictions to SH are not positive combinations of simple roots
in Φ(SH,H). The values of such a root are bounded below by a positive constant
on AG,t′ but can be arbitrarily close to zero on AH,t.
Instead we show that for a suitable value of t′, every α ∈ AH,t′ can be conjugated
into AG,t′ by an element of the Weyl group NG(SG)/ZG(SG). This element of the
Weyl group must also satisfy certain other conditions which will be used later in
the proof of Theorem 4.1.
Write
W = NG(SG)/ZG(SG), W
′ = NG(S′G)/ZG(S
′
G).
Since S′G = uSGu
−1, conjugation by u induces an isomorphism W →W ′.
Proposition 4.7. There exists t′ > 0 (depending only on G, H, and t) such that
for every α ∈ AH,t, there exists w ∈W such that:
(i) UZ ⊂ wUGw−1,
(ii) UH ⊂ wUGw−1, and
(iii) α ∈ wAG,t′w−1.
Note that the statement of the proposition makes sense because wUGw
−1 and
wAG,t′w
−1 do not depend on the choice of representative of w in NG(SG).
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Construction of Qα. Suppose that we are given α ∈ AH,t. In order to find w ∈W
as in Proposition 4.7, we construct a parabolic subgroup PG,α = wPGw
−1 by a
refinement of the construction of PG from section 4.2. First we construct a larger
parabolic subgroup Qα which satisfies conditions (i) and (ii) from Lemma 4.2, as
well as the following additional condition:
(iii) there exists t′ > 0 (independent of α) such that, for every α ∈ AH,t and every
χ ∈ Φ(SH,Qα), χ(α) ≥ t′.
Similarly to the proof of Lemma 4.2, we construct Qα by choosing a suitable
order >α on X
∗(SH).
Given α ∈ SH(R)+, choose a set Ψα ⊂ Φ(SH,G) which is maximal with respect
to the following conditions:
(a) The set Φ+H ∪Ψα is R>0-independent. (Recall that Φ+H = Φ(SH,PH).)
(b) For all χ ∈ Ψα, χ(α) ≥ 1.
There always exists at least one set satisfying conditions (a) and (b), namely the
empty set. Since Φ(SH,G) is finite, we deduce that there is a maximal set Ψα
satisfying the conditions.
By (a) there exists an order >α on X
∗(SH) with respect to which all elements
of Φ+H ∪Ψα are positive. Let
Φα = {χ ∈ Φ(SH,G) : χ >α 0}
and let Qα = GΦα (in the notation of [BT65, paragraph 3.8] with respect to SH).
The only condition on the order >Q in the proof of Lemma 4.2 was that all
elements of Φ+H are positive with respect to >Q. By definition, >α satisfies this
condition. Hence the proof of Lemma 4.2 also applies to Qα. We conclude that Qα
is a parabolic Q-subgroup of G satisfying conclusions (i) and (ii) of Lemma 4.2.
Lemma 4.8. Every root χ ∈ Φα is a R>0-combination of ∆H ∪Ψα.
Proof. If χ ∈ Ψα, the result is trivial. So we may assume that χ 6∈ Ψα.
Since χ >α 0, Ψα ∪ {χ} satisfies (a). Since χ 6∈ Ψα, the maximality of Ψα tells
us that Ψα ∪ {χ} does not satisfy (b). Thus χ(α) < 1.
Hence Ψα ∪ {−χ} satisfies (b). But −χ <α 0, so −χ 6∈ Ψα. Again by the
maximality of Ψα, we conclude that Ψα ∪ {−χ} does not satisfy (a). Thus there
exist mi, nj , x ∈ R>0, χi ∈ Φ+H and ψj ∈ Ψα such that
∑
i
miχi +
∑
j
njψj + x(−χ) = 0.
(The coefficient of −χ in this equation must be non-zero because Φ+H ∪ Ψα is
R>0-independent.)
We can rearrange this equation to write χ as a R>0-combination of Φ
+
H ∪ Ψα.
Since every element of Φ+H is a R>0-combination of elements of ∆H, we deduce
that χ is a R>0-combination of ∆H ∪Ψα. 
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Lemma 4.9. There exists t′ > 0 (depending on G, H and t but not on α) such
that for every α ∈ AH,t and every χ ∈ Φα, χ(α) ≥ t′.
Proof. Consider all pairs (χ,Ξ) where χ ∈ ΦG and Ξ is a subset of ΦG such that
χ can be written as a R>0-combination of elements of Ξ. There are only finitely
many such pairs, so we can find M (depending only on the root system ΦG) such
that, for every such pair, there exist mi ∈ R>0 and ξi ∈ Ξ satisfying
χ =
∑
i
miξi and
∑
i
mi ≤M.
Suppose that χ ∈ Φα. Using Lemma 4.8, we can write χ as a combination
χ =
∑
i
miχi +
∑
j
njψj
where χi ∈ ∆H, ψj ∈ Ψα, mi, ni ∈ R>0. By the definition of M , we may assume
that
∑
imi +
∑
j nj ≤M .
By the definition of AH,t, we have χi(α) ≥ t for all i. By condition (b) on Ψα,
we have ψj(α) ≥ 1 for all j. Therefore χ(α) ≥ min(1, t)M . 
Proof of Proposition 4.7. Because Qα satisfies conclusion (i) of Lemma 4.2, Z is
a Levi subgroup of Qα. Let PG,α = PZ ⋉ Ru(Qα). By [BT65, Proposition 4.4],
PG,α is a minimal Q-parabolic subgroup of G.
By [BT65, Corollaire 5.9], the Weyl group W ′ acts transitively on the minimal
parabolic Q-subgroups ofG containing the maximal Q-split torus S′G. Since S
′
G ⊂
PZ ⊂ PG,α, we conclude that there exists w′ ∈ W ′ (depending on α) such that
PG,α = w
′PGw′−1.
Let w be the element of W which corresponds to w′ ∈W ′ via conjugation by u.
Since u ∈ UZ(R) ⊂ PG(R) ∩PG,α(R), we have
PG,α = wPGw
−1.
Since Qα satisfies conclusion (ii) of Lemma 4.2, we have
UH ⊂ Ru(Qα) ⊂ Ru(PG,α) = wUGw−1.
Furthermore PZ ⊂ PG,α and so UZ ⊂ Ru(PG,α). This proves conclusions (i) and
(ii) of Proposition 4.7.
Since PG,α ⊂ Qα, if χ ∈ Φ(SG,PG,α) then χ|SH ∈ Φα ∪ {0}. Hence by
Lemma 4.9,
χ(α) ≥ t′ for all α ∈ AH,t and χ ∈ Φ(SG,PG,α).
Noting that
wAG,t′w
−1 = {β ∈ SG(R)+ : χ(β) ≥ t′ for all simple roots of PG,α}
we conclude that α ∈ wAG,t′w−1, proving conclusion (iii) of Proposition 4.7. 
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4.4. Weyl group representatives. We need to choose two representatives for
each element w in the Weyl group W = NG(SG)/ZG(SG).
Firstly we would like to choose representatives for W in G(Q). However this is
not usually possible because the torus SG is not defined over Q. Instead, recall
that conjugation by u induces an isomorphism W → W ′. Given w ∈ W , let w′
denote the corresponding element ofW ′. By [BT65, Théorème 5.3], we can choose
w′Q ∈ G(Q) which represents w′. We then get a representative for w by setting
wQ = u
−1w′Q u.
Secondly we choose representatives for W in KG.
Lemma 4.10. Let G be a reductive Q-algebraic group. Let (PG,SG, KG) be a
Siegel triple in G.
Every w ∈ NG(SG)/ZG(SG) has a representative wK ∈ KG.
Proof. Because SG is an R-split torus stabilised by the Cartan involution of G as-
sociated with KG, we can choose a maximal R-split torus TG ⊂ G which contains
SG and which is also stabilised by the Cartan involution.
Let N = NG(SG) ∩ NG(TG). Because SG is conjugate to a maximal Q-split
torus of G, [BT65, Corollaire 5.5] implies that
NG(SG) = N.ZG(SG).
Therefore we can choose σ ∈ N(C) such that w = σ.ZG(SG).
According to the final displayed equation from [BT65, section 14], every element
of NG(TG)/ZG(TG) has a representative in KG. In particular, there exists wK ∈
NG(TG)(R) ∩KG which represents σ.ZG(TG). Then
wKσ
−1 ∈ ZG(TG)(C) ⊂ ZG(SG)(C).
It follows that wK normalises SG and represents w ∈ NG(SG)/ZG(SG). 
Since the Cartan involution of G associated with KG stabilises SG, it also
stabilises ZG(SG). Hence KG ∩ ZG(SG)(R) is a maximal compact subgroup of
ZG(SG)(R). By [Hoc65, Chapter XV, Theorem 3.1], KG ∩ ZG(SG)(R) meets
every connected component of ZG(SG)(R). When choosing wK as in Lemma 4.10,
we may therefore assume that wK ∈ wQ.ZG(SG)(R)+.
We will need the following lemma about wQ and w
′
Q. This lemma does not
hold for every element of W , so we restrict our attention to elements which satisfy
conditions (i) and (ii) of Proposition 4.7, that is, elements of the set
W † = {w ∈W : UZ ⊂ wUGw−1 and UH ⊂ wUGw−1}.
Lemma 4.11. If w ∈W †, then w′−1Q wQ ∈ UG(R).
Proof. By definition,
w′−1Q wQ = uw
−1
Q u
−1wQ.
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Because w ∈W † and u ∈ UZ(R), we have
w−1Q u
−1wQ ∈ UG(R).
Multiplying this by u ∈ UG(R) proves the lemma. 
4.5. Construction of the compact set ΩG. By the Langlands decomposition
in PH, the multiplication map
UH(R)×MH(R)+ → UH(R).MH(R)+
is a homeomorphism. Hence there exist compact sets ΩUH ⊂ UH(R) and ΩMH ⊂
MH(R)
+ such that
ΩH ⊂ ΩUH .ΩMH . (13)
Since MH need not be contained in MG, we need to further decompose ΩMH.
Let BZ be a minimal R-parabolic subgroup of Z = ZG(SH) contained in PZ. By
the Iwasawa decomposition in Z, the multiplication map BZ(R)
+ ×KZ → Z(R)
is a homeomorphism so there exists a compact set ΩBZ ⊂ BZ(R)+ such that
ΩMH ⊂ ΩBZ .KZ. (14)
For each w ∈ W †, choose wK , wQ and w′Q as in section 4.4. We have wKw−1Q ∈
ZG(SG)(R)
+ ⊂ PZ(R)+ and BZ(R)+ ⊂ PZ(R)+, so ΩBZ.wKw−1Q is a compact
subset of PZ(R)
+. Noting that ZG(SG) is a Levi subgroup of PZ, the Langlands
decomposition in PZ [BJ06, equation (I.1.8)] tells us that the multiplication map
UZ(R)×MG(R)+ × SG(R)+ → PZ(R)+
is a homeomorphism. Therefore there exist compact sets Ω
[w]
UZ
⊂ UZ(R), Ω[w]MG ⊂
MG(R)
+ and Ω
[w]
SG
⊂ SG(R)+ such that
ΩBZ.wKw
−1
Q ⊂ Ω[w]UZ .Ω[w]MG .Ω[w]SG . (15)
Let
ΩG =
⋃
w∈W †
w′−1Q .ΩUH .Ω
[w]
UZ
.Ω
[w]
MG
.wQ.
Since W † is finite, ΩG is compact.
Lemma 4.12. ΩG ⊂ UG(R)MG(R)+.
Proof. For each w ∈ W †, by Lemma 4.11, w′−1Q wQ ∈ UG(R). Using the definition
of W †, we have
w−1Q ΩUHwQ ⊂ UG(R) and w−1Q Ω[w]UZwQ ⊂ UG(R).
Multiplying these together, we conclude that
w′−1Q .ΩUH .Ω
[w]
UZ
.wQ ⊂ UG(R). (16)
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Since SG is G(R)-conjugate to a maximal Q-split torus in G, we can use [BT65,
Corollaire 5.4] to show that MG is normal in NG(SG). It follows that wQ nor-
malises MG(R)
+ and so
w−1Q Ω
[w]
MG
wQ ⊂MG(R)+. (17)
Combining (16) and (17) proves the lemma. 
Lemma 4.13. For each w ∈ W †, w′−1Q ΩH ⊂ ΩG.w−1K .Ω[w]SG .KZ.
Proof. Noting that wQw
−1
K commutes with SG, we can rearrange (15) to obtain
ΩBZ ⊂ Ω[w]UZ .Ω[w]MG .wQw−1K .Ω[w]SG .
Combining this with (13) and (14), we get
ΩH ⊂ ΩUH .ΩMH ⊂ ΩUH .ΩBZ.KZ
⊂ ΩUH .Ω[w]UZ .Ω[w]MG .wQw−1K .Ω[w]SG .KZ.
We can now read off the lemma using the definition of ΩG. 
4.6. The Siegel set for G. For each w ∈ W †, w−1K Ω[w]SGwK is a compact subset
of SG(R)
+. Hence there exists s > 0 such that χ(β) ≥ s for all χ ∈ ∆G and all
β ∈ w−1K Ω[w]SGwK (since W † is finite, we can choose a single value of s which works
for all w ∈W †).
Let SG be the Siegel set
SG = ΩG.AG,t′s.KG ⊂ G(R),
using t′ from Proposition 4.7 and ΩG from section 4.5. Let C be the finite set
C = {w′Q : w ∈W †} ⊂ G(Q).
Proposition 4.14. SH ⊂ C.SG.
Proof. Given σ ∈ SH, we can write
σ = µακ
with µ ∈ ΩH, α ∈ AH,t and κ ∈ KH.
By Proposition 4.7, we can choose w ∈ W † such that α ∈ wAG,t′w−1. By
Lemma 4.13, we can write
w′−1Q µ = νw
−1
K βλ
where ν ∈ ΩG, β ∈ Ω[w]SG and λ ∈ KZ. Therefore
w′−1Q σ = νw
−1
K βλακ.
Since λ ∈ KZ ⊂ Z(R), λ commutes with α ∈ SH(R) so we can rewrite this as
w′−1Q σ = ν.w
−1
K βαwK .w
−1
K λκ.
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By definition, ν ∈ ΩG. By the definition of s, we have w−1K βwK ∈ AG,s while
w−1K αwK ∈ AG,t′ by Proposition 4.7. Hence
w−1K βαwK ∈ AG,t′s.
Finally, w−1K , λ and κ are all in the group KG, so their product is also in KG.
Thus we have shown that w′−1Q σ ∈ SG, and so σ ∈ C.SG. 
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