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Abstract
Audiovisual speech synthesis is the problem of synthesizing a talking face while
maximizing the coherency of the acoustic and visual speech. In this paper, we pro-
pose and compare two audiovisual speech synthesis systems for 3D face models.
The first system is the AVTacotron2, which is an end-to-end text-to-audiovisual
speech synthesizer based on the Tacotron2 architecture. AVTacotron2 converts
a sequence of phonemes representing the sentence to synthesize into a sequence
of acoustic features and the corresponding controllers of a face model. The out-
put acoustic features are used to condition a WaveRNN to reconstruct the speech
waveform, and the output facial controllers are used to generate the corresponding
video of the talking face. The second audiovisual speech synthesis system is modu-
lar, where acoustic speech is synthesized from text using the traditional Tacotron2.
The reconstructed acoustic speech signal is then used to drive the facial controls
of the face model using an independently trained audio-to-facial-animation neural
network. We further condition both the end-to-end and modular approaches on
emotion embeddings that encode the required prosody to generate emotional au-
diovisual speech. We analyze the performance of the two systems and compare
them to the ground truth videos using subjective evaluation tests. The end-to-
end and modular systems are able to synthesize close to human-like audiovisual
speech with mean opinion scores (MOS) of 4.1 and 3.9, respectively, compared to
a MOS of 4.1 for the ground truth generated from professionally recorded videos.
While the end-to-end system gives a better overall quality, the modular approach
is more flexible and the quality of acoustic speech and visual speech synthesis is
almost independent of each other.
Keywords: Audiovisual speech, speech synthesis, Tacotron2, emotional speech synthesis, blend-
shape coefficients
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1 Introduction
Human perception of speech is inherently bimodal (audiovisual). In face-to-face conversations, vi-
sion improves the intelligibility of speech by reading the lips of the talker. Such forms of visual
hearing are exploited not only by hearing impaired people, but also by all individuals [10]. The
presumed biological link between perception and production makes bimodal speech production es-
sential in generating realistic talking characters. Thus, audiovisual speech synthesis involves syn-
thesizing visual controllers for a face model that is coherent with the synthesized acoustic speech
units. This is extremely challenging, as we, humans, are highly sensitive to any subtle alteration
or poor synchronization between lip movements (visual speech) and accompanied acoustic speech.
Poor visual speech synthesis can negatively influence the intelligibility of what is being spoken [22]
even if the accompanied synthesized acoustic speech is relatively natural. Additionally, since the
same speech units can be uttered in different ways depending on the underlying facial expressions,
it becomes essential to synthesize plausible facial expressions along with acoustic speech and lip
movements to increase the naturalness of visual speech synthesis.
Recent advances in neural text-to-speech (TTS) systems have led to synthesizing close-to-human-
like speech. One of the widely used neural TTS architectures is Tacotron 2 [26]. In this paper, we
describe two approaches for audiovisual speech synthesis using this model. The first one, which we
call AVTacotron2, is an end-to-end approach, where facial controls along with the speech’s spectral
features are synthesized directly from text. The resulting spectral features are then used to recon-
struct the speech signal using WaveRNN [17]. The facial controllers generated by the AVTacotron2
are used to animate a 3D face model. Finally, the video of the talking face is generated by combin-
ing the synthesized acoustic and visual information. The second approach is modular, where we use
the Tacotron2 system in a regular fashion to synthesize acoustic speech from text. Then, we use an
independent speech-to-animation module that generates the corresponding facial controls from the
synthesized speech. Speech signal reconstruction and video generation are done in the same way as
in the end-to-end approach.
Both the end-to-end and modular systems preserve the synergy between the synthesized acoustic
and visual speech. Also, both approaches synthesize talking faces that can be directly deployed in
computer graphics applications, such as computer-generated movies, video games, video conferenc-
ing, and virtual agents in virtual and augmented reality, without any manual post-processing. The
modular approach provides more flexibility, as the audio-to-animation module can be easily trained
to generalize across many speakers [1]. It can then be conveniently used with any voice and/or lan-
guage synthesized by any text-to-speech system. Also, the quality of the acoustic and visual speech
speech is almost decoupled. This means each of the modules can be optimized separately without
compromising the quality of the other module. On the other hand, the end-to-end solution consists
of a single neural network that automatically captures the correlation between the audio and visual
cues. Our results show that it also gives better overall synthesis quality compared to the modular
system.
In this work, we represent the space of facial motion using generic blendshapes. The benefit of using
such a facial representation is twofold: 1) It provides a semantic meaning of the facial controls,
i.e., the blendshape coefficients, which makes them easy to analyze and post-process for further
improvements. 2) The blendshape coefficients can be applied to a variety of fictional and human-
like face models.
Synthesizing human-like audiovisual speech is more complicated than just producing raw acoustic
and visual speech. Modulating the synthesized speech with the corresponding prosody [28] and
facial expressions is a crucial quality factor for audiovisual speech synthesis. Recently, many sig-
nificant breakthroughs in style modeling have been proposed in the speech synthesis realm [38]. In
this study, we are addressing the synthesis of easy-to-define styles of speech, which are emotions.
We present a supervised approach for emotion-aware audiovisual speech synthesis. In particular,
we condition both the end-to-end and modular approaches on emotion embeddings that encode the
required prosody of audiovisual emotional speech. The emotion embeddings are extracted from a
stand alone speech emotion classifier.
Evaluating audio-only and audiovisual speech synthesis systems is challenging, as their quality need
to be assessed using human perception. In this paper, we evaluate the two proposed systems using
various subjective tests. Different tests focus on different aspects of the synthesis, such as acoustic
2
speech quality, lip movement quality, facial expression, and emotion in speech. We use mean opinion
score (MOS) tests as well as AB tests to obtain absolute and relative scores for the two approaches.
We also evaluate the holistic perception of the talking face.
To summarize, the main contributions of this study are:
• We describe and evaluate two systems for emotion-aware audiovisual speech synthesis
based on Tacotron2: an end-to-end (AVTacotron2) and a modular approach. We show that
both systems generate close to human-like emotional audiovisual speech without requiring
post-processing.
• We apply these approaches to a generic blendshape model that allows for synthesizing a
variety of 3D face models.
• The definition of empirical evaluation tests that assess the quality of different aspects of the
synthesized speech as well as the overall quality. We compare the synthesis quality of the
proposed systems to the original recordings of a professional actress.
The rest of the paper is organized as follows: In Section 2, we discuss the related work. Section 3
describes the problem of the offline extraction of facial controls from video sequences. In Sec-
tion 4, we introduce the speech emotion recognition system used for extracting emotion embeddings.
Section 5 outlines the model architectures of the end-to-end approach for synthesizing audiovisual
speech from text. The modular approach is then described in Section 6. The experiments used to
evaluate the model performance and the results are described in Section 7. Finally, we conclude the
paper and give an outline of future work in Section 8.
2 Related work
Manually and Video-driven Avatars: Although there has been an increasing trend in sophisticated
face and motion tracking systems, the cost of production still remains high. In many production
houses today, high fidelity speech animation is either created manually by an animator or using
facial motion capture of human actors [4, 6, 14, 40, 42]. Both manually and performance-driven
approaches require a skilled animator to precisely edit the resulting complex animation parameters.
Such approaches are extremely time consuming and expensive, especially in applications such as
computer generated movies, digital game production, and video conferencing, where talking faces
for tens of hours of dialogue are required. To solve this problem, speech- and text-driven talk-
ing faces can be used. In this study, we introduce new text-driven approaches for synthesizing
production-quality speech and facial animation with different styles of speech.
Face Representations: Face synthesis algorithms can be categorized into two major categories:
photorealistic and parametric. In photorealistic synthesis, videos of the speakers are generated either
from text or audio inputs [20, 29, 34]. These techniques involve combining both image and speech
synthesis tasks.
In parametric face synthesis, a sequence of facial controllers are used to deform a neutral face model.
The parametric approaches can either operate on 3D face models [3, 7] or on 2D images. For the 2D
face synthesis, active appearance models (AAMs) [9] are widely used. In this technique, a face is
modeled using shape and appearance parameters. However, due to modeling non-linear variability
by a linear PCA model and the low rank approximations, details such as the regions near the mouth
often appear blurry [12].
Our approach belongs to the parametric synthesis category, where a sequence of low-dimensional
blendshape coefficient vectors are synthesized and applied to a wide range of 3D avatars. We use
a method similar to that in [39] for offline extraction of the ground truth blendshape coefficients,
which are used as facial controllers for the 3D face model.
Text-driven Avatars: Many approaches have been proposed for visual and audiovisual speech syn-
thesis from text. For visual speech synthesis, hidden Markov models (HMM) were used in earlier
approaches, e.g., in [13, 25, 36, 41]. In [25] and [36], HMM-based systems were used to synthesize
both acoustic and visual speech. Decision trees with HMMs have been used to create expressive
talking heads [3]. In [15], the Festival System was firstly used for speech synthesis followed by a
text-to-visual-speech synthesis system and an audiovisual synchronizer. In [33], a learned phoneme-
to-viseme mapping was also used for visual speech synthesis. Recently, many deep-learning-based
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approaches have been proposed for visual speech synthesis. In [23], the authors used a unit-selection-
based audiovisual speech synthesis system. In this approach, the output of a deep neural network
(DNN) was used as a likelihood of each audiovisual unit in an inventory. Dynamic programming
was then used to obtain the most likely trajectory of consecutive audiovisual units, which were later
used for synthesis. A more neural based approach was proposed in [32], where a fully connected
feed-forward neural network was used to synthesize natural-looking speech animation that is coher-
ent with the input text and speech. In [20], an LSTM architecture was used to convert the input text
into speech and corresponding coherent photo-realistic images of talking faces.
In contrast to these approaches, we use Tacotron2, a state-of-the-art architecture for acoustic speech
synthesis, for synthesizing coherent acoustic and visual speech. The end-to-end approach described
in this work synthesizes audiovisual speech in an end-to-end neural fashion using a single model.
Speech-driven Avatars: Voice Puppetry [5] is an early HMM-based approach for audio-driven
facial animation. This was followed by techniques based on decision trees [19], or deep bidirectional
LSTM [12] that outperformed HMM-based approaches. In [27], the authors proposed applying
an LSTM-based neural network directly to audio features. In [31], a deep neural network was
proposed to regress to a window of visual features from a sliding window of audio features. In
this work, a time-shift recurrent network trained on an unlabeled visual speech dataset produced
convincing results without having any dependencies on a speech recognition system. More recently,
convolutional neural networks (CNNs) were used in [18] to learn a mapping from speech to the
vertex coordinates of a 3D face model. Facial expressions and emotion were generated by a latent
code extracted from the network. In [43], the authors propose VisemeNet which consisted of a
three-stage LSTM network for lip sync. One stage predicts a sequence of phoneme-groups given
the audio and another stage predicts the geometric location of landmarks given the audio. The final
stage learns to use the predicted phoneme groups and facial landmarks to estimate parameters and
sparse speech motion curves.
Most of these systems synthesize visual controllers that deform a 3D face model that looks like
the speaker. In contrast, we predict a sequence of facial controllers that can be used across various
fictional and human-like characters. For our modular approach, we use a CNN-based speech-to-
animation model conditioned on emotion embeddings.
3 Estimation of the Ground Truth Blendshape Coefficients
One of the most challenging problems in facial animation is to find the ground-truth controllers of
the face model. Manual labeling of the facial controls for each time frame in a dataset that is large
enough to train a neural network is impractical, as annotation is both subjective, time consuming and
expensive. Thus, ground truth facial controls are usually algorithmically estimated. In this study, we
use an extension of the method described in [39] to automatically estimate the facial controls from
RGB-D video streams.
We represent the space of facial expressions, including those caused by speech, using a low-
dimensional generic blendshapemodel inspired by Ekmans Facial Action Coding System [11]. Such
a model generates a mesh corresponding to a specific facial expression as
v(x) = b0 +Bx, (1)
whereb0 is the neutral face mesh, the columns of matrixB are additive displacements corresponding
to a set of n = 51 blendshapes, and x ∈ [0, 1] are the weights applied to such blendshapes.
We construct a personalized model from a set of RGB-D sequences of fixed, predetermined proto-
typical expressions, such as neutral, mouth open, smile, anger, surprise, disgust and while the head
is slightly rotating (these correspond to the matrix B in the expression above) for the actor in our
dataset. In particular, we use an extension of the example-based facial riggingmethod of [21], where
we modify a generic blendshape model to best match the talent’s example facial expressions. We
improve registration accuracy over [21] by adding positional constraints to a set of 2D landmarks
detected around the main facial features in the RGB images using a CNN similarly to [16].
Given the personalized model, we automatically generate labels for the head motion and blendshape
coefficients (BSCs) by tracking every video frame of the subject. To do so, we rigidly align the
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model to the depth maps using iterative closest point (ICP) with point-plane constraints. Then, we
solve for the BSCs, which modify the model non-rigidly to best explain the input data. In particular,
we use a point-to-plane fitting term on the depth map:
Di(x) =
(
ni
⊤ (vi(x) − vi)
)2
, (2)
where vi is the i-th vertex of the mesh, vi is the projection of vi to the depth map, and ni is the
surface normal of vi. Additionally, we use a set of point-to-point fitting terms on the detected 2D
facial landmarks:
Lj(x) = ||pi(vj(x)) − uj ||
2
, (3)
where uj is the position of a detected landmark and pi(vj(x)) is its corresponding mesh vertices
projected into camera space. The terms Di and Lj are combined in the following optimization
problem:
x˜ = argmin
x
min wd
∑
i
Di(x) + wl
∑
j
Lj(x) + wr ||x||1, (4)
where wd, wl, and wr represent the respective weights given to the depth term, the landmark term,
and a L1 regularization term, which promotes the solution to be sparse. The minimization is carried
out using a solver based on the Gauss-Seidel method. The estimated blendshape coefficients x˜ in
(4) are used as ground-truth facial controls for training the text-to-animation and audio-to-animation
models in the subsequent sections.
4 Speech Emotion Features
Emotions in visual speech synthesis systems are increasingly required since they enhance the user
experience and make the interaction more natural. Adding emotions to the synthesized acoustic
and visual speech requires conditioning the neural network on some sort of a representation of
the required emotion. In contrast to the style transfer approaches in [38] and [28] that have been
recently successful in learning the speech style/emotion in an unsupervised manner, we chose to
exploit emotion labels to train a separate neural network in a supervised way to classify emotions
from speech. We consider the penultimate layer of the speech emotion classifier as a fine-grained
vector representation of the emotion. Three basic emotion categories [24] are investigated in this
paper: neutral, positive (happy) and negative (sad)
Figure 1 shows the architecture of the speech emotion classifier. In this approach, 40-dimensional
mel-scaled filter bank speech features are firstly passed through a 1d-convolutional layer, which
contains 100 filters with kernel size of 3 × 1. The output of this convolutional layer is then fed
into a single long short-term memory (LSTM) layer with 64 cells followed by a linear layer of the
same dimension. A mean pooling layer is then used to summarize the LSTM outputs across time. A
softmax layer is finally applied to the average pooling output to predict the emotion class.
After the model is trained, the output of the penultimate layer, i.e, the layer before the softmax layer,
is used as the speech emotion embedding. These embeddings are used to condition the audiovisual
speech synthesis systems during training as will be described in the upcoming sections. During
inference, we use the speech emotion classifier to extract the emotion embedding from a reference
utterance to get the desired emotion for the synthesized talking face. The audiovisual speech synthe-
sizer is conditioned on that emotion embedding to synthesize speech and facial movements to match
the emotion.
5 End-to-end Audiovisual Speech Synthesis
Deep neural networks, in particular sequence-to-sequence architectures [26, 37], has led to speech
synthesizers producing almost human-like speech. Tacotron2 [26] is one of the most succesful
sequence-to-sequence architectures for speech synthesis. The Tacotron2 architecture takes as input
a phoneme sequence of lengthM that represents the pronunciation of the sentence to be synthesized.
As an output, Tacotron2 generates a sequence of 80-dimensional mel-scaled filter bank (MFB) fea-
tures. The MFB features are finally used as an input to another sequence-to-sequence model, e.g.,
WaveRNN [17], to generate the samples of the synthesized speech signal.
In this paper, we adopt the Tacotron2 architecture for synthesizing not only the audio features, but
also all 51 BSCs that control speech- and non-speech-related facial expressions.
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Figure 1: Speech emotion recognition neural network. The network is trained to classify neutral,
happy, and sad emotions using input acoustic features. Once the network is trained, the output of
the average pooling layer is used as a speech emotion representation.
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Figure 2: Tacotron2 architecture for emotional audiovisual speech synthesis. The network’s encoder
converts an input sequence of phonemes and a compact representation of a predefined emotion into
a sequence of abstract vector representations of the same length. An attention mechanism is used to
focus on a subset of the encoded vectors at each time step. The concatenation of the weighted sum
of the encoder outputs (the context vector) and a pre-processed regressor output vector are used as
an input to the decoder. The decoder output is used to regress to visual and acoustic features that are
finally post-processed to give a final cleaner features.
HH
AH
L
OW
W
ER
L
D
Encoder
Attention
Decoder Regressor Postnet
Prenet
=
= Concatenation
Emotion embeddings
Mel-scaled
filterbanks
Blendshape
coeffcients
Endpointer
Figure 2 shows the entire architecture of AVTacotron2. Although the network is trained end-to-end,
it can be divided into fourmajor functional blocks: a phoneme encoder, an attention block, a decoder,
and a regressor. In the following sections, these four blocks are described in detail.
5.1 Text Encoder
The function of the phoneme encoder in the Tacotron2 architecture is to transform a sequence of
phonemes into an intermediate representation, from which acoustic and visual features can be gener-
ated. As shown in Figure 3, the input to the encoder is a sequence ofM phoneme indices, which are
transformed into 512-dimensional feature vectors using an embedding layer. As described in [26],
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Figure 3: Emotion-conditioned phoneme encoder. The phoneme embeddings are processed by a set
of convolution and bi-derectional LSTM layers. The emotion embedding is repeated and cascaded
with the processed phoneme embeddings to give the encoder outputs.
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theM × 512 output matrix of the embedding layers is passed through 3 convolutional layers, each
of which has 512 feature maps with kernel size of 5 × 1 and ReLU activations. Each convolutional
layer is followed by a drop-out layer with drop-out probability of 0.5 and batch normalization. The
convolutional layers model the N-gram dependencies between consecutive phonemes [26]. For the
longer term dependencies, the output of the final convolutional layer is processed by a bi-directional
long short-term memory (BLSTM) layer with 512 units in each direction. The concatenation of
the bi-directional LSTM gives theM × 1024 intermediate representation of theM input phonemes.
The 64 dimensional emotion embedding is repeated and cascaded with the processed phoneme em-
beddings to give the encoder outputs. During training the embeddings are extracted from the same
output utterance. During inference, the emotion embedding is extracted from a reference utterance
that has the required level of emotion. The emotionally conditioned phoneme representation is used
to generate the audio-visual outputs in the later stages of the network, as will be described in the
following sections.
5.2 Attention mechanism
A location-sensitive attention [8] is applied to theM × 1088 phoneme intermediate representation
that is output by the phoneme encoder. The output of the attention mechanism is called the context
vector and is estimated as a weighted sum of theM intermediate representations. The attention and
decoding blocks are applied in an iterative way. Therefore, the attention weights, i.e. alignments, of
the t time-frames are determined by how much the intermediate representation is correlated with the
decoder output of the t − 1 time-frame and to a processed version of the t − 1 estimated attention.
The later gave rise to the name, location sensitive attention, where the processed alignments from
the previous time frames help determine the decoder previous location and hence, motivates the
model to process future frames without unreasonable loops or skips. The alignments of the previous
time step is processed by a 1D convolutional layer of 32 feature maps, each of 31-dimensions. The
correlation between the encoder output feature vectors, the decoder output of the previous time-
frame, and the processed alignment of the previous time-frame is estimated using a weighted fully
connected layer with tanh activations followed by a softmax layer for a normalization purpose as
described in [26]. The context vector has 1088 dimensions and is used as the input to the decoder,
which is the next stage of the network.
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5.3 Decoder
The decoder stage of the Tacotron2 architecture is composed of two 1024-dimensional uni-
directional LSTM layers. The decoder iteratively generates an embedding, from which all audio,
video, and auxiliary information can be estimated. The input to the decoder at time-frame t are the
context vector at time-frame t and a pre-processed version of the regressor output of the previous
time-frame t − 1. Preprocessing of the regressor outputs is done by the so-called Pre-net, which
is composed of two 256-dimensional fully-connected layers with ReLU activations. Since the de-
coder generates embeddings that are asynchronous with the encoder output, the number of output
embeddingsNdecoder is independent of the encoder output lengthM .
5.4 Regressor
The embeddings extracted from the decoder encodes all information needed to synthesize one or
n acoustic and visual frames. We use n = 2 in this study, which means that the length of the
synthesized acoustic and visual features is 2Ndecoder. The regressor is simply a linear projection
of the embeddings from the decoder output onto the acoustic, the visual, and the auxiliary feature
spaces. The acoustic feature space is the 80-dimensional MFBs. The visual feature space is the 51-
dimensional BSCs. The auxiliary feature is a one-dimensional end-pointing feature that determines
the end of decoding.
The output MFB features go through a post-processing network (post-net) that is composed of five
1D convolutional layers followed by a linear fully-connected layer. The convolutional layers have
512 filters of kernel size 5. The first four convolutional layers use (tanh) non-linear activations,
whereas the final one has no non-linearity. A drop-out layer with drop-out probability of 0.5 is
added after every convolutional layer. The final fully connected layer has 80 units, which is the
same dimension as the regression acoustic feature space. A skip connection is added from the input
of the post-net to its output, which means the post-net output represents the estimation residual. The
residual is estimated with access to future frames, which makes the overall post-net output more
accurate than the linearly projected MFB features.
The network is trained to minimize a weighted sum of four loss functions.
Ltotal = ωmelLmel + ωpostLpost + ωendLend + ωbscLbsc. (5)
Lmel is the L1 loss (mean absolute error) that is applied to the mel-scaled filter-bank features that
are output from the linear projection layer. Lpost and Lend are the L2 (mean square error) losses that
are applied to the output of the post-processing subnetwork and the end-pointing output respectively.
For the BSCs, we use the L2 loss functionLbsc. The weights ωmel, ωpost, ωend, andωbsc are empirically
tuned to give the best synthesis performance. In our experiments, we use 0.9 for ωmel, 1 for ωpost, 0.1
for ωend and 0.9 for ωbsc.
6 Modular Audiovisual Speech Synthesis
We adopt the Tacotron2 architecture in its standard audio-only version and feed the synthesized
audio after reconstructing it from the predicted spectral features, e.g., using WaveRNN, into an
audio-to-facial-animation module. On one hand, the AVTacotron2 system could give more accurate
estimates of the lip movements since the embeddings extracted from the decoder are rich in acoustic
and lexical information. On the other hand, the modular system is more flexible, as the audio-to-
facial-animation network can be trained in a speaker-independent manner and used with any pre-
trained text-to-speech voice. This would reduce the need for collecting hours of multimodal data for
different speakers, which is necessary to train the AVTacotron2 model.
We have trained a CNN-based speaker-dependent audio-to-facial-animationneural network. The net-
work architecture is shown in Table 1. The input acoustic features to the audio-to-facial-animation
network is 40-dimensional filter bank features with a context window of 21 (10 past, current, and 10
future frames.) The acoustic features are extracted from the wav files. The acoustic speech synthe-
sis is completely decoupled from the visual speech synthesis, so any text-to-speech system can be
used. The ground truth BSCs described in Section 3 are used to train the network. The input to the
penultimate fully connected layer is the concatenation of the former fully connected (FC) layer that
encodes the audio features with the emotion embedding.
8
Table 1: The architecture of the audio-to-facial-animation network.
Type #Filters Kernel Stride/padd. Output Act.
Conv. 128 3x3 1x1/same 21x40x128 RELU
Conv. 64 3x3 2x2/same 11x20x64 RELU
Conv. 64 3x3 1x1/same 11x20x64 RELU
Conv. 64 3x3 2x2/same 6x10x64 RELU
Conv. 64 3x3 1x1/valid 4x8x64 RELU
Conv. 64 3x3 1x1/valid 2x6x64 RELU
FC 512 - - 1x1x512 RELU
FC+embed 128 - - 1x1x128 RELU
FC 51 - - 1x1x51 None
Table 2: The phoneme-visememapping used in our work and the viseme importance used to weight
the loss of the audio-to-facial-animation-network. The weights are the normalized accuracy of an
in-house video-based viseme classifier. The silence weight is heuristically set to zero.
Viseme cluster Viseme Phoneme Weights
Bilabial /P/ /p/ /b/ /m/ 1.0
Labio-Dental /F/ /f/ /v/ 0.97
Palato alveolar /SH/
/sh/ /zh/ /ch/
0.75
/jh/
Dental /TH/ /th/ /dh/ 0.66
Alveolar fricative /Z/ /z/ /s/ 0.66
Lip rounded vowels
/V2/
/uw/ /uh/ /ow/
0.6
level 2 /w/
Lip rounded vowels
/V1/
/aa/ /ah/ /ao/ 0.59
level 1 /aw/ /er/ /oy/
Lip stretched vowels
/V3/
/ae/ /eh/ /ey/
0.58
level 1 /ay /y/
Alveolar semivowels /L/ /l/ /el/ /r/ 0.5
Lip stretched vowels
/V4/ /ih/ /iy/ 0.48
level 2
Velar /G/
/g/ /ng/ /k/
0.46
/hh/
Alveolar /T/
/t/ /d/ /n/
0.36
/en/
Silence /SIL/ /sil/ /sp/ 0.0
In contrast to the end-to-end system, the audio-to-facial-animation network does not have access
to the entire phoneme sequence. In order to compensate for that, the BSC loss Lbsc in the audio-
to-facial-animation network is modified. For each entry in a batch, the loss function is weighted
differently. The weights of each entry are proportional to the importance of the corresponding
spoken viseme (visual phoneme.) With these weights, the network is penalized more for inference
errors related to important visemes, such as /p/ and /w/ and penalized less for errors related to less
important visemes, such as /t/ and /g/. Table 2 shows the used viseme importance/weights, which
are the classification accuracies of a video-based viseme classifier normalized over the maximum
accuracy, which happens to be of the viseme /P/. The silence weight, which actually has the highest
classification accuracy, is overridden and set to zero. Using these weights improves the performance
of the audio-to-facial-animation network. We use a hybrid loss of L1 and the cosine distance (see
[2]), which we found to be more effective than the L1 and L2 for small, sparse, and bounded labels,
such as the BSCs. We have not used the hybrid loss in Equation 5, as the L2 was easier to balance
with the other losses.
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Table 3: Emotion classification performance from the Emotion Recognition System.
Emotion Precision (%) Recall (%) F1-Score (%)
happy 95.0 96.0 96.0
sad 99.0 100.0 99.0
neutral 99.0 99.0 99.0
Accuracy (%) 97.8
7 Experiments and Results
7.1 Dataset
A high quality multimodal corpus was collected for training all of our neural networks. The dataset
consists of approximately 10 hours of multimodal data captured from a professional actress: 7
hours of neutral speech (∼7270 sentences), 1.5 hours (∼1430) of acted happy speech and 1.5 hours
(∼1430) of acted sad speech. In this dataset, there are 74 minutes (∼300) common phrases spoken
in a neutral, happy and sad emotional states. The text corpus was balanced to maintain a maximum
phonetic coverage of US English phoneme-pairs. For each utterance in the corpus a single channel
44.1kHz audio, 60 frame per second (fps) 1920x1080 RGB video, and 30 fps depth signals were
captured.
7.2 Experimental Setup and Results
7.2.1 Speech Emotion Recognition
For training the speech emotion recognition neural network, the corpus is randomly split into
emotion-stratified partitions using a 80/20 rule. The resulting splits consist of 8116 utterances for
training, 2029 utterances for validation, and 50 utterances for testing. As described in Section 4,
40-dimensional mel-scaled filter banks are used as input acoustic features. The network is trained
to optimize a cross entropy loss using the Adam optimizer. We use a learning rate of 0.001 for a
maximum of 20 epochs. We monitor the validation performance during training and apply early
stopping when the validation loss converges. Since the data is class imbalanced, we penalize the
classification errors of each class inversely proportional to the class probability.
Figure 4 shows a TSNE projection [35] of the emotion embeddings for the test set clustered based
on emotion labels. As shown, the emotion embeddings are well separated, which is reflected in
the high classification accuracy shown in Table 3. Although the performance of state-of-the-art
speech emotion recognition systems in the wild does not reach such high accuracies [30], the high
classification performance shown in Table 3 was actually expected, as the emotions are acted. In
contrast to simply using a one hot vector to represent the emotion state, the distance between emotion
embeddings within the same cluster allows for fine-grained control of the emotion level that needs
to be synthesized.
7.2.2 Audiovisual Speech Synthesis
One of the most challenging tasks when it comes to machine learning problems involving synthesis
is how to best compare models. Objective measures, such as the loss functions that the network
is trained to optimize, do not usually reflect the naturalness and the quality of the network output.
Human ratings of subjective quality are usually more reliable. In this study, we have conducted
subjective tests to assess the quality of three different aspects of the synthesized talking face. The
graders are gender balanced (15 male and 15 female) and they all are native US English speakers in
the age range 2150.
Overall Experience of the Emotional Audiovisual Synthesis To assess the overall experience of
the audiovisual emotional speech synthesis, we have conducted a subjective test, where graders are
asked to evaluate videos from acoustic, visual, and overall naturalness perspectives. From the audio
perspective, the graders are asked to evaluate the speech synthesis quality and emotion appropriate-
ness given an emotion tag. To grade the visual aspects, the graders are asked to evaluate how much
the visual synthesis (the synthesized lip movements and facial expressions) match the synthesized
speech. Finally, the graders are asked to evaluate the overall naturalness of the talking face. Thirty
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Figure 4: TSNE projection of the validation set emotion embeddings extracted using the speech
emotion recognition system.
Happy
Sad
Neutral
Figure 5: Grading template for the overall experience of the talking face
Instructions
IMPORTANT:
Please release the task if:
* you do not have headphones,
* there is background noise,
* you have a hearing impairment, or
* you can’t hear/watch the audio/video samples for any reason
It is important to understand that it is NOT you who is being tested -
your results only provide information regarding the systems we are evaluating!
Video Synthesis Evaluation
We need your help evaluating video samples from an audio-visual speech synthesis system.
Speech Synthesis Quality
Speech Emotion
matches the given label
Lip movements
follow speech
Perfectly Most of the time Sometimes Doesn’t match
most of the time
Doesn’t match at allFacial Expression
matches the emotion
How natural is
the talking face overall?
Video
Label: happy
Excellent Good Fair Poor Bad
Perfectly Most of the time Sometimes Doesn’t match at all
Perfectly Most of the time Sometimes
Doesn’t follow
most of the time
Doesn’t follow at all
Perfectly natural Natural
most of the time
Natural sometimes
Not natural most of
the time Not natural at all
Doesn’t match
most of the time
Comments
graders provided five mean opinion scores (MOSs) for the five questions described above. The
scores range from (1) bad (no match) to (5) excellent (perfect match). Figure 5 shows the grading
template used for evaluation.
We used 30 videos, half of which are synthesized with happy emotion and the other half with sad
emotions. The MOS tests were conducted on each of the following sets of data - videos generated by
the modular approach, videos generated by the end-to-end approach and the original(ground truth)
recordings. We also used the acoustic speech synthesized from the end-to-end approach to drive the
audio-to-facial-animation module in the modular approach to ensure fair comparison. In this way
the graders hear the same speech with different lip movements from the two systems.
For all tests, the graders gave high scores (between good and excellent) as shown in Figures 6-10.
All results are significant according to Mann-Whitney significance test. Figures 6-10 show that
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Figure 6: Mean opinion scores comparing the quality of the lip movements synthesized by the end-
to-end (E2E) and modular approaches to the ground truth (GT).
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Figure 7: Mean opinion scores comparing the quality of the facial expressions synthesized by the
end-to-end (E2E) and modular approaches to the ground truth (GT).
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the end-to-end approach gives better and more consistent performance, i.e, small variance, than
the modular approach in all aspects. Furthermore, the performance of the end-to-end approach is
almost as good as the ground truth results. Figures 6-7 show results of grading the visual aspects
of the synthesized talking face, i.e, lip movements and facial expressions. The ground truth results
depicted in Figures 6-7 are also an indication of the performance of the offline blendshape estimation
algorithms discussed in Section 3. The ground truth BSCs are estimated from RGB+depth images
and the quality of these inputs relies on many factors, such as the head pose and lighting conditions.
The outliers in the ground truth results in Figures 6, 7 and 12 are explained by cases where the BSC
estimation may have failed when such conditions are not optimal. Neural networks on the other
hand, when trained on these data, learn to filter out such outliers and infer the conditional mean.
Therefore, the end-to-end approach shows a more consistent performance in Figures 6-7. In Figure
7, the larger variance of the modular approach synthesis is explained by the audio-to-animation
model falling short in synthesizing reasonable emotional facial expressions from speech.
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Figure 8: Mean opinion scores (MOS) comparing the synthesis quality of acoustic speech synthe-
sized by the end-to-end (E2E) approach to the ground truth (GT). Visual aspects affect the MOS of
the modular approach although same synthesized speech is used for both tests.
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Figure 9: Mean opinion scores comparing the quality of the emotions in speech synthesized by the
end-to-end (E2E) to the ground truth (GT). Visual aspects affect the MOS of the modular approach
although same synthesized speech is used for both tests. Graders preferred the synthesized speech
emotions which were more milder than the exaggerated acted emotions in the original recordings.
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An interesting outcome from this study was that although the graders were instructed to completely
ignore visual aspects when they grade the acoustic speech synthesis, the graders seemed to get
unconsciously affected by the other aspects. This effect can be seen in the evaluation of the acoustic
speech synthesis in Figures 8 and 9. Although, the speech synthesized from the end-to-end approach
was the same speech used as input to the audio-to-animation model, the graders gave better speech
synthesis and speech emotion scores to talking faces generated using the end-to-end approach.
Another interesting result is shown in Figure 9, where graders gave higher scores for the emotional
speech synthesized from the end-to-end approach over the original recordings (GT). The reason for
this is that in the original recording, the actor exaggerated happy and sad emotions in certain cases.
We noticed that the emotions synthesized from the end-to-end approach are less exaggerated than the
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Figure 10: Mean opinion scores comparing the quality of the holistic(overall) experience of the
emotional talking faces synthesized by the end-to-end (E2E) and modular (Mod) approaches to the
ground truth (GT).
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Figure 11: Results of the ABX test that comparing the quality of the avatar’s lip movements that are
driven by the end-to-end and the modular approaches in an isolated setup.
Grader Preference [%]
0 12.5 25 37.5 50
33
23
44
End-to-end Modular No preference
original recordings. This effect is discussed more in the upcoming sections. The graders preferred
less exaggerated happy and sad emotions in comparison to the overacted ones in the original dataset.
In order to evaluate the performance of the end-to-end and modular approaches in terms of acoustic
and visual speech synthesis in a more independent manner, we introduce two additional subjective
tests described in the subsequent sections that evaluate visual and acoustic speech synthesis perfor-
mance isolated from all other aspects.
Visual Speech SynthesisWe have conducted an AB test to compare the performance of the end-to-
end approach and the modular approach in terms of the synthesized lip movements (visual speech),
i.e. how naturally the avatar’s lip movements follow acoustic speech. In order for the graders to focus
only on the quality of the synthesized visual speech, we have used a neutral emotion embedding to
synthesize neutral speech. We have also eliminated (zeroed out) the controls of the upper half of
the face, such as eyebrows movements and blinking. Human graders were given 50 pairs of videos
that correspond to sentences that were not used during training. The graders were asked which video
matches the speech more naturally? Graders were advised to focus only on the lip movements and
to provide comments as to why they prefer their chosen video. To prevent display ordering effects,
the order of the videos in a given pair is randomized. In total, 30 graders evaluated 50 videos.
Figure 11 shows that the graders preferred the performance of the end-to-end system more than the
modular one. This result is significant according to Mann-Whitney significance test. The binary
result of the AB test does not assess the absolute quality of the visual speech synthesized by any of
the two approaches. To get an absolute quality score for each of the two systems, we have conducted
two additional five point scale MOS tests for each approach individually using a similar setup of the
AB test. The MOS test results depicted in Figure 12 shows that while the end-to-end approach is
better than the modular approach, both systems generate very good lip movements.
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Figure 12: Mean opinion scores of the visual speech synthesis of the end-to-end (E2E) and the
modular (Mod) approaches in an isolated setup.
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Figure 13: Mean opinion scores of the acoustic speech synthesis of the audiovisual (AV) and audio-
only (A) synthesis systems that use Tacotron2 architecture.
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7.2.2.3 Acoustic Speech Synthesis It is important to assess whether the quality of the synthesized
acoustic speech is affected by adding the facial control estimation task to the Tacotron2 model. To
assess this, we have conducted audio-only MOS tests for neutral speech, where graders were asked
to primarily focus on assessing the quality of the synthesis. The graders were given 50 pairs of audio
signals. Each pair consisted of a reference recording from the actor and a synthesized audio signal
of the same phrase. The graders were asked to evaluate the synthesis quality given the reference
signals on a five point scale, where one corresponds to poor quality and five to excellent quality.
The MOS test was conducted one time with the audiovisual Tacotron2 and a second time with the
conventional audio-only Tacotron2.
The results of the two MOS tests are shown in Figure 13. These results are significant according to
Mann-Whitney significance test. Although the graders were explicitly instructed to focus only on the
synthesis quality and not on the style of speech in the synthesized signal, the results and subsequent
comments from the graders indicated that they were unconsciously affected by the speaking style.
The low MOSs of the AVTacotron2 in Figure 13 is heavily weighted by the fact that the prosody
of the synthesized speech does not always match the prosody of the reference signal. As shown
in Figure 13, this was not the case in the traditional audio-only Tacotron2, where the prosody of
the synthesis matches that of the reference signals and results in a higher MOS. The non-perfectly
matching prosody is also the reason why the graders preferred milder emotional speech synthesis of
AVTacotron2 than the overacted original recordings.
15
8 Conclusion
In this paper, we have described and compared two systems for audiovisual speech synthesis us-
ing Tacotron2. The first system is the AVTacotron2, which is an end-to-end system that takes an
input text and synthesizes acoustic and visual speech. The second modular system uses the con-
ventional audio-only Tacotron2 to synthesize acoustic speech from text. The synthesized speech
is used as input to a speech-to-animation module that generates the corresponding facial controls.
Emotion embeddings from a speech emotion classifier are used to allow both systems to synthe-
size emotional audiovisual speech. Both approaches are evaluated using a comprehensive subjective
evaluation scheme. The results show that both systems produce synthesized talking faces that are
almost as natural as the ground truth ones. Both approaches generate production-quality speech and
facial animation that can be applied to a variety of fictional and human-like face models without
post-processing. The end-to-end approach outperforms the modular approach in almost all aspects.
However, the additional task of the facial control estimation in the end-to-end approach can some-
times lead to a mismatch between the prosody of the synthesized acoustic speech and the original
recordings.
In order to enhance the experience of the talking faces, our on-going work involves the task of esti-
mating head pose in addition to lip movements and facial expression. We are currently investigating
the impact of the hybrid loss function on AVTacotron2 and estimating optimal weighting factors for
audio and visual losses. We are also working on improving the prosody of the synthesized acous-
tic speech from the AVTacotron2. Finally, we are investigating video-based and audiovisual-based
emotion embeddings compared to the audio-only one used here.
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