A weighted model based on the Rayleigh distribution is proposed and the statistical and reliability properties of this model are presented. Some non-Bayesian and Bayesian methods are used to estimate the β parameter of proposed model. The Bayes estimators are obtained under the symmetric (squared error) and the asymmetric (linear exponential) loss functions using non-informative and reciprocal gamma priors. The performance of the estimators is assessed on the basis of their biases and relative risks under the two above-mentioned loss functions. A simulation study is constructed to evaluate the ability of considered estimation methods. The suitability of the proposed model for a real data is shown by using the Kolmogorov-Smirnov goodness-of-fit test.
Introduction
The Rayleigh distribution has been used in many areas of research, such as reliability, life-testing and survival analysis. Modeling the lifetime of random phenomena has been another area of study for which the Rayleigh distribution has been significantly used. Being first introduced by Rayleigh (1880) , this statistical model was originally derived in connection with a problem in acoustics. More details on the Rayleigh distribution can be found in Johnson et al. (1994) and references therein.
The Rayleigh distribution has the following probability density function (pdf) and the cumulative distribution function (cdf), respectively, Weighted distributions are employed mainly in research associated with reliability, bio-medicine, meta-analysis, econometrics, survival analysis, renewal processes, physics, ecology and branching processes which are found in Patil and Rao (1978) , Gupta and Kirmani (1990) , Gupta and Keating (1985) , Oluyede (1999) , Patil and Ord (1976) and Zelen and Feinleib (1969) . A weighted form of Rayleigh distribution has been published by Reshi et al. (2014) . They introduced a new class of Size-biased Generalized Rayleigh distribution and also investigated the various structural and characterizing properties of that model. In addition, they studied the Bayes estimator of the parameter of the Rayleigh distribution under the Jeffrey's and the extended Jeffrey's priors assuming two different loss functions. They compared four estimation methods by using mean square error through simulation study with varying sample sizes. In fact, weighted distributions arise in practice when observations from a sample are recorded with unequal probabilities Suppose X is a non-negative random variable with its unbiased pdf f(x,β), β is a parameter, then g distribution is weighted version of f and is defined as E(w(X,α) ) is a normalizing constant which is E(w(X,α)) = ∫w(x,α)f(x,β)dx. Furthermore, α is a parameter which may or may not depend on β and E(w(X,α)) = 1/E g (1/w(X,α)) is the harmonic mean of w(x,α) with the pdf g( . ).
When w(x,α) = x α , α = 0, the distribution is referred to as weighted distributions of order α.
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For α = 1 or 2, the pdf (1) are referred to as length-biased (size-biased) and area-biased distributions, respectively.
A weighted Rayleigh (WR) distribution is proposed based on (1) and all calculations are done based upon this model, but in the sections of numerical simulations and application to real data a length-biased Rayleigh (LBR) distribution is used without loss of generality. Because determinig the value of α depends on the sampling method so it is not necessary to estimate α in practice, therefore the focus on estimating the β parameter.
Weighted Rayleigh distribution
In the following, the WR(α,β) distribution is introduced and then, some properties including the r th moment, the corresponding CDF and hazard rate function are calculated.
Definition 1.
A nonnegative random variable X is said to have the WR(α,β) distribution provided that the variable's density function is given by
Remark 1. Suppose that X follows WR(α,β) and let U = X 2 /2β, then U follows Γ(α/2+1,1) distribution.
Remark 2.
The WR(α,β) distribution belongs to the exponential family. Therefore,
The r th moments are useful for inference and model fitting. A result that allows us to compute the moments of the WR(α,β) distribution is given in the following lemma.
Lemma 1.
If X be a random variable with density function (2), then the r th moment is given by 
The corresponding CDF of the WR(α,β) distribution is as follows: 
Parameter estimation
In this section, the method of moments, the maximum likelihood method, uniformly minimum variance unbiased method, maximum goodness-of-fit method and some Bayesian methods are used to estimate the β parameter of the model.
Method of moments estimator
Hereafter, let X 1 , …, X n be a random sample from the WR(α,β) distribution. The method of moments estimator (MME) is
Maximum likelihood estimator
The likelihood function can be written as
One can easily calculate maximum likelihood estimator (MLE) of β by taking natural logarithm and derivative relative to β as
So according to theorem 18 of Ferguson (1996) 
Therefore, an 100(1 -α)% approximate confidence interval of β can be obtained as
where Z α/2 is the α/2 th percentile point of the standard normal distribution.
Uniformly minimum variance unbiased estimator
Based upon Lemma 1,
which is a function of the sufficient and complete statistic T that is unbiased for β. Thus based on Lehman-Scheffe theorem we have
Maximum goodness-of-fit estimators
Maximum goodness-of-fit estimators (otherwise known as minimum distance estimators) of the parameters of the CDF can be calculated by minimizing any distance of the empirical distribution function (EDF) statistics regarding to the unknown parameters. As other research has shown there is no unique EDF statistic which can be considered the most efficient for all situations (Alizadeh and Arghami, 2011). Kolmogorov-Smirnov, Cramer-von Mises and Anderson-Darling statistics seem to be momentous in situations are
is the probability under H 0 and considering that
Bayes estimators of β
Considering β as a random variable, two different priors, namely Jeffreys and reciprocal gamma are considered for β. Taking into account the priors, two different loss functions are used for the WR(α,β) model, the first one is the squared error loss (SEL) function and the second one is linear exponential (LINEX) loss function. where the SEL function is
Bayes estimator based on Jeffreys' prior
i . In the following, Bayesian estimator is calculated under the LINEX loss function. This loss function was proposed by Varian (1975) and Zellner (1986) . The LINEX loss function for scale parameter β is given by
where ˆ1      and  is an estimator of β. The sign and magnitude of "a" represent the direction and degree of asymmetry respectively (see Soliman, 2000, and Sanku, 2012) . Under LINEX loss function (5) and using the posterior (4), the posterior mean of loss function, .
However, 
Numerical simulations
In the following, some experimental results are presented to investigate the effectiveness of the different estimation methods which have been so far performed. Bias and MSE for non-Bayesian estimators are mostly compared for different estimation methods. In this study, different sample sizes of n = 10, 20 (small), 30, 40 (moderate), 50 (large) and 100 (very large) are considered. In Table 1 , the average estimates of β based on 10,000 replications are presented for different estimation methods in which the MSEs are noted in the parentheses.
As can be seen in Table 1 , among simple estimators the MLE and UMVUE have the smallest values of bias and MSE for various values of sample size so MLE and UMVUE are the best estimation methods in terms of bias and MSE. In addition, the other two good methods of estimation in priority of order are MME and CVM. Bias values and risk functions are computed to compare considered Bayesian estimators. A comparison of this type is needed to check whether an estimator is inadmissible under some loss function. Therefore, if it is so, the estimator would not be used for the losses specified by that loss function. For this purpose, the risks of the estimators and the efficiency of them are computed. In each case, a = 1, a = −1, b = 2 and σ = 2 are taken without loss of generality.
Because comparing different loss functions is not reasonable, compare the results in similar loss function, but in different priors. According to results compiled in Tables 2, 3 
Application to real data
Here, in order to display the usage of proposed model in real data, it is needed to analyze two sets of the seven from the afore presented data in paper by Bennett and Filliben (2000) . Reportedly, they have notified minority electron mobility for p-type Ga To evaluate the fitting quality of the Rayleigh and LBR distributions, the Kolmogorov-Smirnov (K-S) tests and AIC and BIC's criterions are used. The information about comparing both models are given in Table 8 
