In this paper, we introduce and study a cyclic cohomology theory H
Introduction
An entwining structure, as introduced by Brzeziński and Majid [4] , consists of an algebra A, a coalgebra C and a map ψ : C ⊗ A −→ A ⊗ C satisfying certain conditions. Together, an entwining structure (A, C, ψ) behaves like a bialgebra or more generally, a comodule algebra over a bialgebra, as pointed out by Brzeziński [6] . There is also a well developed theory of modules over entwining structures, with applications to diverse objects such as Doi-Hopf modules, Yetter-Drinfeld modules and coalgebra Galois extensions (see, for instance, [1] , [2] , [5] , [7] , [8] , [9] , [10] , [11] , [14] , [16] ). In [6] , Brzeziński introduced the Hochschild complex C
• (A, C, ψ) of an entwining structure and proceeded to construct Gerstenhaber like structures on the cohomology groups. The starting point of this paper was to find a corresponding cyclic cohomology theory H • λ (A, C, ψ) for an entwining structure. We then study the cocycles and coboundaries in this theory using differential graded algebras in a manner similar to Connes [12] , [13] . Similar to the classical approach of Connes [13] , we take our "cyclic complex" C • λ (A, C, ψ) to be a certain subcomplex of the Hochschild complex C
• (A, C, ψ) of Brzeziński [6] . In [13] , Connes showed that the cocycles and coboundaries in the cyclic cohomology of an algebra A can be described using traces on differential graded algebras over A. Accordingly, we show that the cocycles Z • λ (A, C, ψ) in our theory can be expressed as characters of "entwined traces" applied to dg-entwining structures over (A, C, ψ). We also obtain a description of the coboundaries B
• λ (A, C, ψ) in terms of characters of "vanishing cycles" over (A, C, ψ). These descriptions are then applied to construct a pairing
on cyclic cohomology groups. We mention here that we have previously studied in [3] a modified version of the Hochschild theory of Brzeziński [6] for entwining structures. In the future, we hope to study further the cohomology groups of entwining structures, on the lines of the usual cohomology theories for rings.
We now describe the paper in more detail. For an element c ⊗ a ∈ C ⊗ A, we will always suppress the summation and write ψ(c ⊗ a) = a ψ ⊗ c ψ ∈ A ⊗ C. We begin in Section 2 by introducing the cyclic complex C
• λ (A, C, ψ) of an entwining structure (A, C, ψ). As a vector space, C n λ (A, C, ψ) consists of all k-linear maps g : C ⊗ A ⊗n+1 −→ k such that g(c ⊗ a 1 ⊗ ... ⊗ a n+1 ) = (−1) n g(c ψ ⊗ a 2 ⊗ a 3 ⊗ ... ⊗ a n+1 ⊗ a 1ψ ) (1.1)
for c ∈ C and a 1 , ..., a n+1 ∈ A. We show (see Theorem 2.2) that C
• λ (A, C, ψ) is a subcomplex of the Hochschild complex of Brzeziński [6] . We denote by H • ), C,ψ) is universal among dg-entwining structures over (A, C, ψ).
Let ((R • , D
• ), C, Ψ • ) be a dg-entwining structure over (A, C, ψ). By an n-dimensional closed graded entwined trace on ((R • , D • ), C, Ψ • ), we will mean a linear map T : C ⊗ R n −→ k which satisfies
for all c ∈ C, r ∈ R n−1 and r ′ ∈ R i , r ′′ ∈ R j such that i + j = n. Together, the datum ((R • , D • ), C, Ψ • , ρ, T ) will be referred to as an n-dimensional entwined cycle over (A, C, ψ). In Theorem 4.5, we show that each cyclic cocycle g ∈ Z n λ (A, C, ψ) may be expressed as the character of an n-dimensional entwined cycle over (A, C, ψ). Let M r (A) be the ring of (r × r)-matrices with entries in A. Then ψ : C ⊗ A −→ A ⊗ C extends in an obvious manner to an entwining
that we continue to denote by ψ. In Section 5, we show Morita invariance for Hochschild cohomology groups of Hochschild cohomology groups.
The Morita invariance for cyclic cohomology groups H
• λ (A, C, ψ) of matrix rings is shown in Section 6. For this, we consider the subspace I n (A, C, ψ) ⊆ C n (A, C, ψ) consisting of maps g : C ⊗ A ⊗n+1 −→ k satisfying g(c ⊗ a 1 ⊗ ... ⊗ a n+1 ) = g(c ψ n+1 ⊗ a 1ψ ⊗ a 2ψ ⊗ ... ⊗ a n+1ψ ) (1.5) for c ∈ C and a 1 ,...,a n+1 ∈ A. We check that I • (A, C, ψ) is a subcomplex of C • (A, C, ψ) and that there are induced maps inc
which are homotopy inverses of each other. We also show that I
• (A, C, ψ) is a cocyclic module such that C
• λ (A, C, ψ) is the subspace invariant under the action of the cyclic operator on I
• (A, C, ψ). It follows (see Theorem 6.4) that we have mutually inverse isomorphisms
of cyclic cohomology groups.
The main purpose of Section 7 is to obtain a description for the space B
• λ (A, C, ψ) of coboundaries in C
• λ (A, C, ψ). We consider the group U(A) of units of A and take the subcollection
We verify that U ψ (A) is a subgroup of U(A). We also show that conjugation by an element x ∈ U ψ (A) induces the identity map on cyclic cohomology groups H
• λ (A, C, ψ). Using the Morita invariance established in Section 6, we now obtain a set of sufficient conditions for the cyclic cohomology of an entwining structure to be zero. Accordingly (see Definition 7.9), an n-dimensional entwined cycle ((R • , D • ), C, Ψ • , ρ, T ) is said to be vanishing if (R 0 , C, Ψ 0 ) satisfies these conditions.
We now take k = C. In Theorem 7.10, we show that a cocycle g ∈ Z n λ (A, C, ψ) is a coboundary if and only if it is the character of an n-dimensional entwined vanishing cycle over (A, C, ψ). In particular, the entwined vanishing cycle corresponding to a coboundary g ∈ B
• λ (A, C, ψ) is constructed with the help of a certain algebra C of infinite matrices with complex entries used in [13] . Taken together, Theorem 4.5 and Theorem 7.10 provide a complete description of the cocycles and the coboundaries in the cyclic theory of entwined structures, developed in a manner similar to Connes [13] . Our final result is Theorem 7.11, where we apply these descriptions to construct a pairing
where (A, C, ψ) and (A ′ , C ′ , ψ ′ ) are entwining structures.
Cyclic cohomology of an entwining structure
Let k be a field. Throughout this section and the rest of this paper, we let A be a unital algebra over k and let C be a counital coalgebra over k. The product on A will be denoted by θ : A ⊗ A −→ A. The coproduct ∆ : C −→ C ⊗ C will always be expressed using Sweedler notation ∆(c) = c 1 ⊗ c 2 for any c ∈ C. The counit on C will be denoted by ε : C −→ k. For the sake of convenience, we will denote the tensor powers A ⊗n of the algebra A simply by A n . Similarly, an element of C ⊗ A ⊗n will be denoted simply by (c, a 1 , ..., a n ). We now recall the notion of an entwining structure, introduced by Brzeziński and Majid in [4] . Definition 2.1. Let k be a field. An entwining structure (A, C, ψ) over k consists of a unital k-algebra A, a counital k-coalgebra C and a k-linear map ψ : C ⊗ A −→ A ⊗ C satisfying the following conditions
Here, the summation has been suppressed by writing ψ(c ⊗ a) = a ψ ⊗ c ψ for any c ∈ C and a ∈ A.
In this paper, if A ′ is a non-unital algebra, we will still say that (A ′ , C, ψ :
is an entwining structure if it satisfies all the conditions in (2.1) except for the last condition 1 ψ ⊗ c ψ = 1 ⊗ c.
Given an entwining structure (A, C, ψ), Brzeziński [6] introduced the Hochschild complex C • ((A, C, ψ); M ) of (A, C, ψ) with coefficients in an A-bimodule M .
The cohomology of this complex will be denoted by HH • ((A, C, ψ); M ). In particular, when M = A * = Hom(A, k) made into an A-bimodule as follows
this complex will be denoted by C • (A, C, ψ) and its cohomology groups by HH • (A, C, ψ). It is immediate that an element f ∈ C n (A, C, ψ) = Hom(C ⊗ A n , A * ) may also be expressed as a linear map g : C ⊗ A n+1 −→ k by setting g(c, a 1 , ..., a n+1 ) = f (c, a 1 , ..., a n )(a n+1 ) (2.4)
We now define a subspace C n λ (A, C, ψ) ⊆ C n (A, C, ψ) = Hom(C ⊗ A n , A * ) by taking the collection of all f ∈ Hom(C ⊗ A n , A * ) that satisfy
for every (c, a 1 , ..., a n+1 ) ∈ C ⊗ A n+1 . Equivalently, using (2.4), the space C n λ (A, C, ψ) may also be described as the collection of all g ∈ Hom(C ⊗ A n+1 , k) such that
is a subcomplex of the Hochschild complex of (A, C, ψ).
Proof. We consider f ∈ C n λ (A, C, ψ). We need to verify that
Using the description of the differential in (2.2) and the A-bimodule structure of A * described in (2.3), we see that
Applying condition (2.5), we obtain
as well as
Finally, using (2.5) as well as the properties of an entwining structure in (2.1), we obtain
The result is now clear from (2.8), (2.9), (2.10) and (2.11).
Definition 2.3. Let (A, C, ψ) be an entwining structure. Then, we will say that (C
is the cyclic complex of (A, C, ψ) and the cyclic cohomology groups will be denoted by H 
It is clear that the Hochschild complex C
• (A, C, ψ) may be rewritten with terms Hom(C ⊗ A ⊗n+1 , k). In that case, the Hochschild differential may be expressed as follows
3 Entwining of the universal differential graded algebra
We continue with (A, C, ψ) being an entwining structure over k. We begin this section by considering an entwining structure where the algebra is differential graded.
be a differential (non-negatively) graded, not necessarily unital k-algebra and let C be a counital k-coalgebra. A dg-entwining structure over k consists of a k-linear map
(2) The tuple (R, C, Ψ) is an entwining structure.
Definition 3.2. Let (A, C, ψ) be an entwining structure. A dg-entwining structure over (A, C, ψ) consists of a dg-entwining
Given the k-algebra A, we now consider the algebraÃ := A ⊕ k with multiplication given by
for a, a ′ ∈ A and scalars µ, ν ∈ k. It is clear thatÃ is also a unital algebra, with 1 ∈ k being the unit. However, we note that the canonical inclusion A ֒→Ã of algebras is not necessarily unital. We now consider the universal differential graded algebra (Ω • A, d
• ) associated to A (see [13, § II.1]). As a graded vector space, it is given by setting Ω n A =Ã ⊗ A ⊗n for n > 0 and Ω 0 A = A. For n > 0, an element inÃ ⊗ A ⊗n is a linear combination of terms of the form
By abuse of notation, we will use (a 0 + µ)da 1 ...da n to denote an element of Ω n A even for n = 0. In this case, it will be understood that µ = 0. The multiplication in ΩA is determined by
for a, a ′ , a 0 , ..., a n ∈ A. More generally, for elements p 0 , ...., p i , q 0 , ..., q j ∈ A and µ, ν ∈ k, we have ((p 0 + µ)dp 1 ...dp i ) · ((q 0 + ν)dq 1 ...dq j ) = (p 0 + µ) dp 1 ....dp
..dp i dq 0 dq 1 ...dq j +(−1) i (p 0 + µ)p 1 dp 2 ...dp i dq 0 dq 1 ...dq j + ν(p 0 + µ)dp 1 ...dp i dq 1 ...dq j (3.4)
The differential on ΩA is determined by setting
We also define a morphism
In particular, we have (da
is a dg-entwining structure over (A, C, ψ).
Proof. From (3.5) and (3.6), it is evident thatψ is a morphism of complexes. It is also clear that
for a 0 , ..., a n ∈ A. Further, for a, a ′ ∈ A, we havê
Together, (3.7) and (3.8) show thatψ is well behaved with respect to the multiplication on ΩA. The other conditions in (2.1) for (ΩA, C,ψ) to be an entwining structure may also be verified by direct computation. Finally, it is clear that the mapsψ
This proves the result.
0 and we have a commutative diagram
Proof. From the universal property of (Ω
, we know that there is a unique morphismρ :
In particular,ρ is described as followŝ
for a 0 , ..., a n ∈ A and n > 0, where the products on the right hand side are taken in R. For the sake of convenience, we will suppress the morphism ρ and often write ρ(a) ∈ R 0 simply as a for any a ∈ A. For c ∈ C, we now compute
where the replacement of Ψ by ψ in the last equality follows from the commutativity of (3.1). We have now shown that the diagram (3.9) is commutative.
Entwined traces and classes in cyclic cohomology
In this section, we will show that cocycles in (C
• ) correspond to certain kinds of traces on dg-entwining structures over (A, C, ψ). We continue to suppress the morphism ρ : A −→ R 0 when working with a dg-entwining
We begin by introducing the notion of an entwined trace.
satisfying the following conditions (1) For any c ∈ C and r ∈ R n−1 , we have
(2) For r ∈ R i , r ′ ∈ R j with i + j = n and any c ∈ C, we have
Definition 4.2. Let (A, C, ψ) be an entwining structure. An n-dimensional entwined cycle over (A, C, ψ) is a tuple
where
Definition 4.3. Let (A, C, ψ) be an entwining structure and let
Proposition 4.4. Let (A, C, ψ) be an entwining structure and let g : C ⊗ A ⊗n+1 −→ k be a linear morphism. Then, the following are equivalent.
(2) There exists a closed graded entwined trace t :
In particular, when µ = 0, we get
We have to verify that t satisfies the conditions (4.2) and (4.3) in Definition 4.1. First, we note that
This proves the condition (4.2). Now, for α ∈ Ω i A and α ′ ∈ Ω j A with i + j = n and for any c ∈ C, we have
where the equality c
follows from the commutativity of the diagram in (3.9). This shows that t also satisfies the condition (4.3).
(2) ⇒ (1) : From Proposition 3.3, we already know that ((Ω • A, d
• ), C,ψ) is a dg-entwining structure over (A, C, ψ).
for c ∈ C and a i ∈ A.
Theorem 4.5. Let (A, C, ψ) be an entwining structure and let g : C ⊗ A ⊗n+1 −→ k be a linear morphism. Then, the following are equivalent.
λ (A, C, ψ). Proof. From Proposition 4.4, we already know that (1) and (2) are equivalent.
for c ∈ C, a i ∈ A and µ ∈ k. We note that
We now consider elements (p 0 + µ)dp 1 ...dp i ∈ Ω i A and (q 0 + ν)dq 1 ...dq j ∈ Ω j A with i + j = n. Using the expression for the product on ΩA given in (3.4), we obtain t(c ⊗ ((p 0 + µ)dp 1 ...dp
On the other hand, we have
· (p 0ψ dp 1ψ ...dp iψ )) + νt(c ψ i+1 ⊗ (dq 1 ...dq j ) · (p 0ψ dp 1ψ ...dp iψ )) +µt(c
..dq j ) · (dp 1ψ ...dp iψ )) (4.15)
We need to verify that t(c ⊗ ((p 0 + µ)dp 1 ...dp i ) · ((q 0 + ν)dq 1 ...dq j )) = (−1) ij t(cψ ⊗ ((q 0 + ν)dq 1 ...dq j ) · ((p 0 + µ)dp 1 ...dp i )ψ) (4.16) For this, we compare one by one the terms in (4.14) and (4.15) using the relations (4.12), (4.13), the product on ΩA described in (3.4) and the property of g ∈ C n λ (A, C, ψ) from (2.6). First, we note that
..dq j ) · (dp 1ψ ...dp iψ )) = µg(c
Next, we have
We also have
The result of (4.16) now follows from the fact that g ∈ Z n λ (A, C, ψ) satisfies δ(g) = 0, where δ is the Hochschild differential as described in (2.12).
(2) ⇒ (3) : We have an n-dimensional closed graded entwined trace t :
Since t is a closed graded entwined trace, we note that t(c ⊗ da
To show that g ∈ Z n λ (A, C, ψ), we have to verify that
for any p i ∈ A and c ∈ C. Here, δ denotes the Hochschild differential as described in (2.12). We now have
.., p n+1 , p 1ψ ) = t(c ⊗ p 1 dp 2 ...dp n+1 ) − (−1) n t(c ψ ⊗ p 2 dp 3 ...dp n+1 dp 1ψ ) = t(c ⊗ p 1 dp 2 ...dp n+1 ) + t(c ⊗ (dp 1 )(p 2 dp 3 ...dp n+1 )) = t(c ⊗ d(p 1 p 2 )dp 3 ...dp n+1 ) = 0 (4.23) Applying (4.23), we now see that
Applying (4.23), we can reverse the arguments in (4.14) to see that t(c ⊗ (p 1 dp 2 ...dp n+1 )(
From (4.24) and (4.25) and the fact that t(c ⊗ (p 1 dp 2 ...dp n+1 )(p n+2 )) − t(c ψ n+1 ⊗ (p n+2 ) · (p 1ψ dp 2ψ ...dp (n+1)ψ )) = 0, it now follows that δ(g) = 0.
Morita invariance of Hochschild cohomology
Let (A, C, ψ) be an entwining structure. We construct a presimplicial module C • = C • (A, C, ψ) as follows: Proof. We need to verify (see, for instance, [15 
This is obvious for j > 1. Since j > i ≥ 0, the only remaining case is that of i = 0 and j = 1. In that case, we have
We continue to denote by C • (A, C, ψ) the complex corresponding to this presimplicial module, equipped with standard differential
The homology groups of this complex will be denoted by HH • (A, C, ψ). From (2.12), it is evident that
We will now show that the complexes C • (A, C, ψ) and C • (M r (A), C, ψ) are quasi-isomorphic for any r ≥ 1, where M r (A) is the ring of (r × r)-matrices with entries in A. First, we extend the entwining ψ : C ⊗ A −→ A ⊗ C to a map (still denoted by ψ)
where {E ij (1)} 1≤i,j≤r is the (r × r)-matrix whose (i, j)-th entry is 1 and all others are 0. It is immediate that (M r (A), C, ψ) is an entwining structure. For any 1 ≤ p ≤ r, we have a (not necessarily unital) inclusion of rings 
where the sum is taken over all possible tuples (i 1 , ..., i n+1 ). Writing M r (A) = A ⊗ M r (k), the generalized trace can be expressed as (see, for instance, [15 
where a i ∈ A and u i ∈ M r (k). The generalized trace can be extended to a map (still denoted by tr) as follows
Lemma 5.2. The generalized trace induces a morphism of complexes tr
Proof. It suffces to show that the generalized trace commutes with the face maps d i of the presimplicial modules. From (5.8), this is obvious for i > 0. For i = 0, we have
where a i ∈ A and u i ∈ M r (k).
Proof. We have
We will now prove that h = 
We have
The third equality follows from the fact that ψ(c ⊗ 1 A E pq (1)) = 1 A E pq (1) ⊗ c for all 1 ≤ p, q ≤ r. The fourth equality follows from the fact that 1≤k,s≤r
Further, using the fact that E 1q (1)E s1 (u n+1 sk ) = 0 unless q = s, we have
..,p,q,s≤r
1≤k,l,...,p,q≤r
Now, for 0 < i < j, we have
Moreover, for j > 0,
1≤k,l,...,p,q,s≤r
Using the equality
For i > j + 1, it may be similarly verified that d i h j = h j d i−1 . This proves the result.
Theorem 5.4. The morphisms
are mutually inverse isomorphisms of Hochschild homologies.
For each n ≥ 0, we now obtain k-linear maps {h
Proposition 5.5. The maps tr
are homotopy inverses to each other. In particular, the morphisms
are mutually inverse isomorphisms of Hochschild cohomologies.
Invariant subcomplex and Morita invariance of cyclic cohomology
Let (A, C, ψ) be an entwining structure. The dual C • (A, C, ψ) of C • (A, C, ψ) is a precosimplicial module, equipped with maps {δ i :
for every c ∈ C and a 1 , . . . , a n+1 ∈ A.
Lemma 6.1. Let (A, C, ψ) be an entwining structure. Then, I
• (A, C, ψ) is a subcomplex of the Hochschild complex
Proof. We will show that δ i for 0 ≤ i ≤ n + 1 restricts to I • (A, C, ψ). For any n ≥ 0 and g ∈ I n (A, C, ψ), we have
Hence, δ 0 g ∈ I n+1 (A, C, ψ). Moreover, for 1 ≤ i ≤ n + 1, we have
This shows that δ i g ∈ I n+1 (A, C, ψ) for each 1 ≤ i ≤ n + 1. This proves the result.
We will refer to I • (A, C, ψ) as the invariant subcomplex of C • (A, C, ψ). For each n ≥ 0, we define the k-linear maps {σ j :
We also define the cyclic operator τ n : I n (A, C, ψ) −→ I n (A, C, ψ) as follows:
Proof. From the proof of Lemma 6.1, we know that I • (A, C, ψ) is precosimplicial module. Together with the maps in (6.1), it may be easily verified that I
• (A, C, ψ), δ
• j is a cosimplicial module.
From (6.2), we have for g ∈ I n (A, C, ψ),
It remains therefore to verify the following identities:
For 1 < i ≤ n and g ∈ I n−1 (A, C, ψ), we have
n τ n δ n . It may also be easily verified that
Proposition 6.3.
(1) The maps inc
, C, ψ) restrict to the corresponding invariant subcomplexes. In other words, we have morphisms
(2) The morphisms inc
are homotopy inverses of each other. Hence, the invariant subcomplexes I
• (M r (A), C, ψ) and I • (A, C, ψ) are quasiisomorphic.
Proof. (1) For any n ≥ 0 and f ∈ I n (M r (A), C, ψ), we have, for a i ∈ A, c ∈ C:
Therefore, tr n (g) ∈ I n (M r (A), C, ψ).
(2) We will now show that the homotopy h = n i=0 (−1) i h i as constructed in (5.11) and (5.12) restricts to be a homotopy between the maps tr • • inc
• 1 and id I n (Mr (A),C,ψ) . For any f ∈ I n+1 (M r (A), C, ψ) and 1 ≤ i ≤ n, we have
We now observe that C
for every c ∈ C and a 1 ,...,a n+1 ∈ A. In fact, we observe that
Theorem 6.4. We have mutually inverse isomorphisms
Proof. By Proposition 6.3, inc • (A, C, ψ) and
the result now follows from the Hochschild to cyclic spectral sequence.
Vanishing cycles and coboundaries
Let (A, C, ψ) and (A ′ , C ′ , ψ ′ ) be entwining structures. A morphism of entwining structures from (A, C, ψ) to
of entwined cyclic cohomologies.
We denote its dual by
We first need to show that the following diagram commutes for all n ≥ 0 and 0 ≤ i ≤ n + 1:
The third equality in (7.3) follows by using (7.1) and the fact that α is an algebra map. Similarly, it may be easily verified that
. This proves the result.
Remark 7.2. The definition in (7.1) and the proof of Lemma 7.1 makes sense even if the k-algebra morphism α : A −→ A ′ is not unital.
Suppose that we have morphisms (α
For any algebra A, let U(A) := {x ∈ A | ∃ y ∈ A such that xy = yx = 1 A } be the group of units of A. Given an entwining structure (A, C, ψ), we set
Lemma 7.3. Let (A, C, ψ) be an entwining structure. Then, U ψ (A) is a subgroup of U(A).
Then, for any c ∈ C, we have
Now let x ∈ U ψ (A) and let y ∈ U(A) be its inverse. We will show that y ∈ U ψ (A). For this, we set ψ(c ⊗ y) = i y i ⊗ c i ∈ A ⊗ C. Then, we have
Lemma 7.4. Let (A, C, ψ) be an entwining structure and let x ∈ U ψ (A). Then, (1) the pair (φ x , id C ) : (A, C, ψ) −→ (A, C, ψ) is a morphism of entwining structures, where φ x : A −→ A is the inner automorphism given by φ x (a) := xax −1 for all a ∈ A.
(2) the pair
is a morphism of entwining structures, where
is the inner automorphism given by
for any c ∈ C and a ∈ A. This shows that (φ x , id C ) is a morphism of entwining structures.
(2) For any c ∈ C and a 11 a 12 a 21 a 22 ∈ M 2 (A), we have
Hence, (Φ x , id C ) is a morphism of entwining structures.
For x ∈ U ψ (A), we will always denote by φ x : A −→ A and Φ x : M 2 (A) −→ M 2 (A) the inner automorphisms described in Lemma 7.4. Let (A, C, ψ) and (A ′ , C ′ , ψ ′ ) be entwining structures. Then, it may be easily seen that the tuple (A⊗A ′ , C⊗C ′ , ψ⊗ψ ′ ) is also an entwining structure with the entwining ψ ⊗ ψ
Lemma 7.5. Let (A, C, ψ) and (A ′ , C ′ , ψ ′ ) be entwining structures. Let x ∈ U ψ (A) and
Proof. This follows immediately from the definitions.
We now show that conjugation by a unit x ∈ U ψ (A) induces the identity on cyclic cohomology of (A, C, ψ).
Proposition 7.6. Let (A, C, ψ) be an entwining structure. For any x ∈ U ψ (A), the pair (φ x , id C ) : (A, C, ψ) −→ (A, C, ψ) induces the identity map on H
• λ (A, C, ψ). Proof. Using Lemma 7.1, we have morphisms inc
. By Theorem 6.4, the maps
are mutually inverse isomorphims. Therefore,
We notice that we have the following commutative diagram:
Using Lemma 7.4, we know that (φ x , id C ) and (Φ x , id C ) are morphisms of entwining structures. Therefore, we obtain the following commutative diagram:
Therefore, using (7.5), we get
Proposition 7.7. Let (A, C, ψ) be an entwining structure. Suppose that there is an algebra morphism ν : A −→ A and an element X ∈ U ψ (M 2 (A)) such that
Proof. Let α : A −→ M 2 (A) and β : A −→ M 2 (A) be the algebra morphisms defined by
and using the fact that the pairs (ν, id C ), (inc 1 , id C ) and (inc 2 , id C ) are morphisms of entwining structures, we see that the pairs (α, id C ) and (β, id C ) are also morphisms of entwining structures from (A, C, ψ) to (M 2 (A), C, ψ).
Applying Lemma 7.1, we now have morphisms on cohomology groups
Further, using assumption (2), we have φ X • α = β. Applying Proposition 7.6 with X ∈ U ψ (M 2 (A)), we obtain
. Using the isomorphism of cohomology groups in Theorem 6.4, we haveg := tr
denote the cohomology class ofg. Then, using (7.6), we have
λ (A, C, ψ) This proves the result.
For the remainder of this paper, we assume k = C. Let C be the algebra of infinite matrices with complex entries (a ij ) i,j≥1 (see, [13, p103] ) satisfying the following two conditions:
(ii) the number of non-zero entries in each row or each column is bounded.
Let (A, C, ψ) be an entwining structure. Then, ψ extends to an entwining C ⊗ C ⊗ A −→ C ⊗ A ⊗ C, which we continue to denote by ψ and determined by c ⊗ U ⊗ a → U ⊗ a ψ ⊗ c ψ for any c ∈ C, U ∈ C and a ∈ A. Thus, (C ⊗ A, C, ψ) is also an entwining structure. Similarly, ψ can also be extended to obtain an entwining structure (M 2 (C ⊗ A), C, ψ). Proof. We will show that the entwining structure (C ⊗ A, C, ψ) satisfies the assumptions in Proposition 7.7. By the result in [13, p104] , we know that there exists an algebra morphism ν : C −→ C and a unit X ∈ M 2 (C) such that the corresponding inner automorphism φ X :
for all U ∈ C. The map ν extends to an algebra morphism ν ⊗ id A :
Hence, the pair (ν ⊗id A , id C ) is a morphism of entwining structures (C⊗A, C, ψ) −→ (C⊗A, C, ψ). Moreover, under the identification
It then follows using (7.7) that
for any U ⊗ a ∈ C ⊗ A. Hence, the entwining structure (C ⊗ A, C, ψ) satisfies the assumptions in Proposition 7.7 and therefore, H
Definition 7.9. Let (A, C, ψ) be an entwining structure and
is vanishing if the entwining structure (R 0 , C, Ψ 0 ) satisfies the assumptions in Proposition 7.7.
As a consequence of Theorem 4.5, we observe that the character of an n-dimensional entwined cycle over (A, C, ψ) always lies in Z n λ (A, C, ψ). We will now describe the coboundaries B n λ (A, C, ψ). Theorem 7.10. Let (A, C, ψ) be an entwining structure and let g ∈ Z n λ (A, C, ψ). Then, the following are equivalent:
(2) g is the character of an n-dimensional entwined vanishing cycle over (A, C, ψ).
for any c ∈ C and (
We now setĝ
We also consider the algebra morphism ρ : A −→ C ⊗ A given by a → I ⊗ a, where I is the identity matrix in C. By the implication (3) ⇒ (2) in Theorem 4.5, there exists an n-dimensional closed graded entwined trace t on the dg-entwining structure (Ω
Since (ρ, id C ) : (A, C, ψ) −→ (C⊗A, C, ψ) is a morphism of entwining structures, the tuple ((Ω • (C⊗A), d
• ), C,ψ, t, ρ) is also an n-dimensional entwined cycle over (A, C, ψ). We notice that Ω 0 (C ⊗ A) = C ⊗ A is unital andψ(c ⊗ (I ⊗ 1 A )) = (I ⊗ 1 A ) ⊗ c for each c ∈ C. From the proof of Lemma 7.8, we now know that ((Ω • (C ⊗ A), d
• ), C,ψ, t, ρ) is a vanishing cycle. From (7.8) it is clear that g ∈ B n λ (A, C, ψ) is the character of this vanishing cycle.
• , T, ρ) over the entwining structure (A, C, ψ). Then, by definition, the tuple (R 0 , C, Ψ 0 ) is an entwining structure. We define f ∈ C n (R 0 , C, Ψ 0 ) by setting
• is a morphism of complexes and T is a closed graded entwined trace of dimension n, we have
is a dg-entwining structure over (A, C, ψ), we have
i.e., the pair (ρ, id C ) : (A, C, ψ) −→ (R 0 , C, Ψ 0 ) is a morphism of entwining structures. As in the proof of Lemma 7.1, it is clear that we have an induced morphism of complexes
is a morphism of complexes, we must have
Hence, g = δf ′′ , where f ′′ ∈ C n−1 λ (A, C, ψ). This proves the result.
Taken together, Theorem 4.5 and Theorem 7.10 give a complete description of the cocycles and coboundaries of the complex C
• λ (A, C, ψ) in terms of entwined cycles over (A, C, ψ). We conclude by applying these descriptions to obtain a pairing on cyclic cohomologies. Theorem 7.11. Let (A, C, ψ) and (A ′ , C ′ , ψ ′ ) be entwining structures. Then, we have a pairing
for any m, n ≥ 0.
. Then, by Theorem 4.5, we know that g (resp. g ′ ) is the character of an m (resp. n)-dimensional entwined cycle ((R for homogenous elements r 1 , r 2 , r ∈ R and r ′ 1 , r ′ 2 , r ′ ∈ R ′ . Using the fact that Ψ is a map of degree zero and both Ψ, Ψ ′ are morphisms of complexes, we have
where c ⊗ c ′ ∈ C ⊗ C ′ and r, r ′ are homogeneous elements of R and R ′ respectively.
This shows that Ψ ⊗ Ψ ′ is a morphism of complexes. Thus, we obtain a dg-entwining structure ((R ⊗ R ′ )
. It is also clear that the tuple (((R ⊗ R ′ )
is a dg-entwining structure over (A ⊗ A ′ , C ⊗ C ′ , ψ ⊗ ψ ′ ). We will now construct a closed graded entwined trace of dimension (m + n) on this dg-entwining structure. for any c ⊗ c ′ ∈ C ⊗ C ′ and homogeneous elements r, s ∈ R and r ′ , s ′ ∈ R ′ . This shows that T ⊗ T ′ satisfies the condition in (4.3) Hence, T ⊗ T ′ is an (m + n)-dimensional closed graded entwined trace. From the equivalence of (1) and (2) To induce the pairing on cohomologies, it suffices to show that ξ restricts to a pairing
Therefore, (((R
λ (A, C, ψ). Then, by Theorem 7.10, we know that g is the character of an m-dimensional entwined vanishing cycle ((R • , D • ), C, Ψ • , T, ρ) over (A, C, ψ). In particular, by Definition 7.9, we know that R 0 is unital and Ψ 0 (c ⊗ 1 R 0 ) = 1 R 0 ⊗ c for each c ∈ C. Using the implication (1) ⇒ (2) in Theorem 4.5, we might as well assume that R ′0 is unital and that Ψ ′0 (c ′ ⊗ 1 R ′0 ) = 1 R ′0 ⊗ c ′ for each c ′ ∈ C ′ . In fact, we might even assume that
It now suffices to show that the cycle (
used in (7.10) is a vanishing cycle. In other words, we need to verify that the entwining structure (R 0 ⊗ R ′0 , C ⊗ C ′ , Ψ 0 ⊗ Ψ ′0 ) satisfies the assumptions in Proposition 7.7. Since ((R • , D • ), C, Ψ • , T, ρ) is a vanishing cycle, there exists an algebra morphism ν : R 0 −→ R 0 and a unit X ∈ U Ψ 0 (M 2 (R 0 )) satisfying the assumptions in Proposition 7.7. Extending ν, we have the algebra morphism ν ⊗ id R ′0 :
and using Lemma 7.5, we have
). Clearly, the pair (ν ⊗ id R ′0 , id C ⊗ id C ′ ) is a morphism of entwining structures. Identifying
, we also see that
for any r ⊗ r ′ ∈ R 0 ⊗ R ′0 .
Thus, all the assumptions in Proposition 7.7 are satisfied by the entwining structure (
is a vanishing cycle. This proves the result.
