This paper presents a computational method for calculating the shortest path along the surface of a product assembly between two components. The goal of this method is to check whether or not there is sufficient distance between two electrical components to prevent the occurrence of a spark between them. Our approach is an approximating method using a discrete weighted graph. To improve accuracy we have added two methods, geometric improvement and K-shortest path. Through experiments, we show that our method is effective for the quality assurance of electric components.
Introduction
In this paper we explore the shortest path problem that is needed for a quality assurance activity for electrical components. The main users of this tool are quality assurance experts and product designers, who are not computer experts. The purpose of this paper is to present an efficient, easy-to-use shortest path algorithm for practical use in product design.
The shortest path between electrical components is of critical importance in product design. From the viewpoint of quality assurance we must carefully layout electrical components to prevent accidents caused by electric sparks. A spark can occur when a high voltage component is placed too close to other components that are electrically conductive. For example, consider the case shown in Figure 1 . Part A is a high voltage electric switch. D, E, F, G are metal screws, and H is a plastic part. If a spark starts at A, it moves through B and F, and it may jump to G or C when BF and GC are closely located. This can cause a product failure or malfunction, or can otherwise jeopardize the quality of the product. To prevent this, we have to measure the shortest path between BF and CG and place those parts far enough apart so that a spark cannot occur.
A spark is a phenomenon of an electric discharge, and it is a complicated and probabilistic process. During layout, we must consider the worst case in which a spark travels along the shortest path between components. In general, sparks travel through air or, more readily, along the surface of electric insulators.
Designers can place fins, or ribs, between components that are spark sources and components that are spark sinks to increase the shortest path along the surface between them. But if the distance between the fins is close, it can cause a direct move through the air between the tops of the fins. Furthermore, the higher the voltage of a component, the longer distance a spark can move. This relationship between voltage and distance for a specific geometry and material is difficult to formulate, but the relationship can be found experimentally.
Regulation [1] ruled by the International Electrotechnical Commission (IEC) describes two types of shortest paths. One is creepage distance. The other is clearance. The regulation demands that we must keep a certain distance between electrical components. The creepage distance is the distance of the shortest path along a surface. In Figure 2 (a), path P1 is creepage. Clearance is the distance of the shortest path with obstacle components in 3D space. In Figure 2 (b), path P2 is clearance. We must layout electrical components so that these two types of paths are longer than threshold values defined by the regulation. The threshold values vary depending on parameters such as discharged voltage and the dirtiness of components.
Although not specified in the regulation, in practice we must consider a combinatorial distance of creepage and clearance, because, as we have described, a spark sometimes jumps through the air between two points on the surface of an insulator. In Figure 2 (c) path P3 is an example of such a combinatorial path. Though the path may seem to be the same as P2, the portions circled are slightly different from P2. In P3, the spark moves on the surface more easily than in the air, and thus it stays on the surface longer before it jumps through the air. To calculate such a hybrid distance, we first define a parameter that measures the ease of spark movement depending on the distance type. A hybrid distance is then calculated by multiplying the parameter and the Euclidian distance of the path.
Calculating the distances by hand is very difficult and timeconsuming, especially for a product with a complicated shape. A tool for calculating the shortest path will be very useful to a product designer to examine whether his/her designs satisfy the regulation rules, and practical requirements.
In this paper, we focus primarily on an algorithm for finding the shortest path among electric conductive components along the surfaces of other components. This is the first type of shortest path, ruled by the creepage regulation. We also consider the applicability of the algorithm to finding the other types of shortest paths described above, i.e., the shortest path through air and the combinatorial shortest path.
Previous Work
The existing approaches to calculating the shortest path on a polyhedral surface can be classified into two main groups. The first group is exact methods, and the second is approximate methods. In general, the exact methods can find an exact solution, but they often take a long time to calculate the shortest path for a large model. On the other hand, the execution time of the approximate method is relatively short, but the method may not give an accurate enough solution for product design.
Two kinds of major methods have been proposed to find an exact solution. One is the "continuous Dijkstra" [2] method, and the other is Chen & Han's algorithm [3] .
The continuous Dijkstra method extends the concept of Dijkstra's method [4] . Mitchel et al. [2] proposed a technique that propagates wave fronts of points equidistant from a source. The distance is represented by a function, and the algorithm keeps track of a minimum value of the function for each subdivided interval of the corresponding edge. The time complexity is 2 ( log ) O n n . Kapoor [5] improved the algorithm, and the time complexity is
The algorithm, however, is significantly more complex. Chen & Han's algorithm constructs a search tree, a node of which corresponds to the edge sequence of a path, by using an unfolded image of a polyhedral surface and searches for the node that leads to the shortest path. At first the algorithm constructs a "sequence tree", which represents all possible edge sequences of the shortest path from a specified vertex. The construction uses the property that the shortest path is a series of straight lines on the unfolded image of a polyhedral surface. Each node of the tree represents a projection of the source point image onto an edge on the unfolded image of the polyhedral surface. Because the projected image from one edge of a triangle may be projected onto two opposite edges, each node has at most two children. This fact seems to lead to exponential growth of the tree, but Chen & Han observe that each node has at most only one child that has two children. They call the observation "one angle one split." This reduces the size of the tree significantly. Once the tree is constructed, the nodes that have a shadow on a destination vertex are taken and the node that has the shortest path is chosen.
Chen & Han's algorithm has been considered to be the only current feasible exact method [6] , but it has several drawbacks. The algorithm ran in 2 ( ) O n , which had been the fastest exact method until Kapoor's method appeared.
( )
O n is still too slow to apply to the large models that are often used in real product design. Although the algorithm is conceptually simple, it is not easy to implement, and there is no detailed description for a non-convex surface. Furthermore, since the algorithm is not numerically robust, it occasionally fails to find the exact shortest path for a non-convex surface.
There are several papers about approximate algorithms. Among them, Lanthier [7] et al. and Kanai and Suzuki[8] each propose algorithms that reduce original problem to finding the shortest path for an approximated discrete weighted graph. These methods are conceptually simple and easy to implement. Both algorithms make a weighted graph from a polyhedral surface and search for the shortest path for the graph first. The difference between the methods [7, 8] is how the path is refined. Lanthier et al. refine the path by determining a "sleeve" by unfolding the faces along the edge sequence of the shortest path and computing the shortest path that lies within this sleeve. The algorithm is similar to a ( ) O k algorithm proposed by Guibas and Hershberger [9] , which uses a rather special data structure and the is difficult to implement.
On the other hand, Kanai and Suzuki refine the graph by using only a shortest path algorithm for a discrete weighted graph and applying it adaptively and iteratively. That makes their algorithm extremely simple and efficient.
Kanai & Suzuki's method consists of four steps. The first step is to construct an approximated weighted graph from a polyhedral surface. Basically the vertices of the polyhedral surface become nodes of the weighted graph, and edges become arcs of the graph. The weights of the arcs are the lengths of corresponding edges. To achieve higher accuracy, the algorithm interpolates Steiner points on each edge and corresponding edges before constructing the graph. The edges are made between Steiner points and the original vertices on each face of the polyhedral surface. The Steiner points become nodes, and the corresponding edges become arcs. The more Steiner points are interpolated, the more accurate a graph is constructed. In the second step of Kanai and Suzuki's method, a shortest path algorithm for the discrete weighted graph, like Dijkstra's method, is applied for the graph. Third, a refined graph is constructed around the previously found shortest path by inserting new Steiner points and corresponding edges near the shortest path. In the final fourth step, the shortest path for the refined graph is searched again. By repeating the third and the fourth processes until the length of the shortest path reaches a minimum, the algorithm gives an approximated shortest path. The whole process thus uses only discrete methods.
The method of Kanai & Suzuki has good characteristics suitable for our problem, but it occasionally fails to obtain a reasonable solution when only by a small number of Steiner points are added, e.g., the example in Figure 3 . The failure is caused by the deviation of the shortest path for the initial weighted graph. Kanai and Suzuki describe that this failure can be avoided by imposing many Steiner points for the initial weighted graph. It is, however, difficult to know how many Steiner points are sufficient beforehand. The increase of Steiner points also causes a rapid increase of the execution time and the memory usage.
Our algorithm is based on the method of Kanai & Suzuki because, although their algorithm gives only an approximate solution, it is simple, fast, easy to implement and robust. Those characteristics meet our requirements. Our algorithm also adopts the strategy of refining the path by using the geometric properties of the shortest path on an unfolded image. The strategy is similar to that of Lanthier et al. But our method is applied only locally. So there is no need for a special data structure and it is easy to implement. And our method can find the path that has a different edge sequence from that of the prerefined shortest path.
Preliminary
In this section, we describe the preconditions that we set and explain some preliminary notations.
Precondition
We assume the preconditions described below: (A) All faces of a given polyhedral surface are triangles.
If we are given a polyhedral surface, it is possible to triangulate all the faces into triangles in ( log ) O n n time, where n is the number of edges of the polyhedron [10] . This assumption makes the design of our computational method considerably easier.
(B)
The source point and the destination point are vertices on a polyhedral surface.
In general, the source point and the destination point may not be vertices. In such a case, we can include the points in the polygonal surface by splitting the triangles that containsthe points. (C) A single surface that covers all the areas where a spark may travel can be obtained.
We can make a unified polyhedral surface that unites components that may be passed through by an electric spark.
Because an electric spark travels from one component to another, the source point and the destination point of the path are not on a single polyhedral surface. The spark travels along a series of polyhedral surfaces that are connected to each other. The calculation of the shortest path along multiple surfaces is difficult. By calculating a union of the components that may have been passed through by the spark first, we can obtain a single surface that contains whole path, including the source point and the destination point. This calculation enables us to focus on the problem of finding the shortest path on a single surface. (D) An appropriate weight is set to each face.
For each face of a surface, a weight is assigned that measures how easily a spark can travel, that is electric resistance. For example, we set 0 for a face on a metal part and 1 for a face on a plastic part. As described in a (C), a unified model is created and an approximated polyhedral surface is extracted from the model. For each face of the surface, a weight is assigned according to the type of material of the original component that the face belongs to. The weight of an arc is the same as that of the face on which the corresponding edge lies. If the corresponding edge is shared by two faces with different weights, the smaller weight is assigned to the edge because a spark travels on the side of the edge that has a smaller weight or less resistance.
The shortest path between two metal
components The proposed method reduces the original problem of calculating the shortest path between two metal components to the problem of finding the shortest path between two points on a surface. With the assumption that appropriate weights are set to faces, the shortest paths between two arbitrary points on metal faces take the same path on a non-metal part of a surface as illustrated in Figure 4 . For example, let 1 s be the source point on a metal component A, 1 t be a destination point on a metal component B and 1 p be the shortest path for a weighted graph between 1 s and 1 t . Here, let the portion of 1 p on A be 1A P , the portion of 1 P on B be 1B P and the rest be 1R P as shown in Figure 4 . Then,
P and 1B P consist of a series of arcs whose weights are 0,
So the problem of finding the shortest path between 1 s and 1 t is the problem of finding the minimum 1R P . Note that 1R P can connect any boundary points on A and B because the lengths of 1A P and 1B P are 0. 1R P is thus the shortest path between A and B. If we take another point 2 s as a source point on A and 2 t as a destination point on B, 1R P is still the shortest. The problem of finding the shortest path between two metal objects, therefore, can be reduced to the problem of finding the shortest path between two arbitrary points on A and B.
Shortest Path for a Weighted Graph
Our method uses A* [11] and Dijkstra's algorithm to search for the shortest path on a weighted graph. A* is used for finding the first shortest path of the K Shortest Path algorithm, which is described in Section 4, and for refining the graph. Dijkstra's algorithm is used for finding the rest of the K shortest paths. With an appropriate heuristic function A* is faster than Dijkstra's algorithm, but A* only finds the shortest path from a source point to a destination point at once. On the other hand, Dijkstra's method finds all the shortest paths from a source point to all other nodes at once. The K Shortest Path algorithm requires finding all the shortest paths from a given point to other points. It is thus more efficient to use A* except for finding the K shortest paths.
Computing the Shortest Path on a Polyhedral Surface 4.1. Algorithm Overview
The algorithm for finding the shortest path is composed of the following major steps. a) Construct a weighted graph from a polyhedron b) Find the shortest path for the weighted graph c) Refine the graph around the previous path d) Improve the optimal solution by using geometric properties e) Find the K Shortest Simple Paths
The role of each step is the following.
Step a) constructs a weighted graph from the mesh of a polyhedral surface.
Step b) searches for the first shortest path on the graph by using A*.
Step c) constructs a refined graph around the shortest path found in the previous step and searches for the shortest path for the refined graph again. This step is repeated until an improvement becomes smaller than a given threshold value.
Step d) improves the path by using properties of a geodesic path. This step improves a local optimality, and corrects the path obtained in the previous step when the path deviates from the true shortest path.
Step e) finds the next K -1 shortest paths for the graph obtained in Step a). Those paths are used initial values for the convergent process. By taking many paths as an initial path for the convergent process, the chance of finding the globally optimal path improves.
The performance of our algorithm depends on how to combine these five steps and how to set parameters for each step. For example, Kanai and Suzuki also adopt the first three steps for finding the shortest path in a different application, computer graphics. This combination leads to a short execution time, but the solution accuracy is not sufficient for our application. With a large number of Steiner points in Step b)
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The shortest path between two metal parts and Step c), we can get more an accurate solution, but it leads to a drastic increase of the computational time, which often makes the method not practical for our purpose.
Geometrical Improvement
We can improve a given path by using the geometric properties that the shortest path must satisfy. Since the shortest path is a geodesic path, we can use the properties of a geodesic path. In other words, if a path is given and the path does not satisfy the properties, the optimality of the path can be improved by modifying it so that the path has the properties of a geodesic path. As stated by Mitchell et al. [2] , a geodesic path has the following two properties:
1. If p is a geodesic path that connects the edge sequence E , the planar unfolding of p along the edge sequence E is a straight-line segment. 2. If a geodesic path p passes through vertex v , then the angle made by p at v is greater than or equal to π .
Given a path, we check whether each point on a path satisfies the geodesic properties, and if it does not, we should move the point so that it satisfies the properties. There are two types of points described above. One is a point on an edge, and the other is a point on a vertex. Depending on the point type, there are two rules that move a point so that a given path satisfies the geodesic properties. We can obtain a shorter path by applying the rules for each point consecutively and repeating this process until the improvement becomes smaller than a given threshold value, ε . The algorithm of this process is described as follows: The first rule moves a point on an edge, or a Steiner point, and improves the optimality of a path by using the unfolded image along the edge as shown in Figure 5(a) . This rule uses the property that the shortest path should be a straight line near a pass point, which is a point on an edge when the surface is unfolded along the edge sequence of the shortest path. This rule requires only a local unfolded image. Once the local unfolded image is obtained, the modified point on the unfold image can be solved as the intersection point between the edge and the segment whose endpoints are the previous and next points of the current focus point in the shortest path. The modified point in the original space is also obtained easily. The second rule finds the shortcut around a vertex and improves optimality by using an unfolded image around the vertex as shown in Figure 5(b) . If the shortest path passes through a vertex, the vertex must be concave and the angle made by the previous pass point, the vertex, and the next pass point must be greater than π on the unfolded image around the vertex. If the shortest path does not satisfy this condition, there exists a shortcut. The shortcut can be obtained by calculating the intersection points between the edges incident to the vertex and the segment whose endpoints are the previous and next pass points on the unfolded image. Note that an unfolded image is calculated so that the vertex becomes the origin point of the 2D coordinate system, and one of the edges incident to the vertex defines the x-axis of the coordinate system.
We notice that Rule 1 can be considered, in most cases, as a special case of Rule 2. Rule 1 assumes that a moved point is still on the same edge. There are, however, cases where this is not the case. Strictly speaking, we must apply Rule 2 around both end points of the edge that has a pass point and take the Figure 6 . Although the initial path deviates from the true path, the process of geometric improvement improves the optimality of the path gradually. In this case the final result is very close to the true shortest path, making our solution more suitable for the quality assurance of electrical components.
K Shortest Path algorithm
Even with the geometric improvement, there are some cases where we cannot obtain a reasonable shortest path, and the proposed method does not guarantee the global optimality. For example, for a simple model shown in Figure 10 , a sphere with a boss, there is a case where a reasonable solution is not found, as shown in Figure 7 . In this case, the true shortest path is Path A but the path obtained by applying geometric improvement alone is Path B. This failure is caused by the deviation of the initial path, which is obtained by the shortest path algorithm for the initial weighted graph, from the true shortest path. In this example, most edges of the initial graph are nearly perpendicular to the true shortest path, which makes it difficult to find the true shortest path especially when the shortest path for the initial graph passes above a boss while the true path passes below the boss in Figure 7 . In many cases the geometric improvement can correct the initial deviation. In this case, however, there is a boss that acts as a barrier between the initial path and the true path, and this prevents the method from converting to the true shortest path. We thus need another strategy to overcome this problem and find a reasonable path in such a situation.
Although this failure can be avoided by adding many Steiner points at the stage, it is difficult to predict how many Steiner points are sufficient. Furthermore, adding Steiner points would drastically increase the execution time and the memory consumption.
Our proposed strategy to overcome this problem is to take more than one initial path for the initial weighted graph. If we start from multiple initial paths, we will have an improved chance of finding the globally optimal solution. For efficiency, we take first K best solutions as initial paths, where K is defined by a user or decided by another method such as statistical analysis. In this paper, we assume that a user specifies K. For example in Figure 8 , the first and the second shortest paths pass above a boss, but the third shortest path passes below the boss. If the third path is taken as an initial path for a convergence process, a path reasonably close to the true shortest path can be obtained.
The problem of finding the first K shortest paths for a weighted graph is called K shortest problem. This problem is a generalization of the shortest path problem for a weighted graph and widely studied. There are many versions of a K shortest path problem depending on the class of restrictions on the path and graph [12] . For our purpose, we need simple paths. "Simple" means that no vertex appears in a single path repeatedly. Our graph is undirected and weighted, and all the weights are non-negative. The simple path restriction makes the The initial path problem difficult to solve. This type of K shortest path problem is called finding K shortest simple path problem. We adopt the method of Katoh et al. [13] to solve the problem of finding the K shortest simple path problem. The method of Katoh et al. has the lowest time complexity among all known algorithms for undirected graphs with non-negative weights. It is also the only feasible method for a large model. Letting n be the number of nodes and m be the number of edges in the graph, this method's computational cost is ( ( , ) ) O Kc n m , and the required storage space is (
where ( , )( ( ))
c n m O m ≥ is the time complexity of finding the shortest paths from one node to all the other nodes. We also use "Trie" structure to store the intermediate shortest paths proposed by Hadjiconstantinou [14] . The method of Katoh et al. is suitable for our purpose because of its computational time and storage space efficiency.
Examples and Experimental Results
In this section we show some experimental result. First we show typical examples of the shortest paths found by our method. Next we show the detailed numerical results for each case. We tested the computational time performance and the solution accuracy on several polyhedral surfaces. We applied our algorithm to the surfaces with various featured parameters. We also compared our results with Kanai and Suzuki's and Chen and Han's. The summary of the results is shown in Table   1 .
The software and hardware environment for the experiments is as follows: we implemented our code in C++ and ran all our test examples on a PC with a PentiumⅢ 1GHz processor and 512MB RAM. The development environment is Visual C++ 6.0 and the operating system is Windows 2000. The implementation of Chen & Han's algorithm that is used for comparison with our results is Kaneva and O'Rourke's code [6] downloaded from http://cs.smith.edu/~orourke/code.htm. We modified the source code originally written for a Linux operating system to Windows 2000.
We created the polyhedral surface data from STL files. Since STL data can be outputted from most commercial 3D CAD systems and because the format is simple, it was a convenient choice for us. The only caveat is that STL data contains only geometric information. Our code thus creates the topological information from the geometric data automatically and makes the complete polyhedral data that our algorithm calls for.
We utilize three types of examples to show the performance of our algorithm. The first type of model is a sphere and a sphere with a boss. We use these to demonstrate the basic performance of our algorithm. The second model is a typical mechanical part, because we deal mainly with these types of shapes in the quality assurance applications of electric components. The third model is a sheet metal surface that is originally defined as a set of parametric surfaces. This polyhedral surface thus contains many concave vertices. We chose this model to show our method's performance for more complicated shape. Figure 9 shows a typical result of applying our algorithm to a sphere. Our result is very close to the exact solution given by Chen and Han's algorithm. On the other hand, the result of The first path The second path The third path Kanai and Suzuki's algorithm deviates from the exact solution significantly. In this example we set γ = 0.04 for Kanai and Suzuki algorithm, which is the standard value used in their paper [8] . Figure 10 shows the effectiveness of the K-shortest path algorithm. Our result is virtually identical to the exact solution. In this example the K-shortest path algorithm plays a key role in obtaining the reasonable path. Figure 11 shows the result of applying our algorithm to a typical mechanical part. Again, our result is virtually identical to the exact solution. The distance value of Kanai and Suzuki's algorithm is also close to the exact value, but their method chooses a different route from the exact path. Figure 12 demonstrates the application of our algorithm to a sheet metal part. In this case the results of our algorithm and Kanai & Suzuki's algorithm are close, and are different from the result of Chen and Han algorithm. Looking into the results precisely, we find the distance of our path is shorter than that of Chen and Han's algorithm. For a model that has many concave vertices like this example, while our algorithm works correctly, Chen and Han's algorithm sometimes fails to find the correct answer.
Next we show some experiments with different values of the parameter ε , a threshold for convergence, and parameter K, the number of initial paths obtained from the K-shortest path algorithm for a weighted graph. We tested the solution accuracy and the execution time of our algorithm when we vary these parameters. The same three models were used. Figures 13  (a)-(c) show how the solution accuracy and the computational cost change when we vary the threshold value ε for convergence. Figures 13 (d)-(f) show the results of varying the K value for the K-shortest path algorithm. We also summarize the results of Kanai & Suzuki's and Chen & Han's algorithms in Table 1 
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Discussion
In this section, we discuss the computational time and solution accuracy based on the results of the experiments shown in Section 5. We also present some observations by comparing the methods of Chen and Han and Kanai and Suzuki with ours.
Chen and Han's Algorithm
Chen and Han's algorithm finds an optimal solution for a simple model robustly. The method, however, occasionally fails to find an optimal solution for complicated models. In our experiments, for a simple sphere, a sphere with boss, and a mechanical part, Chen and Han's algorithm successfully finds the exact shortest path, but for a sheet metal surface the result is worse than other methods. As Kanai and Suzuki indicate in [8] , we assume the failure is caused due to the usage of repeated 3D rotation computation and its accumulated numerical errors. This instability for a large complicated part is fatal for our purpose because we often must handle such models in real product design.
We also observed that the required memory space grows rapidly as the size of a model increases. Kaneva et al. [6] also indicate that the memory size is a limiting factor of Chen and Han's algorithm. In our experiment with a PC with 512K memory, memory swapping occurs frequently for the sheet metal surface, leading to the rapid increase in the execution time.
Kanai and Suzuki's Algorithm
Kanai & Suzuki's method finds an approximate path efficiently, but the method sometimes yields a solution significantly different from the exact solution when there exists a large deviation between the initial path and the true shortest path. Their solution is highly influenced by how a surface is meshed. Kanai and Suzuki admit that their method occasionally results in an inaccurate solution for a regular meshed surface such as polygons arranged as a grid. In our experiments the simple sphere in Figure 9 is a clear example of such a case. But the fundamental problem is that it is difficult to predict what value of γ is enough, and as γ becomes smaller, the execution time and the required memory space grow rapidly. In our experiments we found γ values smaller than are not feasible due to the impractically lengthy computational time and large memory needed. Kanai and Suzuki's method is thus not suitable for our purpose.
Our method
The accuracy and the execution time of our method are optimized between those of Chen and Han's and Kanai and Suzuki's method. With an appropriate set of parameters our method is faster than Chen and Han's algorithm and finds a more accurate path than Kanai and Suzuki's method. For example, in the simple sphere model in Figure 9 our method can find a reasonable path even with a relatively large convergence threshold value.
As the convergence threshold value is reduced, a more optimal path is obtained, but it requires more execution time and more memory space. With a small convergence threshold value the shortest path of our method yields a solution close to the shortest path of Chen & Han's algorithm. It is also observed that the results of our method are often more accurate than that of Kanai & Suzuki's method even with a larger convergence threshold value. For the sheet metal surface, a smaller convergence threshold value causes the rapid increase of execution time. The increase is rapid for a surface that has many concave points like the sheet metal surface. We assume that the reason is that convergence of geometric improvement is slow for such a surface.
With a greater K value a more optimal path can be found, but it requires more execution time. As mentioned before, if we set a greater K value, we can avoid being trapped by a local minimum and find a more globally optimal path. The difficulty with a greater K value, however, is that the increase of K causes a linear increase of execution time, and that we do not know what K value is sufficient. Furthermore, there are a vast number of paths for the combination of arcs in a weighted graph. It is thus virtually impossible to test all paths in a reasonable time period.
To overcome the above drawbacks we must increase the efficiency of finding the shortest path for each initial path. It is also essential to identify and skip initial paths that have less chance of leading to the true shortest path, as many initial paths lead to the same shortest path. One way to increase the efficiency of the search is to avoid repeating the same convergent process by recording all the edge sequences along with the pass points for each edge. If a new path takes the same sequence and all pass points are close to those of one of the previous paths, the new path tends to lead to the same shortest path that has already been obtained. Removing inappropriate is more difficult. One approach is to use a statistics-based technique that takes account of geometric properties of a given surface along with mesh properties.
Although it is not easy to calculate the shortest paths for any models efficiently with a single set of parameters, we can deal with most models by choosing an appropriate set of parameters depending on the geometry and its mesh for practical use. Small ε values and large K values lead to a more optimal path, but it takes more computational time. On the other hand, large ε values and small K values lead to a less accurate real path, but with less computational time. We believe that the former parameter choice is suitable for "batch node" and that the latter parameter choice is suitable for "interactive mode" in our application. In some cases, a highly precise result is needed even at the cost of greater computational time. In such cases the batch mode is more suitable. On the other hand, there are cases where a precise result is not needed, and the calculation must be performed with less computational cost. For such cases the interactive mode is more suitable.
Conclusion
This paper has proposed an improved method for finding the shortest path between two vertices on a polyhedral surface. We also explained the requirements of such a shortest path problem in the layout of electrical components. We implemented our method and applied it to several models.
Finally the performance was compared with that of Chen and Han's algorithm and Kanai and Suzuki's algorithm.
Currently we are working on overcoming the drawbacks described in Section 6.3 and extending the algorithm to 3D.
