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OPTIMAL SHAPES FOR GENERAL INTEGRAL FUNCTIONALS
GIUSEPPE BUTTAZZO AND HARISH SHRIVASTAVA
Abstract. We consider shape optimization problems for general integral func-
tionals of the calculus of variations, defined on a domain Ω that varies over all
subdomains of a given bounded domain D of Rd. We show in a rather elementary
way the existence of a solution that is in general a quasi open set. Under very
mild conditions we show that the optimal domain is actually open and with finite
perimeter. Some counterexamples show that in general this does not occur.
Keywords: shape optimization, quasi open sets, finite perimeter, integral func-
tionals.
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1. Introduction
In this paper we consider a shape optimization problem for a general integral
functional of the form
F (u,Ω) =
∫
Ω
f(x, u,∇u) dx. (1.1)
Setting
F(Ω) = min
{
F (u,Ω) : u ∈ W 1,p0 (Ω)
}
the problem we are dealing with is written as
min
{
F(Ω) : Ω ⊂ D
}
. (1.2)
Here p > 1 is a fixed real number, D is a given bounded domain of Rd, and f is a
general integrand satisfying suitable rather mild assumptions. Note that in problem
(1.2) the volume constraint can be incorporated into the cost functional F by means
of a Lagrange multiplier of the form λ|Ω| or more generally
∫
Ω
λ(x) dx. For a detailed
presentation of shape optimization problems we refer the interested reader to the
books [3] and [7].
The first result is Theorem 2.1, which gives the existence of an optimal domain
Ωopt. This optimal domain belongs to the class of p-quasi open sets, defined as the
sets {u > 0} for some function u ∈ W 1,p0 (D). As a consequence, if p > d these
optimal sets are actually open, but if p ≤ d this fact does not occur any more under
the very general assumptions we made, see Example 4.2.
The existence of optimal sets Ωopt could have been obtained through a generaliza-
tion of a result in [5] to the case p > 1, making use of a γp-convergence on the class
of p-quasi open sets. However, we have preferred to give an independent proof that,
in the particular case of integral functionals of the form (2.1), is much simpler.
In order to obtain that the optimal sets Ωopt are open, we need slightly stronger
assumptions: this is the goal of Theorem 3.4, in which we use the Ho¨lder continuity
result of [9], [10] on the minimizers of general integral functionals.
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Finally, in Theorem 5.1 we prove, under rather general assumptions on the in-
tegrand f , that Ωopt has a finite perimeter. This result is obtained by adapting a
previous result of [2] to the general case of an integrand f with a p-growth.
2. Setting of the problem and existence result
We recall here some well-known notions from the Sobolev spaces theory; for all
details we refer to [3] and to [8].
In all the paper p > 1 will be a fixed real number. For every set E ⊂ Rd the
p-capacity of E is defined as
capp(E) = inf
{
‖u‖W 1,p(Rd) : u ∈ W
1,p(Rd), u ≥ 1 a.e. in a neighborhood of E
}
.
We say that a property P(x) holds p-quasi everywhere (shortly q.e.) in a set E
if the set of points of x ∈ E for which P(x) does not hold has p-capacity zero;
the expression almost everywhere (shortly a.e.) refers, as usual, to the Lebesgue
measure.
A set Ω is called p-quasi open if Ω = {u > 0} for a suitable function u ∈ W 1,p(Rd).
It has to be noticed that, since for p > d the W 1,p(Rd) functions are Ho¨lder contin-
uous, we have that in this case p-quasi open sets are actually open. If Ω is p-quasi
open we may define the Sobolev space W 1,p0 (Ω) as
W 1,p0 (Ω) =
{
u ∈ W 1,p(Rd) : u = 0 capp q.e. on R
d \ Ω
}
.
We notice that this definition coincides with the usual one in the case when Ω is
open.
In the following we fix a bounded domain D of Rd and we consider the admissible
class
A =
{
Ω ⊂ D : Ω p-quasi open
}
.
For every Ω ∈ A and u ∈ W 1,p0 (Ω) we define the integral functional
F (u,Ω) =
∫
Ω
f(x, u,∇u) dx (2.1)
where the integrand f is assumed to verify the following conditions:
(f1) f(x, s, z) is measurable in x, lower semicontinuous in (s, z), convex in z;
(f2) there exist c > 0, a ∈ L1(D), and α < λ1,p(D) such that
c
(
|z|p − α|s|p − a(x)
)
≤ f(x, s, z) for every x, s, z,
being λ1,p(D) the first Dirichlet eigenvalue of the p-Laplacian on D, defined
as
λ1,p(D) = min
{∫
D
|∇u|p dx : u ∈ W 1,p0 (D),
∫
D
|u|p dx = 1
}
.
(f3) f(x, 0, 0) ≥ 0.
It is well-known (see for instance [4]) that under conditions (f1) and (f2) for every
Ω ∈ A the functional F (·,Ω) defined in (2.1) is lower semicontinuous with respect
to the weak convergence in W 1,p0 (Ω) and that the minimum problem
min
{
F (u,Ω) : u ∈ W 1,p0 (Ω)
}
(2.2)
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admits a solution. Let us denote by F(Ω) the minimum value in (2.2). The shape
optimization problem we deal with is
min
{
F(Ω) : Ω ∈ A
}
(2.3)
In the following theorem we prove that the shape optimization problem above
admits a solution. For the proof we could use the general theory of γ-convergence
and weak γ-convergence (see [3]), and the fact that the shape functional F is mono-
tonically decreasing with respect to the set inclusion; however, in our case a simpler
proof is available and we report this one.
Theorem 2.1. Under assumptions (f1), (f2), (f3) the shape optimization problem
(2.3) admits a solution.
Proof. Consider the auxiliary minimum problem
min
{∫
D
f(x, u,∇u)1{u 6=0} dx : u ∈ W
1,p
0 (D)
}
. (2.4)
Since∫
D
f(x, u,∇u)1{u 6=0} dx =
∫
D
f(x, u,∇u) dx−
∫
D
f(x, 0, 0)1{u=0} dx
=
∫
D
[
f(x, u,∇u)− f(x, 0, 0)
]
dx+
∫
D
f(x, 0, 0)1{u 6=0} dx,
Problem (2.4) can be rewritten as
min
{∫
D
[
f(x, u,∇u)− f(x, 0, 0) + f(x, 0, 0)1{u 6=0}
]
dx : u ∈ W 1,p0 (D)
}
and, thanks to assumptions (f1) and (f2), it verifies the lower semicontinuity and
coercivity properties that guarantee it admits a solution u¯. We claim that the p-
quasi open set Ω = {u¯ 6= 0} solves the shape optimization problem (2.3). Indeed,
let Ω ∈ A and let uΩ be the solution of the minimum problem (2.2); then we have
F(Ω) =
∫
Ω
f(x, uΩ,∇uΩ) dx
=
∫
D
f(x, uΩ,∇uΩ) dx−
∫
D\Ω
f(x, 0, 0) dx
=
∫
D
f(x, uΩ,∇uΩ)1{uΩ 6=0} dx+
∫
D
f(x, 0, 0)
[
1{uΩ=0} − 1D\Ω
]
dx
≥
∫
D
f(x, u¯,∇u¯)1{u¯ 6=0} dx+
∫
Ω
f(x, 0, 0)1{uΩ=0} dx ≥ F(Ω)
where the last inequality follows from the definition of Ω and from assumption (f3).

3. Cases when optimal domains are open
In the present section we show that, under mild additional assumptions on the
integrand f , the optimal domain Ω of problem (2.3), obtained in Theorem 2.1 is
actually an open set. To do this we show that the solution u¯ of the auxiliary
minimum problem (2.4) is a continuous function. This follows by means of a well-
known result of Giaquinta and Giusti in [9] (see also [10]), that we summarize here
below for the sake of completeness.
4 GIUSEPPE BUTTAZZO AND HARISH SHRIVASTAVA
Theorem 3.1. Let u¯ be a solution of the minimum problem
min
{∫
D
h(x, u,∇u) dx : u ∈ W 1,p0 (D)
}
where the integrand h satisfies the condition
c
(
|z|p − b(x)|s|γ − g(x)
)
≤ h(x, s, z) ≤ C
(
|z|p + b(x)|s|γ + g(x)
)
(3.1)
for all x, s, z, where p > 1, 0 < c ≤ C, p ≤ γ < p∗, b ∈ Lqloc(D), g ∈ L
σ
loc(D) being
p∗ = dp/(d − p) (p∗ = +∞ if p ≥ d) the Sobolev exponent relative to p, σ > d/p,
q > p∗/(p∗ − γ). Then u¯ is locally Ho¨lder continuous in D.
Remark 3.2. In the paper [9] the integrand h above was assumed of Carathe´odory
type, but in fact condition (f1) is still enough, provided condition (3.1) is satisfied.
Actually, as the authors say, even the convexity of h with respect to z is not needed,
if we assume that a solution u¯ exists.
Remark 3.3. Of course, the result above is nontrivial only in the case p ≤ d; indeed,
if p > d the Ho¨lder continuity of u¯ simply follows from the Sobolev embedding
theorem.
We can now apply Theorem 3.1 to obtain that in a large number of situations the
optimal set Ω obtained in Theorem 2.1 is actually an open set.
Theorem 3.4. Assume that the integrand f satisfies conditions (f1), (f2), (f3), (3.1)
Then the optimal domain Ω of problem (2.3), obtained in Theorem 2.1 is an open
set.
Proof. Since Ω = {u¯ 6= 0} where u¯ is a solution of the auxiliary problem (2.4),
it is enough to show that the function u¯ is continuous on D. We have for every
u ∈ W 1,p0 (D)∫
D
f(x, u,∇u)1{u 6=0} dx =
∫
D
[
f(x, u,∇u)− f(x, 0, 0)1{u=0}
]
dx
and the integrand
h(x, s, z) = f(x, s, z)− f(x, 0, 0)1{s=0}
satisfies the conditions of Theorem 3.1. Then the Ho¨lder continuity of u¯ follows. 
Remark 3.5. In general, under the sole existence assumptions (f1), (f2), (f3), we do
not expect that the optimal domain Ω be open. In [1] the authors consider the
particular case
F (u,Ω) =
1
2
∫
Ω
|∇u|2 dx− 〈h, u〉
under a volume constraint of the form |Ω| = m, and refer to [6] for a counterexample
to the fact that the solution Ω is open, when the function h is in H−1(D). In the
following section we show that a counterexample can be constructed even in the case
h ∈ H−1(D) ∩ L1(D).
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4. Optimal domains that are not open
As we have seen in Theorem 3.4 quite mild assumptions on the integrand f imply
that the optimal domains Ωopt are open sets. In this section we show that, when
these assumptions are not satisfied, the optimal domains may be not better than
quasi open sets, even in very simple cases as the Dirichlet energy
F (u,Ω) =
∫
Ω
[1
p
|∇u|p − f(x)u
]
dx.
We start by a preliminary result.
Proposition 4.1. Let f be an integrand satisfying conditions (f1) and (f2), and
assume that f(x, 0, 0) = 0. Let u¯ be a solution of the minimum problem
min
{∫
D
f(x, u,∇u) dx : u ∈ W 1,p0 (D)
}
and denote by Ω the p-quasi open set {u¯ 6= 0}. Then Ω is a solution of the shape
optimization problem (1.2).
Proof. Setting
F(Ω) = min
{∫
Ω
f(x, u,∇u) dx : u ∈ W 1,p0 (Ω)
}
we have to show that for every p-quasi open set Ω ⊂ D we have
F(Ω) ≥ F(Ω). (4.1)
Using the optimality of u¯ and the fact that f(x, 0, 0) = 0 we obtain
min
{∫
Ω
f(x, u,∇u) dx : u ∈ W 1,p0 (Ω)
}
= min
{∫
D
f(x, u,∇u) dx : u ∈ W 1,p0 (Ω)
}
≥ min
{∫
D
f(x, u,∇u) dx : u ∈ W 1,p0 (D)
}
=
∫
D
f(x, u¯,∇u¯) dx =
∫
Ω
f(x, u¯,∇u¯) dx
≥ min
{∫
Ω
f(x, u,∇u) dx : u ∈ W 1,p0 (Ω)
}
,
which implies (4.1). 
Consider now the shape optimization problem for the Dirichlet energy:
min
{
F(Ω) : Ω ⊂ D
}
(4.2)
where
F(Ω) = min
{∫
Ω
[1
p
|∇u|p − f(x)u
]
dx : u ∈ W 1,p0 (Ω)
}
. (4.3)
Here f is always assumed in W−1,p
′
(D) ∩ L1(D). This formulation incorporates in
many cases the same optimization problem as (4.2) with a measure constraint of
the form
{
|Ω| ≤ m
}
, through the addition of a term λ|Ω| in the cost functional,
where λ is a Lagrange multiplier. However, a rigorous proof of the equivalence of
the two formulations is not available in full generality, see for instance [1] and [6]
for a discussion on this matter. By Theorem 3.4, when in addition f ∈ Lq(D) with
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q > d/p, we obtain that the optimal domains Ωopt are open sets. In the following
example we show that Ωopt may be not open if p ≤ d and q = 1. More precisely,
we show that for every p-quasi open set Ω we can find f ∈ W−1,p
′
(D) ∩ L1(D) such
that Ω is the optimal domain for the shape optimization problem (4.2).
Example 4.2. Let p > 1 and let Ω be any quasi open subset of D. Let w be the
torsion function associated to Ω, that is the unique solution of the PDE
−∆pw = 1 in Ω, w ∈ W
1,p
0 (Ω),
intended as the minimizer on W 1,p0 (Ω) of the functional∫
Ω
[1
p
|∇u|p − u
]
dx
or equivalently as the solution of the PDE in its weak form∫
D
|∇w|p−2∇w∇φ dx =
∫
D
wφ dx for every φ ∈ W 1,p0 (Ω).
We claim that the function f = −∆p(w
p′) is in W−1,p
′
(D) ∩ L1(D). Indeed, by
the maximum principle w is bounded and, since ∇(wp
′
) = p′wp
′−1∇w, we get that
wp
′
∈ W 1,p0 (D) and so f ∈ W
−1,p′(D). Moreover, the equality
∆p(w
p′) =
( p
p− 1
)p−1[
w∆pw + |∇w|
p
]
gives that f ∈ L1(D). Indeed, |∇w|p ∈ L1(D) and, by the equality w∆pw = −w on
D we obtain that the term w∆pw is actually in L
∞(D).
Now, we apply Proposition 4.1 with f as above; this implies that the function u¯
coincides with wp
′
and so Ωopt is the set {w
p′ 6= 0}, which coincides with Ω.
Remark 4.3. We have seen that if p > d or if the function f in (4.3) is in Lq(D) with
q > d/p then the optimal set Ωopt is open. On the contrary, if q = 1 we can construct
a counterexample showing that Ωopt is merely a p-quasi open set. This picture is
sharp when p = d in the sense that in this case q = 1 is the borderline situation and
q ≤ 1 gives a counterexample, while q > 1 gives that Ωopt is open. When p < d we
do not know if similar counterexamples hold in the case 1 < q ≤ d/p.
5. Cases when optimal domains have finite perimeter
In this section we show that, under some assumptions slightly stronger than (f1),
(f2), f3) the optimal set Ω obtained in Section 2 has a finite perimeter. We adapt
the proof contained in [2] to our general case. The assumptions we need are:
(f2”) there exist c > 0 and α < λ1,p(D) such that for every x, s, z
c
(
|z|p − α|s|p + 1
)
≤ f(x, s, z);
(f3”) there exist K > 0 and a ∈ L1(D) such that for every x, s, t, z∣∣f(x, s, z)− f(x, t, z)∣∣ ≤ K|s− t|(a(x) + |s|p∗ + |t|p∗ + |z|p),
where p∗ = dp/(d−p) (with p∗ any positive number if p = d and |·|p
∗
replaced
by any continuous function if p > d) is the Sobolev exponent associated to
p.
Note that in particular condition (f2”) implies a condition stronger than (f3):
f(x, 0, 0) ≥ c with c > 0.
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Theorem 5.1. Under assumptions (f1), (f2”), (f3”), the optimal domain Ω obtained
in the existence Theorem (2.1) has a finite perimeter.
Proof. Let u be a solution of the auxiliary minimization problem (2.4) and let, for
every ε > 0
uε = (u− ε)
+ − (u− ε)−, Aε =
{
0 < |u| ≤ ε
}
.
Note that
uε =


u− ε if u > ε
u+ ε if u < −ε
0 if |u| ≤ ε
and ∇uε =
{
∇u a.e. on {|u| > ε}
0 a.e. on {|u| ≤ ε}.
Then, by the optimality of the function u, we have∫
D
f(x, u,∇u)1{u 6=0} dx ≤
∫
D
f(x, uε,∇uε)1{uε 6=0} dx
=
∫
D\Aε
f(x, uε,∇u) dx
so that, using assumption (f3”),∫
Aε
f(x, u,∇u) dx ≤
∫
D\Aε
∣∣f(x, uε,∇u)− f(x, u,∇u)∣∣dx
≤ C
∫
D
|uε − u|
(
a(x) + |uε|
p∗ + |u|p
∗
+ |∇u|p
)
dx ≤ Cε.
We now use assumption (f2”) and we obtain
Cε ≥
∫
Aε
f(x, u,∇u) dx ≥ c
∫
Aε
(
|∇u|p − α|u|p
)
dx+ c|Aε|,
which implies ∫
Aε
|∇u|p dx+ |Aε| ≤ Cε.
By Ho¨lder inequality this gives ∫
Aε
|∇u| dx ≤ Cε.
We use now the coarea formula and we deduce∫ ε
0
Hd−1
(
∂∗{|u| > t}
)
dt ≤ Cε.
Thus there exists a sequence δn → 0 such that
Hd−1
(
∂∗{|u| > δn}
)
≤ C for every n
and finally this implies that
Hd−1(∂∗Ω) = Hd−1
(
∂∗{|u| > 0}
)
≤ C,
as required. 
8 GIUSEPPE BUTTAZZO AND HARISH SHRIVASTAVA
Acknowledgements. This work is part of the project 2015PA5MP7 “Calcolo
delle Variazioni” funded by the Italian Ministry of Research and University. The first
author is members of the “Gruppo Nazionale per l’Analisi Matematica, la Probabilit
e le loro Applicazioni” (GNAMPA) of the “Istituto Nazionale di Alta Matematica”
(INDAM). The second author gratefully acknowledges the financial support of the
Doctoral School in Mathematics of the University of Pisa.
References
[1] T. Briano¸n, M. Hayouni, M. Pierre: Lipschitz continuity of state functions in some
optimal shaping. Calc. Var., 23 (2005), 13–32.
[2] D. Bucur: Minimization of the k-th eigenvalue of the Dirichlet Laplacian. Arch. Ration.
Mech. Anal., 206 (3) (2012), 1073–1083.
[3] D. Bucur, G. Buttazzo: Variational Methods in Shape Optimization Problems. Progress
in Nonlinear Differential Equations 65, Birkha¨user Verlag, Basel (2005).
[4] G. Buttazzo: Semicontinuity, Relaxation and Integral Representation in the Calculus of
Variations. Pitman Res. Notes Math. Ser. 207, Longman, Harlow (1989).
[5] G. Buttazzo, G. Dal Maso: An existence result for a class of shape optimization problems.
Arch. Rational Mech. Anal., 122 (1993), 183–195.
[6] M. Hayouni: Lipschitz continuity of the state function in a shape optimization problem. J.
Conv. Anal., 6 (1999), 71–90.
[7] A. Henrot, M. Pierre: Variation et Optimisation de Formes. Une Analyse Ge´ome´trique.
Mathe´matiques & Applications 48, Springer-Verlag, Berlin (2005).
[8] V. Maz’ya: Sobolev Spaces. Grundlehren der Mathematischen Wissenschaften 342,
Springer-Verlag, Berlin (2011).
[9] M. Giaquinta, E. Giusti: Quasi-minima. Ann. Inst. Henri Poincare´ Anal. Non Line´aire,
1 (1984), 79–107.
[10] E. Giusti: Direct Methods in the Calculus of Variations. World Scientific Publishing, Sin-
gapore (2003).
Dipartimento di Matematica, Universita` di Pisa, Largo B. Pontecorvo 5, 56126
Pisa, ITALY
E-mail address : giuseppe.buttazzo@unipi.it
Dipartimento di Matematica, Universita` di Pisa, Largo B. Pontecorvo 5, 56126
Pisa, ITALY
E-mail address : harish.niser@gmail.com
