Abstract. We study the weak approximation error of a skew diffusion with bounded measurable drift and Hölder diffusion coefficient by an Euler-type scheme, which consists of iteratively simulating skew Brownian motions with constant drift. We first establish two sided Gaussian bounds for the density of this approximation scheme. Then, a bound for the difference between the densities of the skew diffusion and its Euler approximation is obtained. Notably, the weak approximation error is shown to be of order h η/2 , where h is the time step of the scheme, η being the Hölder exponent of the diffusion coefficient.
1. Introduction
Statement of the Problem
We consider the unique weak solution of the following R-valued stochastic differential equation (SDE) (X t ) t≥0 with dynamics where W = (W t ) t≥0 is a one dimensional Brownian motion defined on a filtered probability space (Ω, F , (F t ) t≥0 , P) satisfying the usual assumptions and L 0 (X) is the symmetric local time of X at the origin. When b = 0 and σ = 1, the solution to (1.1) is called the skew Brownian motion. Harrison and Shepp [HS81] proved that if |2α − 1| ≤ 1 then there is a unique strong solution and if |2α − 1| > 1, there is no solution. The case α = 1 corresponds to reflecting Brownian motion.
Here we will assume that α ∈ (0, 1), b is measurable, bounded, σ is uniformly elliptic, bounded and a = σ 2 is η-Hölder continuous for some η ∈ (0, 1]. The previous assumptions guarantee the existence of a unique weak solution to (1.1). Moreover, for any (t, x) ∈ R * + × R, X t admits a density y → p(0, t, x, y), which is continuous on R * and satisfies a Gaussian upper-bound. We refer to [KHTZ16] for more details, see also [LG84] . We also refer the interested reader to the recent survey [Lej06] and the references therein for various applications of such equation.
As far as numerical approximation is concerned several discretization schemes of (1.1) have been proposed. For instance, Lejay and Martinez [LM06] recently introduced a numerical scheme based on the simulation of a skew Brownian motion. Martinez and Talay [MT12] proposed a transformed Euler discretization scheme of Keywords and phrases: Euler scheme, weak error, skew diffusion, Gaussian bounds an equation similar to (1.1) to approximate the solution of a linear parabolic diffraction problem and provide a weak convergence rate. Another approximation scheme based on random walk has also been studied bý Etoré [Éto06] . In [ÉM14] ,Étoré and Martinez developed a simulation scheme for skew diffusions with constant diffusion coefficient.
To approximate equation ( Let us note that the above scheme does not correspond to a standard Euler-Maruyama approximation scheme since we do not discretize the part corresponding to the local time in (1.1). However, its computation only requires to be able to simulate exactly the skew Brownian motion with a constant drift at time t − t i . This process is known to be exactly simulatable and we refer to [ÉM14] for the exact expression of its density.
Two kind of quantities are of interest when studying the weak approximation error of (1.1). The first one concerns the quantity E
, where f is a test function that lies in a suitable class. The second one writes E 2 W := (p − p N )(0, t, x, y), where y → p(0, t, x, y) (resp. y → p N (0, t, x, y)) denotes the density of the unique solution X t of (1.1) taken at time t and starting from x at time 0 (resp. of X N t given by the scheme (1.2) at time t and starting from x at time 0) when it exists. The problem of interest is to give a bound or an expansion of these two quantities in terms of the discretization step h.
Let us note that the two quantities E 1 W and E 2 W are of a different nature and require different techniques and methodology depending on the considered class of test functions. Indeed, in the case of SDE driven by a Brownian motion (α = 1/2 i.e. without local time), provided the test function f , and the coefficients b and σ are smooth and f is of polynomial growth, Talay and Tubaro [TT90] derived an error expansion at order 1 for E 1 W . The weak approximation error for Lévy driven SDEs has been studied in Jacod & al. [JKMP05] under appropriate smoothness of coefficients and the test function f . In the case of SDEs driven by a Brownian motion, the same result may be extended to bounded Borel functions under a non-degeneracy assumption of Hörmander type on the diffusion, see Bally and Talay [BT96a] or to the case of the density [BT96b] . In the uniformly elliptic setting, Konakov and Mammen [KM02] , in the Brownian case, and Konakov and Menozzi [KM11] , for stable driven SDEs, successfully derived an expansion for E 2 W in powers of h by using a continuity approach known as the parametrix method as developed in McKean and Singer [MS67] and Friedmann [Fri64] . Roughly speaking, it consists in expanding the transition density of the initial equation around a process with frozen coefficients for which explicit expression of the density and its derivatives are available. This approach seems to be quite robust and useful since it can be applied in various contexts such that discrete Markov chains [KM00] . However, little attention has so far been given to the case of SDEs with non-smooth coefficients.
In the classical case of uniformly elliptic diffusion processes, we mention the work of Mikulevicius and Platen [MP91] who established an error bound for the weak approximation error E 1 W of order h η/2 provided f ∈ C 2+η ([0, T ] × R d ) and the coefficients b and σ are η-Hölder continuous in space and η/2-Hölder continuous in time. We also refer the reader to [Mik12] and [MZ15] for some recent extensions of this result to the case of Lévy driven SDEs.
More recently, Konakov and Menozzi [KM16] also derived an upper bound for E 2 W of order h η 2 −Cψ(h) , where ψ(h) is a slowly varying factor that goes to zero as h → 0 under the assumption that the coefficients b and σ are Hölder continuous. Their strategy consists in introducing perturbed dynamics of the considered SDE and its scheme by suitably mollifying the coefficients of both dynamics and to quantify the distance between the densities and their respective perturbations. Let us mention that another perturbative approach has been considered in Kohatsu-Higa & al. [KHLY15] for the weak approximation error E 1 W with non-smooth coefficients. In order to establish an error bound between the transition densities of (1.1) and (1.2), we rely on the parametrix methodology. Our approach allows to establish that this difference is of order h η/2 , without any additional varying factor (and time singularity) as in Theorem 1 in [KM16] , that is to extend to the case of skew diffusions the result in [MP91] and to handle the densities itself (note again that α = 1/2 corresponds to the case of one dimensional time-homogeneous Brownian SDEs). One of the main advantages of the parametrix approach is the removal of the drift in the analysis of the approximation error. In particular, we remove the Hölder regularity assumption of the drift coefficient b by allowing it to be only bounded measurable.
The paper is organized as follows, we first give our standing assumptions and notations in Section 1.2. We state our main results in Section 2. Section 3 is dedicated to the proofs of Aronson's estimates and the weak approximation error on the densities. The main tool for both results is a discrete parametrix representation of McKean-Singer type for the density of the scheme, see [MS67] and [KM00] , [KM02] . In Section 4 we prove some key technical lemmas that are used in our proofs.
Assumptions and notations
We here specify some assumptions on the coefficients b and σ.
(HR) The drift b is bounded measurable and a = σ 2 is η-Hölder continuous, for some η ∈ (0, 1]. That is, there exists a positive constant L such that
(HE) The diffusion coefficient is uniformly elliptic that is there exists λ > 1 such that for every x ∈ R 2 , λ −1 ≤ a(x) < λ. Since σ is continuous, without loss of generality, we may assume that σ is positive.
In the following we will denote by C a generic positive constant that may depend on b, σ, T . We reserve the notation c for constants depending on λ, η, b, σ but not on T . Importantly, the constants C, c are uniform with respect to the discretization time step h. Moreover, the value of both C, c may eventually change from line to line. The notation g C stands for the Gaussian kernel, namely g C (y − x) := (1/(2πC)) 1/2 exp(−(y − x) 2 /(2C)). We finally define the Mittag-Leffler function E α,β (z) = n≥0 z n /Γ(αn + β), z ∈ R, α, β > 0.
Main results
Before stating our results, let us first justify that under assumptions (HR) and (HE), the random variable
, given by the discretization scheme (1.2) admits a positive density. For x ∈ R, 0 ≤ j < i ≤ N and any bounded Borel function f , one has
where p N (t k , t k+1 , y k , y k+1 ) stands for the density of the random variable X
, where q(h, y k , y k+1 ) stands for the density at time h and terminal point y k+1 of the skew Brownian motion starting from y k /σ(y k ) at time 0 with constant drift part b(y k )/σ(y k ). Again, we refer to [ÉM14] for the exact expression of q. From equation (2. 3), we clearly see that under assumptions (HR) and (HE), the discretization scheme (1.2) admits a positive transition density, that we will denote p N (t i , t j , x, y), for any 0 ≤ t i < t j ≤ T , (x, y) ∈ R × R * . In particular, a Gaussian upper-bound has been established in [KHTZ16] for the transition density of the skew diffusion (1.1) under (HR) and (HE). Our first result is to prove similar Aronson's estimate, that is a Gaussian upper estimate but also a lower bound hold for the discretization scheme (1.2).
Theorem 2.1. (Two sided Gaussian estimates for the scheme) Under (HR) and (HE), there exist two constants C := C(T, b, σ), c := c(λ, η) > 1 such that for every 0 ≤ j < i ≤ N ,
We rely on a parametrix expansion of the density p N (t j , t i , x, y) to prove Theorem 2.1. Such bounds were obtained in [LM10] for the discretization schemes of uniformly elliptic diffusions and of some degenerate Kolmogorov processes which in turn allowed to derive concentration bounds for the statistical error in the Monte Carlo simulation method. The proof of Theorem 2.1 is postponed to Section 3.
Our second result concerns the weak approximation error E 2 W = (p − p N )(0, t i , x, y). Notably, we provide an error bound for the difference between the densities of the skew diffusion (1.1) and its approximation scheme (1.2). Its proof is also postponed to Section 3. Theorem 2.2 (Error bound on the difference between the densities). Assume that (HR) and (HE) hold. Then, there exists a constant c := c(λ, η) > 1 such that, for all 0 ≤ t j < t i ≤ N , one has
where T → C(T, b, σ) is a non-decreasing positive function.
Remark 2.1. Observe that the weak rate h η/2 is coherent with previous results obtained in the literature for the weak approximation error E 1 W of (not necessarily time homogeneous) SDE driven by a Brownian motion with Hölder coefficients, see e.g. [MP91] . In [KM16] , the weak approximation error E 2 W of the density is proved to be of order h
) when the coefficients b and σ are η-Hölder continuous in space and η/2-Hölder continuous in time. Moreover, in their results, the singularity in time is given by C(t i − t j ) −(1−η/2)η/2 whereas this quantity does not appear in our result so it is tighter in this sense. For α = 1/2, which corresponds to the case of (time homogeneous) diffusion process (since the local time part vanishes), compared to [KM16] , our result notably removes the slowly varying factor ψ(h) and shows that the drift plays no role in the approximation of the density since we only require b to be a bounded measurable function. This phenomenon is not surprising since one of the advantages of the parametrix approach is the removal of the drift part in the analysis. Eventually, it should be possible to extend our strategy of proof to the case of multi-dimensional Brownian diffusion.
3. Proofs of theorems 2.1 and 2.2.
As already mentioned, the proof of Theorem 2.1 relies on a parametrix expansion of p N (t j , t i , x, y). As a warm-up, we briefly present to the reader the different steps to derive the parametrix expansion for (1.1) as developed in [KHTZ16] . We refrain from discussing about the existence of the transition density for equation (1.1) but only present how to derive the expansion in an infinite series and the Gaussian upper-bound from it.
For α ∈ (0, 1), we denote by D(α) the set of bounded continuous functions f : R → R with bounded continuous derivatives f ′ and f ′′ on R * such that f ′ (0+) and f ′ (0−) exists and satisfies αf ′ (0+) = (1 − α)f ′ (0−). Then, using the symmetric Itô-Tanaka formula and the occupation time formula, one proves that the infinitesimal generator L of the Markov semigroup (P t ) t≥0 generated by (1.1) is given by
Moreover, for any f ∈ D(α), one also obtains
We now define the frozen process that will be our main building block to construct the parametrix expansion for the transition density of (1.1). For z ∈ R, we consider the unique strong solution X z to the SDE
Notice that compared to (1.1), we froze the diffusion coefficient to z and removed the drift since it will not play any significant role, as it will be clear later on. Its infinitesimal generator L z writes
Under (HE), the transition density function of (X z t ) t∈[0,T ] exists and we denote it by y → p z (0, t, x, y). More precisely, one has to consider the two following cases:
Case 1: For x ≥ 0, one has
Case 2: For x < 0, one has
, for all y ∈ R * , we write
where we used the Chapman-Kolmogorov equation P y t−s p y (0, ε, ., y)(x) = p y (0, ε + t − s, x, y), introduced the notations f ⊗ g(s, t, x, y) = t s du R dzf (s, u, x, z)g(u, t, z, y) for the time space convolution and H(s, t, x, y) = (L − L y )p y (s, t, x, y). From now on, we setp(s, t, x, y) = p y (s, t, x, y). In particular, the kernel H writes
Moreover, under assumptions (HR) and (HE), separating the four cases: x, y ≥ 0, x ≥ 0 > y, y ≥ 0 > x and x, y < 0, after some cumbersome but simple computations that we do not detail here (see Lemma 4.5 in [KHTZ16] for more details), one gets
with C(T, b, σ, η) := C(λ, η)(|b| ∞ T 1−η 2 + 1) and some constants C(λ, η), c := c(λ, η) > 1. This last inequality is the keystone of the parametrix expansion as it shows that the kernel has a smoothing effect. Now, from the continuity of t → p y (0, t, x, y), by dominated convergence, we may pass to the limit as ε goes to zero in both sides of (3.6). We notably obtain
Using (3.7) and (3.8) together with an induction argument, one obtains the following bound
with
is the Beta function. In particular, we may iterate the representation formula (3.8), in order to obtain
Since the series converge absolutely and uniformly for (x, y) ∈ R × R * , we deduce that x → p(0, t, x, y) is continuous on R and satisfies the following Gaussian upper bound:
with C(λ, η), c(λ, η) > 1. Once again, for more details, we refer the reader to Section 5 in [KHTZ16] and notably to Corollary 5.5 for the extension to the case of bounded measurable drift b.
3.1. Parametrix expansion for the density of the approximation scheme (1.2)
In the spirit of [KM00] and [LM10] , we will take advantage of the discrete counterpart of the parametrix technique to obtain two-sided Gaussian bounds for the density of the discretization scheme (1.2). We first need to introduce a discretization scheme with frozen coefficients and the discrete counterpart of the time-space convolution kernel. This will then allow us to establish the representation for the density of the discretization scheme which is similar to (3.10). In order to do this we first prove that the kernel shares a smoothing property similar to (3.7). Finally, as in the previous section, the upper bound will directly follow from the parametrix expansion.
To derive the global lower-bound, we proceed in two steps. By a scaling argument, without loss of generality, we may assume that T ≤ 1. First, the lower bound is obtained on the diagonal |y − x| 2 /(t i − t j ) ≤ K, K > 0, for short time (t i − t j ) ≤ T < T 0 , for some T 0 to be specified later on. To obtain the off-diagonal bound, we proceed using a chaining argument as usually done in this context, see Chapter VII in Bass [Bas97] , Kusuoka and Stroock [KS87] and Lemaire and Menozzi [LM10] in the case of discretization schemes. We briefly recall these steps for sake of completeness.
We begin our program by introducing the discrete frozen scheme which is the discrete "analogue" of (3.5).
From now on, p N (t j , t j ′ , x, .) andp
) denote the transition densities between times t j and t j ′ of the discretization schemes (1.2) and (3.12). For sake of simplicity, we will use the notationp
. We also introduce the discrete counterpart of the infinitesimal generators considered so far. For a smooth function g :
and finally the discrete time-space convolution type operator ⊗ N as follows
with the convention that
, it is easily seen that
Analogously to [KM00] , we define the convolution as follows:
The following parametrix expansion of p N follows from the same arguments to those employed in Lemma 3.6, [KM00] . The proof is omitted.
where we use the conventionp(
N . Next result is the keystone for the proof of Theorem 2.1 as it provides the smoothing property of the discrete convolution kernel.
Lemma 3.1. Under (HR) and (HE), there exist a constant c := c(λ, η) > 1 such that for all 0 ≤ j < j
where
Proof. We first prove that for all 0 ≤ j < j ′ ≤ N , one has
for a positive constant c(λ, η) > 1 and non-decreasing positive function T → C(T, b, σ). For j ′ = j + 1, by time-homogeneity, we remark that
Let s ∈ (0, h] fixed. We will prove a more general result, namely
Then, the result will follow from (3.18) by setting s = h, z = x ′ and by using the space-time inequality:
Indeed, from (3.18) with s = h, z = x ′ and the spacetime inequality, one gets
′ − x) so that (3.17) follows for j ′ = j + 1. We now prove (3.18). Using the exact expression of the density of the skew Brownian motion, we separate the computations in the following eight cases:
• For z ≥ 0 and
• For z < 0 and x, x + b(x)s ≥ 0, one has
• For z < 0 and x ≥ 0, x + b(x)s < 0, one has
• For z < 0 and x < 0, x + b(x)s < 0, one has
• For z < 0 and
We treat the case z ≥ 0, x ≥ 0, x + b(x)s < 0. The estimates for the other cases are similarly obtained and details are omitted. First, from (HR) and (HE), one easily gets
for some positive constant c(λ, η) > 1 and a non decreasing positive function T → C := C(T, b, σ). Moreover, observe that 0 ≤ x ≤ |b| ∞ s, the signs of x and z being the same, g cs (z + x) ≤ g cs (z − x), so that using similar arguments, one gets
From the above computations, one gets (3.18) and estimate (3.17) clearly follows. Note also that from the previous computations, it also follows that
In order to prove (3.17), we look at the first term appearing in the right-hand side of (3.20). Distinguishing the four cases x, x ′ ≥ 0; x ≥ 0, x ′ < 0; x < 0, x ′ ≥ 0 and x < 0, x ′ < 0 and using (HE), (HR) simple but cumbersome computations show that for s ∈ (0, h]
where we used (3.19) and the inequality t j ′ − t j ≥ 2h for the last inequality. Hence it follows
For the two remaining terms appearing in the right-hand side of (3.20), we use the decomposition
and observe that using computations similar to the first term and (HR), one gets
For the last term, from (3.18) and the semigroup property, we obtain
where we again used t j ′ − t j ≥ 2h and T → C(T, b, σ) is a non-decreasing positive function. Consequently, from the previous computations, we derive the following bound
which in turn allows to conclude on the validity of (3.17) for all 0 ≤ j < j ′ ≤ N . Now one clearly gets
where we used the Gaussian upper-bound |p z (t j , t i , x, z)| ≤ Cg c(ti−tj ) (z − x) and the semigroup property for the last but one inequality. Finally, estimate (3.16) follows by induction.
Proof of Theorem 2.1
The Gaussian upper bound in Theorem 2.1 directly follows from Proposition 3.1 and the following bound
It now remains to prove the Gaussian lower-bound. As already mentioned in the beginning of Section 1.2, w.l.o.g. we assume that T ≤ 1. The proof of the lower bound does not depend on the structure of the equation but only relies on the parametrix expansion obtained in Lemma 3.1 with the underlying Gaussian controls (3.16). Hence, we closely follow the arguments in [LM10] and omit some part of the proof. It is decomposed into two steps that we explain here for sake of completeness. From Proposition 3.1, we first obtain the lowerbound in short time T in the diagonal regime that is on compact sets of the underlying Gaussian time-space metric. The "off-diagonal" bound is then obtained by a chaining argument, see [Bas97] , [KS87] and [LM10] . Finally, to derive the lower bound for an arbitrary fixed time T , one may use the semigroup property.
From Proposition 3.1, one has
for some positive constants C := C(T, b, σ, λ), c(λ, η) > 1.
• Step 1: Diagonal regime in short time From the above decomposition, one has
where we usedp
for some constant c > 1 and up to a modification of the constant C. Hence, there exist two constants c, C > 1 s.t. for |x
. We now extend this first result to arbitrary times 0 ≤ s ≤ t ≤ T not necessarily corresponding to discretization times of the scheme. For 0 ≤ s < t ≤ T that do not belong to the time grid and (x, y, x
More precisely, we prove
If s or t belong to the time grid of the scheme, the following lines of reasoning may be easily adapted. From the semigroup property, assuming that φ
(t−φN (t)) ≤ R 0 for some R 0 > 0. Now, for (x 1 , x 2 ) ∈ B R0 (s, t, x, x ′ ), we remark that
Consequently, combining (3.24) with (3.26), one gets
(t−φN (t)) ≤ R 0 and |.| stands for the Lebesgue measure on R. Finally, since |B 1 | ≥ ρ (φ N (s) + h − s), |B 2 | ≥ ρ (t − φ N (t)) for some ρ > 0 and φ N (t) − φ N (s) − h ≤ (t − s), we deduce (3.25) if φ N (t) − (φ N (s) + h) ≥ h. The case φ N (t) − (φ N (s) + h) < h is more easily obtained and details are omitted.
• Step 2: Chaining and off-diagonal regime in short time
It remains to deal with the off-diagonal regime that is the case when 0
t j ′ −tj ⌉, for some K ≥ 1 to be specified later on, δ := (t j ′ − t j )/M and introduce a new space-time grid
. Consequently, we deduce
We now choose K large enough s.t.
which according to (3.25) yields for k = 2, · · · , M − 2
Before going further we have to distinguish two cases: δ < h and δ ≥ h. We will treat the first one. The case δ ≥ h can be treated with similar arguments. We refer to [Bas97] or [LM10] for more details. We introduce
, |B i | ≥ cρ from (3.27), (3.28) and (3.25), on X N s
, one gets
Plugging this estimate in (3.29), we finally obtain
so that, by induction, up to a modification of C, c > 0, we get
This last bound concludes the proof of Theorem 2.1.
Proof of Theorem 2.2
• Strategy of proof:
In order to prove an error bound for the difference between the transition densities of (1.1) and (1.2), our strategy is the following. The main point is to compare the two series (3.10) and (3.15) which differs on account of the discrete nature of time-space convolution operator ⊗ N and the discrete smoothing kernel H N . In order to do this, we introduce for 0 ≤ j < j ′ ≤ N ,
Arguments similar to those of Lemma 3.1 show that the series (3.30) converge absolutely and uniformly on R × R * and that p d N satisfies the following Gaussian upper-bound:
Indeed, from (3.7) and the semigroup property, one gets |p
which in turn by induction yields for all r ≥ 1
with C := C(λ, η)(|b| ∞ T
1−η 2
+ 1) and (3.31) follows. We omit technical details. The idea is now to decompose the global error as follows:
y).
A similar decomposition has been used in [KM02] when the coefficients b and σ are smooth. The smoothness of the coefficients notably allows to use Taylor expansions to express the transition density p as the fundamental solution of the underlying parabolic PDE and to use integration by parts (that may be expressed as the duality relation satisfied by the infinitesimal generator when seen as a differential operator) in order to equilibrate time singularities. Obviously, these arguments do not work here under the mild smoothness assumption (HR) so that computations become more delicate. In a first step, we express the difference p d N − p N in an infinite parametrix series that involves the difference between the two kernels H and H N . Then, the symmetric Itô-Tanaka formula (3.21) allows to express the difference H − H N as the difference of the kernel H between two consecutive discretization times plus a remainder term R N . We then study the weak approximation rate induced by R N in Lemma 4.1. The main difficulty lies in the non-differentiability of x → ∂ xp (t j , t j ′ , x, x ′ ) at zero caused by the presence of the local time part in the dynamics of X N andX N which prevents us to use (again) the Itô-Tanaka formula. In a second step, in order to study p − p d N , we express this difference as an infinite parametrix series that involves the difference between the two convolution operators ⊗ and ⊗ N . Then, we notably use a (kind of) Lipschitz property in time for the transition density p and a smoothing procedure for the drift part.
• Step 1: Error bound on p 
so that summing the previous identity from r = 1 to r = ∞ yields
Finally, by induction, for 0 ≤ j < j ′ ≤ N , we get
for some constant c := c(λ, η) ≥ 1 and a non decreasing positive function T → C := C(T, b, σ).
By the proof of Lemma 3.1, one gets
and, similarly, by (3.7)
so that, combining these two estimates, one gets
where T → C := C(T, b, σ) is a non-decreasing positive function. For j ′ > j + 1, (y, z) ∈ R × R * , using (3.21) we write
We treat the first term appearing in the right-hand side of the previous equality. By the mean value theorem and standard computations (separating eventually in four cases as previously done), one has
where we used the inequality (t j ′ − t j − λh) 
Similar computations show that
(3.35)
We will now use the following decomposition
From (3.31), (3.35) and the semigroup property, one gets
where T → C := C(T, b, σ) is a positive non-decreasing function. From (3.35), Lemma 4.1 and the semigroup property, one gets
where T → C := C(T, b, σ) is a non-decreasing positive function. Note that for η < 1, the inequality g ch (u) ≤ (2πc) −1/2 h −1/2 allows to achieve the rate h η/2 and concludes the proof. However, if η = 1, due to the local time part (that is the case α = 1/2), this bound provides an error of order h 1/2 | log(h)| which is slightly worse than the announced rate. In order deal with this issue, we use the Cauchy-Schwarz inequality and the semigroup property in order to write
Plugging the last bound into the second term appearing in the right hand side of (3.38) yields 
. From these computations, we come back to (3.38) and obtain
Combining all the previous estimates, we derive
where T → C := C(T, b, σ) is a non-decreasing positive function and (3.34) follows easily by induction.
From Lemma 3.2, one clearly obtains 
⊗ N H so that summing the previous equality from r = 1 and to infinity, we get
By induction of the previous identity, we obtain the uniformly and absolutely convergent series
The rest of the proof is devoted to the study of (3.40). By the very definition of the continuous and discrete time space convolution, one has
We first consider (3.41) and separate the computations in three terms:
First, by the semigroup relation and standard computations, one has
Now, using Lemma 4.2, the semigroup property and the inequality (
In order to deal with A 2 , we proceed using a regularization argument in order to obtain the differentiability of t → p(0, t, x, y) on [0, T ] for fixed (x, y) ∈ R × R * . Let us note that this differentiability is not guaranteed under (HR) and (HE). where
xp (s, t, x, y). Moreover, the series is again absolutely and uniformly convergent (0, T ] × R × R * and letting ε goes to zero and then N goes to infinity, from the dominated convergence theorem applied to the series (3.44), one gets p ε,N (0, t, x, y) → p(0, t, x, y) and p ε,N satisfies the Gaussian upper-bound:
with constants C(λ, η), c(λ, η) > 1 independent of N and ε. By similar arguments as those employed in Chapter 1, [Fri64] , one derives from (3.44) that t → p ε N (0, t, x, y) is continuously differentiable on (0, T ] for fixed (x, y) ∈ R × R * . Now, from Lemma 4.2 noting that |b ε N | ∞ ≤ |b| ∞ , it follows that for all t ∈ (0, T ]
, C(λ, η), c := c(λ, η) > 1 do not depend on N and ε. Moreover, still by dominated convergence theorem, letting ε → 0 then N → +∞, one has
Now, by (3.45), the semigroup property and the inequality (t i − t k )
where we used a second order Taylor expansion for the last but one equality. Hence, letting ε → 0 and then N → ∞ in the previous inequality yields
We now consider (3.42). One has
which, by the semigroup relation, clearly yields
Again, by a second order Taylor expansion, one easily gets
which in turn yields
Combining the two estimates we finally get
where T → C(T, b, σ) is a non-decreasing function. As a consequence of the previous computations, one also obtains
and, by induction, for r ≥ 0, one gets
We plug the previous bound in (3.40). The asymptotic of the Gamma function readily yields the convergence of the series as well as a Gaussian upper-bound, namely, one gets
Combining the previous bound with (3.39) completes the proof of Theorem 2.2.
Appendix: Proof of some technical results
Lemma 4.1. Under (HR) and (HE), there exist a constant c := c(λ, η) ≥ 1 such that for (j, j ′ ) ∈ {0, · · · , N } 2 with j + 1 < j ′ and for all (x, x ′ ) ∈ (R * ) 2 , one has
where T → C = C(T, b, σ) is a positive non-decreasing function.
Proof. From (3.22), we use the following decomposition
The main difficulty lies in the presence of the local time part in the dynamics of X N andX N . More precisely, we remark that if
are not continuous and (consequently) not differentiable at 0 so we cannot apply the Itô formula. We instead rely on Taylor's expansion. For the first term R 1 N (t j , t j ′ , x, x ′ ) we use the decomposition
for some positive constant C := C(λ) > 1. Combining the latter bounds with (3.19) yields
where T → C := C(T, b, σ) is a positive non-decreasing function and where we used that j ′ > j + 1 for the last inequality.
is not twice differentiable} = {0}, so that by Taylor's expansion, one gets {z:|z−x|
where ζ is a point in (z, x). Observe that since |z − x| 2 < (t j ′ − t j+1 ) for any point ζ ∈ (z, x) one has
Combining the previous inequality with (3.19) and the semigroup property we obtain
where T → C := C(T, b, σ) is a positive non-decreasing function and where we again used that j ′ > j + 1. We now consider the quantity
. By dominated convergence theorem and the gaussian upper-estimate (3.19) satisfied by p N , one has
where T → C := C(T, b, σ) is a non-decreasing positive function. Combining (4.46), (4.47) and (4.48) we obtain 
