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Abstract Due to the rapid proliferation of user generated visual content, as well as
staggering influx of video broadcasted online, the interfaces for search and browsing of
visual media have become increasingly important. This paper presents a novel intuitive
interactive interface for browsing of large-scale image and video collections. It visualises
underlying structure of the dataset by its size and spatial relations. In order to achieve
this, images or video key-frames are initially clustered using an unsupervised graph-
based clustering algorithm. By selecting images that are hierarchically laid out on
the screen, user can intuitively navigate through the collection or search for specific
content. The extensive experimental results based on user evaluation of photo search,
browsing and selection as well as interactive video search demonstrate good usability
of the presented system and improvement when compared to the standard methods for
interaction with large-scale image and video collections.
Keywords Image and Video browsing · Interactive interfaces · Unsupervised
clustering
1 Introduction
The ever-increasing amount of digital content, generated by users themselves, the om-
nipresent capture devices that surround us as well as the growing multimedia industry,
has transformed the way content is maintained, managed and exploited. Driven by the
continually changing environment and the need for effective management of large-scale
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2multimedia datasets, there is a strong demand for efficient and flexible way of interac-
tion with the digital content. Personal media devices such as digital camera or video
recorders have become a commonplace. Users can easily take hundreds of photos and
video clips on a daily bases. However, only a few generate high-level annotations at
the time of its import into their personal computers. Currently, the photos only have
capture date and time as a default metadata, while video clips by default do not have
any metadata assigned. This implies that the users local storage is filled with photos
and video clips in an unordered manner. The problem of browsing and retrieving con-
tent from such collections is becoming a major challenge of multimedia management
systems.
There are two major approaches that tackle this problem. One approach is to ask
users to manually annotate visual content every time they import the media. This ap-
proach has been proven unfeasible, mainly due to the proliferation of everyday digital
media produced by a common user. The other option is to generate annotation auto-
matically using content-based media analysis, computer vision and machine learning.
However, due of the problem of semantic gap between the low level features such as
colour, texture, etc. and high-level semantic understanding of the media, the content-
based retrieval cannot deliver the satisfying results.
The work presented in this paper makes a shift towards more user-centered design
of interactive image and video search and browsing interfaces by augmenting user’s
interaction with content rather than learning the way users create related semantics.
This shift enables not only efficient retrieval of the desired content, but offers more
intuitive access to vast visual data and often gives unexpected perspective of the ex-
plored dataset. Finally, this approach facilitates more intuitive and effortless browsing,
enabling exploitation of the system by a wider user base.
The conducted user-centric evaluation of the search and browsing interface demon-
strated efficient and intuitive navigation though large personal photo collections, thus
facilitating familiarisation with the content and effortless selection of a thematic subset.
The paper is structured as follows. The work related to this area is presented in
Section 2. Section 3 brings the methodology used in designing the browsing interface,
starting with image clustering and describing the interface layout. In order to evalu-
ate the presented system Section 4 describes the experimental setup, while Section 5
discusses the achieved results. In Section 6 we reflect upon the results and outline the
future plans, while the references are given in Section 7.
2 Related Work
There has been a lot of effort put in the scientific research as well as commercial devel-
opment of user-friendly image and video browsing applications. Most of the browsing
applications are based on the time domain clustering of the personal photo collections,
having the temporal metadata readily available from the digital cameras. The appli-
cations simply cluster the images based on the time when the photo or video clip was
generated [1] [2] [3]. But the disadvantage of this approach is that the user needs to type
manually an event name for a group of photos, which can be inexact and unreasonable
given the fact that events can span more groups and vice versa.
Triggered by the proliferation of global positioning system (GPS) technology, some
of the new applications are using the image similarity based on the location where the
operator took the photos [4] [5]. Being an emerging technology in this context, GPS
3modules are still rarely built into the camera, so users often need to assign the location
information manually.
Recently, some commercial applications introduced semi-automated annotation of
images by using the face recognition technology [5]. The application first detects face
region in the photo and then attempts to identify and tag the image by using face
similarity algorithm. However, this approach is unfeasible for many photos, such as
landscape photos, animals, etc., since people are not always the major subjects in a
captured scene.
There have been a number of approaches to develop visualisation that would aug-
ment the usability of interfaces to large image collections. In [6], Huynh et. al. intro-
duced a method that trades off screen space for better presentation of temporal order
in photos. In addition, some systems utilised methodologies to analyse the underlying
data structures to present image collections [7] in a more accessible way.
However, the interaction with large visual collections has not been addressed in an
intuitive way. Derived from its definition in [8], intuition implies correlation between
system inference and the users expectations. By following this definition, we devel-
oped an intuitive interactive interface (dubbed FreeEye) for browsing of large image
and video collections, based on the efficient image clustering method and interactive
hierarchical interface.
In order to facilitate interactive browsing of video content by the means of the Free-
Eye interface, the proposed system efficiently extracts a set of representative key-frames
from the sequences present in the repository by unsupervised clustering methodology.
There is a number of similar approaches that utilise unsupervised clustering in the pro-
cess of key-frame extraction. An efficient clustering method has been utilised in [9] [10],
where K-means algorithm is used to classify data into a fixed number of groups, starting
from a random initial partitioning. In [11], an unsupervised clustering based approach
was introduced to select key-frames within predetermined shot boundaries. Similarity
comparison using a shot histogram analysis and subsequent clustering is carried out
within each shot to automatically select the most representative key-frames.
Focusing on the frame saliency and importance in the video summarisation context,
a number of graph-based methods have been proposed [12] [13] [14]. However, the effi-
ciency of these approaches heavily depends upon the size of the dataset, due to a high
complexity of the spectral analysis exploited in their graph representation. Neverthe-
less, there have been proposals to analyse visual similarity in the graph-based context
with almost linear complexity to the number of nodes in the graph representation.
Developed for efficient image segmentation, the algorithm presented in [15] introduces
a graph predicate that keeps the notion of global features while making fast decisions
locally.
3 Interactive Search and Browsing Interface
In order to interactively browse large photo collections, the browsing interface follows
the idea of ranked image representation, where more relevant images should be more
apparent and thus displayed bigger. This is supported by a hierarchical layout of images
on the screen. When user selects an image from the displayed dataset by clicking,
the image is relocated to the centre, while the remaining data is retrieved from the
repository and arranged on the screen. By doing this, the user practically moves the
centre of perspective from which the collection is explored.
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Fig. 1 Block scheme of the system comprising content input, clustering engine and interactive
interface
The image browsing system comprises two main modules: image clustering engine
and the interface generation, as depicted in the Figure 1. The image rank in a generated
display is proportional to the similarity measure between user-selected central image
and other images from the dataset. The choice of the similarity metric is completely in-
dependent of the proposed clustering engine and interactive interface, enabling generic
applications of this system. In this paper a three-dimensional HSV colour histogram
has been chosen as the similarity metric, but additional metrics such as photo’s times-
tamps, GPS locations and tag co-occurrence were tested. To achieve system scalability
and algorithm complexity nearly linear to the number of images, a specific graph based
clustering algorithm is utilised, as described in more detail in Section 3.1.
The interactive interface is generated following two main objectives: i) to visu-
ally convey data structure extracted in the image clustering stage and ii) to achieve
intuitive interaction with this structure. The interface design follows support of the
hierarchical groups generated by the clustering engine. The centre image is maximised
and displayed at 100% of its size. If the user clicks on an image, the image will move to
the centre of the refreshed screen, and the remaining display layout will reform in order
to represent images in the vicinity of the central image. The immediate neighbourhood
is represented with 12 most similar images from the same cluster encircling the central
image. These images are displayed at 50% their original size. The next layer encircling
the central cluster contains 36 images displayed at 25% size, separated into two parts:
four edges and four corners. The 32 images located at the four edges are representing
the centres of clusters closest to the central image. To support knowledge discovery
and help users locating other areas of interest, four random pictures from the set of
unrepresented images are located at four corners of the screen. Every time the user
clicks, the system re-arranges all images as described above.
3.1 Image Clustering
There are two clustering methods utilised in this system. The standard K-means algo-
rithm is used to efficiently and robustly remove redundancy of the video sequences and
5Fig. 2 Interface design follows the hierarchical structure extracted at the clustering stage
select key-frame candidates as salient representatives, resulting in an over-segmented
dataset, as described in Section 3.1.1. In addition, to extract key-frames and cluster
images to analyse the underlying structure of the overall image dataset, a fast graph-
based algorithm is described in Section 3.1.2.
3.1.1 Video frame selection
In order to achieve fast frame grouping and minimize the perceptual redundancy, K-
means clustering algorithm is utilised. This approach is used not only to exploit the
algorithms efficiency and robustness, but also to perform unsupervised processing once
the number of clustering groups has been estimated.
The traditional approach to the K-means clustering algorithm used for key-frame
extraction is to treat every frame of the video as a point in an N -dimensional feature
space. Here, we use 128-bin HSV colour histogram as the feature vector. Using an
iterative approach, the cluster centres and group memberships are updated in each
iteration in order to minimise intra-group distances. Finally, the point nearest to the
clustering centre is selected as the key-frame candidate of the group.
The main drawbacks of this algorithm are a need to determine the number of
cluster centres a-priori and the initialisation the centres. Since our goal is only to
remove redundancy by over-segmenting the dataset, the number clusters K have been
established empirically. For a video with the frame-rate of 30fps, a ratio of 90 frames per
6group generates on an average one key-frame candidate for 3 seconds of video, which
is a reasonable assumption. By doing this, we define exactly the number of key-frame
candidates for a given video clip. The number of clusters is thus derived as K = L/90,
where L is the length of video in frames. The initial positions of cluster centres bias
the final grouping of the frames. Thus, in order to achieve an even representation of
the visual content, the locations of the cluster centres will be distributed uniformly
throughout the video sequence.
During the clustering, only the intra-frame distances are calculated. By doing this,
the iterative calculation of exact position of the cluster centre is avoided, resulting
in a faster algorithm convergence. Following this approach, the number of key-frame
candidates will be higher than the number of shots in the video and many perceptually
similar frames will be generated. However, by applying the unsupervised clustering
method described in following Section 3.1.2 that balances locally greedy search and
global optimisation, a set of video key-frames is generated and used for image-based
search and browsing.
3.1.2 Graph-based clustering
As we already stated, having in mind he goal of system scalability and algorithm
complexity nearly linear to the number of key-frames, a specific graph based clustering
algorithm is utilised [15]. Although initially formulated in the image segmentation
context, this algorithm can be extended to a more generic dataset scenario. Its ability
to preserve detail in low-variability clusters while ignoring detail in high-variability
regions maintains notion of global features of the dataset in the process of making
greedy decisions locally.
Following a common approach to graph based image clustering, this method forms
edges of a graph G = (V,E), where each image corresponds to a node vi ∈ V in the
graph, and certain images are connected by undirected edges (vi, vj) ∈ E. Weights of
each edge w(vi, vj) measure the dissimilarity between the two corresponding images.
The graph node grouping is defined by a graph predicate D(c1, c2), which evaluates
if the two clusters c1 and c2 should stay disconnected by comparing inter and intra
cluster differences, as depicted in Figure 3 and following equations:
D(c1, c2) : Ext(c1, c2) > mInt(c1, c2) (1)
The internal difference of a cluster c is defined as the largest weight in the minimum
spanning tree MST (c, E) of the cluster c:
Int(c) = max
e∈MST (c,E)
w(e) (2)
The joint internal difference measure mInt(c1, c2) is therefore given as:
mInt = min(Int(c1) + τ(c1), Int(c2) + τ(c2)) (3)
The external difference between two clusters Ext(c1, c2) is the minimum distance
between the two nodes that are members of different clusters:
Ext(c1, c2) = min
vi∈c1,vj∈c2
w(vi, vj) (4)
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Fig. 3 Graph predicate compared inter and intra cluster similarities, maintaining notion of
global features while making greedy decisions locally
The threshold function τ(c) = k/|c|, where k is some constant parameter and |c|
denotes the size of c, controls the degree to which the difference between the two com-
ponents must be greater than their internal differences. The intra component difference
is defined as the minimal weight edge connecting the two components. The technique
adaptively adjusts the merging criterion based on the degree of variability in neigh-
bouring regions of the dataset. The node grouping is iteratively repeated until there is
no more component merging.
4 Experimental results
The proposed interactive search and browsing interface has been evaluated in three
different application scenarios. The first scenario comprised an image search task in
minimal time, focusing on the overall intuitiveness and efficiency of the system. The
second user study comprised three sub-tasks of selecting a set of personal photos de-
picting an event, a holiday and the whole year. Finally, in order to investigate usability
of the system on video medium, an interactive video search task defined by a sentence
has been set, and the achieved list of retrieved results was tested for its precision and
recall.
In order to conduct these experiments, the proposed system is designed to record
the user history, e.g. images they selected, timings and locations of user clicks, user
satisfaction, etc. Thus, the users initial screen shows the favourite 45 images from the
user history. Otherwise, if the user has never used the tool before, it will display random
49 images from the database on the initial screen.
4.1 Interactive image search
The image repository used is a selection of cca. 3000 colour images from the Corel image
database. In order to test the effectiveness of the search and browsing tool, the database
subset includes multiple semantic concepts such as the wild animals (leopard, eagle,
fox, etc.), nature scenery (forest, ocean, etc.), historical buildings (western temples,
Asian buildings, etc.), portrait, plants (flower, garden, etc), etc. A sample
8The subjective tests were conducted by inviting 26 people to join the challenge Find
me a postcard [16]. The challenge comprised finding 5 images from a set of 3000 only by
means of interactive interface described above. Of 26 people involved, 18 persons were
male, and 17 had the advanced computer knowledge. All users were using the tool for
the first time and the only requirement was to have a basic knowledge of manipulation
with a mouse. The gender, racial and cultural diversity of the subjects was balanced.
The task was to find the 5 fixed images in the predefined order. The content of
the five images was varied, as presented in the Figure 4. We recorded the full browsing
system state for every user step, which included indexes of all images on the screen,
their positions, user selection and timing. This has enabled us to fully reproduce the
browsing process for each user and analyse achieved results.
Fig. 4 Images used as queries in the interactive image search task
The basic statistics of the experimental results shows that the average time for a
user to finish the whole experiment is 8 minutes and 20 seconds in 50 mouse clicks.
This gives an average of around 100 seconds time and 10 mouse clicks needed for a
user to find an image from the database of 3000 images. Assuming that in the case of
thumbnail presentation users need to inspect all images from the data set, the average
number of images inspected by using the FreeEye tool is 6 times smaller.
In order to evaluate the interface intuitiveness, the user history records are studied.
The Figure 5 shows users browsing paths and distribution of user clicks for all 26 users
in all 5 tasks. The left column of the Figure 5 presents the distance between the
desired image and the central image for each user click from the start of the task until
the desired image is found. The right column in the Figure 5 shows a histogram of user
clicks needed to find the desired image for all 5 tasks.
From all 5 browsing paths, it is observable that after only a few clicks, the trend
of the distance curves is to fall towards zero. This means that the users were rapidly
converging towards the goal of the task just after a couple of clicks, implying systems
intuitive character. This trend is obvious in the 2nd, 3rd and 5th task, while the initial
task and the 4th task that was a more difficult one, demonstrated the same convergence,
but required more user clicks.
9Fig. 5 Convergence of the five search tasks and the corresponding distribution of clicks for
all users in the interactive image search task
Since the timing and user clicks directly depend upon the difficulty of the task,
we studied the distribution of the number of user clicks required to find the desired
image in the database. From the histograms shown in the right column of the Figure 5,
it can be observed that the distributions become increasingly skewed in a positive
sense (right-skewed) as the users progress through the tasks. This represents that more
users require less iterations to find the desired image as they use the interface. This
characteristic demonstrates that without any assistance, users intuitively learn how to
efficiently use the interface, regardless of the task difficulty. The same conclusions were
made while studying the distribution of time required to find the desired image for
each user.
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Fig. 6 Spatial distribution of user clicks in the interactive image search task
In addition to the click and time statistics, we have studied the spatial distribution
of positions of images selected by users. As depicted in the Figure 6, where the region
brightness represents frequency of its selection, images in the second level (neighbouring
frames of the central image) are selected more often than images in the third level.
However, some of the random images in the four corners were occasionally selected,
mainly to move away from the currently displayed set of images and test where they
would take the user in his search attempt. Furthermore, the top area of the second level
was slightly more popular than bottom area, while the right side was a more popular
than left side.
4.2 Photo selection task
In order to evaluate the proposed system in a photo selection scenario, we conducted
five user trials [17]. The recruited participants were 3 women and 2 men aged 24-32, and
all but one had a computer science background. For each trial the participant brought
a set of their own digital photos. The number of photos brought by each participant
ranged from 1385 to 1664. For each participant there were three separate tasks. The
first task was to select photographs from a short-time event (1-2 days) to be sent by
email to someone. The second task was to select photographs from a long time event
(more than two days) to be uploaded to a web page or shown to someone. The third task
was to select photographs for a book representing events and happenings in the past
6-12 months. For each task the participants were asked to think about specific people
they would show the photographs to. The selected photographs were not actually sent
or shown to anyone outside the trials. After each task the participants were asked a
set of questions about the tool, the event, and photographs. The participants were
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Table 1 Quantitative results of the user study
selected photos time spent clicks sec/click sec/photo
Task 1 10.4 1:52 16.8 6.65 10.7
Task 2 15.6 5:36 49.2 6.82 21.5
Task 3 23.4 6:16 56.6 6.65 16.1
Table 2 User satisfaction results
Task 1 Task 2 Task 3 ALL
How well the tool helped to select? 3.9 3.1 4.1 3.7
How well the selected photos reflected the event? 4.5 3.9 4.6 4.3
Compared to regular way of selection 4.2 3.3 4.1 3.9
also asked to give a score from 1-5 on how well the tools represented the events, how
well the tool helped them to find photographs, and how the tool compared to their
regular ways of selecting photographs. The answers to these questions are summarised
in Table 2. For each task the number of clicks and the time spent was measured, as
well as the number of photos selected (see Table 1).
The short events the participants searched photos for were a birthday party, roller
skating, and holiday trips. For the long events the participants all had a trip: hiking,
traveling, and a long roller skating trip. For the yearbook task whole set of images was
used and no temporal or event restrictions were given. The participants selected about
10-20 in each task to be sent to friends, family, or people who were in the photographs.
In the case of the yearbook, the participants made the book mainly for themselves and
planned to show it to friends and family.
The participants were satisfied on how well the photos they selected represented
the event. In the long event task (task 2) they reported that they felt that they missed
some photographs they would have liked to have. In the short event they felt that no
photographs were missing, and in the yearbook task one participant reported that he
got almost all of them, and another participant felt that she missed 5-6 photographs.
As seen in Table 2, the participants were very happy with the photographs they had
selected in tasks 1 and 3. In task 2 they thought they had missed some, but felt content
anyway.
Overall, the FreeEye tool was scored high in our trials. As shown in Table 2, the
overall average score for how well the tool helped the user in selecting photographs
was 3.7 on a scale from 1-5 (1=terrible, 5=very good). Compared to the participants
regular ways of selecting photographs for similar tasks it scored 3.9 on a scale of 1-5
where 3 was as good as their regular one and 5 was much better. All but one of the
participants used Windows operating systems user interface to select their photographs,
and the tool was considered better than Windows OS (average score of 4.1). The one
participant used Picasa and he thought the tool was as good as Picasa (score of 3).
Generally the tool was thought to be good in recollecting events and photographs
taken. The way in which it showed forgotten photographs was mentioned as a positive
thing. One of the main issues the participants had with the tool was that if they had
a particular photograph in their mind, it was not always easily found. Especially Task
2 (long event) was considered harder to do than the other tasks because there were
more pictures than in a short event and unlike the yearbook task, the long event was
restricted in time. The quantitative data in Table 1 supports this: more time was spent
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per chosen photograph than in the other tasks, although the time spent between clicks
was not significantly different.
4.3 Video browsing and interactive search
In order to conduct evaluation of the proposed system in the context of video brows-
ing and summarisation, the experiments were based on the TRECVID benchmarking
tasks and content. This content is provided by NIST as the benchmarking material for
evaluation of video retrieval systems. Specifically, material targeting the TRECVID
interactive search task in 2009 has been used, and one representative screenshot of the
interactive video search task is given in Figure 7.
Fig. 7 A screenshot of the interface in the interactive video search task
The interactive search task is defined by a sentence describing required content to
be retrieved from the repository. These sentences are called topics. There were 24 search
topics, and the FreeEye system was used to browse through the video key-frames and
locate all instances that match the topic. The Figure 8 shows timing of the interactive
searches per topic.
As envisaged, the precision of the results is very high, as depicted in Figure 9, due
to the human decision maker. However, the recall results are very limited, since of
possible 10619 relevant shots for the 24 topics, user detected only 1176. Nevertheless,
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Fig. 8 Timing of the interactive video search task
of all TRECVID participants in 2009, we have scored top to average results, without
involving any training or recognition.
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Fig. 9 The precision scores for interactive video search task in TRECID 2009
5 Conclusions
In this paper we have introduced a novel interactive interface for intuitive search and
browsing of image and video collections. The presented interface is targeting a multi-
tude of applications: from browsing of personal photo collections, selecting a year photo
book to video summarisation and content-based retrieval. From the initial experimen-
tal results, the system is very usable and intuitive, while offering pleasant browsing of
visual data and often offering new perspectives of the same dataset by making surpris-
ing links between the data subsets. In addition, the users could manipulate the visual
interface without any specific introduction. Finally, the knowledge discovery element
of four random images in the corners of the display has been proven as a very useful
tool of the interface.
Having in mind that our research interest is in building a user interface that lever-
ages available information to facilitate the photo browsing, search and selection process,
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not to automate it, the results of the user studies are promising. The photo selection
from increasingly large personal collections is a common task for a variety of situa-
tions. For that reason we have built a tool where the user is in charge and does the
final selection. In our tool we used only the visual similarity information to help the
user select photos for emailing, uploading, or making a book. Surprisingly, the visual
similarity was considered helpful and as the scores of our trial show the participants
were quite happy with the tool and the selected photographs. The evaluation outcomes
can be summarised as follows:
– The selected photographs reflected the events very well (4.3/5)
– The tool was considered helpful (3.7/5), and better or as good as their existing
ones (3.9/5)
– The participants selected on average 10-23 photographs, and spent from 2-6 minutes
in selecting the photographs.
What we learned from our trial was that our tool seems to work well with personal
collections: the participants knew their own photographs which helped them to feel in
control. This became especially clear with one participant who had in her collection
also photographs taken by someone else. This caused confusion and a feeling of being
lost. The strength of our tool is that it is a general tool that is not coupled with
any particular task or with any particular system. The other main strength is that
according to our user trial, people found it useful and helpful.
The results from the interactive search experiments with video collections demon-
strate that through intuitive interaction users can find very specific content with very
high precision, yet having a pleasant and fun user experience. The tool in its simplicity
has potential as a general user interface for selecting media from a large collection.
In future research, we are adding other similarity measurements to the user inter-
face: location, people, tags, and time. We are also planning to add controls for the user
to change the importance of a parameter at any time (e.g., location similarity is more
important than visual similarity).
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