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Abstract
In this paper we propose a generalization of the concept of the local property for diver-
gence measures. These new measures will be called g-local divergence measures, and we study
some of their properties. Once this family is deﬁned, a characterization based on Lings theo-
rem is given. From this result, we obtain the general form of g-local divergence measures as a
function of the divergence in each element of the reference set; this study is divided in three
parts according to the cardinality of the reference set: ﬁnite, inﬁnite countable or non-count-
able. Finally, we study the problem of componible divergence measures as a dual concept of g-
local divergence measures.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Recently, Montes [10,11] has developed the concept of divergence measures
between two fuzzy subsets. Her approach is based on three axioms modelling the
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minimal requirements for a function that tries to measure the separation or diﬀer-
ence between two fuzzy subsets.
From this ﬁrst deﬁnition, it is possible to deﬁne measures of divergence between
two fuzzy partitions [13] and, at the present time, the applications of these measures
to the Theory of fuzzy questionnaires are being studied [14]. On the other hand,
divergence measures have revealed themselves as an interesting tool in Decision
Making [9].
However, an important problem in the theory of divergence measures derives
from the fact that the conditions of divergence measure are too general and thus,
the class of all divergence measures is very wide. As a consequence, it is rather hard
to ﬁnd properties beyond the axioms. This leads us to work with diﬀerent subclasses
of divergence measures, considering additional properties.
Among all these subclasses, the most important ones from a mathematical point
of view and also in terms of the interpretation, are the so-called local and compon-
ible divergence measures.
Unfortunately, the local (resp. componibility) property is too restrictive in many
problems. The goal of this paper is to deﬁne a new property, that we will call g-local
property for generalized local property, extending the local property and increasing
the practical situations in which it can be applied, but keeping at the same time its
mathematical properties.
The paper is organized as follows: next section is devoted to preliminary con-
cepts and results that we will need in the rest of the paper. Then, in Section 3
we deﬁne g-local divergence measures and we study some of their properties; we
also give a representation theorem based on Lings theorem. In Sections 4 and 5
we study the consequences of this result for ﬁnite, inﬁnite countable and inﬁnite
non-countable references. In Section 6 we deal with the problem of componibility.
Sections 7 is devoted to conclusions, open problems and it is followed by
acknowledgements.
2. Basic concepts
Let us start with the basic concepts and results that will be needed throughout the
paper. In the sequel, we will use the following notations: X is the reference set; crisp
subsets of X are denoted by capital letters A,B and so on, while fuzzy subsets are de-
noted by eA; eB; . . .; the set of all crisp subsets of X is denoted by PðXÞ and the set of
all fuzzy subsets by ePðXÞ. The membership function of the fuzzy subset eA at the
point x 2 X will be denoted by eAðxÞ. We will also consider the standard fuzzy union,
fuzzy intersection and fuzzy complementary, i.e.
ðeA [ eBÞðxÞ ¼ maxfeAðxÞ; eBðxÞg;
ðeA \ eBÞðxÞ ¼ minfeAðxÞ; eBðxÞg;
eA
cðxÞ ¼ 1 eAðxÞ:
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We will denote by eE the equilibrium subset, i.e. the subset such that
eEðxÞ ¼ 1
2
; 8x 2 X. Finally, we will denote by eAC the fuzzy subset deﬁned for any
C 2 PðXÞ by
eACðxÞ ¼
eAðxÞ if x 2 C
0 otherwise
( )
¼ eA \ CðxÞ; 8x 2 X:
Deﬁnition 1. Let eA be a fuzzy subset of X. We will call the crisp subset closest to eA
the subset given by:
N
eA
ðxÞ ¼ 1 if
eAðxÞ P 1
2
;
0 otherwise:
(
Deﬁnition 2 ([12]). Let X be a reference set. A function D : ePðXÞ  ePðXÞ7!R is
called a divergence measure between two fuzzy subsets (or divergence measure) if
and only if it satisﬁes the following conditions for all eA; eB; eC 2 ePðXÞ:
1. DðeA; eAÞ ¼ 0.
2. DðeA; eBÞ P 0.
3. DðeA; eBÞ P minfDðeA [ eC ; eB [ eCÞ; DðeA \ eC ; eB \ eCÞg.
First and second axioms are obvious. The third axiom models the fact that when
joining (resp. intersecting) both eA and eB with another fuzzy subset eC , the divergence
should decrease, as eA [ eC and eB [ eC (resp. eA \ eC and eB \ eC) are more similar than
eA and eB (see Fig. 1 below for a graphical interpretation of this axiom, in which the
divergence is deﬁned as the area between the fuzzy subsets).
Deﬁnition 3 ([12]). Let X be a ﬁnite reference set. A divergence measure D is said to
be a local divergence measure if and only if
DðeA; eBÞ  DðeA [ Xi; eB [ XiÞ ¼ gðeAðxiÞ; eBðxiÞÞ; 8xi 2 X;
A=AUC
C=BUC
B
Fig. 1. A graphical interpretation of third axiom of divergence measures.
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where
XiðxÞ ¼ 1 if x ¼ xi;
0 otherwise:

It must be noted that in Deﬁnition 3, X is supposed to be a ﬁnite set. An extension of
this deﬁnition for inﬁnite reference sets can be found in [6].
For this special class of divergence measures the following result can be proved
[10,12]:
Proposition 1. If we have a finite set X, then D is a local divergence measure if and
only if there exists an application h : ½0; 1  ½0; 17!R such that
DðA;BÞ ¼
Xn
i¼1
hðAðxiÞ;BðxiÞÞ; ð1Þ
satisfying the following conditions:
• h(x,y) = h(y,x),"x,y 2 [0,1];
• h(x,x) = 0,"x 2 [0,1];
• h(Æ, y) is a non-increasing function on [0,y] and non-decreasing on [y,1].
Remark that for local divergence measures each coordinate is independent of the
others and they are all equally important.
It is straightforward to see that the conditions for h in Proposition 1 are the same
as those for divergence measures over a single reference set. Then, we conclude that
when a divergence measure D presents the local property, it can be decomposed as
the sum of the divergences of the coordinates or, in other words, D can be deﬁned
from a divergence measure h applied over each coordinate.
Deﬁnition 4 ([8]). A binary operator ?: [0, 1] · [0,1]# [0,1] is called a t-conorm if
and only if it satisﬁes the following conditions:
1. 0?x = x,"x 2 [0, 1], 1 ? 1 = 1 (boundary conditions).
2. u?v = v?u.
3. If u < u 0 then u ? v  u 0 ? v.
4. ? is associative.
A binary operator >:[0, 1] · [0, 1]# [0, 1] is called a t-norm if it satisﬁes conditions
2, 3 and 4, and 1 is substituted by
(1 0) 1>x = x,"x 2 [0, 1], 0 > 0 = 0.
The following result, based on Lings theorem [7], characterizes t-conorms:
Theorem 1 ([3]). Let D ¼ fðai; biÞji 2 N  Ng be a countable family of open disjoint
subintervals of [0,1], and let F ¼ ffi : ½ai; bi 7! Rji 2 Ng be a family of continuous
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and strictly increasing functions with fi(ai) = 0. Then, the map ? defined on
[0,1] · [0,1] = [0,1]2 by
x ? y ¼ f
ð1Þ
i ½fiðxÞ þ fiðyÞ if x; y 2 ðai; biÞ;
supðx; yÞ otherwise:
(
where f ð1Þi ðzÞ ¼ f 1i ½minfz; fiðbiÞg is the pseudo-inverse function of fi, is a t-conorm.
Conversely, any continuous t-conorm has this form, with a suitable choice of D and F.
The function fi is called the additive generator of the t-conorm with respect to the interval
[ai,bi].
A dual theorem can be stated for t-norms.
Consider the subset D = [0,1]  [i2N(ai,bi). This subset is closed and completely
determines the family D.
Deﬁnition 5 ([3]). Any element in D is called idempotent.
Idempotent elements satisfy the following property:
x 2 D () x ? x ¼ x:
Let us now turn to the concept of fuzziness. We need a previous deﬁnition.
Deﬁnition 6. Consider eA; eB 2 ePðXÞ. Subset eA is said to be sharper than eB, and we
will denote it by eA  eB if and only if "x 2 X, either eAðxÞ 6 eBðxÞ 6 1
2
or eAðxÞ P
eBðxÞ P 1
2
.
Deﬁnition 7 ([4]). A measure of fuzziness is a real function f : ePðXÞ7!R, satisfying
for any eA; eB 2 ePðXÞ:
• f ðeAÞ ¼ 0() eA 2 PðX Þ.
• If eA  eB, then f ðeAÞ 6 f ðeBÞ.
• f attains the maximum value in eE.
• f ðeAÞ ¼ f ðeAcÞ.
Deﬁnition 8 (see e.g. [2]). A fuzzy measure is a map m : ePðXÞ 7! ½0;M  with the fol-
lowing properties:
• mð;Þ ¼ 0; mðXÞ ¼ M .
• eA  eB ) mðeAÞ 6 mðeBÞ.
This deﬁnition extends for fuzzy subsets the one given by Sugeno in [15].
3. g-local divergence measures
Let us now deﬁne the concept of g-local divergence measure. The concept of local-
ity is based on the notion of diramativity which appears in Information theory. This
property is given by the following deﬁnition.
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Deﬁnition 9 ([5]). Given an uncertainty measure H, we say that it veriﬁes the
diramativity property if and only if
Hnþ1ðA01;A001;A2; . . . ;AnÞ  HnðA01 [ A001;A2; . . . ;AnÞ ¼ GðA01;A001Þ:
The following can be proved:
Proposition 2. An uncertainty measure H has the diramativity property if and only if
HðA1; . . . ;An;B1; . . . ;BmÞ ¼ HðA1; . . . ;An;BÞ þ HðA;B1; . . . ;BmÞ  HðA;BÞ;
in which A ¼ [ni¼1Ai;B ¼ [mi¼1Bi.
This last formula has been generalized in [1] to
HðA1; . . . ;An;B1; . . . ;BmÞ ¼ UðHðA1; . . . ;An;BÞ;HðA;B1; . . . ;BmÞ;HðA;BÞÞ:
ð2Þ
We will follow the same way to generalize the concept of local divergence measure.
Let us consider a reference set X (ﬁnite or inﬁnite) and a local divergence measure D.
Let eA; eB be two fuzzy subsets of X and consider a crisp partition in two subsets
{X1,X2} of X. Let us deﬁne eA1; eA2; eB1; eB2 by
eAiðxÞ ¼
eAðxÞ if x 2 Xi
1 otherwise
(
; eBiðxÞ ¼
eBðxÞ if x 2 Xi
1 otherwise
(
; i ¼ 1; 2:
The property
DðeA; eBÞ ¼ DðeA1; eB1Þ þ DðeA2; eB2Þ; ð3Þ
of the classical locality can be extended to the generalized on Eq. (2), thus obtaining:
DðeA; eBÞ ¼ UðDðeA1; eB1Þ;DðeA2; eB2ÞÞ: ð4Þ
Remark that U is associative: to show this, just consider a partition of X in three sub-
sets {X1,X2,X3}. Then,
DðeA; eBÞ ¼ UðDðeA1; eB1Þ;DðeA2 [ eA3; eB2 [ eB3ÞÞ
¼ UðDðeA1; eB1Þ;UðDðeA2; eB2Þ;DðeA3; eB3ÞÞÞ:
On the other hand
DðeA; eBÞ ¼ UðDðeA1 [ eA2; eB1 [ eB2Þ;DðeA3; eB3ÞÞ
¼ UðUðDðeA1; eB1Þ;DðeA2; eB2ÞÞ;DðeA3; eB3ÞÞ;
whence the associativity.
Moreover, U is commutative. Let us now impose the following properties:
• u < u 0 ) U(u,v) 6 U(u 0,v).
• U(0,v) = v.
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When D is a local divergence measure, then U(x,y) = x + y, and it is clear that in
this case U satisﬁes these properties.
This leads us to the following deﬁnition:
Deﬁnition 10. Given a divergence measure D over a reference set X, we say that D is
a g-local divergence measure if and only if for any partition of X in two subsets
{X1,X2}, it is
DðeA; eBÞ ¼ UðDðeA1; eB1Þ;DðeA2; eB2ÞÞ; ð5Þ
where U satisﬁes
1. U(u,v) = U(v,u).
2. u < u 0 ) U(u,v) 6 U(u 0,v).
3. U is associative.
4. U(0,v) = v.
In this deﬁnition we are dividing our reference set X in two new reference
sets X1,X2, and deﬁning new divergence measures D1,D2 from D in each reference
set.
Remark that in the deﬁnition of eAi; eBi, we have chosen the value 1 (the maximal
possible value for the membership function) for coordinates xj 62 Xi. Remark that (3)
also holds if we had chosen the value 0 instead of 1. The reason is that 0 is a neutral
element while 1 is the absorbent. If we had chosen 0, the interpretation should be
that we are joining two referential sets, where in each of them a divergence measure
has been deﬁned, and we are trying to deﬁne a new divergence measure; we will come
back to this case in Section 6.
Of course, a local divergence measure is a g-local divergence measure. Let us now
give an example of a g-local divergence measure that is not local:
Example 1. Consider DðeA; eBÞ ¼ supx2XjeAðxÞ  eBðxÞj. It is clear that this divergence
measure is a g-local divergence measure with U(x,y) = sup{x,y}, but it is not a local
one.
In next proposition, we list some properties of g-local divergence measures.
Proposition 3. Let D be a g-local divergence measure. Then, 8eA; eB; eC 2
ePðXÞ; 8Z; V 2 PðXÞ:
• DðeA; eBÞ ¼ DðeA [ eB; eA \ eBÞ.
• DðeA [ Z; eB [ ZÞ ¼ DðeA \ Zc; eB \ ZcÞ.
• DðeA; eBÞ P supx2XDðeAðxÞ; eBðxÞÞ.
• For any permutation r in X,DðeA; eBÞ ¼ DðeAr; eBrÞ.
• D(Z, Zc) = D(V,Vc).
• DðeA; eBÞ 6 DðZ; ZcÞ.
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• DðeA; eBÞ P minfDðeA; eCÞ;DðeC ; eBÞg, whenever eAðxÞ 6 eCðxÞ 6 eBðxÞ or eAðxÞ P
eCðxÞ P eBðxÞ; 8x 2 X.
Proof. The proof is straightforward. It just suﬃces to translate the proofs for the
local case that appear in [10] for the g-local case. We prove the ﬁrst one as an example:
Let us deﬁne X1 ¼ fx 2 XjeAðxÞ P eBðxÞg and X2 ¼ fx 2 XjeAðxÞ < eBðxÞg. Then,
{X1,X2} is a partition of X and applying the deﬁnition of g-locality,
DðeA; eBÞ ¼ UðDðeA1; eB1Þ;DðeA2; eB2ÞÞ:
Now, by the second axiom of divergence, DðeA2; eB2Þ ¼ DðeB2; eA2Þ. Thus,
DðeA; eBÞ ¼ UðDðeA1; eB1Þ;DðeB2; eA2ÞÞ ¼ DðeA1 \ eB2; eA2 \ eB1Þ;
and now, eA1 \ eB2 ¼ eA [ eB, whereas eA2 \ eB1 ¼ eA \ eB. h
As it has been done in [10] for local measures, it is possible to deﬁne measures of
fuzziness from g-local divergence measures:
Proposition 4. Let D be a g-local divergence measure. Then, f1; f2 : ePðXÞ7!R defined
by
f1ðeAÞ ¼ DðZ; ZcÞ  DðeA; eA
cÞ; Z 2 PðXÞ
f2ðeAÞ ¼ DðeA;NeAÞ;
are measures of fuzziness.
We give an example of a divergence measure that it does not present g-locality,
even if the divergence can be decomposed as a function of the divergence on each
coordinate.
Example 2. Consider a ﬁnite reference set and the divergence measure given by
DðeA; eBÞ ¼ Qx2XjeAðxÞ  eBðxÞj. This divergence measure does not satisfy the condi-
tions of Deﬁnition 10 as it can be easily checked (0 is not the neutral element but an
absorbent). We will return to this example in Section 6.
Let us now study the general form of a g-local divergence measure. Remark that
any function U:[0,M] · [0,M]# [0,M] in the conditions of Deﬁnition 10 satisﬁes all
properties of a t-conorm except 1) that changes into
(1 0) 0 ? x = x,"x 2 [0,M],M ?M =M.
Consequently, we can apply Lings theorem and Forte, Benvenuti, Kampe de Fer-
iets result, thus obtaining:
Theorem 2. For any function U in the conditions of Definition 10, it follows that U can
be written as taking a suitable sequence of disjoint open intervals (ai,bi) on [0,M] and
strictly increasing functions fi : ½ai; bi 7!R such that fi(ai) = 0, and putting
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Uðu; vÞ ¼ f
ð1Þ
i ½fiðuÞ þ fiðvÞ if u; v 2 ðai; biÞ;
supðu; vÞ otherwise:
(
in which f ð1Þi denotes the pseudo-inverse function of fi. We will call fi the additive gen-
erator of U over [ai,bi].
Elements that do not belong to
S
i2Nðai; biÞ are therefore idempotent. If the range
of D is [0,M], we will denote by D the set of idempotent elements. It is clear that D is
a closed set and that 0,M 2 D.
At this point, it must be remarked that the only t-conorm satisfying the local
property is the sum. Hence, g-locality provides a wide generalization of locality.
When D is a local divergence measure, then D = {0,M}. However, the converse is
not true, as next example shows:
Example 3. Consider jXj = n and the divergence measure deﬁned by
DðeA; eBÞ ¼ max
X
x2X
jeAðxÞ  eBðxÞj; 1
( )
:
It is straightforward to check that D is a continuous g-local divergence measure for
which U is given by
Uðx; yÞ ¼ 1 if x ¼ 1 or y ¼ 1;
supfxþ y; 1g otherwise:

Therefore, U satisﬁes the conditions of a t-conorm. However, 0 and M = 1 are the
only idempotent elements.
In next sections we will study some consequences of this representation theorem
for diﬀerent choices of the cardinality of X.
4. The case of ﬁnite or countable referential set
Let us start with the ﬁnite case. We have the following:
Proposition 5. Assume X = {x1, . . . ,xn} and consider a divergence measure D. If D is a
g-local divergence measure, then 9gn : Rn 7!R such that
DðeA; eBÞ ¼ gnðh1ðeAðx1Þ; eBðx1ÞÞ; . . . ; hnðeAðxnÞ; eBðxnÞÞÞ;
where, for all i ¼ 1; . . . ; n; hi : ½0; 1  ½0; 1 7!R satisfies the following conditions:
• hi(x,y) = hi(y,x),"x,y 2 [0,1];
• hi(x,x) = 0,"x 2 [0,1];
• hi(Æ, y) is a non-increasing function on [0,y] and non-decreasing on [y,1].
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Proof. By the deﬁnition of the g-local property applied to X1 = {x1},X2 = X  X1, it
follows:
DðeA; eBÞ ¼ UðDðeA1; eB1Þ;DðeA2; eB2ÞÞ ¼ Uðh1ðeAðx1Þ; eBðx1ÞÞ;DðeA2; eB2ÞÞ:
Applying again the deﬁnition for DðeA2; eB2Þ with {x2} and X2  {x2} we have
DðeA2; eB2Þ ¼ Uðh2ðeAðx2Þ; eBðx2ÞÞ;DðeA3; eB3ÞÞ:
Hence,
DðeA; eBÞ ¼ Uðh1ðeAðx1Þ; eBðx1ÞÞ;Uðh2ðeAðx2Þ; eBðx2ÞÞ;DðeA3; eB3ÞÞÞ
¼: g3ðh1ðeAðx1Þ; eBðx1ÞÞ; h2ðeAðx2Þ; eBðx2ÞÞ;DðeA3; eB3ÞÞ:
Iterating this process, we obtain that D can be written as
DðeA; eBÞ ¼ gnðh1ðeAðx1Þ; eBðx1ÞÞ; h2ðeAðx2Þ; eBðx2ÞÞ; . . . ; hnðeAðxnÞ; eBðxnÞÞÞ:
Finally, remark that all functions hi are indeed divergence measures over single ref-
erences. Therefore, they must satisfy the conditions of h in Proposition 1. h
It must be noticed that function gn is the iterated t-conorm U, where the iteration
is justiﬁed by associativity.
As a consequence of this result, we will ﬁnd the value of DðeA; eBÞ for eA; eB 2 ePðXÞ.
We have two diﬀerent situations:
Lemma 1. Assume X = {x1, . . .,xn} and consider a g-local divergence measure D. Let
us denote by D the set of idempotent elements. If maxifhiðeAðxiÞ; eBðxiÞÞg 2 D, then
DðeA; eBÞ ¼ maxifhiðeAðxiÞ; eBðxiÞÞg.
Proof. We will make the proof by induction on the cardinality of X.
If n = 2, then g2 = U and the result holds by Theorem 2.
Suppose n > 2 and that the result holds until n  1. Then,
gnðh1ðeAðx1Þ; eBðx1ÞÞ; . . . ; hnðeAðxnÞ; eBðxnÞÞÞ
¼ gn1ðh1ðeAðx1Þ; eBðx1ÞÞ; . . . ;Uðhn1ðeAðxn1Þ; eBðxn1ÞÞ; hnðeAðxnÞ; eBðxnÞÞÞÞ:
Now, we have two possible cases:
1. If maxfhnðeAðxnÞ; eBðxnÞÞ; hn1ðeAðxn1Þ; eBðxn1ÞÞg ¼ maxfhiðeAðxiÞ; eBðxiÞÞg, then
Uðhn1ðeAðxn1Þ; eBðxn1ÞÞ; hnðeAðxnÞ; eBðxnÞÞÞ ¼ maxfhiðeAðxiÞ; eBðxiÞÞg
and applying the induction hypothesis, the result holds.
2. Otherwise, Uðhn1ðeAðxn1Þ; eBðxn1ÞÞ; hnðeAðxnÞ; eBðxnÞÞÞ < maxfhiðeAðxiÞ; eBðxiÞÞg, as
this last value is idempotent. Applying again the induction hypothesis, the result
holds. h
136 C. Bertoluzza et al. / Internat. J. Approx. Reason. 40 (2005) 127–146
Lemma 2. Assume X = {x1, . . . ,xn} and let us consider a g-local divergence measure
D. Let us suppose that maxifhiðeAðxiÞ; eBðxiÞÞg 2 ðai; biÞ and let us denote by fi the addi-
tive generator of U in (ai,bi). Then, DðeA; eBÞ can be written as
DðeA; eBÞ ¼ f ð1Þi
X
xjjhjðeAðxjÞ;eBðxjÞÞ2ðai ;biÞ
fiðhjðeAðxjÞ; eBðxjÞÞÞ
2
4
3
5:
Proof. We will make again the proof by induction on the cardinality of X.
For n = 2 it is g2 = U and the result holds.
Suppose n > 2 and assume the result holds until n  1. Then,
gnðh1ðeAðx1Þ; eBðx1ÞÞ; . . . ; hnðeAðxnÞ; eBðxnÞÞÞ
¼ gn1ðh1ðeAðx1Þ; eBðx1ÞÞ; . . . ;U½hn1ðeAðxn1Þ; eBðxn1ÞÞ; hnðeAðxnÞ; eBðxnÞÞÞ:
Now, we have three possibilities:
1. If both x ¼ hnðeAðxnÞ; eBðxnÞÞ and y ¼ hn1ðeAðxn1Þ; eBðxn1ÞÞ are in (ai,bi), then
Uðx; yÞ ¼ f ð1Þi ðfiðxÞ þ fiðyÞÞ 2 ðai; bi: ð6Þ
In such a case, we have again two possible cases:
(a) If Uðhn1ðeAðxn1Þ; eBðxn1ÞÞ; hnðeAðxnÞ; eBðxnÞÞÞ ¼ bi, then DðeA; eBÞ ¼ bi by
Lemma 1. On the other hand,
bi P f
ð1Þ
i
X
xjjhjðeAðxjÞ;eBðxjÞÞ2ðai;biÞ
fiðhjðeAðxjÞ; eBðxjÞÞÞ
0
@
1
A P f ð1Þi ðfiðxÞ þ fiðyÞÞ ¼ bi;
whence the result.
(b) If Uðhn1ðeAðxn1Þ; eBðxn1ÞÞ; hnðeAðxnÞ; eBðxnÞÞÞ 2 ðai; biÞ, then f ð1Þi ¼ f 1i in
Eq. (6), and the result holds by the induction hypothesis.
2. If only one of them, say hnðeAðxnÞ; eBðxnÞÞ, is in (ai,bi), then
Uðhn1ðeAðxn1Þ; eBðxn1ÞÞ; hnðeAðxnÞ; eBðxnÞÞÞ ¼ hnðeAðxnÞ; eBðxnÞÞ;
and the result holds applying the induction hypothesis.
3. Otherwise, Uðhn1ðeAðxn1Þ; eBðxn1ÞÞ; hnðeAðxnÞ; eBðxnÞÞÞ < ai, and applying again
the induction hypothesis, the result holds. h
Lemmas 1 and 2 show that, in order to compute DðeA; eBÞ, some coordinates may
not aﬀect the ﬁnal value; in particular, if we are in the conditions of Lemma 1, it suf-
ﬁces to know the value of function hx corresponding the coordinate x where the maxi-
mum is reached. Let us see an example.
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Example 4. Suppose n = 3 and D = [0,0.25] [ [0.75,1]. Let us consider
f1 : ½0:25; 0:75  ½0:25; 0:75 7!R given by f1(x) = x2  0.0625; ﬁnally, hi(x,y) =
jx  yj,"i.
Now, deﬁne the fuzzy subsets eA  ð0:4; 0:5; 0:1Þ and eB ¼ ;. Then, by Lemma 2,
DðeA; eBÞ ¼ f ð1Þ1 ðf1ðeAðx1ÞÞ þ f1ðeAðx2ÞÞÞ ¼ f 11 ð0:285Þ ¼ 0:5895:
On the other hand, if we consider eC  ð0:5; 0:8; 0Þ, then
DðeC ; eBÞ ¼ 0:8;
by Lemma 1.
Let us now turn to the inﬁnite countable case. First, note that, as in the ﬁnite case,
we can deﬁne a function hxðeAðxÞ; eBðxÞÞ; 8x 2 X (consider hxðeAðxÞ; eBðxÞÞ ¼ DðeA1; eB1Þ
with X1 = {x}). Now, the following can be proved:
Theorem 3. Assume X is an infinite countable reference set. Consider eA; eB 2 ePðXÞ
and a continuous g-local divergence measure D.
1. If 9maxx2XfhxðeAðxÞ; eBðxÞÞg, then:
(a) If maxx2XfhxðeAðxÞ; eBðxÞÞg 2 D, then
DðeA; eBÞ ¼ max
x2X
fhxðeAðxÞ; eBðxÞÞg:
(b) Suppose maxx2XfhxðeAðxÞ; eBðxÞÞg 62 D and assume maxx2XfhxðeAðxÞ; eBðxÞÞg 2
ðai; biÞ. Then,
DðeA; eBÞ ¼ f ð1Þi
X
xjhxðeAðxÞ;eBðxÞÞ2ðai;biÞ
fiðhxðeAðxÞ; eBðxÞÞÞ
0
B
@
1
C
A:
2. If 9=maxx2XfhxðeAðxÞ; eBðxÞÞg, then:
(a) If supx2XfhxðeAðxÞ; eBðxÞÞg 2 D ½[i2Nbi, then
DðeA; eBÞ ¼ sup
x2X
fhxðeAðxÞ; eBðxÞÞg:
(b) If supx2XfhxðeAðxÞ; eBðxÞÞg 2 ðai; bi, for some i 2 N, then
DðeA; eBÞ ¼ f ð1Þi
X
xjhxðeAðxÞ;eBðxÞÞ2ðai;biÞ
fiðhxðeAðxÞ; eBðxÞÞÞ
0
B
@
1
C
A:
Proof. Given eA; eB, let us deﬁne the families of fuzzy subsets feAngn2N; feBngn2N by
eAnðxiÞ ¼
eAðxiÞ if i 6 n;
0 otherwise;
(
eBnðxiÞ ¼
eBðxiÞ if i 6 n;
0 otherwise:
(
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Then, as eAn ! eA and eBn ! eB, it follows that DðeAn; eBnÞ ! DðeA; eBÞ; by the continu-
ity of D.
Suppose 9maxx2XfhxðeAðxÞ; eBðxÞÞg 2 D. Suppose indeed that this maximum is
reached in xi. Then, for n P i,
DðeAn; eBnÞ ¼ gnþ1ðhx1ðeAnðx1Þ; eBnðx1ÞÞ; . . . ; hxnðeAnðxnÞ; eBnðxnÞÞ;Dð;; ;ÞÞ
¼ hxiðeAnðxiÞ; eBnðxiÞÞ;
by Lemma 1, whence
DðeA; eBÞ ¼ hxiðeAðxiÞ; eBðxiÞÞ:
On the other hand, suppose 9maxx2XfhxðeAðxÞ; eBðxÞÞg 2 ðai; biÞ. Suppose indeed that
the maximum is reached in xj. Then, for n P j, by Lemma 2,
DðeAn; eBnÞ ¼ gnþ1ðhx1ðeAnðx1Þ; eBnðx1ÞÞ; . . . ; hxnðeAnðxnÞ; eBnðxnÞÞ;Dð;; ;ÞÞ
¼ f ð1Þi
X

fiðhxk ðeAðxkÞ; eBðxkÞÞÞ
 !
;
where the sum applies to
 ¼ fxkjhxk ðeAðxkÞ; eBðxkÞÞ 2 ðai; biÞ; k 6 ng:
Now, taking limits, we obtain that
DðeA; eBÞ ¼ f ð1Þi
X

fiðhxðeAðxÞ; eBðxÞÞÞ
 !
;
where the sum applies to
 ¼ fxkjhxk ðeAðxkÞ; eBðxkÞÞ 2 ðai; biÞg:
Suppose on the other hand that the supremum is not reached. In order to simplify
the formulas, let us denote P ¼ supx2XfhxðeAðxÞ; eBðxÞÞg.
If P 2 D  [[i2Nbi], then, $j such that P 2 (bj,aj+1]. Besides, there exists i such that
hxiðeAðxiÞ; eBðxiÞÞ > bj. Thus, for n P i, by Lemma 1,
DðeAn; eBnÞ ¼ gnþ1ðhx1ðeAnðx1Þ; eBnðx1ÞÞ; . . . ; hxnðeAnðxnÞ; eBnðxnÞÞ;Dð;; ;ÞÞ
¼ sup
k
hxk ðeAnðxkÞ; eBnðxkÞÞ;
and then
DðeA; eBÞ ¼ sup
k
fhxk ðeAðxkÞ; eBðxkÞÞg ¼ P :
Finally, assume P 2 (aj,bj]. Then, there exists i such that hxiðeAðxiÞ; eBðxiÞÞ > aj. Thus,
for n P i, by Lemma 2,
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DðeAn; eBnÞ ¼ gnþ1ðhx1ðeAnðx1Þ; eBnðx1ÞÞ; . . . ; hxnðeAnðxnÞ; eBnðxnÞÞ;Dð;; ;ÞÞ
¼ f ð1Þi
X

fiðhxk ðeAðxkÞ; eBðxkÞÞÞ
 !
:
Now, taking limits, we obtain that
DðeA; eBÞ ¼ f ð1Þi
X

fiðhxðeAðxÞ; eBðxÞÞÞ
 !
:
This completes the proof. h
5. The non-countable case
Suppose now that an X is a non-countable reference set. For this case, we will fol-
low the same approach of Bertoluzza and Cariolaro ([2]) in the case of fuzzy mea-
sures of fuzzy subsets. Let us start with a deﬁnition:
Deﬁnition 11. We deﬁne the discriminant element of a pair of fuzzy subsets eA; eB by
CðeA; eBÞ ¼ sup
a;b;C
DðaC; bCÞ;
where C are the crisp subsets of X and a P b are such that
ðeA \ eBÞC  bC  aC  ðeA [ eBÞC:
An example of suitable values of a,b for a given C can be seen in Fig. 2.
A
B
C
  α
β
Fig. 2. A graphical interpretation of CðeA; eBÞ.
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The value of CðeA; eBÞ can be computed using next proposition:
Proposition 6. Let D be a divergence measure and for fixed a,b 2 [0,1] let us define
Ca;b ¼ fx 2 XjðeA [ eBÞðxÞ P a; ðeA \ eBÞðxÞ 6 bg:
Then, CðeA; eBÞ ¼ supa;bDðaCa;b; bCa;bÞ.
Proof. Let us ﬁx a,b. By deﬁnition, ðeA \ eBÞCa;b  bCa;b  aCa;b  ðeA [ eBÞCa;b ,
whence
CðeA; eBÞ P supDðaCa;b; bCa;bÞ:
Now, for any  > 0, there exist a0 P b0 and C 2 PðX Þ such that
ðeA \ eBÞC  b0C  a0C  ðeA [ eBÞC and Dða0C; b0CÞ P CðeA; eBÞ  .
On the other hand, C  Ca0;b0 , and hence Dða0C; b0CÞ 6 Dða0Ca0;b0 ; b0Ca0;b0Þ,
whence
CðeA; eBÞ 6 supDðaCa;b; bCa;bÞ:
This ﬁnishes the proof. h
Note that DðaC; bCÞ 6 DðeA; eBÞ for any crisp subset C satisfying the conditions of
Deﬁnition 11 and then, CðeA; eBÞ is a lower approximation of DðeA; eBÞ.
In order to simplify the results below, we will suppose eAðxÞ P eBðxÞ; 8x 2 X. This
is not restrictive for g-local divergence measures, as we have already proved that
DðeA; eBÞ ¼ DðeA [ eB; eA \ eBÞ (Proposition 3). Now, the following can be shown:
Proposition 7. Let D be a continuous g-local divergence measure. If CðeA; eBÞ 2 D, then
DðeA; eBÞ ¼ CðeA; eBÞ.
Proof. Let us consider the crisp subset of X deﬁned by
x 2 XjeAðxÞ  eBðxÞ P 1
n
 
:
This subset can be partitioned by the family fCni;jgi;j, where
Cni;j ¼ x 2 Xj
iþ 1
n
P eAðxÞ > i
n
;
jþ 1
n
P eBðxÞ > j
n
 
;
i > j; i; j ¼ 0; . . . ; n 1:
Let us now deﬁne:
eAnðxÞ ¼
i
n
if x 2 Cni;j;
eAðxÞ þ eBðxÞ
2
otherwise;
8
>><
>
:
eBnðxÞ ¼
jþ 1
n
if x 2 Cni;j;
eAðxÞ þ eBðxÞ
2
otherwise:
8
>><
>
:
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It is clear that eB  eBn  eAn  eA. Moreover, eAn " eA and eBn # eB; then, by the conti-
nuity of D, it is DðeAn; eBnÞ " DðeA; eBÞ.
If we apply now the deﬁnition of g-local property we obtain
DðeAn; eBnÞ ¼ gm D
i
n
Cni;j;
jþ 1
n
Cni;j
  
i;j
; 0
 !
6 gmðfCðeA; eBÞgi;j; 0Þ ¼ CðeA; eBÞ;
as CðeA; eBÞ 2 D.
Then, taking limits DðeA; eBÞ 6 CðeA; eBÞ and the result is proved. h
What happens when CðeA; eBÞ 62 D?
Lemma 3. Let D be a continuous g-local divergence measure. If CðeA; eBÞ 2 ðai; biÞ,
then DðeA; eBÞ 2 ½CðeA; eBÞ; bi.
Proof. We already know that CðeA; eBÞ 6 DðeA; eBÞ.
Let us consider eAn; eBn as in Proposition 7. Then, we know that
DðeAn; eBnÞ " DðeA; eBÞ.
If we apply the deﬁnition of g-local property we obtain
DðeAn; eBnÞ ¼ gm D
i
n
Cni;j;
jþ 1
n
Cni;j
  
i;j
; 0
 !
6 gmðfCðeA; eBÞgi;j; 0Þ
¼ f ð1Þi ðmCðeA; eBÞÞ 6 bi;
as stated. h
Now, let us give a method for obtaining the exact value of DðeA; eBÞ. This result is
based on the research of Bertoluzza and Cariolaro [2]. They work with fuzzy mea-
sures of fuzzy subsets and they obtain an explicit formula for mðeCÞ. In the following,
we will assume that CðeA; eBÞ 2 ðai; biÞ.
If D is continuous and D(;,;) = 0, D(X,;) =M, then we have that for any
eA; eB 2 ePðXÞ, there exists eC 2 ePðXÞ depending on eA; eB, i.e. eC
eA;eB
such that
DðeA; eBÞ ¼ DðeC ; ;Þ. Consequently, we can deﬁne an equivalence relation over the
set of all pairs of fuzzy subsets and therefore, it suﬃces to obtain the value of
DðeC
eA;eB
; ;Þ. Now, it is easy to prove (see, for example [16]) that
Lemma 4. mðeCÞ :¼ DðeC ; ;Þ is a fuzzy measure over fuzzy subsets.
We are now in conditions to apply the results of Bertoluzza and Cariolaro. They
ﬁnd the value of mðeCÞ from the values of the measure over crisp subsets. Let us de-
note by m this restriction. Analogously, we will denote by U the t-conorm deﬁning m
and by U the t-conorm deﬁning m.
First, for a ﬁxed a 2 [0,1], we deﬁne
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uaðxÞ :¼ mðaCÞ;
where C 2 PðXÞ such that m(C) = x. Now, consider
T 0 :¼ fajuaðMÞ 6 aig:
The idea of this deﬁnition is the following: We consider the a-levels of eC . For some
values of a, we have that mðaF Þ < ai; 8F 2 PðXÞ. These values of a are then excluded
of the evaluation of mðeCÞ as the corresponding a-levels have no inﬂuence in the ﬁnal
value of mðeCÞ. The set of these values of a is T0.
For the other a-levels, a 62 T0, it follows that there exists a minimal measure of the
crisp subset such that mðaF Þ 2 ðai; biÞ. This value is given by
nðaÞ :¼ supfx 2 ½0;M juaðxÞ 6 aig:
In [2], it is shown that the minimal value of m(F) in this conditions is an aj. This leads
us to the following deﬁnition:
T j :¼ fd 2 ½0; 1jnðdÞ ¼ ajg:
However, some of these subsets Tj must be excluded, too. The set of excluded Tj is
given by
T 0j :¼ fd 2 T jj lim
!0
mðeCaþa Þ < ajg
where eC
aþ
a ¼ fx 2 Xja 6 eCðxÞ 6 aþ g. The sets T 0j are indeed the a-levels whose
measure do not reach the minimal value for being in the interval (ai,bi); therefore,
these a-cuts are removed. The remaining a-levels deﬁne the subset J j ¼ T j  T 0j, from
which we deﬁne
Xj :¼ fx 2 XjeCðxÞ 2 J jg:
Then, we have:
Theorem 4 ([2]). Let f be the additive generator of the restriction of U to the interval
(ai,bi), and let fj be the additive generator of the restriction of U to the interval (aj,bj).
Let us define
eCjðxÞ ¼
eCðxÞ if x 2 Xj;
0 otherwise:
(
Then, we have
mðeCjÞ ¼ f ð1Þj
Z
Xj
kðeCjÞdðfj 	 mÞ
" #
;
where k is defined by the solution of equation
mðaCÞ ¼ f ð1Þj ðkðaÞfjðmðCÞÞÞ:
If fj	m is additive, then we can decompose the integral:
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mðeCjÞ ¼ f ð1Þj
X
r
Z
Xj\Xr
kðeCjÞdðfj 	 mÞ
" #
;
where {Xr}r is a collection of disjoint sets such that mðXrÞ < mðXÞ;
P
rmðXrÞ > mðXÞ.
Finally,
mðeCÞ ¼ f ð1Þj
X
j2I
f 	 mðeCjÞ
" #
:
6. The problem of componibility
In this section we study brieﬂy the problem of componibility. Let us return to
Example 2. This example is very special because indeed all coordinates are indepen-
dent of each other and are all equally important. The condition that this divergence
measure does not satisfy is that 0 (i.e. when coordinates are the same) is not the neu-
tral element but the absorbent of function U.
Suppose now normalized divergence measures over two reference sets. Then, if we
join these reference sets and we want to deﬁne a new divergence measure from the
initial ones, it makes sense to consider 0 as absorbent. This translates to the condi-
tion U(u,1) = u. Then, we obtain the following deﬁnition:
Deﬁnition 12. Given a normalize divergence measure D over a reference set X, we
say that D is a componible divergence measure if and only if
DðeA; eBÞ ¼ UðDðeA1; eB1Þ;DðeA2; eB2ÞÞ; ð7Þ
where U satisﬁes
• 1. U(u,v) = U(v,u).
• 2. u < u 0 ) U(u,v) 6 U(u 0,v).
• 3. U is associative.
• 4 0. U(1,v) = v.
It comes out that U is a t-norm, whence we obtain the following representation
theorem:
Theorem 5. For any function U in the conditions of Definition 12, it follows that U can
be written as taking a suitable sequence of disjoint open intervals (ai,bi) on [0,M] and
strictly decreasing functions fi : ½ai; bi 7!R such that fi(bi) = 0, and putting
Uðu; vÞ ¼ f
ð1Þ
i ½fiðuÞ þ fiðvÞ if u; v 2 ðai; biÞ;
infðu; vÞ otherwise:
(
in which f ð1Þi denotes the pseudo-inverse function of fi.
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Then, all the results we have obtained for local divergence measures have their
dual results for componible divergence measures. However, the interpretation is
completely diﬀerent. In the ﬁrst case, we have one divergence measure and we want
to deﬁne two new divergence measures satisfying some properties; in the second case,
we have two divergence measures and we want to deﬁne a new divergence measure
satisfying some conditions over the joint reference set.
7. Conclusions
We have given a generalization of local divergence measures based on the rela-
tionship between local divergence measures and the property of diramativity for
uncertainty measures. This new divergence measures keep most of the properties
of local divergence measures. Also a representation theorem of generalized local
divergence measures is provided based on Lings theorem. Starting from this result,
we have studied in detail the ﬁnite, inﬁnite countable or inﬁnite non-countable cases,
using for the ﬁrst two the Montes approach and for the last one the Bertoluzza and
Cariolaros. Finally, in Section 6 we have introduced the dual concept of componible
divergence measures.
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