In this article we explain how the existing linear response theory of time-dependent density-functional theory can be extended to obtain excitation energies in the framework of time-dependent current-density-functional theory. We use the Vignale-Kohn current-functional ͓G. Vignale and W. Kohn, Phys. Rev. Lett. 77, 2037 ͑1996͔͒ which has proven to be successful for describing ultranonlocal exchange-correlation effects in the case of the axial polarizability of molecular chains ͓M. van Faassen, P. L. de Boeij, R. van Leeuwen, J. A. Berger, and J. G. Snijders, Phys. Rev. Lett. 88, 186401 ͑2002͒; J. Chem. Phys. 118, 1044 ͑2003͔͒. We study a variety of singlet excitations for a benchmark set of molecules. The *← transitions obtained with the VignaleKohn functional are in good agreement with experiment and other theoretical results and they are in general an improvement upon the adiabatic local density approximation. In case of the *←n transitions the Vignale-Kohn functional fails, giving results that strongly overestimate the experimental and other theoretical results. The benchmark set also contains some other types of excitations for which no clear failures or improvements are observed.
I. INTRODUCTION
Time-dependent density-functional theory has the potential to be a very versatile method to calculate excitation and response properties of large molecular systems. The theory is in principle exact and for many systems even simple approximations for the exchange-correlation potential yield a method that becomes competitive in accuracy with other advanced many-particle approaches. [1] [2] [3] However, in some cases simple approximations like the standard adiabatic local density approximation ͑ALDA͒ do not suffice.
An important example is the static axial polarizability of conjugated oligomers, which is greatly overestimated within the ALDA. This local approximation and also more advanced generalized gradient approximations are unable to describe the highly nonlocal exchange and correlation effects found in these quasi-one-dimensional systems. 4, 5 One route to overcome these shortcomings is to employ optimized effective potentials 6 derived from the energy functional that includes exact exchange ͑see Refs. 7 and 8, and references therein͒, or approximations to this potential such as the Krieger-Li-Iafrate 9 and common-energy-denomenator approximations. 10, 11 In our previous works, Refs. 12 and 13, we have found a successful alternative approach towards the solution of this longstanding problem by using time-dependent currentdensity-functional theory, in which we describe ultranonlocal exchange-correlation effects within a local current description. For this we used the Vignale-Kohn ͑VK͒ currentfunctional. They were the first to propose such a functional 14, 15 in which the current-density is used as a local indicator of global changes. From a careful analysis of the weakly inhomogeneous perturbed electron gas they arrived at an expression 14 -17 for the first-order induced exchangecorrelation contributions in the form of a viscoelastic stress field.
For the prototype polyacetylene and many other systems the results obtained significantly improved upon the ALDA results and were in excellent agreement with high level ab initio quantum chemical methods. However, we also observed that a similar large correction was not obtained for a hydrogen chain having alternating bond lengths that is seen as a theoretical model for conjugated systems ͑see Ref. 18 , and references therein͒. This indicates that the VK functional is not able to describe all features necessary for a correct description of the axial polarizability.
To test the VK functional further, we calculated excitation energies for a collection of molecules and analyze the way in which the VK-functional modifies the ALDA results for the excitation properties. This benchmark set mainly consists of the collection of molecular excitations devised by Parac and Grimme 19 to benchmark their multireference second-order Møller-Plesset ͑MR-MP2͒ method. They chose their set such that accurate experimental data are available and that a broad range of chemical sturctures with states of nontrivial electronic character is covered. For our purpose we added three other excitations to this set: the prototype *← excitation in ethylene and the prototype *←n ex-citation in formaldehyde, and finally as example of an excitation in a molecular chain the 1 1 B u *← excitation in trans- 1,3,5,7,9-decapentaene. In this article we will describe the theory needed to obtain excitation energies within the time-dependent currentdensity-functional approach and we will present and discuss our results for the benchmark set of molecules. In a future article we will study the excitation energies for the long molecular chains as a function of chain length.
II. THEORY A. Excitation energies within time-dependent current-density-functional theory
The theory behind the calculation of excitation energies within the TD-DFT is extensively studied. Good descriptions of this theory can be found in Refs. 2, 20, 21 . To use a functional that is dependent on the current-density, such as the Vignale-Kohn ͑VK͒ functional, one needs to extend this theory to time-dependent current-density-functional theory ͑TD-CDFT͒. Because much of the derivations are analogues to the ordinary TD-DFT case we will focus here on the differences needed to include the current density.
We will consider the response of systems with a ground state that is described within a spin-restricted formulation. However, we consider the response for each spin component separately. The time-dependent Kohn-Sham equations within the TD-CDFT are
where indicates the spin component. The time-dependent effective potentials eff, (r,t) and A eff, (r,t) are uniquely determined by the exact time-dependent density and current density. These densities can be obtained from the orbitals n (r,t) by
Ϫ n ͑ r,t ٌ͒ n * ͑ r,t ͔͒ϩ ͑ r,t ͒A eff, ͑ r,t ͒.
͑3͒
Here f n are the occupation numbers, where for the spinrestricted case f n↑ ϭ f n↓ ϭ1 for the occupied states and f n↑ ϭ f n↓ ϭ0 for the unoccupied states. We assume that there are no fractional occupation numbers. Equation ͑3͒ denotes the physical current density, that is, the sum of the diamagnetic and paramagnetic contributions. This physical current density is gauge invariant. For purely longitudinal vector potentials ͑which can be gauge transformed into scalar potentials͒, the density calculated from Eq. ͑2͒ is identical to that calculated from the time-dependent Kohn-Sham equations of pure density functional theory.
To obtain the excitation energies we will use linear response theory. Within the regime of linear response the first order changes in the scalar and vector potential are given by, ␦ eff, ͑ r, ͒ϭ␦ H ͑ r, ͒ϩ␦ xc, ͑ r, ͒ ͑4͒ and ␦A eff, ͑ r, ͒ϭ␦A ext ͑ r, ͒ϩ␦A xc, ͑ r, ͒,
͑5͒
where ␦ H (r,) represents the first order change in the Hartree potential, ␦A ext (r,) is the external field, and ␦ xc, (r,) and ␦A xc, (r,) are the first order changes in the spin dependent scalar and vector xc-potentials. Note that the external field is completely represented by the vector potential ␦A ext (r,), i.e., ␦ ext (r,)ϭ0, and that we use the Coulomb gauge for the induced potentials. For this gauge choice ␦A ind (r,)ϭ0 if we neglect retardations 22 and microscopic magnetic effects. This is consistent with the neglect of the Breit 23, 24 corrections in the ground-state calculation. In this particular formulation we choose the gauge for the xccontribution such that only terms linear in ␦ ↑ (r,) and ␦ ↓ (r,) are retained in ␦ xc, (r,), while all terms linear in ␦j ↑ (r,) and ␦j ↓ (r,) are gauge transformed to ␦A xc, (r,). In this way we keep contact with the ordinary TDDFT formulation. Due to the continuity equation ٌ•␦j (r,)Ϫi␦ (r,)ϭ0, which holds for each spin component separately, we can consider ␦ (r,) as a functional of ␦j (r,). Therefore ␦A xc, ͓␦j ↑ ,␦j ↓ ͔ is a functional of ␦j ↑ (r,) and ␦j ↓ (r,) only. The first order changes in the xc-contribution can be given in the form,
where f xc Ј and f xc Ј are the spin-dependent scalar and tensor xc-kernels. For the spin restricted ground state,
The induced density and current density are given in linear approximation by
and ␦j ͑ r, ͒ϭ ͚ Ј ͵ ͕͑ jj Ј ͑ r,rЈ, ͒Ϫ jj Ј ͑ r,rЈ,0͖͒
•␦A eff, Ј ͑ rЈ, ͒ϩ j Ј ͑ r,rЈ, ͒
is the physical induced current density, which contains the paramagnetic and diamagnetic terms. The diamagnetic term is included using the conductivity sum rule,
where 0, (r) is the ground state density for which 0,↑ (r) ϩ 0,↓ (r)ϭ 0 (r)/2. This sum rule is exact for the longitudi-nal component, but neglects the very small Landau diamagnetic contribution for the transverse component. 25 The Kohn-Sham response functions can be expressed in closed form in terms of the unperturbed Kohn-Sham orbitals n (r) and orbital energies ⑀ n ,
where n and nЈ run over all states. In this equation the density operator ϭ1 and the paramagnetic current operator ĵ ϭϪi(ٌϪٌ † )/2 can be substituted for the operators Â and B , and the f n are the occupation numbers of the KohnSham orbitals. The infinitesimal ensures that the response function has the correct causal ͑retarded͒ structure. In the following we can set the infinitesimal to zero because the spectrum is discrete below the ionization level, and as mentioned before we assume that there are no fractional occupation numbers. The response functions then become,
͑12͒
where i runs over the occupied states and a over the unoccupied states, and are the corresponding spin variables. We can express the total spin-integrated induced density and induced current density as follows:
where we define a so-called ''P-matrix,''
and we define P ai ()ϭ P ia * (Ϫ). Inserting the definitions for ␦A eff and ␦ eff in Eq. ͑15͒ and substituting ␦ and ␦j with Eqs. ͑13͒ and ͑14͒ we obtain,
where we have defined an in general frequency dependent coupling matrix,
͑17͒
Only if the adiabatic local density approximation ͑ALDA͒ is used for the scalar xc-kernel f xc and if for the tensor xckernel f xc one approximates f xc (r,rЈ,)ϭc(r,rЈ)/ 2 , where c(r,rЈ)ϭlim →0 2 f xc (r,rЈ,) the coupling matrix becomes frequency independent. This is the approximation we will use in the sequel. We can rewrite the equations above and obtain the following set of linear equations: 
the only difference being that our external perturbation has the form of a vector potential instead of a scalar potential and that the coupling matrix contains extra terms. In case of an excitation energy a finite external vector potential leads to an infinite change in the P matrix. This argument leads to the following eigenvalue equation from which the excitation energies and oscillator strengths can be obtained:
where the n are the excitation energies and the elements of F are given by
The oscillator strengths can be obtained from the eigenvectors F n . For a spin-restricted calculation the ⍀ matrix can be split into a singlet and triplet part by a unitary transformation giving for the components of the four-index matrices ⍀ S and
With the computational method outlined we are now ready to consider a particular form for the xc-kernel for the vector potential f xc .
B. The Vignale-Kohn functional and excitation spectra
For the spin independent case we have already explained our implementation of the Vignale-Kohn functional in detail in Ref. 13 . Here we will explain the use of the VignaleKohn functional in case of the calculation of excitation spectra. For this it is necessary to consider the spin dependent case to arrive at expressions for the singlet and triplet excitations.
Before we consider the spin dependent VK functional for general systems, we consider first the case of the homogeneous electron gas. In this case f xc Ј (r,rЈ,) and f xc Ј (r,rЈ,) merely depend on the separation ͉rϪrЈ͉. If we Fourier transform f xc Ј (r,rЈ,) with respect to rϪrЈ one arrives at the following form:
͑25͒
This defines the longitudinal and transverse xc-kernels f xcL Ј (k,) and f xcT Ј (k,). The small k expansion of these kernels is given by 26, 27 
where the singular component A() ͑in the k→0 limit͒ and the regular component B L(T) Ј () are complex functions of the frequency, 0 ϭ 0,↑ ϩ 0,↓ , and ϭϩ1 for spin-up and ϭϪ1 for spin-down. Note that for the spin restricted singlet excitations we need to sum over all spin variables, in that case the contribution of A() vanishes. It has been shown by Vignale, Ullrich, and Conti 16,28 that the VK expression for the spin-independent case can be written in the form of a viscoelastic field. The spin dependent description of the VK functional is given by 26, 27 ␦E xc, ͑ r, ͒ϭٌ␦v xc,
͑27͒
The first two terms in this expression are the ALDA contribution and the viscoelastic force term. The former is obtained using the ALDA expression for the scalar xc-kernel,
while the latter is related to the viscoelastic stress tensor xc, (r,) by,
In this expression u (r,)ϭ␦j (r,)/ 0, (r) is the velocity field, in which ␦j (r,) is the induced current density. The coefficients xc Ј () and xc Ј () are related to the regular component of the xc-kernel of the homogeneous electron gas by the following relations:
where ⑀ xc ( 0 ) is the xc-energy per unit volume of the homogeneous electron gas of density 0 . The third term in Eq. ͑27͒ is new in the spin dependent formulation and comes directly from the singular component of the xc-kernel of the homogeneous electron gas. The essential feature of this new term is that it produces damping of the spin-current proportional to the relative velocity between up-and down-spin electrons. 26 Similar to the response calculations 12,13 we consider the coefficients A() and B() only in the static limit ͑→0͒ for which the following exact results hold: 26 Im A()ϰ 3 and Re A()ϰ 2 . In this limit the third term in Eq. ͑27͒ hence vanishes. For the regular component B L(T) Ј () we have the exact relation 26 
, hence the coefficient xc Ј () also vanishes in this limit. For the singlet and triplet excitations as derived from Eqs. ͑23͒ and ͑24͒ we need to consider the following singlet and triplet combinations of the xc
respectively, called the density-density and spin-spin channels by Qian, Constantinescu, and Vignale. 27 The xc S () is identical to the xc () of the spin-independent case which we used before in our response calculations. 12, 13 In the static limit an expression for xc T () can be derived in terms of the Landau parameters of the electron gas. 27 In this article we will focus on the singlet excitations, and postpone the discussion of the triplet to a forthcoming article.
The VK functional is, if one wants to be consistent with the derivation of the VK functional, 14, 15 to be used in conjunction with the local density approximation for the groundstate calculation.
III. COMPUTATIONAL DETAILS
We want to test the performance of the VK-functional for different types of excitations. For this purpose we use the benchmark set devised by Parac and Grimme 19 and augment it with the prototype *← excitation in ethylene, the prototype *←n transition in formaldehyde and the 1 1 B u *← transition in trans- 1, 3, 5, 7, 9 -decapentaene as an example of a molecular chain as we studied in Refs. 12 and 13. The molecules are shown in Fig. 1 .
All calculations were performed with our modified version of ADF. [29] [30] [31] [32] [33] [34] We optimized the geometries within the standard ADF TZ2P basis set, which is a triple zeta Slater-type basis set augmented with two polarization functions. Cores were kept frozen for carbon, oxygen, and nitrogen up to 1s and for phosphorus, sodium, silicon, chromium, and iron up to 2p. Geometry optimizations were performed with a generalized gradient approximated potential ͑GGA͒ by Becke 35 for exchange and Perdew 36 for correlation ͑BP functional͒. For the excitation energy calculations a larger basis set was used. We used the standard ADF ET-pVQZ basis, which is an even tempered Slater-type basis set of quadruple zeta quality. For pyrrole and hexamethyldisilane, for which we will study Rydberg-type excitations, we used the standard ADF ET-QZ3P-1DIFFUSE basis, which is an even tempered Slater-type basis set of quadruple zeta quality with diffuse functions. For the beryllium atom we used a very large eventempered basis set called DIFFUSE10 which can be obtained via Ref. 29 . This basis is close to the basis set limit. In all excitation energy calculations the ground state has been calculated with the LDA functional in the VWN parameterization. 37 The response calculations themselves were done with the standard adiabatic local density approximation ͑ALDA͒ and the Vignale-Kohn functional ͑VK͒. From now on we denote these calculations simply as ALDA and VK instead of LDA/ALDA and LDA/VK.
In the excitation energy calculations the numerical integration accuracy was set to at least five decimals.
IV. RESULTS
In the following we will discuss our results for the benchmark set. We have divided this part into three main sections. The first section contains the *← transitions, the second section the *←n transitions, and the final section contains the remaining transitions in the benchmark set. The reason for this division is that it turns out that the *← and *←n transitions form distinct classes as far as the behavior of the VK functional is concerned.
A. *] transitions
The results for the *← transitions is shown in Table I .
Ethylene
The prototype of a *← transition is the transition to the 1 1 
Anthracene
For anthracene we focus on two transitions of *← character, the HOMO→LUMO transition (L a band in Platt's notation 44 ͒ and the transition resulting from the nearly degenerate HOMOϪ1→LUMO and HOMO→LUMOϩ1 states (L b band in Platt's notation͒. The absorption spectrum of anthracene [45] [46] [47] shows that the transition to the 1 1 1 AЈ state to a transition consisting of contributions from HOMOϪ1→LUMO and HOMO→LUMOϩ1 transitions (L b ). The ALDA thus predicts the wrong ordering of the transitions. The VK corrects for this by giving the correct character without changing the energies too much.
Free base porphin
An extensive study of free base porphin ͑FBP͒ with TD-DFT has already been performed using ADF by van Gisbergen et al. 51 They studied the excitation energies using the LDA, the BP xc-functional and the Van Leeuwen/Baerends model xc-potential ͑LB94͒ ͑Ref. 52͒ in the ground-state part of their calculations. From this study it turned out that there was not much difference between the results obtained with the different ground-state functionals. They found that the BP results support the interpretation of the spectrum by Edwards et al. 53 and the CASPT2 interpretation. 50 We will discuss how the VK functional affects these results. Like the study by Parac and Grimme, 19 we studied the first four excitation energies. The lowest two form the Q bands of experiment. After these two distinct bands, the spectrum shows a broad band with a distinct shoulder. These are called the B and N bands. There is still much debate on the assignment of these higher excitations. More information about this and references can be found in Ref. 51 . Since the purpose of this paper is to see how well VK performs, we will not discuss the assignment of the two higher excitations.
The lowest two Q bands are called Q x and Q y according to their polarization. These bands are formed by the transition to the 1 1 B 1u and 1 1 B 2u states. The VK functional does not have a big effect on the excitation energies of these states compared to the ALDA. The splitting between the states is small with VK just like with the ALDA. The splitting is 0.11 eV with VK. The experimental gas phase splitting is 0.44 eV.
The energy of the 2 1 B 2u state is hardly affected by going from ALDA to VK while the energy of the 2 1 B 1u state is raised in energy by almost 0.5 eV with VK. The VK value for these states lie close to the experimental values for the broad B band.
Indigo
The lowest *← transition in indigo is the transition to the 1 1 B u state. The ALDA underestimates the experimental value of 2.30 eV ͑Ref. 54͒ by 0.37 eV. The VK shifts this excitation energy upward, but the correction is too large leading to an overestimation compared to the experimental value ͑by 0.59 eV͒ and the other theoretical results. 19, 55 6. Trans-1,3,5,7,9-decapentaene In our previous studies 12, 13 we saw that the VK corrects the large overestimation of the static polarizability of oligomer chains obtained by the ALDA. It is expected that the VK functional will also have a large effect on the excitation energies of these systems. In a forthcoming article we will study the excitation energies of these oligomers in more detail. Here we will focus on trans-1,3,5,7,9-decapentaene. For this molecule experimental values 56 and MRMP ͑Ref. 57͒ and CIS ͑Ref. 58͒ results are available, while we observed already in this short chain a correction by VK of the static polarizability. The ALDA considerably underestimates the excitation energy for this molecule ͑more than 1 eV͒. The VK corrects the underestimation and we obtain a value equal to the CIS result, which lies close to the experimental and MRMP values.
B. Discussion of the *] transitions
In nearly all cases studied we see an improvement by using the VK functional, with indigo being the only exception where there is an overestimation by VK of 0.59 eV which is larger then the underestimation by the ALDA of 0.37 eV. The correction is most profound for the molecular chain trans-1, 3,5,7,9- decapentaene, where we observe an increase of 1.7 eV for the 1 1 B u in going from ALDA to VK, the VK value being close to experiment and other theory. Another nice result of the VK functional is that is gives the correct ordering of the L a and L b states for indole, contrary to the ALDA.
Until now we have not looked explicitly at the oscillator strengths. All the *← excitations studied are dipole allowed and have finite oscillator strength. In Table II we show the oscillator strengths for the various transitions together with the absolute difference in excitation energy obtained with ALDA and VK, ͉⌬E ALDA-VK ͉. We also give the transition dipole moments and their orientation. If one looks, for example, at the four excitations of porpherin, it can be seen that the larger the ALDA oscillator strength the larger the effect of VK on this transition. This trend can also be observed for the excitations of anthracene and indole. More generally we can state that the larger the transition dipole moment obtained within the ALDA is along the long axis of the molecule the larger the VK correction will be for that excitation. In case of porpherin this is true for both the y and z direction. This indicates that the larger the current in the axial molecular direction the larger the VK correction. This may indicate that the VK functional is able to include for these excitations the counteracting field that the ALDA fails to describe.
C. *]n transitions
The results for the *←n transitions are shown in Table III .
Formaldehyde
The prototype of a *←n transition is the transition to the 1 1 A 2 state in formaldehyde. This state has a clear valence character and can be clearly identified in the absorption spectrum. The coupled-cluster CCSD value is 4.04 eV. 59 Our calculations give a value of 3.68 eV for ALDA and 8.34 eV for VK for this transition. This is a large overestimation by VK.
Pyridazine
The lowest excitation in pyridazine is the transition to the 1 1 B 1 state. This excitation has been experimentally found at 3.30 eV. 60 The ALDA underestimates this value by 0.35 eV. The VK functional overestimates strongly with a value of 7.03 eV.
Benzocyclobutenedione
The *←n transitions to the 1 1 B 1 and 1 1 A 2 states have been observed for benzocyclobutenedione in n-hexane solution. 61 The ALDA again underestimates the experimental and theoretical values. The VK functional leads to an overestimation by more than 2 eV for both excitations.
Benzaldehyde
For benzaldehyde the vertical transition to the 1 1 AЉ state is not directly observed. A value of 3.8 eV is estimated on the basis of the experimentally obtained band origin 62 and the CASPT2 difference between the vertical and adiabatic transitions. 63 The ALDA underestimates this value by 0.72 eV and also underestimates the other theoretical results. The VK functional overestimates by 0.66 eV.
C 5
As the final example of a *←n transition the transition to the 1 1 ⌸ u state of the highly unsaturated C 5 molecule is studied. The ALDA underestimates the experimental value 64 by 0.28 eV. The VK functional overestimates this value by more than 3 eV.
D. Discussion of the *]n transitions
All the *←n transitions are strongly overestimated by the Vignale-Kohn functional except for benzaldehyde for which the overestimation is not as severe. For a more in depth look at the effect of the VK functional for these excitations we consider the matrix elements of the contribution of the xc-vector potential to the Hamiltonian, ͗ i ͉j"A xc ͉ a ͘.
It turns out that these matrix elements become excessively large for these transitions. This is unlike the *← case. 
E. Miscellaneous transitions
The remaining results are given in Table IV . As an example of a system having excitations involving orbitals the covalently bound P 4 cluster and the metallic Na 4 cluster are studied. As a severe test some low-lying excited states involving d orbitals of the transition metal complexes ferrocene and chromiumhexacarbonyl are considered. Finally we study Rydberg states in pyrrole and hexamethyldisilane.
P 4
The first dipole-allowed transition in P 4 is the transition to the 1 1 T 2 state. It is experimentally located at 5.6 eV. 65 The ALDA underestimates this value by 0.45 eV, but the VK corrects to a value of 5.69 eV. This value is very close to the experiment.
Na 4
The optically allowed 1 1 B 1u state of the Na 4 cluster is another example of a system involving orbitals. Only in this case the system contains only metal atoms. The experimental excitation energy is located at 1.81 eV. The ALDA value of 1.79 eV lies very close to this value. The VK overestimates by 0.8 eV.
Ferrocene
For ferrocene in the D 5d symmetry the transition to the 1 1 E 1g state is studied. The experimentally found value for this transition is 2.81 eV. 66 The ALDA results are reasonably close to the experiment and other theoretical results. The VK strongly overestimates by more than 2 eV.
Chromiumhexacarbonyl
Another example of a transition metal compound is chromiumhexacarbonyl. Two *←d charge transfer excitations are present in the test set. These excitations appear in the spectra 67 as two strong bands with maxima at 4.43 eV 
Pyrrole
For pyrrole the first two low-lying Rydberg-type transitions are studied. These are experimentally observed at 5.22 eV ͑Ref. 68͒ and 5.86 eV. 69 The ALDA underestimates these values and the other theoretical results. The VK increases the ALDA values but not enough; the VK values still underestimate the experiment.
Hexamethyldisilane
Another example of a Rydberg excitation is the transition to the 1 1 E u state in hexamethyldisilane. The experimentally found value is 6.35 eV. 70 With the ALDA we find 5.32 eV which is an underestimation of more than 1 eV. With VK this value is raised to 5.55 eV, which is still a strong underestimation.
F. Discussion of the miscellaneous transitions
Except for the case of ferrocene the excitation energy shifts due to VK are moderate sometimes improving, sometimes worsening the results. The shift due to VK is upward in all cases. Except for the transition to the 2 1 T 1u state in chromiumhexacarbonyl and the transition to the 1 1 E 1g state of ferrocene the ALDA always underestimates. The too high excitation energies cannot be corrected by including a counteracting field term through the VK functional. The VK shift in the transition metal complex chromiumhexacarbonyl is not very large, contrary to the case of ferrocene for which the transition to the 1 1 E 1g state is strongly overestimated by VK. The Rydberg excitation energies are still underestimated with VK, but it should be noted that for these excitations use of an asymptotically correct functional such as the LB94 ͑Ref. 52͒ functional is necessary to obtain good results. A large correction is not necessary for these systems if the LB94 is used in the ground state, indicating that the fact that VK does not correct the ALDA a lot in case of the Rydberg states is not a failure of the VK.
V. CONCLUSION
In this paper we have shown that the TDCDFT approach which we used before to obtain polarizabilities can be reformulated to describe the excitation spectrum in a way analogous to the ordinary TDDFT approach. The final equations are of similar form in which only the coupling matrix in the TDCDFT case contains extra terms involving a tensor xckernel. For this tensor xc-kernel we used the Vignale-Kohn approximation.
We applied this method to a benchmark set of molecules and considered excitations of various nature. The *← ex- citation energies obtained with VK improve the ALDA results in all cases except indigo. This is in line with the results obtained for the polarizabilities in the -conjugated systems. 12, 13 For the *←n excitation energies and the transition to the 1 1 E 1g state of ferrocene the VK dramatically fails. For the other type of excitations contained in the benchmark set no clear picture emerged: sometimes the VK improves and sometimes it worsens upon the ALDA, but in general no large effects were observed.
A possible explanation that the VK functional behaves differently for different kinds of transitions may be found in the fact that the functional is derived for a system that is very different from the ones we study. The VK functional was derived by an expansion to second order in wave vectors k and q, which characterize the Fourier component of the current-current response function for the electron gas and the wavelength of the inhomogeneity, respectively. This expansion was shown to be valid in the regime k,q Ӷk F ,/v F where k F is the Fermi momentum and v F the Fermi velocity of the electron gas. This is the region above the particle-hole continuum. For the wave vector of the applied optical field the constraints kӶk F ,/v F are trivially met as kϭ/cӶk F , and the speed of light cӷv F . However, since we consider excitations in molecular systems, the selfconsistent perturbing field associated with a given excitation will vary on a length scale that is determined by the inhomogeneity of the induced density and current density describing the excitation, and hence by the particular orbital structure of the transitions involved. An optimistic estimate for this perturbing field will be kϷ2/L, with L the characteristic size of the molecule, but a more realistic value would be to consider kϷq, i.e., of the same order as the inhomogeneity. For the wave vector characterizing the inhomogeneity of the ground-state density, we have qϭٌ͉ 0 ͉/ 0 . In the core and valence region q is of the same order as k F and 1/v F , 52, 71 whereas in the asymptotic outer region qӷk F and q Ӷ1/v F . The constraints on the wave vector q are violated, although not strongly, almost everywhere in the molecule, while the extent of the violation of the constraints on k will depend on the particular excitation considered.
One should keep in mind that meeting the constraints on k and q in itself does not justify the use of an xc-functional derived for the weakly inhomogeneous metallic electron gas to inhomogeneous systems with an excitation gap. This problem is not unique to the VK functional, but is already present for the local density approximation and for the gradient corrections. However, the VK functional satisfies two important constraints, which are valid for systems with arbitrary time dependence and inhomogeneity ͑such as molecules in external fields͒, stating that in linear response the xc-electric field does not exert any forces or torques on the system. Another exact property, which is satisfied for any system, is that under rigid translation of the center of mass, described by position vector x͑͒, the xc-potential is also translated over this vector. This immediately implies that the VK functional satisfies the so-called harmonic potential theorem. 72, 73 In view of these exact properties one may hope that the VK functional is still applicable to the inhomogeneous systems with an excitation gap such as molecules. The particle-hole regime, for which the VK derivation is not justified, is to a large extent taken into account by the explicit evaluation of the Kohn-Sham response functions.
It is our observation that for the *← transitions the results obtained are much improved when including the VK contribution to the exchange-correlation potentials. For the *← transitions the region where the xc-field contributes most to the matrix elements is neither close to the nuclei nor in the remote outer region: the induced current associated with such transitions is mainly in the -system in the direction of the long axis of the molecules, and it is more or less uniform along this axis. Even though the equilibrium density is far from homogeneous (qϷk F ) in the relevant region, the density gradient is mostly in a direction perpendicular to the induced current. We may speculate that this remnant of a weak inhomogeneity might result in the xc-functional to behave in a graceful manner. A similar argument cannot be used for the *←n transitions, for which we observe that the VK functional severely fails to describe these transitions correctly. The systems studied are however too complicated to analyze this conjecture. We propose to study simpler systems, that are chemically relevant, and that can be analyzed to a larger extent. As turns out the VK functional also fails for some transitions in atoms. Ullrich and Burke has done an independent study of excitation energies of atoms with the VK functional. They obtained excitation energies using the so-called single pole approximation, in which only the diagonal elements of the coupling matrix are included. Their ͑un-published͒ results 74 show that also in the case of atoms there are certain excitations that are strongly overcorrected by VK while others remain nearly unchanged. For example in case of beryllium ͑Table V͒ the 2p←2s excitation energy is strongly overestimated by VK, while the 3s←2s excitation energy is shifted only slightly by VK, improving over the ALDA result. We see a similar effect for our implementation of the VK functional, which takes into account all matrix elements of the coupling matrix: the large shift observed for the 2p←2s excitation energy in the single pole approximation is reduced by taking into account off diagonal elements but it is still 0.35 eV too large. For the 3s←2s excitation both methods find a small shift. We hope to gain more insight in the range of applicability of the VK functional in molecules, and to find the cause of its failure for particular transitions, by studying atoms in more detail. 
