Abstract| A new su cient condition for asymptotic stability of ordinary di erential equations is proposed. Unlike classical Liapunov theory, the time derivative along solutions of the Liapunov function may have positive and negative values. The classical Liapunov approach may be regarded as an in nitesimal version of the present theorem. Veri cation in practical problems is harder than in the classical case; an example is included in order to indicate how the present theorem may be applied.
I. Introduction
The classical Liapunov approach to asymptotic stability of an equilibrium point of a dynamical system _ x(t) = f(x; t) requires the existence of a positive de nite Liapunov function V (x; t) with _ V (x; t) negative de nite. When _ V (x; t) 0, stability rather than asymptotic stability follows. In this case, the Barbashin-Krasovskii theorem or LaSalle's invariance principle may be helpful in proving asymptotic stability; indeed there is convergence to the largest invariant set in E = fx : _ V (x) = 0g when the di erential equation is autonomous; extension to the periodic case is possible. When the system is not periodic, Narendra and Annaswamy 4] show that with _ V (x; t) 0 uniform asymtotic stability can be proven if there exists a T such that which is zero at the origin. Weaker conditions than the Narendra-Annaswamy conditions still implying asymptotic stability have recently been obtained 1], 2]. In these results one has examined the role of T and its dependence on the initial conditions (x 0 ; t 0 ). This paper is to a great deal inspired by the result of Narendra-Annaswamy 4]. Basically we claim that the negative semi-de niteness condition on _ V (x; t) is no longer needed. Roughly stated: the origin is asymptotically stable under the condition that for a positive de nite decrescent V (x; t), 9T > 0; 8t 0 ; 8x 0 : V (x(t 0 +T ); t 0 +T )?V (x 0 ; t 0 ) ? (kx 0 k) < 0; x(t 0 + T) is the solution of _ x(t) = f(x; t) evaluated at t 0 + T with initial condition x 0 at t 0 .
II. The main theorem
Consider _ x(t) = f(x; t) Kkx(s)kds (4) and by the Bellman-Gronwall lemma kx(t)k kx(t 0 )ke
with t t 0 and with the additional restriction that x(t) 2 B (0) and thus that the Lipschitz condition may be applied. Consider the trajectory x(t), t t 0 , with x(t 0 ) 2 B 0 (0). We will show that x(t) satis es (5), for t 2 t 0 ; t 0 + T]. This is obviously satis ed if x(t) 2 B (0), 8t t 0 . If x(t) 6 2 B (0) for some t > t 0 , there is by continuity of the ow a smallest t 1 > t 0 such that x(t 1 ) belongs to the sphere S (0). By application of the Lipschitz
Kkx(s)kds (6) and by the Bellman-Gronwall lemma kx(t 1 )k kx(t 0 )ke
With kx(t 1 )k = and kx(t 0 )k < 0 we immediately obtain that t 1 ?t 0 > T, or t 1 > t 0 +T . Therefore we conclude that V ((x(t 0 + 2T ); t 0 + 2T ), one knows that kx(t 0 + 2T )k < 0 and therefore x(t 0 +2T ) 2 U 0 . By repeating this argument one obtains that 8n 2 IN: V ((x(t 0 + nT); t 0 + nT) < ( 0 ) implying that kx(t 0 + nT)k < 0 and so x(t 0 + nT) 2 U 0 . Summarizing, we have shown that if x(t 0 ) 2 B 0 (0) then kx(t 0 + nT)k < 0 ; 8n 2 IN. Notice that 8 t t 0 , 9n 2 IN such that t ? t 0 ? nT < T. Since kx(t 0 + nT)k < 0 = e ?KT , 8n 2 IN, Lemma 1 and Remark 1 imply that x(t) 2 B (0) 8 t t 0 or equivalently kx(t)k < 8 t t 0 .
In order to prove the uniform stability of the system, i.e. 8 > 0; 9 ( ) > 0 : kx(t 0 )k < ( ) ) kx(t)k < (9) 8t; t 0 with t t 0 . Take > 0 such that B U 0 \ B (0).
We simply take ( ) = 0 = ?1 ( ( e ?KT )). Then with kx(t 0 )k < 0 one has kx(t 0 + nT)k < 0 8n 
Therefore, condition 2 can be applied.
Since kx(t 0 )k < 1 , V (x(t 0 ); t 0 ) < ( 1 Remark 6: Condition 2 of the theorem may also be replaced by the somewhat weaker condition that 9 a nite T and a ( ) : IR + ! IR which is continuous, strictly increasing and passing through the origin and an open set U 0 U which contains the origin such that 8(x; t) 2 U 0 n f0g IR: V (x(t+T (x; t)); t+T(x; t))?V (x; t) ? (kxk) < 0 (12) with T(x; t) T Remark 7: If condition 2 of the theorem is replaced by the condition that 9 a nite T and an open set U 0 U which contains the origin such that 8(x; t) 2 U 0 n f0g IR:
V (x(t + T); t + T) ? V (x; t) 0
Then the equilibrium point x = 0 of (1) is uniformly stable. 
V (x 0 ; t 0 ; T; ) := V (x(t 0 + T)) ? V (x 0 )
Here, x 0 is the initial state at t 0 and x(t) is the solution of the system (14) denoted by x(t) = (t; t 0 )x 0 . By (18) 8 k 2 Z and 0 2 W. Furthermore we assume that conditions on (36) are imposed implying existence and uniqueness of its solutions. We single out the local Lipschitz condition: f is locally Lipschitz, i.e. for 8x 2 W, 9 a neighborhood O(x) W such that the restriction fj O(x) is Lipschitz with Lipschitz function l x (k) which is bounded 8 k 2 Z. Then Then the equilibrium point x = 0 of (36) is uniformly asymptotically stable.
