An approach for computing accurate redox potentials in enzymes is developed based on the free energy perturbation technique in a QM/MM framework. With an appropriate choice of the QM level and QM/MM coupling scheme, the intermolecular interaction between the redox center and the protein environment can be adequately described; the speed of QM/MM methods also allows a sufficient configurational sampling for the convergence of free energy derivatives. Following the implementation into the simulation package CHARMM, the method was tested with an application to the first reduction potential of FAD in cholesterol oxidase (Chox). In addition to an accurate QM level and adequate conformational samplings, the effect of long-range electrostatic interactions due to the bulk solvent was also found to be essential. Using a semi-empirical density functional theory (SCC-DFTB) as the QM level, and a multi-stage charge-scaling scheme based on Poisson-Boltzmann calculations for the solvation effect, satisfactory agreements with experimental measurements were obtained. The study of Chox also indicates that large errors in the calculated redox potential might arise if changes in the conformational properties of the protein during the redox process are not taken into account, such as in energy minimization type of studies based on only the X-ray structure of the enzyme in one redox state.
Introduction
Oxidation-reduction reactions play a key role in many chemical and biological processes. 1 Many metabolic processes involve electron transfer and thus redox reactions. As a matter of fact, living systems derive most of their free energy from redox reactions. In photosynthesis, for example, CO 2 is reduced and H 2 O is oxidized to yield carbohydrates and O 2 . Important redox reagents in biological systems include oxygen, di-sulfide units, transition metal ions and a number of co-enzymes such as flavin adenine dinucleotide (FAD) and nicotinamide adenine dinucleotide (NAD). The rate and outcome of the reactions associated with these redox active species depend critically on their redox potentials, which are subtly modulated by their surrounding environment. Alteration in the redox potentials for these species often results in the malfunction or damage of biomolecules and thus leads to serious diseases. For example, misregulation of the redox potential of copper ion can lead to radical species that damage lipids, proteins or DNA, and has been implicated in a number of neurodegenerative disorders such as the Wilsons and Menkes diseases. Therefore, predicting redox properties for species in biomolecules and understanding how the protein environment regulate these redox quantities are of great importance. Although related quantities such as ionization potential or electron affinity can be predicted fairly accurately with ab initio or density functional methods for small and medium size molecules in the gas phase, 4 similar quantities in the condensed phase (e.g., in solution or biomolecules) are more difficult to obtain with theoretical calculations. This is because the effects due to the environment have to be described accurately also, which require both a satisfactory description of the intermolecular interactions between the redox center and the environment, and a sufficient sampling of the configurations associated with the environmental degrees of freedom. In most previous studies, either one of these two essential aspects is addressed. For example, in the study of redox properties of iron-sulfur proteins (e.g., ferrodoxin), 6 the configurations of the protein were sampled adequately with molecular dynamics, but the iron-sulfur cluster in different redox states was treated with relatively simple partial charge models. Although such calculations can provide useful insights into the effects of the protein environment on redox properties, it is difficult to obtain quantitative results in general, especially for absolute redox potentials. By contrast, density functional theories have been used to describe the electronic structural change during the redox process in systems such as iron-sulfur proteins 8 and Cu, Zn superoxide dismutase;
9 the interaction with the protein and solution was approximated with a continuum model at the Poisson-Boltzmann level. 10 Although the results from these studies are also instructive and may agree very well with experimental results, it is difficult to judge the accuracy of such calculations for general cases.
In the current work, we adopted a microscopic approach that addresses both the intermolecular interaction and configurational sampling issues. In particular, we used a combined QM/MM treatment for the system such that the electronic structural change during the redox process can be described accurately. At the same time, the efficiency of the method also allows for a sufficient configurational sampling of the environmental degrees of freedom. As a result, quantitatively reliable values can, in principle (depending on the QM level and treatment of the QM/MM interaction), be obtained for both absolute and relative redox potentials in the condensed phase. In Sec. 2, we briefly describe the theory behind the QM/MM free energy perturbation approach and the implementation in CHARMM. Issues critical to the accuracy of the results, such as the treatment of long-range electrostatic interactions, will also be discussed. In Sec. 3, we report preliminary results for a study of the first reduction potential of flavin adenine dinucleotide (FAD) in cholesterol oxidase, as an illustration of the QM/MM free energy perturbation approach and the importance of proper treatments of solvation effects. A few conclusions are summarized in Sec. 4.
Theory and Implementation
To compute redox potentials in the condensed phase, we consider the following thermodynamical cycle (for the case of reduction potentials):
where "Ox" and "Rd − " stand for the oxidized and reduced state of the redox center, respectively. Here "E" stands for enzymes, which are of our major interest, although the thermodynamical cycle is valid in general. Although Φ s can in principle be calculated with the free energy perturbation approach for enzyme systems, it is often time-consuming to include a large number of solvent molecules (i.e., with periodic boundary conditions) especially if a QM/MM potential is to be used. In the alternative stochastic boundary set-up for enzyme systems 11 (which has been adopted in the current work, see Secs. 2.2 and 2.3 for details), typically only a limited number of solvent molecules are included (e.g., 539 water molecules are present in the current work) and therefore the calculations give a value that nominally corresponds to the "vacuum" reduction potential, Φ g (i.e., with the enzyme system in "vacuum"). To obtain the value with more appropriate treatment of the solvation effects, we employ Hess's law to express Φ S in terms of Φ g and the solvation free energy of E · Ox, E · Rd − and the electron,
The gas phase value (Φ g ) can be obtained with free energy perturbation techniques, which will be described in Sec. Evaluation of the reduction potential for the enzyme system in "vacuum" (Φ g ) requires computing the free energy difference between the two redox states,
where λ is a coupling parameter that converts the redox center from Ox to Rd − and the ensemble average is over the configurations of the enzyme system plus the included solvent molecules at a particular coupling strength, λ. The quantity U (R; λ) is the hybrid potential energy function in the presence of the coupling, which is usually taken in the linear form,
As a result, the "vacuum" reduction potential Φ g can be cast into the following form,
Thus, an accurate evaluation of the reduction potential requires a satisfactory description of U Rd − /Ox (R) and sufficient configurational samplings to ensure the convergence of the free energy derivative at each λ. Although pure classical models based on partial charges are very fast and convenient for free energy calculations, they are not quantitatively accurate in general. Full ab initio or DFT treatment of the entire enzyme system is currently out of the question for sufficiently long simulations. Therefore, a combined QM/MM description of the potential energy function, 16 in which the redox center is described with QM and the rest enzyme and solvent atoms are described with MM, appears to be a satisfactory compromise.
With the familiar form of the QM/MM potential energy function,
and the assumption that the redox center is described with QM, the hybrid potential energy at a given λ is
Similarly, the free energy derivative is given in the following form,
In Eqs. (7) and (8), the dual topology approach 18 was assumed in which the reactant and product appear as separate topological entities with different atomic properties (e.g., R Ox and R Rd − are independent). Alternatively, one may use the single topology approach, 19 in which the reactant and product states appear in a single topological description and the atomic properties (such as partial charges and Van der Waal's parameters in the general context) are transformed from one set of values to the other by the coupling parameter. As discussed in details in previous studies, 18, 19 both approaches have its merits and caveats. The single topology approach can be problematic if the two states tend to adopt very different conformations (e.g., different rotamer states for protein sidechains); one also has to be careful about contributions from scaled molecular parameters, e.g., Jacobian factors correspond to the change in bond lengths in the two states. 20 The dual topology approach, on the other hand, might suffer from the socalled end-point problems.
23 They arise from the fact that one of the states (e.g., reactant state when λ ∼ 1) will have a vanishingly small contribution to the total energy and force, which can cause large structural and positional fluctuations and thus conformational sampling problems.
23 Divergence in free energy derivative can also occur due to the fast variation of certain interactions (e.g., Van der Waal's terms) as a function of λ. 24 For the current QM/MM redox calculations, the single topology approach seems to be particularly attractive because the coupling potential and the free energy derivative take simpler forms if the reduced and oxidized states are chosen to have the same Van der Waal's and bonded parameters for the QM/MM interactions,
where only one set of coordinates, R QM , is involved for both the oxidized and reduced QM atoms. In other words, only the electronic part of the QM/MM energy [see Eq. (6)] has to be accumulated to obtain the free energy derivative. Moreover, Eq. (9) implies that no end-point problem arises because only one set of coordinate is involved for the QM part and therefore no large structural distortion can occur; i.e., there will always be contributions from one of the states that prevents the structure from falling apart. Thus the single topology approach is employed in the current work, and we leave a more detailed comparison with the dual topology approach to the future (G. Li, M. Formaneck and Q. Cui, unpublished).
Necessary modifications have been made to the simulation program CHARMM 26 to allow both single and dual topology QM/MM free energy calculations in the thermodynamical integration framework. 13 Since the QM/MM van der Waal's and bonded-terms do not contribute in the single topology approach [Eq. (10) ], the modification is very simple and involves only the QM/MM interface subroutines. For the dual topology approach, the reactant and product states can adopt different nuclear configurations [Eqs. (7) and (8)] and therefore includes contributions from QM/MM Van der Waal's and bonded-terms. This requires further modifications to the REPLICA and BLOCK modules in CHARMM. The current implementation only applies to SCC-DFTB (see Sec. 3) as the QM level, although extension to other QM levels is straightforward.
Effect of solvation
As mentioned in the beginning of Sec. 2, the proper treatment of solvation is critical to accurate evaluations of the redox potential. In addition to the fact that solvation free energies of the oxidized and reduced forms have to be calculated [Eq. (2)], additional care has to be taken to avoid artifectual structural changes or over-polarization of the QM wavefunctions due to the limited number of solvent molecules explicitly included in the stochastic boundary set-up. For such a purpose, a Poisson-Boltzmann (PB) charge-scaling technique 27 developed previously for pure MM free energy simulations with stochastic boundary conditions have been adopted. In this scheme, the partial charges for the charged residues on the surface of the protein are scaled down according to a set of PB calculations to mimic the screening effect of the bulk solvent; such scaling factors tend to be large for charged residues exposed to the solvent and small in the interior of the protein (e.g., see Table 1 ). The QM/MM free energy calculations are then carried out with the scaled partial charges. Finally, a set of corrections for the charge scaling will be made for selected configurations; i.e., the final expression for the reduction potential for the solvated enzyme system is given by [compare with Eq. (2)] a The scaling factors were obtained with a set of Poisson-Boltzmann calculations in which the electrostatic potential at the active site due to a given residue is compared when the system is in vacuum and in solution (see Ref. 27 for details). In these PB calculations, only the charges on the particular residue under consideration are kept and all other charges were set to zero; a series of focusing calculations were made with the final grid size of 0.5. The dielectric constant is set to 1.0 and 80.0 for the protein and bulk solvent, respectively. The solvent probe radii and ionic strength were both set to zero. b The distance is between the center of geometry of a given residue to the N 5 atom in FAD (the latter is taken as the origin of the stochastic boundary set-up).
where q and Q indicate that the corresponding calculations are carried out with the scaled and full partial charges, respectively. Both charge-scaling correction (∆∆G Rd − /Ox g (q → Q)) and solvation energy of the full-charge structures (∆∆G Rd − /Ox S (Q)) are carried out with PB calculations. Although the magnitude of these corrections is rather small when there is little charge difference between the two states (e.g., in proton transfer reactions in triosephosphate isomerase), 28 their contributions can be substantial when there is a change in the total charge of the QM region, as in redox potential calculations. Previous application of such a PB charge-scaling procedure on ligand binding properties with pure MM force field gave very stable results, 39 and it is expected that this will work well for the current QM/MM free energy calculations and is essential for obtaining reliable redox potentials (see Sec. 3).
Application to the First Reduction Potential of FAD in Cholesterol Oxidase
To illustrate the QM/MM free energy approach and the importance of solvation effects, we report preliminary results for a study of the first reduction potential of flavin adenine dinucleotide (FAD) in cholesterol oxidase (Chox). Chox is an enzyme found in bacteria, and its major function is to oxidize cholesterol for use as a carbon source in primary metabolism.
30
The oxidation is made possible by FAD as the redox co-factor, which is bound non-covalently to the active site in some enzymes, while covalently attached to a His residue in others. Although many hints on the chemical mechanisms of cholesterol oxidation by Chox have been established by previous crystallographic,
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kinetic and mutation studies, 30,32 a detailed picture for the catalytic pathways remains elusive. For example, it is not clear whether the oxidation reaction occurs through a step-wise radical based pathway or a concerted hydride transfer mechanism. Understanding the redox property of FAD is a key step in unraveling the catalytic mechanism of Chox. Recent mutation and X-ray studies 35 showed that Asn 485, a conserved residue in the Glucose-Methanol-Choline (GMC) oxidoreductase family, 36 modulates the redox property of FAD through an interaction reminiscent of the NH-π interaction found in a number of proteins.
37
To quantify this contribution and systematically explore the effect of other conserved residues or water molecules in the active site, theoretical calculations are of great value.
The redox process of FAD may involve the follow reactions:
where E stands for the enzyme and (s) stands for solution. Rigorously speaking, steps (12b) and (12d) are not redox processes; however, proton transfer might be coupled with electron transfer in the experimentally measured redox potentials. In the measurements of Yin et al., 35 visible spectra clearly indicated that the product of the first reduction reaction is E · FAD − ; the product of the second reduction reaction is not clear, which could be either E · FADH − or E · FADH 2 . In the current work, the major goal is to illustrate the QM/MM free energy approach, and therefore we will restrict ourselves to the first reduction potential of FAD in Chox [Eq. (12a)] and leave more detailed analysis of other processes to the future.
Set-up of the enzyme system:
Cholesterol oxidase with bound FAD
In the calculations, the X-ray structure 33 for Streptomyces at 1.5 (PDB code 1B4V) with only the cofactor FAD bound to the enzyme active site was used with the standard stochastic boundary set-up 11 of radius 25 centered around the flavin ring. The final model included 6175 protein atoms and 539 water molecules [ Fig. 1(a) ]. A Poisson-Boltzmann (PB) charge-scaling scheme 27 (see Sec. 2.2) was introduced to account for solvent shielding in addition to that from the explicit water molecules in the model; a dielectric constant value of 1 was used for the protein interior in the PB calculations. 39 The scaling factors are summarized in Table 1 . As expected, the scaling factors tend to be large in magnitude (>50) for charged residues on the surface of the protein and tend to be small (∼5) for residues in the interior. The flavin ring of FAD was treated with QM and the rest of FAD and protein residues were described with the CHARMM22 force field. 40 The latter include the conserved amino acids in the active site, such as Glu 361, Asn 485 and His 447 [ Fig. 1(b) ]; in such a way, their contribution to the reduction potential can be easily analyzed through a perturbation analysis. The QM region involved more than 30 atoms, and therefore a fast QM method has to be employed in the free energy calculations. We choose to use the SelfConsistent-Charge Density-Functional-Tight-Binding (SCC-DFTB) method, 41 which was recently introduced into CHARMM in a QM/MM framework. 43 It can be considered as a semi-empirical implementation of density functional theory, and therefore offers both speed and accuracy. Benchmark calculations on several systems of biological interests, and applications to proton and hydride transfer reactions in several enzymes have been successful [41] [42] [43] [44] (also see Sec. 3.1). Link atoms were introduced between the C 11 and C 12 atoms in FAD to saturate the valence of the boundary SCC-DFTB atom [see Fig. 1(b) ]. The link atoms interact with the MM atoms, except the "link host" MM atom (the C 11 atom in this case), through electrostatic terms; no Van der Waal's interactions are included. This scheme has been shown to be a satisfactory way to treat the QM/MM interface, particularly when the charges of the atom in the neighborhood of the link atom are small; 45 this is true in the present case. For the free energy perturbation calculations, 11 windows were chosen with λ ranging from 0.0 to 1.0 with an 0.1 interval. Because the single topology approach was used, no end-point problem arises which permitted molecular dynamics calculations at λ = 0.0 and 1.0. For each window, the system was first equilibrated for 10 ps and then a production run was carried out up to 300 ps; i.e., a total of more than 3.5 ns trajectories were used for the free energy calculations. The free energy derivative was closely monitored during the calculations to ensure convergence. In the MD calculations, a time-step of 1.0 fs was used and all the bonds involving hydrogen atoms were constrained with SHAKE. Temperature was set to be 300 K with mix Langevian dynamics/Newtonian dynamics unique to the stochastic boundary procedure.
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Following the free energy calculations, PoissonBoltzmann (PB) calculations were carried out to obtain the charge-scaling corrections and solvation free energies [Eq. (11)] 27 for each window where more than twenty configurations were taken for each λ value. In the PB calculations, Mulliken charges from SCC-DFTB/CHARMM calculations were used for the QM atoms. Dielectric constants of 1.0 and 80.0 were used for the protein and bulk solvent, respectively; a grid size of 0.4 was used. Much discussion has been made in the literature about the appropriate dielectric constant for the protein to use in PB calculations, 46 and different values have been proposed. 10 A value of 1.0 rather than the popular value of 4.0 was chosen here because conformational fluctuations (and therefore part of the protein dielectric response) were included in the MD calculations; such a value was also chosen in previous PB correction calculations in the context of ligand binding. 39 We also note that the choice of using PB calculations to evaluate the charge-scaling corrections in vacuum is consistent with the fact that no cutoff was used in computing the electrostatic component of the SCC-DFTB/CHARMM interactions.
Finally, perturbation analysis was used to examine the contribution of a conserved residue, Asn 485, to the reduction potential; it was found to be important in the recent measurements of Yin et al. 35 One hundred and fifty configurations were taken from each window, and free energy derivatives were re-calculated with the partial charges on the side-chain of Asn 485 set to zero; this gives a qualitative estimate on the contribution of Asn 485. Since Asn 485 is a chargeneutral residue and is very close to the redox center, the effect of long-range electrostatic interactions due to the bulk solvent is not expected to be important; i.e., ∆∆G
Rd
− /Ox S (q → Q) and ∆∆G
− /Ox S (Q) were not considered in the perturbation calculations.
Test of SCC-DFTB for the flavin system
Although SCC-DFTB was shown to be far more accurate than AM1 for a number of hydrogen bonding systems and proton transfer reactions, 41-43 its semiempirical nature requires careful tests before the application to each new system. Here we have used the flavin ring in the gas phase for such a purpose. Geometries and energies were calculated for the flavin ring in the gas phase with different protonation and redox states at AM1, SCC-DFTB and B3LYP/6-31+G(d, p) levels. As shown in Fig. 2 (only "FAD" and "FAD − " geometries were shown because only the first reduction potential of FAD was studied here), the geometries are very similar at all three levels, although SCC-DFTB has a slightly smaller RMS difference in bond lengths (0.01) than AM1 (0.02) relative to the B3LYP results. The energetics, however, are rather different at the AM1 level. As shown in Table 2 , SCC-DFTB gives very satisfactory results for the redox reactions in the gas phase and has a RMS error of 3.9 kcal mol −1 compared to B3LYP/6-31+G(d, p); the largest error is associated with the first redox step. By contrast, the standard AM1 approach has a much larger RMS error of 12.1 kcal mol −1 ; for the first reduction potential, AM1 has an error as large as nearly 20 kcal mol −1 . Thus, the SCC-DFTB method is a more appropriate choice as the QM level in the current QM/MM calculations.
Free energy simulations
As shown in Fig. 3(a) , the free energy derivatives are all essentially converged after 150 ps of MD simulations (excluding 10 ps of equilibration); to ensure convergence, MD simulations were extended to 300 ps when the plateau of the free energy derivative have lasted at least for 50 ps. The converged values as a function of λ are plotted in Fig. 3(b) . It is seen that ∂G/∂λ increases in magnitude nearly linearly as a function of the coupling strength, which is reminiscent of the linear-free energy relation. 48 The result can be qualitatively understood with Scheme 1, in which the free energy of each chemical state is approximated by a parabola as a function of a collective environmental (solvation) coordinate; switching λ from 0.0 to 1.0 changes the environmental coordinate from that which favors the oxidized state (s O ) to that which favors the reduced state (s R ). The free energy difference between the two can then be approximated as
If the curvatures of the two free energy surfaces are similar, the quadratic dependence in Eq. (13) disappears and one is left with a linear dependence on s and a constant, which is qualitatively the observed trend in Fig. 3(b) . Such a significant variation of ∂G/∂λ as a function of λ indicates that the protein environment of the redox center changes substantially when an additional electron is added to FAD. This suggests that it is not appropriate to calculate redox potentials based on the X-ray structure of enzymes at only one chemical state. 58 As a matter of fact, we initially tried to estimate the reduction potential by energy minimization calculations for the oxidized and reduced states starting from selected protein configurations, and it was found that the results depend very sensitively on the protein conformations; it is about −10 kcal mol −1 when the conformations were collected from a MD calculation for the neutral state, but nearly −70 kcal mol −1 if the conformations were from MD trajectories for the anion state. Note that the trend is consistent with the free energy derivatives in Fig. 3(b) . In other words, an appropriate configuration sampling is an essential step in obtaining reliable redox potentials, and free energy perturbation calculation is a robust approach in this regard.
3.4.
Charge-scaling corrections, solvation free energies and reduction potential in the solvated system
Taking the free energy derivative in Fig. 3 , and reduces to nearly half at λ = 1 (reduced anion state). In other words, the strong preference of the protein environment (which has a total charge of −6) over the neutral state at λ = 0 is partially compensated by the bulk solvent. Adding these two corrections to the free energy results in vacuum, one obtains the corrected free energy derivative. As shown in Fig. 3(d) , the free energy derivative including the solvent corrections is more linear as a function of λ compared to the uncorrected values [ Fig. 3(b) ].
As summarized in Table 3 , the integrated contribution (over λ) of ∆∆G −96.1
a The gas phase value (Φg (q)) was calculated with SCC-DFTB/CHARMM free energy perturbation calculations; the charge-scaling correction and the solvation free energies were obtained with Poisson-Boltzmann calculations (see text) for each window and integrated over λ. The solution result (Φ S ) was obtained based on Eq. (11). b The reference was taken to be the standard hydrogen electrode. Note that the experimental value was reported relative to Safranin T in Ref. 35 , which has a redox potential of −249 mV relative to the hydrogen electrode. c The value in parentheses is with an correction of 7 kcal mol −1 , which is the difference between SCC-DFTB and B3LYP/6-31+G(d, p) results for the electron affinity of the model flavin in the gas phase (see Fig. 2 and Table 2 ). d The change in the reduction potential when the partial charges on the side-chain of Asn 485 were set to zero. Only Φg(q) was considered in the perturbation calculations, because the solvation corrections are not expected to have a large contribution to the effect of a charge-neutral residue close to the active site. e The change in the reduction potential when Asn 485 was mutated to a leucine residue (from Ref. 23 ).
25 for the stochastic boundary set-up, and the charges for the enzyme system in the two redox states (−7 and −6, respectively), the difference in the solvation energy is −85.8 kcal mol −1 , which is fairly close to the PB results of −96.1 kcal mol −1 . Taking the two solvent correction terms (∆∆G Rd − /Ox g (q → Q) and ∆∆G
Rd
− /Ox S (Q)) into account, the calculated reduction potential for FAD in Chox becomes −983 mV, which is in a closer agreement with the experimental value compared to the vacuum value of −2222 mV. Moreover, we note that SCC-DFTB has an error of 7 kcal mol −1 relative to B3LYP/6-31+G(d, p) for the first electron affinity of model FAD in the gas phase (see Table 2 ). Assuming the same error in the SCC-DFTB/CHARMM free energy results, our current best estimate for the first reduction potential of FAD in Chox becomes −679 mV, which can be considered to be in a rather good agreement with the experimental measurement of −498 mV for an enzyme system.
Contribution of Asn 485
When the partial charges on the side-chain of Asn 485 were set to zero, the free energy derivatives were found to decrease in magnitude by about 4 kcal mol −1 , which corresponds to a negative shift in the reduction potential (see Table 3 ). The change is nearly invariant as a function of λ, which is consistent with the consideration that Asn 485 is very close to FAD and thus the contribution is not sensitive to the change in the protein environment or solvation effect (in terms of Scheme 1, this corresponds to that the two free energy surfaces merely have a relative shift that is independent of the "solvent" coordinate); this may not be true for a charged residue (X. Zhang and Q. Cui, unpublished) .
The contribution of 4 kcal mol −1 (i.e. 191 mV) due to Asn 485 is consistent with the previous estimate for such an N-H · · · π interaction 37 (see Fig. 1(b) for the relative position of Asn 485 and the flavin ring in FAD). The value is also in qualitative agreement with the recent measurement of Yin et al., 35 who found that the first reduction potential of FAD shifted by −78 mV in the N485L mutant. Further comparison of the mutant X-ray structure with that of the wild type found that the side-chain of the close-by Met 122 adopted a different rotamer state in the mutant, which allowed the presence of an additional water molecule in the active site. 35 Therefore, the absolute value of 78 mV is likely to be a lower bound for the contribution from Asn 485. To further verify the calculated contribution, reduction potentials for the mutant are being calculated with different X-ray structures; contributions from other residues are also being analyzed systematically with similar perturbation techniques (X. Zhang and Q. Cui, unpublished) .
The calculations in this section clearly illustrate that an accurate estimate of redox potential in enzymes requires the proper treatment of many aspects of the system. This includes a reliable description of the electronic structure of the redox center, its interaction with the enzyme environment, the response of the enzyme conformations to the redox reaction as well as the effect of long-range electrostatic interactions due to the bulk solvent. It is very satisfying to see that after all these are taken into account, reliable redox potentials can be derived from simulations that are based primarily on "first principles" from quantum chemistry and statistical mechanics.
Conclusions
Redox reactions play an important role in many chemical and biological processes, and therefore an accurate prediction of redox potentials in complex systems, such as enzymes, is of great importance. Although related quantities such as ionization potential and electron affinity can be estimated accurately for small to medium-size gas phase molecules, 4 it is highly challenging to obtain reliable redox potentials for condensed phase systems. In the current work, a useful approach for computing redox potentials in enzymes based on free energy perturbation calculations in the QM/MM framework was developed. With an appropriate choice of the QM level and QM/MM coupling scheme, the interaction between the redox center and its environment in different redox states can be adequately described; the speed of QM/MM methods also allows sufficient configurational samplings for the convergence of free energy perturbation calculations. The method was illustrated with an application to the first reduction potential of FAD in cholesterol oxidase (Chox). With the SCC-DFTB approach as the QM level, which is both fast and fairly accurate, good agreements with recent experimental measurement were obtained provided that the effect of solvation is included properly; the latter was treated through a multi-stage charge-scaling scheme based on PoissonBoltzmann calculations, which was developed previously for ligand-binding applications. 27, 39 The study of Chox also indicates that the conformational properties of the protein can change substantially during the redox process, and therefore it is essential to include a sufficient amount of configurational sampling in the calculations. For example, large errors might occur in energy minimization type of studies based only on the X-ray structure of the enzyme system in one redox state.
To further improve the accuracy and stability of the redox calculations, a number of developments will be pursued in future works. First, more efficient and systematic approaches for describing solvation effects in QM/MM calculations will be developed. These can be based on a straightforward coupling of QM/MM methods with PoissonBoltzmann calculations, 52 or with more sophisticated solvent boundary treatments. 51 Moreover, a perturbation correction (rather than a constant error shift based on gas phase results used in Sec. 3.4) can be made to improve the QM/MM free energies. The fact that SCC-DFTB results are in general very close to the more sophisticated calculations (such as B3LYP) suggests that a perturbative treatment is likely to be appropriate.
For the specific application to cholesterol oxidase, the current results for the first reduction potential of FAD is an encouraging start. In future calculations, other redox processes [Eq. (12)] will be studied with similar techniques developed and tested here; comparison will also be made with solution calculations. Free energy component analysis 53 will be used to systematically analyze the contribution of protein residues to the reduction potentials in both the wild type and mutant enzymes. With detailed computational analysis and further experimental support, mechanisms for the regulation of FAD redox potentials in cholesterol oxidase and related flavin enzymes will emerge.
