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Abstract This paper studies several aspects of signal reconstruction of sampled data
in spaces of bandlimited functions. In the first part, signal spaces are characterized in
which the classical sampling series uniformly converge, and we investigate whether
adaptive recovery algorithms can yield uniform convergence in spaces where non-
adaptive sampling series does not. In particular, it is shown that the investigation of
adaptive signal recovery algorithms needs completely new analytic tools since the
methods used for non-adaptive reconstruction procedures, which are based on the
celebrated Banach-Steinhaus theorem, are not applicable in the adaptive case.
The second part analyzes the approximation of the output of stable linear time-
invariant (LTI) systems based on samples of the input signal, and where the input is
assumed to belong to the Paley-Wiener space of bandlimited functions with absolute
integrable Fourier transform. If the samples are acquired by point evaluations of the
input signal f , then there exist stable LTI systems H such that the approximation
process does not converge to the desired output H f even if the oversampling factor
is arbitrarily large. If one allows generalized measurements of the input signal, then
the output of every stable LTI system can be uniformly approximated in terms of
generalized measurements of the input signal.
The last section studies the situation where only the amplitudes of the signal samples
are known. It is shown that one can find specific measurement functionals such that
signal recovery of bandlimited signals from amplitude measurement is possible,
with an overall sampling rate of four times the Nyquist rate.
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1 Introduction
The great success of digital signal proceeding lies in the fact that analog signals ob-
served in the physical world can equivalently be represented by a sequence of com-
plex numbers. These digital signals can then be processed and filtered very quickly
and efficiently on digital computers. Sampling theory is the theoretical foundation
of the conversion from analog to digital signals and vice versa. Because of its fun-
damental importance for modern information theory, signal processing and com-
munications, there exists a long and extensive list of impressive research results in
this area starting with the seminal work of Shannon [60]. We refer to excellent sur-
vey articles and textbooks such as [38, 41, 59, 64, 73] and to [14, 15] for historical
comments on the topic.
Sampling theory was originally formulated for bandlimited signals with finite
energy. Later these results were extended to non-bandlimited signals [17,25,26,29]
and to broader classes of bandlimited functions, in particular to functions which
do not necessarily have finite energy [19, 52, 71]. But these results often took into
consideration only the pointwise convergence of the reconstruction series. From a
practical point of view, however, it is often necessary to control the peak value of
the reconstructed signal because electronic circuits and devices (like amplifiers, an-
tennas, etc.) have only limited dynamic ranges. Moreover, the energy efficiency of
these devices usually and largely depends on this dynamic range [68]. To control the
peak value of the signals, one has to investigate the uniform convergence of the sam-
pling series. This will be done in some detail in the first part of this article (Sec. 4).
The starting point will be a classical result [13] which shows that the uniform Shan-
non sampling series is locally uniformly convergent for all bandlimited signals with
an absolute integrable Fourier transform. Then we present several extensions of this
result to larger signal spaces and we investigate whether it is possible to have global
uniform convergence on the entire real axis. In particular, we discuss the influence
of the sampling points and we investigate whether its is possible to apply adaptive
reconstruction algorithms to obtain signal recovery methods which are uniformly
convergent. Classical sampling series, like the one of Shannon, are fixed for the
whole signal space under consideration. These series may or may not converge for
all signals in this signal space. But even if the sampling series does not converge
for all functions in the space, it might be possible to adapt the reconstruction series
to the actual signal to obtain a signal approximation which converges uniformly to
the desired signal. However, it will be shown that for the common signal spaces
of bandlimited signals, such an adaption of the recovery series essentially gives no
improvement of the global uniform convergence behavior. These investigations in
Sec. 4 are strongly related to one of the cornerstones of functional analysis, namely
to the theorem of Banach-Steinhaus. This important theorem is a very powerful
and elegant tool to investigate non-adaptive algorithms, and in particular to prove
the divergence of sampling series considered in this paper. For adaptive algorithms,
however, the Banach-Steinhaus theorem cannot be applied. Therefore completely
new tools are necessary for the investigation of such recovery algorithms, which are
related to some early works of Paul Erdo˝s.
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The second part of this article (Sec. 5) investigates another aspect of sampling
based signal processing. Whereas the sampling theorem deals with the reconstruc-
tion of a signal f from its samples { f (λn)}, the main task of digital signal process-
ing is often not to reconstruct f , but to process the sampled data { f (λn)} such that
an approximation of the processed signal g = H f is obtained, where H is a certain
linear transformation. In other words, one wants a digital implementation of the
analog system H. It seems to be widely accepted that such a digital implementa-
tion is always possible, at least for stable linear systems. This is certainly true for
bandlimited signals with finite energy. However, for more general signal spaces, a
digital implementation of stable LTI systems may fail, even on such spaces where
the sampling series uniformly converges. This remarkable observation is presented
and discussed in Sec. 5. Moreover, we also discuss the influence of data acquisition
for possible signal based signal processing. Usually, signals are sampled by point
evaluations f 7→ { f (λn)}n∈Z. However, more general measurement functionals are
possible to digitize an analog signal. It is shown that generalized measurement func-
tionals will enable the digital implementation of analog signal processing schemes
on spaces where a digital implementation based on point evaluations fail.
The last part (Sec. 6) considers another application where generalized measure-
ment functionals are necessary to guarantee signal recovery from signal samples.
Here we consider the situation where only the amplitude of the signal samples is
available, but not the phase. This problem, known as phase retrieval, plays an im-
portant role in many different applications. Even though there is a long history of
research [31] on phase retrieval, it is still not clear whether signal reconstruction
from the amplitudes of point evaluations is in general, possible. Here we will show,
however, that specifically designed measurement functionals will allow signal re-
covery of bandlimited functions from the knowledge of its amplitudes only. The
recovery algorithm will be partially based on the sampling series investigated in
Sec. 4.
2 Preliminaries and Signal Models
2.1 General Notations
We use standard notations. In particular, the set of all continuous functions on the
real axis R is denoted by C (R), and C0(R) stands for all f ∈ C (R) which vanish at
infinity. Both spaces are equipped with the supremum norm ‖ f‖∞ = supt∈R | f (t)|.
If 1 ≤ p < ∞ or p = ∞, then
‖ f‖p =
(∫
∞
−∞
| f (t)|p dt
)1/p
and ‖ f‖∞ = esssup
t∈R
| f (t)|
is the Lp-norm of f , and Lp(R) stands for the Banach space of all measurable func-
tions on R with finite Lp-norm. Similarly, if S ⊂ R is a finite interval of length |S|
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on R, then Lp(S) with 1 ≤ p ≤ ∞ stands for the set of measureable functions on S
with finite norm, defined by
‖ f‖p =
(
1
|S|
∫
S
| f (t)|p dt
)1/p
and ‖ f‖∞ = 1|S| esssupt∈S
| f (t)| .
In particular, L2(R) and L2(S) are Hilbert spaces with the inner products
〈 f ,g〉 =
∫
R
f (t)g(t)dt and 〈 f ,g〉= 1|S|
∫
S
f (t)g(t)dt , (1)
respectively. For any f ∈ L1(R), its Fourier transform is defined by
f̂ (ω) = (F f )(ω) =
∫
∞
−∞
f (t)e−itω dt , ω ∈ R .
Because L1(R)∩L2(R) is a dense subset of L2(R), Plancherel’s theorem extends
F to a unitary operator on L2(R). There, F satisfies Parseval’s formula 〈 f̂ , ĝ〉 =
2pi
〈 f ,g〉 for all f ,g ∈ L2(R). By Riesz-Thorin interpolation, F can be extended to
any Lp(R) with 1 < p < 2, and for p > 2 it can be defined in the distributional sense
(see, e.g. [39, 58]).
2.2 Spaces of Bandlimited Functions
In many applications, and especially in communications, bandlimited signals are
the prevailing signal model. In order to set our discussion in the context of known
results, we consider two families of bandlimited functions, namely Paley-Wiener
and Bernstein spaces.
Paley-Wiener Spaces For σ > 0 and 1≤ p≤∞, the Paley-Wiener space PW pσ is
the set of all functions f that can be represented as
f (z) = 1
2pi
∫ σ
−σ
f̂ (ω)eiωz dω , z ∈ C (2)
for some f̂ ∈ Lp([−σ ,σ ]). Thus f can be represented as the inverse Fourier trans-
form of a function f̂ in Lp([−σ ,σ ]), and we say that f has bandwidth σ . The norm
in PW pσ is defined by ‖ f‖PW pσ = ‖ f̂‖Lp([−σ ,σ ]).
The Paley-Wiener spaces are nested. Indeed, Ho¨lder’s inequality implies that
‖ f‖
PW
q
σ
≤ ‖ f‖
PW
p
σ
for all f ∈ PW pσ and all 1 ≤ q ≤ p. This yields the inclu-
sions PW pσ ⊂ PW qσ for all 1 ≤ q ≤ p < ∞. In particular, PW 1σ is the largest
space in the family of Paley-Wiener spaces. By the properties of the Fourier trans-
form, it follows easily from (2) that any Paley-Wiener function f is continuous on R
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with ‖ f‖∞ ≤ 12pi ‖ f‖PW 1σ and the Riemann-Lebesgue lemma shows that any Paley-
Wiener function vanishes at infinity such that PW pσ ⊂ C0(R) for every 1≤ p≤∞.
Similarly, as for the Lp(R) spaces, the Paley-Wiener space PW 2σ plays a partic-
ular role since it is a Hilbert space with the L2 inner product given on the left-hand
side of (1). Moreover, it is even a reproducing kernel Hilbert space. This means that
for every λ ∈ R, and for all f ∈PW 2σ , the point evaluation f (λ ) can be written as
an inner product
f (λ ) = 〈 f ,rλ 〉 with rλ (t) = sin(σ [t−λ ])pi [t−λ ] ,
and with the reproducing kernel rλ ∈PW 2σ with ‖rλ‖PW 2pi =
√
σ/pi.
Bernstein Spaces For any σ > 0, the set Bσ contains all entire functions of expo-
nential type≤σ , i.e. to every f ∈Bσ and every ε > 0 there is a constant C =C( f ,ε)
such that
| f (z)| ≤C e(σ+ε)|z| for all z ∈ C .
Then for 1 ≤ p ≤∞, the Bernstein space Bpσ is the set of all f ∈Bσ whose restric-
tion to the real axis belongs to Lp(R). The norm in Bpσ is defined as the Lp(R) norm
of f on R.
Functions in the Bernstein spaces Bpσ are also bandlimited in the sense that they
have a Fourier transform with finite support. This follows from the Paley-Wiener
theorem [39,58]. It states that f is an entire function of exponential type ≤ σ , if and
only if it is the Fourier transform of a distribution with compact support which is
contained in the interval [−σ ,σ ]. Finally, we remark that the theorem of Plancherel-
Po´lya implies that there exists a constant C =C(p,σ), such that for all f ∈Bpσ
| f (t + iτ)| ≤C‖ f‖p eσ |τ| for all t,τ ∈ R . (3)
Thus every f ∈ Bpσ is uniformly bounded on every line parallel to the real axis.
It follows that Bpσ ⊂ Bqσ ⊂ B∞σ for all 1 ≤ p ≤ q ≤ ∞. In particular, B∞σ is the
largest space in the family of Bernstein spaces. The space of all functions f ∈ B∞σ
for which f (t)→ 0 as t →±∞ will be denoted by B∞σ ,0, and we have the relations
B∞σ ,0 ⊂ C0(R) and Bpσ ⊂ C (R) for every 1 ≤ p ≤ ∞. Note also that Plancherel’s
theorem shows that B2σ = PW 2σ . So overall we have the relation
B
2
σ = PW
2
σ ⊂PW 1σ ⊂B∞σ .
Without any loss of generality, we normalize the bandwidth σ of our signals to
σ = pi throughout this article.
In applications, it is often important to control the peak value of the signals be-
cause of limited dynamic ranges of power amplifiers and other hardware compo-
nents [68]. Moreover, the energy efficiency is an increasingly important aspect for
mobile communication networks, and since the efficiency of high power amplifiers
is directly related to the peak-to-average power ratio of the signals, it is necessary
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to control the peak values of the signals to design energy efficient systems. For such
applications, B∞pi is the appropriated signal space. Moreover, in sampling and recon-
struction of stochastic processes, the space PW 1pi plays a fundamental role [8, 16]
because the spectral densities of such processes are L1 functions, in general. Conse-
quently, one has to investigate the behavior of the reconstruction series for functions
in PW 1. For these reasons, the spaces B∞pi and PW 1pi are the primary signal spaces
considered in this paper.
3 Classical Sampling Theory – A Short Introduction
Sampling theory deals with the reconstruction of functions f in terms of their val-
ues (samples) f (λn) on an appropriated set {λn} of sampling points. The particular
choice of the set {λn} and in particular the density of the points λn determines
whether it is possible to reconstruct f from its samples [59]. This theory is the
foundation of all modern digital signal processing [60]. Moreover, in [30], Feynman
discusses sampling theory in a much wider context (“physics of computations”)
and its importance for theoretical physics. This section reviews some of the most
important results in sampling theory, as far as they will be needed in the subsequent
discussions.
3.1 Uniform Sampling
We start our discussion with the situation where the sampling points Λ = {λn}n∈Z
are distributed uniformly on the real axis, i.e. where λn = n for all n ∈ Z. Then the
fundamental initial result in sampling theory is the so-called cardinal series [37]
which is also known by the name Whittaker-Shannon-Kotelnikov sampling theo-
rem. Let f ∈ PW ppi be a bandlimited function and consider the Shannon series of
degree N
(SN f )(t) =
N
∑
n=−N
f (n)rn(t) =
N
∑
n=−N
f (n) sin(pi [t− n])
pi [t− n] (4)
with the reproducing kernels rn of PW 2pi . This series is intended to approximate
the given function f from its samples { f (n)}Nn=−N . The question is whether, and in
which sense, SN f converges to the given function f as N → ∞.
Original research was mainly focused on functions in the Hilbert space PW 2pi ,
and it is well known that
lim
N→∞
‖ f −SN f‖PW 2pi = 0 for all f ∈PW
2
pi . (5)
This result easily follows by observing that the reproducing kernels {rn}n∈Z form an
orthonormal basis for PW 2pi [36]. Moreover, since PW 2pi is a reproducing kernel
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Hilbert space, Cauchy-Schwarz inequality immediately gives
| f (t)− (SN f )(t)| = |〈 f −SN f ,rt 〉| ≤ ‖rt‖PW 2pi ‖ f −SN f‖PW 2pi .
Since ‖rt‖PW 2pi = 1 for all t ∈R, (5) also implies
lim
N→∞
max
t∈R
| f (t)− (SN f )(t)|= 0 for all f ∈PW 2pi .
In other words, SN f converges uniformly to f for all f ∈ PW 2pi , and one can even
show that SN f converges absolutely. Moreover, it is fairly easy to extend the above
results for PW 2pi to all Paley-Wiener space PW
p
pi with 1 < p≤∞. More precisely,
one has the following statement [38]:
Theorem 1. For each 1 < p ≤ ∞ and for all f ∈PW ppi , we have
f (t) = lim
N→∞
(SN f )(t) =
∞
∑
n=−∞
f (n) sin(pi [t− n])
pi [t− n]
where the sum converges absolutely and uniformly on the whole real axis R, and
also in the norm of PW ppi .
Theorem 1 gives a simple and convenient reconstruction formula for all functions
in the Paley-Wiener spaces PW ppi with p > 1. However, we want to stress that The-
orem 1 does not hold for the largest Paley-Wiener space PW 1pi . The convergence
of the sampling series in this space will be considered in more detail in Section 4.
In particular, Corollary 1 below will show that with oversampling, SN converges
uniformly on PW 1pi .
3.2 Non-Uniform Sampling Series
The Shannon sampling series (4) is based on uniform signal samples taken at inte-
ger values λn = n, n ∈ Z. To gain more flexibility, one may consider series which
reconstruct a function f from samples { f (λn)}n∈Z taken at a set Λ = {λn}n∈Z of
non-uniform sampling points. To choose an appropriate sampling set Λ , we start
again with the Hilbert space B2pi = PW 2pi . For this signal space, so-called complete
interpolating sequences are suitable sampling sets.
Definition 1 (Interpolating and Sampling Sequence). Let Λ = {λn}n∈Z be a se-
quence in C and let SΛ : B2pi → ℓ2 be the associated sampling operator defined by
SΛ : f 7→ { f (λn)}n∈Z. We call Λ
• a sampling sequence for B2pi if SΛ is injective.
• an interpolation sequence for B2pi if SΛ is surjective.
• complete interpolating for B2pi if SΛ is bijective.
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In the following, we always use as sampling sets complete interpolating se-
quences for B2pi . Such sequences were completely characterized by Minkin [47]
after [49, 51] already gave characterizations under mild constrains on Λ .
Over- and undersampling Assuming that Λ is complete interpolating for B2pi ,
then SΛ is an isomorphism between the signal space B2pi and the sequence space ℓ2
such that the interpolation problem f (λn) = cn, n∈ Z has a unique solution f ∈B2pi
for every sequence {cn}n∈Z ∈ ℓ2. Now, let β ∈R and consider the signal space B2β pi .
If β > 1, then B2pi is a proper subset of B2β pi and SΛ will no longer be injective
viewed as an operator on B2β pi → ℓ2. Therefore it will not be possible to reconstruct
every f ∈ B2β pi uniquely from its samples SΛ f . In this case, we say that B2β pi is
undersampled by Λ . Conversely, if β < 1, then B2β pi is a proper subset of B2pi and
the sampling operator SΛ : B2β pi → ℓ2 is injective but not surjective. In this case,
every function f ∈ B2β pi can uniquely be reconstructed from its samples SΛ but
there exist sequences {cn}n∈Z ∈ ℓ2 such that the interpolation problem f (λn) = cn,
n ∈ Z has no solution in B2β pi . In this case, we say that B2β pi is oversampled by Λ
and 1/β is the oversampling factor.
Let Λ = {λn}n∈Z be a complete interpolating sequence for B2pi and define the
function
ϕ(z) = zδΛ lim
R→∞ ∏|λn|<R
λn 6=0
(
1− zλn
)
with δΛ =
{
1 if 0 ∈Λ
0 otherwise . (6)
One can show [43,70] that the product in (6) converges uniformly on every compact
subset of C and that ϕ is an entire function of exponential type pi . It follows from
(6) that ϕ(λn) = 0, i.e. Λ is the zero set of the function ϕ which is often called the
generating function of Λ . Based on the function (6), one defines for every n ∈ Z
ϕn(z) :=
ϕ(z)
ϕ ′(λn)(z−λn) , z ∈ C . (7)
Again, these are entire functions of exponential type pi which solve the interpola-
tion problem ϕn(λn) = 1 and ϕn(λk) = 0 if k 6= n. Following the ideas of classical
Lagrange interpolation, one considers for any N ∈ N, the approximation operator
(AN f )(z) =
N
∑
n=−N
f (λn)ϕn(z) , (8)
which only involves 2N+1 sampling values. The aim is to approximate any function
f ∈B2pi by AN f in such a way that the approximation error ‖ f −AN f‖B2pi becomes
less than any arbitrary given bound ε as soon as N ∈N is sufficiently large.
By the definition of the interpolation kernels ϕn, it is clear that AN f satisfies
the interpolation condition (AN f )(λn) = f (λn) for all n = 0,±1,±2, . . . ,±N, and
one can show that for every f ∈ B2pi , the sequence {AN f}N∈N converges in B2pi as
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N → ∞. Since Λ is completely interpolating, we therefore have AN f converging to
f for every f ∈B2pi [70].
Theorem 2. Let Λ = {λn}n∈Z be a complete interpolating sequence for B2pi and let
{ϕn}n∈Z be the functions defined by (7) based on the generating function (6). Then
f (z) = lim
N→∞
(AN f )(z) =
∞
∑
n=−∞
f (λn)ϕn(z)
for all f ∈B2pi where the sum converges in the norm of B2pi , and uniformly on R.
In general, the characterization of complete interpolating sequences Λ is fairly
complicated and the calculation of the corresponding generating function ϕ via (6)
can be computationally difficult. Fortunately, an important subset of complete in-
terpolating sequences is known which simplifies the entire procedure considerably.
These are the zero sets of the so-called sine-type functions.
Definition 2 (Sine-type function). An entire function ϕ of exponential type pi is
said to be a sine-type function if it has simple and separated zeros and if there exist
positive constants A,B,H such that
Aeσ |η| ≤ |ϕ(ξ + iη)| ≤ Beσ |η| for all ξ ∈ R and |η | ≥ H .
Any sine-type function can be determined from its zero set Λ by (6).
Example 1. The uniform sampling considered above is a special case of non-uniform
sampling. The sampling set Λ is obtained as the zero set of the sine-type function
ϕ(z) = sin(piz), which is equal to Λ = {λn = n}n∈Z. The corresponding interpola-
tion kernels (7) become ϕn(z) = sin(pi [z− n])/(pi [z− n]) and (8) becomes equal to
(4).
If the sampling set Λ is chosen as the zero set of a sine-type function, then The-
orem 2 can be extended to all Bernstein spaces Bppi with 1 < p < ∞. Thus, the
non-uniform sampling series (8) reconstructs every function in Bppi . More precisely,
one has the following statement [43, Lect. 22].
Theorem 3. Let Λ = {λn}n∈Z be the zero set of a sine-type function ϕ and let
{ϕn}n∈Z and AN be defined as in (7) and (8), respectively. Then for each 1≤ p < ∞
f (t) = lim
N→∞
(AN f )(t) =
∞
∑
n=−∞
f (λn)ϕn(t) , for all f ∈Bppi
where the sum converges uniformly on R and for 1 < p < ∞, it also converges in the
norm of Bppi .
Also here we would like to stress that Theorem 3 does not hold for the largest
space B∞pi in the family of Bernstein spaces, and we will discuss the B∞pi -case later
in Sec. 4 (cf. Conjecture 2 and Theorem 13 below).
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4 On the Global Uniform Convergence of Sampling Series
Theorems 1 and 3 establish the uniform convergence of the sampling series on
PW
p
pi for 1 < p ≤ ∞ and on Bppi for 1 ≤ p < ∞, respectively. However, both re-
sults can not easily be extended to the largest spaces PW 1pi and B∞pi . This section
reviews and discusses some recent results which investigate on which signal spaces
and under which conditions the sampling series converges uniformly on R. So we
are going to investigate the behavior of the quantity
max
t∈R
| f (t)− (SN f )(t)| or max
t∈R
| f (t)− (AN f )(t)|
as N tends to infinity. This quantity is an important measure for the stability of the
reconstruction process since it allows us to control the peak value of the error be-
tween the approximation AN f and the function f itself. The question is whether the
maximum error can be made arbitrarily small for a sufficiently large approximation
degree N.
For the signal space PW 1pi , a classical theorem due to Brown states that the
Shannon sampling series SN converges uniformly on compact sets of R.
Theorem 4 (Brown [13]). For all f ∈PW 1pi and for all T > 0, we have
lim
N→∞
(
max
t∈[−T,T ]
| f (t)− (SN f )(t)|
)
= 0 .
Based on this result we consider now the following two questions.
1. Is it possible to have even uniform convergence on the entire real axis, i.e. is it
possible to replace the interval [−T,T ] by R in Theorem 4?
2. Is it possible to extend Theorem 4 to the larger space B∞pi of bounded bandlimited
functions?
Since Theorem 4 is based on uniform sampling without oversampling, we may hope
to achieve these extensions by replacing the uniform sampling series SN with a non-
uniform series AN and by using oversampling.
4.1 Weak Divergence of the Shannon Sampling Series
We begin by asking whether the Shannon sampling series (4) converges uniformly
on the whole real axis R for every function f ∈PW 1pi . The negative answer is given
by the following theorem [7].
Theorem 5. There exists a signal f0 ∈PW 1pi such that
limsup
N→∞
‖SN f0‖∞ = ∞ . (9)
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Remark 1. Since PW 1pi ⊂ C0(R), all functions in PW 1pi are bounded on R. There-
fore Theorem 5 implies in particular that there exists an f0 ∈ PW 1pi such that
limsupN→∞ ‖ f0−SN f0‖∞ = ∞.
Remark 2. In fact, the divergence behavior described by Theorem 5 is not a par-
ticular property of the Shannon sampling series but holds for a large class of ap-
proximation processes which rely on uniform sampling. More precisely, [7] proved
Theorem 5 not only for the sampling series (4) but for all sampling series with the
general form
(RN f )(t) = (T f )(t)+
N
∑
n=−N
f (n)φn(t) , (10)
where T : PW 1pi →B∞pi is linear and bounded, and φn ∈B∞pi are certain interpolation
kernels. If the series RN satisfies1 the following three properties:
• The kernels φn are uniformly bounded, i.e. ‖φn‖∞ ≤Cφ < ∞ for all n ∈ Z,
• (RN f )(t) converges pointwise to f (t) for all f ∈PW 2pi ,
• The operator T is such that there exist two constants C,D > 0 such that for all
f ∈PW 1pi always supt∈R |(T f )(t)| ≤C max|z|≤D | f (z)|,
then it shows the same divergence behavior as in Theorem 5. Moreover, the particu-
lar function f0 ∈PW 1pi , for which ‖SN f0‖∞ diverges, is universal in the sense that
all interpolation series RN with the above properties diverge for f0.
The proof of Theorem 5 relies on an explicit construction of f0 ∈ PW 1pi and a
corresponding subsequence {Nk}∞k=1 such that
(SNk f0)(Nk + 1/2)≥C1
√
k3 +C2 → ∞ as k → ∞ .
Because of this construction, one has the limsup-divergence in (9). In a sense, this
is a weak notion of divergence, because one designs a very specific function f0 and
a corresponding subsequence of approximations {SNk f0}k∈N such that divergence
emerges. This notion of (weak) divergence is sufficient to show that the approxima-
tion procedure is not always convergent. However, it does not show that there exists
no recovery procedure at all. In particular, the divergence result of Theorem 5 does
not allow to answer the following two questions:
Q-1 Let f ∈PW 1pi be arbitrary. Does there exist a specific sequence N ( f ) =
{Nk = Nk( f )}k∈N, depending on f , such that
sup
k∈N
‖ f −SNk f‖∞ < ∞ . (11)
Q-2 Does there exist a universal approximation sequence N = {Nk}k∈N such
that (11) holds for all f ∈PW 1pi ?
1 Interpolation series RN which satisfy these conditions include the so called Valiron series [5, 37,
66] or Tschakaloff series [37, 63].
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Remark 3. Note that a negative answer to Q-1 implies a negative answer to Q-2.
Conversely, a positive answer to Q-2 implies a positive answer to Q-1.
With that said, Theorem 5 gives only a weak statement about the global diver-
gence behavior of the Shannon series on PW 1pi . Because, if Q-2 were to have a
positive answer, then one would have a globally convergent method to reconstruct
every f ∈PW 1pi from its sampled values { f (n)}n∈Z. But even if only question Q-1
were to have a positive answer, signal recovery would still be possible, but with an
adaptive approximation process which depends on the actual function.
Divergence results like those in Theorem 5 are usually proved using the uniform
boundedness principle. This principle is one of the cornerstones of functional anal-
ysis and it may be formulated as follows (see, e.g., [57]):
Theorem 6 (Banach-Steinhaus, [3]). Let {Tn}n∈N be a sequence of linear oper-
ators Tn : X → Y mapping a Banach space X into a normed space Y with the
operator norms
‖Tn‖= sup
f∈X
‖Tn f‖Y
‖ f‖X .
If supn∈N ‖Tn‖= ∞ then there exists an x0 ∈X such that
sup
n∈N
‖Tnx0‖Y = ∞ . (12)
In fact, the set D of all x0 ∈X which satisfy (12) is a residual set X .
Remark 4. In a Banach space, a residual set is the complement of a set of first cat-
egory (a meager set) and therefore it is a set of second category (i.e. a nonmeager
set). In the following we use that the countable intersection of residual sets is again
a residual set. In particular, the countable intersection of open dense subsets is a
residual set [42].
Here, we shortly discuss how the theorem of Banach-Steinhaus can be used to
investigate the two questions Q-1 and Q-2. In particular, we want to show the limi-
tations of the Banach-Steinhaus theorem for answering question Q-1.
To prove Theorem 5, based on the uniform boundedness principle, it is sufficient
to shown that the norms
‖SN‖= sup
{
‖SN f‖∞ : f ∈PW 1pi , ‖ f‖PW 1pi ≤ 1
}
of the operators SN : PW 1pi →B∞pi , defined in (4), are not uniformly bounded. This
was done in [7], where it was shown that there exists a constant CS such that
‖SN‖ ≥CS logN for all N ∈ N . (13)
Then Theorem 6 implies immediately that there exits a residual set D ⊂PW 1pi such
that
limsup
N→∞
‖SN f‖∞ =+∞ for all f ∈D .
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Next we use Theorem 6 to investigate question Q-2. Since (13) holds for all N ∈
N, the same reasoning can be applied to any subsequence N = {Nk}k∈N of N. Then
the Banach-Steinhaus theorem states that there exists a residual set D(N )⊂PW 1pi
such that
limsup
k→∞
‖SNk f‖∞ =+∞ for all f ∈D(N ) .
This shows that the answer to question Q-2 is actually negative, i.e. there exists no
universal subsequence N = {Nk}k∈N such that SNk f converges uniformly for every
f ∈PW 1pi . One can even say more about the size of the divergence set. Let {Nv}v∈N
be a countable collection of subsequences of N. Then to every Nv = {Nv,k}k∈N there
exists a subset D(Nv)⊂PW 1pi such that
limsup
k→∞
‖SNv,k f‖∞ =+∞ for all f ∈D(Nv) .
Since each D(Nv) is a residual sets in PW 1pi and since we have only countably
many sets, Baire’s category theorem (see, e.g., [57]) implies that the intersection of
these sets ⋂
v
D(Nv) 6=∅ (14)
is again a (non-empty) residual set in PW 1pi . So given a countable collection of
subsets {Nv}v∈N, the set of functions f ∈PW 1pi for which
limsup
k→∞
‖SNv,k f‖∞ =+∞ for all Nv = {Nv,k}k∈N ∈ {Nv}v∈N
is nonmeager (of second category) in PW 1pi .
However, the above reasoning cannot be extended to give a definite answer to
question Q-1. Because for a negative answer to Q-1, we need to show that⋂
Nv={Nv,k}k∈Z
Nv is a subsequence of N
D(Nv) 6=∅ .
In other words, we have to show that there exists a function f∗ ∈ PW 1pi such that
limk→∞ ‖SNv,k f∗‖∞ = +∞ for every subsequence Nv = {Nv,k}k∈N of N. However,
in contrast to (14), the set of all subsequences of N contains uncountably many
elements and the uncountable intersection of residual sets may not be of second cat-
egory. It even may be empty. Therefore, using the above technique, it is not possible
to decide whether this intersection is empty or not. This way we are not able to
answer question Q-1.
In the next subsection we are going to investigate question Q-1 for the Shannon
sampling series in more detail, using completely new techniques. Before that, we
give an example of an operator sequence which is (weakly) divergent, but for which
question Q-2 can be answered positively.
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Example 2 (Approximation by Walsh functions). Consider the usual Lebesgue space
L2([0,1]) of square integrable functions on the interval [0,1] and let {ψn}∞n=0 be the
orthonormal system of Walsh functions [67] in L2([0,1]), where the functions are
indexed as in [33]. Let PN : L2([0,1])→ span{ψn : n= 0,1, . . . ,N} be the orthogonal
projection onto the first N + 1 Walsh functions. Now we view PN as a mapping
L∞([0,1])→ L∞([0,1]) with the corresponding norm
‖PN‖= sup{‖PN f‖∞ : f ∈ L∞([0,1]) , ‖ f‖∞ ≤ 1} .
Then one can show [33] that
limsup
N→∞
‖PN‖=+∞ but ‖P2k‖= 1 for all k ∈ N .
So the sequence {PN}N∈N of linear operators is not uniformly bounded. Therefore
the uniform boundedness principle yields a divergence result similar to Theorem 5.
However, since there exists a uniformly bounded subsequence {P2k}k∈N, the ques-
tion Q-2 has a positive answer for this operator sequence {PN}N∈N.
4.2 Strong Divergence of the Shannon sampling series
The difficulties in answering Q-1, based on the Banach-Steinhaus theorem, may
also be viewed as follows. Under Q-1, the approximation series {Nk( f )}k∈N can be
chosen subject to the actual function f , i.e. one is allowed to adapt the reconstruc-
tion method to the actual function. Therefore, the overall approximation procedure
{SNk( f ) f}k∈Z depends non-linearly on the function f . Hence, one essential require-
ment for applying the Banach-Steinhaus theorem (the linearity of the operators) is
no longer satisfied. So even though the theorem of Banach-Steinhaus is a very pow-
erful tool for proving (weak) divergence results as in Theorem 5, it cannot be used
to answer question Q-1. Thus, for the investigation of adaptive recovery algorithms
completely different techniques are needed.
We will show below, that for the Shannon sampling series SN , question Q-1 has a
negative answer. To this end, it is necessary and sufficient to show that the sequence
{SN}N∈N diverges strongly.
Definition 3 (Strong divergence). Let X and Y be Banach spaces, and let {TN}N∈N
be a sequence of bounded operators TN : X →Y . We say that TN diverges strongly
if
lim
N→∞
‖TN f1‖Y = ∞ for some f1 ∈X .
So the strong divergence is in contrast to the weaker statement of the limsup
divergence used in Theorem 5. As explained above, it is not possible to show the
strong divergence of SN using the Banach-Steinhaus theorem, and even though sev-
eral extensions [23, 24, 61] of the Banach-Steinhaus theorem were developed in the
past, there currently exists no systematic way to show strong divergence. For the
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Shannon sampling series (4) on PW 1pi , its strong divergence is established by the
following theorem.
Theorem 7. The Shannon sampling series SN : PW 1pi →B∞pi given in (4) diverges
strongly, i.e. there exists a function f1 ∈PW 1pi for which
lim
N→∞
(
max
t∈R
|(SN f1)(t)|
)
= lim
N→∞
‖SN f1‖∞ = ∞ . (15)
Clearly, this is a much stronger statement than Theorem 5, with important practi-
cal implications for adaptive signal processing algorithms. It rules out the possibility
that the divergence in (9) occurs only because of a divergent subsequence. In par-
ticular, it implies a negative answer to question Q-1. Consequently, there exists no
(adaptive) signal recovery procedure which converges uniformly on the entire real
axis R.
The structure of the divergence sets. For non-adaptive linear methods, the Banach-
Steinhaus theorem is a very powerful and well established tool in functional anal-
ysis to investigate non-adaptive approximation methods. In particular, if one can
show that there exists one function f ∈X such that the the sequence TN f diverges
(weakly) in Y , then the Banach-Steinhaus theorem immediately implies that there
exists a whole set Dweak of second category for which TN f diverges weakly for
every f ∈Dweak.
We established in Theorem 7 that there exists one function f1 such that the Shan-
non sampling series diverges strongly. The question is now whether it is possible
to say something about the size or structure of the set of all functions for which
SN diverges strongly. Since the Banach-Steinhaus theorem cannot be applied in the
case of strong divergence, other techniques have to be developed. Because of the
close relation between strong divergence and adaptive signal processing methods,
we believe that it is an important research topic to develop general tools for the
investigation of strong divergence, similar to the Banach-Steinhaus technique for
weak divergence, i.e. for non-adaptive systems.
Here we start with such an investigation and study the structure of the weak
and strong divergence sets of approximation series. To this end, we consider linear
approximation operators TN : X → Y mapping a Banach space X into a Banach
space Y . Since TN f should be a good approximation of f ∈ X , measured in the
topology of Y , it is natural to assume that X ⊂ Y . Additionally, we assume that
there exists a dense subset X0 ⊂X such that
lim
N→∞
‖TN f0 − f0‖Y = 0 for all f0 ∈X0 , (16)
i.e. such that TN f0 converges to f0 in the norm of Y . For such linear operators, the
next theorem studies the structure of the divergence sets
Dweak =
{
f ∈X : limsup
N→∞
‖TN f‖Y = ∞
}
and
Dstrong =
{
f ∈X : lim
N→∞
‖TN f‖Y = ∞
} (17)
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of functions for which weak and strong divergence emerges, respectively.
Theorem 8. Let X and Y be two Banach spaces such that X is continuously
embedded in Y , and let TN : X → Y be a sequence of bounded linear operators
such that (16) holds for a dense subset X0 ⊂X . For any M,N ∈N define the set
D(M,N) :=
{
f ∈X : ‖TN f‖Y > M
}
.
1. If Dweak is non-empty, then for all M,N0 ∈N the set
∞⋃
N=N0
D(M,N) (18)
is open and dense in X .
2. For the divergence sets defined in (17), hold
Dweak =
∞⋂
M=1
limsup
N→∞
D(M,N) =
∞⋂
M=1
∞⋂
N0=1
∞⋃
N=N0
D(M,N) (19)
Dstrong =
∞⋂
M=1
liminf
N→∞
D(M,N) =
∞⋂
M=1
∞⋃
N0=1
∞⋂
N=N0
D(M,N) . (20)
Remark 5. For completeness and for later reference, the straight forward proofs of
these statements are provided in the Appendix.
Remark 6. It is easy to see that the operators SN : PW 1pi → B∞pi , associated with
the Shannon sampling series and defined in (4), satisfy the requirements of Theo-
rem 8. Indeed, Theorem 1 shows that PW 2pi is a dense subset of PW 1pi such that
limN→∞ ‖SN f0 − f0‖∞ = 0 for all f0 ∈PW 2pi , and Theorem 5 implies Dweak 6=∅.
At a first sight, the structure of both divergence sets seems to be fairly similar.
The only difference is that the inner intersection and union in (19) and (20) are
interchanged. However, the different order of these two operations has a distinct
consequence. The first statement of Theorem 8 shows that the sets (18) are open
and dense subsets of X , provided that Dweak is non-empty. Then Theorem 8 states
that Dweak is a countable intersection of these sets, and Baire’s category theorem
implies that a countable intersection of open and dense subsets of a Banach space
X is a set of second category, i.e. a nonmeager set. Consequently, if one is able to
show that there exists one function in Dweak, representation (19) together with the
category theorem of Baire implies immediately that Dweak is nonmeager.
For Dstrong the situation is completely different. There we have on the right hand
side the countable intersection of the open sets D(M,N). However, the intersection
of open sets is generally no longer open, and it may even be empty. So the represen-
tation (20) gives only little information about the size of Dstrong. If there exists one
function f ∈ Dstrong, then it is easy to show (using the same ideas as in part one of
the proof of Theorem 8) that Dstrong is dense in X . Nevertheless, even if it is dense,
it might be a set of first category, i.e. a meager set.
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Finally, we shortly discuss the oscillatory behavior of the Shannon series [6].
This will give further insight into its divergence behavior.
Theorem 9. Let f ∈PW 1pi be a function for which the Shannon sampling series (4)
diverges strongly. Then
lim
N→∞
(
max
t∈R
(SN f )(t)
)
=+∞ (21)
and
lim
N→∞
(
min
t∈R
(SN f )(t)
)
=−∞ .
This result not only implies the statement of Theorem 7 but it additionally shows
the oscillatory behavior of the Shannon series and its unlimited growth as N tends to
infinity. To the best of our knowledge, Theorem 9 is the only example which proves
the strong oscillatory behavior of a practically relevant reconstruction method, and
we will also see in Sec. 4.3 that non-uniform sampling series diverge strongly (cf.
Theorem 11 below and the corresponding discussion).
We close this section with two examples which illustrate that there are many
more problems where the question of strong divergence is of importance.
Example 3 (Lagrange interpolation on Chebyshev nodes). In 1941, Paul Erdo˝s tried
to show a behavior like (21) for the Lagrange interpolation on Chebyshev nodes. In
[27], he claimed that a statement like (21) holds for the Lagrange interpolation of
continuous functions. However, in [28] he observed that his proof was erroneous,
and he was not able to present a correct proof. He presented a result equivalent to
Theorem 7, and it seems that the original problem is still open.
Example 4 (Calculation of the Hilbert transform). For any function f ∈ L1([−pi ,pi ])
the Hilbert transform H is defined by
(H f )(t) = lim
ε→0
1
2pi
∫
ε≤|τ|≤pi
f (t + τ)
tan(τ/2)
dτ . (22)
This operation plays a very important roll in different areas of communications,
control theory, physics and signal processing [35, 54, 65]. In practical applications,
H f has to be determined based on discrete samples { f (tn)}Nn=−N of f . To this end,
let {TN}N∈N any sequence of linear operators which determines an approximation
of H f from the samples of { f (tn)}Nn=−N of f . It was shown in [11] that for any
such operator sequence, there exists a function f0 ∈ B := { f ∈ C ([−pi ,pi ]) : H f ∈
C ([−pi ,pi ])} such that
limsup
N→∞
‖TN f0‖∞ = ∞ .
In other words, any (non-adaptive) linear method which determines the Hilbert
transform from a discrete set of sampled values diverges weakly. Here, it also would
be interesting to investigate whether the questions Q-1 has positive answers or not,
i.e. whether there exist adaptive methods to approximate the Hilbert transform from
interpolated data.
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4.3 Convergence for Oversampling
So far we saw that the Shannon sampling series diverges strongly on PW 1pi . How-
ever, applying non-uniform sampling patterns and increasing the sampling rate in-
duces additional degrees of freedom, which might give a better convergence behav-
ior. The question is whether non-uniform sampling resolves the divergence prob-
lems observed for uniform sampling.
We start our investigations by showing that the result of Brown (Theorem 4)
on the local uniform approximation behavior of the Shannon sampling series can
be extended to non-uniform sampling series, provided that the sampling pattern is
equal to the zero set of a sine-type function [9].
Theorem 10. Let Λ = {λn}n∈Z be the zeros set of a sine-type function ϕ , let
{ϕn}n∈Z be the corresponding interpolation kernels, defined in (7), and let AN :
PW
1
pi →B∞pi be defined as in (8). Then for every T > 0, one has
lim
N→∞
(
max
t∈[−T,T ]
| f (t)− (AN f )(t)|
)
= 0 for all f ∈PW 1pi .
So if sampling patterns derived from sine-type functions are used, then we do not
need oversampling to obtain local convergence for all f ∈ PW 1pi . It seems natural
to ask whether we can apply other sampling patterns to achieve local convergence
of AN f . However, we believe that Theorem 10 is sharp with respect to the chosen
sampling pattern. If more general sampling patterns are used, the sampling series
AN f may no longer converge to f . More precisely, we believe that the following
statement is true.
Conjecture 1. There exist a complete interpolating sequence Λ = {λn}n∈Z with gen-
erating function ϕ , corresponding interpolation kernels {ϕn}n∈Z, a point t∗ ∈R, and
a function f∗ ∈PW 1pi such that
limsup
N→∞
∣∣(AN f∗)(t∗)∣∣= limsup
N→∞
∣∣∣∣∣ N∑
n=−N
f∗(λn)ϕn(t∗)
∣∣∣∣∣=+∞ .
Next, we ask whether the non-uniform sampling series AN f even converges glob-
ally uniformly on R. It turns out that the answer is negative. More precisely, one can
even show that the non-uniform sampling series AN : PW 1pi → B∞pi , given in (8),
diverges strongly. To prove this statement, [6] used non-uniform sampling patterns
derived from a special type of sine-type function: For any g ∈PW 1pi , we define the
function
ϕ(z) = A sin(piz)− g(z) , z ∈ C (23)
with a constant A > ‖g‖
PW 1pi
≥ ‖g‖∞. This is a sine-type function and we say that ϕ
is determined by the sine wave crossings of g. Such functions are used in sampling
theory and communications [4, 53] by methods which try to reconstruct the signal
from its sine wave crossings.
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Theorem 11. Let ϕ be a sine-type function of the form (23) with zero set Λ =
{λn}n∈Z and let {ϕn}n∈Z be the corresponding interpolation kernels (7). Then
the non-uniform sampling series (8) diverges strongly, i.e. there exists a function
f ∈PW 1pi such that
lim
N→∞
‖AN f‖∞ = lim
N→∞
(
max
t∈R
∣∣∣∣∣ N∑
n=−N
f (λn)ϕn(t)
∣∣∣∣∣
)
= ∞ .
So a non-uniform sampling series alone gives no improvement with respect to
the global uniform convergence as compared to the uniform sampling considered in
Theorem 7. Both the uniform and the non-uniform sampling series diverge strongly
on PW 1pi . Note that the previous theorem was formulated only for sampling pat-
terns arising from the zero set of a sine-type function of the form (23). This is only
a small subset of all complete interpolating sequences. Nevertheless, there is strong
evidence that Theorem 11 also holds for arbitrary complete interpolating sequences.
This gives the following conjecture [6].
Conjecture 2. Let Λ = {λn}n∈Z be an arbitrary complete interpolating sequence
with generator ϕ and corresponding interpolation kernels (7). Then there exists an
f ∈PW 1pi such that
lim
N→∞
‖AN f‖∞ = lim
N→∞
(
max
t∈R
∣∣∣∣∣ N∑
n=−N
f (λn)ϕn(t)
∣∣∣∣∣
)
= ∞ .
Non-uniform sampling pattern alone does not resolve the divergence problem
of the sampling series on PW 1pi . Since PW 1pi ⊂ B∞pi , the same statement holds
for B∞pi . Next we want to investigate whether oversampling improves the global
convergence behavior of the non-uniform sampling series (8). This is done for the
largest signal spaces B∞pi .
Our first theorem in this direction, taken from [48], shows that if oversampling is
applied, then the result of Brown (Theorem 4) on the local uniform convergence on
PW
1
pi can be extended to the larger space B∞pi and to non-uniform sampling series
of the form (8):
Theorem 12. Let Λ = {λn}n∈Z be the zero set of a sine-type function ϕ , and let
{ϕn}n∈Z be defined as in (7). Then for every T > 0 and any 0 < β < 1, we have
lim
N→∞
max
t∈[−T,T ]
| f (t)− (AN f )(t)|= 0 for all f ∈B∞β pi
where AN is defined in (8).
Remark 7. Note that this theorem allows sampling patterns from arbitrary sine-type
functions. The oversampling is expressed by the fact that the above result holds only
for functions in B∞β pi with β < 1, i.e. for functions with bandwidth β pi < pi .
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Remark 8. If no oversampling is applied, i.e. if β = 1, then the above result is not
true, in general. Then one can only show [48] that the approximation error remains
locally bounded, i.e. supN∈N maxt∈[−T,T ] | f (t)−(AN f )(t)| ≤C‖ f‖∞ for all f ∈B∞pi .
The question is whether we can also have uniform convergence on the entire real
axis. So what happens if we let T go to infinity in Theorem 12? The answer is given
by the next theorem [48]. It shows that we only have uniform convergence on R for
the subset B∞β pi ,0 of all f ∈ B∞β pi which vanish at infinity. However, in general, the
approximation error remains uniformly bounded for every f ∈B∞β pi .
Theorem 13. Let Λ = {λn}n∈Z be the zero set of a sine-type function ϕ , and let AN
be defined as in (8) with interpolation kernels {ϕn}n∈Z given in (7). Then for any
0 < β < 1, we have
lim
N→∞
max
t∈R
| f (t)− (AN f )(t)|= 0 for all f ∈B∞β pi ,0 ,
and there exists a constant C > 0 such that
lim
N→∞
max
t∈R
| f (t)− (AN f )(t)| ≤C‖ f‖∞ for all f ∈B∞β pi .
Since PW 1σ ⊂B∞σ ,0, Theorem 13 includes in particular the following corollary
[9] on the global uniform convergence of AN on PW 1β pi .
Corollary 1. Let ϕ be a sine-type function with zero set Λ = {λn}n∈Z and let
{ϕn}n∈Z be the corresponding interpolation kernels (7). Then for every f ∈PW 1β pi
with 0 < β < 1 holds
lim
N→∞
‖ f −AN f‖∞ = lim
N→∞
(
max
t∈R
∣∣∣∣∣ f (t)− N∑
n=−N
f (λn)ϕn(t)
∣∣∣∣∣
)
= 0 .
So with oversampling, i.e. for functions in PW 1β pi with β < 1, the sampling
series (8) converges uniformly on the entire real axis. This result can not be extended
to the larger signal space B∞β pi . For these functions, the approximation error is only
bounded in general, but does not go to zero as N tends to infinity. This even holds
for any arbitrary large oversampling factor 1/β .
5 Sampling-Based Signal Processing
Up to now, our discussion was based on the goal to reconstruct a certain function,
say f ∈ PW 1pi , from its values { f (λn)}n∈Z at the sampling points {λn}n∈Z. How-
ever, in applications one is often not interested in f itself, but in some processed
version of f , i.e. one wants to determine g = H f where H : PW 1pi → PW 1pi is a
certain linear system, for example the Hilbert transform (22) or the derivation oper-
ator f (t) 7→ d f/dt [18]. Since signals in the physical world are usually analog, the
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system H is often described in the analog domain. Then for a given function f , it
would be easy determining g = H f . However, if only samples { f (λn)}n∈Z of f are
available, then it seems to be more desirable to implement the system H directly in
the digital domain, based on the signal samples { f (λn)}n∈Z. Thus, we look for a
mapping HD : { f (λn)} 7→ H f which determines g = H f directly from the available
samples { f (λn)}. We call HD the digital implementation of the analog system H.
Example 5 (Sensor Networks). In a sensor network, many sensors which are dis-
tributed non-uniformly in space (and time), measure (i.e. sample) a certain physical
quantity (e.g. temperature, pressure, the electric or magnetic field strength, velocity,
etc.). For concreteness, assume that we measure temperature. Then the aim is not
necessarily to reconstruct the entire temperature distribution in the observed area,
but only to determine, say, the maximum temperature, or the maximum temperature
difference.
The interesting question now is whether it is possible to find for a given analog
system H, a digital implementation HD. The answer depends strongly on the system
H under consideration. Here we only investigate this problem for a fairly simple but
very important class of mappings H, namely for stable linear, time-invariant systems
H : PW 1pi →PW 1pi .
5.1 Linear Time-Invariant Systems
In our context, a linear system is always a linear operator H : PW 1pi →PW 1pi . Such
a system is called stable, if H is bounded, i.e. if
‖H‖= sup
{
‖H f‖
PW
1
pi
: f ∈PW 1pi , ‖ f‖PW 1pi ≤ 1
}
< ∞ ,
and H is said to be time-invariant if it commutes with the translation operator Ta :
f (t) 7→ f (t − a), i.e. if HTa f = TaH f for all a ∈R and for every f ∈PW 1pi .
It is known that for every stable, linear, time-invariant (LTI) system H : PW 1pi →
PW
1
pi there exists a unique function ĥ ∈ L∞([−pi ,pi ]) such that for all f ∈PW 1pi
(H f )(t) = 1
2pi
∫ pi
−pi
f̂ (ω) ĥ(ω)eiωt dω , t ∈ R (24)
and with ‖H‖= ‖ĥ‖∞. Conversely, every function ĥ∈ L∞([−pi ,pi ]), defines by (24),
a stable LTI system H. In engineering, the function ĥ is often called the transfer
function of the LTI system H, whereas its inverse Fourier transform h = F−1ĥ is
said to be the impulse response of H. Since L∞([−pi ,pi ])⊂ L2([−pi ,pi ]), we have that
h ∈PW 2pi .
Digital implementation for PW 2pi . Now we want to find a digital implementation
HD for a stable LTI system of H. To this end we first consider the situation on the
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Hilbert space PW 2pi . There the obvious way to define HD is by applying H to AN f .
This yields
(HAN f )(t) =
N
∑
n=−N
f (λn)(Hϕn)(t) =
N
∑
n=−N
f (λn)ψn(t) =: (HN f )(t) (25)
with kernels ψn := Hϕn ∈ PW 2pi , for all n ∈ Z, and where the sampling set Λ is
chosen to be a complete interpolating for PW 2pi . If H is a stable system PW 2pi →
PW
2
pi , then it follows from Theorem 2 that
‖H f −HN f‖PW 2pi = ‖H f −HAN f‖PW 2pi ≤ ‖H‖‖ f −AN f‖PW 2pi → 0
as N → ∞ for every f ∈PW 2pi . Since PW 2pi is a reproducing kernel Hilbert space,
the norm convergence again implies the uniform convergence on R.
Digital implementation in PW 1pi . Since PW 2pi is a dense subset of PW 1pi , we
may hope that the implementation for PW 2pi extends in some sense to PW 1pi .
Let us first consider a very special stable LTI system, namely the identity operator
H = I
PW
1
pi
on PW 1pi . For this particular system, its digital implementation is easily
derived. Following the above ideas for PW 2pi , its digital implementation is simply
HN = HAN = AN , and Corollary 1 implies
lim
N→∞
‖H f −HN f‖∞ = lim
N→∞
‖H f −AN f‖∞ = lim
N→∞
max
t∈R
∣∣∣∣∣H f − N∑
n=−N
f (λn)ϕn(t)
∣∣∣∣∣= 0
for all f ∈PW 1β pi with β < 1, and provided that the sampling set Λ = {λn}n∈Z was
chosen to be the zero set of a sine-type function. So for the identity operator, we
found a digital implementation. Since Corollary 1 was used in the above arguments,
it is clear that this digital implementation is based on the oversampled input signal
f . Theorem 11 shows then that if Λ is the zero set of sine-type functions of the form
(23), oversampling is indeed necessary even for the global approximation of the
simple LTI H = I
PW
1
pi
. Moreover, if Conjecture 2 turns out to be true, then it would
imply that oversampling is necessary for all complete interpolating sequences Λ .
Our next question is whether the digital implementation (25) converges for any
arbitrary stable LTI system H on PW 1β pi , i.e. whether HN f → H f as N → ∞ for all
f ∈PW 1β pi . In particular, we investigate whether HN f converges locally uniformly
to H f or even globally uniformly as the identity operator.
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5.2 Sampling via Point Evaluations
So the digital implementation HN of any stable LTI system H : PW 1pi → PW 1pi
is defined as in (25), based on a complete interpolating sequence Λ = {λn}n∈Z for
PW
2
pi and based on the interpolation kernels {ϕn}n∈Z given in (7) with ϕ as in (6).
The next theorem taken from [10] shows that there exist stable LTI systems for
which such a digital implementation is not possible, even if we allow arbitrarily
large oversampling. More precisely, it shows that there exist stable LTI systems such
that the approximation of its digital implementation HN f diverges even pointwise
for some f ∈PW 1pi .
Theorem 14. Let Λ = {λn}n∈Z be a complete interpolating sequence for PW 2pi and
let {ϕn}n∈Z be the interpolation kernels defined in (7). Let t ∈ R be arbitrary, then
there exists a stable LTI system H : PW 1pi →PW 1pi such that for every 0 < β < 1
there exists a signal f ∈PW 1β pi such that
limsup
N→∞
|(HN f )(t)| = limsup
N→∞
∣∣∣∣∣ N∑n=−n f (λn)(Hϕn)(t)
∣∣∣∣∣= ∞ .
So for any fixed t ∈ R there are stable LTI systems H : PW 1pi → PW 1pi such
that for every β ∈ (0,1] the corresponding digital approximation HN diverges at t
for some signals f ∈ PW 1β pi . But on the other side, since H is stable, we have for
any t ∈R and any f ∈PW 1pi
|(H f )(t)| ≤ ‖H f‖∞ ≤ ‖H f‖PW 1pi ≤ ‖H‖‖ f‖PW 1pi < ∞ .
So the divergence observed in Theorem 14 is indeed a property of the digital im-
plementation of H based on (time domain) samples of f and not a property of the
system H itself. Moreover, if it were possible to sample f in the frequency domain,
then we could approximate the integral in its analog implementation (24) by its
Riemann sum. This sum would converge to (H f )(t) for every t ∈ R.
Overall, we see that there exists no general answer to the question whether every
LTI system H : PW 1pi → PW 1pi can be implemented digitally. Of course there are
stable LTI systems which allow such digital implementation. The identity operator
discussed above, is one example of such a system. However, Theorem 14 shows that
there exist stable systems for which such a digital implementation is not possible.
We come back to the discussion at the end of Section 4.1, and ask whether ques-
tion Q-1 or Q-2 may have a positive answer for the approximation operators HN ,
i.e. whether there exist subsequences {Nk}k∈N (dependent on the function f , or not)
such that {HNk f}k∈N converges to H f . To this end, let H be a stable LTI system and
let t ∈R be a fixed point. Then (HN f )(t) defines a sequence of linear functionals on
PW
1β pi , for every β ∈ (0,1], with the norm
‖HN‖t,β = sup
{
|(HN f )(t)| : f ∈PW 1β pi , ‖ f‖PW 1βpi ≤ 1
}
.
24 Holger Boche and Volker Pohl
Then Theorem 14 implies that for every t ∈ R there exists a stable LTI system H
such that for all β ∈ (0,1]
limsup
N→∞
‖HN‖t,β =+∞ .
However, since we have no statement for liminfN→∞ ‖HN‖t,β , we do not know at
the moment whether ‖HN‖t,β satisfies an inequality similar to (13) for some t ∈ R.
If a lower bound like (13) were to exist, then question Q-2 would have a negative
answer, i.e. no subsequence {Nk}k∈N would exist such that HNk f converges globally
uniformly to H f for all f ∈PW 1pi . Indeed, we believe that the following statement
is true, which would imply a negative answer to Q-2 (see discussion in Section 4.1).
Conjecture 3. Let Λ = {λn}n∈Z be a complete interpolating sequence for PW 2pi ,
and let t ∈R be arbitrary. Then there exists a stable LTI system H : PW 1pi →PW 1pi
such that for every β ∈ (0,1]
lim
N→∞
‖HN‖t,β =+∞ .
It would also be interesting to investigate question Q-1, i.e. to ask whether the
sequence {HN : PW 1β pi → B∞pi } diverges strongly. We believe that this is indeed
the case, i.e. we think that the following conjecture is true.
Conjecture 4. Let Λ = {λn}n∈Z be a complete interpolating sequence for PW 2pi .
There exists a stable LTI system H : PW 1pi →PW 1pi such that for every β ∈ (0,1]
there exists an fβ ∈PW 1β pi for which
lim
N→∞
∥∥HN fβ∥∥∞ = limN→∞
(
max
t∈R
∣∣(HN fβ )(t)∣∣)=+∞ .
Remark 9. Note that the LTI system H : PW 1pi →PW 1pi for which the approxima-
tion HN diverges is universal with respect to β . In other words, we believe that it
is not possible to find a digital implementation of H, regardless of the amount of
oversampling.
If this conjecture is true, it would exclude the existence of an adaptive algo-
rithm which chooses the approximation sequence {Nk( f )}k∈N subject to the actual
function f to approximate the output H f of the system H from the signal samples
{ f (λn)}n∈Z.
5.3 Sampling by Generalized Measurement
The fundamental concept of digital signal processing is to represent analog (i.e.
continuous) signals as a sequence of numbers. In the previous discussions it was
always assumed that the conversion from the analog to the digital domain is based
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on point evaluations of the analog signal. Thus the measurement functionals were
assumed to be of the form
γn : f 7→ f (λn) , n ∈ Z (26)
with a certain sequence {λn}n∈Z of sampling points. However, more general mea-
surement methods are possible, which we want to investigate next.
Although we depart from the point evaluations (26), we still require that our mea-
surements are based on bounded linear functionals on the specific function space.
Again, we first consider the situation on the Hilbert space PW 2pi . By the Riesz rep-
resentation theorem, we know that any bounded linear functional γn : PW 2pi → C
can be written as an inner product with a certain function sn ∈PW 2pi , i.e.
γn( f ) = 〈 f ,sn〉PW 2pi =
∫
∞
−∞
f (t)sn(t)dt = 12pi
∫ pi
−pi
f̂ (ω) ŝn(ω)dω , (27)
where the last equation follows from Parseval’s formula, and Cauchy-Schwarz in-
equality gives immediately ‖γn‖ = ‖sn‖PW 2pi . In this respect, any generalized sam-
pling process on PW 2pi is based on a sequence {sn}n∈N of sampling functions in
PW
2
pi , which defines by (27), a sequence {γn}n∈N of measurement functionals. A
stable reconstruction of any f ∈ PW 2pi from the samples {γn( f )}n∈N is possible if
{sn}n∈N is at least a frame [22, 70] for PW 2pi . Let {σn}n∈N be the dual frame of
{sn}n∈N, then f can be reconstructed from its samples {γn( f )}n∈N by
f (t) = lim
N→∞
(AN f )(t) where (AN f )(t) =
N
∑
n=1
γn( f )σn(t)
and where the sum converges in the norm of PW 2pi and uniformly on R. If {sn}n∈Z
is even an orthonormal basis for PW 2pi , then we simply have σn = sn for all n ∈ Z.
Example 6. The point evaluations (26) can be written as in (27) by choosing sn to
be equal to the reproducing kernels rλn of PW
2
pi . Moreover, it is known [70] that
{sn}n∈Z is a Riesz basis for PW 2pi if and only if {λn}n∈Z is complete interpolating
for PW 2pi . Note that the measurement functionals associated with the point evalua-
tions are uniformly bounded, because ‖γn‖= ‖rλn‖PW 2pi = 1 for all n ∈ Z.
Now we apply again a stable LTI system H to the approximation operator AN .
This gives an approximation of the digital implementation HD of H
(HN f )(t) := (HAN f )(t) =
N
∑
n=1
γn( f )(Hσn)(t) . (28)
If H is a stable LTI system PW 2pi →PW 2pi , then it is again easy to see that HN f →
H f as N → ∞ in the norm of PW 2pi and uniformly on R for every f ∈PW 2pi .
Now we consider the approximation operator (28) on PW 1pi . To this end,
{γn}n∈N has to be a sequence of bounded linear functionals on PW 1pi . It is known
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that every bounded linear functional γn : PW 1pi → C has the form (27) but with
a function ŝn ∈ L∞([−pi ,pi ]) and such that ‖γn‖ = ‖ŝn‖∞. As in the case of point
evaluations on PW 2pi , we require that all measurement functionals are uniformly
bounded, i.e. we require that there exists a positive constant Cγ such that
‖γn‖= ‖ŝn‖∞ ≤Cγ for all n ∈ N . (29)
The question is whether we can find a frame {sn}n∈N for PW 2pi such that the series
(28) converges to H f for any stable LTI system H : PW 1pi → PW 1pi and for every
f ∈PW 1pi . The answer is affirmative, provided oversampling is applied. Moreover,
appropriate measurement functionals {γn}n∈N are generated by an orthonormal se-
quence {sn}n∈N in PW 2pi . More precisely, the following statement can be proved
[10].
Theorem 15. Let 0< β < 1 be arbitrary. There exists an orthonormal basis {sn}n∈N
for PW 2pi with the associated measurement functionals (27) which satisfy (29) such
that for all stable LTI systems H : PW 1pi →PW 1pi and for all f ∈PW 1β pi
lim
N→∞
‖H f −HN f‖∞ = limN→∞
(
sup
t∈R
∣∣∣∣∣(H f )(t)− N∑
n=1
γn( f )(Hsn)(t)
∣∣∣∣∣
)
= 0 . (30)
Moreover, there exists a constant Cs such that
‖HN f‖∞ = sup
t∈R
∣∣∣∣∣ N∑
n=1
γn( f )(Hsn)(t)
∣∣∣∣∣≤Cs ‖H‖‖ f‖PW 1pi for all f ∈PW 1β pi .
This theorem shows that there exists a set {γn}n∈Z of generalized measurement
functionals such that, in connection with oversampling, every stable LTI system
on PW 1pi possesses a digital implementation. The measurement functionals γn are
defined via (27) by a specific orthonormal basis {sn}n∈Z for PW 2pi . It should be
noted that this orthonormal basis depends on β , i.e. on the amount of oversampling.
Theorem 14 shows that {sn} can not be a sequence of reproducing kernels because
this would yield point evaluations as measurement functionals. The proof of Theo-
rem 15 in [10] is constructive in the sense that it provides an explicit construction
of an orthonormal basis {sn}n∈N such that (30) holds. This construction is based on
the Olevskii system [50] which is an orthonormal basis for C ([0,1]).
In conclusion, this section showed that o PW 1pi , a digital implementation of a
stable LTI system can only be guaranteed if generalized measurement functionals
with oversampling are used. If the data acquisition is based on simple point evalu-
ations, then there are stable LTI systems which possess no digital implementation.
This demonstrates in particular the limitation of digital implementations based on
measurements from sensor networks, because the sampling process in such a net-
work is basically a point evaluation at the particular sensor position.
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6 Signal Recovery from Amplitude Samples
Sampling theory as discussed in the previous sections is based on signal samples
taken by a sequence of linear functionals {γn}n∈Z. Then the reconstruction method
is linear, namely a simple interpolation series of the form (8) or (10). If the measure-
ment functionals are non-linear, signal recovery will become more involved and in
particular non-linear, in general.
This section discusses a particular case of non-linear measurements which is of
considerable interest in many applications. Assume again that {γn} is a set of linear
functionals on our signal space and {γn( f )}n∈Z is the sequence of complex valued
samples of a signal f . In many different applications it is not possible to measure
the magnitude and the phase of γn( f ), but only the squared modulus |γn( f )|2. In
this case, the sampling operator f 7→ {|γn( f )|2}n∈Z is non-linear. However, the non-
linearity arises only due to the intensity measurement | · |2 but it is often possible to
design the linear functionals {γn}n∈Z by an appropriate measurement setup. The in-
teresting question is now whether f can be reconstructed from the intensity samples
{|γn( f )|2}n∈Z and how we have to choose the functionals {γn}n∈Z such that signal
recovery becomes possible.
The described problem, also known as phase retrieval, arises especially in optics,
where, because of the short wavelength, only the intensity of the electromagnetic
wave can be measured, but not its actual phase. Applications where such problems
appear range from X-ray crystallography [45,46], astronomical imaging [32], radar,
[40], speech processing [2] to quantum tomography [34], to mention only some.
Phase retrieval for signals from finite dimensional spaces CN were considered
extensively in the last years. Now there exists necessary and sufficient conditions on
the number of samples as well as different recovery algorithms ranging from alge-
braic methods to algorithms based on convex optimization [1, 2, 12, 20, 21, 55]. For
infinite dimensional signal spaces, only a few results exist up to now. Nevertheless,
it seems natural to ask whether it is possible to obtain results for bandlimited sig-
nals which are similar to the sampling series considered in the previous section, but
which are based on the sampled amplitude only.
Since only the amplitudes of the signal samples are available, some oversam-
pling has to be used to compensate this information loss. However, several ques-
tions arise: How much oversampling is necessary and what are sufficient conditions
on the measurement functionals {γn} such that signal recovery can be guaranteed?
In particular, can we recover every signal from the amplitudes of point evaluations
γn( f ) = f (λn) or do we need generalized measurement functionals (as discussed in
Sec. 5.3)?
Before we start our discussion, we want to mention that in the considered situ-
ation, signal recovery will only be possible up to an unknown global phase factor.
To see this, let {γn}n∈Z be the set of linear measurement functionals. Then it is not
possible to recover f perfectly from the intensity measurements {|γn( f )|2}, but only
up to a unitary constant. Because if f˜ (z) = c f (z), where c is a unitary constant, then
both functions f and f˜ will give the same measurements, i.e. |γn( f˜ )|2 = |γn( f )|2 for
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all n. Consequently, we consider here only signal recovery up to a global unitary
constant, which is sufficient in most applications.
Real valued bandlimited functions For real valued bandlimited signals there ex-
ists a remarkable result [62] in the spirit of classical Shannon sampling theory.
It shows that any signal in the Bernstein spaces Bppi with 0 < p ≤ ∞ can be re-
constructed from amplitude samples taken at an average rate of at least twice the
Nyquist rate. The result in [62] implies in particular the following statement.
Theorem 16. Let Λ = {λn}n∈Z be the zero set of a sine-type function ϕ , and for
1 ≤ p ≤ ∞ let f ∈ Bppi/2 be real valued on R. Then f can uniquely be determined
from the samples cn = |γn( f )|2 = | f (λn)|2, n ∈ Z, up to a sign factor.
The proof of Theorem 16 in [62] also provides a reconstruction algorithm. It is
noteworthy that in the case of real valued functions, point evaluations are sufficient
as measurement functionals γn. Unfortunately, the technique used to prove Theo-
rem 16 in [62] can not easily be extended to the complex valued functions.
Complex valued bandlimited functions In the complex case, simple point evalua-
tions does not seem to be sufficient, but rather very specific measurement functionals
have to be chosen. In [69], measurement functionals {γn} for phase retrieval in B2pi
were proposed, which consist of linear combinations of point evaluations at specific
sampling points. This approach was later extended to all Bernstein spaces Bppi with
1 < p < ∞ in [56]. More precisely, let f ∈ Bppi and let K ≥ 2 be arbitrary integer,
then the measurement functionals proposed in [69] are given by
γn,m( f ) =
K
∑
k=1
αk,m f (nβ +λk) , n ∈ Z , m = 1,2, . . . ,K2 (31)
where the constant β > 0, the complex numbers {λk}Kk=1, and the complex coeffi-
cients {αk,m} are chosen in a very specific way. To formulate sufficient conditions on
the functionals (31) such that signal recovery is possible, we define the CK-vectors
am = (α1,m, . . . ,αK,M)
T , m = 1, . . . ,K2 .
Therewith the requirements on the functionals (31) can be formulated as follows:
Definition 4 (Recovery condition). We say that the measurement functionals (31)
satisfy the recovery condition, if
1) λK = λ1 +β
2) Λ = {nβ +λk : n ∈ Z ,k = 1, . . . ,K− 1} is the zero set of a sine-type function
3) {am}K2m=1 forms a 2-uniform K2/K tight frame for CK .
Remark 10. The particular form of the measurement functionals arises from a con-
crete measurement setup for a particular phase retrieval problem. Therefore, there
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exists a fairly simple practical implementation of these functionals. We also remark
that the conditions on the functional can be slightly weakened, c.f. [56, 69].
Remark 11. It is fairly easy to find coefficients for the measurement functionals
(31) such that the recovery condition is satisfied. In particular, constructions for
2-uniform tight frames can be found in [72]. To get appropriate λk one can choose
Λ = {λn : n ∈ Z} as the zeros set of the sine-type function ϕ(z) = sin(piz). Then
λn = n, n = 1, . . . ,K and β = K− 1.
Theorem 17. For any K ≥ 2 let {γn,m} be the measurement functionals given in (31)
such that they satisfy the recovery condition. Let 1 < p < ∞ and set
R
p
pi := { f ∈Bppi : f (nβ +λ1) 6= 0 for all n ∈ Z} .
Then every f ∈R ppi can be recovered from the amplitude measurements
cn,m = |γn,m( f )|2 , n ∈ Z , m = 1, . . . ,K2
up to a global unitary factor.
The recovery procedure which belongs to Theorem 17 consists basically of a
two-step procedure.
1. In the first step, one determines all values f (nβ +λk) from the amplitude mea-
surements |γn,m( f )|2 using ideas and algorithms from finite dimensional phase
retrieval.
2. Since Λ = {nβ + λk : n ∈ Z ,k = 1, . . . ,K − 1} is the zero set of a sine-type
function, we can use the sampling series discussed in Section 4 to recover f from
its samples at the sampling set Λ .
The first step in this recovery procedure relies only on an appropriate choice of
the coefficients {αk,m}, whereas the second step only relies on an appropriate choice
of the sampling set Λ . For this reason, it is also easy to extend Theorem 17 to other
signal spaces. For example, applying Corollary 1 in the second step of the recovery
procedure, we immediately obtain a phase retrieval result for functions in PW 1pi .
Corollary 2. For any K ≥ 2 let {γn,m} be the measurement functionals given in (31)
such that they satisfy the recovery condition. Let 0 < β < 1 and set
P
1
pi := { f ∈PW 1pi : f (nβ +λ1) 6= 0 for all n ∈ Z} .
Then every f ∈ P1pi can be recovered from the amplitude measurements cn,m =
|γn,m( f )|2, n ∈ Z, m = 1, . . . ,K2 up to a global unitary factor.
The overall sampling rate in Theorem 17 is mainly determined by the constant
K, which can be an arbitrary natural number K ≥ 2. We see from (31) that we
apply K2 measurement functional γn,m in every interval of length β , i.e. the overall
sampling rate becomes R = K2/β , and β has to be chosen such that the sequence
{nβ +λk : n∈Z,k = 1, . . . ,K−1} is the zero set of a sine-type function. This implies
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(see also Remark 11) that β ≤ K− 1. Therefore, the overall sampling rate has to be
at least R ≥ K2/(K− 1)≥ 4, where R = 4 is achieved for K = 2. So we have found
a sufficient condition on the sampling rate.
In Theorem 17, functions f ∈Bppi which have a zero in the set {nβ +λ1 : n ∈ Z}
cannot be recovered. However, on the one hand, it is not hard to see that the set of
these functions is fairly small, namely it is a set of first category. On the other hand,
it was also shown in [56] that this restriction on the recoverable functions can be
avoided if the desired signal f is preprocessed in a specific way, namely by adding
a known sine-type function u prior to the amplitude measurements.
Theorem 18. Let Amax > 0 be arbitrary, and let 0 < β < β1 < 1. For any 1≤ p≤∞
set
S
p := { f ∈Bpβ pi : ‖ f‖Bpβpi ≤ Amax} .
Then there exists a sine-type function u ∈ B∞β1pi and a sequence of measurementfunctionals of the form (31) which satisfy the recovery condition such that every
f ∈S p can be recovered from the amplitude measurements
cn,m = |γn,m( f + u)|2 , n ∈ Z , m = 1, . . . ,K2
up to a global unitary factor.
Remark 12. The restriction on the norm in the definition of the signal space S p
requires only that we need to know an upper bound on the signal norm. By the
Theorem of Plancherel-Po´lya (3), this is equivalent to a restriction on the peak value
of the signal. This knowledge is necessary to choose an appropriated function u.
The proof of Theorem 18 is based on the following two facts:
1. Let Λ = {λn = ξn + iηn}n∈Z be the zero set of an arbitrary sine-type function. If
one changes the imaginary parts of every λn, the resulting sequence is again the
zero set of a sine-type function [44].
2. Fix 1≤ p≤∞ and β < pi . Then to every Hu > 0 there exists a sine-type function u
such that for every f ∈Bpβ pi with ‖ f‖Bpβpi ≤ Amax, the function v = f +u satisfies
|v(ξ + iη)|> 0 for all ξ ∈R and all |η |>Hu [56]. So all zeros of v= f +u∈B∞pi
are concentrated in a strip parallel to the real axis.
So based on these two observations, we can choose Λ = {λn = ξn + iηn} such
that the measurement functionals satisfy the recovery condition. Then we choose an
arbitrary Hu > 0 and increase (if necessary) all ηn such that |ηn|> Hu for all n ∈ Z.
The resulting sequence will still satisfy the recovery condition. Then we choose u
such that the zeros of all function v= f +u with f ∈Bpβ pi lie close to the real axis. In
this way, we can achieve that the functions v = f +u will definitely have no zero on
the set Λ and we can recover v from the measurements |γn(v)|2. Since u is known,
we can finally determine f .
The second step of the recovery algorithm consist in the interpolation of v from
the samples {v(λn}n. Since v ∈B∞pi , we necessarily need to apply the results for the
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sampling series on B∞pi as discussed in Section 4.3. In particular, it follows from
Theorem 13 that we necessarily need oversampling, i.e. Theorem 18 does not hold
for functions in Bppi .
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Appendix
This appendix provides a short proof of Theorem 8 in Section 4.2
Proof (Theorem 8). 1. First, we prove the statement for the sets (18). To this end,
let g ∈ X and ε > 0 be arbitrary. For all M,N0 ∈ N, we have to show that there
exists a functions f∗ in the set (18) such that ‖g− f∗‖X < ε . Since X0 is a dense
subset of X , there exists a q∈X0 such that ‖g−q‖X < ε/2. Therewith, we define
f∗ := q+ ε2 f0 with f0 ∈Dweak and with ‖ f0‖X = 1. Then we get
‖g− f∗‖X ≤ ‖g− q‖X + ε2‖ f0‖X < ε2 + ε2 = ε .
Let M,N0 ∈N be arbitrary. We still have to show that f∗ is contained in the set (18).
To this end, we observe that for every N ∈ N
‖TN f∗‖Y = ‖TNq+ ε2 TN f0‖Y ≥ ε2‖TN f0‖Y −‖TNq‖Y .
Since q ∈ X0, (16) implies that there is an N1 ≥ N0 such that 1 ≥ ‖TNq− q‖Y ≥
‖TNq‖Y −‖q‖Y for all N ≥ N1. Consequently
‖TNq‖Y ≤ 1+ ‖q‖Y ≤ 1+C0‖q‖X for all N ≥ N1 ,
using for the last inequality that X is continuously embedded in Y with a cer-
tain constant C0 < ∞. Combining the last two inequalities, we get ‖TN f∗‖Y ≥
ε
2‖TN f0‖Y − 1−C0‖q‖X for all N ≥ N1. Since f0 ∈ Dweak there exits an N2 ≥ N1
such that
‖TN2 f∗‖Y ≥ ε2‖TN2 f0‖− 1−C0‖q‖X > M
which shows that f∗ ∈ D(M,N2) ⊂ ⋃N≥N0 D(M,N). Thus the sets (18) are dense
in X and it remains to show that these sets are open. To this end, let M,N ∈ N
and f∗ ∈ D(M,N) be arbitrary, i.e. ‖TN f∗‖Y > M. Since TN is a continuous linear
operator X → Y , there exists a δ > 0 and a neighborhood
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Uδ ( f∗) = { f ∈X : ‖ f − f∗‖X < δ}
of f∗ such that ‖TN f‖Y > M for all f ∈Uδ . Thus D(M,N) is open for all M,N ∈N
and since the union of (countable many) open sets is again open, the sets (18) are
also open.
2. We prove (19). By the definition of the limsup operation, the set Dweak can be
written as
Dweak =
{
f ∈X : lim
N0→∞
sup
N≥N0
‖TN f‖Y = ∞
}
and we note that for every fixed f ∈ X the sequence {supN≥N0 ‖TN f‖Y }∞N0=1 is
monotone decreasing. Assume that f ∈ Dweak and choose M ∈ N arbitrary. Then,
by the above definition of Dweak, it follows that for arbitrary N0 there exists an
N ≥ N0 such that ‖TN f‖Y > M, i.e. f ∈ ⋃N≥N0 D(M,N), and since this holds for
all M,N ∈ N we have
f ∈
∞⋂
M=1
∞⋂
N0=1
∞⋃
N=N0
D(M,N)
which shows that Dweak ⊂
⋂
∞
M=1
⋂
∞
N0=1
⋃
∞
N=N0 D(M,N). Conversely, assume thatf ∈⋂∞M=1 ⋂∞N0=1 ⋃∞N=N0 D(M,N). Then to every arbitrary M ∈N and N0 ∈N there
exists an N > N0 such that f ∈ D(M,N), i.e. that ‖TN f‖Y > M. Thus f ∈Dweak.
Finally, we prove (20). Assume first that f ∈ Dstrong. Then to every M ∈ N there
exists an N0 = N0(M) such that ‖TN f‖Y > M for all N ≥ N0. In other words
f ∈
∞⋂
N=N0(M)
D(M,N)⊂
∞⋃
N0=1
∞⋂
N=N0
D(M,N) for every M ∈ N .
which shows that f ∈ ⋂∞M=1 ⋃∞N0=1 ⋂∞N=N0 D(M,N). Conversely, assume that f ∈⋂
∞
M=1
⋃
∞
N0=1
⋂
∞
N=N0 D(M,N). This means that for any arbitrary M ∈N the functionf belongs to ⋃∞N0=1 ⋂∞N=N0 D(M,N), i.e. there exists an N0 such that
f ∈
∞⋂
N=N0
D(M,N) i.e. ‖TN f‖Y > M for all N ≥ N0 .
Thus limN→∞ ‖TN f‖Y = ∞, i.e. f ∈Dstrong. ⊓⊔
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