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One of the fastest growing fields in condensed matter physics is that of two-dimensional mate-
rials; compounds that promise to revolutionize nanotechnology due to the ability to easily isolate
clean atomically thin sheets of conducting material for use in atomic-scale circuits. Since the
initial demonstration of the electric-field effect in nanocircuits fabricated from mechanically exfo-
liated graphene, the number of available compounds that can be isolated and used in atomically
thin circuits has exponentially grown to include diverse electrical properties from metals and in-
sulators to superconductors and magnets. The bulk compounds from which flakes are isolated
are known as van der Waals materials named for their intrinsic structural anisotropy resulting in
weak van der Waals chemical bonds in one dimension. Since this field is relatively young, there
are a multitude of branching opportunities for experimental advancement. In this work, we begin
by addressing a significant technical challenge within the two-dimensional community; contacting
and measuring air-sensitive two-dimensional materials. We developed a novel technique for em-
bedding metal electrodes in atomically thin insulating flakes used to simultaneously contact and
preserve a wide-array of air-sensitive two-dimensional materials. Using this technique, we proceed
to explore the properties of a diverse set of van der Waals compounds in both three dimensions and
two dimensions. We investigate the nature of superconductivity in the two-dimensional limit by
quantifying the fragility of the superconducting state in a single atomic sheet of NbSe2. In combi-
nation with theoretical time-dependent Ginzburg-Landau simulations, we show that the dissipation
in two-dimensional NbSe2 can be accurately described by vortex dynamics, including the poorly
understood low-temperature metallic-like state. We examine how superconductors proximitize
with normal metals through measurements on atomic-scale normal metal/insulator/superconductor
tunnel junctions fabricated from van der Waals materials, demonstrating agreement with Blonder-
Tinkham-Klapwijk theory. In addition, in junctions fabricated from graphene and NbN, a high-
critical-field superconductor, we gain an understanding of Andreev processes in graphene under
large magnetic fields. Finally, we provide a detailed characterization Re6Se8Cl2 and CrSBr, two
new van der Waals compounds. In Re6Se8Cl2, we develop a novel strategy for doping in van der
Waals compounds with labile ligands, demonstrating a semiconducting to superconducting transi-
tion upon electron doping. In CrSBr, we discover a well-developed semiconducting gap along with
strong coupling between magnetic order and transport properties, unique among van der Waals
magnets. Further, we find the semiconducting and magnetic properties persist down to 2 layers
of CrSBr, with the observation of air-stability, establishing it as a promising material platform for
increasing the applicability of van der Waals magnets.
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Chapter 1: Introduction
The fabrication of multifunctional nanoelectronics is the basis for modern technological in-
novations. Since the invention of the transistor in 1947[1], herculean efforts have been made to
decrease the size and increase the density of electronic components in an attempt to increase the
efficiency, processing power, and decrease the power consumption of available electronics. Before
the advent of intrinsically two-dimensional (2D) materials, the development of nanoelectronics had
stalled due to lateral size limitations in conventional optical lithography and deposition methods
used to fabricated industrial circuits[2]. The next logical step to increase the density of circuit
components is to expand circuit topologies from 2D to 3D by arranging adjacent circuit compo-
nents vertically. However, this was not advantageous as the vertical size constraints of transistors
was larger than the lateral size limits, offering no improvement on circuit density. Thus, the de-
velopment of stable atomically-thin materials with tunable electrical properties was imperative.
In 2004, we saw a major innovation in the field of 2D electronics through the demonstration of
the electric-field effect in a functional device made from few layers of graphene, a single sheet of
carbon atoms with sub nanometer thickness[3]. Since then, the field of 2D materials has rapidly
expanded to include a vast number of compounds with diverse material properties from metals
and semimetals, variable band-gap semiconductors, and large-band-gap insulators[4, 5, 6] to more
exotic correlated phenomena including superconductivity[7, 8, 9, 10], charge density waves[11,
12], and magnetism[13, 14, 15](see Figure 1.1). The members of this catalog of 2D materials are
often referred to as van der Waals (vdW) compounds due to their structural anisotropy leading to
covalent bonds in two dimensions and relatively weak vdW bonding in the third dimension. This
anisotropy results in the ability to cleave and isolate sheets with large in-plane sizes (∼ 10 × 10
µm2) and negligible thickness (≤ 1 nm) through exfoliation techniques[4, 16]. The 2D sheets
fabricated through mechanical exfoliation, repeated peeling with Scotch tape, are atomically flat
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Figure 1.1: Abbreviated catalog of vdW materials. Select examples of vdW materials. Non-
magnetic materials are highlighted in yellow, magnetic materials are highlighted in blue. Left and
right columns corresponds to metallic/semimetallic and semiconductors/insulators, respectively.
and manifest disorder levels on the same scale as the bulk compounds from which they are exfo-
liated, allowing us to access, with minimal training and cost, ultra-clean 2D materials otherwise
accessible only through complex growth methods such as molecular beam epitaxy (MBE).
Beyond the interest in technological innovations, the isolation of clean 2D sheets of mate-
rials provides nearly infinite avenues of fundamental research. One major area of investigation
is exploring how well-understood bulk electrical properties evolve as a function of layer number
down to 2D, such as the nature of superconductivity[7, 8, 9, 10] or magnetism[13, 14, 15, 17],
previously thought impossible due to enhanced thermal and quantum fluctuations[18, 19]. The
decreased dimensionality also gives us a new control knob; the ability to reversably and tunably
dope materials with large electron densities upon the application of an electrostatic gate[3]. In 3D
compounds, electronic doping is typically only available through chemical substitution or pressure,
as screening effects prevent electronic doping through the electric-field effect. This has lead to the
development of highly-tunable atomic-scale transistors using semiconducting vdW materials[20,
21, 22] and more generally the ability to dynamically investigate electrical and optical properties
of 2D materials under varying the Fermi energy[23]. One of the more notable examples of this
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Figure 1.2: Dry-polymer-transfer process. Schematic of the dry-polymer-transfer technique
taken directly from reference [25]. From left to right: an hBN flake is picked up with polypropylene
carbonate (PPC) on polydimethylsiloxane (PDMS), then used to pickup graphene utilizing the
vdW interactions. The hBN/graphene stacks is then placed onto a second hBN flake, resulting in a
graphene flake fully encapsulated by hBN.
is the enormous body of research on the quantum Hall effect in graphene, due to its low carrier
density and high carrier mobility[24].
Perhaps the most tantalizing opportunities with 2D materials lie in the realization of the prox-
imity effect[26]. After the initial demonstration that 2D materials can be easily isolated and iden-
tified, further work has established the ability to mechanically manipulate 2D materials to the
extent that multilayer heterostructures can be fabricated with disparate 2D materials through the
dry-polymer-transfer technique[25, 5, 6]. This technique utilizes the same forces that allow for the
isolation of 2D sheets; vdW forces between adjacent layers are strong enough to delaminate them
from their substrate and deterministically transfer them onto successive 2D materials, creating a
’stack’ composed of multiple layers with different properties and thicknesses (Figure 1.2). In these
stacks, the homogeneity of the interface and close proximity of neighboring layers leads to sys-
tems that are strongly coupled, giving rise to new physical regimes created from the intersection
of differing electronic phases. A few notable examples relevant to the following chapters include
the intersection of superconductivity with topological states[27, 28], quantum Hall states[29, 30,
31], or magnetism[32, 33], which can form non-Abelian zero modes of Majorana fermions[34,
35], an integral component for quantum bits[33] and the influence of magnetism on other elec-




In the following chapters, we will explore a number of phenomena in vdW materials in both
3D and 2D. I will begin by addressing how to fabricate electrical transport devices for the purpose
of measuring pristine 2D materials. This is a ongoing technical challenge in the study of 2D mate-
rials. The manner in which we isolate 2D materials and fabricate devices from them can drastically
effect the observable electronic properties. In graphene, for example, it was discovered that charge
impurities in the SiO2 substrate onto which graphene is exfoliated remarkably reduces the intrinsic
mobility. By encapsulating graphene with a pristine dielectric material, thereby isolating it from
charge impurities in the substrate and from disorder due to conventional lithographic polymers, the
mobility can be restored, allowing for the fabrication of high performance graphene-based circuits
and the exploration of disorder-sensitive electronic phenomena such as quantum Hall effects[38].
Beyond graphene, a variety of 2D materials are sensitive to the methods used to fabricate devices.
The majority of 2D semiconductors, for example, tend to form Schottky barriers with conventional
metals used for electrical contacts, limiting the community’s ability to fabricate semiconducting
nanocircuits or to explore the interesting intrinsic phenomena in many available 2D semiconduc-
tors[39]. Many of the more exotic 2D materials, including superconductors (SCs) and magnets,
tend to be unstable under ambient conditions, resulting in a loss of intrinsic materials properties
when exposed to air[7, 10, 8, 13, 15]. This requires more complex techniques to fabricate elec-
tronic devices from pristine air-sensitive materials.
In chapter 2, I address the fabrication challenges associated with air-sensitive materials by
utilizing a technique commonly used in the fabrication of printed circuit boards (PCBs) called ver-
tical interconnect access (via) contacts[40]. They comprise metallic electrodes embedded within
an insulating substrate that electrically connect the top and bottom side of the substrate. On the
nanoscale, hexagonal Boron Nitride (hBN) serves as the circuit board into which I can embed
metallic contacts. Using the well-developed dry-polymer-transfer technique[25] to ’pick up’ and
mechanically manipulate these hBN substrates, I can then transfer them onto any desired 2D con-
ducting flake, allowing me to simultaneously electrically contact and protect the flake from degra-
dation under ambient conditions, due to the preservative properties of hBN[41]. As we will see,
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this method allows for the simple fabrication of nanocircuits from pristine air-sensitive materials.
Moreover, it allows for the fabrication of devices from any 2D material while avoiding disorder
from lithographic polymers or spurious electron beams during fabrication. These nanoscale via
contacts serve as the basis for the successive chapters and have greatly enhanced our ability to
measure the pristine electronic properties of air-sensitive 2D materials.
After I establish the utility of the nanoscale via contact technique, we use it to fabricate a
variety of devices from NbSe2, a well-known air-sensitive vdW SC, in the 2D limit[7, 8, 10].
First, in chapter 3, we demonstrate the fragility of the superconducting state in 2D both in NbSe2
and a complementary 2D superconducting system, amorphous InO (a:InO)[42]. We will see that
in the 2D limit, superconductivity is sensitive to external perturbations in the form of unfiltered
electronic noise or large measurement currents. This sensitivity results in the observation of a
metallic-like state in a:InO and NbSe2, previously thought to arise from quantum vortex tunneling
or a Bose-metal phase [9], even in the limit of zero applied measurement current. In both systems,
the metallic-like state was found to be eliminated by adding low-pass RC filters (with a cut-off
frequency of ∼ 100 kHz), suggesting it originates from a coupling of the SC state to RF noise.
It was restored upon the application of large measurement currents, which we discuss in terms of
electron over-heating and vortex depinning pictures.
In chapter 4, we study the fragility of the superconducting state in NbSe2 in greater detail. We
will see that the superconducting state in NbSe2 exhibits a layer dependence even for samples in
the 2D limit, valid when the flake thickness is less than the superconducting coherence length.
4 layers of NbSe2 exhibit a superconducting phase diagram that well-matches predictions from
Ginzburg-Landau theory, however the monolayer deviates from this mean-field picture, exhibiting
broad superconducting transitions and the reappearance of the metallic-like state. We attribute
this behavior to the layer dependence of the super-fluid stiffness parameter, which approaches
the superconducting critical temperature, TC , in the monolayer limit. A further exploration of
the current, magnetic field, and temperature dependence of monolayer NbSe2 demonstrates that
superconductivity is marginally stable, existing only in the limit of T = B = I = 0. We then
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use the 4 layer NbSe2 device to explore the non-equilibrium metallic-like state (induced by large
drive currents) and compare our results to time-dependent Ginzburg-Landau (TDGL) simulations.
We find TDGL simulations can reproduce the observed metallic-like state at finite magnetic fields
and drive currents, which solidifies the notion that vortex depinning from finite currents results in
the observed metallic-like state. Finally, we use two vortex control knobs, magnetic field, which
controls the vortex density nV , and current, which controls the force on a single vortex FL, to
stabilize and investigate different regimes of vortex pinning. We then demonstrate the stabilization
and control over the different vortex phases by varying the drive current in space using non-local
transport measurements.
In chapter 5, the final chapter on NbSe2, I use the PCB nature of via contacts to fabricate ver-
tical normal metal/insulator/SC (NIS) junctions from stacking via contacts, atomically thin hBN,
and NbSe2. Using the NbSe2 as an atomically-flat superconducting interface, I explore the layer
dependence of hBN as a tunnel barrier and demonstrate its agreement with simple predictions from
quantum mechanical tunneling and Blonder-Tinkham-Klapwijk (BTK) theory in both the normal
and superconducting state. Beyond simple BTK theory, I examine the interface inhomogeneity Γ
as a function of hBN layers and most notably find that adding a single sheet of hBN can reduce
the measured inhomogeneity by an order of magnitude, while negligibly decreasing the overall
tunneling rate. I also present measurements from ultra-high transparency NIS junctions in which
I observe clear signature of Andreev reflections for the first time in this class of vdW vertical NIS
junctions.
The next topic of investigation (chapter 6) is the electronic properties of Re6Se8Cl2, a super-
atomic vdW compound structurally analogous to the Chevrel phase compounds[43, 44, 45, 46].
The lability of the Halide bonds makes this compound a particularly enticing material to investigate
the role of doping on the electronic properties in the Chevrel phase compounds. Through exten-
sive chemical analyses and steady-state thermal simulations, we discover Re6Se8Cl2 can be heavily
electron doped (up to ∼ 1015 cm-2 electrons per sheet) through thermal or current annealing. In
exfoliated flakes of Re6Se8Cl2, which are intrinsically semiconducting, I observe the emergence of
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superconductivity upon electron doping. The superconducting properties of Re6Se8Cl2 well-match
comparable Chevrel phase compounds with a critical temperature of TC ≈ 8 K and an isotropic
upper critical field HC2 ∼ 30 T. This is the first demonstration of superconductivity in a vdW
superatomic compound, and more broadly establishes a new strategy for post-synthetic doping of
vdW materials with labile ligands.
The last chapter on superconductivity, chapter 7, investigates the superconducting proximity
effect in graphene. Graphene serves as an excellent platform to investigate superconducting cor-
relations through Andreev reflections as it exhibits a Dirac band structure with a highly-tunable
Fermi level at zero magnetic field[47, 48, 49, 50, 51], and at finite fields manifests quantized
Hall states[31, 52, 53, 29]. We fabricate SC/graphene junctions using NbN, a high-critical-field
SC[54], as the superconducting electrode which allows us to explore Andreev processes under
large in-plane and out-of-plane magnetic fields. At zero magnetic field, we confirm the different
Andreev reflection regimes associated with the Dirac band structure of graphene, demonstrating
the formation of a high-transparency interface. At finite perpendicular fields, we investigate the
transparency of the junction in the quantum Hall regime, which we show agrees with theoreti-
cal predictions. Finally, with the application of parallel magnetic fields, we discuss how Zeeman
splitting of the graphene band structure affects the observed Andreev reflection spectrum, with an
extracted g factor of g ≈ 2.1± 0.1, creating a regime of Andreev reflections at zero current bias.
I end in chapter 8 by investigating the electrical and magnetic properties of CrSBr, a layered
oxyhalide compound, in the the bulk and 2D limit. In the bulk. through combined transport, scan-
ning tunneling microscopy and spectrscopy, and optical measurements, we find CrSBr is a doped
semiconductor with an electronic band gap of ∆E ≈ 1.5 eV with the Fermi level located close the
conduction band EC −EF ∼ 0.1 eV. Magnetization measurements reveal CrSBr enters an antifer-
romagnetic state at a temperature of TN ≈ 132 K, below which the system is antiferromagnetically
ordered out of plane and ferromagnetically ordered within each layer. Corresponding magneto-
transport measurements demonstrate a strong coupling between the magnetic and electrical prop-
erties of CrSBr, manifesting a large negative magnetoresistance within the antiferromagnetic phase
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with a change in resistance of up to ≈ −40% in the fully polarized phase at high magnetic fields.
Transport and optical measurements on 2D flakes (ranging from 5-2 layers) show the semiconduct-
ing and magnetic properties are robust down to 2 layers, with the additional benefit that 2D CrSBr
flakes are air-stable, a unique property among currently available 2D magnets. These findings
establish CrSBr’s potential for advancing the fields of 2D magnetism and nanospintronics.
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Materials
Atomically thin two-dimensional (2D) materials span the common components of electronic
circuits as metals, semiconductors, and insulators, and can manifest correlated phases such as
superconductivity, charge density waves, and magnetism. An ongoing challenge in the field is to
incorporate these 2D materials into multilayer heterostructures with robust electrical contacts while
preventing disorder and degradation. In particular, preserving and studying air-sensitive 2D mate-
rials has presented a significant challenge since they readily oxidize under atmospheric conditions.
We developed a new technique for contacting 2D materials in which metal vertical interconnect
access (via) contacts are integrated into flakes of insulating hexagonal boron nitride (hBN) and
then placed onto the desired conducting 2D layer, avoiding direct lithographic patterning onto the
2D conductor. The metal contacts are planar with the bottom surface of the hBN and form robust
contacts to multiple 2D materials. These structures protect air-sensitive 2D materials for months
with no degradation in device performance. The via contact technique provides the capability to
produce atomic printed circuit boards (PCBs) that can form the basis of more complex multilayer
heterostructures; it serves as the basis for sample fabrication in the chapters to follow and plays an
integral role in measuring intrinsic properties of pristine 2D materials.
2.1 Inspiration from Printed Circuit Boards
The variety of electronic properties exhibited by 2D materials is promising for the realization of
versatile atomic-scale circuits and multifunctional devices[4, 5, 6]. These materials include met-
Avishai Benyamini, Daniel Rhodes, Da Wang, Younghun Jung, Amirali Zangiabadi, Kenji Watanabe, Takashi
Taniguchi, Shuang Jia, Katayun Barmak, Abhay Pasupathy, Cory Dean, and James Hone contributed to this work[40].
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als, semiconductors, and large-band-gap insulators that can be combined to create atomic-scale
resistors, capacitors, transistors, and other circuit elements[3, 55, 20]. Moreover, many of the 2D
materials exhibit more exotic properties including charge density waves[11, 12], superconductiv-
ity [7, 8, 9], and magnetism[56, 57, 13]. One of the main challenges in the study of 2D materials
has been achieving robust electrical contacts, and recent work has demonstrated a number of tech-
niques toward this goal[58, 59, 60, 61, 25, 62, 63, 64, 65, 66]. However, further advances are still
needed. For instance, residue and structural damage from lithographic patterning of contacts can
induce tunnel barriers and Fermi level pinning, both of which can increase contact resistance. This
motivates the exploration of techniques that avoid direct lithographic processing on the material
under investigation. Furthermore, most of the metallic 2D materials as well as small-gap semicon-
ductors oxidize on relatively short time scales under atmospheric conditions[67, 68] altering their
electronic characteristics in undesirable and uncontrolled ways. Creating robust stable contacts to
these materials still presents a significant challenge. While hBN can act as an excellent encapsu-
lant, contact areas must necessarily be exposed[65]. Therefore, approaches employing graphene
or prepatterned metal contacts in conjunction with hBN have been pursued[11, 7, 8, 9, 69]. These
techniques allow fabrication of high-quality devices, but the device contacts tend to suffer from re-
liability issues, likely because the hBN cannot make a perfect seal around the protruding graphene
or metal contact. Moreover, prepatterned metal contacts have ∼ 1 − 2 nm surface roughness[70]
(compared to atomically flat 2D materials) due to the intrinsic grain size of the metals used, and are
not planar with the substrate, creating local strains and nonuniform contact to the material, both of
which can impact the overall quality of the electronic contact[38].
To address these problems, we take inspiration from advances in PCB technology. In order to
increase the flexibility of circuit design and expand the dimensionality of circuits from 2D planes
to three-dimensional (3D) multilayer heterostructures, via connections were developed. They are
electrical and thermal connections in a PCB made by drilling through the plane of one or more
adjacent layers then electroplating or soldering the interconnect. In practice, vias can be used to
interconnect up to 20 layers (although 4 layer multilayer boards are the most common) with three
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Figure 2.1: Schematic of via contacts in PCBs. Succesive insulating layers are shown in green
and grey. Drilled holes are shown in light orange. Deposited metal connections are shown in dark
orange. Thru hole and blind vias can be directly interfaced with circuit components on the top and
bottom PCB layer, whereas buried vias provide additional internal dimensionality.
primary classes: through hole, blind, and buried vias (Figure 2.1). In this chapter, we have adapted
this technology to the nanometer scale and demonstrate its utility in protecting 2D materials from
degradation and providing opportunities for the fabrication of more complex nanocircuits.
2.2 Process Flow and Device Assembly
Here we describe our nanoscale via method in which metal contacts are first embedded within
insulating hBN, and then laminated onto the desired 2D material to simultaneously achieve electri-
cal contact and encapsulation without direct lithographic patterning. The embedded metal provides
an electrical connection between the contacted material and the top of the hBN layer, analogous to
plugged thru hole vias in PCBs (Figure 2.1). We find that the via contacts are atomically flat and
planar with the hBN surface, and make intimate contact to the hBN sidewalls. The contacts are of
high quality for a variety of 2D materials, and air-sensitive materials show superior stability, with
no change in behavior over many months.
Figure 2.2A and Figure 2.3A-C show a schematic of the via contact fabrication and assembly
process. hBN flakes (typically 20−50 nm thick) are exfoliated onto 285 nm SiO2 substrates (Figure
11
Chapter 2. Via Contact Technique for Contact and Preservation of 2D Materials
Figure 2.2: Process flow for via contacts and device assembly. A) Side view diagrams of the
via contact fabrication process and application in contacting atomic-scale flakes. B) Angle view
diagram of placing a via contact on top of a desired 2D material. C) False-color SEM image of a
via contact transferred on top of a monolayer of NbSe2. The edge of the NbSe2 flake is outlined by
the black dashed line. Color code: yellow, Au; green, SiO2; red, hBN.
2.3A) and identified by optical contrast[71, 72]. Next, electron beam lithography and reactive ion
etching (RIE) are used to etch holes through the hBN to create the vias (Figure 2.3B). For this
work, etching was performed in an Oxford Plasmalab 100 ICP-RIE instrument using either SF6:O2
or CHF3:O2 40 : 4 sccm gas mixture with 60 W RF power and 40 mTorr gas pressure. We note that
SF6 is more selective than CHF3 but leaves the SiO2 surface somewhat rougher (120 pm for CHF3
and 145 pm for SF6). However, the extreme selectivity of SF6:O2 vs. CHF3:O2 etch makes it more
advantageous for fabricating devices with via contacts. SF6:O2 has an etch rate of 360±60 nm/min
for hBN and 6± 1 nm/min for SiO2 whereas CHF3:O2 has an etch rate of 30± 5 nm/min for hBN
and 6 ± 1 nm/min for SiO2. This difference in selectivity means using SF6:O2 allows us to etch
completely through the hBN without significantly etching into the SiO2, creating a planar junction
between the hBN and the deposited metal (Figure 2.4). After etching, a second lithography step
followed by electron beam evaporation is then used to pattern metallic contacts that fill the etched
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Figure 2.3: Top view process flow for via contacts and surface analysis. A-C) Cartoons (top)
and false-colored optical images (bottom) for exfoliated hBN (A), etched via-contact holes (B),
and deposited metal via contacts (C). Color code: green, SiO2; red, hBN. D) False-colored optical
image of a via contact transferred onto a 2D flake. The color code is the same as in (A). E) AFM
topography of the device in (D). In (D) and (E), the 2D flake is outline by the black and white
dashed lines, respectively. F) Bottom: cut of the AFM topography in (E) denoted by the solid red
line. Top: cartoon representing the topography of the via contacts over the cut region.
holes (Figure 2.3C).
It is during the metal deposition step that many fabrication problems can occur and the most
frequent ones are worth discussing. The lithographic mask used for the metal evaporation is typ-
ically made with ≥ 50 nm buffer region around the edges of the etched feature. This provides an
overlap region of the deposited metal onto the unetched hBN, which creates a more stable struc-
ture that will survive the micro-movements that occur during the polymer-transfer process (Figure
2.5A)[25]. Adding this buffer region also protects against a margin of error introduced from uncer-
13
Chapter 2. Via Contact Technique for Contact and Preservation of 2D Materials
Figure 2.4: Comparison of etching methods for via contact fabrication. Cartoons of the via
contact fabrication and transfer using SF6:O2 (top) and CHF3:O2 (bottom) for etching. SF6:O2 is
more selective towards etching hBN than SiO2 which reduces the mismatch between the Au/hBN
interface as compared to the less selective CHF3:O2. As a result, etching with SF6:O2 reduces any
deformity or strain on the metal/2D flake interface induced during the transfer process.
tainty in the identification of the alignment mark position with the electron beam lithography tool
(Figure 2.5B). Before the final deposition, it is important to descum the desired contact regions
using a low power O2 plasma etch to remove any residual lithographic polymer as this can lead to
a rough contact interface (Figure 2.5C). In considering the metal contact materials, we use noble
metals that do not adhere well to SiO2 (including Au, Pd, and Pt) and avoid using an adhesion
layer (such as Ti or Cr), which would otherwise inhibit delamination of the via contacts from the
SiO2 substrate. The result is an hBN flake with an array of embedded metallic contacts, which can
then be picked up and transferred onto additional 2D layers using the dry-polymer-transfer tech-
nique[25] (Figure 2.2B), simultaneously encapsulating and electrically contacting the 2D material
(see Figure 2.3D-F). The transferred via contacts are then checked for fidelity by optical imaging
(Figure 2.3D) and atomic force microscopy (AFM) (Figure 2.3E-F). Finally, standard lithographic
techniques are used to connect the vias to bonding pads. A false-color scanning electron micro-
scope (SEM) image of a finished device is shown in Figure 2.2C.
14
Chapter 2. Via Contact Technique for Contact and Preservation of 2D Materials
Figure 2.5: Via contact fabrication challenges A) Cartoon of the metal deposition process using
the etch mask (top) and a second metal mask (bottom) with an opening extended over the surface
of the hBN. B) Cartoon of the metal deposition process when the deposition mask is misaligned
with the etch mask. C) Cartoon of the metal deposition process when the via channel area is not
properly cleaned before metal deposition.
2.3 Analysis of the Via Contact Interface
Figure 2.6 examines the physical structure of the via contact. Figure 2.6A shows a false-color
transmission electron microscope (TEM) image of a cross-section of a single gold via contact on
monolayer NbSe2. The structure of the via contact corresponds well to the schematic shown in
Figure 2.2 and Figure 2.3, with the metal sealed to the hBN sidewall and planar with the bottom
of the hBN. Figure 2.6B examines these features at greater resolution by high-resolution TEM
(HRTEM) imaging. The metal is flush with the hBN except for a small void at the bottom, demon-
strating how the embedded metallic contacts maintain the encapsulation capabilities of the hBN
layer. The void, likely due to the surface tension of the metal or a plastic deformation when the via
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Figure 2.6: Planarity and smoothness of the via contact interface. A) False-color side view
TEM image of a cross-section from a gold via contact on monolayer NbSe2. Color code: red,
hBN; green, SiO2; yellow, Au; blue, NbSe2. B) HRTEM image of the edge and interface between
the contacted NbSe2 and the via contact. C) EDS on a close-up region of panel (B) marked by a
solid black square. The elements identified are Nb, Se, Si, and Au. The Si, Nb, and Se appear
present in the gold contact region due to secondary scattering effects. The white dashed and dotted
lines represent the hBN/void boundary observed in panel (B), and the position of the monolayer
NbSe2, respectively, both identified from HRTEM images of the same region (not shown). The
monolayer NbSe2 thickness is larger than expected,∼ 2 nm, probably due to secondary scattering
from other atoms. The void area may contain residual materials from the focused ion beam (FIB)
process. D) Top: AFM scan of the bottom side of a single via contact. The amplitude error is
shown to highlight the edges of the metal contact. Bottom: height profile cut through the dashed
black line in the top AFM image. E) Height histograms for bare (solid purple line) and etched
(solid black line) SiO2 and the interface side for various metals (Pt, solid orange line; Pd, solid
blue line; Au, solid yellow line) after flipping to expose the metal surface. The dashed yellow line
is a comparison to the top surface of deposited gold. Each curve is an average over 3 contacts.
The half width of the histograms is equated with the roughness of the material. Each histogram is
generated from ∼ 300 nm x 300 nm square AFM area.
is repeatedly picked up and placed down, extends ∼ 12 nm from the edge of the hBN, after which
the metal is planar with the hBN on the scale of the substrate roughness. The size of the void is
sample dependent and on the scale of∼ 10−20 nm. The 2D material deforms slightly to adhere to
the metal in the void region. The composition of the contact area is confirmed by energy dispersive
x-ray spectroscopy (EDS) on the cross-sectional cut, distinguishing the elemental composition of
the air-sensitive flake and the via contact layer (Figure 2.6C).
The morphology of the bottom surface of the via contact is examined by AFM imaging of an
inverted hBN flake (Figure 2.6D). Consistent with the TEM cross-section imaging, we observe
no step between the metallic contact and the hBN layer. Because the bottom surface of the metal
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is templated by the flat SiO2 surface, its roughness should closely match that of the SiO2. This
is studied by plotting AFM height histograms of the SiO2 and metal surfaces (Figure 2.6E). The
SiO2 is flat (90 pm half width) and is only slightly roughened upon etching (to 120 pm for CHF3:O2
and 145 pm for SF6:O2). Metal (Au, Pd, Pt) vias are somewhat rougher, but all are still quite flat
(270, 420, and 780 pm, respectively). For comparison, the top surface of the evaporated Au has
approximately twice the roughness of the templated bottom surface.
2.4 Comparison to Other Contact Methods
To compare the via technique to established contact and preservation techniques we assembled
devices from graphene, NbSe2, β-MoTe2, and carbon nanotubes. Figure 2.7A shows the electronic
characteristics of via-contacted bilayer graphene along with an optical image of the device. The
device consists of bilayer graphene fully encapsulated by hBN on top of a graphite flake acting as
an electrostatic gate. The bottom panel shows 2-probe and 4-probe resistances of bilayer graphene
as a function of gate bias (fridge line resistances were subtracted from the 2-probe measurement).
Near zero bias, we observe the characteristic resistance increase around the charge neutrality point
(CNP), with a disorder density broadening of ∆n = 6.8 × 1010 cm-2 at 1.7 K, comparable to
that seen in similar edge-contacted devices[25]. At high gate biases (high electron densities), the
bilayer graphene resistance dramatically decreases, and the 2-probe resistance is dominated by
the contact resistance. The data shows remarkably low contact resistance using the via contact
method, 130Ωµm (determined at n = −5.5 × 1012 cm-2), on par with the best results of other
contact techniques, a comparison of which is shown in Figure 2.8A. Figure 2.7B shows the su-
perconducting electronic properties of a monolayer NbSe2, an air-sensitive superconductor (SC).
The low normal-state resistance (≈ 110Ω square resistance per sheet) and the superconducting
transition temperature at ≈ 3.7 K both indicate high device quality[7, 8]. These properties are
virtually unchanged after 3 months over multiple thermocycles and storage both in air and in a
nitrogen glovebox. This provides a strong indication of the quality of the encapsulation provided
by the hBN with via contacts, since the superconducting properties of few layers of NbSe2 are
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Figure 2.7: Assembled devices and measurements of different classes of low-dimensional
materials. A) Graphene via device consisting of a bilayer graphene flake fully encapsulated with
hBN on top of a graphite gate. Top: optical image of the device. Bottom: measurement of bilayer
graphene 2-probe and 4-probe resistances versus graphite gate bias with the fridge line resistances
subtracted. At high gate biases, the 2-probe resistance is approximately twice the contact resistance
of the via contact. The extracted contact resistance given in the inset is measured at a density
n = −5.5× 1012 cm-2. The scaling between gate voltage and carrier density was determined from







(measured at 9 T). The gate capacitance Cg = n eVg determined from this method is Cg ≈
1.8 fFµm-2, consistent with the geometric capacitance determined from the interlayer hBN spacing.
B) Monolayer NbSe2 via device. Top: optical image of the device. Bottom: superconducting
transition directly after fabrication (solid blue curve) and 3 months after fabrication (solid red
curve). C) Semiconducting carbon nanotube via device. Top: optical image of the device. On
the two sides, thin and long embedded gold contacts are seen in orange separated by a gap for
local gates which have been added on top of the hBN in the final deposition step, seen in yellow.
Bottom: 2D color map of current through the nanotube vs. gate voltage and DC voltage bias.
especially sensitive to oxidization[7, 8, 68]. In Figure 2.7C, a fully encapsulated, multi-gated,
single-wall carbon nanotube device is presented. The top of Figure 2.7C shows an optical image
of the device. Nanotubes were initially grown on preselected hBN flakes using chemical vapor
deposition[73], then screened with AFM to find isolated, long and small-diameter tubes. The nan-
otbue was then fully encapsulated with an hBN with via contacts. As a last step, local electrostatic
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Figure 2.8: Comparison of contact resistances for different techniques and reliability of via
contacts for air-sensitive materials. A) Contact resistance comparisons for graphene via contacts
to other contact techniques described in refs [59, 60, 61, 25, 62], and for NbSe2 via contacts to de-
vices fabricated with prepatterned contacts (contacts deposited before NbSe2 transfer) and graphite
contacts (graphite used as an intermediate metallic electrode). The spread is shown over multiple
measured devices or data points from references. B) 2-probe and 4-probe normal-state resistances
of via-contacted air-sensitive NbSe2 and MoTe2 over time and thermocycles. A single set of 2-
probe and 4-probe measurements for each material is shown for clarity. Multiple configurations
were measured and show similar stable resistances over time.
gates and bonding pads were deposited. On the bottom of Figure 2.7C, a transport measurement
of Coulomb diamonds is shown for a separate device measured at ∼ 300 mK. The measurement
shows uniform diamonds in the many electron limit. From the diamond structure, we extract the
charging energy, EC = 13 meV, the level-arm factor, α = ECVg = 0.45, and the equally spaced
excitation spectrum, ∆LS = 6 meV. From the gate capacitance, Cg =
(αe2)
EC
(e the electron charge)
and a simple cylinder-to-infinite-plate model, we can estimate a quantum dot size of 141 nm which
is consistent with the contact spacing of the measured device. Measurements on multiple devices
showed a variability of contact resistances ranging from ∼ 30 kΩ to a few MΩ. This result paves
the road for creating ultra-clean carbon nanotube based devices with multiple control gates for the
use in fundamental research or potentially for establishing spin quantum bits (qubits) with long
decoherence times.
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Figure 2.8A compares the contact resistances achieved with via contacts to those achieved
with other techniques. The contact resistances of via contact devices were extracted by subtracting
the material channel resistance, as determined by 4-probe resistivity measurements, and the series
resistance of the probe wiring, from the measured 2-probe resistance. For graphene and NbSe2 the
contact resistance is scaled by the contact width[74]. We observe similar via contact resistance for
graphene and bilayer graphene. The via contacts achieve contact resistances that are comparable
or better than an array of already established contact techniques[59, 60, 61, 25, 62] both at room
temperature and at cryogenic temperatures.
To demonstrate that the via technique creates robust devices from air-sensitive materials, we
measured the contact and channel resistances over time and exposure to different environments
for monolayer NbSe2 and monolayer MoTe2. Figure 2.8B shows the 2-probe and 4-probe resis-
tances over time; the stability demonstrates the preservation of contact and sample quality. In
addition to stability over time, the contacts are stable over multiple thermocycles, demonstrating
their increased utility for experimental measurements.
2.5 Outlook and Future Directions
Apart from the advantages to fundamental research, the versatility and reliability of via con-
tacts for various types of low-dimensional (LD) materials opens the road to producing PCBs on
the atomic scale. The layered nature allows production of 3D circuit topologies that cannot be
achieved in conventional 2D circuit architectures. The ability to create embedded contacts from
any desired geometry allows for great flexibility in device design, while the ability to incorporate
air-sensitive materials enables incorporation of novel electronic components. Such components in-
clude superconducting materials and magnetic materials that can be used, for example, in vertical
Josephson junctions, spin resolved transport, or in the creation of qubits. The via contact method
opens new possibilities to fabricate novel atomic-scale circuits containing components previously
inaccessible to the field of 2D nanoelectronics.
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NbSe2
For more than two decades, there have been reports on an unexpected metallic state separating
the established superconducting (SC) and insulating phases of thin-film SCs. To date, no theoret-
ical explanation has been able to fully capture the existence of such a state for the large variety
of SCs exhibiting it. Here, we show that for two very different thin-film SCs, amorphous indium
oxide (a:InO) and few-layer NbSe2, this metallic state can be eliminated by adequately filtering
external radiation. Our results show that the appearance of temperature-independent, metallic-
like resistivity at low temperatures is sufficiently described by the extreme sensitivity of these SC
films to external perturbations. We relate this sensitivity to the theoretical observation that, in two
dimensions (2D), superconductivity is only marginally stable.
3.1 Introduction
All noninteracting two-dimensional (2D) electronic systems in the thermodynamic limit are
expected to exhibit an insulating ground state[75]. This prevailing notion has been challenged
only in the case where strong interactions dominate the electronic state notably in low disorder,
strongly interacting semiconductors, where an apparent transition to metallic conduction at low
temperatures (T ’s) has been observed[76, 77]. The physics gets more complex in the case where
electronic correlations can lead to superconductivity. It is theoretically accepted that, in realistic 2D
systems, with the unavoidable disorder and at a finite temperature, superconductivity exists only
Idan Tamir, Avishai Benyamini, Franzisca Gorniaczyk, Adam Doron, Tal Levinson, Da Wang, Frederic Gay, Benjamin
Sacépé, James Hone, Kenji Watanabe, Takashi Taniguchi, Cory Dean, Abhay Pasupathy, and Dan Shahar contributed
to this work[42].
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marginally and finite resistivity is always expected [78, 79]. The value of this residual resistance is
sensitive to the state of the system, and it usually depends exponentially on experimental variables
such as T , magnetic field (B), measurement current (I), and the level of microscopic disorder. An
exception is the case of exactly zero B, which can effectively be attained in experiments, where
true superconductivity, with zero resistance at a finite T , is expected.
For these thin-film systems, the superconducting state can be markedly terminated with a tran-
sition to an insulating phase[80, 81]. In this SC-insulator transition (SIT), metallic behavior is
expected to be restricted to an unstable point at the transition[82]. This point of view is often
supported by experiments using a variety of ways to drive the SIT including thickness variation,
disorder, B, and carrier concentration (for a review, see [83]). There is, however, a growing num-
ber of independent studies [84, 85, 86, 87, 88, 89, 7, 90] where the observation of an unexpected
metallic state, intervening between the superconducting and insulating phases, has been reported.
The unique characteristic attributed to this “anomalous metal” is that the superconducting transi-
tion, signaled by an exponential decrease of the sheet resistance (R) from its normal state value,
RN , below a well-defined critical temperature, TC , is terminated upon further cooling, with a
crossover to a temperature-independent resistance that persists down to the lowest temperatures.
This behavior, seen in thin films in which RN is substantially lower than the quantum of resistance
RQ ≡ he2 ≈ 25.8 kΩ, is observed over a wide range of experimental parameters and extends to rel-
atively high temperatures [91]. Unlike ordinary metals, this state exhibits a vanishing Hall effect
that was associated with a new particle-hole symmetric ground state[92, 93], its microwave re-
sponse shows no cyclotron resonance, and it reveals the existence of short-range superconducting
correlations[94].
The physical origin of this anomalous metallic state remains controversial, with experimental
measurements variously interpreted as evidence of a Bose-metal phase[7] or dissipation arising
from collective vortex tunneling[84, 89]. Although several theoretical groups have addressed this
state[92, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104], its robustness and ubiquitous nature pose
difficulties in the development of a comprehensive model[91]. The purpose of this chapter is to
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Figure 3.1: Schematic of the measurement circuit. The filter illustrated in the filter stage (FS)
represents either a homemadeRC filter, a commercial low-pass (Pi) filter, or an attenuator, all with
similar effect. The dashed black square represents our cryogenic system. Note that the IDC source
was only connected while measuring the data presented in Figure 3.6.
show that the apparent metallic behavior can result from an unforeseen sensitivity of these marginal
SCs to external perturbations.
3.2 Measurement Configuration and Sample Characterization
The data presented was measured utilizing a standard four-terminal lock-in technique, see
sketch in Figure 3.1. A low-frequency (f ∼ 10 Hz) AC voltage (VAC) generated by a lock-in
amplifier is transformed into AC current (IAC) using a large series resistor (RS = 10− 1000 MΩ).
At low enough excitation currents, when the system is in the Ohmic regime, R = V
IAC
, where V is
measured at the same AC frequency along the sample. On to this AC signal we can superimpose a
DC bias IDC . The total current in such setup is: Itot = IAC±IDC . Since the lock-in measures only
the AC component, V
IAC
in this configuration is a measurement of the differential resistance (dV
dI
).
A full schematic of the measurement circuit including filters is given in Figure 3.1. In this chapter,
we studied several different a:InO and NbSe2 samples. Their relevant parameters are presented in
Table 3.1. Details of the growth and fabrication were previously published (see [40, 10] or chapter
2 for NbSe2 and [105] for a:InO).
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Table 3.1: Summary of a:InO and NbSe2 properties
3.3 Eliminating Low-Temperature Resistance Saturation
Our data was obtained from two very different superconducting systems. The first is thin
film a:InO (Figure 3.2A,B), known for its high level of disorder reflected by its high normal-state
resistance, RN ≤ h4e2 ≈ 6.4 kΩ. The second system we investigated is exfoliated few-layer sheets
of NbSe2 (Figure 3.2C,D), which are low disorder (lmfp > ξ, where lmfp is the NbSe2 mean
free path and ξ is the superconducting coherence length) and are characterized by a low normal-
state resistance, RN ≤ 100Ω [40]. Within the field of thin-film SCs, these two systems represent
opposite limits with respect to structure and disorder. Moreover, while NbSe2 is a purely 2D SC
having a thickness d  ξ, the thickness of the a:InO films is approximately five times larger than
its coherence length, d ≈ 5ξ [106].
We begin by showing that the observed metallic-like state, which interrupts the expected su-
perconducting phase at low temperatures by a saturation of the sample resistance, is eliminated
by introducing external low-pass filters into the measurement setup (see Figure 3.1). This is il-
lustrated by plotting R as a function of inverse temperature (T−1) obtained from an a:InO film
(Figure 3.2E) and a NbSe2 film (Figure 3.2F). In both samples, resistance measured without addi-
tional external low-pass filters (red traces) initially decreased exponentially with an approximate
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Figure 3.2: Eliminating resistance saturation. A, C) Crystal structure and B, D) optical images
of a:InO (AD12a) and NbSe2 (024) films, respectively. E) Resistance versus inverse temperature
for an a:InO film at B = 7 and 8 T. F) Resistance versus inverse temperature for a quadrilayer
NbSe2 flake at B = 2.3 and 3.5 T. In (E) and (F), blue traces are measured with, and red traces
without, low-pass filters. The top axis indicates the corresponding temperatures. The black dashed
lines in (E) are guides to the eye, indicating activated behavior. The data was obtained by applying
a standard four-terminal lock-in technique with I0 = 1 (a:InO) and 100 (NbSe2) nA.
activated behavior R(T ) ∝ e−
U(B)
kBT , where U(B) is the activation energy and kB is the Boltzmann
constant. The exponential decrease then terminates with a transition to a saturated regime that
persisted down to our lowest measurement temperatures. It is this saturated behavior of R that was
previously interpreted as indicating the novel metallic state[84, 89, 7, 91]. When we repeated the
measurements, this time with additional low-pass filters installed (blue traces), we found that R
continued to follow the activated trend down to much lower temperatures, and as T was further
lowered, resistance continued to decrease below the noise floor without saturating. The external
low-pass filters effectively reduce the bandwidth of our measurements from 1 − 30 MHz (set by
the twisted pairs of resistive measurement wires acting as low-pass RC filters) down to 200− 300
kHz, depending on the specific filter setup. The lowest resistance we now measure is up to two
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Figure 3.3: Fully recovered activated behavior. Resistance versus inverse temperature obtained
from IT1b20, an a:InO film, measured with better filtration at different B values. It was measured
in a dilution refrigerator equipped with heavily filtered DC lines comprising of feedthrough Pi
filters at room temperature, low-resistance twisted pairs (∼ 8Ω) from 300 to 4 K to reduce Johnson
noise, lossy shielded twisted-pairs (∼ 500Ω) from 4 K to the mixing chamber (MC) stage, a
copper-powder filter[108] on the MC stage, and a cryogenic-compatible 47 nF capacitor-to-ground
on the sample holder. Furthermore, as thermometry below 0.1 K is delicate, a RuO2 thermometer
calibrated by 60Co nuclear orientation thermometry has been installed on the sample holder close
to the sample; thus, it was subjected to the same cooling power from the wiring. This additional
on-chip thermometry suppresses the very last deviations from activated transport at the lowest
temperatures. Activated behavior (straight line in an Arrhenius plot) is apparent down to our noise
floor or lowest measurement temperatures (see dashed black lines at B = 10.75 and 12.3 T).
orders of magnitude smaller than the corresponding saturated values of the unfiltered measure-
ments (Figure 3.2E,F). We note that even with filtering, we continue to observe deviation from
activated behavior in the lowest temperature ranges measured. However, we believe that this re-
sults from imperfect filtering. Additional measurements of an a:InO film in a second fridge with
improved low-temperature filters show no deviation from activated behavior over the full range of
achievable temperatures (Figure 3.3). We conclude that our data does not support the existence of
suggested quantum corrections[84, 89, 107] to the well-known transport due to thermally activated
vortices[79].
Although the effect the filters have on both systems is qualitatively similar, it is important to
point out for NbSe2 filtering has a measurable effect right from TC and at B = 0, while for a:InO it
is only seen well below TC . In Figure 3.4A, we show the thermodynamic superconducting-normal
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Figure 3.4: Resistive transition. A) Measurements of the temperature-driven (left) and magnetic
field-driven (right) superconducting-normal phase transition in a NbSe2 film (024). Blue traces are
measured with, and red traces without, filters. B) B − T phase diagram. The black line separating
the superconducting and normal phases, defined by R = 0.9 · RN , is obtained from the NbSe2






= 3% are marked in both (A) and (B) by green triangles. Both TC and
HC2 are defined at R = 0.9 · RN . For the a:InO films, we used samples with TC = 2.5 K (Ad12a,
red triangles) and 3 K (IT1b5, blue triangles).
transitions of NbSe2, at B = 0 in the left panel, and near HC2 (the upper critical field terminating
superconductivity) for several temperatures in the right panel. The common theme in these figures
is that a significant effect of the filters is measured very close to the transition into superconduc-
tivity. In contrast, for a:InO, initial differences between filtered and unfiltered measurements are
only seen much below TC . This is summarized in Figure 3.4B, where we present the B − T phase
diagrams for our samples. For NbSe2, the initial effect of the filters, indicated by green triangles,
overlaps within error with the SC-normal phase boundary (defined by R = 0.9 · RN ), while for
a:InO the filters significantly influence the results only well within the superconducting phase,
indicated by blue and red triangles.
The significant difference in resistance versus inverse temperature curves for NbSe2 with and
without filters only occurs for magnetic fields perpendicular to the sample plane. For magnetic
fields parallel to the sample plane, we observe negligible difference in R versus T−1 when filters
are added to the measurement circuit up to 18 T (≈ 0.5HC2−0, whereHC2−0 is the zero-temperature
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Figure 3.5: Absence of resistance saturation under parallel magnetic fields. Resistance versus
inverse temperature with (solid blue lines) and without (solid red lines) filters for various magnetic
fields [A) 17.9 T, B) 15.7 T, C) 13.6 T, D) 11.2 T, E) 8.9 T, F) 6.7 T] parallel to the sample plane for
the same NbSe2 sample presented in Figure 3.2F. Inset of (F) plots R versus T−1 with (solid blue
curve) and without (solid red curve) filters for a perpendicular magnetic field of B = 2.3 T. In A-
F), the green triangles mark the onset of the mismatch between filtered and unfiltered measurement
curves.
upper critical magnetic field) (Figure 3.5). Any discrepancies between curves measured with and
without filters appears to match the zero-field discrepancy (Figure 3.4A). In fact, it is interesting
to note that without filters, we never observe the magnetic-field-induced metallic-like state for any
field up to 18 T, an indication that vortex motion may be the leading mechanism for the observed
metallic-like state as vortex formation is prohibited under parallel magnetic fields due to the ex-
treme vertical confinement.
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3.4 Reintroducing Low-Temperature Resistance Saturation with DC Current
While filtering external radiation effectively eliminates the apparent metallic behavior, we
found that saturation can be reintroduced by increasing the current used in our four-terminal mea-
surements. For this purpose, we used both DC and AC currents (IDC and IAC) with similar results.
The saturation induced by increasing IAC is demonstrated in Figure 3.6A, where we present data
obtained from an a:InO film measured with filters at B = 10 T, using increasing levels of I0 (the
amplitude of IAC). While at I0 = 1 nA, the measured VI , where V is the voltage drop along the
sample, followed an activated behavior with deviations that are barely noticeable over our noise
level. For I0 ≥ 50 nA the data significantly deviated from its low-current value and saturation
set in at low temperatures, with the saturated value increasing with I0. For reference, we include
one trace measured without filters (red curve) and I0 = 1 nA, which exhibits the low-T saturation.
We note that, because R is an equilibrium value defined by limI→0 VI , the data presented in Figure
3.6A strictly equal R only in the ohmic regime (I0 ≤ 1 nA). Similar results are obtained while
increasing IDC with a fixed IAC (see Figure 3.6B, where we present data obtained from a NbSe2
film).
When SCs are subjected to strong enough magnetic fields, their transport properties are domi-
nated by vortex physics[79]. Excessive current can dislodge vortices, which are otherwise pinned
at low temperatures, inducing voltage and dissipation. The saturation induced in our experiment
by increasing I can therefore be attributed to heating. Under the application of a higher input
power (P = I · V ) by the measurement circuit, the electronic system is unable to equilibrate with
its low-T environment. This leads to an out-of-equilibrium steady state where the electrons are
held at an elevated T = Teff , higher than the surrounding T [109]. The current-induced deviations
from activated behavior, as well as the saturation regions, can therefore be attributed to an electron
temperature Teff > T . We can self-consistently extract these effective temperatures by fitting the
R(T ) data, obtained from the filtered measurements in the ohmic regime, with an activated form
and then using this fit as our thermometry calibration curve. For each value of V
I
, in the elevated
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Figure 3.6: Current-induced resistance saturation and saturation temperature. A) V
I
versus
T−1 obtained from an a:InO film, measured at B = 10 T with increasing current amplitudes (I0).
B) dV
dI
versus T−1 obtained from a NbSe2 film, measured at B = 2.3 T with an increasing level
of IDC . In both (A) and (B), we include a measurement without filters (red curve) at I0 = 1 nA
(for a:InO) and IDC = 0 (for NbSe2). C) T Isat versus p extracted from the a:InO data presented
in (A) (circles), and the NbSe2 data presented in (B) (triangles), adopting the same color scale
for different currents. The red symbols represent T rsat extracted from the unfiltered measurements.
The a:InO data includes currents left out of (A) for visibility. These curves are used as p meters
to estimate pr = 1.8 and 8.2 × 104 W/cm3 for the a:InO and NbSe2 samples, respectively. D)
Tsat versus magnetic field evaluated for several samples. Our data are plotted in blue (a:InO) and
green (NbSe2). The MoGe[84], Ta[85] and ZrNCl[89] data (black symbols) were extracted from
the cited references. Full symbols represent data that were calculated using filtered measurements
as a thermometer, while data plotted with empty symbols were estimated following the procedure
in[84]. All samples exhibit similar logarithmic B dependence (see dashed black lines).
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I measurements, we associate a Teff corresponding to VI = R in the calibration curve. Using this
procedure, we conveniently define Tsat as Teff in the resistance saturation regime.
We now wish to suggest that the resistance saturation observed in our unfiltered experiments,
and which bears a notable resemblance to the current-driven saturation (see Figure 3.6A), can also
be associated with heating. While in this case the source of heating is less obvious, the fact that
filtering the electrical lines connected to the sample effectively eliminates the saturation suggests
that the culprit is ambient noise currents that propagate down the lines and couple directly to the
low-T electronic system. We can estimate the power density (p) delivered to the electronic system
by these noise currents (pr) by comparing Tsat obtained during the application of known p in our
filtered, elevated I measurements (T Isat) to the Tsat obtained in the unfiltered, ohmic measurements
(T rsat). To do this, we plot, in Figure 3.6C, the p dependence of T
I
sat for two of our samples and use
it as our p meter. Red diamonds indicate T rsat values corresponding to the unfiltered curves of each
sample. We find pr = 1.8 W/cm3 for the a:InO sample and 8.2×104 W/cm3 for the NbSe2 sample.
Although our results show that our a:InO and NbSe2 films do not exhibit an intermediate metal-
lic phase, we cannot rule out the existence of such a phase in other superconducting systems for
which a metallic state was previously reported[84, 89]. We can, however, naively extend our
effective-temperature analysis to these systems. In Figure 3.6D, we present Tsat versus B obtained
from our data (blue and green symbols), together with Tsat values that we extracted from pub-
lished data (black symbols). Whenever comparisons between results obtained from filtered and
unfiltered measurements are not available (empty symbols), we fitted the data measured at higher
temperatures with activated behavior and used these fits as our thermometry calibration curves.
This procedure, introduced in this context in[84], only provides a lower bound for Tsat because
the filtered measurements can also exhibit higher U(B) (see Figure 3.7). While the data in Figure
3.6D represents several very different systems, measured over a wide range of temperatures, they





, where α is a fit parameter of
order 1, works reasonably well.
Before we proceed to discuss the implication of this simple elevated effective-temperature sce-
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Figure 3.7: NbSe2 activation energy with and without filters. U(B), normalized by kB, versus
B obtained from a NbSe2 sample measured with (blue) and without (red) filters.
nario, we wish to point out that there are other possible mechanisms that would lead to current-
dependent transport in thin-film SC such as ours. Nonlinear vortex-related responses may be rel-
evant at finite magnetic fields, and Berezinskii–Kosterlitz–Thouless (BKT) vortex/antivortex un-
binding may be at work at B = 0. At this stage, we are unable to rule out that these mechanisms
play a notable role in the I response of the system and may even lead to saturated, T -independent
resistance as T → 0. We are not aware of a model that accounts for the stark difference between
the results of the filtered and unfiltered measurements.
3.5 Comparison Between Superconducting and Metallic Thin Films
We can directly demonstrate experimentally, with very little theoretical input, that the super-
conducting samples in our study are much more sensitive to external perturbation than normal
metals. We demonstrate this, adopting the electrons over-heating picture, by comparing the in-
duced electron-temperature change in response to the known external power density in our exper-
iments vs. the response of normal (and disordered) metals reported in the literature[110, 111].
For example, the power density that induces a temperature gradient of ∆T ≈ 250 mK in a:InO at
T = 20 mK is 0.003 W/cm3 (see Figure 3.6C) while for thin metal-films[110], a similar temper-
ature gradient requires p ≈ 1.2 W/cm3, almost 3 orders of magnitude larger despite very similar
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experimental conditions. Similarly for NbSe2, we can extrapolate the measured power-density
(presented in Figure 3.6C) down to Tel = 1 K (assuming a power-law dependence of p in Tel) to
find p ≈ 0.06 W/cm3. This power-density is more than 3 orders of magnitude smaller than the p
reported for disordered metal films at the same electron temperature, p ≈ 100 W/cm3[111]. The
enhanced sensitivity of the superconducting state can be more sharply demonstrated by noting the
surprisingly high temperatures at which we observe a clear effect of filtering. While in metals,
where electron-phonon coupling above ∼ 1 K is strong, heating effects were only observed at low
temperatures (see e.g. [110] and [112]), we show that our superconducting films are sensitive to
perturbations at temperatures as high as 6 K (see Figure 3.4). At these temperatures, under or-
dinary measurement conditions, it is accepted that the samples are at equilibrium both internally
with the lattice phonons and externally with the thermal bath. The filtering dependence that we
see clearly emerges at TC and should therefore be associated with superconductivity. We can spec-
ulate that it may be related to the fragility of the vortex state or perhaps more generically to the
inherent isolation of the superconducting condensate from the ambient phonons. In other words, if
the condensate acquires energy from the external electromagnetic field it will be very ineffective
at dissipating this energy to the phonon bath. This is the reason why superconducting electrons are
perfect electrical conductors but at the same time poor thermal conductors.
3.6 Outlook and Future Directions
The data in this chapter shows that the metallic behavior often observed in thin-film SCs re-
sults from the exposure of the superconducting phase to unwanted radiation or high measurement
currents. While these can be effectively eliminated, it is still worthwhile to consider why these
SCs so readily respond to excitations that leave other systems unaffected under similar conditions.
We point out that Tsat is routinely around a few kelvin, where it is unlikely that the cryogenic
environment will limit the sample’s ability to cool. Because the external power couples only to
the electronic system, which exhibits an exponential dependence on temperature, it is reasonable
to conclude that the observed sensitivity is a result of a bottleneck in the heat transfer process that
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occurs between the electrons and the lattice phonons[109]. This is not unexpected as the electron
condensate in SCs is decoupled from the heat-carrying phonons. If such a limiting mechanism is
at play, a much more thorough theoretical analysis is necessary before we can go any further with
quantitative tests.
In this chapter, we were able to compare two very different systems under virtually identical
measurement conditions. It is reasonable to assume that, without filters, the radiation delivered
to both types of samples would be the same. Unexpectedly, we find very different input powers
from external radiation (pr). Correspondingly, their resistance saturation temperatures (Tsat) are
different: < 0.4 K for a:InO and ∼ 2 K for NbSe2. If the effective-temperature picture is correct,
we need to understand why two samples under similar external radiation end up responding in
such a different manner. The reason, we believe, is rooted in the energy balance maintained by
the electrons. Even if the radiation is the same, it is very likely that different systems will absorb
this energy in different ways, reflecting the specific details of their electronic state. Compounding
this are possible differences between the strength of the coupling to the phonon system to which
the electrons can transfer the energy absorbed from the radiation. A detailed understanding of this
scenario awaits further theoretical developments.
In summary, we showed that two very different thin-film SCs are extremely sensitive to external
perturbations and, in response to such perturbations, exhibit metallic-like saturation of the sample
resistance versus temperature. We suggested two possible mechanisms: the first is based on vortex
depinning, and in the other, we assume that an overheated state exists, where the electronic system
is unable to equilibrate with its surroundings. In the latter case, one should theoretically address
not only the external power dissipated but also the heat flow away from the electronic system.
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Dissipationless charge transport is one of the defining properties of superconductors (SCs),
but the interplay between dimensionality and disorder in determining the onset of dissipation re-
mains an open theoretical and experimental problem. Here, we present the layer dependence of the
dissipation in NbSe2 in the two-dimensional (2D) limit, down to a monolayer as a function of tem-
perature (T ), magnetic field (B), and current (I). Our results show that the phase diagrams strongly
depend on the sample thickness even in the 2D limit, when the thickness of the SC is less than the
coherence length, t ≤ ξ. In four layer samples we can define a finite region in the I −B phase di-
agram where dissipationless transport exists at T = 0. In even thinner samples, this region shrinks
in area until it approaches a single point defined by T = B = I = 0 in the monolayer limit. Under
an applied magnetic field, we show that time-dependent-Ginzburg-Landau (TDGL) simulations
that describe dissipation through vortex motion, qualitatively reproduce our experimental I − B
phase diagrams. Last, by examining the temperature, magnetic field, and DC current dependence
of the dissipation, we can explore different vortex phases and we demonstrate through non-local
transport and TDGL calculations that we can engineer charge flow and create phase boundaries
between dissipative and dissipationless transport regions in a single sample, demonstrating control
over non-equilibrium states of matter.
4.1 Introduction
A uniform superconducting condensate can transmit kinetic energy from one end to the other
through electrical currents without dissipation[113]. The dissipationless energy transfer is dis-
Avishai Benyamini, Dante Kennes, Da Wang, Adam Williams, Kenji Watanabe, Takashi Taniguchi, James Hone, Cory
Dean, Andrew Millis, and Abhay Pasupathy contributed to this work[10].
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rupted by the motion of vortices which can arise from applied magnetic fields, thermal or quantum
fluctuations, or electrical currents[114, 115, 116]. In experiments, the magnetic field and electrical
current also act as two control knobs to probe and alter the superconducting state[117]. Magnetic
field tunes the vortex density, nV = BΦ0 (Φ0 =
h
2e
is the magnetic flux quantum attached to a single
vortex, h is Planck’s constant, and e is the electron charge), and electrical currents exert Lorentz
forces on each vortex, FL = JΦ0t (t is the sample thickness and vortex length, J is the current
density, and the direction of the force is perpendicular to both the magnetic field and the current).
In the classical 2D mean-field picture at T = 0 with the absence of pinning, vortices will form a
solid lattice due to vortex-vortex interactions. In the presence of a finite current, the Lorentz force
will move the solid, causing energy dissipation[114], once the force is large enough to overcome
the confining potential due to finite sample sizes. Defects inevitably present in real materials may
pin vortices, so that no dissipation is measured until the Lorentz force overcomes the defect pin-
ning potential. At low vortex densities, vortices will be pinned individually while at high vortex
densities, where vortex-vortex interactions dominate, vortices will be pinned collectively in a solid
or glass-like state[116, 118, 119]. Beyond mean-field physics, thermal and perhaps quantum fluc-
tuations can melt the solid and a finite current can dislodge vortices from the pinned solid/glass,
leading to current-dependent dissipation at nonzero applied field. Even at zero field, the dissipation
is current dependent due to the creation of vortex-antivortex pairs at a finite temperature. Above
the melting temperature of the vortex solid, pinned vortices will be thermally activated, contribut-
ing to dissipation[116, 118]. Figure 4.3B summarizes the expected B − T phase diagram of a 2D
SC in the linear-regime in the presence of pinning[118]. Understanding how vortices, the topo-
logical defects of a SC, are created and proliferate with a finite current beyond the linear I − V
regime or even the existence of a linear I−V regime in 2D are important problems in fundamental
physics. Moreover, understanding dissipation in 2D SCs is crucial to applications that depend on
zero resistance and phase coherence in SCs.
The many-body vortex state is complex due to the interplay of long-ranged vortex-vortex inter-
actions, pinning, and thermal and quantum fluctuations. In 2D, one observes interesting phenom-
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ena such as the SC-insulator transition[120, 121] and metallic-like behavior within in the supercon-
ducting state[91, 89, 7]. Experimentally, in thin-film SCs produced by evaporation or sputtering,
crystal imperfections are observed to increase with reduced thickness[122, 80, 123]. Ultra-thin
2D SCs produced in this way are therefore typically in a disorder-dominated limit. Van der Waals
(vdW) materials are layered compounds that can be mechanically exfoliated to a single layer with
the same level of crystal imperfection as the bulk single crystals[124, 3, 5]. These material offer
both a unique opportunity to study ultra-thin SCs beyond the disorder/pinning dominated limit and
new perspectives into dissipation mechanisms in 2D SCs.
The equilibrium B−T phase diagram of thin crystalline SCs in the limit of small drive current
has been measured in a variety of vdW SCs[91, 124]. It was recently demonstrated that at high
values of current drive and moderate magnetic fields, a dissipative state with nonzero resistance
emerges as T→ 0 [42]. A natural question arises: at what magnetic fields and currents does one
make a transition from a dissipationless to a dissipative state at T = 0? Here, we answer this
question by investigating transport in NbSe2 at thicknesses ranging from one to four layers, and
complement the measurements with theoretical and numerical analyses based on TDGL theory.
4.2 Time-Dependent Ginzburg-Landau Simulations
Before introducing experimental data, it is useful to discuss the theory we will use to describe
our observations. We use deterministic TDGL equations[125, 126, 127] to describe the dynamics
of the 2D SC in the presence of both a magnetic field as well as a finite sourced current. The
key quantities to monitor are the complex superconducting order parameter |∆|eiφ, the charge
density ρ as well as the current density ~j. The electromagnetic fields are represented by the vector
potential ~A(t) and scalar potential Θ(T ). We choose units by ~ = c = e = 1 which means that the
superconducting flux quantum Φ0 = hc2e = π. The equations to solve are
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Here D is the normal state diffusion constant, Ψ is the electro-chemical potential per electron
charge, ξ =
√
6Dτs is related to the superconducting coherence length ξ0 = ξ√
r/β
, where τs is the
spin-flip scattering time, λTF is the Thomas-Fermi static charge screening length and β is a system
dependent constant that sets the magnitude of the order parameter. For definiteness we measure
lengths in units of ξ and time in units of ξ
2
D
(which we write simply as D−1 since ξ is our unit of
length) and choose parameters β = 1, σ = 0.1, τsD = 16 and
λ2TF
ξ2
= 0.1. We chose those units
for definiteness, but verified that none of the general conclusions is lacking. To close this set of
equations we supplement them with the continuity equation
∂tρ+ ~∇ ·~j = 0 (4.4)
and the Poisson equation for the scalar potential
∇2Θ = −4πρ (4.5)
Using a finite elements approach we solve the coupled partial differential equations with pe-
riodic boundary conditions in the y-direction while being open in the x-direction (choosing first
derivatives to vanish at that boundary as a boundary condition). We discretized time in steps of
D∆t = 0.0001, but verified numerically that the results obtained are converged upon decreasing
this numerical parameter further. For finite sourced current we choose the boundary conditions
of the current density such that the one end of the open boundary acts as a particle source while
the other acts as a drain jx(x = 0, y, t) = jx(x = L, y, t) = j0 with L the size of the system.
The initial conditions for all other variables but the order parameter ∆ are chosen to be zero at
t = 0, while for ∆(x, y, t = 0) we choose initial values drawn from a random uniform distribution
38
Chapter 4. Dissipation and Vortex Dynamics in 2D NbSe2
in the interval [0, 0.001]. For given external magnetic field B and zero external electric field we
determine ~A from ~∇× ~A = ~B assuming Coulomb gauge.
We concentrate on a geometry which has open boundaries along the x-direction and periodic
boundary conditions along the y-direction. The system we consider is thus a torus. However, when
vortices move in a slap geometry with open boundaries vortices are destroyed at the one end and
created at the other giving similar physics.
To include disorder we generalize the above equations, by replacing r → r(x, y). We rewrite
r(x, y) = r0f(x, y) with r0 setting the superfluid stiffness without disorder and f(x, y) describing
the disorder effects. As f(x, y) we choose













where N describes the total number of defects, (xi, yi) denotes the position of the i-th defect and
δi is the i-th defect’s strength. We draw xi and yi from a uniform distribution (0, L] as well as δi
from (0, δmax].
4.3 Device Fabrication and Characterization
We found it difficult to exfoliate large-area, few-layer NbSe2 flakes and especially difficult to
pick up flakes for the purpose of fabricating multilayer stacks. To achieve a higher yield of few-
layer flakes, we typically use an O2 plasma cleaning process, which increases the NbSe2 adhesion
to the SiO2 substrate. However, the O2 plasma cleaning process makes it nearly impossible to pick
up flakes from the substrate. To prepare multilayer stacks that include NbSe2 or to fully encap-
sulate NbSe2 with hexagonal Boron Nitride (hBN), we use a two-step exfoliation method which
allows us to pick up NbSe2. Figure 4.1 summarizes the procedure for making a fully encapsulated
NbSe2 device. First, we mechanically exfoliate NbSe2 on ‘blue tape’ (Semiconductor Equipment
Corp., Blue Low Tack Roll 18733) which is less sticky than the conventional Scotch tape used
to exfoliate graphene or hBN on SiO2. Then, we exfoliate the NbSe2 from the ’blue tape’ onto a
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Figure 4.1: Exfoliation and stacking of NbSe2. The first row illustrates the two-step exfoliation
process we use to exfoliate NbSe2 that can be later picked up with hBN. The second row illus-
trates the standard dry-polymer-transfer technique we use to fabricate fully encapsulated NbSe2
heterostructures. The first layer is a via contact to both preserve the flake and make electrical
contacts.
piece of homemade polydimethylsiloxane (PDMS) stamp which was baked for several days to a
week to reduce the adhesive properties. The PDMS stamp is then placed on a Si/SiO2 chip, and
removed slowly. Few-layer NbSe2 flakes are identified by optical contrast. The stacks are pre-
pared using the via contact technique[40] and the dry-polymer-transfer technique[25], where an
insulating hBN with embedded metallic contacts is used to make half or fully encapsulated NbSe2
devices (Figure 4.1). All steps are done inside of a nitrogen atmosphere glovebox with ≤ 3 ppm
O2 and ≤ 0.5 ppm H2O, protecting the air-sensitive NbSe2 flakes from oxidation. Illustrations of
the fully encapsulated device geometry are shown in Figure 4.3A. All devices are fabricated with
few-layer NbSe2 flakes with thicknesses less than the c-axis SC coherence length, t ≤ ξ⊥ ≈ 2.7
nm[128].
We fabricated and measured a series of both single encapsulated and fully encapsulated NbSe2
devices. The variance in superconducting transition temperatures and upper critical fields is similar
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Figure 4.2: Comparison of superconducting properties for single and fully encapsulated
NbSe2 devices. The in-plane Ginzburg-Landau coherence length is plotted as a function of TC
for all measured devices. Monolayer, bilayer, trilayer, and quadrilayer samples are plotted in blue,
red, green, and black respectively. Fully encapsulated and half encapsulated NbSe2 samples are
represented by filled and open symbols, respectively. The dashed grey line is a linear fit to the data.
The extracted fit parameters are given in the inset.
for single and fully encapsulated samples (see Figure D.1). The overall insensitivity to encapsula-
tion may be due to NbSe2’s relatively high electron density, n2D ∼ 1015 cm-2, per layer. In Figure
4.2 we summarize the extracted Ginzburg-Landau coherence lengths for all measured devices (es-









) versus TC , for both single and fully encapsulated devices. ξGL‖ is
approximately linear with TC , a fit of which is given in Figure 4.2. A summary of all thermody-
namic properties can be found in Figure D.1. Our samples are in the low-disorder limit, with a
mean free path l > ξ‖ (l = he2 ×
1√
2πn1R1
is the 2D mean free path, R1 and n1 are the resistance and
electron density per layer). The sample parameters for the main devices analyzed in this chapter
are summarized in Table 4.1. A schematic of the measurement configuration is given in Figure
4.3A. We measure 4-probe voltages in a Hall bar-like geometry while sourcing a combination of
alternating current (AC) and direct current (DC). We denote RAC = dVdI
∣∣
IDC
and RDC = VDCIDC for
the inferred resistances. Electronic low-pass filters were used to eliminate external radiation above
500 kHz as noted in chapter 3 and reference[42].
41
Chapter 4. Dissipation and Vortex Dynamics in 2D NbSe2
Device Layer # R(Ω) TC (K) HC2 (T) ξ‖ (nm) l (nm)
002 1 106 3.5 1.57 14.4 33
003 2 72 5.0 3.0 10.4 24
004 4 28 6.2 5.3 7.8 31.1
Table 4.1: Summary of NbSe2 device properties
4.4 Equilibrium Superconducting Properties of 2D NbSe2
We begin our discussion by presenting data obtained in the equilibrium limit, defined as the
limit of weak applied measurement currents. The voltage measurements are limited by the exper-
imental noise floor and in most regimes reasonably extrapolate to the linear response limit; the
current is linearly dependent on the AC voltage used in the experiments. Figure 4.3C plots resis-
tance versus temperature at zero magnetic field for multiple NbSe2 sample thicknesses, in which we
identify two transition temperatures. The first is the mean-field superconducting transition temper-
ature TC , characterized by a transition from the temperature-independent normal-state resistance
to a temperature-dependent resistance that decreases as temperature decreases. The second tem-
perature occurs when the resistance becomes indistinguishable from zero, which we identify as the
Berezinskii-Kosterlitz-Thouless (BKT) transition temperature TBKT = π2ρS(T = TBKT ) where
ρS(T ) is the temperature-dependent superfluid stiffness of the 2D system[132]. The difference
between TBKT and TC is a measure of the strength of beyond-mean-field fluctuations which we
express in terms of η, proportional to the ratio of TC and the zero-temperature superfluid stiffness:
η = 2TC
πρS0
. In bulk vdW materials, the superfluid stiffness is much larger than the transition tem-
perature (fluctuation parameter η  1). Using the standard mean-field temperature dependence





and Figure 4.3C, we extract η ≈ 0.11, 0.32, 0.66 for the quadrilayer, bi-
layer and monolayer devices, respectively. The corresponding superfluid stiffnesses per layer are
ρS0,layer ≈ 8.9, 5.0, 3.3 K for the quadrilayer, bilayer and monolayer devices, respectively. The
large values found here for the fluctuation parameter and small values of the superfluid stiffness
per layer reflect the unique fragility of the superconducting state, particularly for the monolayer
and bilayer systems.
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Figure 4.3: Equilibrium phase diagram of a 2D superconductor. A). Illustration of a fully
encapsulated NbSe2 device including the measurement setup. B) Illustration of the equilibrium
phase diagram of a 2D SC with pinning. The normal state is shown in light red, the pinned vortex
state in light blue and a vortex solid or glass state at T → 0 in light green. C) RAC versus
temperature normalized to the normal-state resistance, RN , at B = 0 for the quadrilayer (solid
black line), bilayer (solid red line) and monolayer (solid blue line) devices. A reference to a TDGL
simulation showing the expected behavior from mean-field theory in the linear response regime is
given by the solid gray line. D) 2D color map ofRAC versus temperature and magnetic field for the
quadrilayer device in (C). The dashed white line tracks 0.9 · RN . Inset: Vortex dislocation energy
U0 versus NbSe2 layer number. A linear fit, U0 = ε0 · N , crossing the origin gives ε0 = 13.44 K
per layer. From the theoretical form[79], U0 =
cmΦ20t
µ0λ2
(cm is a model dependent constant, µ0 the
vacuum permeability and λ the bulk penetration depth), we get cm ≈ 5.6 · 10−3 assuming λ = 250
nm for bulk NbSe2[130] and t0 = 0.62 nm the thickness of a single layer[131], which is of the
order of the vortex-vortex interaction form[116], cm = 6.3 ·10−3, and an order of magnitude larger
than of the dislocation mediated 2D melting[79], cm ≈ 2.4 · 10−4. E) 2D color map of RAC versus
temperature and magnetic field for the monolayer device in (C). The wider R vs. B transitions
compared to the quadrilayer device may be due to quantum fluctuations or external noise that was
not completely suppressed by the filters.
We now turn to the full magnetic field and temperature dependence of the linear response re-
sistance for the quadrilayer sample, shown as a color map in Figure 4.3D. Consistent with the
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Figure 4.4: Magnetic field dependence of the thermally activated behavior. A) Resistance
versus inverse temperature at different magnetic fields for the quadrilayer device. Measurements
were performed at equilibrium with a small AC current and zero DC current. A linear slope is
seen for all traces in log[R] versus T−1 indicating thermally activated behavior. B) Summary of
the fitted activation energies versus magnetic field on a log-scale. A crossover is observed around
50 mT to a logarithmic dependence as expected from long-range vortex-vortex interactions in 2D.





is given by a solid red line with the extracted fit parameters given in the
inset. Errorbars denote statistical error.
relatively small value of the fluctuation parameter, the results are in agreement with mean-field
theory and with previous measurements on bulk crystals[133]. At each magnetic field field, a rea-
sonably sharp crossover separates the normal state with a resistance that is very weakly dependent
on field and temperature from the superconducting state which is characterized by a resistance that
strongly depends upon magnetic field and temperature and vanishes for T < TBKT and B < HC1.
The crossover field between the superconducting and normal state at a given temperature defines
the upper critical field HC2(T ), defined as the magnetic field at which the resistance is 90% of the
normal-state value, shown by the white dashed line in Figure 4.3D. Monolayer and bilayer devices
display similar behavior, with lower transition temperatures and correspondingly lower critical
fields, and much broader crossover regimes due to the increased value of the fluctuation parameter
(Figure 4.3E for the monolayer).
Below HC2, the resistance is thermally activated down to our noise floor shown in Figure 4.4
for the quadrilayer. The activation energies, U(B), are found to vary with the magnetic field as





(Figure 4.4B) as expected from the logarithmic vortex-vortex interactions[79].
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Figure 4.5: Comparison of TDGL simulation with no pinning to experiment. A) Experimental
phase diagram for the quadrilayer device as shown in Figure 4.3D. The dashed white line tracks
0.9 · RN . B) TDGL simulation of the equilibrium B − T phase diagram with no pinning. The
dashed and solid white lines track 0.9 ·RN and 0.99 ·RN , respectively.
The prefactor U0 is expected to arise from vortex-vortex interactions primarily mediated by the su-
perfluid stiffness; the theoretical result is U0/kB = πρS . Results of fitting the measured resistances
are shown in the inset of Figure 4.3D and are consistent with the results found from the analysis
of the B = 0 resistivity and further confirm the small values of the superfluid stiffness and the ap-
proximate linear dependence on layer number. We find that TDGL simulations of the B−T phase
diagram with no pinning and no thermal fluctuations qualitatively reproduces the transition from
the normal state to the activated region seen in the experiment (Figure 4.5). Due to the absence of
pinning and thermal fluctuations in the TDGL simulation, the activated behavior is not captured
well in this model, but the dependence of the critical field on temperature agrees with experiment.
Before moving to non-equlibrium measurements, it is worth noting the monolayer phase di-
agram in Figure 4.3E shows a metallic-like state marked by a saturation of the resistance at low
temperatures. In the limit of T → 0, or in practice the base temperature of our measurements
(T ≈ 300 mK  TC), we observe that the I − V characteristics are always non-linear (Figure
4.6A). Even at B = 0 we observe non-linearity from the measurement noise floor for any finite
DC current, indicating the existence of a finite resistance below our noise floor for any voltage bias.
At a finite magnetic field we observe non-linearity developing from a finite resistance in the limit of
zero DC current (see also Figure 4.6B). The potential reasons for the resistance at the T = 0 limit
45
Chapter 4. Dissipation and Vortex Dynamics in 2D NbSe2
Figure 4.6: Non-linear I−V characteristics at T = 300 mK. A) Differential resistance nor-
malized to the normal-state resistance vs DC current at various magnetic field values for the mono-
layer device in Figure 4.3E. B) Differential resistance normalized to the normal-state resistance vs
DC current for two voltage probes at B = 3.6 T for the quadrilayer device in Figure 4.3D. In (A),
the non-linearity is observed for any finite DC bias at any magnetic field. In (B) the non-linearity
is only observed at finite magnetic fields, after the onset of resistance above the noise-floor. The
dashed lines are fits to a quadratic dependence on DC current.
for the monolayer include vortex motion at non-zero fields, and enhanced quantum fluctuations
due to the low superfluid stiffness in the monolayer limit. As we saw in the last chapter, resistance
can also occur due to external noise[42]. While we have properly filtered the system to remove
any evidence of external noise in the quadrilayer samples, the monolayer is likely more sensitive to
external perturbations and may require more aggressive filtering to suppress the metallic-like state.
4.5 Absence of Dissipationless Transport in Monolayer NbSe2
We now turn to explore the DC current dependence of the dissipation in few-layer NbSe2.
Figure 4.7A shows the differential resistance RAC versus DC current at B = 0 and the lowest
temperature in this study, T = 250 mK, for a monolayer and quadrilayer device . The RAC vs
IDC curves are independent of temperature below ∼ 1 K and we take the results at 250 mK as
representative of the T = 0 behavior. The differential resistance curves indicate two characteristic
drive currents. The lower drive current, IC , is the current at which the measured differential re-
sistance becomes larger than the noise floor. The larger drive current, I0, is the current at which
the differential resistance goes over to the normal-state value. We interpret I0 as the ‘microscopic’
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Figure 4.7: Absence of dissipationless transport in a 2D superconductor. A) Differential resis-
tance versus DC current for a monolayer (solid blue line) and quadrilayer (solid black line) NbSe2
device. Black arrows denote the current at which differential resistance is observed above the noise
floor, IC . B-D) 2D colormaps of RAC/RN on a log-scale versus magnetic field and DC current
for monolayer (B), bilayer (C) and quadrilayer (D) devices. The two critical currents IC and I0
are noted at B = 0 by black and white arrows, respectively. Insets of (B-D) show correspond-
ing RAC/RN versus magnetic field at zero DC current bias. The white arrows in the insets mark
the magnetic field above which a finite differential resistance above the noise floor is observed,
denoted as HC1
critical current marking the destruction of superconductivity.
There are two physical origins of I0: the ’pair breaking current’ for which the current excites
quasiparticles over the gap (JPB = nee∆
mvF
where ne is the superfluid electron density, ∆ the super-
conducting gap, m the mass of the carriers, and vF the Fermi velocity) and the Ginzburg-Landau
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where HC2 is the upper critical field, λ is the pentration depth, and κ = λ/ξ)[116]. In strongly
type-II superconducting materials (κ  1) such as the ones studied here, the Ginzburg-Landau
critical current is typically lower than the pair breaking critical current and determines the re-
sponse. In the clean low-T limit, the Ginzburg-Landau critical current per layer is proportional
to the transition temperature and to the square root of the superfluid stiffness per layer[116]. IC
is the current needed either to create a measurable number of vortex-antivortex pairs out of the
condensate or to detach a measurable number of vortices from the pinned vortex lattice. Both phe-
nomena are controlled by the superfluid stiffness of the device. Consistent with the relatively small
value of the fluctuation parameter, RAC vs. IDC at zero magnetic field for the quadrilayer device
is consistent with mean-field behavior: IC and I0 coincide, indicating a discontinuous change of
differential resistance from the noise floor to the normal state value (Figure 4.7A ). In contrast,
the monolayer device shows a continuous onset of resistance from the noise floor consistent with
the much lower superfluid stiffness. In all samples, J0 = I0W ·t (W and t are the sample width and
thickness, respectively) is roughly ∼ 1010 Am-2, two orders of magnitude lower than an estimate
of JPB but on the order of an estimate of JGL. A detailed analysis of the layer dependence of the
critical current density can be found in Figure 4.8.
We now consider the magnetic field dependence of the dissipation. A peak in the differential
resistance typically occurs at the Ginzburg-Landau critical current; this appears as a red region
in Figures 4.7B-D. We see that I0 decreases with B, initially linearly and then with some cur-
vature. Smooth evolution of the B = 0 behavior is observed at finite magnetic fields for all
samples. Traces of RAC versus magnetic field at IDC = 0 are shown in the insets of Figure 4.7B-
D. Similar to the DC current dependence of the resistance at zero field, the onset of resistance
occurs at a lower magnetic field, HC1 (noted by a white arrow in the insets), for thinner samples
as HC1/HC2 ≈ 0.7, 0.2, 0.03 for the quadrilayer, bilayer and monolayer, respectively. This ob-
servation is consistent with the lower superfluid stiffness for thinner NbSe2 flakes, as the onset
of resistance is caused by shaking vortices loose from the vortex lattice that is pinned by a force
proportional to the superfluid stiffness. For the quadrilayer, for B < HC2, the resistance versus
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Figure 4.8: Layer dependence of the critical current and vortex depinning. A) Critical current
densities (JC/0 =
IC/0
W ·t whereW ,t are flake width and thickness, respectively) on a log-scale versus
layer number for various NbSe2 devices. An exponential dependence is observed for the lower
critical current density, JC , while the upper critical current density, J0, has a weak dependence
on layer number. Both critical currents converge at 4 layers. B) Zero-field upper critical current
density, J0, versus HC2. A linear fit to J0 = HC26√6πκλ is given by a black dashed line. The extracted
value of λ ∼ 280− 310 nm (using ξGL‖ = 8− 10 nm) is on the order of the measured value in bulk
NbSe2. C) Single vortex (dashed lines) and collective vortex (solid lines) depinning forces versus
magnetic field for the monolayer (blue lines), bilayer (red lines), and quadrilayer (black lines)
devices. The conversions between force and critical current are noted in the inset. Illustrations for
the different depinning mechanisms are given above the plot. The upper x-axis denotes the mean






, which is longer for smaller B and
shorter for larger B.
DC current is characterized by a sharp onset from the noise floor near the critical current, I0. It is
reasonable to assume that this sharp drop is to a dissipationless state, indicating that a substantial
region of the I −B phase diagram corresponds to a dissipationless SC. For the bilayer and mono-
layer we observe that the dissipationles region of the I − B phase diagram (where RAC is below
the noise floor) shrinks rapidly. In the monolayer, no sharp drops are seen in the resistance versus
DC current down to the noise floor at≈ 0.1 · I0 at B = 0. This result, that dissipationless transport
in clean monolayer NbSe2 with low superfluid stiffness exists only in the limit of I = B = T = 0
is the main finding of this chapter.
For all samples, we observe IC to smoothly evolve from large applied fields to B = 0. In the
limit of B = 0, no field-induced vortices exist in the system. At B = 0 the dissipation arises from
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the creation of vortex-antivortex pairs out of the condensate[134]. The creation process relies on
the fact that a current pushes vortices and antivortices apart in opposite directions with a force that
is independent of vortex-vortex separation; this force competes with the vortex-vortex attraction
∝ ρS
r
. The forces are equal at a distance r ∝ ρS
J






which the vortex-antivortex pairs must be activated. The rapid decrease of superfluid stiffness with
layer number explains why the dissipation effects are much more evident in the monolayer limit.
4.6 Origin of the Non-Equilibrium Low-Temperature Metallic-Like State
The dissipative state at intermediate currents, below I0, is accompanied by a saturation of
the resistance as T → 0 indicative of a non-equilibrium metallic-like state driven by non-zero
DC currents (Figure 4.9A). At nonzero magnetic fields, we can gain physical intuition about the
nature of the non-equilibrium metallic-like state using TDGL simulations. Figure 4.9D shows the
simulated RDC versus DC current and magnetic field phase diagram, calculated without pinning
sites, for a theoretical device geometry very similar to the experimental one; 40ξ × 40ξ simulated
compared to ∼ 120ξ × 120ξ in the experiment. The simulation exhibits qualitatively similar
features to the experimental phase diagram of the quadrilayer device (Figure 4.9B) at high current
densities where vortex pinning plays a negligible role due to the large Lorentz force. In both
simulated and experimental phase diagrams, the regime of finite resistance (fluctuation regime) is
negligible atB = 0 and broadens rapidly as the magnetic field increases. The 0.99·RN line defining
the ‘microscopic’ HC2 is very similar between experiment and theory. At lower current densities
the simulation diverges from experiment, exhibiting a regime of non-vanishing dissipation due to
vortices which are detached from the vortex lattice and can move freely. This increased dissipation
at lower current and finite field is more similar to the monolayer phase diagram indicating that it is
easier to detach vortices from the lattice in the monolayer limit.
We now add disorder to the simulations. Figure 4.9C shows two simulated traces of resistance
versus inverse temperature which exhibit the same metallic-like behavior observed experimentally
(Figure 4.9A). The close agreement to experiment solidifies the vortex dissipation picture at high
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Figure 4.9: Non-equilibrium metallic-like behavior and comparison to TDGL simulations.
A, C) Resistance on a log-scale versus inverse temperature for the quadrilayer device (A) and
from TDGL simulations (C) including 100 pinning sites for two different currents and magnetic
fields noted in the insets. The points on the I − B phase diagram where the traces were taken are
labeled in (B) and (D) by corresponding light and dark gray dots. B, D) 2D colormaps of resistance
versus magnetic field and DC current for the quadrilayer device (B) and the TDGL simulation with
no pinning (D). Insets show zoom-ins on the corresponding low magnetic field and high current
regimes.
field; dissipation arises from a mixed vortex state of thermally activated pinned vortices and un-
pinned freely moving vortices[118]. In further simulations of vortex motion over time, we observe
the two vortex states, as well as how the freely moving vortices interchange with pinned vortices
even without thermal fluctuations due to Lorentz forces from finite source currents (see Figure
D.2 and D.3 for simulation frames or the supplemental data of reference [10] for full simulation
movies).
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4.7 Identification and Analysis of Different Vortex Phases
At sufficiently large magnetic fields, a substantial number of vortices exist in the superconduct-
ing sample, which can be pinned either collectively or by disorder. We can attempt to understand
dissipation at these fields in terms of the motion of these vortices. In this picture, the lower critical
current density, JC , is indicative of the minimal Lorenz force needed to free pinned vortices. At
intermediate magnetic fields we observe that JC ≤ J0 for all sample thicknesses studied here, as
expected for a type-II SC with weak vortex pinning[116, 117]. Two possible limits exist for the de-
pinning force depending on whether single vortices or collectively pinned vortex bundles are being
depinned[116, 117]. We can convert JC to these two limiting forces. In the limit of single vortex
depinning, the critical force acting on a single vortex is FSV = JCΦ0t, while in the collective
limit, the force acting on all vortices collectively is FN = NV · FSV (NV = BAΦ0 is the number of
vortices in the sample, A = L ·W is sample area and L is the sample length). The two conversions
from JC to force are shown in Figure 4.8C as dashed and full lines respectively. The blue, red
and black traces represent the data for the monolayer, bilayer and quadrilayer device respectively.
The correct depinning force will depend on the size of the vortex bundle which should increase at
larger magnetic fields[116] and reside between the two limits, see illustrations in Figure 4.8C. The
vortex depinning force increases exponentially with increasing layer number, possibly due to the
enhancement of superconductivity with layer number due to the tunnel coupling between layers
or due to correlated pinning between layers corroborated by the increase in TC2 and superfluid
stiffness with layer number.
The thermally activated region in the temperature-dependent resistance at finite magnetic fields
can be analyzed to gain insight into the depinning mechanisms in 2D SCs from the dependence
of the activation energy on DC current and field (see Figure 4.11 for a detailed discussion of the
temperature-dependent behavior). Many theoretical works have studied depinning in 2D, predict-
ing a power-law dependence in the weak collective pinning limit[118, 135]. In Figure 4.10A, we
plot the extracted activation energy versus DC current on a log-log scale for several magnetic fields
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Figure 4.10: Characterization of vortex dynamics at non-equilibrium. A) Activation energy
U(B) versus IDC at several magnetic fields for the quadrilayer device. Black arrows point to the
estimated cross-over current between depinning regimes. Dashed lines are power-law fits to the
high current regime. B) Exponent α extracted from the power-law fits in (A) versus magnetic field
for low (gray dots) and high (black dots) current regimes. Corresponding black and grey dashed
lines are a fit to α(B) = α0 · ln(B/Bα) with α0 = 0.034 and Bα = 2.88 T in the low current
regime and α0 = 0.205 and Bα = 3 T in the high current regime. C) Illustration of the non-
equilibrium phase diagram summarizing the different observed phenomenological regimes and the
inferred theoretical physical pictures. In (A) and (B) errorbars denote statistical error.
for the quadrilayer device. We clearly see two power-law regimes separated by a current we de-
note by I1 (or current density J1). The magnetic field dependence of the fitted exponents for both
regimes are summarized in Figure 4.10B showing a logarithmic dependence on B. Following the
theories in references [118, 135], if an increase in the exponent α indicates an increase in the vortex
bundle size, we can deduce that at low drive currents it is favorable to activate single vortices for
any field, while at higher currents we cross to a regime where it is favorable to activate bundles of
vortices with a bundle size that increases with magnetic field. We can collect our observations at
finite drive current to construct an I−B phase diagram describing the different vortex states in the
quadrilayer NbSe2 device (Figure 4.10C). In dark and light blue are the two activated regimes of
the pinned vortex state (dark blue and light blue for weak and strong current dependence, respec-
tively), in yellow the metallic-like regime of the unpinned vortex state, and in green the normal
state. Our observations from Figure 4.7 show that as the thickness is reduced to the monolayer
limit, the pinned vortex state regime shrinks until it eventually disappears at the monolayer thick-
ness and any finite current at finite magnetic fields will detach vortices from the lattice, causing
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Figure 4.11: Temperature dependence of the non-equilibrium resistance and I−T phase
diagrams. A-C) RDC on a log-scale vs. T−1 for various DC current values at magnetic fields
of 10 mT (A), 200 mT (B) and 600 mT (C). In A-C, the blue to green traces represent the same
DC currents, the values of which are given in the inset of (A). Yellow to red traces represent
larger currents which are given in the insets of each plot. At 10 mT the activated behavior only
weakly depends on the current amplitude (A) while at 600 mT it depends strongly on the current
amplitude, deviating from activated behavior at intermediate DC currents (C). For high currents
at 200 mT (B) and 600 mT (C), yellow to red traces show a saturation of RDC vs. (T−1) as
T−1 →∞, while for 10 mT no such metallic-like behavior is observed. Critical jumps are observed
both at 10 mT and 200 mT which reduce in amplitude and disappear at higher magnetic fields.
D-F) Phenomenological I − T phase diagrams for magnetic field values of B/HC2 = 0.0013
(D), B/HC2 = 0.033 (E), and B/HC2 = 0.100 (F) based on the data in A-C. Continuous and
discontinuous cross overs from the normal state are denoted by solid black and solid red contours,
respectively. The point which we the resistance goes below the noise floor is labeled by the black
dashed lines. The red dashed lines demarcate when a discontinuity in the resistance is observed
after a continuous drop from the normal state. For (D), the turquoise region is where we are
unable to determine the nature of the physical state as the resistance discontinuously jumps from
the normal-state resistance to a value below the noise floor. The grey regions in (E) and (F) denote
curves that deviate from activated behavior but do not saturate within the temperature range of our
experiments.
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Figure 4.12: Non-equilibrium I−B phase diagram. Phenomenological phase diagram summa-
rizing the observed temperature-dependent behavior versus DC current and magnetic field. Dashed
black lines separate the normal state and metallic-like state (0.99 · RN ) and the metallic-like state
and the thermally activated pinned vortex state (0.01 · RN ). The colored circles are inferred tran-
sition points between the various temperature-dependent regimes extracted from Figure 4.11A-C.
The colored regions designate the inferred vortex phases as described in Figure 4.11D-F: dark and
light blue, pinned thermally activated state; yellow, metallic-like state; grey, intermediate state
between activated and metallic-like state; turquoise, undetermined state.
dissipation.
As a reference, Figure 4.12 summarizes the experimentally observed phases at our lowest mea-
suring temperature, T ∼ 250 mK, as a function of DC current and magnetic field (refer to Figure
4.9B). The dashed lines are inferred from resistance contours from Figure 4.11A-C. The colored
circles are from the different observed crossovers shown in Figure 4.11A-C between the two acti-
vated regimes and between the activated and saturated regimes.
4.8 Non-Equilibrium Spatial Control of Vortex Phases
Looking at the non-equilibrium phase diagrams in Figure 4.10C and Figure 4.12 we recognize
that if we park at a nonzero magnetic field and vary the current density in space, regions of different
vortex states will be stabilized. Realizing this will demonstrate non-equilibrium control over quan-
tum matter[136, 137]. In Figure 4.13 we demonstrate how we stabilize different non-equilibrium
steady-states of the 2D SC along the sample by sourcing non-uniform currents. Panels A-D show
the experimental non-local response for increasing DC source current. For low DC current all non-
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Figure 4.13: Non-equilibrium real-space control over the superconducting state. A-D) RAC
normalized to the normal-state resistance versus T−1 measured at different distances from the
source-drain electrodes for four DC current values. Illustrations of the measurement configuration
are given above each plot. The color scheme used in the illustrations corresponds to the color
scheme used in Figure 4.10C for the different non-equilibrium steady states. Vortices are illustrated
by black points with arrows indicating their direction of motion. Panel (B) for example shows that
the region closest to the source-drain path is in the unpinned vortex state while the furthest is in
the pinned vortex state. In (A), the positions of the voltage probes are denoted. The colors of
the voltage probes match the trace colors. E) Frames from simulated vortex dynamics videos for
a non-uniform current at a fixed magnetic field for four different drive currents (full movies can
be found in the supplemental data of reference [10]. The brown rectangles denote the source and
drain contacts. The color denotes the value of the SC gap (blue is ∆ = 0 and red is ∆ = ∆0, where
∆0 is the intrinsic NbSe2 SC gap).
local probes show activated behavior (Figure 4.13A). As the DC current is increased, the probes
closest to the source-drain contacts show saturated behavior while the furthest still show activated
behavior (Figure 4.13B,C). At the highest DC current, the source-drain area is in the normal state
while the other regions are saturated (Figure 4.13D).
To gain intuition on the way spatially non-uniform currents affect superconductivity and vor-
tices non-locally, we simulated non-local transport measurements with TDGL in the absence of
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pinning with various drive current and magnetic field values. Figure 4.13E shows pictures from
simulated movies for a finite field and different drive currents. The source and drain contacts are
denoted by brown rectangles. Color represents the size of the SC gap with blue and red corre-
sponding to ∆ = 0 and ∆ = ∆0, respectively. The white arrows denote the direction of the vortex
motion. Following Figure 4.13A-D the panels in Figure 4.13E were generated with increasing
DC current from left to right. An area where superconductivity is destroyed next to the contacts
is observed at finite drive currents, which increases in size as the current is increased. Since no
pinning sites are present, vortices move freely with a velocity that is perpendicular to the local
current density and proportional in magnitude to the local Lorentz force, ~v = ~FL/η (η is the vortex
viscosity). The non-uniform current density makes vortices move faster where the current density
is larger and slower where the current density is smaller, noted by length of the white arrows. In
the presence of pinning, vortices will get pinned if the combined Lorentz force and the force from
other vortices is less than the pinning force. To map the simulation with no pinning to the case with
pinning we need to imagine that the slower vortices, located further from the source-drain contacts,
will get pinned and be thermally activated while the faster ones, closer to the source-drain contacts,
will move freely.
4.9 Effects of Joule Heating
Joule heating of micron size 2D SCs can happen due to finite resistance at finite temperature of
the SC or due to finite contact resistance at the interface between the embedded gold electrodes and
NbSe2. The measured 4-probe sheet resistance of few-layer NbSe2 is R ∼17-110 Ω (Table 4.1)
depending on layer number and the contact resistances are of the order of ∼ 100Ω. To calculate
the heating of the SC a heat balance equations is needed[138],
P = A ·
(
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Figure 4.14: Heat balance equation and heating at resistance jumps. A) Solutions to the heat-
balance equation for β = 6 and U = 24 K for varying p ≡ R0 · I
2
A
. For low p, Tel ≈ Tph
for all temperatures. As p increases, a ‘hump’ is observed around a finite Tph which turns into
an instability with two stable solutions. At low Tph the two stable solution are Tel = Tph and
Tel = Tsaturation > Tph, showing that a heat balance equation can create resistance saturation for
high enough input powers. The notable feature we do not observe in experiments is the jump as
a function of p of Tel to Tph. B) Line traces of RDC versus IDC for various magnetic fields at
T = 250 mK. Discontinuous jumps are observed at a finite DC current. C) Extracted electricl
power, P = RDC · I2DC , at the DC current at which the discontinuous jumps occur versus magnetic
field. The solid red and black dots correspond to positive and negative DC currents, respectively.
The difference reflects the hysteresis in RDC vs. IDC at low temperatures and magnetic fields.
Data in panels (B) and (C) are from the quadrilayer device.
where P = R · I2 is the input electrical power, R = R0 · exp
− U
kBT is the resistance of the SC,
U is the activation energy, I is the sourced current, A is a constant scaling factor, Tel will be the
temperature of the superconducting electrons, Tph is the temperature of the main source for thermal
equilibration and β is an exponent. This formalism gives saturation at low temperatures for a finite
power but only fits our data for U ≤ 10 K which only occurs close to HC2. Another feature of
the heat-balance equation which is not observed in the measured data is a jump in Tel as the power
reaches a critical value at Tph → 0 (Figure 4.14A).
We can estimate if the discontinuous jumps in resistance observed for the quadrilayer device
are due to trivial sample heating. In Figure 4.14B,C, we plot the resistance in log-scale versus
DC current at various magnetic fields and the corresponding electrical power at the discontinuous
transition current, respectively. The power at which the jumps occur has a strong dependence
on magnetic field, suggesting that a simple heating picture does not account for our results. In
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the case of heating from the contact resistance, assuming that thermalization happens through the
contacts, we would anticipate that the sample would heat uniformly, which we do not observe in
the non-local measurement (Figure 4.13). In addition, we observe no change in the normal-state
resistance, which is temperature dependent at higher temperatures above TC . Although heating
may contribute to some of the observed features (most notably at higher DC currents), the non-
equilibrium phase diagrams exhibit a wealth of physics which goes beyond a simple heat-balance
equation. As our TDGL simulations exhibit most of the measured features we work under the
assumption that vortex physics is the correct picture in describing dissipation dynamics in 2D SCs.
4.10 Outlook and Future Directions
The physical nature of the low superfluid stiffness and large fluctuation parameter in the mono-
layer limit is still an open question which may be attributed to changes in the band-structure with
layer number[139], non-uniformity[140], finite-size effects[140] and coupled Josephson junction
arrays physics[141]. We believe the last two do not play a dominant role due to the strong layer
dependence for samples of similar sizes and the low sample resistance, RN  RQ = ~(2e)2 . It is
still unclear how the sensitivity to fluctuations (thermal or quantum) and to external electromag-
netic fields (as current noise[42]) depends on specific material parameters and if our results explain
the metallic-like behavior in other materials. As new extremely clean 2D SCs are found, such as
magic angle bilayer graphene[142], the ultra-clean limit may be achieved, lmfp  ξ‖ (lmfp is the
electron mean free path), where the quantum mechanics of vortices dominate and new physical
regimes may emerge such as a quantum vortex liquids[143], quantum Hall fluids of vortices[144,
145] and fractional quantum Hall-like states[146]. An intriguing avenue of future research con-
cerns what new physical regimes would emerge in this limit at non-equilibrium or when strongly
coupled to other states[136, 137]. In addition, further interest lies in the exploration of how the
non-equilibrium control of interfaces between different vortex states can be used to dynamically
steer novel emergent physics.
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5.1 Introduction
Previous chapters on NbSe2 focused on investigating the intrinsic superconducting properties
through equilibrium and non-equilibrium conductivity measurements. In these measurements,
the Fermi levels of the normal metal contacts used to source and measure voltages were al-
ways matched with the NbSe2 flakes, a requirement for performing accurate 4-terminal trans-
port measurements. In this chapter, we explore how electrons transfer between the normal metal
contacts and NbSe2 when the interface transparency is varied, through measurements on normal
metal/insulator/superconductor (NIS) junctions. This has been theoretically investigated in great
detail[147, 148, 149, 150, 151, 152, 153, 154, 155] and recent progress in fabrication and measure-
ment techniques has allowed the investigation of NIS junctions in various limits of interface trans-
parency[27, 28, 156, 157, 158, 159, 160, 161, 162, 163, 94, 164]. Interest in studying these junc-
tions is multifaceted. In low-transparency junctions (such as scanning tunneling microscopy and
spectroscopy experiments), the superconducting density of states (DOS) can be directly probed,
giving detailed information about the superconducting gap magnitude and symmetry, vortex for-
mation, and the effect of defects on the superconducting properties[94, 165, 166, 167, 168, 169,
170, 171, 163]. In high-transparency junctions, superconductors (SCs) can be proximitized with
disparate materials leading to the intersection of superconductivity with a variety of exotic corre-
lated electron phenomena including topological states[27, 28], quantized Hall states[29, 30, 31],
which is predicted to form non-Abelian anyons in the form of Majorana modes[34, 35], and mag-
netism which can lead to p-wave superconductivity, predicted to intrinsically host spatially sepa-
rated Majorana modes, an integral component for quantum bits (qubits)[33].
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While previous experimental efforts have demonstrated the ability to form high-transparency
NIS junctions to various three-dimensional SCs through point contact Andreev reflection spec-
troscopy[172, 156, 158, 157, 173, 174], this has not been demonstrated within the field of two-
dimensional (2D) materials. Efforts to form low-transparency junctions to 2D materials have
boomed recently due to the advent of van der Waals (vdW) materials[29, 49, 51, 31]. Previous
work has demonstrated the fabrication of high-quality NIS junctions, utilizing insulating hexago-
nal Boron Nitride (hBN) as the insulating barrier and NbSe2 as the SC, in the low-transparency
limit, allowing for an investigation of the superconducting gap in the limit of few NbSe2 lay-
ers[160, 175, 176, 177]. Thus far, however, an exploration of the layer dependence of hBN as a
tunnel barrier in these vdW NIS junctions remains unexplored.
In this chapter, we investigate vdW NIS tunnel junctions fabricated from deposited Au, hBN,
and NbSe2[4, 5] and systematically characterize the role of the hBN thickness in determining
NIS junction properties. We quantify the quality of the NIS junctions in terms of the interfacial
inhomogeneity parameter Γ and barrier strength Z in the normal and superconducting state of
NbSe2. We find the hBN layer dependence of the tunnel spectra is well described by theoretical
predictions and we discuss the role of hBN thickness and interface size on junction transparency
and interface inhomogeneity. In particular, the interface inhomogeneity is large for NIS junctions
fabricated with no interfacial hBN, Γ0L > 3∆ (where ∆ is the NbSe2 superconducting gap), but is
significantly quenched when a single sheet of hBN is added to the junction, Γ1L < 0.1∆. Finally,
we demonstrate the observation of Andreev processes in select high-transparency junctions and
present the extracted superconducting gap for a monolayer of NbSe2. The exact reason for which
we observe Andreev processes in certain devices is not fully understood, but will be discussed in
terms of defect tunneling states.
5.2 Overview of BTK Theory: Electrons Tunneling into Superconductors
We begin by considering an NIS interface at equilibrium (Figure 5.1). For injected electrons
with energies above the superconducting gap, the incident electron (I) can be scattered in four
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Figure 5.1: Energy vs. momentum diagram at an N-S interface. Schematic of tunneling
processes between a normal metal and a SC for an electron with energy E > ∆. Incident electrons
(I) can be normally reflected (R), transmitted without a branch crossing (TNBC), transmitted with
a branch crossing (TBC), or Andreev reflected (AR). Electrons and holes are denoted by closed
and open circles, respectively. The arrows denote the corresponding group velocity. For electrons
with energy E < ∆, TNBC = TBC = 0 as only cooper pairs can be injected into the SC.
different ways:
• normal reflection (R)
• transmission through the barrier without crossing the Fermi surface (TNBC)
• transmission through the barrier with crossing through the Fermi surface (TBC)
• Andreev reflection (AR)[178].
For injected electron energies below the superconducting gap (at T = 0), transmission into the
SC is only allowed through Andreev reflections, resulting in TNBC = TBC = 0. By matching
the slope and derivative of the wave function at the interface, we can extract the probabilities for
each process. The general form for the wave function inside the SC ΨS(x) takes on the form of






















and k± are the
62
Chapter 5. Electron Tunneling through Au/hBN/NbSe2 Van der Waals NIS Junctions
momentum eigenstates of the Hamiltonian in the SC, which is given as:
Ĥ =





− µ(x) + V (x)
)
 (5.1)
The wave function in the normal metal region ΨN(x) can be found by taking ΨS in the limit of












−x for electrons and holes, respectively. To
solve for the scattering probabilities, we use the following boundary conditions.
• Continuity of Ψ(x) at the interface (x = 0), ΨS(0) = ΨN(0).
• Continuity of the derivative at the interface. The interface potential is modeled as a δ-

















• The probabilities sum to unity R(E) + AR(E) + TNBC(E) + TBC(E) = 1.
Considering only processes in which the incident and transmitted electrons travel to the right
and reflected electrons and holes travel to the left, we define the wave function for incident, re-
















































are the momentum eigenstates
for the normal metal and SC Hamiltonian, respectively (µ is the chemical potential of the normal
metal, m is the electron mass, E is the energy of the electron, and ∆ is the superconducting gap).
The derived transmission and reflection coefficients are:
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Where γ2 = (u20 + Z
2(u20 − v20))
2, u20 and v
2
0 are the previously defined bdG coefficients, and Z is
a measure of the barrier strength Z = H~vF . Note when calculating the reflection and transmission
coefficients for E < ∆, u20 and v
2
0 are complex parameters, so the real part must be taken.
To determine the electron flow across the boundary as a function of junction voltage bias,
we use the transmission and reflection coefficients. The total charge flow across the boundary is
proportional to 1 − R(E) + AR(E) which is the incident electron minus the reflected electron
probability plus the Andreev reflection probability. The contribution from Andreev processes is
positive since the reflected particles are holes. The total measured current in the system is simply
the charge flow integrated over all available electronic states, which can be modeled by Fermi




(f(E − eV, T )− f(E, T )) [1 + AR(E)−R(E)] dE (5.9)
For comparison to experiments, we normalize the current by the magnitude of the current in the
normal state (i.e. assuming both materials were normal metals), which is found by taking INS in









(f(E − eV, T )− f(E, T )) [1 + AR(E)−R(E)] dE (5.10)
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Figure 5.2: Effect of Z and Γ on tunneling spectra. A) Normalized differential conductance
versus injected electron energy for various barrier strengths (Z values) with Γ = 0. B) Normal-
ized differential conductance versus injected electron energy for Z = 0 (solid red, solid yellow,
and solid black lines) and Z = 5 (solid blue, solid light blue, and solid black lines) for various
inhomogeneity values (Γ). All calculations were performed at T = 0.
In our experiments, when we extract quantitative information about the tunnel barrier, the sam-
ple temperature is much lower than the superconducting gap of NbSe2, so we can take the limit of






(ISN) ·RNN = (1 + Z2) [1 + AR(eV )−R(eV )] (5.11)
Note here we derive an expression for the differential conductance normalized by the normal-
state conductance as this is our experimental observable. The interface barrier strength Z has a
significant effect on the shape of the observed tunnel spectra. In the low transparency regime
(large Z), Andreev reflections are completely suppressed and the tunneling spectra directly traces
the superconducting DOS characterized by zero single-particle DOS below E < ∆, an infinitely
sharp onset of quasiparticle bands at E = ∆ (at T = 0), and a saturation to the normal metal
DOS for E  ∆. In the opposite limit of high transparency (Z = 0), Andreev reflections occur
with probability of 1 for E < ∆, leading to the observation of twice the differential conductance
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Figure 5.3: Excess current versus Z and Γ A) Calculated I − V curves for various barrier
strengths, Z. The excess current is found by extrapolating the normal-state I − V behavior to zero
energy. B) Excess current versus barrier strength Z for various Γ values (given with respect to ∆).
All calculations were performed at T = 0.
expected for the normal state. At E = ∆, direct transmission into the quasiparticle bands are
permitted and the conductance approaches the normal-state value for E  ∆.
It is worth noting that the original BTK derivation[147] omits the role of energy broadening in
the DOS. This can manifest from interface disorder and inhomogeneity, external noise sources[42],
or scattering of electrons within the interface region[148]. We can easily include the role of broad-
ening by introducing a finite quasiparticle scattering lifetime 1/Γ and substituting E → E + iΓ.
In Figure 5.2B, we plot the calculated junction conductance for the two tunneling limits Z = 0
and Z = 5 for different broadening parameters Γ. We observe a significant smearing of all ob-
served features upon broadening. In the large Z limit, we see a direct smearing of the DOS; the
sharp quasiparticle peaks are broadened and tunneling occurs near E = 0. In the Z = 0 limit,
single particle tunneling processes are allowed for E < ∆ due to the DOS smearing, washing out
the characteristic doubling of the normal-state conductance. In the limit of very large broadening
Γ  ∆, tunnel spectra for all Z collapse onto a bias-independent curve as the broadening has
washed out the superconducting gap. For our experiments, we will see the role of energy inho-
mogeneity and broadening is negligible for thick tunnel barriers in the large Z limit, but becomes
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Figure 5.4: Select tunneling spectra parameters versus Z and Γ. A) Zero-bias conductance
normalized by the normal-state conductance versus Γ and Z. Contours of GeV=0/GN = 1.5,
GeV=0/GN = 1.0, GeV=0/GN = 0.5 are denoted by solid black lines with the corresponding
GeV=0/GN values given. B) Maximum spectra conductance normalized by the normal-state con-
ductance versus Γ and Z. Contours for various Gmax/GN are given by solid white lines with the
corresponding Gmax/GN values given. All calculations were performed at T = 0.
important in the limit of low Z (when the thickness of the barrier approaches 0).
In determining the transparency of our measured junctions, It is important to accurately capture
the role of Γ on our tunnel spectra. The normal procedure for extracting Z is to extract the excess
current Iexcess defined as the intersection of the normal-state I − V curves with the I axis (Figure
5.3A). The excess current depends strongly on Z in the low Z regime (Figure 5.3B). However,
the Z dependence of the excess current is greatly suppressed with increasing Γ (Figure 5.3B). As
such, we use a different method to extract Z from our data. The main qualitative role of Γ is
to suppress sharp features in the spectra (quasiparticle peaks) and push any deviations from the
normal-state conductance to the normal-state value. We can accurately extract Z and Γ values
from our junctions by finding intersecting contours of the zero bias conductance versus Z and Γ
(Figure 5.4A) and the maximum junction conductance versus Z and Γ (Figure 5.4B).
It is worth mentioning that the original BTK derivation[147] of junction tunnel conductance
reproduces our data well, but makes restrictive assumptions:
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1. The problem is intrinsically 1D (the current injection is always perpendicular to the interface)
2. The barrier is assumed to have null thickness and the potential varies on a length scale much
smaller than the scattering lengths.
3. The Fermi surfaces are assumed to be spherical on both sides of the barrier.
4. The Fermi velocities are assumed to be the same on both sides of the barrier.
5. The SC is assumed to be homogeneous and isotropic.
These assumptions have been lifted in previous work[148] and allow for a more detailed analysis
of NIS tunnel spectra, but is beyond the scope of our analysis.
5.3 Characterization of Few-Layer hBN and Device Fabrication
We fabricate vertical NIS junctions using the dry-polymer-transfer technique[25] to vertically
stack metal electrodes on bulk (thickness 20 nm < t < 50 nm) NbSe2 flakes with an intermediate
thin hBN layer as the insulating tunnel barrier (Figure 5.6B). The challenge in fabricating these
junctions is identifying the hBN barrier, as the optical contrast between SiO2 and few-layer hBN
is small[179], and avoiding interfacial disorder typically introduced during fabrication.
To accurately identify the thickness of few-layer hBN, we use optical contrast. hBN is first
exfoliated onto 90 nm SiO2 substrates as they are optimized to maximize the contrast of hBN on
SiO2[180] (Figure 5.5A). After identifying a large series of flakes, we process the images to extract
the contrast (Figure 5.5B), which is a linear function of the layer number (Figure 5.5C). A fit curve
of the linear dependence is used to determine the thickness of new flakes. The flakes are then
screening for cleanliness by atomic force microscopy (AFM) (inset of Figure 5.5C).
To avoid disorder at the NIS interface, we use the via contact method to prepare encapsulat-
ing hBN substrates with embedded metal contacts[40]. The few-layer hBN tunnel barrier is then
picked up and transferred to a glovebox where it is placed onto an exfoliated NbSe2 flake. Metal
electrodes (Cr+Au 2nm + 80/90nm) and pads are then deposited using standard electron beam
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Figure 5.5: Identification and characterization of few-layer hBN. A,B) Unprocessed (A) and
processed (B) optical images of mono, bi, and trilayer hBN flakes on a 90 nm SiO2/Si+ substrate.
In (B), the mono, bi, and trilayers of hBN are labeled by their corresponding layer number. C) Red
optical contrast versus hBN thickness. A linear fit to the data is given by the solid red line. The
fit parameters are given in the inset. Lower right inset: atomic force microscope topography of the
flake in (A) and (B).
lithography and deposition techniques. This process avoids exposing the Au/hBN/NbSe2 tunnel
junctions to air, lithographic polymers, or spurious electron beams at any stage of fabrication.
A top-view SEM image of a completed devices is given in Figure 5.6A and a schematic of the
junction design is given in Figure 5.6B. To confirm our tunnel junctions are homogeneous and
atomically flat, we used transmission electron microscopy (TEM) to image the vertical structure of
our junctions. For the TEM studies, focused ion beam (FIB) was used to prepare a cross-sectional
foil. In Figure 5.6B, we show a TEM image of a sample vertical NIS junction. In the vicinity of
the Au/hBN/NbSe2 junction region, the interface is unbroken and atomically flat, indicating our
fabrication procedure produces ultra-clean junction interfaces.
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Figure 5.6: Au/hBN/NbSe2 NIS junction structure. A) Scanning electron microscope image
(SEM) of a finished Au/hBN/NbSe2 NIS tunnel junction. Color code: Au, yellow; hBN, blue;
NbSe2, purple. The intermediate few-layer hBN insulating barrier is outlined by a dashed black
line. B) top: side-view schematic of the Au/hBN/NbSe2 tunnel junctions. bottom: side-view TEM
image of the tunnel junction in (A). Color code: Au, yellow; hBN, blue; NbSe2, purple; hBN
tunnel barrier, orange; SiO2, green.
5.4 Normal-State Properties of NIS Junctions
Before discussing the performance of hBN as a barrier in our NIS junctions, it is worth con-
firming that the normal-state properties of our junctions agree with expectations. In particular, as
we can isolate discrete layers of hBN with varying thicknesses, we can investigate the layer depen-
dence of the NIS junctions above the critical temperature of NbSe2. From BTK theory, for an NIN
junction, the calculated differential conductance is GNN = dIdV ∝
1
1+Z2
, where Z depends on the
height of the δ-function potential at the interface. In our system, however the height of the barrier
is not varying with increasing hBN thickness. The width of the barrier is finite and is on the order
of the Fermi wavelength in Au λF−Au ≈ 0.5 nm.
We can better approximate the role of hBN as a barrier by recalculating the transmission and
reflection coefficients using a potential barrier with a finite width and height. The height of the
barrier is set by the hBN band gap relative to the Fermi levels in Au and NbSe2 and the width is set
by the thickness of hBN (thBN ≈ 0.3 ·L, where L is the layer number). This problem is a textbook
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Figure 5.7: normal-state NIS junction resistance versus hBN thickness. A, C), Histograms
of normal-state resistances for various Au/hBN/NbSe2 junctions fabricated with ultra-clean hBN
flakes (A) and intentionally carbon-defected hBN flakes (C). Resistances were measured at T = 10
K. Dashed black lines separate the histograms into discrete hBN thicknesses. B, D) Plot of normal-
state resistance versus hBN thickness for Au/hBN/NbSe2 junctions fabricated with ultra-clean (B)
and carbon-defected (D) hBN. Thickness of hBN was determined from optical contrast. Solid
blue (B) and red (D) lines are fits to the data. Extracted fit parameters are given in the insets.
Error bars and grey boxes represent the standard deviation and data range for each hBN thickness
respectively. In (D), the dashed blue line is the fit from (B) for comparison.











where EF is the Fermi energy of the electrons in Au, k1 is the Fermi wave vector inside the barrier,
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~2 (V0 − EF ), V0 is the energy height of the barrier (proportional to the energy of the
the conduction band in hBN), and t is the thickness of hBN). Figure 5.7A presents a histogram
of measured normal-state resistances from all of our tunnel junctions. We see the resistances are
well delineated into groupings based on hBN layer number. In Figure 5.7B, we plot normal-
state junction resistance on a log scale versus hBN thickness. Our data fits the predicted sinh2
dependence (equation 5.12), with an extracted length scale of λ = 0.33 · L. For thBN · k1 > 1, the
normal-state resistance versus hBN layer number approximates an exponential dependence versus
barrier width, consistent with previous measurements on Au/hBN/Au tunnel junctions[177]. The
corresponding barrier height relative to the Au Fermi energy is V0 − E = 3.57 eV, consistent with
Schottky barrier calculations on metal/hBN interfaces[181].
As a side note, it is interesting to discuss the role of hBN defects on the overall tunneling
spectra. This has been extensively studied in NIN vdW junctions using hBN as the tunnel bar-
rier[182, 183, 184, 185]. hBN as grown is ultra-clean (manifesting defect densities as low as 100
µm-2[184]), which serves as an excellent platform for studying individual defects states as NIN
junctions can be fabricated with cross-sectional areas ∼ 10µm2. In our NIS junctions fabricated
from ultra-clean hBN[182, 183, 184, 185], we observed no evidence of defects (sharp peaks in
dI/dV versus bias from single electron charging of the defects), possibly due to the fact that our
contact sizes (< 1µm2) were a factor of 10 smaller than previous reports[184, 185].
In an attempt to better understand the role of hBN defects, we repeated our characterization of
normal-state junction resistance versus hBN layer number with hBN that was intentionally carbon
defected. The pristine hBN has a defect density of ∼ 1 × 1017 cm-3 carbon defects, whereas the
carbon-defected hBN has a carbon defect density of ∼ 1 × 1020 cm-3. The role of carbon defects
is to effectively reduce the intrinsic hBN band gap by contributing mid-gap states[186, 187]. This
is reflected in the normal-state resistance data. In Figure 5.7C and D, we present the NIN junction
resistance histogram and extracted resistance versus hBN layer number for devices fabricated with
carbon-defected hBN. The layer dependence is still well-described by a sinh2 dependence, but the
extracted length scale is≈ 2 times less than the pristine value (Figure 5.7B) and the corresponding
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barrier height relative to the Au Fermi energy is V0 − E = 0.41 meV, indicating a macroscopic
reduction of the hBN band gap due to defects. We note in junctions fabricated from carbon-
defected hBN, we do not observe any signatures of single defect charging previously reported in
hBN tunnel barriers. This may result from the increased defect density, which effectively increases
the tunneling rate homogeneously across all energies, but this has not been confirmed directly.
5.5 Superconducting Properties of NIS Junctions
We now turn to investigate the NIS junctions when the NbSe2 is superconducting. In Figure
5.8A-C, we present the differential conductance normalized to the normal-state resistance versus
voltage bias above and below the superconducting transition temperature of NbSe2. With 2 layers
of hBN (Figure 5.8A), we observe a canonical superconducting spectra for T < TC characterized
by vanishing conductance below the superconducting gap, e|V | < 1.3 meV, and distinct quasipar-
ticle peaks appearing at the edge of the superconducting gap. For 1 layer of hBN, we now observe
a finite conductance at zero bias and the quasiparticle peaks are non-existent (Figure 5.8B). The
observation of finite conductance below the gap is consistent with the expectation that decreas-
ing layers of hBN increases the transparency of the junction (Z = 3.0 compared to Z = 14.0 in
the 2 layer junction). The absence of quasiparticle peaks suggests an enhancement of interface
broadening[188] (Γ < 0.1∆ compared to Γ < 0.01∆ in the 2 layer junction). This is confirmed
in the junctions fabricated with no layers of hBN (Figure 5.8C). The spectra is completely bias
independent as the interface broadening dominates the observed spectra (Γ ≈ 3∆). This is not
surprising considering our junctions are well outside the ballistic regime[148] since the cross-
sectional interface area is much larger than the mean free path of Au squared, A ∼ 1µm l2mpf
,where lmfp ≈ 37 nm is the mean free path of the Au and A is the cross-sectional area of the
Au/NbSe2 interface. This allows for inelastic scattering near the interface, broadening the energy
of the incident electrons[147, 148]. In all spectra, for T > TC , the conductance is independent
of voltage bias, as expected for the normal state[177]. The interesting observation in the hBN
layer dependence is that adding a single layer of hBN, with negligible thickness (t ∼ 0.3 nm) and
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Figure 5.8: NIS tunnel junction spectra versus hBN thickness. A-C) Differential conductance
versus junction bias normalized to the normal-state conductance for T < TC (solid black line)
and T > TC (solid red line) for 2 (A), 1 (B), and 0 (C) layers of hBN tunnel barriers. Extracted
junction parameters Z, RN , and Γ are given in the insets. Schematics of the corresponding barrier
geometry are given in the lower left insets.
tunnel resistance (Rt ∼ 100Ωµm) effectively decreases the energy broadening from Γ = 3.0∆ to
Γ < 0.1∆. This effect has been observed in other systems[65, 189], where it was demonstrated
that adding single layers of hBN between metal contacts and semiconductors prevents Fermi level
pinning and band bending due to interfacial defects. A similar effect may occur in the NIS junc-
tions, in which the hBN barrier acts to screen interfacial inhomogeneity caused by disorder and
spatial inhomogeneities introduced during the stacking process.
In Figure 5.9, we summarize the extracted barrier strength Z versus hBN layer thickness. In
Figure 5.9A, a histogram of extracted Z values for all tunneling devices fabricated with ultra-clean
hBN barriers is presented. Z was calculated assuming Γ ≈ 0 (Figure 5.4A). This assumption is
invalid for 0 layer hBN junctions, but assuming Z for 0 layers is less than that of 1 layer junctions
(Figure 5.8), we can estimate Z using Figure 5.4. The extracted Z versus hBN layer number
is plotted in Figure 5.9B. We find Z ∝ sinh(t/D), with t the hBN thickness and D a fitting
parameter, well describes our data, consistent with theoretical expectations. The extracted length
scale is D = 0.52 · L, with a corresponding barrier height relative to the Au Fermi energy of
V0 − E = 1.43 eV. The extracted length scale and barrier height are close to the values extracted
from the fit of the normal-state resistance versus hBN layer.
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Figure 5.9: NIS junction barrier strength Z versus hBN thickness. A, C), Histograms of
barrier strength Z for various Au/hBN/NbSe2 junctions fabricated with ultra-clean hBN flakes
(A) and intentionally carbon-defected hBN flakes (C). Z values were measured at T = 300 mK.
Dashed black lines separate the histograms into discrete hBN thicknesses. B, D) plot of barrier
strength Z versus hBN thickness for junctions fabricated from ultra-clean (B) and carbon-defected
(D) hBN, respectively. hBN thicknesses were determined by optical contrast. Solid orange (B)
and green (D) lines are fits to the data. Extracted fit parameters are given in the insets. In (D), the
dashed orange line is the fit to the data in (B) for comparison.
We repeated the same analysis on NIS junctions fabricated with carbon-defected hBN. The
effects of carbon defects in the superconducting state was similar to the effect on the normal-
state resistance. The defects increase the overall tunneling rate, decreasing the expected tunneling
resistance, and so decreasing the suppression of tunneling for E < ∆, leading to a measured Z
lower than expected for a given hBN thickness. The extracted length scale is D = 1.24 ·L,≈ 2−3
times larger than the non-defected length scale, consistent with the normal-state resistance trend
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(Figure 5.7). The corresponding barrier height relative to the Au Fermi energy is V0 − E = 0.25
eV. The qualitative features of tunnel conductance versus junction bias for various carbon-defected
hBN thicknesses matches Figure 5.8 (see Figure E.2).
5.6 Contact Area Dependence of NIS Tunneling Spectra
As mentioned in the previous section, in the limit of 0 layers of hBN, the tunnel spectra are
dominated by interface inhomogeneities due to the fact that our contact area (A ≈ 1µm2) is much
greater than the squared mean free path of the Au contacts[190]. In this section, we investigate
the role of contact area on tunnel spectra and present evidence that coherent tunnel spectra can be
recovered by reducing the interfacial contact size.
Contacts with varying area were fabricated using the via contact method. In Figure 5.10, we
observe the effects of reducing contact size on tunneling spectra. In the limit of 0 layers of hBN,
contacts with an area much larger than the mean free path squared (A = 500 × 500 nm2) show
tunnel spectra with negligible bias dependence, indicating large inhomogeneity Γ. As we reduce
the contact size to 552 nm2, we observe the emergence of distinct quasiparticle peaks and a sup-
pression of conductance for biases eV < ∆. Decreasing the contact size even further to 402 and
302 nm2, the quasiparticle peaks sharpen and the conductance suppression for eV < ∆ deepens,
indicating that Γ decreases as the contact area decreases (down to Γ < 0.25∆).
A similar effect is observed for junctions fabricated with 1 layer of hBN. As the contact size
decreases, the extracted Γ values remains constant, but the quasiparticle peaks re-emerge indicat-
ing lower disorder at the interface[188]. It is worth mentioning that, while decreasing contact area
lead to lower Γ values, none of the tunnel junctions exhibited a high transparency; no tunnel spec-
tra manifested a zero-bias conductance exceeding the normal-state conductance, setting a lower
bound on Z ≥ 0.54. This may be due to disorder at the Au/hBN/NbSe2 interface created during
fabrication or to inherent mismatches in the Au and NbSe2 band structure and Fermi velocities. It
should be pointed out that we observed large variations in tunnel spectra for the small area con-
tacts. We believe this is due to variations in the fabrication procedure as feature sizes< 100 nm are
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Figure 5.10: Effect of junction size on interface inhomogeneity Γ. A, B) Tunnel conductance
versus junction bias normalized to the normal-state conductance for various contact cross-sectional
areas for 0 (A) and 1 (B) layer hBN tunnel barriers. Corresponding junction sizes and resistances
are given in the inset. The dashed black lines in (A) and (B) are the spectra in Figure 5.8C and B,
respectively, given for reference.
highly sensitive to fluctuations in fabrication parameters and could be further optimized in future
experiments.
5.7 Andreev Reflections in a Au/2L-hBN/Few-Layer-NbSe2 NIS Junction
Thus far, we have only observed tunnel spectra in the limit of low transparency or high disorder
broadening (Figure 5.8 and 5.9). In this final section, we present tunnel spectra which indicate the
formation of high transparency junctions (Z → 0). In Figure 5.11, we show the tunnel spectra for
T < TC (solid black lines) and T > TC (solid red lines) for a select NIS junction. In all spectra, we
observed enhanced conduction for energies eV < ∆, indicating high-transparency junctions. In
addition to this, we observed signatures of super-gap resonances associated with high-transparency
NIS junctions[159]. The extracted Z values are Z = 0.12, Z = 0.18, and Z = 0.0 for Figure
5.11A, 5.11B, and 5.11C, respectively, with negligible interface inhomogeneity (Γ < 0.003∆).
Based on the relatively high resistance of the junctions RN ∼ e
2
h
, we postulate the spectra results
from a finite number of conductance channels (since the Sharvin resistance RSH ∝ N he2 , where
N is the number of conductance channels estimated from the contact size relative to the mean
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Figure 5.11: Andreev reflections in a Au/hBN/NbSe2 junction. A-C) Differential junction con-
ductance normalized to the normal-state resistance versus junction bias for T < TC (solid black
lines) and T > TC (solid red lines) for 2 contacts to 1L of NbSe2 (A and B) and a third contact to
3L of NbSe2 (C). All contacts had 2L of hBN as the interfacial tunnel barrier.
free path squared and the observed transparency is T ∼ 1, suggests N ∼ 1 − 10)[191]. In
this scenario, one might conclude the spectra result from a small number of spatially localized
interfacial defects within the hBN barrier or an error in fabrication leading to pinhole-like contacts
through the hBN barrier. The extracted individual defect transparency of ∼ 1 is possibly due to
the relaxed momentum matching restriction between the Au and NbSe2 tunneling processes due
to spatial confinement. It is important to mention that such high-transparency junctions have only
been observed in a single device and we were unable to reproduce these features in successive
devices.
The device manifesting high-transparency junctions was fabricated with a monolayer of NbSe2.
In Figure 5.12, we examine the magnitude, temperature, and magnetic field dependence of the su-
perconducting gap for monolayer NbSe2, thus far unreported. In Figure 5.12D, we present a zoom
in of the differential conductance versus bias at base temperature and zero magnetic field from
Figure 5.11B. The two sharp peaks near zero bias are attributed to the superconducting gap - the
onset of the quasiparticle peaks. The position of these peaks gives us the superconducting gap
∆ML ≈ 380µeV. The order of magnitude of the gap is consistent with BCS, ∆ ≈ 1.764kBTC ,
where kB is the Boltzmann constant and TC is the superconducting critical temperature. For
monolayer NbSe2, the critical temperature is TC ≈ 3.5 K[10]. The extracted gap also agrees
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the predicted value in reference [160]. By tracking the position of the quasiparticle peaks versus
temperature and magnetic field, we can extract the magnitude of the superconducting gap versus
temperature and magnetic field. In Figure 5.12A-C, we plot the differential conductance versus
bias and inverse temperature (Figure 5.12A), magnetic field perpendicular to the sheet (Figure
5.12B), and magnetic field parallel to the sheet (Figure 5.12C). The corresponding dependence
of the superconducting gap on these parameters is given in Figures 5.12D: inset, E, and F (for
temperature, perpendicular field, and parallel field, respectively).
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Figure 5.12: Superconducting gap of monolayer NbSe2. A-C) Tunnel conductance normalized
to the normal-state conductance versus bias and inverse temperature (A), perpendicular magnetic
field (B), and parallel magnetic field (C) for the device in Figure 5.11B. D) Zoom in of the tunnel
conductance normalized to the normal-state conductance versus bias at zero magnetic field and
T = 300 mK for the device in Figure 5.11B. The magnitude of the superconducting gap is denoted
by the solid black lines and given in the inset. The lower right inset plots extracted gap versus
temperature. E, F) Superconducting gap versus perpendicular (E) and parallel (F) magnetic field.
A ∆ ∝ (1− B2) fit to the data is given by a solid red (E) and solid blue (F) line. Extracted upper
critical fields are given in the inset.
5.8 Outlook and Future Directions
To conclude, we performed a systematic study of hBN as a tunnel barrier for NIS junctions
fabricated from vdW materials. We demonstrate reliable and reproducible junctions from Au and
exfoliated flakes of hBN and NbSe2. We show that the normal-state properties of the fabricated
junctions agree well with theoretical predictions and previous studies. Normal-state junction re-
sistances vary as sinh2 with the hBN barrier thickness. In the superconducting state, we examine
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the NIS junction barrier strength Z versus hBN barrier thickness and show it follows expectations
from simple BTK theory (see also Figure E.4). Of particular interest is the role of hBN in deter-
mining the inhomogeneity broadening at the NIS interface. We found in the limit of 0 layer hBN
tunnel barriers, the tunnel spectra were bias-independent due to energy smearing as the contact
interface area is much larger than the mean free path of Au squared. This was confirmed by in-
vestigating the role of contact size on the tunnel spectra. We found by reducing the contact size
down to the scale of the mean free path in Au, we recovered the expected tunnel spectra. Adding
a single sheet of hBN also reduced the inhomogeneity broadening from Γ ≈ 3∆ to Γ < 0.1∆ in
contacts in which the lateral area is > 1000 times larger than the thickness of the hBN while only
adding a contact resistance of ≈ 100Ωµm. Adding 2 layers of hBN fully recovers the expected
tunneling spectra with negligible energy inhomogeneity. This leads us to conclude that adding
a single layer of hBN between the interfaces of disparate materials may aid in investigating the
intersection of correlated phenomena, where a high-transparency, low inhomogeneity interface is
crucial. We presented for the first time clear signatures of Andreev reflections into 2D NbSe2
using 2L hBN as a tunnel barrier. While we currently don’t understand the mechanism through
which we achieve high-transparency junctions as we were only able to achieve high-transparency
junctions in a single device, we postulate that interfacial hBN defects or possible pin-hole defects
introduced during the transfer process may play a role, but this should be investigated in future
work. Finally, we measured the superconducting gap for monolayer NbSe2 versus temperature and
magnetic field (both perpendicular and parallel to the plane) and demonstrate it well matches BCS
and expectations from previous experimental results[160, 161].
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Superatomic crystals are composed of discrete modular clusters that emulate the role of atoms
in traditional atomic solids. Owing to their unique hierarchical structures, these materials are
promising candidates to host exotic phenomena, such as doping-induced superconductivity and
magnetism. Low-dimensional superatomic crystals in particular hold great potential as electronic
components in nanocircuits, but the impact of doping in such compounds remains unexplored. In
this chapter, we report the electrical transport properties of Re6Se8Cl2, a two-dimensional (2D)
superatomic semiconductor. We find that this compound can be n-doped in situ through Cl disso-
ciation, drastically altering the transport behavior from semiconducting to metallic and giving rise
to superconductivity with a critical temperature of TC ≈ 8 K and an upper critical field exceeding
30 T. This work is the first example of superconductivity in a van der Waals (vdW) superatomic
crystal; more broadly, it establishes a new chemical strategy to manipulate the electronic properties
of vdW materials with labile ligands.
6.1 Introduction
Superatomic crystals have generated significant interest in materials science due to their modu-
lar and hierarchical structures, which allow for the design of electronically and chemically diverse
materials[193, 194, 195, 196, 197, 198, 199, 200, 201, 202, 203]. Recently, layered vdW super-
atomic crystals have been used to create a new family of hierarchical 2D materials[197, 204, 172,
205]. These compounds consist of clusters covalently linked in-plane, with weak vdW interactions
Jake Russell, Joshua Swann, Brandon Fowler, Xiaoman Wang, Kihong Lee, Amirali Zangiabadi, Kenji Watanabe,
Takashi Taniguchi, Colin Nuckolls, Patrick Batail, Xiaoyang Zhu, Jonathan Malen, Cory Dean, and Xavier Roy
contributed to this work[192].
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between the layers. Analogous to atomic vdW crystals such as graphene, hexagonal boron nitride
(hBN) and transition metal dichalcogenides (TMDs)[6, 16], these superatomic vdW crystals can
be exfoliated to yield monolayer-thick 2D sheets, but with the added ability to undergo chemical
modification at any stage of preparation, including after exfoliation or even device fabrication[197].
Superatomic vdW crystals therefore offer to vastly expand the properties and functionalities avail-
able in 2D materials[206] and in structures with dynamic, on-demand tunability.
The superatomic vdW compound Re6Se8Cl2 is a 2D structural analogue of the Chevrel phase
class of materials, MxMo6E8 (M = metal, E = S, Se, Te)[43, 45, 46]. Like the Chevrel phase,
Re6Se8Cl2 consists of an octahedral metal cluster core (Re) with each face capped by a chalcogen
atom (Se). In contrast to the Chevrel phase, however, each cluster is also capped with two apical
Cl atoms, which facilitate vdW stacking of the covalently bound sheets (Figure 6.3A). The Re6Se8
core has been studied extensively as an isolated molecular unit[207], but until recently, little was
known about the electronic properties of Re6Se8Cl2 crystals, save for its semiconducting nature at
room temperature[44] with a wide electronic band gap (1.58 eV)[204].
Chen, et al., recently established that in Chevrel phase compounds, superconductivity arises
from electron-phonon interactions, and that Peierls (intermolecular) modes are the most important
contributors to this phenomenon[208]. In practice, superconductivity emerges when cations are
inserted into the structure to modulate the number of electrons per cluster[209, 210, 211]. Given
these results, could doping also reveal superconductivity in the 2D Chevrel phase analogues? A
significant challenge to answering this question is the lack of a synthetic strategy to dope such
materials.
In this chapter, we show that predefined regions of thin Re6Se8Cl2 flakes integrated into meso-
scopic electrical devices can be doped with electrons by applying a novel in situ current annealing
technique. In these regions, the carrier density is increased by 4 − 5 orders of magnitude and the
material undergoes a semiconductor to superconductor transition, with a superconducting critical
temperature of ∼ 8 K and critical field exceeding 30 T. Structural and chemical analyses indicate
that the current-bias-induced doping of Re6Se8Cl2 results from the dissociation of Cl atoms[204].
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The robustness of the superconducting state to out-of-plane magnetic fields far exceeds known
atomic vdW superconductors, such as TMDs[212, 213], and twisted bilayer graphene[214], while
remaining air stable and retaining its properties over multiple cooldowns and after long time ex-
posure to ambient lab conditions. This suggests significantly more favorable characteristics for
technological applications.
6.2 Synthesis of Re6Se8Cl2
To synthesize Re6Se8Cl2, Re (330 mg, 1.80 mmol), Se (190 mg, 2.41 mmol), and ReCl5 (200
mg, 0.55 mmol) are ground with a mortar and pestle and pressed into a pellet under N2 atmosphere.
The pellet is sealed in a quartz tube of approximately 30 cm in length under vacuum. Large single
crystals are grown by chemical vapor transport method, with ReCl3 acting as the transport agent.
The tube is heated in a tube furnace to 1100◦C at 1◦C/min and held at 1100◦C for 3 days. With the
pellet in the hot end, the tube is cooled to a 970 − 925◦C gradient over 7 hours and held for 200
hours. The tube is further cooled to a 340− 295◦C gradient over 100 hours, and the furnace is shut
off. Large 0.5 mm single crystals are recovered from the middle zone of the tube. Excess ReCl3 is
removed from the single crystals by using a gradient of 300◦C - RT to condense the liquid ReCl3
to the cooler end.
6.3 Device Fabrication and Annealing Techniques
To fabricate 2D transport devices, prepatterned metal electrodes are fabricated on a p+Si/SiO2
(285 nm) substrate using electron beam lithography and deposition to define the device geometry.
The electrodes are fabricated in two steps. The first defines the Re6Se8Cl2 flake contact area, con-
sisting of Cr + Pd with a thickness of 2 nm + 10 nm respectively. The second defines the wire bond-
ing pads, which consist of Cr + Pd + Au with a thickness of 2 nm + 40 nm + 50 nm respectively.
Electrodes are cleaned before use with a low power O2 plasma etch for 5 minutes and screened for
cleanliness and homogeneity with atomic force microscopy (AFM). Thin Re6Se8Cl2 flakes (100
nm - 500 nm) are prepared by mechanical exfoliation with Scotch tape[3], then transferred onto
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Figure 6.1: Re6Se8Cl2 device fabrication and preparation for chemical analysis. Process flow
for fabrication of prepatterned Re6Se8Cl2 transport devices and analysis of the current-annealed
region.
a polydimethylsiloxane (PDMS) substrate. Once on the PDMS, flakes are optically identified and
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deterministically transferred onto the prepatterned electrodes using the dry-polymer-transfer tech-
nique (Figure 6.1)[25]. The substrate is then glued to a DIP socket with conducting epoxy (SPI
Silver Paste Plus) and wire bonded for transport measurements. To perform chemical and struc-
tural analyses on the current-annealed 2D flakes, we first need to expose the Re6Se8Cl2/electrode
interface using the flip-chip transfer technique (Figure 6.1). Distinctive metallic features are then
deposited in the vicinity of the flake using electron beam lithography and deposition to help iden-
tify the sample region for µ-XPS, EDS, and micro Raman spectroscopy. For all bulk transport
measurements, bulk synthesized Re6Se8Cl2 crystals are bonded to a DIP socket using a low tem-
perature non-conducting epoxy (Loctite EA 1C). Connections to the sample are made directly with
silver paint (Dupont 4929N) and 25 µm diameter gold wire.
The primary mechanism we use to dope Re6Se8Cl2 flakes and single crystals is through current
annealing which consists of passing large currents through the sample causing Joule heating. This
is done by sourcing DC voltage and measuring DC current through Re6Se8Cl2 devices in a 2-
terminal configuration. To protect devices from current spikes, we set a compliance to limit the
maximum current through the sample and add a 100 kΩ resistor in series. We then ramp the
source voltage incrementally until the compliance current is met. The voltage is then ramped down
to zero after which we remeasure the sample resistance with low voltage biases. This process
is repeated, incrementally increasing the compliance current (thus the maximum power passed
through the sample), until the sample resistance (measured at low biases) decreases significantly (<
10 kΩ) and saturates (Figure 6.2). We anneal the shortest sample channels sequentially to produce
a longer sample path that exhibits metallic behavior. For example, in Figure 6.2A, we would
anneal channels 1 through 4 in order, which produces a longer metallic path that can be measured
in a 4-terminal voltage configuration. Figure 6.2B presents the measured sample resistance vs.
annealing current for a Re6Se8Cl2 flake. Empirically, we take ∼ 10−4 A as an upper limit, after
which samples often degrade. This corresponds to an input electrical power of∼ 2−30 mW (range
represents all samples). The entire procedure is done at 1.6 K. The current annealing procedure is
identical for bulk single crystal Re6Se8Cl2 samples except the annealing was done at 200 K and an
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Figure 6.2: Re6Se8Cl2 current annealing procedure. A) Schematic plot of input electrical power
versus time during the current-annealing procedure. Inset: schematic of typical current annealing
geometries. Each number refers to a 2-terminal voltage bias configuration. Color code: purple,
SiO2; yellow, Pd; green, Re6Se8Cl2. B) Sample resistance vs. annealing current for a prepatterned
Re6Se8Cl2 device. Inset shows an optical image of the annealed device with the annealing circuit
configuration. C) Sample resistance vs. annealing current for three bulk single crystal Re6Se8Cl2
devices. Inset shows an optical image of a Re6Se8Cl2 single crystal with the annealing circuit
configuration. For (A) and (B), resistances were measured in the low-bias regime.
upper limit on source current was taken as ∼ 10−1 A. This corresponds an input electrical power
of ∼ 2− 3 W (Figure 6.2C).
The second mechanism we use to dope Re6Se8Cl2 single crystals is through thermal anneal-
ing. For all measurements in which we present single crystal and microcrystalline Re6Se8Cl2
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characterization vs. annealing temperature, individual (2 − 3) Re6Se8Cl2 crystals or ∼ 15 mg of
microcrystalline powder was sealed in a fused silica tube under vacuum (∼ 40 mTorr). The tube
was placed in a box oven preheated to the selected temperature 200 − 1000◦C and then removed
after 1 hour and quenched in water.
6.4 Effect of Current Annealing on the Electronic Properties of Re6Se8Cl2
In Figure 6.3, we present the intrinsic electronic properties Re6Se8Cl2 flakes before and after
current annealing. Figure 6.3B shows a scanning electron microscopy (SEM) image of an elec-
trical transport device. The aforementioned prepatterned lead geometry (Figure 6.1) allows us
to electrically contact the bottom surface of mechanically exfoliated Re6Se8Cl2 flakes (thickness
∼ 100 nm - 600 nm), and perform simultaneous 4-terminal longitudinal (Rxx) and Hall resistance
(Rxy) measurements. Before current annealing, the Re6Se8Cl2 flakes exhibit semiconducting be-
havior with the resistance strongly increasing with decreasing temperature (Figure 6.3C). Fitting
to a thermally activated model, Rxx = R0e
EC−EF
kBT , we determine the energy difference between the
Fermi level (EF ) and the conduction band edge (EC),EC−EF ∼ 89 meV, consistent with previous
scanning tunneling spectroscopy (STS) measurements[204]. From the Hall magnetoresistance, we
determine the free electronic carrier density per layer, n2D = 6.2× 1010 cm-2 (Figure 6.3D). After
the in situ current annealing procedure (Figure 6.2) we observe a decrease in the sample resistance
by 2 − 3 orders of magnitude (Figure 6.3C) and an increase in the carrier density by 4 − 5 orders
of magnitude, to n2D = 7.4 × 1015 cm-2 (Figure 6.3D). The flakes subsequently exhibit metallic
behavior and a superconducting transition below ≈ 8 K (Figure 6.3C).
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Figure 6.3: Electrical transport properties of intrinsic and current-annealed Re6Se8Cl2. A)
Crystal structure of Re6Se8Cl2. Color code: Re, blue; Se, red; Cl, green. B) Top: SEM image of a
prepatterned transport device. The scale bar is 5 µm. The image is false colored so the Re6Se8Cl2
flake, prepatterned Pd electrodes, and SiO2 substrate appear green, yellow, and purple, respectively.
The measurement scheme is overlaid. Bottom: Side view of the device architecture. C) Rxx vs.




before (blue, measured at 200 K) and after (red, measured at 10 K)
current annealing. Electronic carrier density per layer is extracted using n2D = BeRxy , where B is





is determined by fitting
the data in (C) to a line (dashed black lines).
6.5 Superconductivity in Re6Se8Cl2
We now turn to investigate the superconducting behavior of current-annealed Re6Se8Cl2 in
detail. Figure 6.4A shows a comprehensive measurement of the superconducting transition under
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varying temperature and magnetic field. At zero magnetic field, we identify three distinct regimes.
At high temperatures, the system appears metallic with only a weak decrease in resistance with
decreasing temperature. At ≈ 7.4 K there is an abrupt kink in the slope of the resistance, and
the resistance drops more rapidly with decreasing temperature. At ≈ 2.6 K there appears a second
kink, below which the resistance drops quickly to zero, within our noise limit. We interpret the two
kinks in the temperature dependence as resulting from two distinct superconducting transitions,
similar to SNS array systems[215, 216], which we label THighC and T
Low
C , defined as 99% and 10%
of the normal-state resistance, respectively. Both THighC and T
Low
C shift to lower temperature values
with increasing magnetic field (perpendicular to the cluster planes)[116]. For the sample presented
in Figure 6.4A, the resistance is thermally activated below TLowC at a finite magnetic field and
well fit by the Arrhenius equation R = R0e
−U(B)
kBT , where U(B) is the magnetic-field-dependent
activation energy, kB is the Boltzmann constant and T is the electron temperature[79]. In the
intermediate regime between THighC and T
Low
C , the resistance decreases approximately linearly
with decreasing temperature.
We have measured 8 devices fabricated in a similar way, and in all cases, we observed su-
perconducting behavior after current annealing (Figure 6.4C). We note that while we universally
observe two superconducting transitions with similar values of TLowC and T
High
C , the temperature
dependence in the transition region between the two superconducting transitions is sample depen-
dent, which we interpret as resulting from a variability in sample inhomogeneity (Figure 6.4B and
6.5A-C). In Figure 6.5, we present resistance measurements vs. temperature and magnetic field
for 3 additional devices, whose properties are representative of the entire sample set. Each de-
vice shows two clear kinks in the resistance corresponding to THighC and T
Low
C (Figure 6.5A-C)
but the sharpness of the transition and the percentage resistance change across each transition is
sample dependent. In devices in which we observe two sharp superconducting transitions, we
can fit both transitions to the Arrhenius equation (Figure 6.6A,C for TLowC and Figure 6.6B,D for
THighC ). The field dependent vortex activation, U(B) is well fit by a logarithmic field dependence,





, which is characteristic of layered type-II superconducting systems[79]. U0
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Figure 6.4: Superconductivity in current-annealed Re6Se8Cl2. A) Rxx vs. temperature of
annealed Re6Se8Cl2 measured at various magnetic fields. Two transition temperatures (T
High
C ≡
0.99×RN ) and (TLowC ≡ 0.1×RN ) are denoted. Inset: 2D contour plot ofRxx vs. temperature and
magnetic field. Dashed white lines track 0.1×RN and 0.99×RN . B) Rxx vs. temperature at zero
magnetic field for 4 additional devices. Each curve has a background resistance subtracted, then
is normalized to the normal-state resistance. The grey regions represent the ranges of THighC and
TLowC . The blue curve is the zero field Rxx vs. temperature for the device in (A). C) Full magnetic
field-temperature phase diagram with THighC and T
Low
C contour lines for 8 different Re6Se8Cl2
flakes. Normal, superconducting, and intermediate regimes are denoted by red, blue, and green
regions respectively. D) Differential resistance RACxx = dVdI
∣∣∣
I=IDC
vs. DC current at 1.6 K and zero
magnetic field. Two critical currents are denoted IHighC and I
Low
C . E) 2D contour plot of RACxx vs.
DC current and magnetic field. The dashed black lines are a guide to the eye tracking IHighC and
ILowC . F) 2D contour plot of RACxx vs. DC current and temperature. The dashed black lines are
a guide to the eye tracking IHighC and I
Low
C . For (D-F) a background line resistance of 156Ω was
subtracted.
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Figure 6.5: Variability in superconducting transition for current-annealed Re6Se8Cl2 flakes.
A-C) Resistance vs. temperature at various magnetic fields for 3 prepatterned Re6Se8Cl2 devices.
D-F) Differential resistance vs. DC bias in the superconducting state (solid black lines) and the
normal state (solid red lines) for the same or similar devices as in (A), (B), and (C) respectively.
In (D-F), the multiple denoted IHighC and ILowC peaks were assigned based on their corresponding
temperature dependencies.
is the strength of vortex pinning and interaction andH0 is the upper critical field, HC2−0. Extracted
H0 values agree with our measured upper critical fields (Figure 6.7).
A full map of the field-temperature phase diagram is shown in the inset of Figure 6.4A. The







for both transitions, where HC2 is determined from the 0.1 × RN and 0.99 × RN contours, TC
is the corresponding zero-field critical temperature and HC2−0 is the zero-temperature upper crit-
ical field[116]. From these fits we determine HLowC2−0 = 3.1 T, and H
High
C2−0 ≈ 32.3 T. Negligible
anisotropy is observed in the zero-field upper critical fields (see Figure 6.8). Close to TC , the criti-
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Figure 6.6: Thermal activation of vortices in current-annealed Re6Se8Cl2. A,B) Resistance
on a log scale vs. inverse temperature at various magnetic fields (left) and the extracted vortex
activation energy vs. magnetic field on a log scale (right) for TLowC (A) and T
High
C (B) for a device
showing two sharp resistance transitions. C, D) Resistance on a log scale vs. inverse temperature
at various magnetic fields (left) and the extracted vortex activation energy vs. magnetic field on
a log scale (right) for TLowC (C) and T
High
C (D) for a second device showing two sharp resistance
transitions. For all plots of resistance vs. inverse temperature, the saturated resistance value was
subtracted to achieve a proper thermal activation fit.





, which we use to extract zero-temperature
Ginzburg-Landau coherence lengths[116] of ξLow0 = 10.3 nm and ξ
High
0 = 3.2 nm. Figure 6.4C
shows an aggregate phase diagram of all measured devices confirming that the equilibrium ther-
modynamic properties are consistent across all samples (see also Figure 6.7).
To verify THighC and T
Low
C are consistent with superconducting transitions, we investigate the
non-equilibrium properties of an annealed Re6Se8Cl2 device by performing critical current mea-




rent at 1.6 K and zero magnetic field, in which we observe two distinct peak features indicating
two critical current values, ILowC ≈ 1.4µA and I
High
C ≈ 4.5µA. The magnetic field and temperature
dependence of ILowC and I
High
C is shown in Figure 6.4E,F. The extracted thermodynamic quanti-
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0 (filled black diamonds)
are shown. Corresponding mean values and standard deviations are given by a solid line and grey
region, respectively.
ties from the magnetic field and temperature dependencies[219], TLowC = 2.9 K, H
Low
C2−0 = 3.4 T
and THighC = 7.0 K, H
High
C2−0 ≈ 23.5 T are in good agreement with the equilibrium results (Figure
6.7), confirming that ILowC and I
High




C . Just as
in the equilibrium measurements, we observe sample-to-sample inhomogeneity in the critical cur-
rent measurements (Figure 6.5D-F). However each transition THighC and T
Low
C has corresponding
peaks in non-equilibrium measurements, IHighC and I
Low
C (Figure 6.5D,E,F). Most devices exhibit
multiple peaks for both IHighC and I
Low
C , which we assign to sample inhomogeneity.
We attribute the changes in transport properties (increase in carrier density, decrease in resis-
tivity, and the emergence of superconductivity) after current annealing to a loss of interplanar Cl
atoms, as such vacancies have been shown to introduce mid-gap electronic states resulting in n-
type doping[196, 204]. The existence of two identifiable superconducting transitions in all samples
suggests the existence of two distinct superconducting phases. The key result is the upper transition
(THighC ), which we associate with Re6Se8 clusters doped from Cl dissociation. The remarkably
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Figure 6.8: Angle dependence of the critical magnetic field in current-annealed Re6Se8Cl2.
A) Resistance vs. temperature at zero magnetic field for a current-annealed Re6Se8Cl2 flake. B,
C) 2D color plots of resistance vs. temperature and magnetic field perpendicular (B) and parallel
(C) to the ab plane for the flake in (A). D, E, and F) Corresponding measurements in (A), (B),
and (C) for a second Re6Se8Cl2 flake. In all plots, TLowC and T
High
C are denoted. For all panels, a
temperature independent background line resistance was subtracted.
large upper critical field is comparable to other well-known superconducting three-dimensional
(3D) Chevrel phase compounds[46, 208, 209, 210, 211]. Chevrel phase compounds often manifest
large upper critical fields, which is related to the coherence length via (HC2 ∝ 1ξ20 ). Chevrel phase
superconductors are found to be in the dirty limit in which the coherence length is limited by the
mean free path[46, 208, 209]. The extracted coherence length from our measured upper critical
field is ξHigh0 = 3.2 nm, similar to the Chevrel phase compounds. The lower superconducting
transition (TLowC ) could be a manifestation of superconducting island behavior as a result of the
sample inhomogeneity[215, 216] or possibly due to a formation of metallic Re[220] from cluster
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decomposition. While we cannot discount the latter hypothesis, we note that our structural and
chemical analyses did not detect the presence of metallic Re in the samples and the upper critical
field for the observed transition, HLowC2−0, is ∼ 50 times larger than metallic Re[220].
6.6 Chemical Analysis of Annealed Re6Se8Cl2
To support our proposed doping mechanism through Cl dissociation and better understand
the chemical effects of current annealing, we examine the structure and composition of current-
annealed flakes exhibiting superconducting behavior. Figure 6.9A presents micro Raman spectra
taken on the contact interface of a current-annealed flake. We measure no deviation in the bulk
Raman modes between the current-annealed and non-current-annealed regions[196]. We used
focused ion beam (FIB) and transmission electron microscopy (TEM) to obtain a high-resolution
cross-sectional image of the device structure after current annealing. We clearly see one of the
prepatterned leads and the crystal planes of the Re6Se8 cluster layers (Figure 6.9B). The crystal
structure is preserved up to the contact interface.
To measure the chemical state of the annealed material, we performed spatially resolved mi-
cro x-ray photoelectron spectroscopy (µ-XPS). We focus specifically on the Re 4f binding energy
region to explore the possibility of forming regions of metallic Re during current annealing. As a
reference, we performed XPS on Re6Se8Cl2, both pristine (Figure 6.9C) and after thermal anneal-
ing at 1000◦C (Figure 6.9D). The thermal treatment decomposes the surface of the material, and
we observe the emergence of two additional peaks corresponding to metallic Re in Figure 6.9D
(see Figure 6.10 for additional bulk XPS data after thermal annealing). By comparison, the µ-XPS
Re 4f spectrum of the current-annealed crystal (Figure 6.9E) shows no measurable signal from
metallic Re. These combined structural and chemical analyses on current-annealed flakes suggest
the Re6Se8 clusters are preserved and any metallic Re resulting from cluster degradation is not
detectable by the reported probes.
The exact mechanism responsible for doping of the Re6Se8Cl2 crystals remains an open ques-
tion. Our hypothesis is that localized heating during the current annealing process leads to the
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Figure 6.9: Structural and chemical analyses of current-annealed Re6Se8Cl2. A) Micro Ra-
man spectroscopy of Re6Se8Cl2 after current annealing. The spectra are normalized to the intensity
at 350 cm-1, then offset from one another by +1. The color of each individual spectrum corresponds
to a region in the inset. Inset: SEM image of a flipped Re6Se8Cl2 flake after current annealing. The
scale bar is 5 µm. The image is false colored so Re6Se8Cl2 and SiO2 appear green and purple re-
spectively. The colored circles mark the positions where micro Raman spectroscopy was acquired.
The current-annealed region is denoted by the red dashed box. B) Cross-sectional TEM image of a
current-annealed flake. The scale bar is 10 nm. The image is false colored so Re6Se8Cl2, SiO2, and
Pd are green, purple, and yellow respectively. Inset: enlarged section of the TEM image identify-
ing the Re6Se8 cluster planes. C) µ-XPS Re 4f spectra of pristine micro crystalline Re6Se8Cl2. D),
XPS Re 4f spectra of micro crystalline Re6Se8Cl2 thermally annealed at 1000◦C. E) Re 4f µ-XPS
spectrum on the current-annealed Re6Se8Cl2 flake shown in (A). For (C-E), the dashed black and
red lines represent single Gaussian fits to the data. Solid black lines are the total fit.
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Figure 6.10: Bulk Re6Se8Cl2 XPS spectra vs. thermal annealing temperature. Optical image
with corresponding XPS spectrum for Re, Se, and Cl for non-annealed (A), annealed at 600◦C
(B), annealed at 900◦C (C), and annealed at 1000◦C (D). In all XPS spectra, dashed black lines
represent single Gaussian fits and solid black lines represent the total spectra fits. Optical images
are taken parallel to the c-axis. The scale bar in (A) is 200 µm and applies to the optical images in
(B), (C), and (D). In (D), the dashed red lines represent the Gaussian fits to Re metal signal.
dissociation of Cl from the sheets. To support this, we performed three-dimensional steady state
simulations of the heat transfer process using ANSYS Workbench (see section 6.8 for the simula-
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Figure 6.11: Chemical analysis of thermally annealed Re6Se8Cl2. A) Two-terminal resistance
of bulk single crystal Re6Se8Cl2 vs. annealing temperature. Resistance was measured in the linear
I − V regime. B) Relative Se and Cl loss measured by EDS versus annealing temperature. Values
for each element were calculated by dividing the measured atomic percentage at each temperature
by the atomic percentage of the non-annealed sample (25◦C). C) Relative Se and Cl loss measured
by XPS vs. annealing temperature. Values were calculated by dividing each element’s integrated
spectrum area by the Re 4f spectrum area for each temperature, then dividing each ratio by the
non-annealed ratio (25◦C). D) Cl2- and Cl- mass counts vs. time as Re6Se8Cl2 powder (green) and
an empty crucible (black) are heated from 25◦C to 800◦C. The red line is a measurement of Se-,
Se2-, and Se3- counts for the Re6Se8Cl2 powder. In (A-D), the white, light grey, and dark grey
regions correspond to no loss of Cl, a loss of surface Cl, and a loss of bulk Cl, respectively. A
schematic of the proposed dissociation process is shown for each region in (D).
tion details). Our simulations suggest the temperature can exceed the Cl dissociation temperature
(Figure 6.11), with a strongly localized spatial dependence.
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Figure 6.12: Crystal lattice parameters vs. thermal annealing temperature. a, b, and c lattice
parameters as measured by SCXRD are shown vs. annealing temperature. Estimated uncertainties
are within the area of the points.
If Cl dissociation does indeed occur due to localized heating, we expect the behavior to be
reproducible through a purely thermal process. To understand the relationship between annealing
temperature, elemental composition and electrical properties, we subjected Re6Se8Cl2 to a series
of heat treatments and characterized the resulting samples. For these experiments, the material is
sealed in fused silica tubes under vacuum and annealed at set temperatures up to 1000◦C. We use
XPS and energy dispersive x-ray (EDS) spectroscopy to determine the surface and bulk elemental
compositions, respectively. When the material is heated to 400◦C, XPS reveals a decrease in the
surface Cl concentration when compared to the pristine material (Figure 6.11C), while EDS only
shows a slight decrease in the bulk Cl signal. Between 400 and 600◦C, the bulk Cl concentration
shows a dramatic decrease (Figure 6.11B), which coincides with a decrease in the resistance of the
material by 1 − 2 orders of magnitude (Figure 6.11A). When Re6Se8Cl2 is annealed to 1000◦C,
we observe a further decrease of the bulk Cl elemental composition by EDS, as well as a loss
of Se, indicating an onset of cluster decomposition. We note that single crystal x-ray diffraction
(SCXRD) indicates that the bulk crystal structure is unchanged across the whole temperature range
(Figure 6.12).
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Figure 6.13: Thermal annealing-mass spectrometry measurement configuration. N2 gas
(gray) is flowed continuously through a quartz tube (blue) containing bulk Re6Se8Cl2 crystals,
gradually heated to a set temperature in a box oven (red). The output is flowed into a mass spec-
trometer (yellow).
To corroborate our observations of Cl loss we developed a technique to perform real-time
analysis of desorbing elements dubbed thermal annealing - mass spectrometry (TA-MS). A ceramic
boat was filled with 100 mg of Re6Se8Cl2 microcrystalline powder and placed in a long fused silica
tube (50 cm × 2 cm inner diameter). The tube was placed into a tube furnace with the sample
located in the center with N2 gas flowing through the tube at a pressure of 5 psi. The outlet of the
tube was connected to an atmospheric pressure chemical ionization (APCI) source on an Advion
CMS mass spectrometer (Figure 6.13). Volatiles were ionized using APCI (negative mode), and
data was collected in selected ion monitoring (SIM) mode. For Cl monitoring, the m/z’s for the
ions Cl- and Cl2- were recorded. For Se monitoring, the m/z’s for the ions Se-,Se2-, and Se3- were
recorded. The furnace was heated to 800◦C at a rate of 20◦C min-1 and then held at 800◦C for 30
minutes. For Se monitoring, the furnace was then further heated to 920◦C at a rate of 7◦C min-1.
Figure 6.11D shows the combined intensity responses for the Cl- and Cl2- ions when Re6Se8Cl2
(green) and a control empty crucible (black) are gradually heated from 25 to 800◦C, while the
red trace measures the combined Se- , Se2- and Se3- signals. The Cl signal shows two peaks at
≈ 385 and ≈ 763◦C, suggesting the onset of two different Cl dissociation processes. The higher
temperature peak agrees with the bulk Cl loss temperature while the lower temperature peak may be
attributed to the dissociation of surface level Cl atoms. We also note that no Se signal is observed
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Figure 6.14: Additional thermal annealing-mass spectrometry on Re6Se8Cl2. Se-, Se2-, and
Se3- counts vs. sample temperature up to ≈ 920◦C, measured in the TA-MS setup.
up to 800◦C. In Figure 6.14, we show an extended plot of Se-, Se2-, and Se3- counts measured
vs. temperature up to 920◦C. We see the onset of Se desorption at ≈ 850◦C, which is consistent
with our EDS results.Taken together, these results demonstrate that the Cl dissociation and doping
process can be thermally driven and occur without a loss of the intrinsic Re6Se8 cluster structure.
6.7 Surface Analysis of Current Annealed Re6Se8Cl2 Flakes
Although our previous chemical analyses on current and thermally annealed samples strongly
suggest Cl dissociation is the prevalent mechanism for doping, we were unable to directly confirm
this in the current-annealed 2D samples. Therefore, we attempted to better quantify the Cl loss
after current annealing Re6Se8Cl2 flakes by performing µ-XPS on exfoliated Re6Se8Cl2 flakes
contacted on the top surface by metal electrodes embedded in hBN, called “window via contacts”
(Figure 6.15A)[40]. This method allows for more precise analysis of Cl loss as we can define
the exact µ-XPS collection area and ensure we are analyzing the annealed region (as contacts are
made to the top surface only and the current must pass through the window region during current
annealing). Therefore, we can collect the µ-XPS spectra within the window region before (Figure
6.15C,E) and after (Figure 6.15D,F) current annealing the top surface. To estimate the relative
loss of Cl after current annealing, we divide the total Cl peak area by the total Re peak area and
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Figure 6.15: XPS surface analysis on current-annealed window via devices. A) Fabrication
process of window via devices. B) Optical image of a typical window via device. Scale bar is 10
µm. The hBN window via contact and the underlying Re6Se8Cl2 flake are outlined by black dashed
lines. C, D) µ-XPS spectra of the Re binding energies before (C) and after (D) current annealing.
E, F) µ-XPS spectra of the Cl binding energies before (E) and after (F) current annealing. G)
2-probe sample resistance vs. current annealing power. The contact scheme used for current
annealing is shown in the inset. H) Cl µ-XPS peak area normalized by Re µ-XPS peak area before
(black) and after (red) annealing for 5 window via devices (1− 5) and two reference top contacted
flakes (6,7).
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Assuming the Re6Se8 are preserved, then the chlorine loss is directly related to the ratio of the
Cl peak area before and after annealing Clloss ≈ ACl−afterACl−before . Using this method, we were able to
measure a significant decrease in Cl concentration and sample resistance (Figure 6.15G,H) after
current annealing, which supports our supposition that Cl dissociation leads to doping.
6.8 Heating Simulations
To estimate the temperature rise due to current annealing, a steady-state thermal simulation
was performed in ANSYS Workbench 18.1. The three-dimensional model with lateral dimensions
based on the device in Figure 6.4B was built using SpaceClaim. The cross-plane thicknesses were
300 nm of Re6Se8Cl2, 12 nm of Pd, 285 nm of SiO2, and 1 µm of Si. Temperature dependent
thermal conductivities of Si, SiO2 and Pd were used in the simulation[221, 222, 223, 224, 225].
The thermal conductivity of Re6Se8Cl2 was independently measured using Frequency Domain
Thermoreflectance[226]. An in-plane thermal conductivity of 7.5 ± 1.2 W m-1 K-1 and a cross-
plane thermal conductivity of 1.2 ± 0.2 W m-1 K-1 were obtained at 300 K and assumed to be
independent of temperature in the simulation. Predictions suggest that current annealing brings the
Re6Se8Cl2 temperature above 300 K where similar superatomic crystals have exhibited temperature
independent thermal conductivity[199]. Interface thermal conductance values were set to be 50
MW m-2 K-2.
The spatial extent of heat deposition by joule heating is unknown and hence two heated spot
sizes, shown in Figure 6.16, were simulated. Figure 6.16A considers a larger lateral region between
the biased electrodes, while Figure 6.16B considers the smallest possible lateral region. Heat
was deposited on the bottom surface of the Re6Se8Cl2 where current densities are expected to be
highest. The simulations were run at steady state because the timescale for transient heat transfer
is far shorter than the annealing process: less that 1 s due to the small size of the heat source.
Our truncated domain meets the macroscopic Si substrate at the Si bottom and side boundaries.
Here, the conduction shape factor for a disk (representing our simulation domain) in a semi-infinite
medium (representing the macroscopic substrate) was used to establish the convection style heat
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Figure 6.16: Top down schematic of the simulation domain. A) Setup A, representing the upper
limit of heat spot size in the annealing process. B) Setup B, representing the lower limit of heat
spot size in the current annealing process. Pd electrodes are beige and Re6Se8Cl2 is transparent
green to clarify the electrode positions. The distance between adjacent contacts is ∼ 500 nm, the
width of the 6 middle voltage contacts is ∼ 1 µm, and the width of the 2 current contacts is ∼ 4
µm. The two sizes of heat spot are outlined in red.
transfer boundary condition (i.e. q” = Sk(T−T∞)
A
where S is the shape factor, k is the thermal
conductivity of the Si, A is the area of the boundary, and T − T∞ is the temperature difference
between the boundary nodes and the cryostat base temperature)[227].
In the region without Pd electrodes underneath, a 12 nm gap exists between the bottom of
Re6Se8Cl2 and the top of the SiO2. Heat transport across this gap is based on kinetic theory of He,
the monatomic gas. Thermal conductivity k = 1
3
cννΛ, with a mean free path Λ = 12 nm (because
intrinsic mean free paths of gaseous He exceed the gap size), volumetric heat capacity cν = 13kBη
where the number density η is calculated from the ideal gas law, and average speed ν =
√
kBTm−1
from the Maxwell Speed Distribution for molecules of mass m. All other exposed surfaces of
SiO2, Pd and Re6Se8Cl2 were set to have a convection heat transfer with flowing gaseous He.
The convection heat transfer coefficient was calculated using the average Nusselt number ¯NuL =
0.664 · R̄eL
1/2
Pr1/3 for laminar flow over a flat plate. A flow velocity of 6.8 mm s-1 (based on He
flow measurements) and length of 100 µm were used for R̄eL. Viscosity, thermal conductivity, and
Prandtl number were set based on the film temperature using values from reference[227].
The temperature map with heat source A is given in Figure 6.17, and that with heat source B
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Figure 6.17: Simulated temperature map of heat spot with setup A. A,C) Top view of the
temperature maps for 2 mW (A) and 30 mW (C) input power. The heat source is outlined by a thin
black line. B, D) Cross-sectional view of the temperature distribution at the heat source for 2 mW
(B) and 30 mW (D) input power.
is given in Figure 6.18. The results of the maximum temperature rise are summarized in Table
6.1. The temperature maps indicate that the maximum temperature occurs at the bottom surface
of the Re6Se8Cl2 coincident with the heat source. The 12 nm gaseous He gap is a large thermal
resistance that prohibits heat transfer directly into the underlying substrate and leads to a large
temperature jump shown in Figure 6.17 and 6.18. Instead, the heat spreads laterally within the
Re6Se8Cl2 and then transfers into the substrate across the Pd contacts. The temperature rise is
not linear with the magnitude of the heat input due to temperature dependent material properties.
Reducing the heat source size has a significant influence on the temperature rise, and the maximum
possible temperature rise exceeds 4500 K assuming the minimum possible heat source size and
the maximum heat input. This strongly suggests that the current annealing procedure results in
significant sample heating, which leads to electron doping through Cl dissociation (as observed in
our bulk thermal annealing study).
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Figure 6.18: Simulated temperature map of heat spot with setup B. A,C) Top view of the
temperature maps for 2 mW (A) and 30 mW (C) input power. The heat source is outlined by a thin
black line. B, D) Cross-sectional view of the temperature distribution at the heat source for 2 mW
(B) and 30 mW (D) input power.
Heat Input Power Heat Source A Heat Source B
2 mW 116.9 K 362.1 K
30 mW 1089.3 K 4579.4 K
Table 6.1: Maximum simulated temperature rise due to current annealing.
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6.9 Outlook and Future Directions
We have reported the first observation of superconductivity in a vdW superatomic crystal.
Through both current and thermal annealing processes, we demonstrate that Re6Se8Cl2 can lose
interplanar Cl atoms, while retaining the integrity of the Re6Se8 clusters. This leads to a dra-
matic increase in carrier concentration and gives rise to clear signatures of robust Re6Se8 cluster
superconductivity in devices fabricated from exfoliated flakes. These results offer the possibility
of generalizing this approach to electronically dope other vdW materials with labile halide lig-
ands. We envision using the annealing process to write metallic or superconducting patterns on the
nanoscale, using techniques such as heated-tip AFM, voltage-biased AFM or STS to controllably
dope well-defined regions.
108
Chapter 7: Andreev Reflections in High-Transparency NbN/Graphene
Junctions Under Large Magnetic Fields
Hybrid superconductor/graphene (SC/g) junctions are excellent candidates for investigating
correlations between cooper pairs and quantum Hall (QH) edge modes. Experimental studies are
challenging as Andreev reflections are extremely sensitive to junction disorder and high magnetic
fields are required to form QH edge states. We fabricated high-transparency SC/g interfaces, com-
posed of graphene edge contacted with NbN, with a barrier strength of Z ≈ 0.4 that remain
superconducting under magnetic fields larger than 18 T. We establish the role of graphene’s Dirac
band structure on the zero-field Andreev reflection spectrum, and demonstrate dynamic tunability
of the Andreev reflection spectrum by moving the boundary between specular (SAR) and retro
(RAR) Andreev reflection processes with the application of parallel magnetic fields. Through the
application of perpendicular magnetic fields, we observe an oscillatory suppression of the 2-probe
conductance in the ν = 4 Landau level that we attribute to the reduced efficiency of Andreev
processes at the SC/g interface consistent with theoretical predictions. This device architecture
provides the opportunity to fabricate versatile, high-transparency SC/g interfaces that allow for the
exploration of new physical regimes such as the intersection of the fractional QH effect (FQHE)
and superconductivity or the emergence of Majorana modes in graphene.
7.1 Introduction
At the interface between a normal metal and a superconductor, electrons in the normal metal
with energy below the superconducting gap can only transition into the superconductor via An-
Da Wang, Avishai Benyamini, John Jesudasan, Pratap Raychaudhuri, Kenji Watanabe, Takashi Taniguchi, James
Hone, Cory Dean, and Abhay Pasupathy contributed to this work.
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dreev reflection, where an electron incident on the interface reflects as a hole along with the trans-
mission of a Cooper pair into the superconductor. The probability of this process strongly depends
on the band structure of the normal metal and the properties of the interface. Graphene, due to its
Dirac band structure with a highly tunable Fermi level, is an enticing avenue to explore the role
of the normal metal’s electronic properties on Andreev processes[47, 48, 49, 50, 51, 29]. Initial
experiments by Efetov in 2016 demonstrated the effect of graphene’s Dirac electronic structure on
Andreev processes, identifying intraband Andreev processes (RAR) and interband Andreev pro-
cesses (SAR). Under the application of perpendicular magnetic fields, graphene hosts chiral QH
edge states, which has allowed for the investigation of Andreev process from integer QH states[31,
52, 53, 29], which manifest non-Abelian zero modes of Majorana fermions[228, 34, 229, 35, 29].
However, there are still many unanswered questions such as how junction transparency and the
proximity effect in graphene evolve under large perpendicular magnetic fields in the integer and
fractional QH regime and the role of interfacial vortices on the junction properties. In addition the
effect of large parallel magnetic fields on the Andreev reflection spectrum (where Zeeman split-
ting is induced without the formation of QH states) has thus far been unexplored, The limitations
in experiments on SC/g junctions arises from technical challenges in fabricating SC/g junctions
with favorable properties. Previous reports on SC/g junctions suffer either from relatively low
junction transparency (as Andreev reflections are extremely sensitive to interfacial inhomogeneity
and disorder[147, 148]) or low critical magnetic fields (< 5 T), limited by the supercondudcting
contact[49, 31].
In this chapter, we present data on SC/g junctions fabricated using Niobium Nitride (NbN) as
an edge contact to bilayer graphene fully encapsulated with hexagonal Boron Nitride (hBN)[38,
25]. Bilayer graphene is used due to the smaller disorder broadening of the charge neutrality point
(CNP) compared to monolayer graphene[48, 49, 50]. Figure 7.2A shows the schematic of the
device. First we use the dry-polymer-transfer technique to make a fully encapsulated graphene
heterostructure(19), followed by electron beam (e-beam) lithography and reactive ion etching to
define the device area. Superconducting (2 nm Ti + 100 nm NbN) and normal metal (2 nm Cr +
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Figure 7.1: Superconducting properties of NbN. A,B) 4-terminal longitudinal NbN resistance
versus temperature for various magnetic fields perpendicular (A) and parallel (B) to the sample
plane. Results are consistent with expectations from reference [54].
90 nm Au) edge contacts are patterned by e-beam lithography and deposited by e-beam deposition
(Cr/Ti/Au) and sputtering (NbN)[25]. By sweeping the back-gate voltage and total current bias,
we have full control of the Fermi energy in graphene and voltage bias across the NbN/g junction.
NbN has a large, isotropic upper critical field[54] (Figure 7.1), which allows for the investiga-
tion of finite-field phenomena such as vortex formation at the NbN/g edge, junction transparency
as a function of magnetic field, and the role of Zeeman splitting on Andreev reflections. By in-
vestigating the perpendicular magnetic field dependence of the junction resistance, we observe a
suppression of the conductance within the QH plateaus, which can be well explained by interfacial
scattering at a non-ideal SC/2DEG interface using the Blonder-Tinkham-Klapwijk (BTK) theory
to model the scattering of QH edge states[230, 231]. Studying the junction under parallel mag-
netic fields, we observe shifts in the Andreev reflection spectrum in graphene, which is explained
by Zeeman splitting of the graphene band structure.
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Figure 7.2: Andreev reflections in a NbN/g junction at zero magnetic field. A) Schematic of the
device geometry (left) and a scanning electron microscope (SEM) image of the measured device




DC current bias and back-gate voltage. The dashed black lines denote the crossover from SAR to
RAR. Arrows label the position in gate voltage of the cuts in (C-E). C-E) dI
dV
versus DC current
bias for VBG = −2.0 V (C), VBG = −3.3 V (D), and VBG = −5.0 V (E). Blue, red, and white
colored regions correspond to the regions of increasing, decreasing, and constant dI
dV
, respectively,
in panel (B). A cartoon of the band structure at the SC/g interface is given above each plot. The
left side of each carton is an energy versus momentum diagram of the graphene band structure,
while the right side is an energy versus real space diagram of the NbN band structure. The inset
of (D) shows a cartoon of the Andreev processes when εF = e|VNS|. The inset of (E) plots the
normalized junction conductance (solid black line) versus DC voltage bias with a fit to the BTK
model (solid red line). Extracted junction parameters are given in the inset.
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7.2 Zero-Field Andreev Reflection Spectrum in Graphene
We begin by investigating Andreev reflections at a SC/g interface through non-equilibrium con-
ductivity measurements at zero magnetic field in Figure 7.2. By varying the electronic density in
the graphene through electrostatic gating, we can access three distinct tunneling regimes (demon-
strated in Figures 7.2C-E). In regime 1, the Fermi level of graphene is at the CNP (cartoon in Figure
7.2C). The SC/g junction conductance manifests a local minimum at zero bias due to the vanishing
graphene density of states (DOS). As the DC current bias is increased, the conductance increases
as charge carriers are injected at a finite energy above or below the CNP (Figure 7.2C). In regime
2, the Fermi level of graphene is tuned away from the CNP, but within the superconducting gap of
the NbN (cartoon in Figure 7.2D). We observe a peak in the differential conductance dI
dV
at zero
bias which is attributed to Andreev processes as the feature is suppressed for temperatures above
the superconducting critical temperature of NbN (T > TC) (see Figure 7.3 and G.1). We also
observe local differential conductance minima when the Fermi level of graphene is equal to the
voltage bias across the junction interface (εF = e|VNS|, where εF is the Fermi energy in graphene,
VNS is the voltage drop across the junction, and e is the electron charge) (Figure 7.2D)[48, 49].
In regime 3, the Fermi level of graphene is further tuned away from the CNP and outside of the
superconducting gap of NbN. We observe a zero bias differential conductance peak due to Andreev
reflections. We no longer observe minima in the differential conductance as the CNP is outside
of the superconducting gap and the graphene behaves as a normal metal. In this regime, we can
quantify the transparency of the junction using BTK theory[147] (see also chapter 5). We find the
barrier strength of our junction to be Z ≈ 0.4 with an interfacial inhomogeneity of Γ ≈ 1.3∆,
comparable to other reported high-transparency SC/g junctions [48, 31, 30]. In our measurements,
the general broadening factor Γ may be large due to inhomogeneities at the SC/g interface, instru-
mental broadening, or external noise[42]. Figure 7.2B shows a two-dimensional (2D) colormap of









plotted to emphasize the boundaries between the three observed tunneling regimes. The regions
113
Chapter 7. Andreev Reflections in High-Transparency NbN/Graphene Junctions Under Large
Magnetic Fields
Figure 7.3: Temperature dependence of NbN/g junction and graphene channel conductances.
A,B) Differential NbN/g junction (A) and graphene channel (B) conductance versus DC current
bias for various temperatures across the NbN superconducting transition temperature (TC ≈ 13.2
K). The graphene channel is temperature independent across TC , whereas the NbN/g junction





= 0 at a finite DC bias (denoted by the dashed black lines in Figure 7.2B) clearly de-
fine the boundary between SAR and RAR as previously observed in NbSe2/g junctions[48, 49].
In the absence of disorder, the boundary between Andreev reflection regimes should intersect at
εF = e|VNS| = 0. In our junction, we observe a finite width at VNS = 0 due to disorder in
the graphene, which we estimate to be Vdisorder ≈ 0.7 V, similar to previously reported NbSe2/g
junctions[49].
7.3 Effect of Zeeman Splitting on Andreev Reflections in Graphene
We next explore the effect of parallel magnetic fields on the Andreev reflection spectrum in
graphene as it is predicted that Zeeman splitting of graphene’s Dirac cones will lead to the obser-
vation of SAR processes at zero DC bias[50]. Figure 7.4A shows a schematic energy vs. momen-
tum diagram of the NbN/g interface under an in-plane magnetic field. Zeeman splitting breaks the
spin degeneracy, energetically separating the graphene bands into two copies with opposite spins
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Figure 7.4: Andreev reflections in a NbN/g junction under parallel magnetic field. A)
Schematic diagram of energy vs. momentum at the NbN/g interface under an in-plane magnetic
field. Zeeman splitting is denoted as εZ . Unsplit bands are shown as solid black lines while
spin up (down) bands are shown in orange (green). B) Schematic of the anticipated differential
conductance versus DC bias and back-gate voltage under an applied in-plane magnetic field. C)
Differential conductance versus DC voltage bias with VBG = −4.2 V for various in-plane mag-





versus DC voltage bias
and back-gate voltage at an in-plane magnetic field of 4.5 T (left) and 18 T (right). DC voltage
bias was converted from DC current bias by integrating the measured differential resistance and
using V = I ·R. The dashed black lines denote the boundary between SAR and RAR regimes. E)
Zeeman splitting extracted by measuring the boundary between SAR and RAR (dashed black line
in (D)) versus in-plane magnetic field. The extracted g factor is g = 2.1± 0.1.
(also see Figure G.2). The boundary defining the crossover between RAR and SAR processes
shifts correspondingly (Figure 7.4B). A regime of SAR (diamond-shaped blue region in Figure
7.4B) appears at zero bias. In that regime, injected electrons with spin up in the valence band
are reflected as holes with spin down in the conduction band[228]. To illustrate the movement of
the boundary between SAR and RAR, cuts of differential conductance versus DC bias at selected
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Figure 7.5: Elimination of the zero-bias conductance enhancement with parallel field. A-C)
Differential NbN/g junction conductance versus DC voltage bias at various back-gate voltages for
0 T (A), 9 T (B), and 18 T (C) parallel magnetic fields. At zero magnetic field, as the back-gate
voltage is swept away from the CNP, we observe three distinct tunneling regimes. At VBG =
−3.0 V, the Fermi level of graphene is at the CNP, manifesting a conductance dip near zero bias.
At VBG = −4.2 V, a zero-bias conductance peak emerges due to Andreev processes saddled by
conductance minima corresponding to the condition where e|VNS| = εF . At VBG = −5.0 V, the
conductance minima disappear as the CNP is outside of the superconducting gap and the graphene
acts as a normal metal. As parallel magnetic field in increased, the conductance peaks disappear
for any back-gate voltage due to Zeeman splitting of the graphene band structure. To determine
Zeeman splitting in the bilayer graphene, we extract the relative positions of conductance dips for
a given VBG at different fields: e.g. at VBG = −4.2 V, the conductance dips move from≈ 4.7 meV
at 0 T, to ≈ 4.2 meV at 4.5 T to ≈ 3.6 meV at 9 T. This corresponds to a ≈ 1.1 meV Zeeman shift
induced by 9 T parallel field, which gives a g ≈ 2.1.
magnetic fields are shown in Figure 7.4C. We choose a fixed back-gate voltage of VBG = −4.2 V,
where we clearly observe the SAR/RAR boundary at zero magnetic field (see Figure 7.5 for cuts
at additional back-gate voltages). At a parallel field of 4.5 T, the conductance enhancement due
to Andreev reflections at zero bias decreases. When the parallel field is increased further to 9 T
and 18 T, the zero-bias conductance peaks turn into conductance dips, which indicates a transition






versus DC bias and back-gate voltage (as in Figure 7.2B) at different
in-plane magnetic fields, one can extrapolate how the boundary between tunneling regime 1 (Fig-
ure 7.2C) and regime 2 (Figure 7.2D) moves as a function of in-plane field (Figure 7.4D and Figure
7.6). We define the boundary between the two tunneling regimes as the VBG at which a zero-bias
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Figure 7.6: Movement of the RAR/SAR boundary with parallel magnetic field. A-C) Deriva-
tive of junction resistance versus gate voltage and DC current bias for 0 T (A), 4.5 T (B), and 9.0
T (C) parallel magnetic fields. The boundary between RAR and SAR processes are denoted by
black dashed lines. At zero magnetic field, the position of the cross at zero DC bias is proportional
to the disorder broadening in the NbN/g junction as the cross should intersect the CNP. At finite
fields, the position of the cross broadens due to the spin splitting of the graphene band structure
conductance peak appears. With no disorder, one would expect the zero-bias conductance peaks
to appear for any finite gate bias away from the CNP (with εF < ∆). The role of disorder is to
broaden the CNP so the zero-bias conductance peaks appear at finite gate biases away from the
CNP. We assume the broadening is independent of magnetic field, so any changes in the position
of the boundary relative to the zero-field position is attributed to Zeeman splitting. In Figure 7.4D,
the boundary has moved from VBG = −3.4 V (at zero field) to VBG = −3.8 V at 4.5 T (Figure
7.4D left) and disappears completely at 18 T (Figure 7.4D right). By tracking the position of the
boundary for different in-plane magnetic fields, we extract the induced Zeeman splitting (Figure
7.4E and 7.6). The induced Zeeman splitting is linear with the applied field and we extract an
effective g factor of g = 2.1± 0.1.
7.4 Andreev Reflections in the Quantum Hall Regime
By applying perpendicular magnetic fields, we can investigate correlations between supercon-
ductivity and the QHE. In the QH regime, the bulk conductance of graphene vanishes, and electrons
are only transported through edge conductance channels. A semi-classical skipping orbit picture
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can be used to understand the Andreev process that occurs at the SC/g interface (Figure 7.7A).
Electrons (black lines) are injected at one edge of the interface and reflected as holes (green lines)
as a result of intraband RAR process. Through a similar Andreev process, the reflected holes are
re-reflected as electrons at the SC/g interface. For long junction widths (W  RC , where W is the
junction width and RC is the cyclotron radius), an equilibrium superposition of electrons and holes
is formed at the SC/g interface known as an Andreev bound state. As Schön et.al pointed out, the
Büttiker description of quantum transport can be used to calculate the Andreev contribution to the







where Bn is the hole probability for a particular Andreev bound state and the summation is over
the Andreev bound states that intersect with the chemical potential[230]. The energy spectrum of
Andreev bound states (and hole probabilitiesBn) at the SC/2DEG interface is found by solving the
Bogoliubov-de-Gennes (BdG) equation with spatially non-uniform single-electron/hole Hamilto-
nians and pair potential[230]. For an ideal interface without scattering, QH plateaus are predicted
(Figure 7.7B). For a non-ideal interface, we expect an oscillation of the conductance within a given
Landau level (Figure 7.7B).
To properly quantify the role of Andreev processes in the QH regime, we compare measure-
ments of the NbN/g junction and graphene channel resistances versus Landau level filling factor for
the same device (Figure 7.7C). Contact resistances of≈ 246Ω for the NbN/g junction and ≈ 104Ω
for the Au/g junction were measured at a graphene carrier density of n ≈ 2.4 × 1012 cm-2 at zero
magnetic field and zero DC bias. The contact resistances increase with magnetic field, but the dif-
ference in contact resistance between Au/g and NbN/g is nearly constant versus field. Outside of
the QH plateaus, the NbN/g and Au/g junctions display a nearly constant difference related to the
discrepancy in contact resistance between Au and NbN for a given magnetic field. When graphene
is tuned to the ν = 4 QH state, the difference in conductance between Au/g and NbN/g channel
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Figure 7.7: Intersection of the QHE and superconductivity. A) Schematic of the classical
skipping orbit picture at the NbN/g interface. Electron (hole) trajectories are given by solid black
(green dashed) lines. NbN and graphene are denoted by green and grey regions, respectively.
B) Schematic of conductance versus filling factor for a SC/g junction in the QH regime with a
perfect interface transparency w = 0 (solid and dashed black line) and a non-ideal interface trans-
parency w > 0 (solid black line and solid red line)[230]. C) graphene channel (solid black curve)
and NbN/g (solid red curve) junction resistance versus electron density measured at a perpendic-
ular magnetic field of 4.5 T. In each curve, the contact resistance was extracted at zero field at a
graphene carrier density of n ≈ 2.4 × 1012 cm-2 and subtracted from the presented data. The dif-
ference between the two curves is given by the solid blue curve. Highlighted blue and red regions
signify when the NbN/g junction resistance is larger and smaller than the graphene channel (Au/g)
resistance, respectively. The vertical dashed black lines demarcate the ν = 4 plateau.
is prominent and depends upon carrier density in an oscillatory fashion. We can understand these
observations by noting that Andreev processes are sensitive to the band structure of graphene[230].
Outside of the QH plateaus, conductance is dominated by bulk transport in which normal Andreev
processes occur, whereas inside the QH plateaus, the only available Andreev process is through
the Andreev bound edge states (Figure 7.7A).
In Figure 7.8, we characterize the quality of the NbN/g junction by examining the perpendicular
magnetic field dependence of the junction conductance. In Figure 7.8A, we plot the NbN/g junction
conductance versus graphene carrier density at various perpendicular magnetic field values. The
QH plateaus are not perfectly quantized (compared to our graphene channel in Figure 7.9), which
indicates a finite junction transparency. For analysis of the NbN/g junction quality, we focus on
the ν = 4 plateau as it is well developed in the graphene channel for all presented magnetic
field values (Figure 7.8B). From Schön et.al, the two important parameters used to describe the




(where εSF , ε
N
F and mS ,
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Figure 7.8: NbN/g junction transparency vs. perpendicular magnetic field. A) NbN/g junction
conductance versus graphene carrier density for various perpendicular magnetic field values. ν = 4
plateau is marked by a black dashed line. B) NbN/g (yellow, purple, pink, and green solid lines) and
graphene channel (red lines) conductance versus graphene filling factor at various perpendicular
magnetic fields. ν = 4 plateau is marked by the black dashed lines. C) Extracted scattering
parameter w versus perpendicular magnetic field. The solid red line is a fit to the theoretically
predicated w ∝ 1√
B
dependence. Inset: Extracted hole probability amplitude versus scattering











mN are the Fermi energies and effective electron masses for the superconductor and normal metal






(where U0 is the interface scattering
potential), which quantifies the interface scattering. For an ideal interface without backscattering
and no Fermi velocity mismatch, s = 1, w = 0. For simplicity, we set s = 1 since it is magnetic
field independent and our primary objective is to determine the magnetic field dependence of w.
The barrier strength w can be determined by extracting the minimal NbN/g junction conductance



















s2 + w2 + 1
(7.3)
γ0 =
(s2 + w2 − 1) sin(πν/2) + 2w cos(πν/2)
s2 + w2 + 1
(7.4)






, where εNF (B) =
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Figure 7.9: Fan diagram of the graphene channel. Graphene channel resistance versus elec-




and ωC = eBmc . The inset of Figure 7.8C shows extracted hole probability Bn versus scattering
parameter w. We find w is 0.22, 0.18, 0.15, 0.12 for perpendicular field values of B = 4.5 T, 6.0 T,
7.5 T, 9.0 T, respectively. We can demonstrate the data is well described by Schön’s model[230] by
fitting the extracted w versus magnetic field and comparing it to the expected w ∝ 1√
B
dependence.
We find close agreement between our experiment and theory (Figure 7.8C).
Although Schön’s model[230] fits our data, it omits the contribution of higher order corrections
to the conductance due to phase coherence in wide SC/2DEG junctions (defined as W  RC ,
where W is the junction width and RC is the cyclotron radius). It is worth discussing the role of
phase coherence and why our data can be accurately described by the first order coherence term.
When examining the SC/2DEG interface, the four tunneling processes we consider are e→e, e→h,
h→e, h→h, whose corresponding probabilities are (ree, reh, rhe, rhh) . To take phase coherence
into consideration, the transmission matrix is generalized to include the spatial dependence of
the superconductor phase φ(y) and to consider all possible scattering trajectories (in the form of
individual action terms for electrons Se and holes Sh)[232]. The final expression for junction
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gn cos (2πνn+ δn) (7.5)
where δn is related to the phase coherence. The higher order harmonics (nth term corresponding to
n coherent e/h bounces) are relevant for larger junction widths but are suppressed by the presence
of interfacial disorder. The leading term to the conductance can be written:
G(ν) ≈ g0 + g1 cos (2πν + δ1) (7.6)
An intuitive way to understand the suppression of higher order terms by interface disorder is the
following: at the junction, short range disorder is considered by introducing fluctuations that re-
scatter electrons and holes, destroying phase coherence between multiple bounces. Therefore the
conductance oscillations are predominantly described by the first order harmonic (approximation
used in Schön’s model[230]) when the average length scale of the disorder is less than the cyclotron
radius RC = (hkF )/2πeB. In our samples, this is a reasonable assumption considering the NbN/g
interface is inhomogeneous from the etching process used to define the graphene edge[25] and the
sputtered NbN has a finite grain boundary size.
7.5 Outlook and Future Directions
In conclusion, high-transparency junctions between NbN, a superconductor with an isotropic
critical magnetic field exceeding 18 T, and bilayer graphene are fabricated and investigated. At
zero field, we observe the role of graphene’s Dirac cones on Andreev reflections, demonstrating
3 distinct tunneling regimes. With the application of parallel fields, we demonstrate dynamic
tunability of the boundary between RAR and SAR. The movement of the boundary corresponds to
the expected Zeeman splitting in bilayer graphene, from which we extract a g factor of g ≈ 2.1±
0.1. Finally, through the application of perpendicular fields, we observe an oscillatory suppression
of the 2-probe conductance in the ν = 4 Landau level that is well described by a theoretical model
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given by Schön et al[230]. For future experiments, realizing NbN/g junctions with lower graphene
disorder broadening will allow us to better explore the regime of zero-field SAR near CNP and
investigate the intersection of superconductivity and the FQHE. Furthermore, if ν = 0 helical edge
modes in graphene are stabilized[233, 234], counter propagating edge modes of quantum spin hall
states can be realized at the NbN/g interface, which is predicted to host non-abelian Majorana
physics[234, 235, 236, 237, 238].
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Antiferromagnetism
The recent discovery of magnetism within the family of exfoliatable van der Waals (vdW)
compounds has attracted considerable interest in these materials for both fundamental research
and technological applications. However current vdW magnets are limited by their extreme sen-
sitivity to air, low ordering temperatures, and poor charge transport properties. Here we report
the magnetic and electronic properties of Chromium Sulfide Bromide (CrSBr), an air-stable vdW
antiferromagnetic semiconductor that readily cleaves perpendicular to the stacking axis. Below its
Néel temperature, TN = 132± 1 K, CrSBr adopts an A-type antiferromagnetic structure with each
individual layer ferromagnetically ordered internally and the layers coupled antiferromagnetically
along the stacking direction. Scanning tunneling spectroscopy and photoluminescence (PL) reveal
that the electronic gap is ∆E = 1.5± 0.2 eV with a corresponding PL peak centered at 1.25± 0.07
eV. Using magnetotransport measurements, we demonstrate strong coupling between magnetic or-
der and transport properties in CrSBr, leading to a large negative magnetoresistance response that
is unique amongst vdW materials. The observed electrical and magnetic properties of bulk CrSBr
persist down to the bilayer limit, with the additional observation that few-layer flakes are air stable.
These findings establish CrSBr as a promising material platform for increasing the applicability of
vdW magnets to the field of spin-based electronics.
Avalon Dismukes, Kihong Lee, Minghao Cheng, Andrew Wieteska, Amymarie Bartholomew, Yu-Sheng Chen, Xi-
aodong Xu, Abhay Pasupathy, Xiaoyang Zhu, Cory Dean, and Xavier Roy contributed to this work[239].
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8.1 Introduction
Materials that combine bulk magnetic order and semiconducting transport properties have re-
ceived widespread attention for their ability to control both charge and spin carriers, allowing for
complete spin polarization of their conduction electrons[240]. By exploiting the spins of electrons
as information carriers, instead of their charge, these materials promise to improve the speed, den-
sity, and energy efficiency of electronic devices through single-spin transport[241, 242, 243]. This
makes magnetic semiconductors particularly attractive for device applications that utilize the elec-
tronic tunability, spin-polarized transport, and exotic magneto-optical properties characteristic of
magnetic semiconductors such as magnetic tunnel junctions and spin field effect transistors[243,
244, 245, 246, 247, 248, 249]. For these reasons, semiconductors with strongly coupled electrical
properties and magnetic order offer advantages over magnetic metals and insulators but they are
comparatively notably scarce[250]. Thus, synthesizing new materials that intrinsically exhibit both
semiconducting behavior and magnetic ordering is imperative from a material design perspective
to advancing spin-based technologies.
The recent discovery of two-dimensional (2D) magnets from bulk vdW materials[13, 14, 15]
provides an ideal platform to understand and ultimately control 2D magnetism, fueling opportu-
nities for atomically-thin spintronic and magneto-optic devices, valleytronics and on-chip com-
munication[17, 251, 252, 36, 253]. In addition, 2D magnets can be used to engineer interfacial
phenomena in vdW heterostructures through the proximity effect[36, 6, 37, 5], including spin su-
perexchange, anomalous Hall effects, and topological superconductivity. The realization of a 2D
magnetic semiconductor would be particularly exciting owing to the possibility of taking the in-
creased electronic tunability and unique magnetotransport and magneto-optical properties of bulk
magnetic semiconductors down to the few-layer limit. To date, however, the design of vdW materi-
als, from which 2D magnets can be exfoliated, remains a major synthetic challenge underscored by
the inadequacies of currently available materials, including low magnetic transition temperatures
(45 K and 25 K for few layer CrI3[13] and Cr2Ge2Te6[15], respectively), extreme air instability,
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and poor transport properties. In this context, the vdW material CrSBr is expected to be an im-
portant milestone: bulk CrSBr has a high antiferromagnetic ordering temperature (TN ≈ 132 K)
with a number of theoretical studies predicting the monolayer to have an even higher ferromag-
netic ordering temperature (TC ∼ 150 K), semiconducting transport properties, stability under
ambient conditions, and gate-tunable magnetic ordering[240, 254, 255]. Despite its promise, few
experimental probes have been reported[256].
In this chapter, we synthesized CrSBr and reveal strong coupling between its magnetic ordering
and transport properties. We measured magnetotransport down to 5 K and observed large intrinsic
negative magnetoresistance (nMR) of up to ≈ 40%, almost 10 times greater than the magnetore-
sistance in typical metallic magnetic materials[257, 258, 259, 260] (≤ 5%) and more than twice
that of the magnetoresistance values in many dilute magnetic semiconductors (∼ 15%)[261, 262].
Magnetic measurements on single crystals confirm the previously reported magnetic structure: the
emergence of an A-type antiferromagnetic (AF) phase below TN = 132± 1 K consisting of ferro-
magnetic (FM) layers, with in-plane magnetic easy axis along the crystallographic b-axis, coupled
antiferromagnetically along the c-axis (Figure 8.2A,B)[256]. The magnetic structure of CrSBr,
coupled with its easily cleavable layered vdW structure, high magnetic ordering temperature, and
strong coupling between magnetism and transport make this compound attractive to advance the
fields of magnetic semiconductors, 2D magnetism, and nanospintronics.
8.2 Synthesis and Chemical, Electrical, and Optical Characterization of Bulk CrSBr
We grew CrSBr single crystals as millimeter-scale shiny black flat needles using a modified
chemical vapor transport approach adapted from the original method reported by Beck[263]. S2Br2
and Cr metal were added together in a 7 : 13 molar ratio to a fused silica tube approximately 35 cm
in length, which was sealed under vacuum and placed in a three-zone tube furnace. The tube was
heated in a temperature gradient (1223 to 1123 K) for 120 hours. CrSBr grows as black, shiny flat
needles along with CrBr3 and Cr2S3 as side products. CrSBr crystals were cleaned first by washing
in warm pyridine, water, and acetone, and then by mechanical exfoliation to ensure no impurities
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Figure 8.1: Chemical and structural analysis of CrSBr. A) Scanning electron microscopy
(SEM) image of bulk CrSBr as grown after cleaning. B-D) Corresponding EDS chemical maps
for Cr (B), S (C), and Br (D). Extracted chemical percentages are given above the EDS maps.
E) Percentage mass of CrSBr crystals versus temperature in a N2 atmosphere as measured through
thermogravimetric analysis. The grey region denotes the temperature range over which the crystals
are stable. F) Raman signal intensity versus wave number for light polarized parallel to the b-axis
(blue curve) and a-axis (red curve). Inset: optical image of a bulk transport device with the light
polarization marked relative to the physical crystal axes. Three distinct Raman modes (P1, P2, and
P3) are denoted. P1 and P3 are only observed with a laser polarization aligned parallel to the b-axis,
which we use to confirm the orientation of the crystals before mounting them into the cryostat.
remained on the surface.
Single crystal x-ray diffraction (SCXRD) crystallography reveals the layered vdW structure of
CrSBr (Figure 8.2A,B and Table 8.1). Each layer is made of two buckled planes of CrS sandwiched
between Br sheets; the CrSBr layers stack along the c-axis through vdW interactions[256, 263,
264]. The space group is Pmmn (D2h), which consists of a rectangular structure as viewed along
the c-axis (7.96 Å), with a larger interplanar spacing of the b-axis (4.76 Å) than the a-axis (3.50 Å).
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T (K) 15 50 100 294
Formula CrSBr CrSBr CrSBr CrSBr
MW 163.87 163.87 163.97 163.97
Space Group Pmmn Pmmn Pmmn Pmmn
a (Å) 3.5126 3.5138 3.5043 3.5029
b (Å) 4.7457 4.7484 4.7379 4.7631
c (Å) 7.9171 7.9271 7.9069 7.963
α (◦) 90 90 90 90
β (◦) 90 90 90 90
γ (◦) 90 90 90 90
V (Å3) 131.98 132.26 131.28 132.86
Z 2 2 2 2
ρcalc (g cm-3) 4.126 4.117 4.148 4.099
l (Å) 0.3936 0.3936 0.71073 0.71073
2qmin, 2qmax 5.542, 51.848 2.846, 60.142 10.032, 58.958 9.974, 52.396
Nref 4347 744 1685 223
R(int), R(s) 0.0312, 0.0233 0.0446, 0.0341 0.0735, 0.0406 0.0624, 0.0837
µ (mm-1) 3.762 3.754 19.976 19.738
Data 661 744 219 142
Restraints 0 0 0 0
Parameters 14 14 13 13
R1 (obs) 0.0225 0.0411 0.0674 0.0779
wR2 (all) 0.0787 0.1741 0.1959 0.1861
S 1.334 1.249 1.486 1.101
Table 8.1: Selected crystallographic data from 300 K to 15 K
The chemical composition is confirmed by energy dispersive x-ray spectroscopy (EDS) (Figure
8.1A-D). The crystal symmetry remains unchanged between 15 and 300 K (Table 8.1) and the
crystal structure, magnetic and optoelectronic properties are stable under ambient conditions (see
Figure 8.1E for chemical stability). The needle shape of the crystals reflects the in-plane lattice
anisotropy, allowing the identification of crystal axes from the morphology and experimentally
observed anisotropic Raman peaks (Figure 8.1F). A consequence of the large interlayer spacing
and vdW stacking is the propensity of the crystals to cleave parallel to the ab-planes, providing
the ability to mechanically exfoliate CrSBr with Scotch tape and expose pristine surfaces (Figure
8.2C).
We performed electrical transport measurements on bulk CrSBr crystals (∼ 500 × 200 × 10µ
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Figure 8.2: Crystal structure and semiconducting behavior of CrSBr. A,B) Crystal structure
of CrSBr as viewed along the a-axis (A: top), b-axis (A: bottom), and c-axis (B). Cr, S, and Br
atoms are false colored to appear blue, yellow, and red, respectively. C) Optical images of a CrSBr
single crystal before (left) and after (right) mechanically cleaving with Scotch tape. The scale bars
are 100µm. Orientation of the crystal axes are given in the inset. D) STM image of bulk CrSBr
along the c-axis at T = 150 K. STM topographical images were obtained in constant current mode
(Vbias = 2 V, Itunneling = 2 pA). An FFT of the topography is given in the inset. Cuts of the
STM topography can be found in Figure H.1. E) dI
dV
versus bias, as measured by STS. The gap is
extracted by fitting a linear segment on both the left and right side of the STS, then taking the mid
points of the linear segments (represented by solid black lines) as the gap edges. The extracted
electronic bandgap is given in the inset. The grey boxes demarcate the error in determining the
gap edges. F) PL intensity versus excitation energy at T = 300 K. The position of the PL peak is
denoted by a black dashed line and given in the inset.
m3) as a function of temperature (T ) and magnetic field (B). The devices were fabricated by
cleaving the CrSBr crystals to obtain pristine surfaces (Figure 8.2C), mounting them into a non-
conducting DIP socket and making electrical contact with silver paint. Scanning tunneling mi-
croscopy (STM) imaging of the exposed surface shows the rectangular lattice with interatomic
distances consistent with SCXRD (Figure 8.2D). The contacts are arranged in a Hall bar geome-
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Figure 8.3: CrSBr electronic carrier density at 300 K. A) Raw Hall (Rxy = VxyI ) resistance
versus magnetic field. Inset shows an image of a transport device with the measurement schematic
overlaid. B) Symmetrized Hall resistance versus magnetic field Rxy−sym = Rxy(+B)+Rxy(−B)2 . C)
Anti-symmetrized Hall resistance versus magnetic field Rxy−asym =
Rxy(+B)−Rxy(−B)
2
. A linear fit
to the data is shown as a dashed red line. The extracted carrier density per sheet is given in the
inset.
try, allowing simultaneous measurement of the longitudinal (Rxx) and Hall (Rxy) resistances. The
crystals display an average sheet resistance (RS) of 240±60 kΩ at room temperature, where we use
the general definition RS = ρxxt = Rxx
W
L
(where W , L, and t are the channel width, length, and
thickness, respectively). The conductance versus temperature (Figure 8.4A) shows a semiconduct-
ing response, with conductance decreasing with decreasing temperature. This is consistent with
scanning tunneling spectroscopy (STS) measurements (Figure 8.2E) as well as photoluminescence
spectroscopy (Figure 8.2F), which identify an electronic gap ∆E = 1.5 ± 0.2 eV and a PL peak
centered at 1.25 ± 0.07 eV, respectively. The Fermi level is located close to the conduction band
edge (EC−EF ≤ 100 meV) as measured by STM (Figure 8.2E), indicating that the system is elec-
tron doped. The measured transport properties also support this claim. At high temperature, the
conductance versus temperature is well described by a thermally activated model, G ∝ e−
EC−EF
kBT ,
with EC − EF = 93 ± 14 meV (averaged over 4 devices) (Figure 8.4A and H.2), in excellent
agreement with STS measurements. The sign and magnitude of the room temperature sheet carrier
density (n2D ≈ 5× 1013 cm-2) as determined from the Hall effect confirm electron doping (Figure
8.3).
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Figure 8.4: Electrical transport and magnetic properties of CrSBr. A) Conductance (black
solid line) and the derivative of conductance (purple solid line) versus temperature at zero magnetic
field. The inset plots conductance on a log scale versus inverse temperature. An exponential fit to
the data is given by a red dashed line. The extracted transport gap is given in the inset. B) Magnetic
susceptibility versus temperature along the a-axis (solid red dots), b-axis (solid blue dots), and the
c-axis (solid green dots). Inset shows the magnetic ordering of the Cr spins in the AF state. The
easy axis (b-axis) is denoted. The data was collected with a magnetic field of 100 mT. In (A) and
(B), the AF and PM phases are denoted with grey and white regions, respectively.
8.3 Identification of the Néel Temperature and Magnetically Easy Axis
The plot of the conductance versus temperature (Figure 8.4A) displays a sudden change in the
slope at T = 148±6 K. We define the transition temperature as the midpoint through the change in
slope with the error defined as the width of the transition. The position of the kink in the conduc-
tance and the increase in the slope of conductance versus temperature below the kink are observed
in all measured samples. Figure 8.4B shows the corresponding temperature dependence of the
magnetic susceptibility (χ) of CrSBr along each crystallographic axis, as measured by supercon-
ducting quantum interference device (SQUID) magnetometry. The sharp cusp at T = 132 ± 1 K
identifies the Néel temperature (TN ), signaling that the system transitions to an AF phase below
this temperature[265]. TN is closely matched to the transition in conductance versus temperature,
indicating that the kink originates from the onset of the AF phase[259, 266, 267]. Above TN , χ
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Figure 8.5: Curie-Weiss fitting of the magnetic susceptibility. Inverse magnetic susceptibility
versus temperature along the a-axis (red dots), b-axis (blue dots), and c-axis (green dots). Linear
fits to the paramagnetic regime are given by solid black lines. Extracted Curie and Weiss constants
are given in the inset.
follows the Curie-Weiss law (χ = χ0 + CT−ΘCW ) (where χ0 is a temperature independent term
including core diamagnetism and the background signal from the sample mount, C is the Curie
constant, and ΘCW is the Weiss constant), demonstrating bulk paramagnetic (PM) behavior (Fig-
ure 8.5)[265]. The extracted Weiss constants are larger than TN and positive (ΘCW = 185, 164
and 184 K for the a-, b-, and c-axes, respectively), signifying strong local FM interactions in the
system (Figure 8.5). We note that in all devices, χ versus T manifests a small kink at T ≈ 30
K, the origin of which is unclear at present but will be the subject of future investigation. Along
the b-axis, the magnetic phase transition in the χ versus T plot is sharpest and the decrease of the
low-temperature χ is more prominent than along the a- or c-axes. Together, these observations in-
dicate that the crystallographic b-axis is the easy magnetic axis. The a- and c-axes are the magnetic
intermediate and hard axes, respectively[256].
8.4 Magnetotransport Signatures of CrSBr Magnetic Phases
Figure 8.6A-C presents the magnetoresistance ratio (defined as MRR = R(B)−R(B=0)
R(B=0)
× 100)
versus applied magnetic field along each crystallographic axis as a function of temperature. Above
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Figure 8.6: Magnetotransport properties of CrSBr. Magnetoresistance ratio (defined as
MRR(B) = R(B)−R(B=0)
R(B=0)
× 100) versus magnetic field at various temperatures with the field
oriented along the a-axis (A), b-axis (B), and c-axis (C). Both forward and backward magnetic
field scans at each temperature are presented. The curves are offset for clarity. The solid black
lines represent curves taken at temperatures near TN . The AF, FP, and PM phases are labeled, and
the phase boundary is denoted by dashed black lines. Schematics showing the orientation of the
spins in the AF and FP state are given above each plot.
TN , we observe a small but finite negative magnetoresistance versus B. This is characteristic be-
havior of a PM state, typically attributed to quenching of spin disorder upon applying an external
magnetic field[259, 268]. At T < TN , the negative magnetoresistance in magnetotransport is
strongly enhanced along all crystallographic axes. With increasing B, the nMR is followed by
a saturation of the magnetoresistance when the spins are completely aligned with B in the fully
polarized (FP) state[259, 267, 266]. The field at which the magnetoresistance begins to saturate is
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Figure 8.7: Hysteresis and H−T phase diagrams. A-C) MRR versus magnetic field at 10 K
with the field oriented along the a-axis (A), b-axis (B), and c-axis (C). Both forward (solid black
line) and backward (solid grey line) magnetic field scans are presented. D-F) Second derivative
of the magnetoresistance ratio versus magnetic field and temperature with the field oriented along
the a-axis (D), b-axis (E), and c-axis (F). The corresponding blue and red features are labeled
in (A-C). Only the forward field scans are presented in (D-F). In (D-F), a dashed black line is
plotted as a guide to the eye tracking the saturation field versus temperature. G-I) Hysteresis in
magnetoresistance, defined as H =
∫
|MRR(B←)−MRR(B→)|dB, versus temperature with the
magnetic field oriented along the a-axis (G), b-axis (H), and the c-axis (I). Magnetic phases as
identified by the SQUID measurements are overlaid.
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denoted as the saturation field (HS). This behavior can be explained by the fact that the AF phase
suppresses interlayer tunneling due to adjacent spins having opposite magnetization. In the FP
state all spins are aligned, restoring interlayer tunneling, leading to a decrease in the overall sam-
ple resistance[269, 270, 271]. The magnetoresistance curves develop hysteresis along every field
direction below TN which increases in magnitude as temperature decreases (Figure 8.7), consis-
tent with the formation of magnetic domains. Below ∼ 30 K, the magnetotransport shows strong
anisotropy with the emergence of a non-monotonic response along the a- and c-axes. At this tem-
perature the initially negative magnetoresistance changes sign and becomes positive with further
increasing B, until it saturates at HS to a constant value when the FP state is reached. Similar
low temperature non-monotonic behaviors observed in other systems[267] have been interpreted
to arise from rotating off-axis in-plane domains or secondary magnetic ordering[267, 268, 272].
To further our understanding of the magnetotransport, we measured the magnetization (M )
of CrSBr as a function of the applied magnetic field along each crystal axis via SQUID mag-
netometry (Figure 8.8A-C). Along the b-axis, M sharply transitions from zero to the saturation
magnetization, typical of a first order AF-FP spin flip transition (Figure 8.8B)[256, 265]. The M
versus B curves along the a- and c-axes (in-plane intermediate and out-of-plane hard magnetic
axes, respectively) exhibit a continuous increase of M from zero to the saturation magnetization,
indicating that the spins are progressively canting to align with B (Figure 8.8A,C). The sharpness
of the AF-FP transition along the b-axis confirms that it is the magnetic easy axis[256]. The satu-
ration magnetic fields determined from the magnetization curves correlate well with HS extracted
from the magnetoresistance data for each field direction. From the combined magnetotransport
and magnetization measurements, we conclude that the electrical properties of CrSBr are strongly
coupled to the magnetic order; the observed magnetotransport properties are a direct result of the
layered antiferromagnetic structure of CrSBr.
Figure 8.8D,E summarizes the magnetoelectronic properties of CrSBr extracted from magne-
totransport measurements. Figure 8.8D presents the temperature dependence of HS along each
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Figure 8.8: CrSBr saturation fields and MRRs versus temperature. A-C) Magnetization
versus magnetic field at various temperatures along the a-axis (A), b-axis (B), and c-axis (C). M is
normalized to the saturation magnetization at T = 50 K. Insets of (A-C) show the magnetic field
direction relative to the crystal structure. D) Saturation magnetic field versus temperature along the
a-axis (red region), b-axis (blue region), and c-axis (green region) as measured by extracting the
crossover point from the positive/negative magnetoresistance regime to the saturated regime. E)




temperature along the a-axis (red dots), b-axis (blue dots), and c-axis (green dots). Each curve is
offset from one other by 20% for clarity. All curves have an MRR = 0% at room temperature.
The magnetic fields at which the magnetoresistance ratio is calculated are B0 = 3, 2, and 4 T for
fields along the a-, b-, and c-axes, respectively. A clear kink in MRR versus temperature above
TN is demarcated along each axis. The open colored circles denote MRR curves versus B that
were not saturated at the chosenB0 value, indicating theMRRmay continue to decrease for larger
B.
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B and T and extracting contour lines near d
2
dB2
MRR(B) = 0 (Figure 8.7A-F). HS is largest along
the magnetically hard c-axis and smallest along the easy b-axis. At low T , HS decreases linearly
with increasing temperature and then asymptotically approaches zero as we come close to TN .
The zero-temperature HS values (HaS0 = 1.17 T, H
b
S0 = 0.58 T, H
c
S0 = 2.00 T) are consistent with
magnetization measurements (Figure 8.8A-C) and the corresponding TN (≈ 140 K) is consistent
with the zero-field conductivity measurements (Figure 8.4A).




100 (where B0 = 3, 2, and 4 T for the a-, b-, and c-axes, respectively) along each crystallographic
axis. Along all axes, the fixed-field MRR increases significantly below TN up to a maximum of
−29.3%, −39.2%, and −32.7% at a temperature of ∼ 30 K for the a-, b-, and c-axes, respectively.
Such giant intrinsic fixed-field MRR is nearly 10 times larger than typical magnetic metals[257,
258, 259, 260] and double that of many dilute magnetic semiconductors[261, 262]. Above TN ,
the fixed-field MRR is non-zero and negative, manifesting a local minimum between 150 and
170 K. This temperature range is consistent with the Weiss constants extracted from the magnetic
susceptibility data (ΘCW = 185, 164 and 184 K for the a-, b-, and c-axes, respectively) and signals
the emergence of a hidden magnetic phase above TN characterized by ferromagnetically ordered
layers, with no long range magnetic order between the layers[273].
8.5 Electrical and Magnetic Properties of Few-Layer CrSBr
Multiple theoretical reports suggest CrSBr can be easily isolated in few-layer sheets through
mechanical exfoliation and that the magnetic transition temperature increases in the 2D limit[240,
254, 255]. In this section, we focus on the layer dependence of the electronic and magnetic prop-
erties of CrSBr in the few-layer limit. Thin flakes of CrSBr are mechanically exfoliated onto 90
nm SiO2/Si+ substrates using the Scotch tape method[3](Figure 8.9A). To accurately identify the
thickness of few-layer CrSBr, we use optical contrast. After identifying a large series of CrSBr
flakes, we process the images to extract the contrast and develop a fit curve based on a histogram
of the observed contrasts (Figure 8.9B). The optical contrast on both 90 nm and 285 nm SiO2 is
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Figure 8.9: Identification of few-layer CrSBr flakes. A) Optical image of an exfoliated CrSBr
flake on 90 nm SiO2. The thickness ranges from 1−4 layers with the corresponding layer numbers
marked on the image. The orientation of the crystal axes are given in the inset. B) Red optical
contrast versus layer number for CrSBr exfoliated on 285 nm SiO2 (red dots) and on 90 nm SiO2
(blue dots). C) AFM topography of the flake in (A). D) Flake thickness versus layer number as
measured through AFM topography. A linear fit to the data is given by a solid green line with the
corresponding fit parameters given in the inset.
sufficiently large to easily distinguish the layer number up to 5 layers (Figure H.4 and H.5). The
thickness and cleanliness of the flakes are confirmed with atomic force microscopy (AFM) (Figure
8.9C, D). The measured thickness per sheet is found to be 0.79 nm per layer (Figure 8.9D), con-
sistent with the c-axis length measured in SCXRD (Table 8.1). The offset (1.12 nm) is most likely
due to the difference in AFM tip interaction between CrSBr and SiO2.
In Figure 8.10, we examine the electrical properties versus layer number for CrSBr flakes
ranging in thickness from 5 to 2 layers. The resistivity versus layer number is found to be ρ = 0.4±
0.2 Ω·cm and independent on layer number within error (Figure 8.10A). The room temperature
sheet carrier density, as measured through the Hall effect (Figure H.7), for thicker flakes (4/5
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Figure 8.10: Electrical properties of few-layer CrSBr flakes. A) Room temperature resistivity
versus layer number. The average sample resistivity is given in the inset. B) Room temperature
sheet carrier density measured through the Hall effect (black diamonds and solid red line) and
corresponding mobility (black circles and solid blue line) versus layer number.
layers) confirms the electron doped nature that was observed in bulk single crystals n2D−4/5L ≈
2 × 1014 cm-2. However, as we approach 2 layers, the density decreases down to n2D−2L ≈







∼ 7 × 1012 cm-2. Because the resistivity is independent of layer
number, the corresponding mobility increases in the bilayer samples.
In Figure 8.11, we examine the layer dependence of the semiconducting and magnetic proper-
ties of CrSBr. The conductance and derivative of conductance versus temperature at zero magnetic
field for a bilayer CrSBr flake is given in Figure 8.11A. The conductance shows a clear kink at
TN = 136 ± 4 K, which we assign as the Néel temperature. The position of the kink in conduc-
tance versus layer number is constant down to 3 layers of CrSBr (inset of Figure 8.11A), increasing
slightly in the bilayer sample (from 134 K to 136 K). The shape of the conductance versus temper-
ature curve deviates in form from the bulk. Near TN , the conductance increases (beyond the value
at room temperature), peaking at TN . This feature is observed in all few-layer samples, possibly
due to the enhanced magnetic fluctuations present in the 2D limit (Figure H.8). In Figure 8.11B,
we plot the room temperature photoluminescence and absorbance (AB) measurements versus en-
ergy for a bilayer CrSBr flake. We observe clear peaks in both spectra, appearing at energies of
1.29 ± 0.03 and 1.35 ± 0.02 eV for the PL and AB, respectively. The layer dependence of the
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Figure 8.11: Layer dependence of CrSBr Néel temperature and semiconducting properties.
A) Conductance (solid black line) and the derivative of conductance (solid blue line) versus tem-
perature for a bilayer CrSBr device. The AF and PM phases are denoted by grey and white regions,
respectively. An optical image of the device is given in the left inset. The CrSBr flake is outlined by
a dashed black line. The right inset shows the extracted Néel temperature versus layer number for
various flake thicknesses. B) Photoluminescence (solid orange line) and absorbance (solid green
line) versus energy for a bilayer CrSBr flake. The lower right inset shows an optical image of a bi-
layer CrSBr flake. The upper left inset plots the photoluminescence (orange dots) and absorbance
(green dots) peaks versus layer number.
PL and AB peak positions are given in the inset of Figure 8.11B (see Figure H.9 for raw data).
The PL peak is independent of layer number and the absorbance peak only increases slightly from
1.33± 0.01 to 1.35± 0.02 eV from 6 to 2 layers, suggesting the magnitude of the semiconducting
gap is the same as bulk CrSBr. These combined results suggest the semiconducting behavior of
CrSBr and the antiferromagnetic ordering persist down to the 2 layer limit.
In Figure 8.12, we examine the layer dependence of the saturation field versus temperature
and focus on the magnetotransport properties of bilayer CrSBr. In Figure 8.12A, we plot MRR
versus magnetic field at various temperatures for magnetic fields oriented along the c-axis. We
observe features consistent with previous bulk measurements. For T > TN , the curves show a
small fixed negative magnetoresistance, typically attributed to the quenching of spin disorder in
a paramagnet. For T < TN , as B increases we observe nMR up the the saturation field, HS .
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Figure 8.12: Magnetotransport of bilayer CrSBr and layer dependence of the saturation
field. A) Magnetoresistance ratio (defined as MRR(B) = R(B)−R(B=0)
R(B=0)
× 100 versus magnetic
field at various temperatures with the field oriented along the c-axis. Both forward and backward
magnetic field scans at each temperature are presented. The curves are offset for clarity. The solid
black line is the curve taken at a temperature near TN . The AF, FP, and PM phases are labeled,
and the phase boundary is denoted by a dashed black line. Schematics showing the orientation
of the spins in the AF and FP state are given in the inset. B) Saturation magnetic field versus
temperature along the c-axis for multiple CrSBr layer thicknesses as measured by extracting the
crossover point from the positive/negative magnetoresistance regime to the saturated regime. The
bulk phase diagram is given as a dashed black line for reference. C) MRR at a fixed magnetic
field MRR(B = B0) =
R(B=B0)−R(B=0)
R(B=0)
× 100 versus temperature along the c-axis. The magnetic
field at which the fixed-field MRR is calculated is B0 = 3 T. A clear kink in the fixed-field MRR
versus temperature above TN is demarcated. An optical image of the bilayer device is given in the
inset. The CrSBr flake is outlined by a dashed black line.
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Above the saturation field, when the spins are completely aligned with the external B, the MRR
saturates (see cartoon in Figure 8.12A). By tracking the crossover from nMR to saturated MRR,
we can extract HS versus temperature. In Figure 8.12B, we present the HS − T phase diagram for
thicknesses of CrSBr ranging from 5 to 2 layers. The phase diagram is unchanged from the bulk
for 5 and 4 layers of CrSBr. In the 3 and 2 layer samples, the zero-temperature saturation field,
HS0, is suppressed slightly (from ≈ 2 T to ≈ 1.5 T), but TN remains constant.




100, where B0 = 3 T) for the bilayer sample in Figure 8.12A. We observe similar features to the
bulk CrSBr. At low temperatures, the fixed-field MRR increases up to a maximum of ≈ −30% at
T = 10 K. As T increases, the fixed-field MRR decreases to 0 for T > 250 K. An interesting fea-
ture appears in a temperature range of TN < T < 200 K; the fixed-field MRR versus temperature
has a local minimum of ≈ −8% at a temperature of ≈ 150 − 160 K. This temperature is consis-
tent with the bulk value and corresponds to the temperature at which CrSBr exhibits intraplanar
ferromagnetism with interplanar paramagnetism[273].
8.6 Outlook and Future Directions
In summary, we demonstrate CrSBr to be a robust antiferromagnetic semiconductor with ex-
ceptionally strong coupling between magnetic and electronic properties manifested through the
observation of nMR up to ≈ 40%. STM and STS studies combined with PL measurements reveal
that CrSBr is a direct gap semiconductor with an electrical gap ∆E = 1.5 ± 0.2 eV and a PL
peak centered at 1.25 ± 0.07 eV. Magnetic measurements on single crystals show the emergence
of an AF phase consisting of FM layers coupled antiferromagnetically along the stacking direction
below TN = 132 ± 1 K with a magnetically easy axis parallel to the crystallographic b-axis. In
magnetotransport, we observe strong coupling between the magnetic order and the electrical prop-
erties through the observation of giant nMR below TN along all crystallographic axes. In the 2D
limit, the semiconducting and magnetic properties of CrSBr are nearly unchanged from the bulk
properties. For bilayer CrSBr, we observe a TN = 136 ± 4 K with corresponding PL and AB
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peaks of 1.29 ± 0.03 and 1.35 ± 0.02 eV, respectively. This is unusual, considering previously
reported 2D magnets exhibit suppressed magnetic ordering temperatures due to enhanced thermal
and quantum fluctuations in the 2D limit. The large electron doping in bulk CrSBr decreases in the
bilayer limit, within the range of electrostatic gating, indicating the electronic and magnetic prop-
erties of mono/bi layer CrSBr flakes may be gate-tunable. In addition to the stable magnetic and
semiconducting properties, the 2D flakes are air-stable down to bilayer, a property unique among
the family of available 2D magnets. The robust magnetotransport properties of CrSBr in the 2D
limit, in combination with the ability to isolate air-stable 2D sheets, establish its unique potential
for advancing the fields of 2D magnetism and nanospintronics.
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AFM atomic force microscopy






CNP charge neutrality point
DC direct current
DIP dual in-line package
DOS density of states
EDS energy dispersive x-ray spectroscopy
FFT fast fourier transform
FIB focused ion beam
FP fully polarized
FQHE fractional quantum Hall effect
FS filter stage
hBN hexagonal-BN
HRTEM high-resolution transmission electron microscopy
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IQHE integer quantum Hall effect
KPFM kelvin probe force microscopy
LD low-dimensional














QHE quantum Hall effect
qubits quantum bits
RAR retro Andreev reflection
RIE reactive ion etching
SAR specular Andreev reflection
SC superconductor/superconductivity
SCXRD single crystal x-ray diffraction
SEM scanning electron microscopy
SIM selected ion monitoring
SIT superconductor-insulator transition
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SQUID superconducting quantum interference device
STM scanning tunneling microscopy
STS scanning tunneling spectroscopy
TA-MS thermal annealing-mass spectrometry
TDGL time-dependent Ginzburg-Landau
TEM transmission electron microscopy
TMD transition metal dichalcogenide
XPS (µ-XPS) (micro) x-ray photoemission spectroscopy
2D two-dimensional/two dimensions













E, ∆ energy scale
F force
f frequency
B, H magnetic field
Φ0 magnetic flux quantum
l mean free path




c speed of light





U vortex binding energy
Table A.2: Commonly used variables
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Appendix B: Additional Data for Chapter 2
Figure B.1: Schematics of various contact methods. A) Schematic of prepatterned contacts to a
2D flake. Metallic electrodes are deposited onto a SiO2 substrate after which the desired 2D flake is
transferred onto the electrodes. B) Schematic of edge contacts to a 2D flake. The 2D flake is fully
encapsulated in hBN, then the edge is exposed through an etch process. Metallic contacts are then
deposited on the edges of the heterostructure. C) Schematic of intermediate graphite contacts to
2D flakes. The fabrication process is identical to (B), with the exception that the metallic electrodes
are deposited onto the graphite edge instead of the 2D flake. Color code for all digrams; 2D flake,
blue; hBN, red; metallic electrodes, yellow; SiO2. green; Si+, black.
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Figure C.1: Effect of filters on NbSe2 B − T phase diagram with perpendicular magnetic
field. A, B) Phase diagrams of resistance versus temperature and perpendicular magnetic field
with (A) and without (B) low-pass filters. Solid black dots and lines are contours for 0.95 ·RN and
0.03 · RN . Normal, superconducting, and intermediate thermally activated phases are denoted by
red, blue, and green regions respectively. The superconducting region was defined as the region
in which the measurable resistance was below the experimental noise floor. The purple region in
(B) denotes the region in which we observe the metallic-like state characterized by a saturation of
resistance at low temperatures. The solid black dots and lines separating the thermally activated
and metallic-like phase in (B) were determined by extracting the crossover temperature from a
thermally activated behavior to a saturated resistance versus temperature.
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Figure C.2: Effect of filters on NbSe2 B − T phase diagram with parallel magnetic field.
A, B) Phase diagrams of resistance versus temperature and parallel magnetic field with (A) and
without (B) low-pass filters. Solid black dots and lines are contours for 0.9 · RN and 0.015 · RN .
Normal, superconducting, and intermediate thermally activated phases are denoted by red, blue,
and green regions respectively. The superconducting region was defined as the region in which the
measurable resistance was below the experimental noise floor.
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Figure D.1: Summary of NbSe2 thermodynamic SC properties. A) Plot of HC2 versus TC2.
B) Plot of HC1 versus TC2. C) Plot of TC1 versus TC2. D) Plot of HC1 versus HC2. HC1 and
TC1 are defined as the magnetic field and temperature at which the sample resistance is 0.01 ·RN .
HC2 and TC2 are defined as the magnetic field and temperature at which the sample resistance is
0.9·RN . In A-D, samples measured without low-pass filters and half hBN encapsulation are shown
by black markers, samples measured with low-pass filters and full hBN encapsulation are shown
by blue markers, and red markers denote samples measured with low-pass filters and half hBN
encapsulation.
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Figure D.2: TDGL simulations of vortex flow with no pinning. A-H) Frames from simulated
vortex dynamics videos at a finite magnetic field and DC current with no pinning using TDGL.
Each frame is taken at a different time stamp (in arbitrary units) denoted above each plot. The
color denotes the values of the SC gap where blue is ∆ = 0 and red is ∆ = ∆0, where ∆0 is the
intrinsic SC gap of NbSe2. The dashed black circle follows the position of a single vortex between
frames.
176
Appendix D. Additional Data for Chapter 4
Figure D.3: TDGL simulations of vortex flow with pinning. A-H) Frames from simulated
vortex dynamics videos at a finite magnetic field and DC current with pinning using TDGL. Each
frame is taken at a different time stamp (in arbitrary units) denoted above each plot. The pinning
centers are shown as yellow squares. The color denotes the values of the SC gap where blue is
∆ = 0 and red is ∆ = ∆0, where ∆0 is the intrinsic SC gap of NbSe2. The dashed black circles
follow the position of vortices between frames. Black arrows denote when a vortex gets pinned or
depinned from a pinning site.
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Figure D.4: Hysteresis of discontinuous resistance jumps. 2D colormaps of DC resistance,
RDC = VDC/IDC , on a log-scale versus magnetic field and DC current. The right panel shows
the full measurement map. Current is swept from positive to negative currents at all fields. The
data around zero current is removed due to division-by-zero artifacts. The solid black lines define
0.01·RN and 0.99·RN . The left and center panels are zoom-ins on the high-current, low-magnetic-
field region.
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Figure E.1: Optical images of hBN crystals. Optical image of intentionally carbon-defected
hBN crystals (A) and ultra-clean hBN crystals (B).
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Figure E.2: NIS tunnel junction spectra versus carbon-defected hBN thickness. A-C) Differ-
ential conductance versus junction bias normalized to the normal-state conductance for T < TC
(solid black line) and T > TC (solid red line) for 2 (A), 1 (B), and 0 (C) layers of carbon-defected
hBN tunnel barriers. Schematics of the corresponding barrier geometry are given in the lower left
insets.
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Figure E.3: Second measurement of the superconducting gap of monolayer NbSe2. A-C)
Tunnel conductance normalized to the normal-state conductance versus bias and inverse tempera-
ture (A), perpendicular magnetic field (B), and parallel magnetic field (C) for the device in Figure
5.11A.
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Figure E.4: Experimental and theoretical zero-bias tunnel conductance versus temperature.
A) Zero-bias tunnel conductance normalized by the normal-state conductance versus normalized
temperature for various barrier strengths Z. Different marker types denote data from different de-
vices. The dashed red line plots the expected normalized zero-bias differential conductance versus
temperature for a non-superconducting NIS (NIN) junction. B) Calculated differential junction
conductance (Y ) normalized to the normal-state conductance versus temperature for various bar-
rier strengths Z. The plot is taken directly from reference [147]. The curve labeled AVZ-dirty is
for a microconstriction in the dirty limit[274].
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Figure F.1: Fitting critical current vs. temperature and magnetic field. A) Extracted IHighC
(black diamonds) and ILowC (black circles) vs. temperature for the device in Figure 6.4D. B) Ex-
tracted IHighC (black diamonds) and I
Low
C (black circles) vs. magnetic field perpendicular to the
cluster planes for the device in Figure 6.4D. The best fits (solid red and blue lines) and correspond-
ing fitting equations are shown with extracted fit parameters given in the inset[207].
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Figure F.2: Dependence of Re6Se8Cl2 thickness on the superconducting transition. A,B) Per-
centage change in resistance across the upper (A) and lower (B) superconducting transitions vs.
Re6Se8Cl2 flake thickness.
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Figure F.3: Superconducting properties of bulk single crystal annealed Re6Se8Cl2. A,B) Re-
sistance vs. temperature at various magnetic fields for two current-annealed bulk Re6Se8Cl2 de-
vices. Resistance is normalized to the 9 K (A) and 3 K (B) values. C,D) Resistance vs. temperature
for bulk Re6Se8Cl2 thermally annealed at 900◦C (C) and 1000◦C (D). Resistance is normalized to
the 4 K (C) and 10 K (D) values.
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Figure F.4: EDS vs. thermal annealing temperature on microcrystalline and single crystal
Re6Se8Cl2. A,B) Se (left) and Cl (right) composition measured in EDS vs. annealing temperature
for Re6Se8Cl2 single crystals (A) and microcrystalline Re6Se8Cl2 powders (B).
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Figure G.1: NbN/g junction conductance maps across TC. A-C) 2D color maps of differential
NbN/g junction conductance versus DC bias and gate voltage at 10 K (A), 12.4 K (B), and 13.3 K
(C). Each 2D color map is normalized by the 2D map taken at 15 K. The conductance enhancement
at finite bias (specular Andreev reflections) becomes more prominent as temperature is lowered
below the TC of NbN[48, 49].
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Figure G.2: Specular Andreev reflection at zero bias. A) Cartoon of Andreev reflection pro-
cesses at zero magnetic field. The graphene band structure is shown by the solid black lines. The
two points in red correspond to intraband (retro) Andreev reflection processes, while the two points
in green correspond to interband (specular) Andreev reflection processes. B) Cartoon of Andreev
reflection processes at a finite parallel magnetic field. The dispersion for up-spin (solid black lines)
and down-spin (dotted black lines) have the CNP’s well separated energetically. Interband Andreev
processes can occur at zero applied bias[50]. In both plots, dashed black lines denote the chemical
potential and zero-field CNP.
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Figure G.3: Calculation of SC/2DEG interface parameters. A) Calculated hole probability Bn
versus scattering parameter w assuming s = 1. B) Scattering parameter w versus magnetic field.
All calculations were done using equations derived in reference [230].
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Figure H.1: Atomic structure of CrSBr. A) STM topography of bulk CrSBr as viewed along
the c-axis. The crystal structure is overlaid to emphasize the lattice structure. B) Line cuts of (A)
along the blue (B:top) and red (B:bottom) lines shown in (A). The extracted lattice parameters are
given in the insets of B:top and B:bottom.
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Figure H.2: Repeatability of zero-field transport behavior. A-C: Left) Conductance (left axis)
and the derivative of conductance (right axis) versus temperature for 3 additional devices. The AF
and PM phases are denoted with grey and white regions, respectively. Extracted Néel temperatures
are 147± 7 K, 148± 8 K, 133± 5 K for (A), (B), and (C) respectively. A-C: Right) Conductance
on a log scale versus inverse temperature. Linear fits to a thermal activation model are given by
red dashed lines. The extracted transport gaps are given in the inset.
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Figure H.3: Work function of bulk exfoliated CrSBr. A) AFM topography of a bulk CrSBr flake
exfoliated onto SiO2. B) Corresponding surface potential map measured via kelvin probe force
microscopy (KPFM). Inset shows extracted work functions of SiO2 and CrSBr. The extracted
work functions were averaged for multiple samples. The error bars denote statistical error. All
CrSBr samples were properly grounded to the substrate with gold contacts while acquiring surface
potential maps.
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Figure H.4: Histogram of CrSBr optical contrast on 285 nm SiO2. A-E) Processed and false-
colored optical images of 1 through 7 layers of CrSBr exfoliated onto 285 nm SiO2. The colorbar
below the images denotes the corresponding layer number. F) Histogram of CrSBr contrasts for
all cataloged flakes. The solid black line is a 6 peak Gaussian fit to the data.
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Figure H.5: Histogram of CrSBr optical contrast on 90 nm SiO2. A-C) Processed and false-
colored optical images of 1 through 6 layers of CrSBr exfoliated onto 90 nm SiO2. The colorbar
below the images denotes the corresponding layer number. D) Histogram of CrSBr contrasts for
all cataloged flakes. The solid black line is a 5 peak Gaussian fit to the data.
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Figure H.6: Layer dependence of CrSBr Raman spectroscopy. A,B) Raman intensity versus
wavenumber for a 7 layer CrSBr flake with incident light polarized parallel to the b-axis (A) and
the a-axis (B). C-E) extracted peak positions versus CrSBr thickness for P1 (C), P2 (D), and P3
(E). The peaks are denoted in (A) and (B).
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versus magnetic field for 5 (A), 4 (B), 3 (C), and 2 (D) layers
of CrSBr. Linear fits to the data are given by solid red lines. Extracted electronic carrier densities
per sheet are given in the insets.
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Figure H.8: Layer dependence of zero-field CrSBr conductance versus temperature. A) Con-
ductance versus temperature for 2 (solid orange line), 3 (solid purple line), 4 (solid blue line), and
5 (solid green line) layers of CrSBr. The bulk data from Figure 8.4A is given as the solid black line
for reference. B) Derivative of conductance versus temperature for 2 (solid orange line), 3 (solid
purple line), 4 (solid blue line), and 5 (solid green line) layers of CrSBr. The bulk data from Figure
8.4A is given as the solid black line for reference. Each curve is offset from one another by 0.5 for
clarity.
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Figure H.9: Layer dependence of photoluminescence and absorbance. A) Photoluminescence
intensity versus excitation energy for 2-6 layers of CrSBr. Each curve is offset by 0.5 for clarity.
B) Absorbance intensity versus excitation energy for 2-6 layers of CrSBr. Each curve is offset by
0.1 for clarity.
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