We present a refinement of Rieffel Deformation of C * -algebras. We start from Rieffel data (A, Ψ, ρ), where A is a C * -algebra, ρ is an action of abelian group Γ on A and Ψ is a 2-cocycle on the dual group. Using Landstad theory of crossed product we get a deformed C * -algebra A Ψ . In case of Γ = R n we obtain a very simple proof of invariance of K-groups under the deformation. In any case we get a simple proof that nuclearity is preserved under the deformation. We show how Rieffel deformation leads to quantum groups and investigate the duality. The general theory is illustrated by an example of deformation of SL(2, C). The description of it, in terms of noncommutative coordinatesα,β,γ,δ is given.
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Introduction
In the book [8] Rieffel has shown that an action of R d on a C * -algebra A and a skew symmetric operator J : R d → R d leads to the deformed C * -algebra A J . He used this framework to quantize algebra of functions on a Lie group G with an abelian Lie subgroup H (see [9] ). Moreover he constructed comultiplication, coinverse and counit so the quantized algebra of function on the group G is a locally compact quantum group.
L. Vainerman investigated this problem from a dual point of view. He started with a locally compact group G and an abelian subgroup H ⊂ G equipped with a dual 2-cocycle. Using this data he twisted the comultiplication on C * r (G) and obtained a new quantum group. He also wrote the formula for multiplicative unitary implementing the new comultiplication.
In this paper we generalize and simplify Rieffel's deformation to any abelian, locally compact group Γ acting on a C * -algebra A. The role of skew symmetric operator J is played by a dual 2-cocycle Ψ. In case of Γ = R n we obtain a very simple proof of invariance of K-groups under the deformation. In any case we get a simple proof that nuclearity is preserved under the deformation. We also show that Vainerman's and Rieffel's approach applied to groups gives the dual, locally compact quantum groups and we give a nice formula for a Haar measure.
At the end of the paper we use our scheme to deform algebra of functions on SL(2, C). The subgroup Γ consists of diagonal matrices. We will show that in that case the deformed algebra is generated in the sense of Woronowicz by four unbounded elementsα,β,γ,δ satisfying the following commutation relations:
αβ =βα αγ =γα βδ =δβ γδ =δγ βγ =γβ αδ = 1 +βγ αα * =α * α αβ * = tβ * αββ * =β * β αγ * = t −1γ * αβγ * =γ * βγγ * =γ * γ αδ * =δ * αβδ * = t −1δ * βγδ * = tδ * γδδ * =δ * δ where t is a real, positive parameter. Moreover, we show that comultiplication ∆ Ψ acts on generators in the standard way:
Let us fix some notation. Let B be a Banach space and X ⊂ B. By X cls we denote closed linear span of X. For a pair T 1 , T 2 of operators acting on B we define the sum T 1 + T 2 . It is an operator with a domain D(T 1 + T 2 ) = D(T 1 ) ∩ D(T 2 ) such that (T 1 + T 2 )x = T 1 x + T 2 x for all x ∈ D(T 1 + T 2 ). If T 1 + T 2 is a closeable operator then its closure will be denoted by T 1 ∔ T 2 . Let H be a Hilbert space and R, S be a pair of strongly commuting, normal operators acting on H. It is a well known fact that a sum R + S is closeable and the closure is normal. We shall use the leg numbering notation. For an operator V acting on H ⊗ H we introduce operators V 12 , V 13 , V 23 acting on H ⊗ H ⊗ H by the formula
where I is the unit and Σ is a flip operator:
Σ(x ⊗ y) = y ⊗ x.
2. C * -algebras and locally compact quantum groups.
In this section we introduce basic concepts of the theory of non-unital C *algebras. Moreover we will give the main definitions and results concerning locally compact quantum groups given by a multiplicative unitary.
Let A be a C * -algebra. A bounded map T ∈ B(A) is called adjointable iff there exists S ∈ B(A) s.t. a * T b = (Sa) * b for all a, b ∈ A. If such an S exists then it is unique therefore we denote it by T * . The set of adjointable maps is a unital C * -algebra denoted by M(A) and called multiplier algebra.
For a, b ∈ A we set L a b = ab. Then L a is a bounded map on A: L a ∈ B(A). It can be checked that L a ∈ M(A) and L : A → M(A) is injective. Moreover L(A) is an ideal in M(A).
Let X be a locally compact Hausdorff space and A = C ∞ (X). Then M(A) can be identified with the algebra of bounded, continuous functions on X: C b (X). The analog of continuous functions in the theory of C * -algebras is given by the concept of affiliated elements [10] : Definition 2.1. Let A be a C * -algebra and T be a linear map acting on A, defined on the linear dense subset D(T ) ⊂ A. We say that T is affiliated with A and write T η A if and only if there exists z ∈ M(A) such that z ≤ 1 and
x ∈ D(T ) and y = T x, ⇔ There exists a ∈ A such that x = (1 − z * z) 1 2 a and y = za.
It is clear that z determines T . It can be proven that T determines z therefore we denote it z T . The set A η of elements affiliated with a C * -algebra A is equipped with a star operation defined by: z T * = z * T . Using it we can give an explicite formula for z T : z T = T (1 + T * T ) −1 . Now we introduce the concept of morphism of C * -algebras A and B. Let π : A → M(B) be a homomorphism of C * -algebras. We say that π is a morphism if and only if π(A)B · = B. The set of morphism is denoted by Mor(A; B).
It can be shown that there exists natural extension of π ∈ Mor(A; B) to a map π : M(A) → M (B). It enable us to compose morphisms π ∈ Mor(A; B) and ρ ∈ Mor(B; C): ρ • π ∈ M(A; C). Furthermore, the formula: z π(T ) = π(z T ) defines an extension of π to a map from A η to B η .
Example 2.2. Let I ⊂ A be an ideal in A. For a ∈ A and i ∈ I we set α(a)i = ai ∈ I.
It defines a map α : A → M(I). One can check that α ∈ Mor(A; I).
The next useful concept in the C * -algebra theory is a C * -algebra generated by unbounded elements. It was introduced by S.L. Woronowicz in [10] . Definition 2.3. Let A be a C * -algebra and T 1 , T 2 , . . . , T N be elements affiliated with A. We say that A is generated by T 1 , T 2 , . . . , T N if for any Hilbert space H, any C * -algebra B acting on H in non-degenerate way and any π ∈ Rep(A; H) we have π(T i ) η B for any
The condition of Definition 2.3 is usually difficult to check. The below theorem (Theorem 3.3 of [10] ) gives sufficient conditions for a C * -algebra to be generated by affiliated elements T 1 , T 2 , . . . , T N .
There exists elements r 1 , r 2 . . . , r k such that the product r 1 r 2 . . . r k ∈ A. Then A is generated by T 1 , T 2 , . . . , T N . 
The main theorem relating multiplicative unitaries with quantum groups is the following one (Theorem 1.5, [12] ): 
1.
A andÂ are separable C * -algebras acting on H in a non-degenerate way.
There exists a unique closed operator κ acting on the Banach space
for any ω ∈ B(H) * . The domain D(κ) is a subalgebra of A and κ is antimultiplicative: for any a, b ∈ D(κ), κ(ab) = κ(b)κ(a). The image κ(D(κ)) coincides with D(κ) * and κ(κ(a) * ) * = a for any a ∈ D(κ).
The operator κ admits the following polar decomposition:
is the analytic generator of a one parameter group (τ t ) t∈R of automorphisms of the C * -algebra A and R is an involutive antiautomorphism commuting with automorphisms τ t for all t ∈ R. In particular D(κ) = D(τ i 2 ). R and τ t are uniquely determined. 5. LetW and Q be operators entering Definition 2.6. Then for any t ∈ R and a ∈ A we have:
Moreover using the exponent notation for R we have
Let W be a manageable multiplicative unitary, A,Â be C * -algebras associated to W in the way described above. C * -algebra A has a structure of a quantum group (there exists comultiplication ∆ ∈ Mor(A; A ⊗ A)). So does the algebraÂ. To see it one considers an operatorŴ = ΣW * Σ. It might be checked that it is manageable multiplicative unitary. Using Theorem 2.7 we see that there exists comultiplication∆ ∈ Mor(Â;Â ⊗Â). Explicite formulas for ∆ and∆ are given below:
We shall use one more property of multiplicative unitary ( 
3. Deformation of C * -algebras by abelian group with a dual 2-cocycle.
3.1. Crossed product with an abelian group. At the beginning we recall the notion of Γ-product. Detailed treatment of the subject can be found in [6] . Unitary representation λ : Γ → M(B) gives rise to a morphism of C * -algebras λ ∈ Mor C * (Γ); B . Identifying C * (Γ) with C ∞ (Γ) we get the morphism λ ∈ Mor C ∞ (Γ); B .
Let τγ ∈ Aut C ∞ (Γ) denote the shift automorphism:
Morphism λ intertwinesρ and τ :
It is enough to check (3) on characters
Hence
On the other hand λ(u γ ) = λ γ and ργ λ(u γ ) =ργ(λ γ ) = γ,γ λ(u γ ).
Combining (4) and (5) we get (3).
The following lemma seems to be known but we could not find any reference:
Proof. Kernel of morphism λ is an ideal in C ∞ (Γ) hence it is contained in a maximal one. Therefore there existsγ 0 such that f (γ 0 ) = 0 for all f ∈ kerλ. Equation (3) implies that kerλ is τ invariant. Hence f (γ 0 +γ) = 0 for allγ. This shows that f = 0 and kerλ = 0.
In what follows we will in the most cases treat algebra C * (Γ) as a subalgebra of M(B) and we will not use morphism λ. Definition 3.3. Let (B, λ,ρ) be a Γ-product and x ∈ M(B) be an element of multipliers algebra. We say that x satisfies Landstad's conditions if:
In concrete computations it is convenient to smear unitary elements
In the original definition of A given by Landstad the third condition was of the form:
We will show that our conditions, which seems to be weaker than the one given by Landstad are equivalent. The reasoning is taken from the paper [7] .
Assume that x ∈ M(B) satisfies Landstad conditions (6) . Choose ε ≥ 0. By the second Landstad condition we can find a neighborhood O of neutral element e ∈ Γ such that
Taking a smaller neighborhood if necessary we can also assume that:
The below calculation is selfexplanatory
. Hence we can approximate λ f x by elements of the form λ f xλ χO ∈ B. This shows that λ f x ∈ B. Symmetric argument proves that xλ f ∈ B.
The set of elements satisfying Landstad condition is a C * -algebra. We shall call it Landstad algebra and denote it by A. It follows from the Definition 3.3, that if a ∈ A then λ γ aλ * γ ∈ A and the map Γ ∈ γ → λ γ aλ * γ ∈ A is norm continuous. Hence we get the action ρ of Γ on A.
It can be shown that the embedding of A into M(B) is a morphism of C *algebras. Hence multipliers algebra M(A) is a C * -subalgebra of M(B). Let x ∈ M(B). Then x ∈ M(A) iff it satisfies the following two conditions. (i)ργ(x) = x for allγ ∈Γ;
(ii) For all a ∈ A, the map γ → λ γ xλ * γ a is norm continuous.
Notice that the first and the second condition of (6) implies conditions (8) .
Examples of Γ-products can be obtained by crossed-product construction. Let A be a C * -algebra with an action ρ of Γ on A. There exist the standard action ρ of groupΓ on A ⋊ ρ Γ and a unitary representation λ γ such that the triple
It turns out that all Γ-products (B, λ,ρ) are crossed-product of Landstad algebra A by the action ρ implemented by λ . More precisely:
This system is unique and consist of the elements in M(B) that satisfy Landstad's condition while ρ γ (a) = λ γ aλ * γ . Remark 3.5. The proof of the above theorem can be found in [6] . The main problem is to show that the Landstad algebra is big enough. The solution to it is given by the averaging the actionρ over the dual group. More precisely, we say that an element x ∈ M(B) + isρ-integrable if there exists y ∈ M(B) + such that ω(y) = ω(ργ(x))dγ for all ω ∈ M(B) * . We denote y by E(x). If x ∈ M(B) is not positive then we say that it isρ-integrable if it can be written as a linear combination of positivê ρ-integrable elements. The set ofρ-integrable elements will be denoted by D(E). The averaging map extends by linearity to a map
It can be shown that for a large class of x ∈ D(E), E(x) is an element of Landstad algebra. This is the case for
is continuous with the following estimate of norms
where · 2 is the L 2 -norm. Furthermore
We shall prove formula (11) . Let a ∈ A and f 1 , f 2 , f 3 , f 4 be continuous, compactly supported functions on Γ. Consider an element x = λ f1 λ f2 aλ f3 λ f4 . Clearly
We compute:
Using properties of Fourier Transform we obtain :
If f 1 , f 2 , f 3 approximate the Dirac delta function and f 4 (0) = 1 then the above calculation shows that E(λ f1 λ f2 aλ f3 λ f4 ) approximate a in norm. This proves formula (11) and ends our Remark.
The following simple Lemma will be useful: Proof. The proof is similar to the proof of formula (11) . Let f 1 , f 2 , f 3 , f 4 are compactly supported, continuous functions on Γ. According to formula (11), the below set
is a linearly dense subset of A. Simple calculation shows that
is a norm continuous, compactly supported function, hence
This shows that V cls = A.
Proposition 3.7. Let (B, λ,ρ) and (B ′ , λ ′ ,ρ ′ ) be Γ-products and A, A ′ be Landstad algebras for B and B ′ respectively. Assume that π ∈ Mor(B, B ′ ) is a morphism of C * -algebras such that:
Proof. At first we show that π(A) ⊂ M(A ′ ). Let a ∈ A. Then ρ ′γ (π(a)) = π(ργ (a)) = π(a).
Hence π(a) isρ ′ invariant. Moreover the map
is norm continuous. This shows that π(a) satisfies the first and the second Landstad's condition (6) which guaranties that π(a) ∈ M(A ′ ). Now we show that the set π(A)A ′ is dense in A ′ . We know that π(B)B ′ is linearly dense in B ′ . Using this fact in the last equality below, we get
. This shows that π(A)A ′ satisfies assumptions of Lemma 3.6 and gives the density of π(A)A ′ in A ′ . It means that π| A ∈ Mor(A, A ′ ).
Assume now that π(B) ⊂ B ′ . Let a ∈ A satisfies Landstad conditions (6) . Then as was shown in the beginning of the proof, π(a) satisfies the first and the second Landstad condition (6) . Moreover f π(a)g = π(f ag) ∈ B ′ for all f, g ∈ C ∞ (Γ). Hence it satisfies the third Landstad condition and π(a) ∈ A ′ .
If π(B) = B ′ then the equality
and property (11) shows that π(A) = A ′ . To prove (12) 
Then
Let Γ ′ be an abelian locally compact group and φ : Γ → Γ ′ be a homomorphism.
is a group homomorphism called dual homomorphism. We can formulate a version of Proposition 3.7 with two different groups.
Let π ∈ Mor(B, B ′ ) be a morphism of C * -algebras satisfying assumptions of Proposition 3.7. Assume that π(B) = B ′ . We have an exact sequence of C *algebras:
Notice, that C * -algebra kerπ has the canonical Γ-product structure. In fact, let α ∈ Mor(B; kerπ) be a morphism described in Example 2.2 For all γ ∈ Γ we set
is a strictly continuous representation of a group Γ on kerπ. This gives us the first ingredient of Γ-product structure. Notice that a C * -algebra kerπ is invariant under the actionρ. Its restriction to kerπ will be denoted byρ. It defines the second ingredient of Γ-product structure, namely an action of the dual groupΓ on kerπ. Moreover, we havẽ
Henceργ λ γ = γ, γ λ γ which shows that a triple kerπ,ρ,λ is Γ-product. Let I, A, A ′ be Landstad algebras for the following Γ-products: kerπ,λ,ρ , (B, λ,ρ), (B ′ , λ ′ ,ρ ′ ). Our objective is to show that exact sequence (13) induces an exact sequence of Landstad algebras:
Letπ ∈ Mor(A; A ′ ) denote a morphism of Landstad algebras induced by π. We assumed that π is surjective, hence Proposition 3.7 shows that π(A) = A ′ and we have an exact sequence of C * -algebras:
It is easy to check that the morphism α ∈ Mor(B; kerπ) satisfies assumptions of Proposition 3.7, hence α(A) ⊂ M(I). If we show that α restricted to kerπ identifies it with Landstad algebra I then the existence of the exact sequence (14) will be proven.
There are two conditions to be checked :
It shows that α(a) satisfies the third Landstad condition for Γ-product kerπ,ρ,λ . As in Proposition 3.7 we check that α(a) satisfies also the first and the second one. Hence α(kerπ) ⊂ I. Furthermore, E(f 1 bf 2 ) ∈ kerπ for all b ∈ ker π, and we have
In the last equality we used a fact that π(b) = b for all b ∈ ker π. Using (11) we obtain α(kerπ) = I. Ad(ii) Assume that α(a) = 0 for some a ∈ kerπ. Using the fact that, α restricted to kerπ is identity we get af = α(af ) = α(a)α(f ) = 0 for all C ∞ (Γ). This implies that a = 0. We summarize above considerations by Proposition 3.9. Let (B, λ,ρ), (B ′ , λ ′ ,ρ ′ ) be Γ-products with Landstad algebras A, A ′ respectively, π ∈ Mor(B, B ′ ) be a surjective morphism intertwiningρ and ρ ′ such that π(λ γ ) = λ ′ γ . Let (kerπ,λ,ρ) be the Γ-product considered above and I ⊂ M(kerπ) be its Landstad algebra. Then I can be embedded into A and we have Γ-equivariant exact sequence
Forγ,γ 1 we set Ψγ(γ 1 ) = Ψ(γ 1 ,γ). It defines a family of function Ψγ :Γ → T 1 . Using the embedding λ ∈ Mor(C ∞ (Γ); B) we get a family of unitary operators Uγ = λ(Ψγ) ∈ M(B). The cocycle condition translates into the following equation satisfied by Uγ:
). This shows thatρ Ψ is an action ofΓ on B.
Applyingρ Ψ to λ γ we get:
The last equality follows from commutativity of Γ. This shows that (B, λ γ ,ρ Ψ ) is a Γ-product.
Using the above Theorem we can describe deformation procedure. The data needed to construct deformation of a C * -algebra is a triple (A, ρ, Ψ) consisting of a C * -algebra A, an action ρ of a locally compact abelian group Γ and a 2-cocycle Ψ onΓ. The resulting C * -algebra will be denoted A Ψ . Such a triple is called deformation data. The procedure is carried out in three steps :
(1) Construct the crossed product B = A ⋊ ρ Γ. Let (B, λ,ρ) be the standard Γ-product structure of the crossed product. (2) Introduce a twisted Γ-product B, λ,ρ Ψ as was described in Theorem 3.10
(3) Let A Ψ be the Landstad algebra of the Γ-product B, λ,ρ Ψ .
Note that A Ψ still carries an action ρ Ψ of Γ given by
In this case it is not the formula defining the action itself, but its domain of definition that changes under deformation. The triple (A Ψ , Γ, ρ Ψ ) will be called twisted dynamical system. Using Theorem 3.4 we immediately get Proposition 3.11. Let (A, ρ, Ψ) be a deformation data, (A Ψ , Γ, ρ Ψ ) be the twisted dynamical system considered above. Then
Let f :Γ → T be a continuous function. For allγ 1 ,γ 2 ∈Γ we set
The map
satisfies 2-cocycle condition and is called trivial 2-cocycle. We say that 2-cocycles Ψ 1 and Ψ 2 are in the same cohomology class if there exists a trivial 2-cocycle Ψ f such that Proof. Fixing one variable in Ψ we get
where
be a unitary element given by
Ψγ. Function f can be embedded into M(A ⋊ ρ Γ) and from (16) it follows that
Assume that a ∈ A. Then
This shows that an element f af * satisfies the first Landstad condition for Γproduct (A ⋊ ρ Γ, λ,ρ Ψ ). It is also easy to check that it satisfies the second and the third hence f Af * ⊂ A Ψ .
Analogous arguments shows that f * A Ψ f ⊂ A. Hence we have an opposite inclusion f Af * ⊃ A Ψ .
Assume that Ψ 1 , Ψ 2 are 2-cocycles. Then the product Ψ 1 Ψ 2 is a 2-cocycle. Let (A, Γ, ρ) be a dynamical system. Then a deformation data (A, ρ, Ψ 1 ) produces twisted dynamical system (A Ψ1 , Γ, ρ Ψ1 ). Furthermore, a triple (A Ψ1 , ρ Ψ1 , Ψ 2 ) is a deformation data which produces a C * -algebra (A Ψ1 ) Ψ2 . On the other hand, using deformation data (A, ρ, Ψ 1 Ψ 2 ) we can produce a C * -algebra A Ψ1Ψ2 . Proof. Proof is based on the following idea: assume that that there exists a ∈ A Ψ killed by π and π is faithful on A. Show that "Fourier transform" of a a γ = ργ(aλ −γ )dγ is zero. From that conclude that a = 0. More precisely, let a ∈ A Ψ and π(a) = 0. Invariance of a w.r.t. the actionρ Ψ implies thatργ(a) = UγaU * γ .
Hencê
for all f, g ∈ C ∞ (Γ). Element a belongs to kerπ therefore
We will show that it implies that a has to be zero. Let f ǫ ∈ L 1 (Γ) be an approximation od Dirac delta function taken as in the theorem (7.8.7) of [6] . This theorem says that for y of the form y = f agf * we have the following norm convergence:
This easily implies that a = 0.
Definition 3.16. Let (A, ρ, Ψ), (A ′ , ρ ′ Ψ ′ ) be deformation data with groups Γ and Γ ′ respectively. Let φ : Γ → Γ ′ be a surjective continuous homomorphism, φ T :Γ ′ →Γ be the dual homomorphism and π ∈ Mor(A, A ′ ). We say that (φ, π) is a morphism of a deformation data (A, ρ, Ψ) and
) Using universal properties of crossed-product we we see that a morphism of deformation data (φ, π) induces a morphism of crossed products: π φ ∈ Mor(A ⋊ Γ; A ′ ⋊ Γ ′ ). It acts in the following way:
One can check that π φ satisfies assumptions of Proposition 3.8 with Γ-product
. This property is not spoiled by the deformation procedure. Applying Proposition 3.8 and Theorem 3.15 to a morphism
It sends A to A ′ by means of π and it is identity on C * (Γ). Its kernel can be identified with I ⋊ ρI Γ. Hence we get an exact sequence of crossed product algebras:
. This property is not spoiled by the deformation procedure. Hence applying Proposition 3.9 to Γ-products
be an exact sequence of C * -algebras which is Γ-equivariant, Ψ be a 2-cocycle on the dual groupΓ and I Ψ , A Ψ , A ′Ψ be Landstad algebras produced from deformation data (I, ρ I , Ψ), (A, ρ, Ψ), (A ′ , ρ ′ , Ψ). Then we have an exact sequence Proof follows from the equality A ⋊ ρ Γ = A Ψ ⋊ ρ Ψ Γ (Proposition 3.11) and the well known 3.5. K-theory of A Ψ in case of Γ = R n . In this section we will show the invariance of K-groups under the deformation in case of Γ = R n . The tool we use is the analogue of Thom isomorphism due to Connes [2] : Theorem 3.21. Let A be a C * -algebra, and ρ be an action of R n on A. Then
Theorem 3.22. Let (A, R n , ρ) be a dynamical system and (A, ρ, Ψ) be a deformation data which produces A Ψ . Then
Proof. Proposition 3.11 asserts that
Hence using Theorem 3.21 we get
4. Deformation of locally compact groups.
4.1.
From abelian subgroup with a dual 2-cocycle to quantum group. In this section we shall apply our deformation procedure to algebra of function on a locally compact group G. Let us fix a notation and introduce auxiliary objects. Let G ∋ g → R g ∈ B L 2 (G) be the right regular representation of G on the Hilbert space L 2 (G), C ∞ (G) ⊂ B L 2 (G) be the C * -algebra of continuous functions on G vanishing at infinity, C * r (G) ⊂ B L 2 (G) be the reduced group algebra generated by R g and V ∈ B L 2 (G × G) be the Kac-Takesaki operator:
Let Γ ⊂ G be an abelian subgroup of G,Γ be the dual group. The comultiplication on C ∞ (Γ) will be denoted by ∆Γ ∈ Mor C ∞ (Γ); C ∞ (Γ)⊗C ∞ (Γ) . Representation of a group Γ Γ ∋ γ → R γ ∈ M C * r (G) induces a morphism π R ∈ Mor C ∞ Γ ; C * r (G) . We fix a 2-cocycle Ψ on a groupΓ. Our objective is to show that taking the action of Γ 2 on a C * -algebra C ∞ (G) by the left and the right shift and an appropriate 2-cocycle onΓ 2 we can deform algebra of function in such a way that it corresponds to a quantum group. Let us do it step by step.
The action of abelian group Γ on C ∞ (G) by the right shifts is denoted by ρ R :
be the standard Γ-product structure on it. The standard embeddings of C ∞ (G) and C ∞ (Γ) into B R enable us to consider elements of the form:
As was described in the previous section, we deform the standard Γ-product structure on B R to (B R , λ,ρ Ψ ).
Proof. 2-cocycle property of Ψ implies that:
The second leg of V is invariant w.r.t. the actionρ hence
The last equality follows from (22). Finally
where in the last equality we used the fact that Uγ is unitary.
The action of abelian group Γ on C ∞ (G) by the left shifts is denoted by ρ L :
. Let B L be the crossed product algebra B L = C ∞ (G) ⋊ ρ R Γ and (B L , λ,ρ) be the standard Γ-product structure on it. For allγ 1 ,γ 2 ∈Γ we set
This defines a function Ψ ⋆ ∈ C b (Γ 2 ). The standard embedding of C ∞ (G) and C ∞ (Γ) into B L enable us to consider the following elements:
Let Ψ denote a 2-cocycle defined by the formula
Using it we deform the standard Γ-product structure on B L to (B L , λ,ρ e Ψ ).
Proof. One can check that
Following like in the proof of Proposition 4.1 we get our assertion.
Let ρ denotes the action of Γ 2 on C ∞ (G) from the left and the right, B be the crossed product algebra C ∞ (G) ⋊ ρ Γ 2 and (B, λ,ρ) be the standard Γ 2 -product.
The standard embedding of
We have two embeddings λ L , λ R of C ∞ (Γ) into M(B) corresponding to the left and the right action of Γ.
for all f ∈ C ∞ (Γ). Above formulas follows from the following one:
Introduce elements Ψ L and Ψ R : A group Γ is abelian, hence
This proves (25).
The first leg of V Ψ belongs to C * r (G) so it acts on L 2 (G). It is well-known that slices of Kac-Takesaki operator V by normal functionals gives a dense subspace of C ∞ (G). We will show that slices of V Ψ gives a dense subspace of C ∞ (G) e Ψ⊗Ψ . 
The norm continuity of the map Γ
To check the third Landstad condition we need to show that
Let us consider a set
We will prove that W = B which is a stronger property than (27). By continuity we have:
hence W coincides with the following set:
Using the fact that Ψ and Ψ ⋆ are unitary elements we get
and proves formula (28).
We see that elements of the set V satisfy Landstad conditions. To prove that V is dense in C ∞ (G) e Ψ⊗Ψ we use Lemma 3.6. According to (26), V is a ρ Let us introduce a unitary operator
Theorem 4.6. The unitary operator W ∈ B L 2 (G) ⊗ L 2 (G) considered above satisfies the pentagonal equation:
. Let us introduce two operators:
It follows directly from the above definition that
Recall the 2-cocycle condition:
It implies that
where Ψ ⋆ (γ 1 ,γ 2 ) = Ψ(γ 1 , −γ 1 −γ 2 ). Using the above equations and the fact that V implements coproduct we obtain:
. Now we can check the pentagonal equation:
In the second equality we used the fact that the second leg of Y commutes with the first leg of X, Y and V (see (29)).
Our next aim is to show that W is manageable. For allγ ∈Γ we set u(γ) = Ψ(−γ,γ). It defines a function u ∈ C b (Γ). Applying π R ∈ Mor C ∞ (Γ); C * r (G) to u ∈ M C ∞ (Γ) we get a unitary operator
Theorem 4.7. Let W ∈ B L 2 (G) ⊗ L 2 (G) be multiplicative unitary and J ∈ B L 2 (G) be unitary operator considered above. Then W is manageable. Operator Q is equal to 1 and W is equal to (J ⊗ 1)W * (J * ⊗ 1).
Proof. Let x, y, z, t ∈ L 2 (G), γ 1 , γ 2 , γ 3 , γ 4 ∈ Γ. Kac-Takesaki operator is manageable therefore
Using well known equalities
and commutativity of Γ we get the following formula:
Hence:
(32)
Now we will extend above equality using continuity arguments. Let u γ be a unitary generator of C * (Γ). Let us define morphisms:
and an automorphism Θ ∈ Aut(C ∞ (Γ 2 )) given by the formula:
Using above morphism we reformulate (32):
. By linearity and continuity we get
Notice that Ψ(0,γ 2 + 0)Ψ(0,γ 2 ) = Ψ(0 + 0,γ 2 )Ψ(0, 0).
Hence we see that Ψ(0,γ 2 ) = Ψ(0, 0). Moreover Θ(Ψ)(γ 1 ,γ 2 ) = Ψ(−γ 1 ,γ 1 +γ 2 ) = Ψ(γ 1 ,γ 2 )Ψ(−γ 1 ,γ 1 )Ψ(0,γ 2 ) = = Ψ(γ 1 ,γ 2 )Ψ(−γ 1 ,γ 1 )Ψ(0, 0) hence Θ(Ψ) = Ψ(u ⊗ I)Ψ(0, 0) and
Similarly we prove that
Finally Proposition 4.8. Let W ∈ B(L 2 (G) ⊗ L 2 (G)) and J ∈ B(L 2 (G)) be unitaries considered above, x, y be vectors in L 2 (G) and ω x,y ∈ B(L 2 (G)) * be a functional given by ω x,y (a) = x|a|y . Then the following formula is satisfied:
Proof. Using manageability of W we get:
Let W ∈ B L 2 (G) ⊗ L 2 (G) be a manageable multiplicative unitary considered above and A be a C * -algebra obtained by slicing the first leg of W :
According to Theorem 2.7 it is a quantum group with a comultiplication given by
Using morphism π can ∈ Rep(B; L 2 (G)) introduced in Remark 4.5 we can faith-
Ψ⊗Ψ carries a structure of quantum group. Our objective is to prove a useful formula for comultiplication on C ∞ (G) e Ψ⊗Ψ which does not use multiplicative unitary W . The construction is done in two steps.
• Let ρ be the action of Γ 2 on C ∞ (G) by the left and the right shifts. Equivariance property of comultiplication:
implies that ∆ G induces a morphism of crossed products denoted by ∆:
Moreover ∆ Ψ | C ∞ (G) e Ψ⊗Ψ coincides with the comultiplication implemented by W :
Proof. Using Theorem 2.7 we see that it is enough to show that
. From the construction of ∆ it follows that
Using equation (23) we get
where σ is a flip operator. Therefore
We compute
The above equality implies that
. This ends the proof.
4.2.
Dual quantum group. Let G be a locally compact group, Γ be an abelian subgroup of G and Ψ be a 2-cocycle onΓ. Using results of previous sections we can produce a quantum group C ∞ (G) e Ψ⊗Ψ , ∆ Ψ with multiplicative unitary W ∈ B L 2 (G) ⊗ L 2 (G) . In this section we will investigate the dual quantum group in the sense of duality given by W . Our objective is to show that this is a twist of (C * r (G),∆) described by L. Vainerman in [3] . Let us remind that π R ∈ Mor C * (Γ); C * r (G) is a morphism of group algebras such that π R (u γ ) = R γ where u γ ∈ M C * (Γ) are unitary generators of C * (Γ). Similarly we introduce a morphism π L ∈ Mor C * (Γ); C * l (G) such that π L (u γ ) = L γ . Recall also that u ∈ M C ∞ (Γ) is a function given by the formula u(γ) = Ψ(γ, −γ) and Ψ ⋆ ∈ M C ∞ (Γ) ⊗ C ∞ (Γ) is a function given by Ψ ⋆ (γ 1 ,γ 2 ) = Ψ(γ 1 , −γ 1 −γ 2 ). Using them we define:
· be a quantum group obtained by slicing the second leg of W . Then 1.Â = C * r (G).
The comultiplication onÂ is given bŷ
where∆ is the canonical comultiplication on C * r (G). 3. The coinverse onÂ is given bŷ κÂ(a) = Jκ(a)J * whereκ is the canonical coinverse on C * r (G). The proof was communicated to the author by prof. S.L. Woronowicz.
Proof. Let R g , L g ∈ B(L 2 (G)) denote the right and the left shift operator. From the equation (25) we get
This implies that R γ is a multiplier ofÂ and a representation of Γ
is strictly continuous. The representation induces a morphism denoted by χ ∈ Mor C ∞ (Γ),Â . Applying it to Ψ and Ψ ⋆ we obtain
The above equation implies that V * 12 V 23 , V 12 V * 23 ∈ M Â ⊗ K ⊗ C ∞ (G) . Using Pentagonal equation for V we get
Analogously we can prove that
Formula (38) and Theorem 2.8 implies that the natural representation of C * r (G) on L 2 (G) gives us an element of Mor C * r (G),Â . Similarly, (39) implies that the natural representation ofÂ on L 2 (G) gives an element of Mor Â , C * r (G) . From the properties of morphisms we see that Let f ∈ C ∞ (G) and R g ∈ B L 2 (G) be the right regular representation of a group G. We say that f is quantizable if there exists ω ∈ B L 2 (G) * such that f (g) = ω(R g ). Given a quantizable function f we introduce an operator
:
Notice that the equation f (g) = ω(R g ) does not determine ω ∈ B(L 2 (G)) * uniquely but it can be shown that an operator Q(f ) does not depend on the choice of ω ∈ B L 2 (G) * . Then Q(f )h ∈ L 2 (G) is a quantizable function and
Proof. Notice that
. Above computation shows that Q(f )Q(h) is given by the quantization of a function k ∈ C ∞ (G) defined by:
Using an identity W * (I ⊗ R g )W = X * (R g ⊗ R g )X we get
To prove formula (40) we need to show that
For this objective we compute
Using the equality h(g) = µ(R g ) we get
Now we will extend (42). Let us introduce an automorphism ϑ ∈ Aut(C ∞ (Γ ×Γ)) given by the formula
By continuity, (42) extends to
for all f 1 , f 2 ∈ C b (Γ ⊗Γ). Taking f 1 = Ψ ⋆ and f 2 = Ψ we obtain ϑ(Ψ ⋆ ) = Ψ and
But W = Y V X and we get
This proves formula (41) and ends the proof of our Theorem.
Let f (g) = ω(R g ) for some ω ∈ B L 2 (G) and suppose that Q(f ) = 0. It is equivalent to (ω ⊗ id)W = 0 (Definition 4.11). In Theorem 4.10 it was shown that the first leg of W generates C * r (G) hence ω(R g ) = 0 for all g ∈ G. Therefore f = 0 and a quantization map Q is injective.
Define a set N 0 ⊂ C ∞ (G) e Ψ⊗Ψ :
For all Q(f ) ∈ N 0 we set η 0 (Q(f )) = f . It defines a map η 0 : N 0 → L 2 (G).
Proposition 4.13. Let η 0 be a map defined above. Then it is densely defined, closable map from C ∞ (G) e Ψ⊗Ψ to L 2 (G).
Proof. Let Ψ Σ be a 2-cocycle obtained from Ψ by the flip of variables: Ψ Σ (γ 1 ,γ 2 ) = Ψ(γ 2 ,γ 1 ) and let Σ ∈ B L 2 (G) ⊗ L 2 (G) be the flip operator: Σ(x ⊗ y) = y ⊗ x. Using 2-cocycle Ψ Σ we can construct a quantum group and a quantization map Q Σ . From the equality
and Theorem 4.12 it follows that for quantizable, square integrable functions
(43) Assume now that Q(f n ) → 0 and η 0 (Q(f n )) = f n → f ∈ L 2 (G).
Using equation (43) we see that
for all quantizable functions h ∈ L 2 (G). To conclude that f is 0 we have to show that the set of operators
separate elements of L 2 (G). For that objective introduce a multiplicative unitary W Σ whose construction is based on Ψ Σ . C * -algebra obtained by the slices of the first leg of W Σ will be denoted by A Ψ Σ . It is known that A Ψ Σ separates elements of L 2 (G). Note that
The last inclusion follows from the fact that a function f (g) = ω x,y (R g ) is smooth and of compact support (hence quantizable) when x and y are.
The closure of the map η 0 will be denoted by η and its domain will be denoted by N. The above Proposition shows that η : N → L 2 (G) is a GNS map. Our next objective is to show that η leads to a Haar measure. Let us start with the following (45)
Proof. Let µ ∈ B L 2 (G) * be a normal functional. We associate with it a function f µ ∈ C ∞ (G) where f µ (g) = µ(R g ). Let a = Q(f ω ) for ω ∈ B L 2 (G) * and assume that f ω ∈ L 2 (G). In particular a ∈ N and η(a) = f ω . We compute
Therefore to prove that ϕ * a is an element of N, we have to show that f b·ω ∈ L 2 (G).
Above equation extends by linearity to
We will further extend it using continuity arguments. There exists a net of operators b i ∈ lin-span{R g : g ∈ G} strongly convergent to b ∈ C * r (G). Functional ω is strongly continuous hence lim Strict faithfulness is automatically satisfied for any faithful trace.
Using Propositions (4.15) and (4.16) one can check that the assumptions of Theorem 3.9 of [5] are satisfied. Hence we have 
4.4.
Deformation of Lie groups. Let G be a Lie group and Γ ⊂ G be its ndimensional abelian Lie subgroup. Using exponential map, we can replace the action of Γ 2 on C ∞ (G) by the action of R 2n on C ∞ (G). By Proposition 3.17 we see that the algebra of invariants does not depend on that. In particular K-groups does not change under the deformation (Theorem 3.22).
5.
Quantization of SL(2, C) by the subgroup of diagonal matrices.
In the paper [13] S.L. Woronowicz and S. Zakrzewski classified deformations of SL(2, C) on the * -Hopf algebra level. One of the cases is a * -Hopf algebra A generated by four elementsα,β,γ,δ ∈ A, satisfying the following commutation relations:αβ =βα αγ =γα βδ =δβ γδ =δγ βγ =γβ αδ = 1 +βγ αα * =α * α αβ * = tβ * αββ * =β * β αγ * = t −1γ * αβγ * =γ * βγγ * =γ * γ αδ * =δ * αβδ * = t −1δ * βγδ * = tδ * γδδ * =δ * δ (47) where t is a nonzero real parameter. Comultiplication, coinverse and counit act on them in the standard way:
The aim of this section it to construct a C * -algebraic version of the above quantum group. It turns out that it may be done using Rieffel deformation. An abelian group Γ ⊂ SL(2, C) used in a deformation procedure consists of diagonal matrices:
The action of Γ 2 on C ∞ SL(2, C) can be lifted to its Lie algebra C 2 . The lifting does not change the result of deformation (see Section 4.4) but simplifies calculations. The action of C 2 on C ∞ SL(2, C) is denoted by ρ :
Group C is self dual with a duality given by:
Let s ∈ R. For any z 1 , z 2 ∈ C we set Ψ(z 1 , z 2 ) = exp isIm(z 1z2 ) .
Clearly the function Ψ ∈ C b (C 2 ) satisfies the 2-cocycle condition. Following Section 4 we deform the standard C 2 -product structure C ∞ SL(2, C) ⋊ ρ C 2 , λ,ρ to C ∞ SL(2, C) ⋊ ρ C 2 , λ,ρ e Ψ⊗Ψ . In our case Ψ is just complex conjugate of Ψ.
Landstad algebra of deformed C 2 -product is throughout this section denoted by A. The deformed action of the dual group is given bŷ
1. C * -algebra structure. In this section we will construct four affiliated elementsα,β,γ,δ η A which generate A.
be infinitesimal generators of the left and the right shifts:
be the coordinate functions on SL(2, C). Consider a unitary element
We use it to define four normal elements affiliated to C ∞ SL(2, C) ⋊ ρ C 2 :
In the next Lemma we express them in a way which will be needed later on. Proof. The below computation exp iIm(z(T l + T r )) α exp −iIm(z(T l + T r )) = λ z,z αλ * z,z = exp(−z + z)α = α shows that T l + T r and α strongly commutes. Moreover
The last equality follows from the identity exp isIm(T * l T l ) = 1. The following formula exp isIm(wT l ) α exp −isIm(wT l ) = exp(−w)α, combined with the strong commutativity of α and T l +T r and equation (51) proves point 1 of (50). Using the same techniques we prove the remaining part of (50).
Our objective is to show thatα,β,γ,δ are generators of a C * -algebra A. In particular they should be elements affiliated with it.
Proof.
To check that f (α) is invariant with respect to the twisted action of the dual group, it is enough to check thatα is invariant. For this objective we calculate 
Using (52) we get ρ e Ψ⊗Ψ z1,z2 (α) = exp(sz 1 + sz 2 )U λ sz2,−sz1 αλ * −sz2,sz1 U * = exp(sz 1 + sz 2 ) exp(−sz 1 − sz 2 )U αU * =α.
Notice that the map
is norm continuous. Indeed, we compute
Function f is continuous and vanishes at infinity hence we get the norm continuity (53). Therefore f (α) satisfies the second Landstad condition of (6) which shows that it is an element of M(A).
Our next objective is to show thatα is affiliated to A. 
Proof. Recall that ρ e Ψ⊗Ψ is the action of C 2 on A implemented by λ. It is easy to see that I is invariant under ρ e Ψ⊗Ψ . Let f ∈ C ∞ (C) be a function given by formula: f (z) = (1 +zz) −1 . We have the following inclusion
where we used the equality C * (C 2 )U = C * (C 2 ). Notice that the set U * A C * (C 2 ) is linearly dense in C ∞ SL(2, C) ⋊ ρ C 2 . Using the fact that α is affiliated with C ∞ SL(2, C) ⋊ ρ C 2 we see that the set C * (
It alow us to conclude that C * (C 2 )I C * (C 2 ) is linearly dense in C ∞ SL(2, C) ⋊ ρ C 2 . Using Lemma 3.6 we get the linear density of I in A.
Let us define a homomorphism of C * -algebras:
Using Propositions 5.2 and 5.3 we obtain Theorem 5.4. Let π be a homomorphism considered above. It is a morphism of C * -algebras: π ∈ Mor C ∞ (C); A . Let id(z) = z. Then π(id) =α is a normal element affiliated with A.
Using the same techniques we can show thatβ,γ,δ η A.
Theorem 5.5. Letα,β,γ,δ η A be affiliated elements considered above. Introduce a set:
Then V is a subset of A and V cls = A. In particular C * -algebra A is generated by elementsα,β,γ,δ ∈ A η .
Proof. At first we prove that V ⊂ A. Mimicking the proof of Theorem 5.2 we show that elements of V satisfy the first and the second Landstad condition (6).
To check that they also satisfy the third one, we need to show that
for all x, y ∈ C * (C 2 ). Define a set
We will show a stronger than (54) property :
Notice that
Using unitarity of U , we can substitute x → xU * , y → U y not changing W:
In particular
Similarly we commute f 4 (δ) and y:
Substituting x → xU 2 , y → U * 2 y we get
Commuting back f 1 (α) (f 4 (δ) resp.) and x (y resp.) we obtain
The last set is obviously whole C ∞ SL(2, C) ⋊ ρ C 2 . Therefore we conclude that V satisfies Landstad conditions: V ⊂ A. Moreover V is ρΨ ⊗Ψ -invariant and C * (C 2 )V C * (C 2 ) is linearly dense in C ∞ SL(2, C) ⋊ ρ C 2 . Using Lemma 3.6 we see that V cls = A. In particularα,β,γ,δ separates representations of A and (1 +α * α ) −1 (1 +β * β ) −1 (1 +γ * γ ) −1 (1 +δ * δ ) −1 ∈ A.
Using Theorem 2.4 we get a generating property.
Commutation relations.
The aim of this section is to show that generatorŝ α,β,γ,δ satisfy relations (47). Notice that in general it is impossible to multiply affiliated elements hence we will have to give a precise meaning to (47). At first we will consider those relations on the level of a Hilbert space H. We start with more general type of relations. Let p, q be real, strictly positive numbers and (R, S) be a pair of normal operator acting on H. The precise meaning of the relations: RS = pSR RS * = qS * R.
can be found in [11] : We already know that |R| and |S| mutually commute hence Phase(R)z(|S|)z( q/p|R|) = z( √ pq |S|)Phase(R)z( q/p|R|).
This shows that on kerR ⊥ we have Phase(R)|S|Phase(R) * = √ pq |S|.
Similarly one can prove that Phase(S)|R|Phase(S) * = q/p |R| on kerS ⊥ .
The following Theorem shows thatα,β,γ,δ η A satisfy relations (47) in the sense of Definition 5.7. Proof. Let us recall thatα = U αU * β = U * βÛ γ = U * γUδ = U δU * .
where U = exp isIm(T * r T l ) . It is easy to see that α,δ ∈ D 1,1 A and β ,γ ∈ D 1,1 A . The equality L z1 R z2 αδ = αδL z1 R z2 which is satisfied for all z 1 , z 2 ∈ C shows that, on the level of crossed product, αδ commutes with C * (C 2 ). But U ∈ M(C * (C 2 )) thereforeαδ = U αδU * = αδ. Similar reasoning shows that βγ = βγ. Therefore αδ,βγ ∈ D 1,1 (A) and αδ −βγ = αδ − βγ = 1. Now let us prove that α,β ∈ D 1,t A . Using the faithful representation π can of A on L 2 (G) we can treat generatorsα,β as normal operators acting on L 2 (G). By Proposition 5.8 we can equivalently prove that α,β ∈ D 1,t L 2 (G) . Using Lemma 5.1 one can easily show that Phase(α) = exp isIm(T l + T r ) Phase(α) |α| = exp −sRe(T l + T r ) |α|, Moreover kerα = kerβ = {0} hence α,β ∈ D 1,t L 2 (G) .
Using the same techniques we prove all other inclusions of our Theorem.
5.3.
Comultiplication. Using results of Section 4 we see that a C * -algebra A has the structure of quantum group. Let ∆ Ψ ∈ Mor(A; A ⊗ A) be the comultiplication on A. Recall that for all a ∈ A we have ∆ Ψ (a) = Υ∆(a)Υ * ,
where ∆ ∈ Mor C ∞ (SL(2, C)) ⋊ C 2 ; C ∞ (SL(2, C)) ⋊ C 2 ⊗ C ∞ (SL(2, C)) ⋊ C 2 is uniquely characterized by two properties:
• ∆(T l ) = T l ⊗ I, ∆(T r ) = I ⊗ T r • ∆ restricted to C ∞ (SL(2, C)) coincide with comultiplication. Operator Υ is of the following form: Υ = exp isIm(T * r ⊗ T l ) .
Theorem 5.10. Let (A, ∆ Ψ ) be quantum group considered above andα,β,γ,δ be generators of A considered in the previous section. Comultiplication ∆ Ψ acts on them in the standard way:
Proof. Recall thatα = U αU * β = U * βÛ γ = U * γUδ = U δU * where U = exp isIm(T * r T l ) . It is easy to see that ∆(U ) = exp isIm(T l ⊗ T * r ) .
Let R be a unitary element given by the formula: R = exp isIm(T * r ⊗ T l ) exp isIm(T l ⊗ T * r ) . Using (61) and (63) All other equalities from (62) can be checked using the same techniques.
