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The ongoing scientific interest in the properties and structure of electric double layers (EDLs)
stems from their pivotal role in (super)capacitive energy storage, energy harvesting, and water
treatment technologies. Classical density functional theory (DFT) is a promising framework for the
study of the in- and out-of-plane structural properties of double layers. Supported by molecular
dynamics simulations, we demonstrate the adequate performance of DFT for analyzing charge lay-
ering in the EDL perpendicular to the electrodes. We discuss charge storage and capacitance of the
EDL and the impact of screening due to dielectric solvents. We further calculate, for the first time,
the in-plane structure of the EDL within the framework of DFT. While our out-of-plane results
already hint at structural in-plane transitions inside the EDL, which have been observed recently in
simulations and experiments, our DFT approach performs poorly in predicting in-plane structure
in comparison to simulations. However, our findings isolate fundamental issues in the theoretical
description of the EDL within the primitive model and point towards limitations in the performance
of DFT in describing the out-of-plane structure of the EDL at high concentrations and potentials.
I. INTRODUCTION
Nowadays, the efficient storage of electric charges is
more important than ever due to our continuously in-
creasing need for electric energy. For this reason, (su-
per)capacitors have attracted large interest in recent
years [1, 2]. Their electrodes [1, 3] can be utilized for
the construction of sustainable energy-conversion [4–8]
and capacitive deionization [9, 10] technology. All these
devices exploit the capacitive properties of the electric
double layers (EDLs), which are established in the vicin-
ity of electrode surfaces by ionic charges, drawn from
the ionic electrolytes the electrodes are immersed in [11].
Accordingly, many studies have focused on the detailed
description of the EDL and its properties during the last
years [12–21].
In a recent study, Merlet and co-workers proposed an
explanation for some non-linear response in the differen-
tial capacitance of a parallel plate capacitor by analyzing
the in-plane structure of the EDL by means of molecu-
lar dynamics (MD) simulations [22, 23]. They found a
voltage-dependent structural transition in the first ionic
layer of a common ionic liquid (BMI-PF6) in contact with
the electrodes, which they constructed from carbon par-
ticles. Further simulation studies have verified hints for
this voltage-dependent structural transition [19, 24, 25]
and, recently, also experimental studies on the struc-
ture of EDLs have been performed [26, 27]. However,
a detailed theoretical description beyond these and older
work on interfaces [28] is still missing.
A promising microscopic theory, based on fundamen-
tal statistical physics, is classical density functional the-
ory (DFT). Originally introduced for electronic systems
in 1964 [29, 30], the framework has also been adopted
and applied to classical systems [31–33], especially in the
field of soft condensed matter [34–36], but also in (com-
mercial) tools for gas sorption data analysis of porous
materials [37–39]. The DFT framework of fundamental
measure theory (FMT) [40–42] has been shown to pro-
vide a quantitative benchmark for the important model
system of hard spheres [43], where it resolved the long-
standing question on the interfacial free energy in the
crystal-fluid interface [44]. Even more, FMT accurately
predicts pair correlations in confined, dense, and asym-
metric, mixtures of hard spheres [45].
In contrast, a comparably successful functional for the
primitive model of charged (asymmetric) hard spheres
is still missing. While charges have been incorporated
into DFT in several forms [17, 36, 46–52], their descrip-
tion typically lacks the correct treatment of the interplay
between Coulombic and steric contributions, as known
from the Mean Spherical Approximation in bulk [53–57].
Thus, the incorporation of charges into DFT is of on-
going scientific interest and involves fundamental issues
such as testing the contact value theorem [58, 59] and
analyzing the decay of correlations [60, 61], but is also
of relevance for devices with charged interfaces such as
supercapacitors.
In this work, we apply DFT in order to investigate
the fundamental properties of the in- and out-of-plane
structure of the EDL. To ensure a theoretical descrip-
tion of particle ordering in our primitive model, we apply
the White Bear mark II fundamental measure functional
[62] for the hard-sphere contributions, which has been
shown to provide excellent pair-correlation functions in
uncharged systems [45]. Further, we solely add a mean-
field Coulombic contribution, as described in previous
work [63]. Since we extract pair correlations from DFT
for the primitive model for the first time, we neglect the
additional (approximate) correction discussed in previous
work [63] in order to add only one new contribution to
the well performing hard sphere functional. This proce-
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Figure 1. (Color online) Sketch of the binary ionic liquid,
confined in a parallel plate capacitor of plate separation L.
The stroked lines illustrate the slab of the first layers of ions
adjacent to the walls, defined by the first minima in the total
concentration profiles ρ(z). The grand canonical nature of
the system is explained by the schematic connection to a bulk
reservoir at fixed chemical potentials, which can exchange ions
with the system.
dure seems to be adequate for monovalent ions at room
temperature [12], which we use in our primitive model
of binary charged hard spheres, but now also at lower
dielectric constants, i.e. at stronger Coulomb coupling.
In the next section, we explain in detail our theoreti-
cal framework of DFT and the extraction of correlation
functions in the primitive model. Then, we discuss our
choice of model and parameters, as well as the differ-
ences between DFT and simulations, in Sec. III. Turning
to our results, we first apply our theory in Sec. IV to
the out-of-plane order and test it against MD computer
simulations. We further discuss the layering and adsorp-
tion of charges in the EDL, as well as its capacitance.
Second, we apply our theory in Sec. V for the first time
to the in-plane order of the EDL in the inhomogeneous
primitive model. We discuss our results in comparison
with the simulations and conclude in Sec. VI.
II. STRUCTURE IN THE PRIMITIVE MODEL
II.1. The primitive model
We use the primitive model to describe an ionic liquid.
In this model, sketched in Fig. 1, the ions of species ν
are described as charged hard spheres with hard-sphere
radius Rν and charge valency eZν , where e denotes the
unit charge. Within the primitive model the solvent only
enters as a dielectric background with relative permittiv-
ity ε and temperature T . The interaction potential Φνν′
between two particles of species ν and ν′ with a core
separation r reads
Φνν′(r) =
∞ r < Rν +Rν′ ;kBTλBZνZν′
r
r ≥ Rν +Rν′ ,
(1)
where λB = e
2/(4piε0εkBT ) is the Bjerrum length in
terms of the vacuum permittivity ε0 and Boltzmann’s
constant kB. In an electrically neutral bulk with mean
particle concentrations ρ¯ν for each species, this potential
is typically screened within a distance characterized by
the Debye length κ−1, defined via κ2 = 4piλB
∑
ν Z
2
ν ρ¯ν .
In our grand canonical ensemble (see Fig. 1) the mean
particle concentrations ρ¯ν are related to the mean par-
ticle numbers Nν in the total system volume V via a
spatial integration of the ensemble-averaged one-particle
concentration (or density) profiles ρν(~r) of the respective
species ν at positions ~r [36]. Consequently, the number
of unit charges of species ν in a partial volume V ′ ⊂ V is
Qν(V
′) =
∫
V ′
Zνρν(~r)d~r. (2)
In addition, we define the total number of positive and
negative unit charges in the total system volume V by
Q+ and Q−.
In our confined setting of a parallel plate capacitor,
symmetry reduces the spatial parameters to only the
cartesian z component perpendicular to the hard capac-
itor walls (electrodes). These walls are located at z = 0
and z = L, such that the concentration profile ρν(z) of
a species ν vanishes outside the interval [Rν , L − Rν ].
This leads to species-dependent Stern layers of thickness
Rν (see also Fig. 1). The wall charges eQp and eQn
on the respective positive and negative electrodes are
distributed homogeneously, resulting in wall unit charge
densities σp and σn. Of course, electroneutrality requires
Qp +Qn +
∑
ν Qν = 0.
All charges in the system contribute to a (dimension-
less) electrostatic potential φ, which, for the ionic charge
density q(z) =
∑
ν Zνρν(z), can be defined via Pois-
son’s equation ∂2zφ(z) = −4piλBq(z) on the open interval
(0, L). The limits of the Poisson equation,
lim
z→0+
φ′(z) = −4piλBσp, (3)
lim
z→L−
φ′(z) = 4piλBσn (4)
respect the electrode charges, which are uniquely deter-
mined via the ionic charge density q(z) and the boundary
values φ(0) = βeΨp and φ(L) = βeΨn of the electrostatic
potential at the capacitor walls, where β = (kBT )
−1 de-
fines an inverse temperature. Note that these equipoten-
tial surfaces, which arise from the system symmetries,
set well-defined boundaries with no call for additional
image-charge methods.
3II.2. Structure and correlations
In statistical physics the three-dimensional partial
static structure factors Sνν′(~k) can be defined for the
total number of particles N =
∑
ν Nν by [36]
Sνν′(~k) =
Nν
N
δνν′ (5)
+
1
N
∫
V
∫
V
e−ı
~k·(~r−~r′)ρν(~r)ρν′(~r′)h
(2)
νν′(~r, ~r
′)d~rd~r′.
The partial structure factors Sνν′ can be com-
bined linearly to meaningful structure fac-
tors like the particle-particle (NN) structure
SNN(~k) =
∑
ν
∑
ν′ Sνν′(
~k), the particle-charge (NZ)
structure SNZ(~k) =
∑
ν
∑
ν′ Zν′Sνν′(
~k), and the charge-
charge (ZZ) structure SZZ(~k) =
∑
ν
∑
ν′ ZνZν′Sνν′(
~k)
[36, 60]. The last line of Eq. (5) involves the total
correlation functions h
(2)
νν′ , which are related to the direct
correlation functions via the Ornstein-Zernike relation
[36]
h
(2)
νν′(~r, ~r
′) =c(2)νν′(~r, ~r
′) (6)
+
n∑
ν′′=1
∫
V
h
(2)
νν′′(~r, ~r
′′)ρν′′(~r′′)c
(2)
ν′′ν′(~r
′′, ~r′)d~r′′.
The static structure factor, as introduced in Eq. (5),
is related to the total volume V , it is determined on. If
we are interested in the structure of only the N slab =∑
ν N
slab
ν ions which are located in the slab of length
Lslab next to the wall, we have to restrict our calculations
to the corresponding set Γslabν of particles in the slab.
Accordingly, we define the ensemble averaged partial in-
plane structure factors in this slab by
Sνν′(~q) =
〈
1
N slab
∑
i∈Γν
∑
i′∈Γ′ν
exp (−ı~q · (~ri′ − ~ri)xy)
〉
,
(7)
involving the projected two-dimensional in-plane vectors
(~r)xy and ~q. In order to obtain an expression similar to
Eq. (5), we have to contract the coordinates of the static
structure factor along the z direction into the wall plane.
We start from an in-plane Fourier transform of the total
correlation function [45], defined by a Hankel transform
via
h
(2)
νν′(z, z
′, q) =
∫
h
(2)
νν′(z, z
′, r)e−ı~q·(~r)xyd(~r)xy. (8)
Following Tarazona and co-workers [64], we then define
partial transverse structure factors Hν′ν by contracting
the z′ coordinate in the slab of interest via
Hslabν′ν (z, q) = δνν′ +
∫
slab
ρν′(z
′)hν′ν(z′, z, q)dz′, (9)
which, for a one-component bulk fluid, resembles the
structure factor Sν′ν(k). Similar to the static structure
factor, the partial transverse structure factors can
be used to construct the transverse particle-particle
structure HNN(z, q) =
∑
ν′
∑
ν Hν′ν(z, q), the particle-
charge structure HZN(z, q) =
∑
ν′
∑
ν Zν′Hν′ν(z, q),
and the charge-charge structure HZZ(z, q) =∑
ν′
∑
ν Zν′ZνHν′ν(z, q). Finally, a second contrac-
tion along the remaining z coordinate defines an
in-plane structure factor
H¯slabν′ν (q) =
1
N slab
∫
slab
ρν(z)H
slab
ν′ν (z, q)dz, (10)
which resembles the result from Eq. (7).
II.3. Density functional theory
We apply the framework of (classical) DFT [33, 36]
to our primitive model. DFT deals with ensemble
averaged concentration (density) profiles ρν of species
ν, which describe the particle distributions in a grand
canonical ensemble. The equilibrium density profiles
ρeqν minimize the grand canonical energy functional
Ω(T, V,Ψp,Ψn, {µν}; [σp, σn, {ρν}]), which (when mini-
mized with respect to ρν(~r), σp, and σn) gives the grand
canonical potential of the corresponding physical system
with temperature T , volume V , wall potentials Ψp and
Ψn, and chemical potentials µν . Thus, the equilibrium
density profiles can be determined from
δΩ[{ρν}]
δρν(~r)
∣∣∣∣{
ρν=ρ
(eq)
ν
} = 0 ∀ν. (11)
The minimization with respect to the wall charge densi-
ties is guaranteed by construction on the basis of Eqs. (3)
and (4).
The grand canonical potential Ω can be obtained from
the Helmholtz free energy F via a generalized Legen-
dre transform Ω = F −ΨpQp −ΨnQn −
∑
µνNν , where
the extensive unit charges Qp/n and particles numbers
Nν are replaced by the intensive electrostatic poten-
tials Ψp/n and chemical potentials µν . It is conve-
nient to split the corresponding free energy functional
F(T, V,Ψp/n, {Nν}; [σp/n, {ρν}]) into an ideal gas part
F id and an excess part Fexc, where the latter includes
all particle interactions.
Within DFT, direct pair-correlation functions c
(2)
νν′ im-
mediately follow from a second functional derivative of
the excess free energy [33, 36], such that
c
(2)
νν′(~r, ~r
′) = −β δ
2Fexc
δρν(~r)δρν′(~r′)
. (12)
Then, total correlations are obtained via the Ornstein-
Zernike relation in Eq. (6). In principle, the total cor-
relations can also be obtained from determining the pair
4distribution function g
(2)
νν′(~r, ~r
′) around a particle fixed
at ~r, but this so-called test-particle route is problem-
atic in situations where long-ranged particle interactions
are present due to the finite boundaries of a numerically
treated system (see also the discussion in [45]). We will
therefore follow the compressibility route.
As in our previous work [63], and according to the in-
teraction potential of Eq. (1), we combine the excess free
energy functional from a hard-sphere part FHS and a
Coulombic part FC. For the hard-sphere contribution,
we apply the so-called White Bear mark II functional
[62] from fundamental measure theory [40] in its tensor
version [65]. This functional has been shown to provide
quantitative results for free energies [66], phase coexis-
tence [43, 44], and pair correlations [45]. For the Coulom-
bic part, we add the ionic mean-field contribution
FC[{ρν}] = kBT V
2L
∫ L
0
q(z)φ(z)dz
= kBT
λB
2
∫
V
∫
V
q(z)q(z′)
|~r − ~r′| d~rd~r
′. (13)
Obviously, additional contributions could be added to
correct for the correlations between the pure hard-sphere
and Coulombic contributions [63], as derived, for exam-
ple, within the mean spherical approximation in bulk [53–
57]. For inhomogeneous systems, such corrections are
still missing, and, since we extract pair correlations from
DFT including charges for the first time, we neglect any
additional and approximate correction in order to clearly
separate the contribution of the Coulombic contributions
to the excellently performing hard-sphere functional.
Similar to the free energy, the direct correlations c
(2)
νν′ =
cHSνν′ + c
C
νν′ can be split into correlations due to the hard-
sphere and Coulombic part of the excess free energy. The
first contribution, arising from the hard-sphere part, was
determined in a recent work [45] by one of us, where it
was shown to be in excellent agreement with Brownian
dynamics simulations. The Coulombic part immediately
follows in analytic form from Eqs. (12) and (13) and reads
cCνν′(~r, ~r
′) = −β δ
2FC
δρν(~r)δρν′(~r′)
= −λB ZνZν
′
|~r − ~r′| . (14)
Following Eq. (8), cCνν′ can also be Fourier transformed
analytically in the xy plane, resulting in
cCνν′(z, z
′, q) = −λB
2pi
∫ ∫
ZνZν′
|~r − ~r′|e
−ı~q·(~r′)xyd(~r′)xy (15)
= −λBZνZν′ 1
q
e−q|z−z
′| (16)
with q = |~q| 6= 0. In the limit of vanishing ∆z = z′−z →
0, Eq. (16) becomes −λBZνZν′/q.
Inserting Eq. (15) and the hard-sphere contributions
cHSνν′(z, z
′, q) into Eq. (6) leads to
h
(2)
νν′(z, z
′, q) = c(2)νν′(z, z
′, q) (17)
+ 2pi
∑
λ
∫ ∞
−∞
ρλ(z
′′)h(2)νλ (z, z
′′, q)c(2)λν′(z
′′, z′, q)dz′′,
which we then use together with the explicit form
Eq. (16) to calculate the in-plane structure via Eq. (9).
III. CHOICE OF MODEL AND PARAMETERS
In order to perform quantitative comparisons, we must
first choose the model parameters appropriately. Since
this work has been inspired by the findings of Merlet
and co-workers [23, 67], we will use the Lennard-Jones
diameters of the spherical particles in their work as the
hard-sphere diameter of our particles. Furthermore, we
approximated the shape of their elongated BMI+ ion by
a sphere of the same volume. Consequently, throughout
this work we use ionic diameters 2R+ = 0.618294 nm for
the BMI+ ions and 2R− = 0.506 nm for the PF−6 ions,
having a diameter ratio R−/R+ ≈ 0.818 and a asymme-
try α ≈ 0.2919, which is defined for the ionic volumes
V+ and V− via α = (1 − V+/V−)/(1 + V+/V−). We also
use the same valencies, Z± = ±0.78 e, the temperature
T = 400 K, and the wall separation L = 12.32 nm as in
[23, 67]. However, we chose a different relative permittiv-
ity and mean concentrations different from ρ¯± = 2.345
nm−3 for the following reasons.
In the equal-size limit of α→ 0, the volume-conserving
averaged ionic mean radius R¯ ≈ 0.5677 nm allows to
draw an approximate comparison between the described
binary system of Merlet and co-workers and the well-
studied restricted primitive model of equally-sized ions.
With a volume fraction η = 4piR¯3ρ¯/3 ≈ 0.15 and an ef-
fective dimensionless temperature T ∗ = 2R¯/λB ≈ 0.01,
the system with ε = 1 would be located in the metastable
region of the fluid-solid coexistence [68, 69], which most
probably is avoided for the binary mixture by the asym-
metry of the ion radii. Nonetheless, we have chosen to
work at a higher effective temperature T ∗ by varying the
relative permittivity between ε = 1 and 30, focusing on
ε = 10 if not mentioned otherwise. By this choice, our
work can be related not only to the ionic liquid BMI-
PF6, which tends to demix from water [70], but also to
other ionic electrolytes with higher permittivities, such
as diluted ionic liquids or tetraethylammonium tetraflu-
oroborate (TEA-BF4) solvated in acetonitrile (ACN) [8],
which is often used in supercapacitors. Such systems
have typical concentrations of about ρ¯± = 0.6 nm−3 (1
M), where the electrodes are still screened well and ionic
core repulsions are important (κ−1 ≈ 4.6 nm). We will
focus in the work at hand on moderate ionic concentra-
tions of around 2 M. Note however that we do not aim
to give a realistic model for one specific ionic liquid but
rather aim to bring forward the knowledge about micro-
scopic effects involved in the composition of the EDL,
which all ionic liquids have in common.
In this work, we test our DFT results against MD sim-
ulations of charged pseudo hard-sphere particles. De-
tails of the simulation method can be found in previ-
ous work [63]. The simulations were performed using the
ESPResSo package [71]. There are three notable method-
5ological differences between the simulations and the the-
ory. First, in the simulation we sample the canonical
ensemble and not the grand-canonical one, second, we
assume transverse symmetry in our theory, and third, we
impose constant charge densities and not voltage on the
electrodes. To match the theory and simulation setups
we use as input for the simulations the particle number
densities and surface charges obtained from the DFT cal-
culations (see for example Table I). This is justified by
the fact that, first, there is a large bulk-like region in the
capacitor, and second, we find that the simulations re-
produce accurately the theoretically predicted densities.
Furthermore, we performed bulk simulations of the ionic
liquid and found excellent match between the simulations
and theory. Lastly, we also verified that the correct wall
potentials are reproduced in the simulations.
IV. OUT-OF-PLANE STRUCTURE AND
CHARGING EFFECTS
We first compare the out-of-plane EDL structure re-
sulting from the theory and the MD simulations. In Fig. 2
we show typical ionic concentration profiles for two sys-
tems with a reference bulk concentration of 2 M. The
electrodes are charged asymmetrically up to potentials
(a) ±0.1 V and (b) ±0.5 V. It is obvious from the profiles
that the layering of ions in general is captured in our the-
ory even at high packing and high potentials, but espe-
cially the alternating layering of differently charged ions
is clearly underestimated. The DFT anion and cation
profiles seem to “stick together” too strongly (see red
and green curves in comparison to red and green sym-
bols), while our MD simulations and previous work show
alternating layers of both species for high potentials and
concentrations [15, 18, 19, 51, 67, 72]. The reason is most
probably that the mean-field description of charges from
Eq. (13) is decoupled from the hard-core repulsion [51],
which overestimates the Coulombic attraction between
ionic cores at small distances, where particles overlap.
The “sticking effect” of the ionic profiles described
above is also visible in Fig. 3, where we show the pro-
files for different permittivities between uncharged walls.
The DFT results show the typical layering of a binary
system, where the small anions reach the walls closer
than the larger cations (e.g. [18, 19, 51]). Increasing the
dielectric screening by increasing ε strengthens this lay-
ering of anions (arrow up in Fig. 3), while the layering of
the cations is weakened (arrow down in Fig. 3).
Indeed, the layer of exclusively anions in contact with
the wall introduces a local electric field as a counterpart
to the mechanical pressure towards the wall. When the
potential is forced to vanish at the electrodes, electrical
charges are induced on them. Thereby, the charge in-
duced at the wall rises with increasing permittivity, as
shown in Table I. Next to the results, where we initially
fixed the electrostatic potentials Ψp/n at the electrodes,
Table I also shows data for fixed surface charge densi-
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Figure 2. (Color online) Comparison between DFT results
(curves) and MD computer simulations (symbols) for the con-
centration profiles ρ∗, where ∗ is a place holder for cations,
anions, and the sum of both. The profiles are normalized to
the total concentration ρ¯ = ρ¯+ + ρ¯− of ions in bulk. Results
are shown for a system with temperature T = 400 K, permit-
tivity ε = 10, and bulk concentration ρ¯+/− = 2 M, at two
electrostatic wall potentials (a) Ψp = −Ψm = 0.1 V and (b)
0.5 V. The plots show regions in the vicinity of the system
walls, which are located at z = 0 nm and z = L = 12.32
nm. Additionally, panel (b) shows the positions of the first
two minima in the total concentration profiles ρ¯ next to the
wall, which are marked by vertical dashed lines, located at
z = 0.598 nm, 1.198 nm, L− 1.296 nm, and L− 0.601 nm.
ties σp/n on the electrodes. Since the former is natural
for our grand canonic theory, we had to scan over dif-
ferent potentials to force the charges on both plates to
add to zero, which models the standard function of a
capacitor. Note in this context that we cannot simply
shift potentials in our system, because the system is in
osmotic contact with a neutral bulk reservoir at zero po-
tential, i.e. the zero-potential point is already chosen in
the bulk reservoir.
In Figs. 4 (a) and (b) we show ionic concentration
profiles near the positive and negative electrode, respec-
tively, for three applied voltages. When the potential
difference Ψ∆ = Ψp −Ψn between both electrodes is in-
creased, the ionic charges, which screen the electrodes,
reorganize. Recent work indicates that the EDL can be
subdivided into layers [19] with ion exchange occurring
between them as Ψ∆ changes. This exchange has also
60.3 0.4 0.51
2
3
4
ε=30
ε=10
ε=2
ε=1
ε ε
ρ
ν
/ρ¯
ν
z (nm)
ε 3
ε 1
ε 2
ε 1
Figure 3. (Color online) Concentration profiles of the cations
and anions next to the left electrode at vanishing potential
Ψp for four relative permittivities ε = 1, 2, 10, and 30 at an
ionic concentration ρ¯+/− = 2 M. Due to their sizes, the anions
reach the electrode closer than the larger cations, which leads
to a separation of the concentration profiles.
Table I. Data as obtained from DFT for systems of several
relative permittivities ε at ionic concentrations ρ¯+/− = 2 M.
For each system either the electrostatic wall potentials Ψp/n
at the positive anode and the negatively charged cathode sum
up to zero, or the wall charge densities σp/n sum up to zero.
In addition, the total numbers N+/− of ions of each species
+ and − in the system are given per unit area of the lateral
extension.
ε Ψp Ψn σp σn N+ N−
(1) (V) (V) (e/nm2) (e/nm2) (1/nm2) (1/nm2)
30 0.0 -0.0 0.023 0.023 14.46 14.52
30 0.437 -0.563 1.775 -1.775 15.09 15.11
10 0.0 -0.0 0.019 0.019 14.46 14.51
10 0.087 -0.113 0.156 -0.156 14.49 14.49
10 0.1 -0.1 0.177 -0.136 14.47 14.52
10 0.459 -0.541 0.777 -0.777 14.67 14.68
10 0.5 -0.5 0.848 -0.720 14.60 14.78
2 0.0 -0.0 0.011 0.011 14.46 14.49
1 0.0 -0.0 0.008 0.008 14.45 14.48
been discussed as the cause of structural in-plane tran-
sitions within the EDL when the potential is increased
[23]. The local change in the ionic concentrations due
to the change in Ψ∆ is shown in panels (c) and (d).
This response function demonstrates how the layers are
structured and to which regions ions tend to go to and
leave from. For example, the magnification in the inset of
Fig. 4(c) shows that at low potentials the concentration
of anions next to the positive electrode increases in all
regions when the potential is increased (red solid curve
positive for all z < 0.9 nm), whereas at higher potentials
the change in concentration becomes negative in the re-
gion around z = 0.5 nm, corresponding to the minimum
around z = 0.6 nm in the anion concentration profile
(red curves) in panel (a). Moreover, Fig. 4(d) clearly
shows how the anions are repelled from the increasingly
negative electrode: initially, the rejection is strongest im-
mediately at the wall (red solid curve in panel (d)), but
with increasing potential, when the ionic concentration
vanishes at the wall (red curves in panel (b)), anions are
also rejected from more distant regions where they were
attracted to earlier (red dotted curve in panel (d)).
Another salient feature of the EDL that is captured
by our DFT is the change in the shape of the concentra-
tion peaks when the voltage increases, which indicates a
structural transition in the EDL. The cation distributions
near the anode in Fig. 4(a) show that the first peak of
the concentration profile decreases with increase of Ψ∆,
vanishing completely for Ψ∆ = 1.2 V (black curves).
At the same time, the peak shifts to larger z and the
(initially) second peak first decreases (dashed curve) and
then builds up again (the black solid curve in panel (a)
has two peaks, at the wall and at z ≈ 1 nm, the dotted
curve has only one peak at z ≈ 0.8 nm). The final result
is that the first peak (black solid curve at the wall) has
been shifted by 0.6 nm and combined with the second
peak (black dotted curve at z ≈ 0.8 nm). Furthermore,
at large voltages the first layer of cations resides slightly
farther from the electrode compared to the second layer
of anions (dotted curves in the inset of panel (a)). These
structural features of the EDL are very similar to those
described by the simulation study of Kirchner et al. [24],
in which it is argued that these are additional hallmarks
of the in-plane ordering of the counter-ion layer adsorbed
on the wall. To test this within the framework of DFT we
will investigate the in-plane structure factor of the first
adsorbed layer in the next section.
The layers of the EDL can be defined in between the
minima of the total ionic concentration profile [19], which
we show in Fig. 2(b) by the dashed vertical lines. Here,
we ignored the discontinuous minimum which stems from
the fact that the smaller anions can approach the wall
more closely. The thickness of the layers, which we plot
in Fig. 5(a) for different permittivities, depends on the
applied electrostatic wall potentials Ψp/n. In Fig. 5(a),
we show the thickness, L∗, of the first layer, of the second
layer, and of the half cell (L/2 = 6.16 nm) at the respec-
tive electrode, where ∗ just represents a place holder. Es-
pecially at high ε, the thickness of the layers show inter-
esting dependence on the applied potential. In part (b)
of Fig. 5, we plot the number N∗ν of particles relative to
bulk in the respective regions. Obviously, ion exchange
is most significant in the first layer of ions adjacent to
the electrode, in accordance with the spatially resolved
results in Figs. 4(c) and (d). Note, however, that a large
response in the ionic concentrations does not correspond
to a large change in the total number of particles, but
rather to a large change in the local charge density and,
hence, in the differential capacitance of the cell (dotted
lines remain almost flat in panel (b)).
The differential capacitances per unit area, shown in
part (c) of Fig. 5, are defined as the change of charges
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Figure 4. (Color online) Concentration profiles of cations and anions at (a) the anode and (b) the cathode for different cell
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per area, σ∗, in a certain subvolume V∗ of the whole cell
due to potentials, hence,
Cdiff∗ =
∂eσ∗
∂Ψ
. (18)
Applied to the whole cell volume, the voltage dependence
of this quantity is of great importance for the proper-
ties of charging (super)capacitors, and is therefore often
studied in the context of ionic liquids [13, 15, 16, 18–
20]. In particular, Kornyshev was the first to discuss
the difference between the so-called bell and camel shape
of the voltage dependence of the differential capacitance
[13], where our results shown in panel (c) are somewhere
in between both shapes. For asymmetric particle sizes,
these shapes are asymmetrically deformed for positive
and negative electrodes [16, 20], as the results in Fig. 5(c)
confirm for the system with ε = 10; here, we also pro-
vide a comparison between our system’s particle asym-
metry α ≈ 0.2919 and two less asymmetric systems, with
a smaller and a vanishing α, clearly demonstrating the
mentioned symmetry for a vanishing α and the asym-
metric shift for finite α. Interestingly, the differential
capacitance of the second layer for ε = 30 seems to be al-
most symmetric, while the first layer shape shows a large
asymmetry. Moreover, Fig. 5(c) demonstrates that the
first layer contributes most to the differential capacitance
of the respective electrode, especially for small permittiv-
ities. Indeed, the contribution of the first layer is almost
identical for our system with ε = 2 (the lines are on top
of each other). Even though the total amount of charge
that is stored on the electrodes is higher for higher per-
mittivities (see Table I), the charges are stored in a much
smaller volume for low permittivities. For this reason,
the permittivity might be decreased in (super)capacitors
with very narrow pores in order to maximize the ability
to store electrical charges on the electrodes.
In contrast to (super)capacitors, where charge capaci-
ties on the electrodes are crucial, molar ion capacities for
salt adsorption play an important role in capacitive de-
salination and capacitive energy extraction [10, 63, 73].
The molar differential capacitance at fixed chemical po-
8-0.5 0 0.5
0.6
0.7
half cell
1st layer
2nd layer
-0.5 0 0.5
0.6
0.7
-0.5 0 0.5
0.6
0.7
-0.5 0 0.50
1
2
cation
anion
-0.5 0 0.50
1
2
3
α=0.2919
α=0.1583
α=0.0
-0.5 0 0.50
1
2
3
-0.5 0 0.50.32
0.34
0.36
0.38
-0.5 0 0.51.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
-0.5 0 0.50
1
2
3
4
5
-0.5 0 0.5
0
0.1
0.2
-0.5 0 0.5
-0.5
0
0.5
1
-0.5 0 0.5-2
-1
0
1
2
3
ε = 2 ε = 10 ε = 30
(a)
(b)
(c)
(d)
L
∗
(n
m
)
N
∗ ν/
(V
∗ρ¯
ν
)
C
d
iff ∗
(e
/n
m
2
)
C
d
iff
m
o
l,
∗
(1
/n
m
2
)
Ψp/n (V) Ψp/n (V) Ψp/n (V)
Figure 5. (Color online) Characteristics of the first two layers at the electrode and of the half cell in terms of (a) their thickness,
(b) the amount of particles in relation to bulk, (c) the resulting contribution Cdiff∗ to the differential capacitance, and (d) the
contribution Cdiffmol,∗ to the molar differential capacitance. The results in parts (b), (c), and (d) are separated into cation and
anion contributions. The three columns show results for the relative permittivities ε = 2, ε = 10, and ε = 30, each at ionic
concentrations of ρ¯+/− = 2 M. In the case of ε = 10, data is shown for the additional asymmetries α = 0.1583 and α = 0.0 of
the ionic species. Furthermore, magnifications in part (d) demonstrate that a decreasing permittivity seems to be similar to a
magnification of the graphs at hand, since the magnification at ε = 30 is qualitatively similar to the plot at ε = 10, where the
magnification again is qualitatively similar to the plot at ε = 2.
9tential is defined similarly to Eq. (18) by
Cdiffmol,∗ =
∂N∗
∂Ψ
, (19)
where N∗ denotes the total number of particles per elec-
trode area in the volume V∗ of interest. We plot this mea-
sure of particle storage in Fig. 5(d). Obviously, Cdiffmol,∗
reaches higher values for higher permittivities, where
the repulsion between like-charge ions is better screened.
Since the molar differential capacitance is a derivative of
the particle number, a vanishing value indicates a mini-
mum in the latter. Interestingly, this minimum is shifted
towards negative potentials for increasing asymmetry α,
such that at the negative electrode the total number of
particles is decreased for increasing potentials. This can
be understood from Fig. 4, which shows that the small
anions are repelled from the cathode at lower absolute
potentials than the cations from the anode. In a sim-
ple picture, each cation, adsorbed to the cathode, needs
(1 + α)/(1 − α) anions to leave in order to have enough
free volume, as follows from the definition of α in Sec. IV.
As a consequence, small counterions seem to adsorb bet-
ter to an electrode than small coions. In conclusion, the
effective adsorption of ions requires a detailed study of
the adsorption as a function of the ionic sizes and the
solvent’s permittivity.
V. IN-PLANE STRUCTURE OF THE
ELECTRIC DOUBLE LAYER
In this section, we analyze the partial transverse struc-
ture factors Sslabν′ν (q) in the first layer next to the an-
ode. Recall that the first layer is defined up to the first
minimum of the total concentration profile, zmin, ignor-
ing the minimum at z = R+ due to the small anions
reaching closer to the walls. Naturally, zmin depends on
the potential Ψp, as the analysis of the thickness of lay-
ers in Fig. 5(a) shows. Accordingly, we have calculated
Hslabν′ν (z0, q) from DFT on the slab interval [R−, zmin], as
explained in Eq. (9). For technical reasons and in order
to compare our DFT-generated in-plane structure to that
obtained from our simulations, we have approximated the
contraction from Eq. (10) by H¯slabν′ν (q) = n
slab
ν′ H
slab
ν′ν (z0, q)
with the mole fraction nslabν′ = N
slab
ν′ /N
slab in the first
layer, which is equivalent to Sslabν′ν (q). As a representa-
tive position we have chosen z0 = (R+ + zmin)/2, such
that the slab contains both anions and cations. We did
not find any noteworthy differences for other values of
z0 within the slab. Note that the structure H
slab
νν′ (z0, q)
still is determined from the complete framework of DFT
and the Ornstein-Zernike relation applied to the full in-
homogeneous, z-dependent density profiles we discussed
in this work.
In Fig. 6, we draw a comparison between both the par-
tial transverse structure factors Sslabν′ν (q), approximatively
calculated from nslabν′ H
slab
ν′ν (z0, ◦) and DFT, and obtained
from MD simulations, for three electrode potentials. The
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Figure 6. (Color online) The partial transverse structure fac-
tors Sslabν′ν (q) in the first layer of ions next to the anode, ob-
tained from both DFT (approximatively) and MD simula-
tions, for electrode potentials (a) Ψp = 0.0 V, (b) Ψp = 0.1
V, and (c) Ψp = 0.5 V. In (c), the ++ contribution from
the MD simulations is not shown due to an almost vanishing
number of cations, which leads to bad statistics. Note that
the diagonal parts (++ and −−) of the structure factor have
been normalized by the mole fraction of the corresponding
species to reach comparable large-q limits of 1.
first global observation is that there is certainly no quan-
titative agreement between the DFT results and the sim-
ulations. Such a poor agreement should not come as a
surprise given (i) the incomplete construction of the free-
energy functional by neglecting correlations between the
hard-sphere and electrostatic contributions and (ii) the
resulting issues in the out-of-plane structure we discussed
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Figure 7. (Color online) The (a) particle-particle (NN) and
(b) charge-charge (ZZ) in-plane structure in the first layer of
ions at the positive electrode. The structure is shown for three
electrostatic potentials Ψp applied to the electrode.
in the previous section. In particular, we observe in Fig. 6
that the simulated in-plane structure is more pronounced
for the diagonal (++ and −−) components, reaching the
asymptotic large-q limit for smaller values of q. This is
consistent with the “sticking” effect of our functional,
which gives spurious structure on small length scales and
hence on large q’s. The slow large-q decay of the DFT-
based structure may well be due to this shortcoming of
the DFT. Figure 6 also shows a relatively large differ-
ence between panels (a) and (b) compared to panel (c),
where the −− correlations obtained by the simulations
become very pronounced at q ∼ 10 nm−1, although this
can hardly be seen as a sign of a divergence (and hence
as a signature of an in-plane phase transition). Our DFT
results seem to completely miss this enhanced structural
feature in Fig. 6(c), where simulation results clearly show
increased structure at larger q values. This indicates a
compactification of the first layer of ions in agreement
with our previous out-of-plane analysis.
In Figs. 7(a) and (b) we show the particle-particle (NN)
and charge-charge (ZZ) structure, which are linear com-
binations of the partial in-plane structure factors shown
in Fig. 6, respectively. Both are presented for the same
three potentials as in Fig. 6 and for both DFT and sim-
ulations. The NN structures are all quite similar (except
at low q for the high potential simulations) and show
a reasonably good agreement between DFT and simu-
lation. This is to be attributed to the high quality of
the FMT part of the functional which captures overall
packing effects accurately. In contrast, the ZZ structures
show a very poor agreement between DFT and simula-
tions, again showing a decay to the large-q limit in DFT
that is extremely slow compared to the simulations.
The simulation results in Fig. 7(b) show a significant
shift of the primary peak from q ∼ 6 nm−1 for Ψp = 0.1
V to q ∼ 10 nm−1 for Ψp = 0.5 V, consistent with a
very strong adsorption of ionic charge to the electrode
surface. As discussed previously, this finding is consistent
with the results of Kirchner et al. [24] and our findings
from Sec. IV. All in all we argue that the present DFT is
not sufficient to study the in-plane structure of an ionic
liquid in the vicinity of a (highly charged) electrode, and
further investigations to correct for the slow large-q decay
in the correlations is required.
VI. CONCLUDING DISCUSSION
In this paper we investigated a free-energy functional
for a size-asymmetric primitive model of spherical ions
in order to describe the in- and out-of-plane structure of
an ionic liquid confined in a parallel-plate capacitor by
the means of classical DFT. Both the steric repulsions
as well as the charges are important in these dense and
strongly coupled Coulombic systems. The ionic hard-
core repulsions are accurately treated on the basis of a
fundamental measure functional whereas the Coulombic
interactions are taken into account at a mean-field type
Poisson-Boltzmann level. To ensure the isolation of prob-
lems we found for the calculation of in-plane structure
from DFT, we neglected further (approximate) contribu-
tions to the functional, which would correct for correla-
tions between the respected hard-sphere and Coulombic
contributions, but which are still unknown for inhomo-
geneous systems. For several cell voltages we first inves-
tigated the ionic density profiles at high concentrations
and potentials as a function of the distance from the elec-
trodes, finding reasonable but far-from-perfect agreement
with our MD simulations of the same model. The most
obvious deviation from our simulation results is a much
weaker layering of oppositely charged ions in the EDL,
observed from DFT, while general layering and charge
exchange in between layers still is captured. Neverthe-
less, the out-of-plane profiles allow for the calculation of
the differential charge and molar capacitances, quanti-
ties that are relevant for energy-storage and desalination
devices. An interesting issue concerns the possibility of
an in-plane structural phase transition associated with
anomalies in the differential capacitance as observed re-
cently in simulations [22, 23, 25]. While our out-of-plane
results show a hint for this structural transition, the in-
plane structure that follows from the direct correlations
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of our functional gives a very poor account of our simu-
lated in-plane structure. As a main problem, we isolated
the slow decay of correlations and connected it with the
previously described underestimation of charge layering.
However, our work points towards the construction of
better functionals, which have to be considered to com-
prehensively study the observed phenomena in ionic liq-
uids confined in (porous) electrodes. A first candidate is
possibly the MSA-corrected functional that was recently
used in [47, 63]. Although we took the asymmetry be-
tween cations and anions into account by assigning them
different hard-sphere diameters, it is also conceivable that
the non-spherical shape of some of the ions is a crucial in-
gredient that needs to be incorporated at the level of the
hard-core functional. After all, the rod-like character of
some of the ions in real ionic liquids allows for voltage-
induced structural changes of the double layer that in-
volve alignment of the ions. Given the practical impor-
tance of the systems at hand and the complexity of the
required functionals, classical DFT is facing a challeng-
ing, interesting, and hopefully bright future to address
confined ionic liquids in external potentials.
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