Introduction
In this work we propose a methodology for language acquisition in humanoid robots that mimics that in children. Language acquisition is a complex process that involves mastering several different tasks, such as producing speech sounds, learning how to group different sounds into a consistent and manageable number of classes or speech units, grounding speech, and recognizing the speech sounds when uttered by other persons. While it is not known to which extent those abilities are learned or written in our genetic code, this work aims at two intertwined goals: (i) to investigate how much of linguistic structure that can be derived directly from the speech signal directed to infants by (ii) designing, building and testing biological plausible models for language acquisition in a humanoid robot. We have therefore chosen to avoid implementing any pre-programmed linguistic knowledge, such as phonemes, into these models. Instead we rely on general methods such as pattern matching and hierarchical clustering techniques, and show that it is possible to acquire important linguistic structures directly from the speech signal through the interaction with a caregiver. We also show that this process can be facilitated through the use of motor learning.
The interaction between an adult caregiver and a human infant is very different from the interaction between two adults. Speech directed to infants is highly structured and characterized by what seems like physically motivated tricks to maintain the communicative connection to the infant, actions that at the same time also may enhance linguistically relevant important aspects of the signal. Also, whereas communication between adults usually is about exchanging information, speech directed to infants is of a more referential nature. The adult refers to objects, people and events in the world surrounding the infant [33] . Because of this, the sound sequences the infant hears are very likely to co-occur with actual objects or events in the infant's visual field. The expanded intonation contours, the repetitive structure of IDS and the modulation of the sentence intensity are likely to play an important role in helping the infant establishing an implicit and plausible word-object link. This kind of structuring might very well be one of the first steps in speech processing, a coarse segmenting of the continuous signal in chunks that stand out because of some recurrent pattern the infant learns to recognize. Infants are very sensitive to the characteristic qualities of this typical IDS style, and a number of studies indicate that infants use this kind of information to find implicit structure in acoustic signals [27] [11] [32] [6] [46] . Some evidence on the usefulness of these co-ocurring events can also be found in robotics. In the CELL [45] , Cross-channel Early Lexical Learning, architectures for processing multisensory data is developed and implemented in a robot called Toco the Toucan. The robot is able to acquire words from untranscribed acoustic and video input and represent them in terms of associations between acoustic and visual sensory experience. Compared to conventional ASR systems that maps speech signal to human specified labels, this is an important step towards creating more ecological models. However, important shortcuts are still taken, such as the use of a predefined phoneme-model where a set of 40 phonemes are used and the transition probabilities are trained off-line on large scale database. In [51] , no external database is used. Instead the the transition probabilities are trained online only taking into account utterances that have been presented to the system at the specific instance in time. While this make the model more plausible from a cognitive perspective, infants may not rely on linguistic concepts as phonemes at all during these early stages of language development. In this work we have instead chosen a more direct approach and map the auditory impression of the word as a whole to the object. Underlying concepts like phonemes instead are seen as emergent consequences imposed by increasing representation needs [44] [35] .
In this work we have chosen to represent those underlying structures, i.e. pseudophonemes, in the form of target position in motor space, rather than as auditory goals. The rationale for this can be found in the motor theory of speech perception [37] , which hypothesizes that we recognize speech sound by first mapping the sound to our motor capabilities. This statement is also supported by more recent work in neuroscience that demonstrates an increased activity in the tongue muscles when listening to words that requires large tongue movements [9] . This leads to believe that the motor area in the brain is involved not only in the task of production, but also in that of recognition. Earlier works including neurophysiologic studies of monkeys have shown a similar relationship between visual stimulation and the activation of premotor neurons [14] . Those neurons, usually referred to as mirror neurons, fire both when executing a motor command and when being presented with an action that involves the same motor command. To learn the audio-motor maps and finding key target positions, interactions again play an important role in the form of imitation games.
Already during the first year a child slowly starts to mix what can be perceived as spontaneous babbling and some early imitations of the caregivers. During the second year as much as one third of the utterances produced by the child can be perceived as imitations, [54] . Broadly speaking, these "imitation games" where the child may play either the role of demonstrator or that of the imitator, serve two different purposes: (i) learning elementary speech units or speech vocabulary and (ii) gaining inter-speaker invariance for recognition.
One frequent situation during the child's language acquisition process is when the caretaker repeats certain utterances, words or sounds that the child tries to imitate. During this type of interaction it has been shown that caregivers actively change their voices in order to facilitate the task for the child [8] . When the child eventually succeeds in producing an "acceptable" imitation, the adult provides some sort of reinforcement signal. Through this reinforcement, the child identifies elementary speech units (e.g. phonemes or words) that play a role in the communication process and will form a (motor) speech vocabulary that can be used in later times. In addition, the child can learn how to better produce those specific terms in the vocabulary.
Another frequent situation is when the adult speaker imitates the sounds produced by the child. This may help gaining inter-speaker invariance by affording the child with the possibility of perceiving the same word (or phoneme or utterance) produced by the child's own vocal tract and that of an adult speaker.
Hence, the main hypothesis for this work are that (i) the infant or robot rely on the interaction with a caregiver in order to acquire their language, and (ii) underlying linguistic structures such as phonemes do not need to be pre-programmed but can emerge as a result of the interaction and can be represented in the form of vocal tract target positions.
Here we first take a closer look at the interaction between the infant and a caregiver and discuss how these interactions can guide the infant's language acquisition. We then discuss the learning architecture and necessary resources that has to be implemented in a robot for it to be able to acquire early language structures through the described interactions. The architecture described is an extended version of the architecture presented in [23] . A similar architecture can also be found in [28] , and some earlier work can be found in the DIVA model [19] . Finally we show how a humanoid can use the architecture and interaction scenarios to learn word-object relations and extract target positions for a number of vowels.
The role of interaction
In this section we take a closer look at how interaction can facilitate language acquisition, more specifically we look at the interaction between a caregiver and the child (or robot). When interacting with a child, adults tend to adapt their speech signal in a way that is attractive to the infant and in the same time can be helpful for learning the language. It is therefore natural to start this section with an explanation of some of the typical aspects of Infant Directed Speech.
This interaction it typcially multimodal in its nature. The child does not only hear the caregiver, but receives mutlimodal information such as combinations of speech, vision, and tactile input. In this section we discuss how this multimodal information can be used to ground speech. This kind of interaction, based on shared attention, starts even before the infant can produce speech itself. However, as the infant starts to explore its capacity to produce sound, verbal interaction will become more and more important. Initial verbal interaction is mainly based on imitations. Here we separate between two types of imitation scenarios, one where the infant imitates its caregiver, and one where the caregiver imitates the infants. Both have been found equally common in adult-infant interactions, but they serve two different goals (i) to learn which sounds that are useful for communication (the motor vocabulary of speech gestures like phonemes or pseudo-phonemes) and (ii) to learn to map human sound to the articulatory positions of the robot.
Infant directed speech
An important portion of the physical signal in the ambient language of almost every infant is in the form of Infant Directed Speech (IDS), a typical speech style used by adults when communicating with infants. IDS is found in most languages [2] [31] [10] and is characterized by long pauses, repetitions, high fundamental frequency, exaggerated fundamental frequency contours [11] and hyperarticulated vowels [31] . A very similar speech style is found in speech directed to pets [22] [4] , and to some degree also in speech directed to humanoid robots [17] , and pet robots [3] .
The function of IDS seem to change in accordance with the infant's developmental stages, phonetic characteristics in the adult's speech are adjusted to accommodate the communicative functions between the parents and their infants, for example a gradual change in consonant specifications associated with the infants communicative development was found in a study by Sundberg and Lacerda [49] . In longitudinal studies it has been shown that parents is adapting their speech to their infants linguistic and social development the first post-natal year. On the whole they use higher fundamental frequency, greater frequency range, shorter utterance duration, longer syllable duration, and less number of syllables per utterance when speaking to their infants as compared to speaking to adults. Sundberg [50] suggests that these phonetic modifications might be an intuitive strategy adults use automatically that is both attractive and functional for the infant.
In a study more directly related to infants word learning, Fernald and Mazzie [13] found that target words in infant directed speech were typically highlighted using focal stress and utterance-final position. In their study 18 mothers of 14-month-old infants were asked to tell a story from a picture book called Kelly's New Clothes, both to their infants and to an adult listener. Each page of the book introduced a new piece of clothes that was designated as a target word. When telling the story to the infants target words were stressed in 76% of the instances, and placed in utterancefinal position in 75% of the instances. For adult speech the same values were 40% and 53% respectively.
Albin [1] found that an even larger portion of the target words (87% -100% depending of subject) occured in final position when the subjects were asked to present a number of items to an infant.
Multimodal interaction
Whereas communication between adults usually is about exchanging information, speech directed to infants is of a more referential nature. The adult refers to objects, people and events in the world surrounding the infant [33] . When for example playing with a toy, the name of the toy is therefore likely to be mentioned several times during the interactions. Finding such recurrent patterns in the sound stream coming from the caregiver can help the infant to extract potential word candidates that can be linked to the visual representation of the object. On the other hand, also words that are not directly related to the object may be mentioned repeatably to the same extent or even more often than the target word itself. By linking all recurrent sound patterns to the most salient object in the visual field we are likely to end up with a large number of false word-object links. However, if the same wordlike pattern consistantly appears when, and only when, a certain object is observed it is hightly likely that it is actually related to that object. It is therefore necessary to look for cross-modal regularities over a relatively long time.
The CELL-model [45] therefore make use of both a short-term memory that is searched for recurrent patterns and a long-term memory that is searched for crossmodal regularities in order to form word-object associations.
Babbling and imitation
One of the first key observations regarding a child's language development is the use of babbling [36] , an exploration process that allows the child to explore different actuations of the vocal-tract and the corresponding acoustic consequences. This process allows to to build sensorimotor maps that associate the articulatory parameters of the vocal tract and the produced sounds. In other words, through babbling the child (or the robot) learns the physics of the vocal tract and how to produce sounds. While babbling was first seen as an isolated process, it has later been shown to have a continuous importance for the vocal development [53] . It has also been shown that in order to babble normally, children need to be able not only to hear both to themselves and other con-specifics [48] , but also to establish visual contact with others [42] . Speech babbling could therefore be seen as an early type of interaction, instead of just a self exploration task. When a caregiver is present, he or she is likely to imitate the sound of the infant, giving the infant the possibility to also create a map between its own utterances and that of the caregiver. Imitation studies performed at Stockholm University has shown that in about 20% of the cases, an eventual response from the caregiver is seen as an imitation of the infant's utterance when judged by other adult listeners. We have also shown that it is possible to get a good estimation of when there is an imitation or not by comparing a number of prosodic features [25] .
By creating speech sound and detecting possible imitations, the child or robot can overcome differences between its own voice and that of the caregiver, and by repeating this kind of "imitation game" with several different caregivers it is also possible to overcome inter-speaker variations.
As stated in the introduction of this section, there are two different goals with the imitation games. Apart from the goal to overcome the inter-speaker differences and allow the robot to correctly map sounds from different speakers to its own motor positions in order to reproduce or recognize those sounds, the second goal is to help the robot to separate between sounds that are useful for communication (thus becoming part of a motor vocabulary of speech gestures) and sounds that can be considered as noise and should be forgotten.
Given that the child or robot is already able to correctly map speech sound from the caregiver to its vocal tract, it can use statistical methods to find useful positions. However, while the map is still incomplete it may need feedback or reinforcement provided by the caregiver. This is possible by letting the robot imitate utterances from the caregiver. The robot uses its sensor-motor maps to calculate the corresponding vocal tract positions and then reproduces the same utterance with its own voice. Depending on how well the robot is able to map the voice of the caregiver to its own vocal tract positions the reproduced sound may or may not be perceived as an imitation by the caregiver. If a correct imitation or, at least, as a useful speech utterance is perceived, the robot receives positive feedback and stores the vocal tract positions in the speech motor vocabulary. Alternatively, if the reproduced sound is not validated by the caregiver, he may try to change his/her voice in order to guide the robot towards the correct sound. This behaviour can also be found in the interaction between a child and its parents and has been studied in [8] .
Embodiment
In order to interact with the caregiver as explained in the previous section, the robot must be able to see, hear, and also to produce sounds. To mimic the way human infants interact with it is of course an advantage to have a robot that looks and acts as would be expect from an infant. However, the embodiment is important not only to evoke emotions and make it more attractive for interaction, but also from a learning perspective. Having a similar body structure facilitates imitations since it allow for a more direct mapping between the demonstrator and the imitator while at the same time limiting the search space and hence the risk of incorrect mappings.
In this section we describe the architecutre and the system components that are implemented in the humanoid robot in order to allow the robot to engage in the interaction tasks necessary to acquire early language structures. The described architecture is an extension of the work in described in [23] . It includes a speech production module, a sensing unit, a sensorimotor coordination module and a memory unit, as shown in 1. 
Speech production unit
The speech production unit consists of an articulatory model of the human vocal tract and a position generator. There have been several attempts to build mechanical models of the vocal tract [21] [18] . While these can produce some human like sounds they are still rather limited and there are no commercially available mechanical solutions. The alternative is to simulate the vocal tract with a computer model. Such simulators are typically based on the tube model [40] where the vocal tract is considered to be a number of concatenated tubes with variable diameter. On top of the tube model an articulator is used that calculates the diameter of the tubes for different configurations of the vocalization units. In this work we have chosen to simulate the vocal tract by using VTcals developed by Maeda [41] . This model has been developed by studying x-rays from two women articulating French words, and has six parameters that can be used to control the movements of the vocal tract. One parameter is used for controlling the position of the yaw, one for the extrusion of the lips, one for lip opening, and three parameters for controlling the position of the tongue. A synthesizer converts the vocal tract positions into sound. While the synthesizer works well for vowel-like sounds, it is unable to produce fricatives sounds and can hence only produce a limited set of consonants.
Apart from creating sound, the lip parameter is also used to control a number of Light Emitting Diods (LEDs) in the robot's face in order to simulate the movements of the lips. The current lip model is very simple and only show the mouth as either open or closed.
Sensing units
As explained in the previous section, not only ears but also other sensing modalities are useful when learning to speak. Here we have implemented two sensing modalities, an auditory sensor unit and a visual sensor unit that extract features from the acoustic and visual spaces respectively.
The auditory sensor consist of two microphones and artificial pinnas [26] . To get a more compact representation of the sound signal it is transformed into a tonotopic sound representation (sound features). There exist various representations that can be used for this. For production and recognition of vowels, formants are commonly used [56] . However, formants only contain information useful for vowels so its application is rather narrow. In other related work, LPC has been used [30] [43] . LPC are more generally applicable than formants, but still require rather stationary signals to perform well. Here we use Mel frequency cepstral coefficients (MFCC) [7] as our speech features since these do not require a stationary signal. To calculate the MFCC each utterance is first windowed using 25 ms windows with 50% overlap between the windows, and MFCC are then calculated for each window.
As visual sensors the robot is equipped with two cameras with pan and tilt. However, for the sake of language acquisition only one camera is used. The visual sensor is used both for finding objects during multimodal interaction, and for tracking faces and lipmovements to provide information on the lip-opening when trying to imitate the caregiver.
Starting with the object detector, the robot takes a snapshot of the camera's view and segment the image in order and look for the object closest to the center of the image. The segmentation is done by background subtraction followed by morphological dilation. Using the silhouette of the object we create a representation of its shape by taking the distance between the center of mass and the perimeter of the silhouette. This is done for each degree of rotation creating a vector with 360 columns. The tranformation of an image to the object representation is illustrated in Figure 2 .
To estimate the opening of the mouth, the visual sensor takes a video sequence of the speaker's face as input and calculates the openness of the mouth in each frame. The openness is defined as the distance between the upper and lower lip, normalized with the height of the head. We use a face detection algorithm, based on [55] and [39] , to calculate the size of the head and the initial estimate of the position of the lips. Within the estimated position we use colour segmentation methods to select candidate pixels for the lips based on their redness. While there are methods to find the exact contour of the lips, like snakes or active contour methods [29] , we are only interested in the openness of the mouth and have chosen to represent the lips with an ellipse. To fit the ellipse to the lip pixels we use a least square method described in [16] . Finally we calculate a new estimate for the lip position in the next frame of the video sequence by using the method in [38] .
Sensorimotor maps
The sensorimotor maps are responsible for retrieving the vocal tract position from the given auditory and visual features. We use two separate neural networks to model the sound-motor and visiuomotor maps. The sound-motor map is the more complicated of the two, mapping the 12 cepstral coefficients back to the 6 articulatory parameters of the vocal tract model. The added difficulty of the problem lies in the fact that several positions of the vocal tract may result in the same sound, hence giving several possible solutions for a given set of input features. These ambiguities have to be solved through the interaction with a caregiver. For the sound-motor map we use an artificial neural network with 20 hidden neurons.
The vision-motor map is a very simple unit, performing a linear mapping from the mouth opening to the lip height parameter of the synthesizer.
Since the output from both the sound-motor map and the vision-motor map consist of vocal tract positions, the integration of those sensor outputs becomes very simple. Here we simply use a weighted average of the lip height calculated from the two maps. The weight is currently set by hand, but should preferably be set automatically according to the quality and intensity of the visual and auditory stimuli.
Short term memory
The short-term memory receives a continuous stream of visual and auditory data that are stored during a fixed time (here we have used 10-20 s).
The auditory sound stream is sequenced into utterances. This is done automatically when the sound level is under a certain threshold value for at least 200 ms. Each utterance within the short term memory at a given time is compared pair-wise with all other utterences in the memory in order to find recurrent pattern. For each utterance-pair we first make sure that the utterances have the same length by padding the shortest utterance. The utterances are then aligned in time and we calculate the sum of differences between their mel coefficients creating a vector with the acoustic distance between the two utterances at each window. The second utterance is then shifted forward and backward in time and for each step a new distance vector is calculated. These vectors are averaged over 15 windows, i.e. 200 ms, and combined into a distance matrix as illustrated in Figure 3 . By averaging over 200 ms we exclude local matches that are too short and can find word candidates by simply looking for minimas in the distance matrix. Starting from a minima we find the start and the end points for the word candidate by moving left and right in the matrix while making sure that the distance metric at each point is always below a certain critical threshold.
In order to take advantage of the structure of infant directed speech and to mimic infants' apparent bias towards target words in utterance-final position and focal stress, we also check for these features. For a word candidate to be considered to have utterance-final position we simply check that the end of the candidate is less than 15 windows from the end of the utterance. To find the focal stress of an utterance we look for the F0-peak. While there are many ways for adults to stress words (e.g. pitch, intensity, length) it has been found that F0-peaks are mainly used in infant directed speech [13] . If the F0-peak of the utterance as a whole is within the boundaries of the word candidate, the word candidate is considered to be stressed. If a word candidates is not stressed and in utterance-final position we may reject it with a specified probability. The same technique for pattern matching is also be used to compare visual objects. When comparing two object representations with each other we first normalize the vectors and then perform a pattern maching, much in the same way as for the auditory representations, by shifting the vectors one step at a time. By doing this we get a measurement of the visual similarity between objects that is invariant to both scale and rotation.
When we find both a word candidate and a visual object we pair these representations and send them to the long term memory.
Long term memory
The long term memory is used to store both word candidates, visual objects, and vocal tract positions that are found interesting during the interaction with the caregiver. To organize the information we use an hierarchical clustering algorithm [20] . Word candidates, visual objects, and vocal tract positions are organized independently into three different tree clusters. The algorithm starts by creating one cluster for each item. It then iteratively joins the two clusters that has the smallest average distance between their items until only one cluster remains.
While the algorithm is the same for all three trees, the distance measure varies slightly between them. The distance between the visual objects is measured directly through the pattern matching explained above. For the acoustic similarity we use Dynamic Time Warp (DTW) [47] to measure the distance between different word candidates. The reason to use DTW instead of directly applying the pattern matching described earlier is to be less sensitive to how fast the word candidate is pronounced. For the vocal tract position we simply use the Euclidean distance to measure the distance between each target position.
The resulting hierarchical trees can now be analyzed in a second step to determine the correct number of clusters. For each level of the clustering process, we have different relationships between data groupings. The question is then to find the "natural" grouping for this dataset. To estimate the adequate number of clusters in the dataset we have used the Gap statistic [52] . This function compares the withincluster dispersion of our data with that obtained by clustering a reference uniform distribution. This is to compare the gain of raising the cluster number in a structured data with that arising from adding another cluster to a non-informative and not structured set of points. To find the optimal number of clusters we look for the first maximum in the Gap. Each position within the same cluster is considered to be part of the same phoneme or pseudo-phoneme in the motor speech vocabulary.
When we have interconnected multimodal representations, which is the case for the word candidates and visual objects that assumingly refers to the same object we can make use of these connections, not only to create associations, but also to find where we should cut the trees in order to get a good representations of the words and the objects. In order to find which branch in the word candidate tree that should be associated with which branch in the object tree we use the mutual information criterion [5] . In the general form this can be written as
Where p(x, y) is the joint probability distribution function of X and Y , and p 1 (x) and p 2 (y) are the marginal probability distribution functions of X and Y respectively.
We want to calculate I(X;Y ) for all combinations of clusters and objects in order to find the best word representations. For a specific word cluster A and visual cluster V we define the binary variables X and Y as
The probability functions are estimated using the relative frequencies of all observations in the long-term memory, i.e. p 1 (x) is estimated by taking the number of observations within the cluster A and dividing with the total number of observations in the long-term memory. In the same way p 2 (y) is estimated by taking the number of observations in the cluster V and again dividing with the total number of observations. The joint probability is found by counting how many of the observations in cluster A that is paired with an observation in cluster V and dividing by the total number of observations.
Humanoid robot experiments
In this section we examplify how the interaction strategies and the described architecture works in practise by showing the results from two different experiments.
In the first experiment we show how the robot can extract useful word-candidates and associate those to visual object. This is done both by interacting directly with the robot and by using recordings of real Infant Directed Speech taken from adult-infant interactions.
In the second experiment we teach the robot nine Portuguese vowels and see how well the robot can recognize the same vowels when pronounced by different human speakers. Here we especially look at the effect that the different developmental stages of babbling and interaction have for the recognition rate and the role played by the visual input with respect to the recognition rate.
Experiment 1: Word learning
In this experiment the robot makes use of multimodal information in order to learn word-object associations when interacting with the caregiver. The experimental setup is shown in Figure 4 .
The caregiver shows a number of toys for the robot and, at the same time, talks about these objects in an infant directed speech style. The objects that were used during the experiment were one ball and two dolls named "Pudde" and "Siffy". The experiment was performed by demonstrating one object at a time by placing it in front of the robot for approximately 20 s, while talking to the robot about the object by saying things like "Look at the nice ball!" and "Do you want to play with the ball?". Each utterance contained a reference to a target word and we made sure that the target word has always stressed and in utterance-final position. For the dolls we referred to them both by using their individual names and the swedish word for doll, "docka". The ball were always referred to using the swedish word "bollen".
Fig. 4 Experimental setup for robot test
During the length of one demonstration, sound and images are continuously stored in the short-term memory. The sound is then segmented by simply looking for periods of silence between the utterances and each utterance is then compared to the others as explained in the previous section. Each word candidate, i.e. matching sound pattern, in the short-term memory is paired with the visual representation of the object and sent to the long-term memory. After having demonstrated all three objects we repeat the procedure once more, but this time with the objects in slightly different orientations in front of the robot. This is done in order to verify that the clustering of the visual objects is able to find similarities in the shape despite differences in the orientation of the objects.
When word candidates have been extracted from all six demonstrations, the hierarchical clustering algorithm is used to group word candidates in the long-term memory that are acoustically close. The result from the hierarchical clustering of the word candidates can be seen in Figure 5 . The same is done for the visual objects, Figure 6 . The numbers at each leaf shows the unique identifier that allows us to see which of the word candidates that was paired with which of the visual objects.
Looking only at the hierarchical tree for the word candidates it is not obvious where the tree should be cut in order to find good word representations. By listening to the word candidates we notice that the cluster containing candidates (25 26 19 20 2 6 18 14 16 1) represent the word "dockan", the cluster (3 7 4 9 5 8 10 12 15 11 13 17) represent the word "Pudde", the cluster (21 22 23 27 28 29 24 31 30) represent the word "Siffy", and the cluster (32 33 34 36 35 ) represent the word "bollen". The hierarchical tree for the visual objects may look more simple and it is tempting to select the five clusters in the bottom as our objects. However, it is actually the clusters one level up that represents our visual objects, but of course the robot does not know that at this point.
To find out which branch in the respective tree that should be associated with which branch in the other we calculate the mutual information criterion. Calculating the mutual information criterion for all pair of branches shows that we get the highest score for associating the word candidates (32-36) with the same visual objects (32) (33) (34) (35) (36) . This is what we could expect since all visual observations of "bollen" were also paired with a correct word candidate. In the case of the objects "Pudde" and "Siffy" part of the observations are not paired with the object name, but instead with the word "docka". Still we get the second and third heighest scores by associating word candidates for the word "Pudde" with object Pudde and the word "Siffy" with object Siffy respectively. We can also find that the branch above the visual representations of Pudde and Siffy receives the heighest score for being associated branch containing word candidates for "dockan".
The experiment was repeated without putting any bias on word candidates that were stressed and in utterance-final position. This resulted in four false word candidates for the object Pudde and one for object Siffy. However, this did not affect the word-object associations as these candidates were found in separate branches in the word candidate tree and only received low scores by the mutual information criterion.
A second experiment was performed using recordings of interactions between parents and their infants. The recordings were made under controlled forms at the Department of Linguistics, Stockholm University. A lot of care were taken to create a natural interactions. The room was equipped with several toys, among those two dolls called "Kuckan" and "Siffy". The parents were not given any information of the aim of the recordings but were simply introduced to the toys and then left alone with their infants. In this study we have only used a single recording of a mother interacting with her 8 month old infant. The total duration of the recording is around 10 minutes. The audio recording has been segmented by hand to exclude sound coming from the infant. In total the material consists of 132 utterances with time stamps and also object references in those case that an object were present. In 33 of these the doll "Kuckan" was present and in 13 of them the doll "Siffy". In total the word "Kuckan" is mentioned 15 times and "Siffy" is mentioned 6 times.
In this experiment we limit the short-term memory to 10 s. The utterances enter in the short-term memory one at a time and any utterance older than 10 s is erased from the memory. Word candidates that also have an assigned object label are transferred into the long-term memory.
After searching all utterances for word candidates we cluster all the candidates in the long-term memory. The result can be found in Figure 7 . Here we don't have any hierarchical tree for the visual objects. Instead we use the labels assigned by hand that can be used for calculating the mutual information criterion. Doing so gives us that the object Kuckan is best represented by word candidates (5 6 3 9 11 10 22 4 7 17 18) and Siffy by (32 33 34) . Listening to the word candidates confirms that they represent the names of the dolls, but the segmentation is not as clear as in the humanoid experiment and there are a few outliers. Among the word candidates associated with Kuckan, nr 22 was unhearable and nr 17 and 18 were non-words but with a prosodic resembly of the word "Kuckan". For the word candidates associated with Siffy all contained parts of initial words.
When repeating the experiment without bias on focal stress and utterance-final position, the number of word candidates grew significantly resulting in lots of outliers being associated with both the objects. In the case of Kuckan it even caused the correct word candidates to be excluded from the branch that was associated with the object. However, it should be stated that the experiment was very small in order to draw any general conclusions. 
Learning target positions
The objective of the second experiment is to show how the robot can learn target positions for a number of Portuguese vowels.
To learn vowels the robot first has to create an initial sound-motor map. Using the initial map it can then try to imitate the caregiver in order to get some first estimated motor configurations that represent vowels in the speech motor vocabulary. Local babbling is used to explore the neighbourhood of the terms in the vocabulary, while the caregiver gives feedback on the result. Finally, the clustering algorithm is used to group all positions learned into a feasible number of elements in the vocabulary.
The initial sound-motor map is created through random babbling. We generated 10000 random positions vectors for this phase. Each vector contains information about the position of the 6 articulators used in Maeda's model. These configurations are used by the speech production unit to calculate the resulting sound, which is coded in MFCC by the auditory unit. The sound-motor-map then tries to map the MFCC back to the original articulator positions that originated the sound. The error resulting from the comparison with the correct motor configuration given by the random articulator generator is used with a back-propagation algorithm to update the map. Repeating this will create an initial map between sound and the articulator positions used to create this sound.
The second step can be seen as a parroting behaviour where the robot tries to imitate the caregiver using the previously learned map. Since the map at this stage is only trained with the robot's own voice, it will not generalize very well to different voices. This may force the caregiver to change his/her own voice in order to direct the robot. There can also be a need to over-articulate, i.e. exaggerate the positions of the articulators in order to overcome flat areas in the maps that are a result of the inversion problem. When two or more articulator positions give the same sound the initial maps tends to be an average of those. However, for vowels the articulator positions are usually naturally biased towards the correct position as the sound is more stable around the correct positions than around the alternative positions. For most of the vowels it was not necessary to adapt the voice too much. Typically between one and ten attempts were enough to obtain a satisfying result. When the caregiver is happy with the sound produced by the robot it gives positive feedback which causes the robot to store the current articulator positions in its speech motor vocabulary. Using this method the caregiver was able to teach the robot prototype positions for nine Portuguese vowels. Visual inspection of the learned articulator positions showed that the positions used by robot are similar to those used by a human speaker, Figure 3 . Since the vowel positions were learned under controlled forms where only one position was stored for each vowel sound we did not do any clustering of the target positions, but simply let each position represent a pseudo-phoneme. In [24] we did a larger scale experiment where 281 target positions were learned, each representing one of the nine vowels above. We then used the hierarchical clustering algorithm together with GAP statistics to group the target positions into a number of pseudophonemes. This showed that the robot automatically would group the positions into nine pseudo-phonemes corresponding to the Portuguese vowels.
Here we instead study how well the robot is able to recognize the learned vowels when those are pronounced by human speakers. We especially look at how the recognition rate is improved as a result of the different stages of babbling and interaction. To study this training and test data were collected with 14 speakers (seven males and seven females) reading words that included the nine Portuguese vowels above. We used the vowels from seven speakers for training and the other seven for testing. Each speaker read the words several times, and the vowels were hand labelled with a number 1 to 9. The amplitude of the sound was normalized and each vowel was then divided into 25 ms windows with 50% overlap. Each window was then treated as individual data which resulted in a training set of 2428 samples, and a test set of 1694 samples.
During training, we simulated the interaction where the humans' imitate the robot by having the robot pronouncing one of its vowels at the time, and then present the robot with the same vowel from one of the humans in the training set. In this step we used both auditory and visual input. The auditory input consisted of a single window of 25 ms sound, and the visual input is an image showing the face of the human at the same instant of time. The robot then mapped these inputs to its vocal tract positions, compared the result with the position used by the robot to create the same sound, and used the error to update the both the auditory-motor map and the vision-motor map.
For testing, we let the robot listen to the vowels pronounced by the speakers in the test set, i.e. speakers previously unknown to the robot. The input was mapped to the robot's vocal tract positions and the mapped positions were compared to the vowel positions stored in the speech motor vocabulary. Based on the minimum Euclidean distance, each position was classified as one of the stored vowel positions.
We performed this test several times using the maps obtained at each of the different stages of babbling and interaction. First we tested how well the robot was able to map the human vowels using maps that had only been trained using the robot's own voice, i.e. after the initial random babbling. As expected at this stage, the estimated positions were relatively far from the correct ones and it was not possible to recognize more than 18% of the human vowels. This is mainly due to the difference between the voice of the robot and the voices of the the human adults in the test set, and it is because of this that the human caregiver may need to adapt his or her voice during the early interaction with the robot.
When the robot has already had some human interaction, through the people in the training set, we noticed a significant increase in the performance. The distance between the vocal tract positions estimated from the human utterances in the test set, and the positions used by the robot to create the same utterance, decreased, and the recognition rate improved. Using only sound as input, the recognition rate became close to 58%, and using both sound and visual data the recognition rate reached 63%. A summary of the results is shown in Table 1 . 
Conclusions
In this work we have described a method for language acquisition in humanoid robots that mimics the process of language acquisition in children. Our approach relies on two main axes. Firstly, we adopt a developmental and ecological approach driving the robot through sensorimotor coordination stages (babbling) and mediated by the interaction with the caregivers, to acquire a speech vocabulary. Secondly, we use motor representations both for speech production and recognition as suggested by the studies in mirror neurons. We discuss how different interaction scenarios between the robot and its caregiver(s) can help the robot to find linguistic structures such as words and phonemes without the need for pre-programmed linguistic knowledge. In this discussion we identify a number of enabling capabilities that must be embodied in the robot for it to be able to participate in the interactions. Especially we find the need for multimodal sensors, and the need for the robot to not only retrieve speech sounds, but also to be able to produce them. We show how these capabilities can be implemented in a humanoid robot.
Through the described interaction scenarios, the robot is able to learn both wordlike structures that are associated with objects in the robot's visual field, and also underlying structures in the form of target positions for a number of vowels.
