We study the dependence of the spectral gap for the generator of the continuous-time Glauber dynamics for all O(n)-models with mean-field interaction and magnetic field, below the critical temperature on the number N of particles. We also analyze the behaviour of the spectral gap for a classical heat conduction model, the so-called Chain of oscillators for various configurations in terms of the number of particles. In both cases, we reduce the analysis of the entirely classical models to the study of Schrödinger operators.
Introduction and main results
We analyze the dependence of the spectral gap for two classical models in statistical physics by reducing them to Schrödinger operators.
1.1. O(n)-model. The first model we are concerned with is the generator of the Glauber dynamics of the mean-field O(n)-model in the supercritical regime β > n, defined in Section 2. This article extends the study of the subcritical regime β < n in [BB19] . In this case, the spectral gap of the generator remains open uniformly in N and for any dimension n, in the full temperature range.
The mean-field O(n)-model is defined by the energy function
h, σ(i) (1.1) acting on spin configurations σ : {1, .., N } → S n−1 where ∆ MF is the mean-field Laplacian and h ∈ R n an external magnetic field. We consider the continuous-time Glauber dynamics associated with the Gibbs measure ∝ e −βH (σ) .
We invoke a one-step renormalization group procedure to reduce the high-dimensional problem to the study of a low-dimensional renormalized measure and a fluctuation measure. In the subcritical regime β < n, the renormalization of the equilibrium measure is particularly efficient, since the renormalized potential is strictly convex such that the Bakry-Emery criterion can be directly applied to this measure and implies that the spectral gap remains open. The low temperature regime is different in the sense that after a single renormalization step, the renormalized potential is not convex. The renormalization group method has also been successfully applied in the study of the spectral gap for hierarchical spin models [BB] .
While we analyze the Ising model, n = 1, directly, we use the equivalence between the generator of the Glauber dynamics and a Schrödinger operator to analyze the higher-dimensional O(n)-models with n ≥ 2. The mixing time of the mean-field Ising model (O(1)) without magnetic field has been carefully analyzed in [DLP09] and our results on the continuous-time Glauber dynamics agree with the findings of that article.
Our main result on mean-field O(n) models is the following Theorem:
Theorem 1 (Spectral gap-Mean-field O(n) models). Let N be the number of spin particles and n the spatial dimension. For the supercritical mean-field Ising model (n = 1, β > 1), the spectral gap λ N of the generator closes, for the case of small magnetic fields |h| < h c as N → ∞ exponentially fast λ N = e −N ∆ small (V )(1+O(1)) . In particular, for magnetic fields h ∈ [0, h c )
where γ 1 (β) ≤ γ 2 (β) ∈ R are the two smallest numbers satisfying the condition γ(β) = tanh(γ(β) β + h).
In contrast to this, for strong magnetic fields h ≥ h c , in the case of the Ising model, and for all h ∈ R n , in case of all other O(n)-models with inverse temperature β > n, the spectral gap is bounded away from zero uniformly in the number of particles.
1.2. Chain of oscillators. The second part of the paper is concerned with the chain of oscillators, as defined in Section 7. This is a one-dimensional model for heat transport between interacting particles.
We assume quadratic interaction and pinning potentials between the particles of mass m i . For a mass matrix m N := diag(m 1 , ..., m N ), the N -particle Hamilton function is just
The dynamics is given by system of coupled SDEs for particles i ∈ [N ]
dq i (t) = ∂ p i H dt and dp i (t) = (−∂ q i H − γ i p i δ i∈I ) dt + (δ i,1 + δ i,N ) 2m i γ i β −1
where β i is the inverse temperature at either end of the chain, W i are iid Wiener processes, γ i > 0 a friction parameter, and I ⊂ {1, N } . Although our main concern is the case I = {1, N }, i.e. friction and diffusion at both ends of the one-dimensional chain, our analysis also allows us to study a chain with zero friction at a single end of the chain, as discussed in [Hai09] .
Our analysis shows that the spectral gap of the generator to (1.3) is determined by the decay rate of eigenstates of a discrete Schrödinger operator (7.4), defined in terms of the potential coupling strengths, and the level-spacing between its eigenvalues (B N ξ)(i) = (−∆ N ξ)(i) + η i ξ i , where ξ = (ξ i ) i∈{1,..,N } . and −∆ N is a discrete Laplacian in N coordinates.
In this article we study the spectral gap for three different scenarios:
• For a homogeneous model with the same parameters for every particle (the Schrödinger operator possesses only extended states in the limit N → ∞), • for a model with an impurity at a single particle (the Schrödinger operator possesses both extended and exponentially localized states in the limit N → ∞), and • for a model with disorder (the Schrödinger operator has only exponentially localized eigenstates in the limit N → ∞).
Before proceeding with the statements of our results, we want to mention results on the macroscopic heat transport of the chain of oscillators, e.g. heat conductivity, and how such properties are determined from microscopic properties of the system. It is suggested by [CL] that, for an infinite chain the absolutely continuous part of the spectrum of the Schrödinger operator, i.e. the metallic part of the spectrum, leads to infinite conductivity. In the specific example of the homogeneous chain, where there is only absolutely continuous spectrum in the limit, it is well-known that the conductivity is infinite (Fourier's law doesn't hold) [RLL67] . However, in disordered harmonic chains (DHC) with random masses, where all eigenstates of the discrete Schrödinger operator are localized, the heat flux vanishes as N → ∞ almost surely, see [CL, JRG71, OL74] . In terms of the conductivity that is κ(N ) N → 0 as N goes to infinity.
First studies of the behaviour of the heat currents in a one-dimensional DHC were done in [CL, JRG71] . In particular, in [JRG71] the heat baths are semi infinite harmonic chains distributed with respect to Gibbs measures at temperatures T L , T R (free boundaries). In this case, E(J N ) N −1/2 , where E(·) denotes the expectation over the masses. That E(J N ) ∼ N −1/2 was proved a bit later in [Ver79] , showing that Fourier's law does not hold in this model of DHC. Results regarding heat baths coupled at both ends with Ornstein-Uhlenbeck terms with fixed boundaries, i.e. q 0 = q N +1 = 0, was first done in [CL] . A rigorous proof of E(J N ) ∼ (∆T )N −3/2 was given in [AH11] . The behaviour of heat flux for both of these models is also discussed in [Dha01] . Localization effects of the discrete Schrödinger operator enter also in the study of mean-field limits for the harmonic chain [BHO19] .
Our results on the spectral gap indicate that the presents of exponentially localized eigenstates in the discrete Schrödiger operator, i.e. the insulating part of the spectrum, causes an exponentially fast closing of the spectral gap. In contrast to this, if the discrete Schrödinger operator possesses only extended states, the spectral gap again decays to 0 as N tends to infinity but this time only at a polynomial rate. Both results only hold under a pressure condition on the eigenvalues.
The above results show that rank one perturbations in the discrete Schrödinger operator should not affect the heat conductivity but do affect the spectral gap, e.g. when considering single impurities in the chain. Put differently, heat transport is an effect that is governed by all the modes of the system whereas the spectral gap is determined only by a single extremizing mode of the Schrödinger operator.
Our main results on the N -dependence of the harmonic chain in Section 7 are summarized in the following Theorem:
Theorem 2 (Spectral gap -Chain of oscillators). Let the positive masses and interaction strengths of all oscillators coincide and assume that there is non-zero friction for at least one of the terminal particles of the oscillator chain.
Let N be the number of oscillators, then if the sum of all friction parameters for all oscillators is uniformly bounded, the spectral gap of the chain of oscillators closes always at least with rate O(1/N ). In particular, we have the following cases • (Homogeneous chain): If the pinning strength is the same for all oscillators, the spectral gap λ S of the generator satisfies N −3 λ S N −3 . • (Chain with impurity): If the coupling strength η [N/2] for the pinning potential of the central oscillator is sufficiently small compared with the coincident pinning parameter of all other oscillators, the spectral gap λ S of the generator closes exponentially fast in the number of oscillators. • (Disordered chain): If the pinning strengths are iid random variables, the spectral gap λ S of the generator closes exponentially fast in the number of oscillators.
It would be interesting to study the behaviour of the spectral gap in the oscillator chains for more general classes of pinning and interaction potentials. Chains with potentials that behave like polynomials at infinity have been studied before in [EPRB99b, EPRB99a, RBT02, Car07] and also recently in [CEHRB18] treating more complicated networks of oscillators. There, questions regarding the existence, uniqueness and exponential convergence in time towards the non-equilibrium steady state (NESS) have been answered. In [Raq19, Men] bounded perturbations of the harmonic chain are treated, where in the latter, estimates on the spectral gap in terms of N are given as well with the optimal lower bound when restricted in the harmonic case.
In articles [HM09, Hai09] some negative results are presented, i.e. lack of spectral gap, in cases where the pinning potential is stronger than the coupling one. Moreover, apart from considering different kinds of potentials, one can study different kind of noises as well, [Raq19, NR] , where quantitative rates of convergence are not available, so far.
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The expectation with respect to a measure µ is written denoted by E µ (X). The normalized surface measure on the n sphere is denoted as dS S n . We write 1l to denote a vector or matrix whose entries are all equal to one and id for the identity map. Finally, we introduce the notation [N ] := {1, ..., N } . The eigenvalues of a self-adjoint matrix A shall be denoted by λ 1 (A) ≤ ... ≤ λ N (A). We also employ the Kronecker delta where δ n∈I = 1 if n ∈ I and zero otherwise.
The mean-field O(n)-model
We study the mean-field O(n)-model with spin configuration σ : [N ] → S n−1 and introduce the mean-field Laplacian (
The mean spin is defined as σ := 1 N i∈[N ] σ(i). The energy of a spin configuration σ is given by the Curie-Weiss Hamiltonian
h, σ(x)
(2.1)
where the constant vector h ∈ R n represents an external magnetic field and β is the inverse temperature of the system. The critical temperature for the O(n)-models is β = n and we study the supercritical regime β > n.
The dynamics we consider is the continuous-time Glauber dynamics
S n−1 are the standard Laplace-Beltrami and gradient operator on S n−1 acting on spin i. We recall that for a function F : S 0 → R the gradient is given by (
Studying the operator L on the weighted space L 2 (S n−1 ) N , dρ makes this generator self-adjoint. The quadratic form of the generator (2.3) is just a rescaled Dirichlet form
.
Renormalized measure and mathematical preliminaries
We start with the definition of entropy with respect to probability measures:
Definition 3.1 (Entropy). For a probability measure µ on some Borel set Ω the entropy Ent µ (F ) of a positive measurable function F :
Instead of studying the generator of the dynamics directly, we apply a one step renormalization first [BBS, Sec. 1.4]:
Definition 3.2 (Renormalized quantities). The renormalized single spin potential V n associated with the mean-field O(n)-model for ϕ ∈ R n is defined as
where I is the modified Bessel function of the first kind.
The N -particle renormalized measure is defined for a normalizing constant ν (n)
For any ϕ ∈ R n , there is a probability measure µ ϕ , the fluctuation measure, on (S n−1 ) N defined as
A straightforward calculation shows that the stationary measure dρ can be decomposed into the fluctuation and renormalized measure such that E ρ (F ) = E ν N (E µϕ (F )).
Example 1. In the case of the Ising model (n = 1) the renormalized potential is
For the XY model (n = 2) the renormalized potential reads
For the Heisenberg model (n = 3) one finds
For the N -asymptotic study of eigenvalues we observe that the renormalized potential grows quadratically at infinity such that ∆V n ∈ L ∞ (R n ).
The Glauber dynamics for the renormalized measure is then given by the self-adjoint operator L ren : D(L ren ) ⊂ L 2 (R n , dν N ) → L 2 (R n , dν N ), satisfying
(3.6)
The renormalized Langevin generator L ren satisfies − L ren f, f L 2 (dν N ) = ∇ R n f 2 L 2 (dν N ) . Thus, the spectral gap of L ren is precisely the constant in the SGI of the renormalized measure. The renormalized Schrödinger operator with nullspace spanned by e −N Vn is the operator defined as conjugation −∆ ren = e −N Vn/2 L ren e N Vn/2
Definition 3.3 (LSI and SGI). Let µ be a Borel probability measure on R n . We say that µ satisfies a logarithmic Sobolev inequality LSI(k) iff
for all smooth functions f . The LSI(k) implies [Led99, Prop. 2.1] that µ satisfies a spectral gap inequality SGI(k)
Remark 1. If f vanishes outside a set Ω of measure µ(Ω) < 1 and if µ satisfies a SGI(k) then
For Borel probability measures µ on R there is an explicit characterization of the measures satisfying a LSI [BG99, Theorem 5.3]:
Any such measure µ satisfies a LSI(k) iff there exist absolute constants K 0 = 1/150 and K 1 = 468 such that the optimal value k in the LSI(k) satisfies K 0 (D 0 + D 1 ) ≤ 1/k ≤ K 1 (D 0 + D 1 ) for finite D 0 and D 1 . Let m be the median of µ and p(t) dt the absolutely continuous part of µ with respect to Lebesgue measure. The constants D 0 and D 1 are given by Remark 2. The proof given in [BG99, Theorem 5.3] shows that the characterization of LSI constants holds true not only by splitting at the median: Instead, there is ε > 0 such that for any ζ for which µ((−∞, ζ]), µ([ζ, ∞)) ∈ (1/2 − ε, 1/2 + ε) the above characterization (3.9) holds true when the median m is replaced by ζ. The same is, up to an unimportant adaptation of the lower bound in (3.11), for the SGI as well, cf.
We continue by observing that the fluctuation measures satisfy a LSI( 2 γn ) independent of h or ϕ. This follows for n = 1 with γ n = 4 from a simple application of the tensorization principle to the classical bound on the Bernoulli distribution [ABC + 00, Led01, SC97]. In dimensions n ≥ 2 one can use the results from [ZQM11] .
Proposition 3.4. Let the renormalized measure ν N satisfy a LSI(λ), then the full equilibrium measure ρ satisfies a LSI
. and if the renormalized measure ν N satisfies a SGI(λ), then the equilibrium measure ρ satisfies a SGI
Proof. The proof of the LSI is [BB19, Theorem 1]. The proof of the SGI follows along those lines: For the SGI we obtain the decomposition
(3.12)
To bound the second term in the above estimate, we compute using the Cauchy-Schwarz inequality and the spectral gap inequality for fluctuation measures µ ϕ on the sphere, defined by
such that, see [BB19, Theorem 1, (11)-(15)],
S n−1 F 2 which after inserting this bound into (3.12) implies the claim.
The Ising model
Without loss of generality, we assume h ≥ 0 when studying the Ising model. We define the critical magnetic field strength in the Ising model h c (β) for temperatures β > 1 as the supremum of all h such that x = tanh(βx + h) has three distinct solutions for x ∈ [−1, 1]. In particular h c (β) is monotone with respect to the inverse temperature β.
The critical magnetic field strength is chose in such a way that for fields h < h c (β) there are two potential wells in the renormalized potential landscape, see Figure 1 , whereas for h ≥ h c (β) there is only one, see Figure 2 . 4.1. Lower bound on spectral gap in weak field h < h c (β) regime. We start by showing that the inverse spectral gap in the Ising model in the case of subcritical magnetic fields, i.e. h < h c (β), converges at most exponentially fast to zero as the number of particles N increases.
We start by showing a LSI with exponential constant for the renormalized measure. This implies by Prop. 3.4 that such an LSI must also hold for the full many-particle measure dρ. Proposition 4.1 (LSI for ν N ). Let β > 1 and h < h c (β) such that V 1 is a double well potential where the depth of the smaller well is denoted by ∆ small (V ), cf. Fig. 1 . The mean-field Ising model satisfies a LSI e −N ∆ small (V )(1+O(1)) 1
Proof. The renormalized potential V 1 has on [0, ∞) a global minimum with positive second derivative at some ϕ min satisfying ϕ min = tanh(βϕ min + h). This follows since the renormalized potential (3.2) reduces to
and the critical points of this potential are easily found to satisfy ϕ = tanh(βϕ+h), see also [BBS, Lemma 1.4.6 ]. For small temperatures, i.e. β → ∞, one has ϕ min = 1+O(1).
We first consider h = 0 : In this case, the median of the renormalized measure is located precisely at ϕ = 0 and ϕ min > 0 is one of the two non-degenerate global minima of the renormalized potential (the other minimum is located at −ϕ min by axisymmetry).
An application of Laplace's principle, see [Won01, Ch. II,Theorem 1], shows that for all x > 0 :
The supremum of (4.1) is attained at
Here, we used that for x > ϕ min we get by Laplace's principle
and thus lim N →∞ = 0 as well. The case x = ϕ min can be treated analogously. Hence, we obtain for the constant D 1 as in (3.9)
The symmetry of the distribution for h = 0 implies then that D 0 = D 1 .
We now consider h > 0: The renormalized potential possesses a unique global minimum at some ϕ min and the median of the renormalized measure converges to this point ϕ min , see Fig. 1 
Hence, it suffices to verify the LSI bounds (3.9) for m = ϕ min as argued in Remark 2.
Arguing as in (4.2) yields for h > 0 and x < ϕ min :
by taking x to be the minimum of the smaller well of the renormalized potential. For the constant D 1 we get on the other hand for x > ϕ min , since the renormalized potential is monotonically increasing on [ϕ min , ∞),
4.2.
Upper bound on spectral gap in weak field h < h c (β) regime. The upper bound on the spectral gap is obtained by finding an explicit trial function saturating the SGI. For this construction, we use the notation and results of Lemma A.1.
In order to fix ideas first, we assume h = 0. We start by observing that the mean spin σ can only take values in the set M := {−1, −1 + 2/N, ..., 1} . The weights of the stationary measure dρ are given by functions η N :
where we used (2.1).
We also introduce trial functions f N : {±1} N → R for the spectral gap inequality given by
with indicator function 1l and γ 3 (β) is the largest solution to ϕ = tanh(βϕ + h). Since f N depends only on the mean spin, we can identify them with functions g N :
For the L 2 norm of the f N we find
where Z is the normalization constant of the full measure dρ. For the gradient of f N we find
(4.8)
Using (3.8) with µ(Ω) = 1 2 implies by comparing (4.7) with (4.8) that the constant γ in the SGI is bounded from below by
We recall from the discussion in Lemma A.1 that the continuous approximation η N (i) attains its maximum in the limit at i = γ 3 (β) and the summand 1 η N (i) in the second sum attains its maximum in the limit at i = 0.
Thus it suffices to study the asymptotics of the logarithm of the leading order summands in (4.9) using the asymptotic behaviour of ζ N := ∂ s log(η N (s)) given in (A.1)
Here, we used integration of the inverse function to obtain the last line and (3.4) in the last one. In the case of a positive weak magnetic field h ∈ (0, h c (β)) we choose a trial function f N,h : {±1} N → R given by
(4.10)
Proceeding as above in (4.7) we obtain for the L 2 norm the lower bound
(4.11)
For the Dirichlet form we find, as for (4.8), for some C > 0
(4.12)
We can apply (3.8) with µ(Ω) = 1 1−ε for some ε > 0 since the trial function (4.10) vanishes to the right of the global maximum such that by comparing (4.11) with (4.12) the constant γ in the SGI is bounded from below by 1 N C
The weight η N,h (i) in the first sum attain their maximum (in the limit) at i = γ 1 (β) and the summands 1 η N,h (i) in the second sum attain their maximum at i = γ 2 (β). To explicitly state an upper bound on the spectral gap it suffices to study the asymptotics of the logarithm of the leading order summands
4.3.
Spectral gap in strong magnetic field regime h ≥ h c (β). Next, we study the case of strong magnetic fields for the Ising model, that is V 1 has at most two roots, below the critical temperature. Unlike in the case of weak magnetic fields, in which case the constant in the LSI for the renormalized measure was exponentially increasing in the number of particles, this constant remains uniformly bounded in the number of particles. The renormalized potential and its second derivative for h = 5 for β = 3. The potential is non-convex even though it is a single well potential.
Proposition 4.2 (Ising model, strong field). Let β > 1 and h ≥ h c (β) i.e. V 1 is a single well potential. We obtain for the Ising model a SGI(γ)
Proof. The renormalized potential possesses a unique global minimum at some ϕ min and it suffices to study the SGI bounds (3.10) for m = ϕ min , according to Remark 2. Hence, we study auxiliary functions
(4.14)
We start by investigating f → for x far away from ϕ min . Monotonicity of the renormalized potential implies there is x 0 such that for x ≥ x 0 :
Since the renormalized potential grows quadratically as x → ∞, there are ε, δ > 0, and x 0 > ϕ min such that uniformly for x ≥ x 0 :
This implies that
Choosing N large enough such that δ > 1 N ε it follows that
. Similarly, we have by strong convexity that for s,
Thus, arguing along the lines as above, the integral
uniformly in N. Now consider some ϕ min ≤ x < x 2 then by monotonicity and the large tail bound above This shows that the function f → (x) is uniformly bounded on (ϕ min , ∞). The function f ← can be treated similarly. We therefore conclude the uniform (in N ) boundedness of constants B 0 and B 1 in (3.10).
5.
Higher-dimensional O(n)−models 5.1. n ≥ 2: Zero magnetic fields and Muckenhoupt criteria. Let h = 0 then the renormalized potential for n ≥ 2 is radially symmetric and possesses a critical point at ϕ = 0. In the supercritical case, i.e. β > n, the renormalized potential possesses another critical radius r = ϕ ∈ (0, 1), see Figure 4 . To see this, we differentiate the renormalized potential
It is now obvious that r = 0 is a critical point of the renormalized potential at which lim r↓0 I n/2 (βr)
where we used that β > n is supercritical. To conclude the existence of precisely one other critical radius r min at which the renormalized potential attains its global minimum it suffices therefore to show that I n/2 (βr) rI n/2−1 (βr) decays monotonically to zero. This is sketched in Lemma A.2 in the appendix. This implies that also the factor 1 − I n/2 (βr) rI n/2−1 (βr) has precisely one root, i.e. the second critical radius.
In the next Proposition we show that the radial part of the measure dν N (ϕ) which we denote by dr N := ν (n) N r n−1 e −N Vn(r) dr in the sequel satisfies a SGI with a constant that is uniformly bounded in the number of particles.
Proposition 5.1. For n ≥ 2, temperatures below the critical temperature, i.e. β > n, and zero magnetic fields, the renormalized measure satisfies a SGI
where 1/γ is uniformly bounded in the number of spins N.
Proof. The radial symmetry of the renormalized potential implies that the renormal-
It suffices to study the radial part of the measure individually, by the tensorization principle, as the surface measure on S n is known to satisfy a LSI(n) [DEKL13, Corollary 2].
As in the proof of Proposition (4.1), it follows that r N {(0, r min ]} = 1/2 + O(1/N ) such that it suffices to study (3.10) for m = r min . To do so, we introduce auxiliary functions f → and f ← f → (x) := For f ← we find directly by the monotonicity of the renormalized potential on (0, r min )
Since the renormalized potential grows quadratically as r → ∞ we can adapt the arguments stated in the proof of Proposition 4.2 to the function f → above to show that it is uniformly boundedness in N , too. This implies the boundedness of the inverse spectral gap according to (3.10).
6. The renormalized Schrödinger operator 6.1. Zero magnetic field-A lower bound on the spectral gap. We have just shown that the spectral gap of the generator of the Glauber dynamics does not close as N → ∞ when h = 0 in all dimensions n ≥ 2.
We now want to show this result by analyzing the spectrum of the renormalized Schrödinger operator (3.7) and extend it to the case h = 0.
When h = 0 and n ≥ 2, then the renormalized Schrödinger operator (3.7) for λ := N/2 is the self-adjoint operator
This operator is also rotationally symmetric such that by separating (spherical coordinates) the angular part from the radial part, the remaining radial component ∆ rad, ren of the renormalized Schrödinger operator on L 2 ((0, ∞), r n−1 dr) for ∈ N 0 reads
Here, the term ( + n − 2) accounts for the eigenvalues of the angular part of the Laplacian. The renormalized potential possesses, when h = 0 and n ≥ 2, exactly two critical radii at which |∂ r V n (r)| 2 = 0. The radii are r = 0 and r = r min , see the beginning of this Section 5.1. However, V n (r) is strictly concave at 0, i.e. ∂ 2 r V n (0) < 0, and by Lemma A.2 strictly convex at r min such that ∂ 2 r V n (r min ) > 0. This follows from ∂ 2 r V n (r min ) = βr min ∂ r | r=r min 1 − I n/2 (βr) rI n/2−1 (βr) > 0, see the beginning of Section 5.
In our next Proposition we study the low-lying spectrum of ∆ ren as λ → ∞.
Proposition 6.1. Let h = 0 and n ≥ 2. The spectral gap of the renormalized Schrödinger operator remains open as N → ∞ and is precisely (n−1)
Proof. Let λ := N/2 and consider Schrödinger operators
where we use the variable x rather than r to emphasize that the last operator is defined on L 2 (R), unlike the first one which is an operator on L 2 ((0, ∞), r n−1 dr). Observe that in (6.2) we replaced the gradient term of the Schrödinger operator by its Taylor approximation at the critical point. This explains the occurrence of the second derivative at the critical point in (6.2). Invoking the unitary maps U 0 ∈ L(L 2 ((0, ∞), r n−1 dr)) and U r min ∈ L(L 2 (R)) defined as
shows that the two Schrödinger operators in (6.2) are in fact unitarily equivalent, up to multiplication by λ, to the λ-independent Schrödinger operators
respectively. More precisely, we have that
Since the bottom of the spectrum of the operator S 0 osc is strictly positive S 0 osc ≥ −∂ 2 r V n (0) > 0, we conclude from (6.5) that the bottom of the spectrum of H 0 osc (λ) increases linearly to infinity as λ → ∞.
To connect the low-energy spectrum of the renormalized Schrödinger operator with the above auxiliary operators, take j ∈ C ∞ c (−∞, 2) such that j(x) = 1 for |x| ≤ 1. Then, we define J 0 (x) = j(λ 2/5 |x|), J r min (x) = j(λ 2/5 |x − r min |) with ∇J i R n = O(λ 2/5 ) (6.6) for i ∈ {0, r min } and J := 1 − J 2 r min − J 2 0 .
Without loss of generality we can assume that λ is large enough such that J 0 and J r min are disjoint.
Taylor expansion of the potential at 0 and r min respectively and the estimate on the gradient (6.6) imply that
. be the eigenvalues (counting multiplicities) of S 0 osc ⊕ S r osc and choose τ such that e n+1 > τ > e n with P i being the projection onto the eigenspace to all eigenvalues of H i osc below τ λ. The IMS (Ismagilov, Morgan, and Simon/Sigal) formula, see [CFKS87, (11.37 )] for a version on manifolds, implies that ∆ rad,0 ren = J∆ rad,0
On the other hand, it follows that
By construction, since ∇V n vanishes linearly on the support of J i , we have ∇V n 2 R n ≥ c(λ −2/5 ) 2 = cλ −4/5 on J for some c > 0. Since ∆V n is globally bounded anyway, this implies for large λ that J∆ rad,0 ren J ≥ J 2 (cλ 6/5 − λ) ≥ λe n J 2 . (6.8) From (6.7) we then conclude that for some C > 0 ∆ rad,0 ren ≥ λe n − Cλ 4/5 + i∈{0,r min }
This implies the claim of the Proposition in the angular sector = 0, since
More precisely, for the eigenvalues E 1 (λ) ≤ E 2 (λ) ≤ .. of ∆ rad,0 ren we have shown that lim inf In all sectors > 0, the radial renormalized Schrödinger operator (6.1) has an additional positive contribution from the centripetal energy on these localized function which is precisely ( +n−2) r 2 min > 0. Thus the gap of the entire Schrödinger operator cannot close and the spectral gap is realized by taking = 1 in which case the centripetal energy of the ground state takes its lowest non-zero value n−1 r 2 min > 0.
6.2. Nonzero magnetic fields for n ≥ 2. The situation h = 0 and n ≥ 2 cannot be reduced to a one-dimensional model due to lack of symmetries. Yet, the renormalized Schrödinger operator provides a very elegant tool to show that the spectral gap of the full generator of the Glauber dynamics remains open as N → ∞.
In fact, whereas the global minimum for h = 0 of the renormalized potential is attained on a hypersphere, the global minimum for h = 0 is attained at a single point ϕ c , cf. the proof of Proposition 6.2. This allows us to identify the asymptotics of the low-energy spectrum of the renormalized Schrödinger operator directly with the spectrum of a quantum harmonic oscillator.
Let ϕ c ∈ R n be a critical point of the renormalized potential (3.2). We define the set
where λ 1 , ..., λ n comprise the entire spectrum of D 2 V n (ϕ c ).
Let e k be the k-th smallest element counting multiplicity in Σ we then have the following Proposition: Proof. When h = 0 then the renormalized potential has a unique non-degenerate minimum. To see this recall that the renormalized potential reads
Introducing the new variable ζ := βϕ + h implies that
Computing the gradient of that expression yields
The Hessian is then for g(r) := r β − I n/2 (r)
Thus for the gradient to vanish the vectors h and ζ have to be linearly dependent.
Assuming thus that e h = ± e ζ we obtain the following equation
Thus, when h and ζ are aligned, there is precisely one solution, the global minimum of the renormalized potential, satisfying
This follows immediately since the left hand side βI n/2 ( ζ ) I n/2−1 ( ζ ) is a concave, monotonically increasing function from 0 to β as ζ → ∞.
When h and ζ point in antipodal directions, there can, by concavity of the left-hand side, be between zero and two solutions to the equation
In particular, for sufficiently low temperatures there exists a local maximum and a saddle point of the renormalized potential as shown in Figure 5 .
Then there can be only a saddle point which can only happen at one fixed temperature depending on n.
Finally, if the temperature is sufficiently high, yet still such that β > n, there may be no critical point if h and ζ point in opposite directions.
Thus ∇V n 2 vanishes at not more than three critical points ϕ c on the span of h. In particular, all eigenvalues of D 2 V n are non-negative only at the global minimum of V n by (6.10). The asymptotic behaviour of the spectrum of the renormalized Schrödinger operator has been computed in [Sim83] and our above representation of Σ follows by noticing that 1 2 D 2 |∇V n | 2 (ϕ c ) = (D 2 V n (ϕ c )) 2 > 0.
Since the renormalized Schrödinger operator and renormalized Langevin generator are unitarily equivalent up to a factor, the semiclassical eigenvalue distribution stated in [Sim83, Theorem 1.1] implies the statement of the Proposition.
One-dimensional chain of harmonic oscillators
The one-dimensional chain of oscillator is a non-equilibrium statistical mechanics model describing heat transport through a chain of N particles coupled at each end to heat reservoirs at different temperatures with friction parameter γ i at the i th particle. It was first introduced for the rigorous derivation of Fourier's law, or a rigorous proof of its breakdown: this is well described in [BLRB00] . We consider a classical system of N particles in phase space T * R N and for i ∈ [N ], we denote by q i the displacement of each particle with respect to their equilibrium position and by p i its momentum. The energy of the oscillator chain is described by a Hamilton function H :
with mass matrix m N := diag(m 1 , ..., m N ) and η i , ξ i > 0. The above form of the potential describes particles that are fixed by a quadratic pinning potential U pin,i (q) = η i q 2 and interact with their nearest neighbors through a quadratic interaction potential
The dynamics of this model is such that the 1 st and N th particle are coupled to two heat baths at inverse temperature β 1 and β N , respectively. Assuming that particles I ⊂ [N ] are subject to friction and diffusion, the dynamics is for i ∈ [N ] described by a coupled system of SDEs:
where W i with i ∈ I are two independent Wiener processes.
In our analysis, we mainly consider friction at both ends, in which case β 1 and β N correspond to actual physical inverse temperatures. The model with friction only at one end of the chain has been considered in [Hai09] . In this case, the frictionless end is interpreted to be in contact with an environment at infinite temperature, in which case the inverse temperature at the frictionless end no longer corresponds to a physical temperature.
The solution to the above system of SDEs (7.2) forms a Markov process, and can thus be equivalently described by a strongly continuous semigroup P t f (z) := E z f (p t , q t ) where (p t , q t ) ∈ R 2N solve the system of SDEs (7.2). Its generator is given by
Here, Γ is the friction matrix with γ i > 0 and Θ = diag(β −1 1 , 0, . . . , 0, β −1 N ) contains the temperatures of the bath. The operator B N is the Jacobi (tridiagonal) matrix
with the convention that f 0 = f N +1 = 0. Defining self-adjoint operators u, L m,n u 2 (C N ) := (u(m) − u(n)) 2 that decompose the negative weighted Neumann Laplacian on C N as
we can write B N as a Schrödinger operator
For our purposes, it is useful to consider also another form, which we obtain upon performing the following change of variables p = p m −1 N ,q := q B N . In the new coordinates, the generator becomes
where
We state now a Proposition proved first in [AE] that applies in our generator giving us the optimal exponential rate of convergence to NESS.
Proposition 7.1 (Proposition 13 in [Mon19] , Theorems 4.6 and 6.1 in [AE] , Theorem 2.16 in [AAS15] ). Let the generator of an Ornstein-Uhlenbeck process given by Then there is a unique invariant measure µ and constant c > 0 so that, regarding the long time behaviour of the process with generator (7.6),
Therefore, both the exponential rate given by ρ is and the power (1 + t 2(m−1) ) are optimal. Now if we define for every ε ∈ (0, ρ), C ε,N := sup t e −2εt (1 + t 2(m−1) ) we have
(1 + t 2(m−1) )e −2ρt ≤ C ε,N e −2(ρ−ε)t .
Note that since m can depend on N , C ε,N depends on N , too. As a small remark also note that regarding the large time behaviour: the exponential rate and more generally the estimates of the relaxation time, is due to the drift part of the operator, whereas the hypoellipticity condition is used to ensure us for the existence of a unique invariant measure µ (in [AE, Lemma 3.2] it is established that it is, non-isotropic, Gaussian:
where b is the covariance matrix). Finally note that such a result holds in relative entropy as well [Mon19] .
The above Proposition applies in our case, where B is just Ω T N in (7.5). The conditions (i) and (ii) are satisfied, once we assume there is diffusion and friction, i.e. I = ∅, since this condition is equivalent to the hypoellipticity of ∂ t − L [H67, 1]. Also Ω N satisfies condition (ii), see [JPS17, Lemma 5.1]. Since we don't know if our matrix Ω N is diagonalizable, M here depends possibly on N and when considering the worst case we have a dependence of order t 2(N −1) in the right. Then applying Proposition 7.1 in our case we get 2c −1 e −2ρt ≤ P t − µ 2 ≤ ce ρ (1 + t 2(N −1) )e −2ρt .
This gives that the optimal exponential rate is at least ρ − ε and at most ρ for an arbitrarily small 0 < ε < ρ. Since we are interested in the order of the spectral gap in the many particle limit, it is equivalent to study the order of ρ.
To summarize, the spectral gap λ S of the generator of the N -particle dynamics (7.5) is precisely given by
We record some simple observations about the behaviour of the spectral gap in the following Proposition: 
Thanks to the tridiagonal and symmetric form of B N , the transfer matrix (7.7) allows us to write the solution to (B N + λ 2 )u = 0 inductively as
and where C = sup j A j . Let λ ∈ σ(M N ) with Re(λ) = λ S , then there is u normalized such that
In particular, this implies by taking the inner-product with u again:
and since the real and the imaginary parts in both sides should be the same, we write for the imaginary part Im(λ 2 ) = Im(λ) i∈I γ i |u i | 2 . Writing now λ = λ S + i Im(λ) yields
Since u is normalized this implies, using also (7.8), that
which implies the claim as we assumed that there is friction at the first particle.
Asymptotics of the spectral gap
Scattering methods for the spectral gap.
The following Lemma reduces the dimension of the spectral analysis of Ω N ∈ C N ×N , which determines the spectral gap of the generator (7.5), to an equivalent problem for a Wigner matrix R I ∈ C |I|×|I| and yields an expression connecting this low-dimensional matrix to the eigenvectors of the off-diagonal blocks of Ω N . For more background on this method, that originates from scattering theory, we refer to [SZ89] . We apply it to study the spectra of low-rank perturbations, due to friction at the marginal oscillators, of the Hamiltonian system. Lemma 8.1 (Low-rank perturbations). Let B be a self-adjoint matrix with eigenvalues λ j and eigenvectors v j . We consider the matrix
and e n j is the j-th unit vector in C n .
Proof. We define matrices
,a∈I ∈ C 2N ×|I| . We then have that the friction matrices satisfy Γ = A I A * I . The Wigner R I -matrix is defined as
We then obtain from properties of the determinant, and Sylvester's determinant identity in particular, that
Thus, all eigenvalues of the high-dimensional matrix A are given as energies λ for which i ∈ σ( R I (λ)). The eigenvectors of A 0 are given by
are eigenvectors of B to eigenvalues λ j . We thus find the following expression for R I
9. The spectral gap for homogeneous and disordered harmonic chains of oscillators 9.1. The homogeneous chain. We first study the behaviour of a chain of oscillators that consists of particles that are all the same. The limiting discrete Schrödinger operator B ∞ possesses only absolutely continuous spectrum, by standard properties of the discrete Laplacian, and we find a polynomially fast rate for the closing of the spectral gap:
Proposition 9.1 (Homogeneous chain). Let all η i > 0, ξ i > 0, and masses m i coincide, respectively and assume that there is at least one particle with non-zero friction and diffusion at one of the ends of the chain. The spectral gap of the harmonic chain of oscillators satisfies N −3 λ S N −3 .
Proof. The eigenvectors to the root of the discrete Schrödinger operator √ B N , defined in (7.4), coincide with the eigenvectors to the discrete Laplacian and are just given by 
and observe that by Taylor expansion we have
for j ≤ N − 1, such that by using this estimate in the final step
This yields by combining (9.3) with the explicit expression of the eigenvalues (9.1)
(9.4) Using (9.4) for µ −2 j and also the explicit form of the eigenvectors (9.1), yields that
We also record that again by (9.4) and (9.1)
Since cos(πk − x) = (−1) k cos(x), we observe that also v j (1) = (−1) j−1 v j (N ) as cos π(j−1)
Let the rescaled Wigner R-matrix be defined using (8.1) as
To make the sums on the right of (8.1) more transparent, we define matrices
These matrices allow us to rewrite the rescaled Wigner R-matrix in the more compact form
Let us now restrict to the case I = {1, N } and reduce R I ∈ C 2×2 to a scalar equation (if there is friction at one end only, the Wigner R-matrix R I is already scalar). We then find that vectors u =
where δ j,odd = 1 if j is odd and 0 otherwise. Similarly, for j even, we can use vectors u =
Without loss of generality, let N be odd, and u =
It follows from (9.1) and Taylor expansion that 2|v N (1)| 2 = O(N −3 ). We now use the expansion
to rewrite the equation (R I (λ) − i)u = 0 in terms of scalar functions
(9.10)
Indeed, since
it follows by expanding (λ − µ j ) −1 , as in (9.9), and multiplying by λ that We then find that for λ ∈ ∂K we have for f r N = |iλ| ≤ |f (λ)| r N .
(9.13) Equation (9.6) implies that for λ ∈ ∂K we have for the second term in g(λ), as in (9.10), that
Moreover, if we choose r N = O(N −1−ε ), for any ε > 0, then by observing that by (9.4) and Taylor expansion cos(
(9.14) the third term of g(λ) as in (9.10), can also be estimated as
This implies that for λ ∈ ∂K we have
Upper bound:. Thus, choosing in (9.12) r N := α 2 |v N (1)| 2 large enough, such that for example α = O (N 3 ), together with (9.13) and the upper bound in (9.15), implies that on ∂K
So that for N large enough,
By Rouché's theorem, f and f + g have the same amount of zeros inside K. Since f has precisely one root in K at λ = 0 so does f + g.
This implies by the equivalence (9.11) that R(λ)u = iu has one solution λ with λ = O(N −3 ) and so λ S = O(N −3 ) which yields the upper bound on the spectral gap.
Lower bound:. The lower bound follows analogously. Assuming the spectral gap would decay faster than O(N −3 ), i.e. λ S /|v N (1)| 2 = O(1) then we can select r N = |v N (1)| 2 O(1) in (9.12). This way, g(λ) does not have a root in K := B(0, r N ) by the lower bound in (9.15), as |g(λ)| stays away from zero lower-bounded by a leading-order term (γ 1 +γ N ) |v N (1)| 2 . Moreover, by the same lower bound in (9.15) and upper bound in (9.13) we find that on ∂K we have for this choice of r N |g(λ)| > |f (λ)| on ∂K.
Thus, since g does not have a root inside K, there is also no root to f + g inside K and thus by (9.11) we necessarily have that N −3 λ S .
Remark 3 (Higher-dimensional systems). For higher-dimensional homogeneous systems on a square with nearest neighbor interaction, the above approach can be used to compute the spectral gap as well, since the Neumann-Laplacian is separable.
To fix ideas, let us consider for example a square [N ] × [N ] of N 2 particles. As before, the model shall be defined by the Hamilton function
where i ∼ j indicates now nearest neighbours. Assuming η and ξ to be constant allows us to conclude by an analogous reduction as in the one-dimensional case to find a Schrödinger operator with spectral decomposition
(9.18)
The scaling of the spectral gap then depends on the friction considered at the boundary (e.g. friction applied only at the corners, or sides of the square etc.). By adapting the preceding proof, one can e.g. see that if there is only friction at the corners of the system, the spectral gap scales like N −9 .
9.2. Single impurities in the chain. An impurity in the chain of oscillators refers to a particle with different physical properties from all the remaining particles. Since certain local impurities such as perturbations of the potential strength for a single particle, are finite-rank perturbations of the discrete Schrödinger operator, they do not effect the essential spectrum, but can lead to additional discrete spectrum in the limiting operator B ∞ .
These discrete states are then exponentially localized in space by general principles and can cause an exponentially fast closing of the spectral gap. This is in particular what happens if the pinning strength η of a single particle is significantly weaker than the pinning strength of all the other particles (the "flying away" particle). Note that in contrast to that, a locally vanishing interaction potential would just decouple the chain into two independent pieces. Furthermore, assume that the operator B N has a single eigenvalue λ N with eigenvector ψ N close to λ ∞ with spectral gap α N > 0, i.e. such that
Proof. We first record that (9.19) implies the following exponential tail bound
(9.20)
We want to find an eigenvector ψ N and eigenvalue λ N of the matrix B N that approximates ϕ and λ ∞ respectively for every N . We will use that B ∞ ϕ = λ ∞ ϕ and that away from the regime where B ∞ and B N coincide, the 2 (Z) norm of the eigenstate ϕ satisfies exponential tail bounds (9.20). For that we define the mappings
and define the infinite matrix B N,∞ using auxiliary sets with respect to the direct sum decomposition 2 (Z) 2 (I − ) ⊕ 2 (I 0 ) ⊕ 2 (I + ). Then note that ϕ| [N ] = T ϕ| [N ] and B N,∞ T ϕ| [N ] = B N ϕ| [N ] .
where the first term on the right-hand side of the first line vanishes and in the last line we used the estimate (9.20) that holds for the eigenfunctions of B ∞ . Thus, the above bounds show that (B N − λ ∞ )ϕ| [N ] ϕ| [N ] = O(e −DN ) (9.22) and this implies by self-adjointness that also 
This implies that for any ν > 0
Now, using that λ N is a distance α N apart from the rest of the spectrum of B N and λ ∞ is exponentially close to λ N by (9.23) with some eigenvector ψ N of B N , we have from (9.24) by setting ν := ε −1 cα N that the coefficients of ϕ N in the ONB with respect to all other eigenvectors of B N are exponentially small. Thus, we find that ψ N − ϕ N = O(ν −1 ) = O(e −DN α −1 N ) such that the two vectors are exponentially close to each other. Proposition 9.3 (Impurity). Without loss of generality, let N be an even number and consider a chain of oscillators with equal masses and unit coupling strength ξ i = 1. We assume that η N/2 + 2 + ε ≤ η i uniformly in N for some ε > 0, i = N/2. Then, the spectral gap of the harmonic chain of oscillators described by the operator (7.5) with the impurity described by the assumptions on the potentials given above, decays exponentially fast.
Proof. First we show that the above assumptions imply the existence of an exponentially localized groundstate of B N :
Let V N := diag(η i ), then min-max principle implies for the discrete Schrödinger operator (7.4) that
On the other hand, Weyl's inequalities and the assumptions on the coefficients of the pinning potential, imply that
where ∆ N is the operator norm of the discrete Laplacian that equals 2. Hence, B N , and thus √ B N has a spectral gap uniformly in N since
Now this implies that for some universal c > 0 we have |v 1 (1)| 2 , |v 1 (N )| 2 e −cN : from [Tes00, Lemma 2.5] we have that the ground state eigenfunction u of the limiting operator B ∞ is exponentially localized since the operators B N possess a uniform spectral gap of size α N := ε and λ 1 (B N ) / ∈ σ ess (B ∞ ).
The previous Lemma 9.2 then implies with m 0 = N/2 that
Since the potential V N is still symmetric with respect to N/2, eigenvectors of B N can be chosen to be either of odd or even parity with the ground state being even and positive (Perron-Frobenius Theorem). Proceeding as in the proof of Proposition 9.1, we define matrices
where ∓ is determined by the parity of the respective eigenstate (" + " indicates even, " − " odd parity). We then localize to the lowest eigenvalue of √ B N by defining quantities µ i := λ i ( √ B N ) − λ 1 ( √ B N ) and introduce a rescaled Wigner matrix (8.1) defined as R I (λ) := R I (λ + λ 1 ( √ B N )). This way, Here, we use functions
(9.28)
We then analyze the equation f (λ) + g(λ) = 0 on a set K := B(0, α |v N (1)| 2 ) for some α to be determined.
Thus, for λ ∈ ∂K it follows that |f (λ)| ≥ |iλ| ≥ α |v N (1)| 2 and by the subexponential closing of the spectral gap and the normalization of the eigenvectors, we also have
For α large enough, such that α ≥ (γ 1 + γ N ) + O(1), we then conclude that
Thus, Rouché's theorem implies the statement of the Proposition, as the last item in Proposition 7.2 shows that the spectral gap is not decaying faster than exponentially. 9.3. Disordered chains. We now study the case of a disordered pinning potential, i.e. we assume that η i > 0 are independent identically distributed (iid) random variables drawn from some bounded density:
Note that additional disorder in the interaction strengths leads to the-somewhat analogous study of random Jacobi operators which is for example discussed in [Tes00, Chapter 5]. In particular, localization for off-diagonal disorder in discrete Schrödinger operators, corresponding to random interactions in the chain of oscillators, is studied in [DKS83, DSS87] . Note that disordered harmonic chains have been studied before [OL74, CL] , but the randomness is posed in the masses of the particles, rather than the coefficients of the pinning potentials.
The generator of the dynamics is the operator L given by (7.5). Considering friction and diffusion at at least one end of the chain, cf. Proposition 7.1, the order of the spectral gap is given by the order of
From general results stated in Lemma (8.1), studying the spectrum of the matrix Ω N is equivalent to studying the points at which the lower dimensional Wigner R I -matrix is not invertible. The matrix B N , appearing in the matrix entries of Ω N (7.5), can be seen as the restriction to a finite domain of size N of the one-dimensional discrete Anderson model. This is explained below.
For disorder in the pinning potential, the limiting discrete Schrödinger operator B ∞ is the one-dimensional discrete Anderson model : the discrete Anderson model is a discrete Schrödinger operator with random single-site potential introduced by Anderson [And58] to describe the absence of diffusion in disordered quantum systems. It is given by the random discrete Schrödinger operator on 2 (Z)
acting on 2 (Z) where ∆ is the discrete Laplacian and V ω a random potential V ω = {V ω (x) : x ∈ Z} consisting of iid variables with common probability distribution with bounded density µ on (0, ∞). Here, ω is an element of the product probability space Ω = (supp(µ)) Z endowed with the σ-algebra generated by the cylinder sets and the product measure µ Z consisting of the common probability distribution with compact support. The random potential V ω : Z → R is defined as projections Ω ω → V ω (n) = ω n for n ∈ Z. We also consider H N ω the restriction to finite domains of size N , of the operator H ω , with Neumann boundary conditions. So the spectral gap of the one-dimensional disordered chain of N oscillators coupled at two heat baths at diffrerent temperatures, as described above, is given by one of the points where the Wigner R I -matrix is not invertible. Since this lower-dimensional matrix is given by the eigenvalues and eigenvectors of the block matrix B N , see Lemma (8.1), we are interested in the spectrum of B N which can be seen as H N ω . More specifically, the deterministic discrete Laplacian, restricted to a domain of size N , describes the deterministic two-body interactions, while the random potential represents a disordered in the pinning potential. In the N -limit, this model reduces to the Anderson model.
In one dimension, the Anderson model has a.s dense pure point spectrum with exponentially localized eigenstates [FS83, vDK89] . From the case of a single impurity we know already that exponentially localized eigenstates should lead to an exponentially fast closing of the spectral gap. However, we have to deal with three additional obstructions in the disordered case:
• The eigenvalues of the Anderson model are not uniformly bounded away from each other. • The eigenfunctions of the Anderson model do not obey a rich symmetry as before and can (in general) not be chosen to be even or odd. • We are studying finite approximations B N rather than the Anderson model
To make the decay of eigenfunctions for the Anderson model precise, we introduce the following class of operators:
Definition 9.4 (SULE). An operator H ∈ L( 2 (Z)) is said to have semi-uniformly localized eigenfunctions (SULE), if there exists a complete orthonormal basis (ϕ n ) n , a parameter α > 0, and centers of localization m n ∈ Z, n = 1, 2, · · · such that for each δ > 0 there is C δ > 0 such that |ϕ n (m)| ≤ C δ e δ|mn|−α|m−mn| (9.29) for all n ∈ N and all m ∈ Z.
So the above definition gives the class of operators that have eigenfunctions "localised about" points m n . Note that all the eigenfunctions of an operator with SULE, decay with a fixed exponential rate but the constant in front of the exponential blows up: in particular this constant is allowed to grow exponentially with the localization centers m n . This kind of control on the constants can be achieved a.s. for the Anderson model H ω , i.e. it has a.s. SULE [dRJLS96, Theorem 7.6].
We continue with two short technical Lemmas that will be used for the proof of Proposition 9.7.
Lemma 9.5. Suppose H a self-adjoint operator on 2 (Z) has SULE. Then, there are positive constants C and D independent of n, such that for every n there exists an eigenfunction ϕ of H such that |ϕ(1)| ≤ Ce −Dn and |ϕ(n)| ≤ Ce −Dn .
(9.30) Proof of Lemma 9.5. We use [dRJLS96, Theorem 7.1] to conclude that after relabelling of eigenfunctions, the localization centers satisfy lim n→∞ |m n |/ n 2 = 1. This gives that |m n | = n 2 (1 + O(1)). If we take the eigenfunction ϕ n with center of localization |m n |, then we have |ϕ n (n)| ≤ C δ e δ|mn|−α|n−mn| ≤ C δ e δ( n 2 (1+O(1)))−α(n−|mn|) ≤ C δ e δ( n 2 (1+O(1)))−α n 2 (2−(1+O(1))) (9.31) If we take δ < α, we obtain the first statement of the Lemma. For the upper tail bound on the 2 norm (9.20), we observe that m≥n |ϕ n (m)| 2 = C δ e δ n 2 (1+O(1))+αnO(1) m≥n e −2αm ≤ C δ e δ n 2 (1+O(1))+α n 2 (1+O(1))
(9.32) So we take again δ < α.
The next Lemma shows that in general eigenvalues will not get any closer than a distance N −4 .
Lemma 9.6. Let A N (s(N )) be the event that for the N -size Anderson model H N ω , there exists an interval of size s(N ) that contains (at least) two eigenvalues. For the choice s(N ) = N −4 we have P(A N (s(N ))) = 0 for all but finitely many N.
Proof of Lemma 9.6. The spectrum of H N ω is contained in an interval of order one. Thus, we can cover σ(H N ω ) by O(1/s(N )) many intervals (I N n ) n∈[O(1/s(N ))] of size 2s(N ) such that the overlap of each interval I N n with its nearest neighbors is another interval of size s(N ). This construction implies that if there exists an interval of size s(N ) that contains two eigenvalues, these two eigenvalues are also contained in one of the I N n . We will now use Minami's estimate which bounds from above the probability of two eigenvalues of the finite volume operator being close, see [KM06, (7), App. 2]. More specifically that is P number of eigenvalues in a set J is ≥ 2 ≤ π 2 ρ 2 ∞ N 2 |J| 2 , we write
= O(N 2 s(N )).
(9.33)
We can now choose s(N ) = N −4 . This implies that N ∈N P (A N (s(N ))) < ∞ such that by the Borel-Cantelli lemma A N (s(N )) happens at most finitely many times a.s. and otherwise eigenvalues of H N ω are a.s. at least N −4 apart.
With these two Lemmas at hand, we can now give the proof of the exponential decay of the spectral gap.
Proposition 9.7. Consider the chain of oscillators with equal masses, unit interaction strength, and non-zero friction at at least one end of the chain. Let the pinning constants be iid η ∼ ρ ∈ C c (0, ∞). Then the spectral gap of the chain of oscillators decays, for almost every realization of the disorder in the pinning potential, exponentially fast From Lemma 9.2 with localization center m 0 = N/2 and spectral gap α N := N −4 due to Lemma 9.6, we find an eigenvector ψ N to B N with eigenvalue λ N that approximates ϕ with eigenvalue λ ∞ for all but finitely many N . Thus, for all but finitely many N ψ N − ϕ N = O(e −DN N 4 ).
As in the proof for the homogeneous chain, see Proposition 9.1, we now define the Wigner matrix R I (λ) := R I λ + λ N ∈ C 2×2 for the operator √ B N . Yet now, since there is no symmetry of the eigenvectors that allows us to reduce the problem to an one-dimensional one, we study directly solutions λ to det(R I (λ) − i) = 0.
As in the proof of Proposition 9.1, we analyze an equivalent problem det(F (λ) + G(λ)) = 0 instead, in terms of vectors Ψ ± j := 1 √ 2 (ψ j , ±iψ j ) T and µ j := λ j − λ N , where 
(9.34) More precisely, for Ψ ± N := 1 √ 2 ( ψ N , ±i ψ N ) T the matrix G(λ) is, using similar manipulations as in the proof of Proposition 9.1, given by
(9.35)
Let us now fix K := B(0, α| ψ N (N )| 2 ) for some α to be determined.
By the spectral theorem, since A is the sum of a self-adjoint matrix and the diagonal matrix −i id C 2×2 , it follows that for λ ∈ ∂K and v = 0
The estimate on G is immediate since the exponential decay | ψ N (N )| 2 dominates the level-spacing between neighbored eigenvalues in Lemma 9.6, such that for λ ∈ ∂K and v = 0
This implies that for a sufficiently large choice of α and λ ∈ ∂K we have G(λ)v < F (λ)v for all non-zero v.
Since F (λ) has precisely one singular point λ = 0 in K so does F (λ) + G(λ) by the matrix-valued Rouché's Theorem stated in Lemma C.1. This implies that R(λ)u = iu has precisely one solution with λ S = O(e −cN ) which yields the claim of the Proposition, since from the last item in Proposition 7.2 it follows that the spectral gap is not decaying faster than exponentially. Let us order the solutions γ(β) to that equation by γ 1 (β) < γ 2 (β) < γ 3 (β). For h = 0 the function η N,0 attains (in the limit N → ∞) its maximum at γ 1 (β) = −γ 3 (β) < 0 and minimum at γ 2 (β) = 0.
Let h > 0, then the function η N,h attains (in the limit N → ∞) its unique global maximum at γ 3 (β) > 0 whereas both γ 1 (β), γ 2 (β) < 0 and γ 1 (β), γ 2 (β) are local maxima and minima respectively. is strictly monotonically increasing on (0, ∞). In particular I (r) > 0.
Proof. By differentiating and using that I ν (r) = ν r I ν (r) + I ν+1 (r) we find I (r) = r 1 − I n/2−1 (r)I n/2+1 (r) I n (r) 2 .
Thus, it suffices to record that the product of Bessel functions satisfies I n/2 (z) 2 > (I n/2−1 I n/2+1 )(z) :
(I n/2−1 I n/2+1 )(z) = (z/2) n ∞ k=0 (n + k + 1) k (z 2 /4) k k!Γ(n/2 − 1 + k + 1)Γ(n/2 + 1 + k + 1) (I n/2 I n/2 )(z) = (z/2) n ∞ k=0 (n + k + 1) k (z 2 /4) k k!Γ(n/2 + k + 1)Γ(n/2 + k + 1) (A.4) Hence, the identity follows from Γ(n/2 + k + 1) 2 < Γ(n/2 − 1 + k + 1)Γ(n/2 + 1 + k + 1) which follows itself from logarithmic convexity of the gamma function. 
