Motivated by recent experiments on Kondo insulators, we theoretically study quantum oscillations from disorder-induced in-gap states in small-gap insulators. By solving a non-Hermitian Landau level problem that incorporates the imaginary part of electron's self-energy, we show that the oscillation period is determined by the Fermi surface area in the absence of the hybridization gap, and derive an analytical formula for the oscillation amplitude as a function of the indirect band gap, scattering rates, and temperature. Over a wide parameter range, we find that the effective mass is controlled by scattering rates, while the Dingle factor is controlled by the indirect band gap. We also show the important effect of scattering rates in reshaping the quasiparticle dispersion in connection with angle-resolved photoemission measurements on heavy fermion materials.
In this work, we study the effect of quasiparticle lifetime on the quantum oscillation in small-gap insulators. The oscillation of various physical quantities, such as the magnetic susceptibility and resistivity with respect to the magnetic field is usually regarded as a key characteristics of metals with a Fermi surface [3] . The period of the oscillation is determined by the Fermi surface area, and the amplitude decay with the temperature is determined by electron's effective mass. Intriguingly, recent experiments found quantum oscillations in heavy fermion materials SmB 6 [4, 5] and YbB 12 [6, 7] , which are Kondo insulators with a small energy gap. The physical origin of these quantum oscillations in insulators is hotly debated [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
Motivated by, but not limited to, these experiments on Kondo insulators, we theoretically study quantum oscillations from disorder-induced in-gap states in small-gap insulators. In a generic two-band model with a hybridization gap, disorder leads to finite quasiparticle lifetime and in-gap states. The spectrum and width of Landau levels in a magnetic field is calculated by solving a non-Hermitian Landau quantization problem that incorporates the imaginary part of electron's self-energy. The density of states inside the gap, which comes from the tails of broadened Landau levels, is found to exhibit oscillations periodic in 1/B. The period is given by the Fermi surface in the absence of hybridization. An analytical formula is derived for the oscillation amplitude as a function of the indirect band gap, scattering rates and the temperature. For a wide range of parameters, the temperature dependence of the quantum oscillation is qualitatively similar to Lifshitz-Kosevich (LK) theory of normal metals [3, 20, 21] . A key difference, however, is that the cyclotron mass in the LK factor is not the band mass, but depends on the scattering rate. Moreover, the oscillation amplitude at a fixed temperature, i.e., the Dingle factor, is controlled by the indirect band gap, when the scattering rate is small.
The peculiarity of quantum oscillation amplitude we found in small-gap insulators, where the scattering rate controls LK factor instead of Dingle factor, is quite the opposite to the case of normal metals, where the scattering rate controls Dingle factor instead of LK factor. This result is an important prediction of our theory. It contrasts clearly with quantum oscillations in clean insulators that lack in-gap states, where the amplitude of magnetization oscillation exhibits non-monotonous temperature dependence [8] or deviates from LK factors [22] , and the oscillation of thermally averaged density of states exhibits thermal activation behavior and drops to zero, instead of saturates, in the zero temperature limit [9, 11, 22] .
We start by considering a generic two-band model with a hybridization gap:
with k ≡ |k|. Diagonal terms 1 (k) and − 2 (k) describe the dispersion of an electron-type and a hole-type band respectively, and ∆(k) describes their hybridization. This Hamiltonian in the inverted regime is widely used as a minimal model for the electronic structure of Kondo insulators at low temperatures [23] . In this context, the two bands come from d-and f -orbitals, and exhibit an avoided crossing on a circle or a sphere in k space k = k F , which is set by the condition 1 (k F )+ 2 (k F ) = 0. Note that the hybridization gap δ(k F ) ≡ |∆(k F )| is (much) larger than the indirect band gap δ, when the two bands are (highly) asymmetric, as shown in Fig. 1 . Disorder introduces in-gap states in the above model. The disordered Hamiltonian we shall study is H = k c † k H 0 (k)c k + drU (r)c † r Λc r , where c † ≡ (d † , f † ) is the electron creation operator for the two orbitals. U (r) is the impurity potential, which is assumed to be characterized by U (r) = 0 and U (r)U (r ) = n imp U 2 0 δ(r − r ) under disorder average. n imp is the impurity density. The electron-impurity scattering is allowed to be or- bital dependent, so the scattering vertex takes the form Λ = αI + βσ z . In heavy fermion systems, f -orbitals are tightly bound to the nucleus and scatter much less with impurities than d-orbitals do.
Using self-consistent Born and T-matrix approximation, we compute disorder-induced electron self-energy operator Σ(ω), which is a 2 × 2 matrix. In systems with p-wave hybridization, the self-energy is guaranteed to be diagonal [24] . The real part of Σ(ω) renormalizes the chemical potential and the inverted gap at k = 0, and for convenience, will be absorbed into H 0 in the following. The imaginary part of the self-energy becomes a nonzero diagonal matrix when the disorder strength n imp U 0 exceeds a critical value on the order of hybridization gap δ(k F ). At low energy |ω| δ(k F ), Im Σ(ω) is weakly dependent on ω, hence can be approximated by
Γ 1 , Γ 2 > 0 are the inverse lifetimes of quasiparticles on the d-and f -band respectively, and we have defined Γ ≡ Γ 1 + Γ 2 and γ ≡ Γ 1 − Γ 2 . Generally, Γ 1 = Γ 2 or γ = 0, as the two bands have different masses and disorder potentials. The imaginary part of electron's self-energy modifies and broadens the quasiparticle dispersion, and creates in-gap states. To see this, we compute the spectral func-
. For a given k, A(k, ω) is a sum of Lorentzians associated with the poles of the Green's function E ± (k), which are complex eigenvalues of the non-Hermitian quasiparticle Hamiltonian H(k) ≡ H 0 (k) + Σ. For our two-band model and self-energy defined by Eq. (1) and (2), the two eigenvalues E ± (k) are [1] 
The real part of E ± (k), denoted as ± (k), is the dispersion of quasiparticle conduction and valence band, while
, m2/m1 = 50, δ(kF )/(µ2−µ1) = 0.02, Γ2/δ(kF ) = 0.1, Γ1/δ(kF ) = 0.7, where the electron is spinless. The unit for colorbar is 1/δ(kF ). (b) Same as (a) but with Γ1/δ(kF ) = 1.7. (c) Momentum-integrated spectral function A(ω) for model in (a) (blue, solid) and (b) (red, dashed) and in the clean limit Γ1 = Γ2 = 0 (black, dotted). The unit for A(ω) is m2. its imaginary part determines the width of the broadened spectral function. In the special case of a single scattering rate Γ 1 = Γ 2 or γ = 0, the imaginary part is a constant so that the original band dispersion of H 0 (k) is broadened uniformly.
In the general case of two distinct scattering rates Γ 1 = Γ 2 , H 0 (k) and Σ do not commute. Then γ = 0 has the nontrivial effect of altering the quasiparticle band dispersion ± (k), namely, damping reshapes dispersion. In particular, the quasiparticle hybridization gap at k = k F becomes reduced, given by
With increasing disorder, the scattering rates Γ 1,2 and hence |γ| increases. Above a critical amount of disorder |γ| > δ(k F ), the quasiparticle gap completely vanishes, leading to a disorder-induced semimetal. In the semimetallic phase, the quasiparticle conduction and valence bands stick together on the Fermi surface k = k F , despite that the hybridization term is present. Such band sticking without fine-tuning is a remarkable and topologically robust feature which is unique to non-Hermitian band theory of finite-lifetime quasiparticles [25] , but forbidden by level repulsion in Hermitian band theory. As we shall show later, quantum oscillation appears in both insulator and semimetal phases. In Fig. 2 , we plot the spectral function A(k, ω) and the density of states A(ω) ≡ dk (2π) 2 A(k, ω) for different scattering rates Γ 1,2 . Due to its localized nature, the f -orbital has a smaller disorder-induced scattering rate Γ 2 < Γ 1 . Panel (a) and (b) correspond to |γ| < δ(k F ) and |γ| > δ(k F ) respectively. We emphasize that the presence of two distinct scattering rates is necessary to reproduce many important features of the angle-resolved photoemission spectroscopy (ARPES) data on heavy fermion materials, which cannot be captured using Γ 1 = Γ 2 [24] . We note a systematic temperature-dependent ARPES study of the Kondo insulator SmB 6 showing that f -state spectra peak grows in height and narrows at low temperatures [26] . This observation is consistent with the existence of well-defined electron quasiparticles in the zero temperature limit, but does not favor the scenario of fractional excitations.
Due to the disorder scattering, the hybridization gap is partially filled, as shown by the density of states A(ω) in Fig. 2(c) . Assuming the hybridization gap and scattering rates are small compared to the d-state band width, the density of states at low energy can be computed analytically [24] A(ω) = D 0 Im 1
with
Here m 1,2 > 0 are effective masses for d-and f -band respectively, D 0 = D 1 + D 2 is the total density of states from both the d-and f -bands at the Fermi energy ω = 0 in the absence of hybridization gap, and δ is the indirect band gap in the clean limit. The imaginary part Γ A , a weighted sum of the two scattering rates, leads to disorder-induced broadening of density of states. Since the f band has a much larger mass m 2 m 1 , the indirect gap δ is much smaller than the hybridization δ(k F ), and even a small scattering rate Γ 2 is sufficient to generate considerable density of states within the gap, which is consistent with previous theoretical studies [27, 28] and experimental findings [29] . In-gap states in SmB 6 were also reported in numerous experiments, although its origin remains an open question. For example, the low temperature electronic specific heat grows linearly with temperature C ∼ γT instead of exponentially. Our theory is consistent with recent experiments where a variation of γ from sample to sample is found [5, [30] [31] [32] . The large bulk AC conduction recently found in SmB 6 [33] also supports the existence of localized in-gap states.
We now show that in-gap density of states in our model exhibits quantum oscillation under magnetic field. To the leading order approximation, the scattering rates are taken to be field-independent. The density of states is then given by A(ω) = −(B/π)Im j [1/(ω − E j )], where E j denotes the complete set of complex eigenvalues of the non-Hermitian Hamiltonian with Pierels substitution k → k − A (e = = 1), i.e., H(B) = H 0 (k − A) + Σ.
For concreteness, we consider two bands with quadratic dispersion in two dimensions: i = k 2 /(2m i ) − µ i (i = 1, 2), where m 1,2 > 0 are the effective masses for d-and f -bands respectively. We take an isotropic p-wave hybridization gap: ∆(k) = v(k x s x + k y s y ). Its band structure is schematically shown in Fig. 1 .
The exact non-Hermitian Landau level spectrum of H(B) is derived analytically [24] . Each Landau level n ≥ 1 consists of two sets of complex eigenvalues in each spin sector denoted by s =↑, ↓:
where s 1,n = B(n ± 1/2)/m 1 + µ 1 and s 2,n = B(n ∓ 1/2)/m 2 + µ 2 (with upper/lower sign for s =↑, ↓). For high Landau level n 1, the exact result Eq. (7) is identical to the one obtained by simply replacing k → √ 2nB in the zero-field dispersion (Eq. (3)), and is thus also identical for both spin sectors. This agreement shows that semi-classical approximation remains valid for Landau quantization of finite-lifetime quasiparticles whose self-energy has an imaginary part.
Typical Landau level energy spectrum is plotted as a function of the magnetic field in Fig. 3 (a) for the insulator phase, and (b) for the disorder-induced metal phase. Band edge oscillation can be seen clearly in both cases. For a given Landau level n, the hybridization gap is minimized when B = k 2 F /(2n). In this way, the band edges of Landau levels oscillate with period ∆ (1/B) = 2/k 2 F = 2π/S F , where S F ≡ πk 2 F is the Fermi surface area in the absence of the hybridization. The oscillation of Landau level band edges leads to the oscillation of spectral function inside the gap, as the spectral weights inside the gap come from the tail of the broadened Landau levels. This effect, originated from the lifetime effect, persists even at zero temperature and in the limit of small (but nonzero) scattering rates.
We now turn to the field-dependent and thermally averaged density of states inside the gap, defined as D(ω, T ) ≡ − 
where ω c,i ≡ B/M i are the cyclotron frequencies associated with following effective masses
and D ± are renormalized Dingle exponents
where
The analytical formula for quantum oscillation amplitude, Eq. (8), is one of our main results, whose form is similar to that in free electron models [21] but with renormalized LK and Dingle factors. It is a sum of two oscillating components that share the same period ∆(1/B) = 2π/S F . This periodicity is consistent with our expectation from the Landau level spectrum shown in Fig. 3 , and has also been reported in previous works without including lifetime effects [8, 11, 14] . Note that this result is not completely obvious, as the conduction band minimum and valence band maximum are located at two different momenta k ± ≡ k 2 F ± (m 1 − m 2 )δ, rather than at k F [24] . Instead of having two periods given by k 2 ± , the oscillation has a single period given by k 2 F , the Fermi surface area of the two bands in the absence of hybridization. We also note the phase of the oscillation is zero in Eq. (8) , which is different from the π phase shift in a free electron model. Under strong magnetic field B ∼ k 2 F , there will be a field-dependent phase shift [24] as has been reported recently [34] [35] [36] [37] .
The oscillation amplitude in Eq. (8) is determined by two scattering rates Γ A and Γ D , the indirect band gap δ and the temperature T . It reduces to familiar results in various limits. In the gapless limit δ(k F ) = 0, we reproduce the LK factors and Dingle factors for two metals. In the clean limit Γ 1 = Γ 2 = 0, there is no density of state within the gap to the leading order of temperature and we find D(ω = 0, T ) = 0.
Although Eq. (8) is valid both in the insulating phase Γ 1,2 δ(k F ) and in the semimetallic phase |γ| > δ(k F ), in the following we focus on the insulating phase, which applies to Kondo insulators. A detailed study of the disorder-induced semimetallic phase will be presented elsewhere.
We first analyze the simplest particle-hole symmetric model when m 1 = m 2 = m and Γ 1 = Γ 2 = Γ. In this case, Γ A = Γ, Γ D = 0, and the LK effective mass and the Dingle exponent are
For small scattering rate Γ δ, they reduce to M ∼ 2mΓ/δ and D ∼ mπδ. Decreasing the damping rate Γ leads to a smaller LK effective mass, and the Dingle exponent remains a constant controlled by the band gap.
The LK effective mass reflects the density of states inside the gap, since finite temperature effect is a thermal sampling of the spectral function through the convolution. Therefore, it is not a coincidence that Eq. (5) and Eq. (9) look similar. Indeed, the zero field density of states inside the gap is A(ω = 0) = 2mΓ/δ = M , which is exactly the LK effective mass.
In the general asymmetric cases m 1 = m 2 and Γ 1 = Γ 2 δ(k F ), the LK effective mass can vary in a wide range between m 1 and m 2 with proper choices of δ and Γ A . The Dingle exponent remains a constant controlled by the band gap. This is opposite to that in normals metals when the scattering rate does not affect the LK effective mass but the Dingle factor.
As a concrete example, we present the quantum oscillation of the same model in Fig. 2(a) . The density of states as function of 1/B is shown in Fig. 3 (c). Since Γ D = 0, the oscillation component associated with the larger Dingle factor becomes dominant [38] , whose LK effective mass is M = 8.5m e , in between m 1 and m 2 .
We note that the band edge oscillation in the absence of the scattering rate is also reported in Ref. [11] . Contrary to our theory, in that case, the quantum oscillation comes from thermally excited occupation of Landau levels above the gap, hence the oscillation amplitude vanishes at zero temperature. Similar LK behavior of oscillation of thermodynamic observables in an insulator is also reported in a recent numerical study [14] , which is consistent with our result.
Both the LK effective mass and the Dingle factor provide testable predictions of our theory. The parameters in our analysis-the two scattering rates-can be extracted from other measurements on in-gap density of states and ARPES spectral function. The oscillation of density of states inside the gap naturally leads to magnetic susceptibility oscillation, i.e., de Haas-van Alphen effect. The in-gap states may also contribute to the quantum oscillation in resistivity, and we leave a detailed study for future work. We hope the results of this work can help understand quantum oscillations in Kondo insulators, and motivate further study of quantum oscillations from in-gap states in small-gap insulators.
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Supplemental Material for "Quantum Oscillation from In-gap States and Non-Hermitian Landau Level Problem"
Huitao Shen 1 and Liang Fu 1 In this Supplemental Material, we present calculation details and supplement discussions. Although we will focus on a special case of the generic two-band model (Eq. (1) in the main text), many conclusions are governed only by the low energy behavior of the model and are thus general.
I. MODEL

A. Model Hamiltonian
Consider the two-band model
where the diagonal term is given by two quadratic bands in two dimensions
Here k ≡ √ k 2 x + k 2 y , m i > 0 for i = 1, 2 are the effective masses for the two bands, g is the fundamental gap of the two bands at k = 0, and µ 0 is the constant energy shift for later convenience. g < 0 represents the inverted band regime, which is of our interest in this paper. For convenience, we define 1
As in the main text, we take an isotropic p-wave hybridization gap: ∆(k) = v(k x s x + k y s y ). This Hamiltonian commutes with σ z s z and hence is a sum of two Blocks:
all the results for H ↓ can be easily transferred to H ↑ . In the following, we will only consider H ↓ , which can be seen as a 2 × 2 Hamiltonian with ∆(k) = v(k x − ik y ).
B. Hybridzation Gap and Band Gap
Before proceeding further, we would like to remark on the "gaps" involved in this model. The band dispersion of the Bloch Hamiltonian given by Eq. (1) and (2) is
where δ(k F ) ≡ 2 √ −2m + v 2 g is the energy difference of the two bands at k = k F . δ(k F ) is also understood as the "hybridization gap". However, in the general case when m 1 ̸ = m 2 , the band gap is in fact indirect. By finding the solution of ∂E ± /∂k = 0, the conduction band bottom and the valence band top are located at
Here we assume δ(k F ) ≪ k 2 F /m + and take m 1 < m 2 without loss of generality. The indirect band gap is then
In this way, Equation (4) can also be expressed with the indirect band gap:
28. This is nearly 4 times difference. A schematic of the hybridization gap and the indirect band gap is shown in Fig. 1 in the main text.
II. ESTIMATING ELECTRON'S SELF-ENERGY
Here we follow the disorder Hamiltonian
is the electron creation operator for the two orbitals. U (r) is the impurity potential, which is assumed to be short-ranged and characterized by ⟨U (r)⟩ = 0 and ⟨U (r)U (r ′ )⟩ = n imp U 2 0 δ(r − r ′ ) under disorder average ⟨. . .⟩, where n imp is the impurity density. Λ is the electron-impurity scattering vertex of the form Λ = αI +βσ z .
To estimate electron's self-energy, we will consider self-consistent Born approximation (SCBA) and self-consistent Tmatrix approximation (SCTA) in the following. T-matrix for a single isolated impurity is computed as T = U + U GT , and the impurity averaged electron's self-energy is given by Σ = n imp T . In SCBA, only the expansion to the second order of U is considered and by imposing self-consistency condition we essentially evaluate all "rainbow" diagrams ( Fig. 1(a) ). In SCTA, expansion of all orders are considered and by imposing self-consistency condition we essentially evaluate all "non-crossing" diagrams ( Fig. 1(b) ).
Feynman diagrams for single impurity T-matrix in SCBA and SCTA. Here X, dashed line and solid line represents impurity, impurity potential and full fermion Green's function respectively.
A. Self-consistent Born Approximation
Conditions for Diagonal Self-energy
Since we are interested in the diagonal self-energy matrix Σ, we first briefly comment on the conditions for diagonal electron's self-energy Σ. There are two scenarios when solutions with diagonal Σ exist.
First scenario is the p-wave hybridization where ∆(k) = −∆(−k). In this case, the self-consistent equation in SCBA is
are both functions even in k. The odd function nature of ∆(k) guarantees the off-diagonal term in Σ to vanish after the integration. Another scenario is the "incoherent" s-wave hybridization ∆(k) = ∆(−k), where there are two different impurity potentials U 1 and U 2 that scatter incoherently with two orbitals. It is based on the observation that if the impurity potential is only on one orbital, i.e., Λ = (I ± σ z )/2 or α = β, the off-diagonal term in Σ will not be generated even for s-wave hybridization (Eq. (7)). To be more concrete, let
with ⟨U i (r)⟩ j = 0, ⟨U i (r)U i (r ′ )⟩ j = n i U 2 i δ(r − r ′ )δ ij for i, j = 1, 2. Here ⟨· · ·⟩ i is the disorder average under impurity potential i. In this case, the SCBA equation becomes
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Numerical solution of (a)(b) SCBA (Eq. (7)), (c)(d) SCTA (Eq. (13)), with nimp/(m1δ(kF )) = 5, m2/m1 = 10 and −δ(kF )/g = 0.02. The impurity scattering vertex is Γ = αI + βσz with α = 0.6 and β = 0.4. The cutoff is chosen so that kmax = 10 4 kF . The unit for U0 is 1/m1. All energy units are δ(kF ).
where Λ 1,2 = (I ± σ z )/2. It is easy to verify both integrals in Eq. (10) is proportional to Λ 1,2 = (I ± σ z )/2 respectively, so that the resulting Σ is diagonal.
Numerical Solutions
The numerical solution to Eq. (7) for p-wave hybridization ∆(k) = v(k x − ik y ) is shown in Fig. 2(a) (b). The solution to "incoherent" s-wave hybridization is quantitatively the same and will thus be omitted. For this continuum model in two dimensions, the integral in Eq. (7) diverges logarithmically. In order to obtain reasonable results, we take a large cutoff in momentum k max that is much larger than all momentum scales in the problem. We confirm all following results are qualitatively indenpendent of the cutoff.
The self-energy Σ is decomposed as
, ImΣ = (
whereμ andḡ are the renormalization of the chemical potential and fundamental gap, and Γ i is the scattering rate for band ϵ i . The normalization of the chemical potential and the fundamental gap is always nonzero for nonzero U 0 , and is weakly dependent on ω. We find thatḡ always tends to invert the band gap further (not shown in the figure) , which is consistent with the theory of topological Anderson insulators [1] .
The scattering rates of the two bands Γ 1 and Γ 2 are strictly zero for ω inside the gap and small U 0 . This is because for small impurity potential n imp U 0 ≪ δ(k F ), the conservation of energy cannot be satisfied in order for electrons in the noninteracting bands to be scattered into the gap. In other words, the mechanism that generates the in-gap quasiparticle is non-perturbative in the hybridization gap δ(k F ). For large enough scattering potential n imp U 0 ∼ δ(k F ), Γ 1 (ω) and Γ 2 (ω) can be treated as nonzero constants at low energy |ω| ≲ δ(k F ). This is the assumption for the calculations in the rest of this paper.
B. Self-consistent T-Matrix Approximation
The self-consistent equation in SCTA is
.
It is not hard to see the condition for diagonal self-energy for SCBA and SCTA are the same.
The numerical solution to Eq. (13) for p-wave hybridization ∆(k) = v(k x − ik y ) is shown in Fig. 2(c)(d) . For weak disorder potential, the results for SCBA and SCTA are similar. For strong disorder potential, there are more features in SCTA, such as the non-monotonous behavior of Γ 2 with increasing disorder potential U 0 . Nevertheless, when the scattering potential n imp U 0 ∼ δ(k F ), Γ 1 (ω) and Γ 2 (ω) can be still treated as nonzero constants at low energy |ω| ≲ δ(k F ) in SCTA.
III. MOMENTUM RESOLVED SPECTRAL FUNCTION AT ZERO FIELD
Here we analyze momentum resolved spectral functions A(k, ω) in detail by comparing with the ARPES data from the experiment. Despite the simplicity of our model, the spectral function in Fig. 3(a) compares well with recent high-resolution angle-resolved photoemission spectroscopy (ARPES) data on the heavy fermion material CeInCo 5 taken at low temperatures [2] . Although the band structure of Kondo insulators may in general be different from that of CeInCo 5 . We use the example of this material to show the relevance of our simple model (Eq. (2) and (1)) to heavy fermion materials, where typically a heavy f -band, a light d-band and the hybridization between them are involved.
We emphasize that the presence of two distinct scattering rates is necessary to reproduce many important features of the ARPES data, which cannot be captured using Γ 1 = Γ 2 , which we will show in the following. We first plot A(k, E F ) in momentum space. One can clearly see the Fermi surface of quasiparticles inside the hybridization gap. The two Fermi surfaces appeared in Fig. 3(a) are due to the indirect band gap of our model. To examine the momentum dependence more carefully, we plot A(k, E F ) near k = k F in Fig. 4(a) . This corresponds to the momentum distribution curve (MDC) in the ARPES data. With increasing |γ|, two features become evident: i) the spectral densities are more concentrated near the hybridzatin gap; ii) the two peaks of the spectral function become closer. We compare the actual MDC from the experiment in Fig. 4(b) . There are indeed two peaks in the the MDC data, which are consistent with the two Fermi surfaces in our model. More interestingly, the temperature dependence of the MDC data can be fit well by tuning γ. In this way, |γ| increases with lowering the temperature. Finally, we plot A(k, ω) as function of ω in both Fig. 5 . This corresponds to the energy distribution curve (EDC) in the ARPES data. Here we focus on the feature at k = k F . The positions of the peaks represent the real part of the poles of the Green's function. When |γ| ≥ δ(k F ), the two peaks merge into one at ω = E F , representing the vanishing of the hybridization gap and the disorder-induced metal. We compare the actual MDC from the experiment in Fig. 5(c) . The single peak at k = k F suggests that |γ| ≳ δ(k F ), i.e., the system is in or at least very near the disorder-induced metal phase.
IV. LOW ENERGY DENSITY OF STATES AT ZERO FIELD
Consider the following quasiparticle Hamiltonian H(k) = H 0 (k) + Σ where H 0 (k) is given by Eq. (1) and Eq. (2) and Σ has constant diagonal imaginary part
By directly diagonalizing the matrix, we obtain the spectrum for the quasiparticle Hamiltonian:
Note the similarity between Eq. (3) and (15). The corresponding spectral function is
The density of states can be computed as the momentum integral of the spectral function:
From Eq. (17) to (18) we have used the substitution q = k 2 . Under the assumption of small hybridization gap δ(k F ) ≪ k 2 F / √ m 1 m 2 , we can expand relevant expressions to the leading order of k F :
On the other hand,
Im log(q 2 + cq + d) q→+∞ = 0, Im log(q 2 + cq + d) q=0 = Im log(d) = Im log(k 4 F ) = 0. (28) Combine all these equations, we finally obtain
The density of states near the Fermi energy should be only dependent on the low energy properties of the model. It is important to notice that at two dimensions, the density of states of a quadratic band is just its effective mass:
Therefore, Equation (29) can be reexpressed as
is the density of states at the Fermi energy in the absence of scattering and hybridization,
are the real band gap (as Im √ δ 2 /(4ω 2 ) − 1 = 0 for ω 2 < (δ/2) 2 ), and the scattering rate weighted by the effective masses respectively. This is the Eq. (5) in the main text. Note that in this way we reproduce the band gap obtained in Eq. (5) .
It is also instructive to express Eq. (32) using Fermi velocities v i ≡ ∂ϵ i /∂k(k F ) = k F /m i . In this way:,
Equation (33) can also be derived directly from the generic two-band Hamiltonian Eq. (1) by expanding ϵ i (k) = ϵ i (k F ) + v i (k − k F ) and ∆(k) = δ(k F ).
V. LOW ENERGY DENSITY OF STATES UNDER MAGNETIC FIELD
A. Landau Level Spectrum
If out of plane magnetic field is applied, the energy bands become Landau levels. With Pierels substitution, k → k − A, where A is the vector potential that satisfies ∇ × A = B. Here we have already taken e = c = 1 for simplicity. After taking the symmetric gauge, we have the following identification of the operators:
whereâ,â † are lowering and raising operators for the quantum harmonic oscillator energy eigenstates:â |n⟩ = √ n |n − 1⟩ andâ † |n⟩ = √ n + 1 |n + 1⟩. The noninteracting Hamiltonian then becomes
For n = 1, we solve the quasiparticle Hamiltonian H = H 0 +Σ with ansatz (ψ 1 , ψ 2 ) = (0, |0⟩). The energy eigenvalue is
which increases linearly with magnetic field, and does not contribute to the quantum oscillation. For n ≥ 1, we solve the quasiparticle Hamiltonian with ansatz (ψ 1 , ψ 2 ) = (c 1 |n − 1⟩ , c 2 |n⟩). The energy eigenvalues are E n≥1,± = 1 2 ( ϵ 1,n − ϵ 2,n − iΓ ± √ [(ϵ 1,n + ϵ 2,n ) − iγ] 2 + v 2 (8nB) ) ,
For large Landau level index n ≫ 1, Eq. (15) becomes Eq. (38) by replacing k → √ 2nB. This is the semi-classical regime of the Landau level spectrum.
Apart from the Landau level index n, the angular momentum is another good quantum number under the symmetric gauge. This leads to a D = B/(2π) degeneracy for each Landau level per unit area of the system.
Finally, we remark the effect of electron spins. We have been focused on σ z s z = −1 sector of the full Hamiltonian. For the σ z s z = 1 sector, the Hamiltonian is H T 0 . The Landau level spectrum can be similarly obtained as
and Eq. (38) with
Note that in the semi-classical regime, the Landau level spectra of both H ↑ and H ↓ are the same. Since in the following, we will carry out our calculation in this regime (weak magnetic field limit), it is safe to ignore the difference between H ↑ and H ↓ .
B. Low Energy Density of States
With magnetic field, the spectral function is computed by (neglecting lowest Landau level)
where D = B/(2π) is the degeneracy of the Landau level. This summation can be recast into an integral using Possion summation formula:
With the assumption of small hybridization gap δ(k F ) ≪ k 2 F / √ m 1 m 2 and weak magnetic field B ≪ k 2 F , the integrand can be simplified as
Note that by assuming weak magnetic field, we are in fact in the semi-classical regime and the difference between H ↑ and H ↓ can be neglected.
Since we have already assumed weak magnetic field, the real parts of x ± are deep inside the right half of the complex plane. In this way, we can extend the integral range from [1, +∞) to (−∞, +∞), so that the integral in Eq. (44) can be evaluated using residue theorem as long as it is not Γ 1 = Γ 2 = 0. Note the imaginary parts of x + and x − are always of opposite signs, the integral contour (upper or lower plane) for x + and x − are opposite. Denote s ≡ sgn Im x + = sgn m 1 . The integral is evaluated as 
By doubling the density of states due to the contribution from s =↑ spin sector, we get D 1 (ω = 0, T ) is Eq. (8) in the main text. The temperature dependence is exactly the Lifshitz-Kosevich factor for normal metals, with effective masses renormalized as Eq. (49).
