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Connectivity for matroids based on rough sets
Bin Yang and William Zhu ⋆
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Abstract. In mathematics and computer science, connectivity is one of the basic
concepts of matroid theory: it asks for the minimum number of elements which
need to be removed to disconnect the remaining nodes from each other. It is
closely related to the theory of network flow problems. The connectivity of a ma-
troid is an important measure of its robustness as a network. Therefore, it is very
necessary to investigate the conditions under which a matroid is connected. In this
paper, the connectivity for matroids is studied through relation-based rough sets.
First, a symmetric and transitive relation is introduced from a general matroid and
its properties are explored from the viewpoint of matroids. Moreover, through
the relation introduced by a general matroid, an undirected graph is generalized.
Specifically, the connection of the graph can be investigated by the relation-based
rough sets. Second, we study the connectivity for matroids by means of relation-
based rough sets and some conditions under which a general matroid is connected
are presented. Finally, it is easy to prove that the connectivity for a general ma-
troid with some special properties and its induced undirected graph is equivalent.
These results show an important application of relation-based rough sets to ma-
troids.
Keywords: rough set; matroid; relation; undirected graph; connected matroid;
connectivity
1 Introduction
Rough set theory, proposed by Pawlak [23,24] in 1982, is a useful tool for deal-
ing with the vagueness and granularity in information systems. With more than twenty
years development, rough set theory has attracted much research interest in resent
years. In theory, it has been extend to generalized rough sets based on reflexive re-
lations [11,29], on similarity relations [32], on tolerance relations [1,21,31], on arbi-
trary relations [7,17,46], covering-based rough sets [47,48,49,50], probabilistic rough
sets [44,45], fuzzy rough sets [6,9] and so on. In applications, it has been success-
fully applied in knowledge discovery [18], machine learning [5], knowledge acquisi-
tion [14,28,36] and decision analysis [10,20,25,27,39].
Generalized rough sets based on symmetric and transitive relations are a generaliza-
tion of classical rough sets. In many real word applications, this generalization is quite
useful. An example is that data in incomplete information/decision systems often gen-
erate symmetric and transitive relations [26]. Therefore, there is profound theoretical
and practical significance to study this type of relation-based rough sets.
⋆ Corresponding author. E-mail: williamfengzhu@gmail.com (William Zhu)
The concept of matroids was originally introduced by Whitney [38] in 1935 as a
generalization of graph theory and linear algebra. Matroid theory is a branch of combi-
natorial mathematics. It is widely used in optimization. Therefore, it is a good idea to
integrate rough set and matroid. Some interesting results about the connection between
matroids and rough sets can be found in literatures [15,19,33,34,35,40,41].
Connectivity is one of the basic concepts of matroid theory: it asks for the minimum
number of elements which need to be removed to disconnect the remaining nodes from
each other. It is closely related to the theory of network flow problems. The connectivity
of a matroid is an important measure of its robustness as a network. Therefore, it is very
necessary to investigate the conditions under which a matroid is connected.
In this paper, whether a general matroid is connected or disconnected is studied by
means of relation-based rough sets. For this purpose, a symmetric and transitive relation
R(M) is firstly generalized from a general matroid M . In fact, if
⋃
C(M) = U(M),
then R(M) is also a reflexive relation. Based on the above works, some properties of
R(M) are presented from the viewpoint of matroid. In [4], Li et al. have studied the
problem of computing connected components of a simple undirected graph through
relation-based rough sets. Then we can generalize an undirected graph G(M) from
R(M). Similarly, the connectivity of G(M) can be investigated by the relation-based
rough sets. Second, some conditions under which a general matroid is connected are
presented from the viewpoint of relation-based rough set. In other words, the con-
nectivity for matroids can be studied through relation-based rough sets. Finally, it is
easy to prove that the connectivity for a general matroid M and G(M) is equivalent if⋃
C(M) = U(M). In a word, these results show many potential connections between
relation-based rough sets and matroids.
The remainder of this paper is organized as follows: In Section 2, some basic con-
cepts and properties related to relation-based rough sets and matroids are introduced.
In Section 3, a symmetric and transitive relation is introduced from a general matroid
and its properties are explored from the viewpoint of matroids. Moreover, through the
relation introduced by a general matroid, an undirected graph is generalized. Specifi-
cally, the connection of the graph can be investigated by the relation-based rough sets.
In Section 4, some conditions under which a general matroid is connected are presented
by means of relation-based rough sets. Section 5 concludes this paper.
2 Preliminaries
In this section, we review some fundamental definitions and results of relation-based
rough sets and matroids.
2.1 Relation-based rough sets
Let U , the universe of discourse, be a non-empty finite set. We use P (U) to denote
the power set of U and XC to denote the complement of X in U .
Binary relations play an important role in the theory of rough sets. In this subsection,
we present some definitions and properties of relation-based rough sets used in this
paper. For detailed descriptions and proofs of them, please refer to [43,46,50].
Definition 1. (Binary relation [30]) Let U be a set, U ×U the product set of U and U .
Any subset R of U × U is called a binary relation on U . For any (x, y) ∈ U × U , if
(x, y) ∈ R, then we say x has relation with y, and denote this relationship as xRy.
For any x ∈ U , we call the set {y ∈ U : xRy} the successor neighborhood of x in
R and denote it as RN(x).
Throughout this paper, a binary relation is simply called a relation. The relation and
its properties play an important role in studying relation-based rough sets.
Definition 2. ([30]) A relation R on U is called
(1) serial, if for all x ∈ U , there is y ∈ U such that xRy;
(2) reflexive, if xRx for all x ∈ U ;
(3) symmetric, if xRy implies yRx for all x, y ∈ U ;
(4) transitive, if xRy, yRz imply xRz for all x, y, z ∈ U .
We call the pair (U,R) a relation-based approximation space if R is a binary relation
on U without any additional constraints [42].
Definition 3. ([43]) Let (U,R) be a relation-based approximation space. For any X ⊆
U , the lower and the upper approximations are defined, respectively, by:
R(X) = {x ∈ U : RN(x) ⊆ X}, R(X) = {x ∈ U : RN(x)
⋂
X 6= ∅}.
The operators R,R : P (U) → P (U) are, respectively, called the lower and upper
approximation operators in (U,R).
The pair of approximation operators is related to the pair of modal operators in
modal logic [43]. Then one can easily obtain the following properties of approximation
operators.
Theorem 1. ([43]) LetR be a relation-based approximation space. For subsets X,Y ⊆
U :
(1) R(XC) = (R(X))C , R(XC) = (R(X))C ;
(2) R(U) = U,R(∅) = ∅;
(3) If X ⊆ Y , then R(X) ⊆ R(Y ), R(X) ⊆ R(Y );
(4) R(X ⋂Y ) = R(X)⋂R(Y ), R(X ⋃Y ) = R(X)⋃R(Y ).
2.2 Matroids
Matroid theory was established as a generalization, or a connection, of graph theory
and linear algebra. This theory was used to study abstract relations on a subset, and it
uses both of these areas of mathematics for its motivation, its basic examples, and its
notation. With the rapid development in recent years, matroid theory has been applied
to a variety of fields such as combinatorial optimization [13] and greedy algorithm
design [8]. One of main characteristic of matroids is that there are many equivalent
ways to define them, which is the basis for its powerful axiomatic system. The following
definition presents a widely used axiomatization on matroids. In this subsection, we
present definitions, examples and results of matroids used in this paper.
Definition 4. (Matroid [12,16]) A matroid is an ordered pair M = (U, I), where U is
a finite set, and I a family of subsets of U with the following three properties:
(I1) ∅ ∈ I;
(I2) If I ∈ I, and I ′ ⊆ I , then I ′ ∈ I;
(I3) If I1, I2 ∈ I, and |I1| < |I2|, then there exists e ∈ I2 − I1 such that I1
⋃
{e} ∈ I,
where |I| denotes the cardinality of I .
Any element of I is called an independent set.
Example 1. Let G = (V , U) be the graph as shown in Fig.1. Denote I = {I ⊆ U | I
does not contain a cycle of G}, i.e., I = {∅, {a1}, {a2}, {a3}, {a4}, {a1, a2}, {a1,
a3}, {a1, a4}, {a2, a3}, {a2, a4}, {a3, a4}, {a1, a2, a4}, {a1, a3, a4}, {a2, a3, a4}}.
Then M = (U , I) is a matroid, where U = {a1, a2, a3, a4, a5}.
a1
a2
a3
a4
a5
Fig. 1. A graph
In fact, if a subset is not an independent set, then it is a dependent set of the matroid.
In other words, the dependent set of a matroid generalizes the cycle of graphs. Based on
the dependent set, we introduce other concepts of a matroid. For this purpose, several
denotations are presented in the following definition.
Definition 5. ([12]) Let A be a family of subsets of U . One can denote
Max(A) = {X ∈ A : ∀Y ∈ A, X ⊆ Y ⇒ X = Y },
Min(A) = {X ∈ A : ∀Y ∈ A, Y ⊆ X ⇒ X = Y },
Opp(A) = {X ⊆ U : X /∈ A},
Com(A) = {X ⊆ U : XC ∈ A}.
The dependent set of a matroid generalizes the linear dependence in vector spaces
and the circle in graph theory. The circuit of a matroid is a minimal dependent set.
Definition 6. (Circuit [12]) Let M = (U , I) be a matroid. A minimal dependent set in
M is called a circuit of M , and we denote the family of all circuits of M by C(M), i.e.,
C(M) = Min(Opp(I)).
In order to illustrate the circuit of a matroid is an extension of the cycle of a graph,
the following example is presented.
Example 2. (Continued from Example 1) C(M) = {{a5}, {a1, a2, a3}}.
The above example shows that the circuit of a matroid coincides with the cycle of a
graph when the matroid is induced by the graph.
A matroid uniquely determines its circuits, and vice versa. The following theorem
indicates that a matroid can be defined from the viewpoint of circuits.
Theorem 2. (Circuit axiom [12]) Let C be a family of subsets of U . Then there exists
M = (U, I) such that C = C(M) if and only if C satisfies the following three condi-
tions:
(C1) ∅ /∈ C;
(C2) If C1, C2 ∈ C and C1 ⊆ C2, then C1 = C2;
(C3) If C1, C2 ∈ C, C1 6= C2 and x ∈ C1
⋂
C2, then there exists C3 ∈ C such that
C3 ⊆ C1
⋃
C2 − {x}.
Based on the circuits of a matroid, one can define the closure of any subset of the
ground set as follows. In fact, the closure captures the essence of spanning space in
linear algebra.
Definition 7. (Closure [12]) Let M = (U , I) be a matroid. For all X ⊆ U, clM(X) =
X
⋃
{x ∈ U : ∃C ∈ C(M) s.t., x ∈ C ⊆ X
⋃
{x}} is called the closure of X with
respect to M , and clM is called the closure operator.
In fact, from the viewpoint of closure operator, an axiom of matroids can also be
constructed. In other words, a matroid and its closure operator are determined by each
other.
Theorem 3. (Closure axiom [12]) Let cl : P (U) → P (U) be an operator. Then there
exists M = (U, I) such that cl = clM if and only if cl satisfies the following four
conditions:
(CL1) For all X ⊆ U,X ⊆ cl(X);
(CL2) For all X ⊆ Y ⊆ U, cl(X) ⊆ cl(Y );
(CL3) For all X ⊆ U, cl(cl(X)) = cl(X);
(CL4) For all x, y ∈ U and X ⊆ U , if y ∈ cl(X⋃{x})−cl(X), then x ∈ cl(X⋃{y}).
Definition 8. (Rank function [12]) Let M = (U , I) be a matroid. We can define the
rank function of M as follows: for all X ∈ P (U)
rM (X) = max{|I| : I ⊆ X , I ∈ I}.
We call rM (X) the rank of X in M .
Based on the rank function of a matroid, one can present the an equivalent formula-
tion of closure operator, which reflects the dependency between a set and elements.
Theorem 4. ([12]) Let M = (U , I) be a matroid. Then
clM (X) = {e ∈ U : rM (X
⋃
{e}) = rM (X)} for all X ∈ P (U).
3 Binary relations, matroids and graphs
A matroid M(U, I) is said to be a free matroid if I = P (U), and otherwise we say
it is a general matroid. In this section, a new relation is induced by a general matroid
and its properties are investigated from the viewpoint of matroid theory.
Definition 9. Let M(U, I) be a general matroid. We can define a relation R(M) as
follows: for all x, y ∈ U ,
xR(M)y ⇔ ∃C ∈ C(M)→ {x, y} ⊆ C.
We say that the relation R(M) is induced from M .
According to the above definition, it is clearly that R(M)N(x) =
⋃
{C ∈ C(M) :
x ∈ C} for all x ∈ U .
Example 3. Let U = {a1, a2, a3, a4, a5, a6, a7} where a1 = [1 0 0]T , a2 = [0 1 0]T ,
a3 = [0 0 1]
T , a4 = [1 1 0]
T , a5 = [0 1 1]
T , a6 = [0 1 1]
T , a7 = [0 0 0]
T
. Denote I =
{X ⊆ U : X are linearly independent }. Then I consists of all subsets of U−{a7}with
at most three elements except for {a1, a2, a4}, {a2, a3, a5}, {a2, a3, a6}, and any subset
containing {a5, a6}. The pair M = (U, I) is a particular example of a matroid. It is easy
to know C(M) = {{a7}, {a5, a6}, {a1, a2, a4}, {a2, a3, a5}, {a2, a3, a6}, {a1, a3, a4,
a5}, {a1, a3, a4, a6}} by Definition 6. Then the relation induced from M is R(M) =
{a1, a2, a3, a4, a5, a6} × {a1, a2, a3, a4, a5, a6}
⋃
{(a7, a7)}.
And we have R(M)N(a1) =
⋃
{{a1, a2, a4}, {a1, a3, a4, a5}, {a1, a3, a4, a6}} =
{a1, a2, a3, a4, a5, a6}; R(M)N(a2) =
⋃
{{a1, a2, a4}, {a2, a3, a5}, {a2, a3, a6}} =
{a1, a2, a3, a4, a5, a6};R(M)N(a3) =
⋃
{{a2, a3, a5}, {a2, a3, a6}, {a1, a3, a4, a5},
{a1, a3, a4, a6}} = {a1, a2, a3, a4, a5, a6}; R(M)N(a4) =
⋃
{{a1, a2, a4}, {a1, a3,
a4, a5}, {a1, a3, a4, a6}} = {a1, a2, a3, a4, a5, a6}; R(M)N(a5) =
⋃
{{a5, a6}, {a2,
a3, a5}, {a1, a3, a4, a5}} = {a1, a2, a3, a4, a5, a6}; R(M)N(a6) =
⋃
{{a5, a6}, {a2,
a3, a6}, {a1, a3, a4, a6}} = {a1, a2, a3, a4, a5, a6};R(M)N(a7) =
⋃
{{a7}} = {a7}.
It is clearlyR(M) is a symmetric and transitive relation. In order to prove this result,
the following lemma is presented.
Lemma 1. ( [12]) Let M(U, I) be a matroid. If C1, C2 ∈ C(M), e1 ∈ C1 − C2, e2 ∈
C2 − C1 and C1
⋂
C2 6= ∅, then there exists C3 ∈ C(M) such that e1, e2 ∈ C3 ⊆
C1
⋃
C2.
The above lemma shows that the circuits of a matroid satisfy transitivity. Based on
this lemma, the following proposition is presented and proved.
Proposition 1. Let M(U, I) be a general matroid. Then R(M) is a symmetric and
transitive relation on U .
Proof. (1) symmetric. For all x, y ∈ U , if (x, y) ∈ R(M), then there exists C ∈ C(M)
such that {x, y} ⊆ C. Since {x, y} = {y, x}, then (y, x) ∈ R(M) and R(M) is a
symmetric relation on U . (2) transitive. For all x, y, z ∈ U , if (x, y) ∈ R(M) and
(y, z) ∈ R(M), then there exist C1, C2 ∈ C(M) such that {x, y} ⊆ C1 and {y, z} ⊆
C2. If z ∈ C1 or x ∈ C2, then (x, z) ∈ R(M), i.e., R(M) is transitive. If z /∈ C1 and
x /∈ C2, then there exists C3 ∈ C(M) such that x, z ∈ C3, i.e., R(M) is transitive.
To sum up, we have already finished the proof of this proposition.
Example 4. (Continued from Example 1) The relation induced from M in Example 1 is
R(M) = {(a1, a1), (a1, a2), (a1, a3), (a2, a1), (a2, a2), (a2, a3), (a3, a1), (a3, a2), (a3,
a3), (a5, a5)}. It is clearly that R(M) is a symmetric and transitive relation on U =
{a1, a2, a3, a4, a5}.
Proposition 2. Let M(U, I) be a general matroid. Then
R(M)(X) =
⋃
{C ∈ C(M) : C
⋂
X 6= ∅} for all X ⊆ U .
Proof. Since R(M)(X) = {x ∈ U : R(M)N(x)⋂X 6= ∅} and R(M)N(x) =⋃
{C ∈ C(M) : x ∈ C} for all x ∈ U , then R(M)(X) =
⋃
{C ∈ C(M) : C
⋂
X 6=
∅}.
According to the above proposition, the widely used relation-based upper approxi-
mation operators are represented by the circuits of matroids.
Example 5. (Continued from Example 1) We have R(M)N(a1) = R(M)N(a2) =
R(M)N(a3) = {a1, a2, a3}; R(M)N(a4) = ∅; R(M)N(a5) = {a5}. Let X =
{a1, a4} and Y = {a2, a4, a5}. ThenR(M)(X) = {a1, a2, a3}. R(M)(Y ) = {a1, a2,
a3, a5}.
Proposition 3. Let M(U, I) be a general matroid. R(M) is reflexive if and only if⋃
C(M) = U .
Proof. (⇒): If R(M) is a reflexive relation on U , then there exists C ∈ C(M) such
that {x} ⊆ C for all x ∈ U . Therefore
⋃
C(M) = U .
(⇐): If
⋃
C(M) = U , then there exists C ∈ C(M) such that y ∈ C for all y ∈ U ,
i.e., (y, y) ∈ R(M).
This completes the proof.
The above proposition shows that the sufficient and necessary condition of R(M)
is a reflexive relation. In fact, R(M) is serial and R is reflexive are equivalent.
Proposition 4. Let M(U, I) be a general matroid. R(M) is reflexive if and only if
R(M) is serial.
Proof. (⇒): It is straightforward.
(⇐): If R(M) is serial, then R(M)N(x) 6= ∅ for all x ∈ U . Therefore
⋃
C(M) =
U . It is easy to prove R(M) is reflexive by Proposition 3.
Example 6. Let G = (V , U) be the graph as shown in Fig.2. Denote C = {C ⊆ U | C
does a cycle of G}, i.e., C = {{a1}, {a2}, {a5, a8}, {a3, a4, a5}, {a3, a4, a8}, {a5, a6,
a7}, {a6, a7, a8}, {a3, a4, a6, a7}}. Then there exists a matroid M = (U , I) such that
C = C(M), whereU = {a1, a2, a3, a4, a5, a6, a7, a8}. Clearly,R(M) = {(a1, a1), (a2,
a2), (a3, a3), (a3, a4), (a3, a5), (a3, a6), (a3, a7), (a3, a8), (a4, a3), (a4, a4), (a4, a5),
(a4, a6), (a4, a7), (a4, a8), (a5, a3), (a5, a4), (a5, a5), (a5, a6), (a5, a7), (a5, a8), (a6,
a3), (a6, a4), (a6, a5), (a6, a6), (a6, a7), (a6, a8), (a7, a3), (a7, a4), (a7, a5), (a7, a6),
(a7, a7), (a7, a8), (a8, a3), (a8, a4), (a8, a5), (a8, a6), (a8, a7), (a8, a8)}. It is easy to
know R(M) is an equivalence relation.
a1
a2
a3
a4
a5
a8
a6
a7
Fig. 2. A graph
Proposition 5. Let M(U, I) be a general matroid. For all X ⊆ U , R(M)(X) =
clM (X) if and only if
⋃
C(M) = U .
Proof. (⇒): Since clM (X) = X
⋃
{u ∈ U : ∃C ∈ C(M) → u ∈ C ⊆ X
⋃
{u}} =⋃
{C ∈ C(M) : C
⋂
X 6= ∅} = R(M)(X), then there exists C ∈ C(M) such that
x ∈ C for all x ∈ U , i.e.,
⋃
C(M) = U .
(⇐): If
⋃
C(M) = U , Then R(M) is an equivalence relation and C(M) is a parti-
tion. Since R(M)(X) =
⋃
{C ∈ C(M) : C
⋂
X 6= ∅} and rM (X) = |{C ∈ C(M) :
C
⋂
X 6= ∅}|. If y ∈ R(M)(X), then |{C ∈ C(M) : C
⋂
X 6= ∅}| ≤ rM (X
⋃
{y}) ≤
rM (R(M)(X)) = |{C ∈ C(M) : C
⋂
X 6= ∅}|. Therefore y ∈ clM (X). If y /∈
R(M)(X), obviously, rM (X
⋃
{y}) = |{C ∈ C(M) : C
⋂
X 6= ∅}| + 1 holds. That
is y /∈ clM (X). We have proved R(M)(X) = clM (X).
Usually, relations on a universe U can be represented by diagrams [30]. In [3], a
new relation induced from a simple undirected graph is introduced and the authors have
already proved the relation and simple graphs are one-one correspondence. Similarly,
a new undirected graph introduced from R(M) can be defined. For this purpose, some
concepts of graph theory [2,37] are presented as follows:
A graph is a pair G = (U,E) consisting of a set U of vertices and a set E of edges
such that E ⊆ U × U . Two vertices are adjacent if there is an edge that has them as
ends. An isolated vertex is a vertex not adjacent to any other vertex. The edges of a
graph may be directed (asymmetric) or undirected (symmetric). An undirected graph is
one in which edges are symmetric. A graph is simple if every edge links a unique pair
of distinct vertices. A subgraph of a graph G is a graph whose vertices and edges are
subsets of G. The subgraph induced by a subset of vertices K ⊆ U is called a vertex-
induced subgraph of G, and denoted by Gk. This subgraph has vertex set K , and its
edge set E′ ⊆ E consists of those edges from E that have both their ends in K .
A path in a graphG is a sequence x1, x2, . . . , xk of distinct vertices such that xixi+1
is an edge of G for 1 ≤ i ≤ k − 1. Such a path is said to connect x1 and xk. A
graph is connected if for every pair of distinct vertices x and y, there is a path connect-
ing x and y. In fact, every finite graph G can be partitioned into nonempty subgraphs
G(U1, E1), G(U2, E2), . . . , G(Un, En) such that two vertices x and y are connected if
and only if both x and y belong to the same subgraph G(Ui, Ei). We call these sub-
graphs the components of G, and denote the number of components of G by ω(G).
Example 7. Let G = (U,E) be a graph withU = {a, b, c, d, e} andE = {e1, e2, e3, e4}.
The diagram of G is shown in Fig. 3(a).
a
b
c
de
e2
e1
e3
e4
(a) G
a
c
e
e2
e1
(b) GK
Fig. 3. The graph G and the subgraph GK .
We see that G is connected and has only one component. Let K = {a, c, e}, the
subgraph GK induced by the vertex set K is shown in Fig. 3(b)
We have already recalled some basic notions of graph theory. Now, a new undirected
graph induced from a general matroid is presented in the following definition.
Definition 10. Let M(U, I) be a general matroid. We can define an undirected graph
G(M) as follows: for all x, y ∈ U ,
(x, y) ∈ E(G(M))⇔ xR(M)y ∧ x 6= y.
We say that the undirected graph G(M) is introduced from M .
Example 8. (Continued from Example 1) The relation induced from M in Example 1 is
R(M) = {(a1, a1), (a1, a2), (a1, a3), (a2, a1), (a2, a2), (a2, a3), (a3, a1), (a3, a2), (a3,
a3), (a5, a5)}. Then the undirected graph G(M) introduced from M shows in Fig. 4.
a1 a2
a3
a4
a5
Fig. 4. The graph introduced from M
The above example shows that the undirected graph induced from a general ma-
troid is disconnected. In the following, the conditions under which the undirected graph
induced from a general matroid is connected are presented.
Proposition 6. Let M(U, I) be a general matroid and
⋃
C(M) = U . For all C1, C2 ∈
C(M), if C1
⋂
C2 6= ∅, then G(M) is connected.
Proof. Since C1
⋂
C2 6= ∅ for all C1, C2 ∈ C(M), then {x} /∈ C(M) and |R(M)N(x)| >
1 for all x ∈ U . Therefore there is a path between any pair of distinct vertices andG(M)
is connected.
Example 9. Let M(U, I) be a general matroid onU = {a1, a2, a3, a4}, where C(M) =
{{a1, a2}, {a1, a3, a4}, {a2, a3, a4}}. Then R(M) = U × U and the undirected graph
G(M) introduced from M shows in Fig. 5. It is clearly that G(M) is conneced.
a1
a2 a3
a4
Fig. 5. The graph introduced from M
Proposition 7. Let M(U, I) be a general matroid and
⋃
C(M) = U . For all ∅ 6= X ⊂
U , G(M) is connected if and only if X 6= ⋃{C ∈ C(M) : C⋂X 6= ∅}.
Proof. (⇒): For any ∅ 6= X ⊂ U , if G(M) is connected, then there exist x ∈ X and
y ∈ XC such there is an edge between x and y. Then y ∈ R(M)N(x) =
⋃
{C ∈
C(M) : x ∈ C}. Hence y ∈ R(M)N(x), this imlies there exists C′ ∈ C(M) such that
C′
⋂
X 6= ∅ and y ∈ C′. Therefore X 6=
⋃
{C ∈ C(M) : C
⋂
X 6= ∅} holds.
(⇐): Suppose G(M) is disconnected. Then there exist distinct vertices x and y
such that there is not any path connecting x and y. Since G(M) is disconnected, then
there exists a connected component GM1 = {U1, E1} of G(M) such that x ∈ U1 and
y /∈ U1. Since G(M)1 is connected, then U1 =
⋃
{C ∈ C(M) : C
⋂
U1 6= ∅} ⊂ U , a
contradiction to the assumption U1 6=
⋃
{C ∈ C(M) : C
⋂
U1 6= ∅}. Therefore G(M)
is connected.
Example 10. (Continued from Example 1 and Example 9) In Example 1, since {a5} ⊆
{a1, a2, a3, a4, a5} and
⋃
{C ∈ C(M) : C
⋂
{a5} 6= ∅} = {a5}. Thus according to
Proposition 7, G(M) is disconnected. In Example 9, by computing, for any ∅ 6= X ⊂
U , X 6=
⋃
{C ∈ C(M) : C
⋂
X 6= ∅} follows. Thus according to Proposition 7, G(M)
is connected.
The above results show that a symmetric and transitive relation or an undirected
graph can be generalized by a general matroid. Therefore, through the relation-based
rough sets, the connectivity of undirected graphs is examined from the viewpoint of
relation-based rough sets. Similarly, the connectivity of a general matroid is also can be
investigated from the perspective of relation-based rough sets.
4 The connectivity for matroids through relation-based rough sets
In this section, we study the connectivity for matroids by means of relation-based
rough sets. For this purpose, some definitions and properties of connected matroids are
presented.
Definition 11. (Connected component and connected matroid [12,22]) Let M be a ma-
troid on U . For all e1, e2 ∈ U , we define e1Re2 ⇔ e1 = e2 or there exists C ∈ C(M)
such that e1, e2 ∈ C. Clearly, R is an equivalence relation on U . The R−equivalent
classes are called the connected components of M .
If there is only one connected components of M , then we say M is a connected
matroid.
The term ”connected component” has been defined as the above definition for both
graphs and matroids. In other words, there exist closed relationships between connected
graphs and connected matroids.
Example 11. Let M(U, I) be a matroid on U = {a, b, c, d}, where I(M) = {X ⊆ U :
|X | ≤ 2}. Then C(M) = {{a, b, c}, {a, b, d}, {a, c, d}, {b, c, d}}. Clearly, it is easy to
know that M is a connected matroid by Definition 11.
Theorem 5. ( [12,22]) The matroid M is connected if and only if, for every pair of
distinct elements of U(M), there is a circuit containing both.
By the above theorem, a sufficient and necessary condition under which a matroid is
connected is presented. Based on this theorem, some conditions under which a general
matroid is connected can be obtained by means of relation-based rough sets.
Proposition 8. Let M = (U, I) be a general matroid. M is connected if and only if
y ∈ R(M)N(x) for any x, y ∈ U ∧ x 6= y.
Proof. It is easy to prove this proposition by Definition 9 and Theorem 5.
Example 12. Let G = (V , U) be the graph as shown in Fig.6. Denote C = {C ⊆ U | C
does a cycle of G}, i.e., C = {{a1, a2, a5}, {a3, a4, a5}, {a1, a2, a3, a4}}. Then there
exists a matroid M = (U , I) such that C = C(M), where U = {a1, a2, a3, a4, a5}.
Clearly, R(M) = U × U . It is easy to know M is a connected matroid.
Proposition 9. Let M = (U, I) be a general matroid. M is disconnected if and only if
there exists ∅ 6= X ⊂ U such that R(M)(X) ⊆ X .
a1
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Fig. 6. A graph
Proof. (⇒): If M is disconnected, then there exists at leat two connected components
of M . Suppose X1, X2, . . . , Xs(s ≥ 2) is all the connected components of M . Then
∅ 6= X1 ⊂ U . Suppose X = X1. If R(M)(X) * X , then there exists x ∈ R(M)(X)
such that x /∈ X . This contradiction to X1 is a connected component of M .
(⇐): Suppose M is connected. For all ∅ 6= X ⊂ U , then there exist x ∈ X and y ∈
XC such that x ∈ R(M)N(y). Therefore R(M)N(y)
⋂
X 6= ∅, i.e., y ∈ R(M)(X).
It is contradictory. Hence M is a disconnected matroid.
This completes the proof.
The above proposition indicates that we may use the upper relation-based approxi-
mations to determine whether a general matroid is connected or disconnected.
Example 13. (Continued from Example 12) Let M(U, I) be a general matroid on U =
{a1, a2, a3, a4, a5}, where C(M) = {{a1, a4}, {a1, a2, a5}, {a2, a4, a5}, {a3}}. Then
R(M) = {(a1, a1), (a1, a2), (a1, a4), (a1, a5), (a2, a1), (a2, a2), (a2, a4), (a2, a5), (a3,
a3), (a4, a1), (a4, a2), (a4, a4), (a4, a5), (a5, a1), (a5, a2), (a5, a4), (a5, a5)}. By com-
puting, we have R(M)({a3}) = {a3}. Therefore M is a disconnected matroid.
In Example 12, it is easy to find that R(M)(X) * X for any ∅ 6= X ⊂ U . Hence
the matroid M represented in Example 12 is connected.
Based on the above proposition, we provide a more effective approach to determine
whether a general matroid is connected or disconnected in the following corollaries.
Corollary 1. Let M = (U, I) be a general matroid. M is connected if and only if for
any ∅ 6= X ⊂ U , there exists x ∈ R(M)(X) such that x /∈ X .
Corollary 2. Let M = (U, I) be a general matroid. M is not connected if and only if
for any ∅ 6= X ⊂ U,R(M)(X)⋂XC 6= ∅.
In fact, the above two corollaries are the generalizations of Proposition 9 and the
proofs of them are simple.
According to Proposition 3, we know that R(M) is an equivalence relation on U
if
⋃
C(M) = U . Then we can study the conditions under which a general matroid is
connected if and only if
⋃
C(M) = U .
Proposition 10. Let M = (U, I) be a general matroid and
⋃
C(M) = U . M is con-
nected if and only if R(M)(X) 6= X for all ∅ 6= X ⊂ U .
Proof. Since ⋃ C(M) = U , then R(M) is an equivalence relation on U .
(⇒): It is straightforward.
(⇐): If M is disconnected, then there exists ∅ 6= X ⊂ U such that R(M)(X) ⊆ X .
SinceR(M) is an equivalence relation onU , thenX ⊆ R(M)(X). HenceR(M)(X) =
X . It is contradictory. Therefore R(M)(X) 6= X for all ∅ 6= X ⊂ U .
Based on the Proposition 7 and Proposition 10, the relationships between G(M)
and M are established as following proposition shown.
Proposition 11. Let M = (U, I) be a general matroid and
⋃
C(M) = U . M is con-
nected if and only if G(M) is connected.
Proof. It is easy to prove this proposition by Proposition 7 and Proposition 10.
Example 14. (Continued from Example 12) It is easy to know that the undirected graph
G(M) introduced from M is shown in Fig.7. Clearly, G(M) is a connected graph.
In Example 13, we have already known the matroid M represented in Example 12 is
connected.
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Fig. 7. The undirected graph introduced from M
In the following, some properties of connected matroid can be investigated from the
viewpoint of relation-based rough sets.
Proposition 12. Let M = (U, I) be a general matroid. If ⋃ C(M) = U , then
R(M)(R(M)N(x)) = R(M)N(x).
Proof. If ⋃ C(M) = U , then {R(M)N(x) : x ∈ U} is a partition of U . Thus
R(M)(R(M)N(x)) = R(M)N(x).
The above proposition shows an important properties of classical upper rough ap-
proximations. In other words, the R−equivalent class is a R−precise set.
This section points out some conditions under which a general matroid is connected
by means of relation-based rough sets. These results for connected matroid present new
perspectives to study connectivity for matroids.
5 Conclusions
This paper studies the connectivity for matroids by means of relation-based rough
sets. First, we defined a symmetric and transitive relation R(M) through a general ma-
troid M . Second, based on the definition of R(M), some properties such as reflexive,
serial and so on are investigated in Section 3. Third, an undirected graph G(M) was in-
troduced from M and the connectivity of G(M) was explored. Fourth, some conditions
under which a general matroid M is connected were presented from the viewpoint of
relation-based rough sets. Finally, we have proved that the connectivity of M andG(M)
is equivalent if C(M) is a covering of U(M).
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