e Laboratorians and clinicians often rely on package inserts of diagnostic tests to assess their accuracy. We compared test accuracy for tuberculosis diagnostics reported in 19 package inserts against estimates in published meta-analyses and found that package inserts generally report overoptimistic accuracy estimates. However, package inserts of most tests approved by the U.S. Food and Drug Administration (FDA) or endorsed by the World Health Organization provide more realistic estimates that agree with meta-analyses.
M
ost laboratory professionals anticipate that test performance when applied to patient care may be less impressive than what is reported in package inserts by test manufacturers. However, this gap between promise and reality has not been examined in a systematic way.
One approach for studying this gap is to compare sensitivity and specificity estimates in package inserts with pooled estimates from published systematic reviews and meta-analyses, which often include studies from diverse settings and may provide a more realistic assessment of test accuracy.
We conducted such a comparison using commercial tuberculosis (TB) diagnostics as a case study. The TB diagnostic pipeline has rapidly expanded, and a large number of meta-analyses have been published on various TB tests (24) . Several tests are now endorsed by the World Health Organization (WHO). At the same time, there are examples of suboptimal and inaccurate TB diagnostic tests, and their use has been discouraged by the WHO (32) . In fact, in vitro tests are often poorly regulated in many countries (13) .
We searched PubMed, the Cochrane Library, and the Evidence-Based TB Diagnosis website (www.tbevidence.org) for systematic reviews on the accuracy of diagnostics for TB published through March 2012 (search terms are available from the authors upon request). We excluded meta-analyses that reported only performance characteristics other than sensitivity and specificity (e.g., reproducibility, likelihood ratios), as they were not comparable to information provided in package inserts.
We searched company websites for package inserts and contacted test manufacturers if package inserts were not available online. Diagnostic tests were not considered if they were not commercially available. Diagnostic tests for latent TB were not considered, because no good reference standard is available to determine accuracy.
A total of 19 TB tests were included in the final analysis, because they met our eligibility criteria and package inserts as well as meta-analyses where available. These included gamma interferon (IFN-␥) release assays (IGRAs) for active TB, antibody-based serological tests, antigen detection tests, nucleic acid amplification tests (NAAT), and culture-based tests.
As seen in Table 1 , the quality of information provided in package inserts varies widely. Eighteen out of 19 package inserts in total overestimated the test accuracy. In particular, technologies that were neither recommended by the WHO nor approved by the U.S. Food and Drug Administration (FDA) reported higher accuracy (i.e., serological tests for active TB, IGRAs for active TB, bacteriophage-based tests for active TB and drug-susceptibility testing, and urine lipoarabinomannan [LAM] antigen assays) (30, 32, 34) . Claims made in package inserts ranged on average from 20 to 30% higher for sensitivity estimates than meta-analysis (comparing a range of findings in meta-analyses to estimates in package inserts). A direct comparison of absolute estimates of test accuracy was not feasible for most nonapproved tests, because the systematic reviews were unable to compute pooled sensitivity and specificity due to heterogeneity across studies.
In contrast, there is a better match between sensitivity and specificity estimates in package inserts and meta-analyses for tests that are approved by the FDA (i.e., Gen-Probe amplified MTD) or endorsed by the WHO (line probe assays, Xpert MTB/RIF, and MODS) (4, 31, 33, 34) . For the WHO-endorsed tests that allowed a comparison of test accuracy between meta-analyses and package inserts (i.e., all except for the line probe assays), the package inserts overestimated sensitivity and specificity by at most 5%. This was also true for FDA-approved tests. IGRAs are FDA approved for latent TB but not active TB. The sensitivity for IGRAs for active TB was overestimated in package inserts by up to 20%. The comparison of the specificity of IGRAs was limited by the fact that metaanalyses of active TB often used TB suspects as controls, while package inserts reported specificity for latent TB infection among healthy, low-risk populations (6, 9, 19, 26) .
We also found that test accuracy estimates in package inserts are often derived from unpublished, in-house, case-control studies with small numbers of specimens. Confirmed TB cases and healthy controls are often used, which can introduce significant selection (spectrum) bias (25) . The data in the package inserts often are not stratified based on important predictors of performance, including prevalence of TB or HIV and adults versus children, which may contribute to the overestimation of accuracy (3, 8, 19) . In contrast, meta-analyses were often based on a fairly large number of studies that used cross-sectional or prospective designs and often were conducted in clinical settings with TB suspects that had a confirmed alternative final diagnosis serving as controls. Results were often stratified based on clinically relevant subgroups.
In general, involvement of industry and test developers in diagnostic evaluations has been associated with an overestimation of test accuracy (1) . With TB tests, this has been documented with bacteriophage-based tests and urine lipoarabinomannan assays (11, 14, 21, 22) . Users in real-world clinical settings may lack the same degree of expertise and skill as test developers. Also, quality control and assurance in routine clinical and laboratory settings may not match that of the industry. While data included in package inserts are almost always funded by industry, a proportion of studies included in the meta-analyses also are industry supported or conducted by test developers. This may then spuriously narrow the gap between package insert and meta-analyses estimates.
Our study has limitations. We were unable to compute numeric differences in the estimates of meta-analyses versus package inserts because pooling of data was often not possible due to heterogeneity between studies and the presence of several meta-analyses that included partially overlapping studies. We acknowledge that real-world performance of tests, especially when tests are scaled up in public health programs, may be worse than those reported in research studies, including meta-analyses (27) . Thus, the real gap between package insert estimates and real-world performance may be even wider than what we document here. Pragmatic trials and implementation research are needed to overcome this problem (18) . We also acknowledge that tests that measure the immune response to TB (i.e., serology, IGRAs) rather than products of Mycobacterium tuberculosis (i.e., Xpert MTB/RIF) might be more prone to variability in the results; however, this underlines the fact that accuracy data should always be stratified based on clinically relevant subgroups (i.e., HIV positive).
In summary, this case study of TB diagnostics suggests that package inserts often report overoptimistic estimates of test accuracy, especially if the products are not FDA approved (provided that approval was solicited) or WHO endorsed. These data provide some reassurance that independent review by credible agencies such as the FDA and WHO may serve as a yardstick for judging new TB technologies. However, not all TB tests are reviewed by the FDA or WHO, and most developing countries have weak regulatory systems for diagnostics. It is important that these countries create systems for in-country validation of all TB tests, guided by their national TB programs. Also, an expansion of the WHO prequalification of diagnostic programs to TB diagnostics will help countries procure quality-assured TB tests.
To overcome the problem of optimism bias, studies evaluating diagnostics under routine clinical and programmatic conditions, independent of industry sponsorship or test developers, are needed, as they provide more useful and realistic evidence to guide laboratorians, clinicians, and decision-makers. Furthermore, studies must go beyond accuracy and assess clinical impact of tests on decision-making and patient outcomes and collect operational and cost-effectiveness data in programmatic settings (7, 18) .
