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Abstract
We investigate the high energy behavior of the correlation functions of the open Wilson
lines in noncommutative gauge theory. We obtain a very simple physical picture that
they are bound to form a group of closed Wilson loops. We prove our claim in the weak
coupling region by perturbative analysis. We emphasize the importance of respecting
the cyclic symmetry of the straight Wilson lines to compute the correlation functions.
The implications for stringy calculation of the correlators are also discussed.
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1 Introduction
In matrix model formulation of superstring theory, not only matter but also space[1] or even
space-time[2] may emerge out of matrices. Noncommutative gauge theory may be regarded
as a concrete realization of such a possibility[3]. We can obtain fully noncommutative gauge
theory by expanding IIB matrix model around noncommutative backgrounds[4]. 1 In fact
such a matrix model construction has been very useful to elucidate physical properties of
noncommutative gauge theory[10]. It has further been argued that four dimensional noncom-
mutative gauge theory with maximal SUSY (NCYM4) may be interpreted as superstring
theory with noncommutativity scale as its effective string scale[6]. It may serve as a testing
ground for the proposal that matrix models may serve as nonperturbative formulation of
superstring theory.
The gauge invariant observables in noncommutative gauge theory involve not only closed
Wilson loops but also open Wilson loops (Wilson lines) [5][7][11][12][19]. It has also been
pointed out that the operators which couple to graviton multiplets may be constructed
through them[5]. The validity of such an argument is confirmed by the recent investigations
[14][15]. These authors have also shown that the Wilson lines are closely related to the
Seiberg-Witten map[9].
The correlators of the Wilson lines are found to exhibit stringy exponential suppression
behavior at high energy limit [11]. In our recent work, we have investigated the strong
coupling behavior of the expectation value of the Wilson loops[13]. Our proposal is to
consider Nambu-Goto action in the metric of the corresponding supergravity solution. The
four dimensional part of the metric is conformally flat while the conformal factor possesses the
unique maximum in the radial coordinate. We postulate that the Wilson loops in NCYM4
may be represented by the closed contours at the the maximum of the space-time metric. In
our proposal, the expectation value of the Wilson loops are given by the extremum of the
Nambu-Goto action, namely the minimum area. We have further mentioned that the high
energy limit of the Wilson line correlators may be identical to the expectation value of the
large Wilson loops.
In this paper we construct a proof of the above stated equivalence. We first give an
heuristic argument based on the loop equations in section 2. In section 3, we prove the
equivalence by the perturbative analysis of the correlators in the weak coupling region.
1 NCYM is equivalent to large N twisted reduced model [20][21][22]. See also [23].
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Since our argument based on the loop equation holds in both the weak and strong coupling
regions, we expect that the equivalence does not break down even in the strong coupling
regime. If so, our recent work in [13] becomes relevant to this problem. In the concluding
section, we discuss possible strong coupling behavior of the Wilson line correlators in the
high energy limit based on such a line of argument.
2 Loop equations in NCYM
In this section, we briefly review matrix model constructions of NCYM first[4]. We recall
IIB matrix model action:
S = − 1
g2
Tr(
1
4
[Aµ, Aν ][A
µ, Aν ] +
1
2
ψ¯Γµ[Aµ, ψ]). (2.1)
Here ψ is a ten dimensional Majorana-Weyl spinor field, and Aµ and ψ are N×N Hermitian
matrices. The noncommutative Yang-Mills theory is obtained by expanding the theory
around the following background:
[pˆµ, pˆν ] = iBµν , (2.2)
where Bµν are c-numbers. We assume the rank of Bµν to be d˜ and define its inverse C
µν
in d˜ dimensional subspace. We expand Aµ = pˆµ + aˆµ. Noncommutative Yang-Mills can be
realized through matrix models by the the following map from matrices onto functions
aˆ → a(x),
aˆbˆ → a(x) ⋆ b(x),
T r →
√
detB(
1
2π
)
d˜
2
∫
dd˜x,
g2 →
√
detB(
1
2π
)
d˜
2 g2NC. (2.3)
The gauge invariant observables in NCYM are the Wilson loops:
W (C) = Tr[Pexp(i
∫
C
dxµ(σ)Aµ)] (2.4)
where C denotes a contour parametrized by xµ(σ). Let us consider the following correlation
functions: ∫
dAdψTr[taPexp(i
∫
C1
dxµ(σ)Aµ)]W (C2)e
−S. (2.5)
We consider the following infinitesimal change of the variables as Aµ → Aµ + ǫta. By using
the completeness condition of the generators of U(N):
∑
a
taijt
a
kl = δilδjk, (2.6)
2
we obtain,
<
1
g2
Tr[{[Aµ, [Aµ, Aν ]] + 1
2
Γν [ψ, ψ¯]+}Pexp(i
∫
C1
dxµ(σ1)Aµ)]W (C2) >
= i
∫ 1
0
dtx˙ν < Tr[Pexp(i
∫ t
0
dσ1x˙
µAµ)]Tr[Pexp(i
∫ 1
t
dσ1x˙
µAµ)]W (C2) >
+ i
∫ 1
0
dsx˙ν < Tr[Pexp(i
∫ s
0
dσ2x˙
µAµ)exp(i
∫
C1
dxµ(σ1)Aµ)exp(i
∫ 1
s
dσ2x˙
µAµ)] > .
(2.7)
The first and second term on the right-hand side of the above equation represents the splitting
and joining of the loops respectively [8].
The Wilson loops in the matrix model are mapped to those in NCYM by eq.(2.3):
Tr[Pexp(i
∫
C
dxµ(σ)Aµ)]
=
√
detB(
1
2π
)
d˜
2
∫
dd˜xPexp(i
∫
C
dyµ(σ)aµ(x+ y(σ)))exp(ik
µxµ))⋆ (2.8)
where the total momentum kµ is related to the vector d
µ which connects the two ends of the
contour as kµ = Bµνd
ν . The symbol ⋆ in the above expression reminds us that all products
of fields must be understood as ⋆ products. In order to prove the above identity we consider
the following discretization of a Wilson loop.
Pexp(i
∫
C
dxµ(σ)Aµ) = lim
n→∞
n∏
j=1
exp(i∆xj · (pˆ+ aˆ)). (2.9)
The above quantity can be rewritten as
lim
n→∞
n∏
j=1
exp(i∆xj · pˆ)exp(i∆xj aˆ)
= lim
n→∞
(
n∏
j=1
Vjexp(i∆xj aˆ)V
†
j )Vn
= lim
n→∞
(
n∏
j=1
exp(i∆xjVjaˆV
†
j ))Vn (2.10)
where Vj = (
∏j
k=1 exp(i∆xkpˆ) is the translation operator along the contour C from the first
to the j-th segment. After applying eq.(2.3) to the above and taking n→∞ limit of it, we
obtain the right-hand side of eq.(2.8). We then obtain the Schwinger-Dyson equations in
NCYM[16]
<
∫
dd˜x[
1
i
{[Dµ, [Dµ, Dν ]] + 1
2
Γν [ψ, ψ¯]+}
3
×Pexp(i
∫
C1
dyµ(σ1)aµ(x+ y(σ))exp(ik1 · x))]⋆W (C2) >
= g2NCdetB(
1
2π
)d˜
∫ 1
0
dtx˙ν <
∫
dd˜x1[Pexp(i
∫
C
dyµ(σ1)aµ(x1 + y(σ1))exp(ik · x1))]⋆
×
∫
dd˜x2[Pexp(i
∫
C1−C
dyµ(σ2)aµ(x2 + y(σ2))exp(i(k1 − k) · x2))]⋆W (C2) >
+ g2NC
∫ 1
0
dsx˙ν <
∫
dd˜x[Pexp(i
∫
C˜
dyµ(σ1)aµ(x+ y(σ1))exp(ik˜ · x))
×Pexp(i
∫
C1
dyµ(σ1)aµ(x+ y(σ)))exp(ik
µ
1xµ))
×Pexp(i
∫
C2−C˜
dyµ(σ2)aµ(x+ y(σ2))exp(i(k2 − k˜) · x))]⋆ > . (2.11)
We may generalize the above equation in U(1) gauge group to U(m) by considering the
direct product of noncommutative space-time and gauge group which can be realized in
U(Nm). We consider the generators of U(Nm) which satisfy
∑
a
∑
b
taijλ
b
αβt
a
klλ
b
γδ = δilδjkδαδδβγ (2.12)
where λb denotes the generators of U(m). The Wilson loop becomes
1
m
Tr[Pexp(i
∫
C
dxµ(σ)Aµ)]
=
1
m
√
detB(
1
2π
)
d˜
2
∫
dd˜xtr[Pexp(i
∫
C
dyµ(σ)aµ(x+ y(σ)))exp(ik
µxµ)]⋆. (2.13)
Following the analogous steps as in U(1) case, we obtain
<
1
m
∫
dd˜xtr[
1
i
{[Dµ, [Dµ, Dν ]] + 1
2
Γν [ψ, ψ¯]+}
×Pexp(i
∫
C1
dyµ(σ1)aµ(x+ y(σ))exp(ik1 · x))]⋆W (C2) >
= λdetB(
1
2π
)d˜
1
m2
∫ 1
0
dtx˙ν <
∫
dd˜x1tr[Pexp(i
∫
C
dyµ(σ1)aµ(x1 + y(σ1))exp(ik · x1))]⋆
×
∫
dd˜x2tr[Pexp(i
∫
C1−C
dyµ(σ2)aµ(x2 + y(σ2))exp(i(k1 − k) · x2))]⋆W (C2) >
+
λ
m2
∫ 1
0
dsx˙ν
1
m
<
∫
dd˜xtr[Pexp(i
∫
C˜
dyµ(σ1)aµ(x+ y(σ1))exp(ik˜ · x))
×Pexp(i
∫
C1
dyµ(σ1)aµ(x+ y(σ)))exp(ik
µ
1xµ))
×Pexp(i
∫
C2−C˜
dyµ(σ2)aµ(x+ y(σ2))exp(i(k2 − k˜) · x))]⋆ > (2.14)
where tr denotes the trace operation over U(m) and λ = g2NCm is the ’t Hooft coupling.
The correlation functions of the Wilson lines can be investigated in principle by solving
these loop equations. In this paper we show that the correlators of the very long Wilson
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lines are identical to the expectation value of the Wilson loop which can be formed from
them. Since very long Wilson lines carry large momenta, it is the equivalence which holds in
the high energy limit. In fact such an equivalence can be expected from the loop equations.
Let us consider the simplest looking loop equation eq.(2.7). The first term and the second
term on the right hand side represent splitting and joining terms respectively. For long
straight Wilson lines, we can argue that the joining term is dominant since it is proportional
to the length of C2. Since the left-hand side of the equation is essentially the deformation of
the first Wilson line C1, we can argue that the expectation value of Wilson lines is equivalent
to that of completely joined Wilson lines namely closed Wilson loop. In the next section, we
construct a perturbative proof of the equivalence which is in accord with the loop equation
argument.
3 Wilson lines as Wilson loops
In NCYM, we also have the gauge invariant operators specified by the open contours as is
defined in eq.(2.8). Let us consider the two point function ofW (C1) andW (C2) for example.
Two contours C1 and C2 specify the shapes of two open segments. Let us denote the vector
which connects the two ends of a contour by ~d. In noncommutative Yang-Mills, such an
open segment carries the momentum ~kµ = Bµν ~d
ν . In order for two point functions to be
nonvanishing, W (C1) and W (C2) must possess vanishing total momentum. In other words,
C1 and C2 can be put together to form a closed loop. Let us denote the vector which connects
the tail of C1 and head of C2 as ~x. What is calculated in noncommutative Yang-Mills theory
can be expressed as
< W (C1)W (C2) >= V
∫
d4xexp(i~k · ~x) < W (C1, C2, ~x) > . (3.1)
Namely it can be interpreted in terms of the expectation value of the operator specified by
a closed loop which contains two segments C1 and C2. However < W (C1, C2, ~x) > cannot
be obtained by a simple Fourier transformation of < W (C1)W (C2) >, since the contours C1
and C2 depend on ~k.
In fact we can express the two point function of the Wilson loops in terms of the one
point function through matrix model constructions. If the gauge group is U(1), we obtain
Tr[Pexp(i
∫
C1
dxµ(σ)Aµ)]Tr[Pexp(i
∫
C2
dxµ(σ)Aµ)]
5
=
1
N
∑
~l
Tr[Pexp(i
∫
C1
dxµ(σ)Aµ)exp(i~l · pˆ)Pexp(i
∫
C2
dxµ(σ)Aµ)exp(−i~l · pˆ)] (3.2)
where we have used the completeness condition of the generators of U(N).
1
N
∑
~l
exp(i~l · pˆ)a,bexp(−i~l · pˆ)c,d = δa,dδb,c. (3.3)
If the gauge group is U(m) , we either keep the trace operation over U(m) in each Wilson
line or insert the generators of U(m)(λa) such as
Tr[Pexp(i
∫
C1
dxµ(σ)Aµ)]Tr[Pexp(i
∫
C2
dxµ(σ)Aµ)]
=
∑
a
1
N
∑
~l
Tr[Pexp(i
∫
C1
dxµ(σ)Aµ)λ
aexp(i~l · pˆ)
×Pexp(i
∫
C2
dxµ(σ)Aµ)λ
aexp(−i~l · pˆ)]. (3.4)
The matrix model constructions such as eq.(3.2) can be translated into noncommutative
gauge theory expressions as follows:
exp(iΦ)
∫
d4x
∫
d4x˜exp(ikµx˜µ)
[Pexp(i
∫
C1
dyµ1 (σ)aµ(x+ y1(σ)))Pexp(i
∫
C2
dyµ2 (σ)aµ(x+ x˜+ y2(σ)))]⋆ (3.5)
where Φ is the magnetic flux enclosed in the closed loop C1 + C2. It is given by the area of
the loop divided by C.
We next consider the three point function.
Tr[Pexp(i
∫
C1
dxµ(σ)Aµ)]Tr[Pexp(i
∫
C2
dxµ(σ)Aµ)]Tr[Pexp(i
∫
C3
dxµ(σ)Aµ)]
=
1
N
∑
~l
1
N
∑
~m
Tr[Pexp(i
∫
C1
dxµ(σ)Aµ)exp(i~l · pˆ)Pexp(i
∫
C2
dxµ(σ)Aµ)
×exp(i~m · pˆ)Pexp(i
∫
C2
dxµ(σ)Aµ)exp(−i~m · pˆ)exp(−i~l · pˆ)]. (3.6)
It can be translated into noncommutative gauge theory as
exp(iΦ)
∫
d4x
∫
d4x2
∫
d4x3exp(i(k2 + k3) · x2 + ik3 · x3)
[Pexp(i
∫
C1
dyµ(σ)aµ(x+ y(σ)))exp(i
∫
C2
dyµ(σ)aµ(x+ x2 + y(σ)))
×exp(i
∫
C3
dyµ(σ)aµ(x+ x2 + x3 + y(σ)))]⋆ (3.7)
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where x2 connects the tail of C1 and head of C2 and so does x3 between C2 and C3. In the
case of n point functions of the Wilson lines, the prescription is just analogous. What is
calculated in noncommutative gauge theory is
< W (C1)W (C2) · · ·W (Cn) >
= V
n∏
i=1
∫
d4xiexp(i
i=n∑
i=2
~li · ~xi) < W (C1, C2, · · · , Cn; ~x1, ~x2, · · · , ~xn−1) > . (3.8)
In this expression x1 denotes the center of mass coordinate of the system. The vector
~xi(i ≥ 2) connects the tail of Ci−1 and the head of Ci and li = ∑j=nj=i kj.
The real space correlator can be regarded as a one point function of the operator of a
single closed loop. The loop consists of the segments Ci which are accompanied with the
gauge fields. These segments are connected by straight segments of length |~xi| which do not
involve gauge fields. Although these are new types of the operators which are distinct from
closed Wilson loops, they are not gauge invariant observables by themselves. Here we would
like to point out that such an object is useful to discuss the correlation functions of long
Wilson lines which carry large momenta. In such a region, we can show that the correlators
of the Wilson lines are indistinguishable from those of large closed Wilson loops. In what
follows we prove our contention in the weak coupling region by using the perturbation theory.
Let us consider the leading contribution to the two point function of straight Wilson
lines.
∫
d4x
∫
d4x1exp(ik · x1)
< P
∫
C1
da · A(x+ x1 + a) ⋆
∫
C2
db1 · A(x+ b) >
= V
∫
dadbexp(−ik · (a− b))g
2
NC
k2
(3.9)
where V denotes the space-time volume. a and b denote the locations of the two ends
of a propagator on the Wilson lines C1 and C2 respectively. We also use A(x) to denote
gauge fields in the remaining of this section. This expression is invariant under independent
translations of a and b along the contours of the Wilson lines. It is the manifestation of the
cyclic symmetry of the straight Wilson lines. Due to this symmetry we can fix a = b = 0
after factoring out the volume factor Ck1Ck2. Since x1 ∼ 1/k, we find that the lowest order
contribution represents a long rectangle of the horizontal length Ck and the vertical length
of 1/k.
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We move on to the three point functions in eq.(3.7). In the weak coupling region, we
may retain
exp(iΦ)
∫
d4x
∫
d4x1
∫
d4x3exp(ik1 · x1 + ik3 · x3)
< P
∫
C1
da · A(x+ x1 + a) ⋆
∫
C2
db1 ·A(x+ b1)
⋆
∫
C2
db2 · A(x+ b2) ⋆
∫
C3
dc · A(x+ x3 + c) > (3.10)
where we have only considered the amplitude where gluons are exchanged between (C1, C2)
and (C2, C3). We also need to add three other types of contributions to obtain the full ampli-
tude at the tree level. In this particular example, we have not only the ordered contributions
with b1 < b2 but also the other ordering b2 < b1 where by b1 we imply the location of the
propagator with momentum k1. The latter contribution can be reexpressed as
exp(ik3 · (x+ b2)) ⋆ exp(ik1 · (x+ b1))
= exp(ik1 · (x+ b1)) ⋆ exp(ik3 · (x+ b2 + Ck2)). (3.11)
In this expression b˜2 = b2 + Ck2 is such that b1 < b˜2 < b1 + Ck2. It can be shown to be
independent of b1 after changing the variable from b2 to b˜2.
We note here that eq.(3.10) is invariant under independent translations of a along C1
and c along C3. It is also invariant under the simultaneous translations of b1, b2 along C2.
Due to the symmetry, we can fix the location of a, b1, c at the ends of the Wilson line after
factoring out the volume factor Ck1Ck2Ck3. In this way, we obtain
V g4NCexp(
i
2
k1Ck2sin(θ1))cos(θ1)cos(θ3)
1
k1
2
1
k3
2Ck1Ck2Ck3∫ Ck2
0
d|b2|exp(−ik1sin(θ1)|b2|)
= V g4NCcot(θ1)cos(θ3)
1
k1
2
1
k3
2
1
i
CCk2Ck3
{exp( i
2
k1Ck2sin(θ1))− exp(− i
2
k1Ck2sin(θ1))} (3.12)
where θ1 and θ3 are the angles of the two corners of the triangle formed by (C1, C2) and
(C2, C3) respectively.
We emphasize here that straight Wilson lines possess the cyclic symmetry. In fact the
Wilson lines can be written as Tr(Un) in the matrix model construction where U = exp(i∆x·
(pˆ + aˆ)) and ∆x = Ck/n. In order to evaluate the correlation functions which involve a
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particular Wilson line, we need to attach propagators with momenta {pi} to it. It is clear
that there are n ways to pick the first gauge field with momentum p1 from Tr(U
n). They
are all equivalent due to the cyclic symmetry of the trace. If we connect two propagators,
only the relative position of the second one to the first matters due to the cyclic symmetry.
So in general the correlator is proportional to the length of the Wilson line and we can fix
the location of one of the propagators.
The propagators are very short in the large k limit since their lengths are of O(1/k).
Furthermore the |b2| integration is only supported by the two infinitesimal segments of the
width O(1/k) at the boundaries of the integration region. Therefore in the large k limit, the
first term on the right-hand side of eq.(3.12) corresponds to a closed triangle configuration
made of (C1, C2, C3) in that order. The second term appears to represent the configuration
where three Wilson lines share the same end point. However we need to recall the cyclic
symmetry of the Wilson lines. The points on the same Wilson line can be freely moved
simultaneously. In the case of two points on the same Wilson line, a pair of vanishingly close
points (b1, b2) is equivalent to the pair of the end points (b2, b1) due to the cyclic symmetry.
In this way we can interpret it as the closed triangle made of (C2, C1, C3) in that order.
Therefore we can indeed see that the Wilson lines are bound to form closed Wilson loops
in the large k limit in the lowest order of perturbation theory. In the three point function
case, we find two different triangles which can be formed by the Wilson lines. We can also
understand the phase in each term ±k1Ck2sin(θ1)/2 as the magnetic flux passing through
the respective triangle. Although there is a topologically distinct diagram which involves
the three point vertices at the tree level, the structure of such a contribution can be shown
to be just analogous.
We can extend similar analysis to n point functions of the Wilson lines. By such an
analysis we can easily convince ourselves that the n point functions of Wilson lines are
effectively described by a group of Wilson loops which can be formed from the Wilson
lines. It is certainly clear that the correlation function is saturated by a finite numbers of
configurations for n point functions just like the three point function case. We argue that
they could only be Wilson loops due to the gauge invariance.
In the weak coupling region, we might argue that the investigation of the tree diagrams
suffices. However it is certainly not so for two point functions[11]. It is found that the
leading contribution at the n-th order is (λ|k||Ck|/4π)n/(n!)2. The summation over n can
be estimated by the saddle point method as exp(
√
λ|k||Ck|/π). The average separation of
9
the two Wilson lines is found to be < n > /k ∼
√
λ|Ck|/|k|. Although it is much larger
than the tree level estimate 1/k, it is still much smaller than the noncommutativity scale in
the weak coupling regime.
In the case of three point functions, we also find logarithmic divergences in association
of the corners. The first example occurs at the next order.
exp(iΦ)
∫
d4x
∫
d4x1
∫
d4x3exp(ik1 · x1 + ik3 · x3)
P
∫
C1
da · A(x+ x1 + a2) ⋆
∫
C1
da · A(x+ x1 + a1)
⋆
∫
C2
db1 · A(x+ b1) ⋆
∫
C2
db2 · A(x+ b2) ⋆
∫
C2
db3 · A(x+ b3) ⋆
∫
C3
dc · A(x+ x3 + c)
= exp(iΦ)
∫
d4x
∫
d4x1
∫
d4x3exp(ik1 · x1 + ik3 · x3)
×
∫
C1
da1 ·
∫
C2
db1
∫
C1
da2 ·
∫
C2
db2
∫
C2
db3 ·
∫
C3
dc
g2NC
4π2(x1 + a1 − b1)2
g2NC
4π2(x1 + a2 − b2)2
mg2NC
4π2(x3 + c− b3)2
= V
λ3
m2
exp(iΦ)
∫
C1
da1 ·
∫
C2
db1
∫
C1
da2 ·
∫
C2
db2
∫
C2
db3 ·
∫
C3
dc
∫
d4p
(2π)4
1
(k1 − p)2
1
p2
1
k3
2 exp(−i(k1 − p) · (a1 − b1)− ip · (a2 − b2)− ik3 · (c− b3)).
(3.13)
We can now fix a1 = b1 = c = 0 due to the cyclic symmetry of the Wilson lines.
V
λ3
m2
exp(iΦ)cos(θ1)cos(θ3)Ck1Ck2Ck3
∫
C1
da2 ·
∫
C2
db2
∫
C2
d|b3|
∫
d4p
(2π)4
1
(k1 − p)2
1
p2
1
k3
2 exp(−ip · (a2 − b2) + ik3 · b3)
= V i
λ3
m2
exp(iΦ)cos2(θ1)cot(θ3)Ck1Ck2C
∫
d|a2|d|b2|
∫
d4p
(2π)4
1
(k1 − p)2
1
p2
1
k3
2
exp(−ip · (a2 − b2))(1− exp(ik3 · (Ck2 + b2)))
= V
iλ3
m2
exp(iΦ)cos2(θ1)cot(θ3)Ck1Ck2C
∫
d|a2|d|b2|
∫
d4p
(2π)4
1
(k1 − p)2
1
p2
1
k3
2
{exp(−ip · (a2 − b2))
−exp(i(k1 − p) · (a2 − b2)− ik1 · Ck2)}
= V
λ3
m2
exp(iΦ)cos2(θ1)cot(θ3)Ck1Ck2C
∫
d|b2|
∫
d4p
(2π)4
1
(k1 − p)2
1
p2
1
k3
2
{exp(ip · b2)(exp(−ip · Ck1)− 1) Ck1
p · Ck1
+exp(−i(k1 − p) · b2 − ik1 · Ck2)(exp(i(k1 − p) · Ck1)− 1) Ck1
(k1 − p) · Ck1}
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= V
λ3
im2
cos2(θ1)cot(θ3)Ck1Ck2C
∫
d4p
(2π)4
1
(k1 − p)2
1
p2
1
k3
2
{exp( i
2
k1 · Ck2) Ck1Ck2
p · Ck1p · Ck2 (1− exp(−ip · Ck1))(1− exp(−ip · Ck2))
−exp(− i
2
k1 · Ck2) Ck1Ck2
(k1 − p) · Ck1(k1 − p) · Ck2
×(1− exp(i(k1 − p) · Ck1))(1− exp(i(k1 − p) · Ck2))}. (3.14)
In the first term of the above expression, we notice the following factor∫ d4p
(2π)4
Ck1Ck2
p2p · Ck1p · Ck2 . (3.15)
Due to the additional propagator 1/(k1 − p)2 in the full expression, the large momentum
cut-off scale is k1. The small momentum cut-off can also be seen to be O(1/Ck). Therefore
it could give rise to a large factor of O(λlog(Ck2)) in the large k limit. It can be regarded
as the correction to the first term of the tree amplitude in eq.(3.12). It can be associated
with a corner of the first triangle. The second term is just analogous after the change of the
variables from (k1 − p) to p. It is the correction to the second term in eq.(3.12). It can also
be associated with a corner of the second triangle. Since each loop gives rise to an additional
logarithmic factor in the ladder diagrams, we need to sum them to all orders in the leading
log approximation.
For this purpose we consider a generic ladder diagram with n propagators around a corner
of a triangle∫
d4x
∫
d4x1exp(ik1 · x1)
P
∫
C1
dan · A(x+ x1 + an) ⋆ · · · ⋆
∫
C1
da2 · A(x+ x1 + a2) ⋆
∫
C1
da1 ·A(x+ x1 + a1)
⋆
∫
C2
db1 · A(x+ b1) ⋆
∫
C2
db2 · A(x+ b2) ⋆ · · · ⋆
∫
C2
dbn · A(x+ bn)
· · ·
=
1
m
∫
d4x
∫
d4x1exp(ik1 · x1)
×
∫
C1
da1 ·
∫
C2
db1
∫
C1
da2 ·
∫
C2
db2 · · ·
∫
C1
dan ·
∫
C2
dbm
λ
4π2(x1 + a1 − b1)2
λ
4π2(x1 + a2 − b2)2 · · ·
λ
4π2(x1 + an − bn)2
· · ·
= V
λn
m
∫
C1
da1 ·
∫
C2
db1
∫
C1
da2 ·
∫
C2
db2 · · ·
∫
C1
dan ·
∫
C2
dbn
∫
d4p1
(2π)4
exp(ip1 · (a1 − b1))
p12
∫
d4p2
(2π)4
exp(ip2 · (a2 − b2))
p22
· · ·
∫
d4pn
(2π)4
exp(ipn · (an − bn))
pn2
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(2π)4δ(k1 −
∑
i
pi)
· · · . (3.16)
Here we may fix a1 = b1 = 0 by the cyclic symmetry of the Wilson line. In the leading
log approximation, we consider the contributions from the phase space where the momenta
are strongly ordered.
k1 ∼ p1 >> p2 >> · · · >> pn. (3.17)
In real space, it corresponds to the following region
1/k1 ∼ x1 << a2 − b2 << · · · << an − bn. (3.18)
Let us assume that we get logarithmic factors for each leg of the ladder as we will find
shortly. Let us assume that the scale of the legs of the ladder is uniformly distributed
in the logarithmic scale over log(L). We can then estimate the amplitude with n legs
as (log(L)/n)n ∼ logn(L)/n!. Therefore these characteristic log factors in the leading log
approximation imply that the scale of the legs is uniformly distributed in the logarithmic
scale. The uniform distribution in the logarithmic scale corresponds to strongly ordered
distributions in phase space eq.(3.17) or in real space eq.(3.18). With such an approximation,
the above expression can be evaluated as
λncos(θ1)
n 1
k21
Ck1Ck2
∫ Ck1
|a|1
d|a|2
∫
d|b|2 1
4π2(a2 − b2)2 · · ·
∫ Ck1
|a|n−1
d|a|n
∫
d|b|n 1
4π2(an − bn)2
· · · . (3.19)
Our strategy is to perform integrations over b next. Although we have to deal with nested
integrations, the problem simplifies due to the strong ordering. Let us consider a particular
leg of the ladder. Then the inner legs are much shorter and the outer legs are much longer
than it. So effectively we can shrink all the inner legs to the point and move the outer legs
to the infinity. Therefore we are left with the following single integral∫
d|b| 1
(a− b)2 =
∫ ∞
−|a|cos(θ1)
db
1
|a|2sin(θ1)2 + |b|2
=
1
|a|sin(θ1)
∫ ∞
−cot(θ1)
db
1
1 + b2
=
1
|a|sin(θ1)(π − θ1). (3.20)
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After integrating over |b| variables in this way, we obtain
(
λ
4π2
)ncot(θ1)
n−1cos(θ1)(π − θ1)n−1 1
k21
Ck1Ck2
∫ Ck1
1/k1
d|a2| 1|a2| · · ·
∫ Ck1
|an−1|
d|an| 1|an|
· · · . (3.21)
Since |x| < |a2| < · · · < |an| < k1, the integration ranges are easy to understand. With these
justifications, the above integral is found to be
(
λ
4π2
)cos(θ1)
1
k21
Ck1Ck2
(
λ
4π2
cot(θ1)(π − θ1)log(Ck21))n−1
1
(n− 1)!
· · · . (3.22)
After summing over n , we obtain the power enhancement factor in association with a
corner
exp(
λcot(θ1)(π − θ1)
4π2
log(Ck21)). (3.23)
It is clear that such a power law can be associated with each corner of the Wilson loops
formed by the Wilson lines. 2 Such corner divergences are well known to occur in the Wilson
loop expectation values. It is also studied in ordinary gauge theory through AdS/CFT
correspondence[17]. The appearance of such a power law enhancement in the Wilson line
correlators in the high energy limit which is characteristic to the Wilson loops is consistent
with our assertion that they are indeed equivalent.
4 Conclusions and Discussions
In this paper we have shown that high energy behavior of the correlators of the Wilson lines is
identical to the expectation value of large Wilson loops. In the case of three point functions,
the dominant region of the phase space in eq.(3.17) corresponds to the configuration such
that x1 = x3 = 1/k since the propagators which are localized at the two corners of the
triangle are of the length of 1/k. The Wilson lines effectively form a closed loop in such
a region of the phase space. Therefore the length of the segments which do not involve
2 The possibility of such a power law enhancement between nearly parallel Wilson lines is independently
noted by [18].
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gauge fields are vanishingly small. So we expect that their effect is equivalent to insertion
of local operators in the closed Wilson loops. If so, they do not influence the universal large
momentum behavior of the correlators. These arguments also apply to multi-point functions
of Wilson lines. We therefore find that the high energy limit of the Wilson line correlators
can be described by large closed Wilson loops in the weak coupling region.
In the high energy limit in the weak coupling regime, the multi-point correlation functions
of the normalized Wilson lines behave as
< W (k1)W (k2) · · ·W (kn) >
∼ exp(−
i=n∑
i=1
√
λ
4π
|Cki||ki|+
i=n∑
i=1
λcot(θi)(π − θi)
4π2
log(|Ck||k|)) (4.1)
where θi is the i-th angle of the relevant closed Wilson loop and we assume that ki are
all of the same order k. In this expression, the exponential suppression of the normalized
multi-point function is caused by the exponential enhancement of the two point function.
It is conceivable that the equivalence of the Wilson lines and Wilson loops at high energy
continues to hold at strong coupling. We may be able to prove it by making the loop
equation argument precise. Here we would like to refer to our work where the Wilson loop
expectation value in NCYM has been investigated by Nambu-Goto action[13]. There we
consider superstring theory in a particular background. The string frame metric possess the
maximum at the scale R ∼ (λ)1/4 in the fifth radial coordinate r. We have proposed to put
the Wilson loops at r = R. In such a construction, we obtain analogous expression with
AdS/CFT correspondence since the relevant Wilson loops are large. The only novelty is
to identify the short-distance cut-off with R. With this prescription we predict the strong
coupling behavior of the Wilson lines as follows:
< W (k1)W (k2) · · ·W (kn) >
∼ exp(−R
i=n∑
i=1
√
|Cki||ki|+R2
i=n∑
i=1
cot(θi)(π − θi)
π
log(|Ck||k|/R2)). (4.2)
It is because
∑i=n
i=1
√
|Cki||ki| is proportional to the perimeter length of the Wilson loop in
fully noncommutative gauge theory.
We recall here that the average distance of the two point function is O(R2) with respect
to the noncommutativity scale in the weak coupling limit as it is explained in section 3.
The standard prescription R2 → R may imply that the minimal length scale which can be
probed by the high energy limit of the two point function is indeed R in the strong coupling
limit. It is hence likely that our prescription to put the Wilson loops at r = R is relevant
in such a limit. The log(|Ck||k|) behavior in the weak coupling expression in eq.(4.1) is
already remarkable in that the short distance cut-off 1/k and the long distance cut-off Ck
are related through the noncommutativity scale C. It is reminiscent of T duality in string
theory. However eq.(4.2) predicts the appearance of R2 factor in the logarithm in the strong
coupling limit.
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