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Abstract
We show that an n × n matrix which has both subdiagonal and superdiagonal rank at most
one even if we distribute the diagonal positions (except the first and last) completely between
the subdiagonal and superdiagonal part, then this matrix can be factorized into a product of
n − 1 matrices, each consisting of a 2 × 2 principal submatrix in two consecutive rows (and
columns) in all possible of the n − 1 positions, and completed by ones along the diagonal. The
converse is also true. It is shown that the spectrum does not depend on the order of the factors.
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1. Introduction
This paper is essentially a continuation of the paper [3] on basic matrices. Let us
recall shortly the main definitions and properties.
As in [2], we call subdiagonal rank (respectively, superdiagonal rank) of a square
matrix the order of the maximal nonsingular submatrix all of whose entries are in the
subdiagonal (respectively, superdiagonal) part.
In the following theorem, we recall its main properties.
Theorem A [2, Theorem 3, Theorem 6]. Let A be a square matrix (over an arbitrary
field). If A is nonsingular then the subdiagonal ranks (as well as superdiagonal
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ranks) of A and A−1 coincide. If A has an LU-decomposition A = LU, then the
subdiagonal ranks of A and L coincide, and the superdiagonal ranks of A and U
coincide.
The basic matrices were defined in [3] as square matrices having both subdiagonal
and superdiagonal ranks at most equal to one.
In [3], we mostly studied basic matrices which have an LU- (eventually, a UL-)
decomposition. Here, we abstain of this condition. However, we will be interested
in so called complementary basic matrices only which were in [3] considered with
the mentioned restriction. It was shown there that these matrices, if of order n, can
be expressed as products of n − 1 matrices G1, . . . ,Gn−1 in some order, where, for
k = 1, . . . , n − 1, Gk is block diagonal of the form
Gk =

Ik−1 Ck
In−k−1

 (1)
for a 2 × 2 matrix Ck .
We intend to generalize this result for the more general case, which also answers
a question posed in [3].
Let us recall [3] that the matrices Gi satisfy GiGk = GkGi if |i − k| > 1. This
allows us to bring every product Gi1 · · ·Gin−1 where P = (i1, . . . , in−1) is a permu-
tation of (1, 2, . . . , n − 1), to the “standard” form
(Gj1−1Gj1−2 · · ·G1)(Gj2−1Gj2−2 · · ·Gj1) · · · (Gn−1Gn−2 · · ·Gjs ) (2)
We also speak [2] about the subdiagonal rank extended by some diagonal posi-
tions. More precisely, we say that an n × n matrix A has subdiagonal rank k extended
by S ⊂ {2, . . . , n − 1} if the maximal rank of all submatrices of A which have all
entries in the subdiagonal part of A with all positions (k, k) for k ∈ S included is
equal to k. Similarly, we speak about the superdiagonal rank extended by S.
2. Results
First, we say that an n × n matrix A = (aik) has a lower triangular zig-zag shape
with respect to the set S = {j1, . . . , js} ⊂ {2, . . . , n − 1}, j1 < · · · js , if apq = 0,
whenever q < jt < p for some t ∈ {1, . . . , s}. The set S can, of course, be void
(which certainly happens if an1 /= 0); A is a Hessenberg matrix if and only if S =
{2, . . . , n − 1}.
Analogously, we speak about the upper triangular zig-zag shape of A with respect
to Ŝ if AT has the lower triangular zig-zag shape with respect to Ŝ. Finally, we say
that A has a complementary zig-zag shape if in the above notation, Ŝ is the comple-
ment of S in {2, . . . , n − 1} for some S.
To avoid triple indices, it will be advantageous, in the following example and in
the sequel, to denote the entries of the 2 × 2 matrices Ck from (1) in a certain way
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as follows (the index  stays for left, r for right; i ≺ j means that in the permutation
P , i precedes j ):
For 1 < k < n − 1,
Ck =


(
ck ck,k+1
ck+1,k c,k+1
)
if k ≺ k − 1 and k ≺ k + 1 in P,(
ckr ck,k+1
ck+1,k ck+1,r
)
if k − 1 ≺ k and k + 1 ≺ k in P,(
ck ck,k+1
ck+1,k ck+1,r
)
if k + 1 ≺ k ≺ k − 1 in P,(
ckr ck,k+1
ck+1,k c,k+1
)
if k − 1 ≺ k ≺ k + 1 in P.
For k = 1 and k = n − 1,
C1 =


(
c11 c12
c21 c2
)
if 1 ≺ 2 in P,(
c11 c12
c21 c2r
)
if 2 ≺ 1 in P,
Cn−1 =


(
c,n−1 cn−1,n
cn,n−1 cnn
)
if n − 1 ≺ n − 2 in P,(
cn−1,r cn−1,n
cn,n−1 cnn
)
if n − 2 ≺ n − 1 in P.
Example 2.1. Let us completely find the 8 × 8 matrix A expressed as (G2G1)(G3)
(G6G5G4)(G7) in the standard form (2). We obtain

c11 c12 0 0 0 0 0 0
c2c21 c2c2r c23c3r c23c34c4r c23c34c45 0 0 0
c32c21 c32c2r c3c3r c3c34c4r c3c34c45 0 0 0
0 0 c43 c4c4r c4c45 0 0 0
0 0 0 c5c54 c5c5r c56 0 0
0 0 0 c6c65c54 c6c65c5r c6c6r c67c7r c67c78
0 0 0 c76c65c54 c76c65c5r c76c6r c7c7r c7c78
0 0 0 0 0 0 c87 c88


.
We see that the matrix has the mentioned complementary zig-zag shape for S =
3, 4, 7 and S = 2, 5, 6. Also, every entry of A is either zero, or a product of some
entries in the matrices Ci , and the matrix has both subdiagonal and superdiagonal
rank at most one.
Our main task will be to prove a similar result in general.
Theorem 2.2. Let A be an n × n matrix, n  3, let S be a subset of Qn = {2, . . . ,
n − 1}, S = Qn \ S. Then the following are equivalent:
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1. A has the complementary zig-zag shape with respect to (S, S), the subdiagonal
rank of A extended by S is at most one, and the superdiagonal rank of A extended
by S is at most one.
2. A can be factorized as
A = Gi1 · · ·Gin−1 , (3)
where P = (i1, . . . , in−1) is a permutation of (1, 2, . . . , n − 1), such that k + 1 ≺
k in P if and only if k = n − j for some j ∈ S, and G1, . . . ,Gn−1 are matrices
of the form (1).
In addition, if these conditions are fulfilled, every entry within the zig-zag shape
of 1 is a product of some entries of the matrices Ci.
Remark 2.3. We call then matrices satisfying the conditions 1 or 2 complementary
basic matrices.
Proof. Let us prove first that 2 implies 1. We use induction with respect to n.
Let us distinguish two cases.
Case 1. In the standard form of A, Gn−1 is in the last position. Let A˜ be the
product (Gj1−1Gj1−2 · · ·G1)(Gj2−1Gj2−2 · · ·Gj1) · · · (Gn−2 · · ·Gjs ), so that A =
A˜Gn−1. By the induction hypothesis, A˜ satisfies 1 for S˜ ⊂ Qn−2, S˜ = S \ {n − 1}.
Write
A˜ =
(
A0 v
u w
)
,
where A0 is (n − 2) × (n − 2). Thus
A = A˜

I 0 00 cn−1,r cn−1,n
0 cn,n−1 cnn

 ,
i.e.
A =

A0 vcn−1,r cn−1,nu wcn−1,r wcn−1,n
0 cn,n−1 cnn

 .
It follows that A also satisfies 1 with respect to S.
Case 2. In the standard form, Gn−1 occurs in the last factor (Gn−1 · · ·Gjs ), js <
n − 1. Then Gn−1 can be moved to the left into the first position:
A = Gn−1(Gj1−1Gj1−2 · · ·G1)(Gj2−1Gj2−2 · · ·Gj1) · · · (Gn−2 · · ·Gjs ).
Write A = Gn−1A˜. Then A˜ satisfies 1 by the induction hypothesis for S˜ ⊂ Qn−2,
S˜ = S.
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Write
A˜ =

A0 v 0u w 0
0 0 1


so that
A =

 A0 v 0c,n−1u c,n−1w cn−1,n
cn,n−1u cn,n−1w cnn

 .
It is then easily checked that in all cases, whether the entries cl,n−1 and/or cn,n−1 are
zero or invertible, A again satisfies 1.
Conversely, let 1 be satisfied for the matrix A. Without loss of generality, we can
suppose that n − 1 ∈ S since otherwise we can go over to AT and 2 for AT yields the
corresponding 2 for A.
Therefore, ain = 0 for i = 1, . . . , n − 2. The matrix A can thus be written as
A =

A0 v 0αu αξ an−1,n
βu βξ ann

 ,
since the submatrix of A consisting of the last two rows and first n − 1 columns has
rank at most one.
But then
A =

I 0 00 α an−1,n
0 β ann



A0 v 0u ξ 0
0 0 1

 .
If α /= 0, then the upper-left corner (n − 1) × (n − 1) submatrix of the second mat-
rix satisfies 1 and thus 2 by the induction hypothesis. Thus it has the form of
the product of n − 2 matrices G′i of dimension n − 1 with i < n − 1. This implies 2
for A.
If α = 0, then for β = 0 we can set u = 0, ξ = 0 and have the previous case. Let
thus β /= 0. Then exchanging the last two rows in A does not change the property 1
for A and 2 is again true by the previous case. 
Corollary 2.4. In the notation (1), let all the Ck’s be 2 × 2 matrices with all entries
different from zero. Then for every permutation (i1, . . . , in−1) of (1, . . . , n − 1), the
matrix
A = Gi1Gi2 · · ·Gin−1 (4)
is a complementary basic matrix with all entries within the corresponding shape
different from zero.
Conversely, if a complementary basic matrix A has all entries within the shape
different from zero, then the matrix can be factorized as (2) with matrices Gi of the
form (1) in which each matrix Ci has all entries different from zero.
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In addition, if each Ck is nonsingular, then A is nonsingular and the inverse A−1
is again a complementary basic “full” matrix. Its shape is the same as that of AT.
Corollary 2.5. Let A be a matrix with a complementary zig-zag shape correspond-
ing to (S, S) which has all entries within the shape equal to one. Then A is the
product of the form (3) formed as in 2 of Theorem 2.2, where all 2 × 2 matrices Ci
in Gi have all four entries equal to one.
Theorem 2.6. In the notation (1) and (2), all matrices obtained as products Gi1 · · ·
Gin−1 for some permutation (i1, . . . , in−1) have the same spectrum including multi-
plicities.
In addition, if all the matrices Gi are positive semidefinite, then all eigenvalues
of (2) are real and nonnegative.
Proof. The first part is proved in [4, Lemma 2.2]. To prove the second part, observe
that if all the matrices Gi are positive semidefinite, then all the 2 × 2 matrices Ci are
positive semidefinite. The same then holds about the block matrices
A1 = diag{C1, C3, . . .}, A2 = diag{1, C2, C4, . . .}
both of order n, possibly completed by the diagonal block 1.
By a well known result, the product A1A2 has all eigenvalues nonnegative (even
with simple elementary divisors). Since A1 = G1G3 · · ·, A2 = G2G4 · · ·, A has by
the previous result the same spectrum as A1A2. Thus, the final assertion
follows. 
Remark 2.7. Theorem 2.6 implies that all n × n matrices mentioned in Corollary
2.5, i.e. all n × n matrices with a complementary shape full of ones have the same
spectrum. This spectrum was completely determined in Chow’s paper [1]. Among
these matrices, that with the smallest number of ones, namely, 4(n − 1), has the
shape (for n even, otherwise without the last row and the last column)

1 1 1
1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
. . . . . . . . . . .
1 1 1 1
1 1 1 1
1 1 1
1 1 1


.
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Two important corollaries follow also from Theorem 2.3:
Theorem 2.8. Let A, B be complementary basic matrices with the same shape.
Then their Hadamard product A ◦ B is also a complementary basic matrix with the
same shape.
Theorem 2.9. If A is a nonsingular complementary basic matrix, then A−1 is also
a complementary basic matrix with the shape of AT.
Finally, we add a simple result.
Theorem 2.10. Let U = (uij ) be an n × n unitary matrix having the Hessenberg
irreducible form. Then U is a complementary basic matrix of the form C1C2 · · ·Cn−1,
where all matrices Ci are unitary.
Proof. Observe first that U has subdiagonal rank one and this rank cannot be ex-
tended by any subset S of diagonal entries. Therefore, the inverse of U , which is the
conjugate transpose of U , has also subdiagonal rank one even if extended by the com-
plete diagonal set S = {2, . . . , n − 1}. Thus, UT has superdiagonal rank one even
when extended by the whole set S. Since the first row of U is nonzero, let u1k be the
nonzero entry with the maximal index k. Since the first two rows of U are orthogonal,
k  2. Suppose that k < n. By the superdiagonal rank property, the block consisting
of the first k rows and the last n − k columns has to consist of zeros only. Since the
sum of squares of the moduli in the symmetric block of U has to be also zero accord-
ing to a well known property of unitary matrices, it follows that the entry uk+1,k has
to be zero. This contradicts the irreducibility of U which proves that u1n /= 0.
Now, let M = {k ∈ {2, . . . , n − 1}; |uk,k−1| = 1}. If k ∈ M , then clearly uk,j = 0
for all j /= k − 1 as well as ui,k−1 = 0 for all i /= k. It follows that then the matrix
A(N \ k|N \ k − 1) is also unitary and Hessenberg. By induction, we easily finish
the proof by showing:
Observation. If M is void, then there is no zero entry uij with 1  i 
j  n. 
Remark 2.11. Evidently, there are more unitary matrices obtained as products
Gi1 · · ·Gin−1 for which the corresponding matrices Cik are unitary. In fact, com-
plementarity follows already from the fact that Cik is unitary. Their spectra sat-
isfy by Theorem 2.6 a simplified relationship as spectra of products of two almost
completely reducible unitary matrices.
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