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Abstract
We discuss gain of analyticity phenomenon of solutions to the initial value problem for semilinear
Schrödinger equations with gauge invariant nonlinearity. We prove that if the initial data decays expo-
nentially, then the solution becomes real-analytic in the space variable and a Gevrey function of order 2 in
the time variable except in the initial plane. Our proof is based on the energy estimates developed in our
previous work and on fine summation formulae concerned with a matrix norm.
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1. Introduction
In this paper we study the gain of regularity phenomenon of solutions to the initial value
problem for semilinear Schrödinger equations of the form
∂tu− iu = f (u, ∂u) in (−T ,T )× Rn, (1)
u(0, x) = u0(x) in Rn, (2)
where u(t, x) is a complex-valued unknown function of (t, x) = (t, x1, . . . , xn) ∈ [−T ,T ] ×Rn,
T > 0, i = √−1, ∂t = ∂/∂t , ∂j = ∂/∂xj (j = 1, . . . , n), ∂ = (∂1, . . . , ∂n),  = ∂21 + · · · + ∂2n
and n is the space dimension. Throughout this paper, we assume that the nonlinearity f (u, v) is
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satisfies
f (u, v) = O(|u|3 + |v|3) near (u, v) = 0,
f
(
eiθu, eiθ v
)= eiθf (u, v) for (u, v) ∈ C1+n, θ ∈ R. (3)
For z = (u, v) ∈ C1+n and any multi-index α = (α0, . . . , αn) ∈ (N ∪ {0})1+n, we denote
|α| = α0 + · · · + αn, zα = uα0vα11 · · ·vαnn .
It follows from our hypothesis on the nonlinearity that f (z) is given by
f (z) =
∞∑
p=1
∑
|α|=p+1
|β|=p
fαβz
αz¯β, fαβ ∈ C, (4)
and that for any R > 0 there exists CR > 0 such that
Ap ≡
∑
|α|=p+1
|β|=p
|fαβ | CRR−(2p+1), p = 1,2,3, . . . .
Here we introduce notation. Let θ and l be real numbers. Hθ,l is the set of all tempered
distributions on Rn satisfying
‖u‖2θ,l =
∫
Rn
∣∣〈x〉l〈D〉θu(x)∣∣2 dx < +∞,
where 〈x〉 = √1 + |x|2, |x| = √x21 + · · · + x2n and 〈D〉 = (1 − )1/2. In particular, set Hθ =
Hθ,0, ‖ · ‖θ = ‖ · ‖θ,0, L2 = H 0 for short. ‖ · ‖ and (·,·) denote the L2-norm and the L2-inner
product, respectively. In this paper we treat not only scalar-valued functions but also vector-
valued ones. The (L2)m-norm and the (L2)m-inner product are denoted by the same notation:
(u, v) =
∫
Rn
m∑
j=1
uj (x)v¯j (x) dx, ‖u‖ =
√
(u,u)
for u = t [u1, . . . , um] and v = t [v1, . . . , vm]. Let X be a Banach space, and let k be a nonnegative
integer. Ck(I ;X) denotes the set of all X-valued Ck-functions on the interval I . In particular, set
C(I ;X) = C0(I ;X) for short. For any real number s, [s] is the largest integer not greater than s.
In the previous paper [1] the author studied the finite gain of regularity of solutions to (1)–(2).
Loosely speaking, if u0(x) = o(|x|−l ) as |x| → ∞ with some positive integer l, then the solution
u gains spatial smoothness of order l locally in x when t = 0. More precisely, we proved the
following.
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u0 ∈ Hθ,l , there exists T > 0 depending only on ‖u0‖θ such that (1)–(2) has a unique solution
u ∈ C([−T ,T ];Hθ) satisfying
〈x〉−|α|∂αu ∈ C([−T ,T ] \ {0};Hθ ) for |α| l.
This type of properties of dispersive equations has been investigated in the last two decades.
See, e.g., the references in [1]. For local existence theorems for more general semilinear
Schrödinger-type equations, see [12,19,24]. More recently, in [6] Hayashi, Naumkin and Pipolo
studied the infinite version of Theorem 1.1 for one-dimensional equations with small initial data.
Roughly speaking, they proved that if u0 is small and u0(x) = o(e−|x|) as |x| → ∞, then the
solution u becomes real-analytic in x for t = 0. The purpose of this paper is to prove the infinite
version of Theorem 1.1 without smallness condition on the initial data and the restriction on the
space dimension. Our main results are the following.
Theorem 1.2. Let θ and s be positive numbers satisfying θ > n/2+3 and s  1, respectively, and
let ε be an arbitrary positive number. For any u0 satisfying exp(ε〈x〉1/s)u0 ∈ Hθ , there exist a
positive time T depending only on ‖u0‖θ , and a unique solution u ∈ C([−T ,T ];Hθ) to (1)–(2).
Moreover there exist positive constants M and ρ such that
∥∥〈x〉−2m−|α|∂mt ∂αu(t)∥∥θ M(ρt)−(2m+|α|)m!2sα!s (5)
for t ∈ [−T ,T ] \ {0}, m ∈ N ∪ {0}, α ∈ (N ∪ {0})n.
Our condition on the Gevrey exponent does not seem to be optimal. Indeed, in [7] Hayashi
and Kato studied the case s = 1/2 for the equation of the form
∂tu− iu = f (u),
and proved that the solution becomes real-analytic in ([−T ,T ] \ {0})×Rn. Moreover, it is inter-
esting that if exp(ε〈x〉1/s)u0 ∈ Hθ for s  1/2, then eitu0 satisfies (5). Using this fact, we can
construct nonlinear equations whose solutions have the same regularity property. See Section 8
for the detail. For more information about gain of regularity phenomenon of dispersive equations,
see [4,5,9,10,14,15,17,18,20,21] and references therein.
Our method of proof of Theorem 1.2 is basically due to the energy method developed in [1].
We shall show the uniform bound of {wl}l=0,1,2,..., where
wl = t
[
r |α|α!−s〈D〉θJ αu, r |α|α!−s〈D〉θJ αu]|α|l ,
Jk = xk + 2it∂k, J = (J1, . . . , Jn),
and r is a positive constant. (5) immediately follows from the uniform bound of {wl} and Eq. (1).
This paper is organized as follows. In Section 2 we present the elementary facts on pseudodif-
ferential operators associated with nonlinearities. Section 3 is devoted to studying fine summation
properties used in the uniform estimates later. In Section 4 we refine the energy method for some
linear systems in [1]. Section 5 is devoted to the estimates of nonlinearity in Gevrey classes. In
Section 6 we obtain the uniform energy estimates. In Section 7 we complete the proof of Theo-
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related with the exponent s = 1/2.
2. Pseudodifferential operators associated with nonlinear PDEs
In this section we recall the Kato–Ponce commutator estimates established in [11], and pseu-
dodifferential calculus developed in [1]. In addition we present some rough estimates associated
with the Leibniz formula for pseudodifferential operators with constant coefficients. One can
refer to [2] and [23] for the infromation related to this section.
Let m be a real number. Sm denotes the set of all smooth functions on Rn × Rn satisfying
∣∣∂βx ∂αξ p(x, ξ)∣∣ Cαβ〈ξ 〉m−|α|
for any multi-indices α and β . For a symbol p(x, ξ), a pseudodifferential operator p(x,D) is
defined by
p(x,D)u(x) = (2π)−n
∫∫
R2n
ei(x−y)·ξp(x, ξ)u(y) dy dξ,
where x · ξ = x1ξ1 + · · · + xnξn. See [8,13] and [22] for the detail. We first recall pseudodiffer-
ential operators with nonsmooth coefficients and their properties needed later. Let σ  0. Bσ is
the set of all C[σ ]-functions on Rn satisfying
‖f ‖Bσ =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
sup
x∈Rn
∑
|α|σ
|∂αf (x)| < +∞, if σ = 0,1,2, . . . ,
sup
x∈X
∑
|α|[σ ]
|∂αf (x)|
+ sup
x,y∈X
x =y
∑
|α|=[σ ]
|∂αf (x)−∂αf (y)|
|x−y|σ−[σ ] < +∞ otherwise.
Similarly, Bσ Sm denotes the set of all functions on Rn × Rn satisfying
‖p‖Bσ Sm,l = sup
ξ∈Rn
|α|l
∥∥〈ξ 〉|α|−m∂αξ p(·, ξ)∥∥Bσ < +∞
for l = 0,1,2, . . . . S denotes the set of Schwarz functions on Rn, and Lp denotes the usual
Lebesgue space for all p ∈ [1,∞]. In [16] Nagase introduced larger classes of symbols, and
proved the Lp-boundedness theorem by his symbol smoothing technique. We make full use of
L2-version of them.
Theorem 2.1. (See Nagase [16, Theorem A].) Let q(x, ξ) be a function on Rn × Rn. Suppose
that there exist τ and λ satisfying 0 τ < λ 1 such that
∣∣∂αξ q(x, ξ)∣∣ Cα〈ξ 〉−|α|,∣∣∂αq(x, ξ)− ∂αq(y, ξ)∣∣ Cα〈ξ 〉−|α|+τ |x − y|λξ ξ
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L2(Rn) A(q)‖u‖L2(Rn)
for any u ∈ L2(Rn), where A(q) depends only on
∑
|α|n+1
sup
x,ξ∈Rn
(〈ξ 〉|α|∣∣∂αξ q(x, ξ)∣∣)+ ∑
|α|n+1
sup
x,y,ξ∈Rn
x =y
(
〈ξ 〉|α|−τ |∂
α
ξ q(x, ξ)− ∂αξ q(y, ξ)|
|x − y|λ
)
.
Combining Nagase’s idea and results, and well-known facts on smooth symbols, one can
obtain the fundamental theorem for algebra and the sharp Gårding inequality.
Lemma 2.2. (See Chihara [1, Lemma 2].) Let σ > 1. If pj (x, ξ) ∈ Bσ Sj for j = 0,1, then
p0(x,D)p1(x,D) ≡ p1(x,D)p0(x,D) ≡ q(x,D), (6)
p1(x,D)
∗ ≡ r(x,D) (7)
modulo L2-bounded operators, where q(x, ξ) = p0(x, ξ)p1(x, ξ) and r(x, ξ) = p¯1(x, ξ). More
precisely, there exist a positive integer ν and C > 0 such that for any u ∈ L2
∥∥(p0(x,D)p1(x,D)− q(x,D))u∥∥ C‖p0‖Bσ S0,ν‖p1‖Bσ S1,ν‖u‖,∥∥(p1(x,D)p0(x,D)− q(x,D))u∥∥ C‖p0‖Bσ S0,ν‖p1‖Bσ S1,ν‖u‖,∥∥(p1(x,D)∗ − r(x,D))u∥∥ C‖p1‖Bσ S1,ν‖u‖.
Lemma 2.3. (See Chihara [1, Lemma 3].) Suppose that p(x, ξ) = [pij (x, ξ)]i,j=1,...,l is an l×l
matrix whose entries belong to B2S1, and that
p(x, ξ)+ p(x, ξ)∗  0
for |ξ | R with some R > 0. Then there exists C1 > 0 which is independent of l, such that for
any u ∈ (S )l
Re
(
p(x,D)u,u
)
−C1A(p)‖u‖2,
where
A(p) = sup
X∈Cl|X|=1
∣∣tXPX∣∣, P = [‖pij‖B2S1,ν]i,j=1,...,l ,
and ν is some positive integer.
Loosely speaking, Theorem 2.1, Lemmas 2.2 and 2.3 allow us to deal with p(x, ξ) ∈ B2Sm
(m = 0,1) as if it belonged to Sm. Now, let us consider commutator estimates of pseudodifferen-
tial operators with constant coefficients. First we recall the Kato–Ponce commutator estimates.
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Here we remark that Kato and Ponce actually proved Lp-version of (8). Next we give the
Leibniz formula for Fourier multipliers.
Lemma 2.5. Let k = 2,3,4, . . . , and let m 1 and θ > n/2 + 1. If p(ξ) ∈ Sm, then there exists
a positive constant Cm,θ which is independent of k, such that for any f1, . . . , fk ∈ S
∥∥∥∥∥p(D)
(
k∏
j=1
fj
)∥∥∥∥∥ Ckm,θ
k∑
ν=1
‖fν‖m
k∏
j=1
j =ν
‖fj‖θ−1, (9)
∥∥∥∥∥p(D)
(
k∏
j=1
fj
)
−
k∑
ν=1
k∏
j=1
j =ν
fjp(D)fν
∥∥∥∥∥ Ckm,θ
k∑
ν=1
‖fν‖m−1
k∏
j=1
j =ν
‖fj‖θ . (10)
Proof. First we show (9). We denote the Fourier transform of f by fˆ or F [f ], and the con-
volution of functions on Rn by ∗, respectively. Using the Plancherel–Parseval formula and the
Sobolev embedding, we deduce
∥∥∥∥∥p(D)
(
k∏
j=1
fj
)∥∥∥∥∥=
( ∫
Rn
∣∣p(ξ)fˆ1 ∗ · · · ∗ fˆk(ξ)∣∣2 dξ
)1/2
 C
k∑
ν=1
( ∫
Rn
∣∣fˆ1 ∗ · · · ∗ fˆν−1 ∗F [〈D〉mfν] ∗ fˆν+1 ∗ · · · ∗ fˆk(ξ)∣∣2 dξ
)1/2
= C
k∑
ν=1
∥∥∥∥∥
k∏
j=1
j =ν
fj 〈D〉mfν
∥∥∥∥∥
 C
k∑
ν=1
k∏
j=1
j =ν
‖fj‖L∞‖fν‖m
 CCk−10
k∑
ν=1
k∏
j=1
j =ν
‖fj‖θ−1‖fν‖m
 Ck1
k∑
ν=1
k∏
j=1
j =ν
‖fj‖θ−1‖fν‖m,
where C1 = max{C,C0}.
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∣∣σ(ξ, η)∣∣ C〈ξ 〉m−1〈η〉 for |ξ | |η|. (11)
Indeed, the mean value theorem implies
σ(ξ, η) =
n∑
j=1
ηj
1∫
0
∂p
∂ξj
(ξ + ρη)dρ − p(η).
Then we have
∣∣σ(ξ, η)∣∣ C|η|
1∫
0
〈ξ + ρη〉m−1 dρ +C〈η〉m.
Since |ξ | |η| and m− 1 0, we get
∣∣σ(ξ, η)∣∣ C〈ξ 〉m−1〈η〉 +C〈η〉m,
which is (11).
Now we show (10) for k = 2. The Plancherel–Parseval formula gives
∥∥p(D)(fg)− gp(D)f − fp(D)g∥∥= ( ∫
Rn
∣∣∣∣
∫
Rn
σ (ξ − η,η)fˆ (ξ − η)gˆ(η) dη
∣∣∣∣
2
dξ
)1/2
.
We split the above integration in η into two pieces:
∫
Rn
· · · dη =
∫
|ξ−η||η|
· · · dη +
∫
|ξ−η|<|η|
· · · dη.
Then we have
∥∥p(D)(fg)− gp(D)f − fp(D)g∥∥ I + II,
I =
( ∫
Rn
∣∣∣∣
∫
|ξ−η||η|
σ(ξ − η,η)fˆ (ξ − η)gˆ(η) dη
∣∣∣∣
2
dξ
)1/2
,
II =
( ∫
Rn
∣∣∣∣
∫
|ξ−η|<|η|
σ(ξ − η,η)fˆ (ξ − η)gˆ(η) dη
∣∣∣∣
2
dξ
)1/2
.
On the one hand, applying (11), the Young and the Schwarz inequalities in order of precedence,
we deduce
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( ∫
Rn
∣∣∣∣
∫
Rn
〈ξ − η〉m−1∣∣fˆ (ξ − η)∣∣〈η〉∣∣gˆ(η)∣∣dη∣∣∣∣
2
dξ
)1/2
 C‖f ‖m−1
∫
Rn
〈η〉∣∣gˆ(η)∣∣dη
= C‖f ‖m−1
∫
Rn
〈η〉−(θ−1)∣∣〈η〉θ gˆ(η)∣∣dη
 C
( ∫
Rn
〈η〉−2(θ−1) dη
)1/2
‖f ‖m−1‖g‖θ
= C′‖f ‖m−1‖g‖θ . (12)
Here we used θ − 1 > n/2. On the other hand, using (11) again, and changing variable by
η → ζ = ξ − η, we have
II C
( ∫
Rn
∣∣∣∣
∫
Rn
〈ζ 〉∣∣fˆ (ζ )∣∣〈ξ − ζ 〉∣∣gˆ(ξ − ζ )∣∣dζ ∣∣∣∣
2
dξ
)1/2
,
which is reduced to I. Then we get (10) for k = 2
∥∥p(D)(fg)− gp(D)f − fp(D)g∥∥ C2(‖f ‖m−1‖g‖θ + ‖f ‖θ‖g‖m−1). (13)
Lastly, we prove (10) for k  3. Set ∏0j=1 = 1. Applying (9) and (13) to the identity
p(D)
(
k∏
j=1
fj
)
−
k∑
ν=1
k∏
j=1
j =ν
fjp(D)fν
=
k−1∑
ν=1
ν−1∏
l=1
fl
{
p(D)
(
k∏
j=ν
fj
)
− fνp(D)
(
k∏
j=ν+1
fj
)
−
k∏
j=ν+1
fjp(D)fν
}
,
we deduce
∥∥∥∥∥p(D)
(
k∏
j=1
fj
)
−
k∑
ν=1
∏
j=1
j =ν
fjp(D)fν
∥∥∥∥∥

k−1∑
ν=1
ν−1∏
l=1
‖fl‖L∞
∥∥∥∥∥p(D)
(
k∏
j=ν
fj
)
− fνp(D)
(
k∏
j=ν+1
fj
)
−
k∏
j=ν+1
fjp(D)fν
∥∥∥∥∥
 C2
k−1∑ ν−1∏
‖fl‖L∞
(
‖fν‖m−1
∥∥∥∥∥
k∏
fj
∥∥∥∥∥ + ‖fν‖θ
∥∥∥∥∥
k∏
fj
∥∥∥∥∥
)ν=1 l=1 j=ν+1 θ j=ν+1 m−1
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k−1∑
ν=1
Cν−13
ν−1∏
l=1
‖fl‖θ
(
‖fν‖m−1
∥∥∥∥∥
k∏
j=ν+1
fj
∥∥∥∥∥
θ
+ ‖fν‖θ
∥∥∥∥∥
k∏
j=ν+1
fj
∥∥∥∥∥
m−1
)
 C2
k−1∑
ν=1
Cν−13
ν−1∏
l=1
‖fl‖θ
{
(k − ν)Ck−ν3 ‖fν‖m−1
k∏
j=ν+1
‖fj‖θ
+Ck−ν−14
k∑
p=ν+1
k∏
j=ν
j =p
‖fj‖θ‖fp‖m−1
}
 Ck5k
k∑
ν=1
‖fν‖m−1
k∏
j=1
j =ν
‖fj‖θ
 2kCk5
k∑
ν=1
‖fν‖m−1
k∏
j=1
j =ν
‖fj‖θ ,
where C5 = max{C2,C3,C4}. This completes the proof. 
3. Summation properties
This section consists of miscellaneous lemmas needed later. In particular, we obtain some
fine summation properties related with Gevrey estimates. We start by giving the properties of
exponentially decaying functions.
Lemma 3.1. Let s > 0, ε > 0 and θ ∈ R. If exp(ε〈x〉1/s)u0 ∈ Hθ , then there exists q =
q(n, θ, ε, s) > 0 such that for any multi-index α∥∥xαu0∥∥θ  ∥∥exp(ε〈x〉1/s)u0∥∥θ q |α|+1α!s . (14)
Proof. By the L2-boundedness theorem for pseudodifferential operators of order zero, we de-
duce
∥∥xαu0∥∥θ = ∥∥〈D〉θ xαu0∥∥
= ∥∥〈D〉θ (xαe−ε〈x〉1/s )〈D〉−θ 〈D〉θ eε〈x〉1/s u0∥∥
 C
∥∥xαe−ε〈x〉1/s∥∥Bν∥∥eε〈x〉1/s u0∥∥θ , (15)
where ν is a positive integer satisfying ν > |θ |. Set ρ = max{0,1/s − 1}. Using the Leibniz
formula for |β| ν, we have
∣∣∂β(xαe−ε〈x〉1/s )∣∣
=
∣∣∣∣∑ β!γ !(β − γ )!∂γ xα∂β−γ e−ε〈x〉1/s
∣∣∣∣
γβ
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∑
γβ,α
β!
γ !(β − γ )!
α!
γ !(α − γ )!γ !
∣∣xα−γ ∣∣∣∣∂β−γ e−ε〈x〉1/s ∣∣
 Cν
∑
γβ,α
β!
γ !(β − γ )!
α!
γ !(α − γ )!γ !〈x〉
|α−γ |+(1/s−1)|β−γ |e−ε〈x〉1/s
 Cν2|α|+νν!〈x〉|α|+ρνe−ε〈x〉1/s
 Cν2(1+ρ)νν!4|α| sup
τ>0
τρνe−ετ 1/s sup
t>0
t |α|e−εt1/s
= C′ν,s4|α| sup
t>0
t |α|e−εt1/s
= C′ν,s4|α|t |α|e−εt
1/s ∣∣
t=(s|α|/ε)s
= C′ν,s
(
4sse−s
)|α|(|α||α|e−|α|)s
 C′ν,s
(
4sse−s
)|α||α|!s .
Then there exists q > 0 which is independent of α, such that
∥∥xαe−ε〈x〉1/s∥∥Bν  q |α|+1α!s . (16)
The substitution of (16) into (15) gives (14). 
Next we present a lemma concerned with factorials.
Lemma 3.2. For any multi-indices α, α1, . . . , αp satisfying α = α1 + · · · + αp ,
|α1|! · · · |αp|!
α1! · · ·αp! 
|α|!
α! . (17)
Proof. Let n be the dimension of α. Since
(x1 + · · · + xn)|α| =
p∏
j=1
(x1 + · · · + xn)|αj |, x = (x1, . . . , xn) ∈ Rn,
the multinomial theorem gives
∑
|γ |=|α|
|α|!
γ ! x
γ =
∑
|γ 1|=|α1|
· · ·
∑
|γ p |=|αp |
|α1|! · · · |αp|!
γ 1! · · ·γ p! x
γ 1+···+γ p .
Operating ∂α/α! on the both sides of the above identity, we have
|α|!
α! =
∑
γ 1+···+γ p=α
|γ 1|=|α1|···|γ p |=|αp |
|α1|! · · · |αp|!
γ 1! · · ·γ p! ,
which implies (17). 
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crucial role in the estimate of nonlinearity. Let α = (α1, . . . , αn) be a multi-index. Set
α∗ =
(
max{0, α1 − 1}, . . . ,max{0, αn − 1}
)
,
α† =
n∏
j=1
α
†
j , α
†
j = max{1, αj }, α†∗ = (α∗)†.
Lemma 3.3. Let l, p and q be integers satisfying l  0 and p,q  2, respectively. Set
N =
l∑
k=0
(k + n− 1)!
k!(n− 1)! ,
which is the number of n-dimensional multi-indices satisfying |α|  l. For any vector
(X(α))|α|l ∈ [0,∞)N ,
∑
|α|l
∑
α(1)+···+α(p)=α
β(1)+···+β(q)=α
(α
†∗)2∏p
j=1 α(j)
†∗
∏q
k=1 β(k)
†∗
p∏
j=1
X
(
α(j)
) q∏
k=1
X
(
β(k)
)
 an(p+q−2)p2nq2n
( ∑
|α|l
X(α)2
)(p+q)/2
, (18)
where
a =
(
1 +
∞∑
j=1
1
j2
)1/2
.
Proof. When n = 1, there exist j and k such that α†∗  pα(j)†∗, qβ(k)†∗. Without loss of gener-
ality, we can assume j = p and k = q . Using the Schwarz inequality for the finite sum again and
again, we have
∑
|α|l
∑
α(1)+···+α(p)=α
β(1)+···+β(q)=α
(α
†∗)2∏p
j=1 α(j)
†∗
∏q
k=1 β(k)
†∗
p∏
j=1
X
(
α(j)
) q∏
k=1
X
(
β(k)
)
 p2q2
∑
α(1)+···+α(p)l
β(1)+···+β(q)=α(1)+···+α(p)
p−1∏
j=1
X(α(j))
α(j)
†∗
q−1∏
k=1
X(β(k))
β(k)
†∗
X
(
α(p)
)
X
(
β(q)
)
= p2q2
l∑
α(1)=0
X(α(1))
α(1)†∗
· · ·
l−α(1)−···−α(p−2)∑
α(p−1)=0
X(α(p − 1))
α(p − 1)†∗
l−α(1)−···−α(p−1)∑
α(p)=0
X
(
α(p)
)
×
α(1)+···+α(p)∑ X(β(1))
β(1)†∗
· · ·
α(1)+···+α(p)−β(1)−···−β(q−2)∑ X(β(q − 1))
β(q − 1)†∗β(1)=0 β(q−1)=0
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 p2q2
l∑
α(1)=0
X(α(1))
α(1)†∗
· · ·
l−α(1)−···−α(p−2)∑
α(p−1)=0
X(α(p − 1))
α(p − 1)†∗
×
l∑
β(1)=0
X(β(1))
β(1)†∗
· · ·
l−β(1)−···−β(q−2)∑
β(q−1)=0
X(β(q − 1))
β(q − 1)†∗
×
l∑
α(p)=γ0
X
(
α(p)
)
X
(
α(1)+ · · · + α(p)− β(1)− · · · − β(q − 1))
 p2q2
l∑
α(1)=0
X(α(1))
α(1)†∗
· · ·
l−α(1)−···−α(p−2)∑
α(p−1)=0
X(α(p − 1))
α(p − 1)†∗
×
l∑
β(1)=0
X(β(1))
β(1)†∗
· · ·
l−β(1)−···−β(q−2)∑
β(q−1)=0
X(β(q − 1))
β(q − 1)†∗
(
l∑
α(p)=γ0
X
(
α(p)
)2)1/2
×
(
l∑
α(p)=γ0
X
(
α(1)+ · · · + α(p)− β(1)− · · · − β(q − 1))2
)1/2
 p2q2
(
l∑
α=0
X(α)
α
†∗
)p+q−2 l∑
α=0
X(α)2
 p2q2ap+q−2
(
l∑
α=0
X(α)2
)(p+q)/2
, (19)
where we denote γ = β(1)+ · · · + β(q − 1)− α(1)− · · · − α(p − 1).
When n = 2, using (19) twice, we deduce
∑
|α|l
∑
α(1)+···+α(p)=α
β(1)+···+β(q)=α
(α
†∗)2∏p
j=1 α(j)
†∗
∏q
k=1 β(k)
†∗
p∏
j=1
X
(
α(j)
) q∏
k=1
X
(
β(k)
)
 ap+q−2p2q2
l∑
α2=0
∑
α2(1)+···+α2(p)=α2
β2(1)+···+β2(q)=α2
{(α2)†∗}2∏p
j=1 α2(j)
†∗
∏q
k=1 β2(k)
†∗
×
p∏
j=1
( ∑
α1(j)l−α2
X
(
α1(j),α2(j)
)2)1/2 q∏
k=1
( ∑
β1(k)l−α2
X
(
β1(k),β2(k)
)2)1/2
 a2(p+q−2)p4q4
( ∑
|α|l
X(α)2
)(p+q)/2
.
In the same way, we can obtain (18) for any n 3. We omit the detail. 
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Lemma 3.4. Let l be a positive integer, and let N be the same integer as in Lemma 3.3. Suppose
that B = [bα,β ]|α|l,βα is an N×N lower triangular matrix whose entries are suffixed by multi-
indices. Note that bα,β = 0 unless β  α. For any X = [X(α)]|α|l ∈ CN ,
∣∣tXBX¯∣∣ 2nn!|X|2 max
σ∈Sn
ν=0,1,...,n
σ (1)<···<σ(ν)
σ (ν+1)<···<σ(n)
×
( ∑
ασ(1)+···+ασ(ν)l−ασ(ν+1)−···−ασ(n)
βσ(1)=ασ(1),...,2ασ(1)−1···
βσ(ν)=ασ(ν),...,2ασ(ν)−1
max
βσ(ν+1)=2ασ (ν+1),...···
βσ(n)=2ασ(n),...
|bβ,β−α|2
)1/2
, (20)
where Sn is the n-dimensional symmetric group.
Proof. We split tXBX¯ into several pieces according to the index of the entries of B:
∣∣tXBX¯∣∣= ∣∣∣∣∑
|α|l
∑
βα
bα,βX(α)X¯(β)
∣∣∣∣
=
∣∣∣∣∑
|α|l
∑
σ∈Sn
ν=0,1,...,n
σ (1)<···<σ(ν)
σ (ν+1)<···<σ(n)
∑
βσ(1)<ασ(1)···
βσ(ν)<ασ(ν)
βσ(ν+1)ασ(ν+1)/2···
βσ(n)ασ(n)/2
bα,βX(α)X¯(β)
∣∣∣∣
 2nn! max
σ∈Sn
ν=0,1,...,n
σ (1)<···<σ(ν)
σ (ν+1)<···<σ(n)
∑
|α|l
∑
βσ(1)<ασ(1)···
βσ(ν)<ασ(ν)
βσ(ν+1)ασ(ν+1)/2···
βσ(n)ασ(n)/2
|bα,β |
∣∣X(α)∣∣∣∣X(β)∣∣
= 2nn! max
σ∈Sn
ν=0,1,...,n
σ (1)<···<σ(ν)
σ (ν+1)<···<σ(n)
∑
|α|l
∑
|β|l
βσ(1)=ασ(1),...,2ασ(1)−1···
βσ(ν)=ασ(ν),...,2ασ(ν)−1
βσ(ν+1)=2ασ(ν+1),...···
βσ(n)=2ασ(n),...
|bβ,β−α|
∣∣X(β)∣∣∣∣X(β − α)∣∣. (21)
By the Schwarz inequality to the summation on βσ(ν+1), . . . , βσ(n), (21) becomes
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σ∈Sn
ν=0,1,...,n
σ (1)<···<σ(ν)
σ (ν+1)<···<σ(n)
∑
|α|l
∑
|β|l
βσ(1)=ασ(1),...,2ασ(1)−1···
βσ(ν)=ασ(ν),...,2ασ(ν)−1
max
βσ(ν+1)=2ασ(ν+1),...···
βσ(n)=2ασ(n)/2,...
|bβ,β−α|
×
( ∑
βσ(ν+1)=2ασ(ν+1),...···
βσ(n)=2ασ(n),...
∣∣X(β)∣∣2)1/2( ∑
βσ(ν+1)=2ασ(ν+1),...···
βσ(n)=2ασ(n),...
∣∣X(β − α)∣∣2)1/2. (22)
If we apply the Schwarz inequality to the summation on ασ(1), . . . , ασ(ν) and βσ(1), . . . , βσ(ν),
then (22) becomes
∣∣tXBX¯∣∣ 2nn! max
σ∈Sn
ν=0,1,...,n
σ (1)<···<σ(ν)
σ (ν+1)<···<σ(n)
∑
ασ(ν+1)+···+ασ(n)l
×
( ∑
ασ(1)+···+ασ(ν)l−ασ(ν+1)−···−ασ(n)
βσ(1)=ασ(1),...,2ασ(1)−1···
βσ(ν)=ασ(ν),...,2ασ(ν)−1
max
βσ(ν+1)=2ασ (ν1),...···
βσ(n)=2ασ(n),...
|bβ,β−α|2
)1/2
×
( ∑
βσ(1)=ασ(1),...,2ασ(1)−1···
βσ(ν)=ασ(ν),...,2ασ(ν)−1
βσ(ν+1)=2ασ(ν+1),...···
βσ(n)=2ασ(n)/2,...
∣∣X(β)∣∣2)1/2
×
( ∑
ασ(1)+···+ασ(ν)l−ασ(ν+1)−···−ασ(n)
βσ(ν+1)=2ασ(ν+1),...···
βσ(n)=2ασ(n)/2,...
∣∣X(β − α)∣∣2)1/2
 2nn!|X|2 max
σ∈Sn
ν=0,1,...,n
σ (1)<···<σ(ν)
σ (ν+1)<···<σ(n)
∑
ασ(ν+1)+···+ασ(n)l
×
( ∑
ασ(1)+···+ασ(ν)l−ασ(ν+1)−···−ασ(n)
βσ(1)=ασ(1),...,2ασ(1)−1···
βσ(ν)=ασ(ν),...,2ασ(ν)−1
max
βσ(ν+1)=2ασ (ν1),...···
βσ(n)=2ασ(n),...
|bβ,β−α|2
)1/2
.
This completes the proof. 
4. Linear systems
In this section we recall the L2-well-posedness for some systems developed in [1]. Consider
the initial value problem of the form
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(
I2N∂t − iE2N+
n∑
k=1
Bk(t, x)∂k
)
w = g(t, x) in (0, T )× Rn, (23)
w(0, x) = w0(x) in Rn, (24)
where w(t, x) is a C2N -valued unknown function of (t, x) ∈ [0, T ] × Rn, Ip is p×p identity
matrix,
E2N = [IN ] ⊕ [−IN ], N =
l∑
j=0
(j + n− 1)!
j !(n− 1)! ,
which is the number of kinds of multi-indices of order at most l, and
Bk(t, x) =
[
Bk,1(t, x) Bk,2(t, x)
Bk,3(t, x) Bk,4(t, x)
]
,
Bk,m(t, x) = [bk,mα,β (t, x)]|α|,|β|l , bk,mα,β (t, x) = 0 unless β  α.
We here assume that the Doi-type conditions, that is, there exists a nonnegative function φ(t, y)
on [0, T ] × R such that φ(t, y) ∈ C([0, T ];B2(R2)),
sup
t∈[0,T ]
+∞∫
−∞
φ(t, y) dy + sup
t∈[0,T ]
∣∣∣∣∣
+∞∫
−∞
∂tφ(t, y) dy
∣∣∣∣∣< +∞, (25)
2nn!
∑
m=1,4
k=1,...,n
max
σ∈Sn
ν=0,1,...,n
σ (1)<···<σ(ν)
σ (ν+1)<···<σ(n)
×
( ∑
ασ(1)+···+ασ(ν)l−ασ(ν+1)−···−ασ(n)
βσ(1)=ασ(1),...,2ασ(1)−1···
βσ(n)=ασ(ν),...,2ασ(ν)−1
max
βσ(ν+1)=2ασ (ν1),...···
βσ(n)=2ασ(n),...
∣∣bk,mβ,β−α(t, x)∣∣2
)1/2
 φ(t, xj ) (26)
for (t, x) = (t, x1, . . . , xn) ∈ [0, T ] ×Rn, j = 1, . . . , n. One can prove that the initial value prob-
lem (23)–(24) is L2-well-posed by using the block-diagonalization technique in [1], and Doi’s
transformation in [3]. See [1] for the detail. To state the energy inequality needed later, we here
introduce some pseudodifferential operators as follows:
Λ(t) = I2N + 12E2N
n∑
k=1
[
0 Bk,2(t, x)
Bk,3(t, x) 0
]
∂k
(
μ2 −)−1,
K(t) = [INk1(t, x,D)]⊕ [INk′ (t, x,D)],1
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p(t, x, ξ) =
n∑
k=1
xk∫
0
φ(t, y) dy ξk
(
μ2 + |ξ |2)−1/2.
It is easy to see that K(t)Λ(t) is automorphic on (L2)2N provided that μ> 0 is sufficiently large.
More precisely, there exists a positive constants M and μ depending only on
sup
t∈[0,T ]
∥∥φ(t, ·)∥∥B2 + sup
t∈[0,T ]
+∞∫
−∞
φ(t, y) dy
+ sup
t∈[0,T ]
∣∣∣∣∣
+∞∫
−∞
∂tφ(t, y) dy
∣∣∣∣∣+ 2nn!
∑
m=1,4
k=1,...,n
max
σ∈Sn
ν=0,1,...,n
σ (1)<···<σ(ν)
σ (ν+1)<···<σ(n)
×
( ∑
ασ(1)+···+ασ(ν)l−ασ(ν+1)−···−ασ(n)
βσ(1)=ασ(1),...,2ασ(1)−1···
βσ(n)=ασ(ν),...,2ασ(ν)−1
max
βσ(ν+1)=2ασ (ν1),...···
βσ(n)=2ασ(n),...
∥∥bk,mβ,β−α(t, ·)∥∥2B2
)1/2
such that
M−1‖w‖ ∥∥K(t)Λ(t)w∥∥M‖w‖.
Now we state L2-well-posedness.
Lemma 4.1. Assume (25) and (26). Then, the initial value problem (23)–(24) is L2-well-posed,
that is, for any w0 ∈ (L2)2N and g ∈ L1(0, T ; (L2)2N), (23)–(24) has a unique solution w be-
longing to C([0, T ]; (L2)2N). Moreover, w satisfies
∥∥K(t)Λ(t)w∥∥2 = ∥∥K(t)Λ(t)w0∥∥2
+
t∫
0
2 Re
(
Q(τ)K(τ)Λ(τ)w(τ),K(τ)Λ(τ)w(τ)
)
dτ
+
t∫
0
2 Re
(
R(τ)K(τ)Λ(τ)w(τ),K(τ)Λ(τ)w(τ)
)
dτ
+
t∫
0
2 Re
(
K(τ)Λ(τ)w(τ),K(τ)Λ(τ)g(τ)
)
dτ (27)
for all t ∈ [0, T ], where
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(
Q(t)
)
(x, ξ) =
n∑
j=1
2φ(t, xj )ξ2j
(
μ2 + |ξ |2)−1/2 + i n∑
j=1
Bk,diag(t, x)ξj ,
Bk,diag(t, x) =
[
Bk,1(t, x) 0
0 Bk,4(t, x)
]
,
sup
t∈[0,T ]
∥∥R(t)w∥∥ CM‖w‖.
Proof. The proof of Lemma 4.1 is basically same as that of [1, Lemma 6]. In particular, we make
use of Lemma 3.4 to evaluate the matrices of coefficients. We here omit the detail. 
5. Nonlinear estimates
This section is devoted to estimating nonlinearity. For the sake of convenience, we use the
following notation:
Xlθ,s,r =
( ∑
|α|l
r2|α|
α∗!2s
∥∥Jαu∥∥2
θ
)1/2
,
r > 0, α∗! =
n∏
j=1
max{αj − 1,0}!, (α) =
n∏
j=1
max{αj ,1}.
First, we obtain an estimate related to the commutator [Jα, ∂j ].
Lemma 5.1. For u ∈ S and j = 1, . . . , n,
( ∑
|α|l
r2|α|
α∗!2s
∥∥Jα∂ju∥∥2θ−1
)1/2

√
2(1 + 2r)Xlθ,s,r . (28)
Proof. A simple computation gives
[
Jα, ∂j
]= {−αjJ α−ej , αj = 0,0, αj = 0.
On the one hand, when αj = 0, we have∥∥Jα∂ju∥∥θ−1 = ∥∥∂jJ αu∥∥θ−1  ∥∥Jαu∥∥θ . (29)
On the other hand, when α = 0, we have
∥∥Jα∂ju∥∥θ−1  ∥∥∂jJ αu∥∥θ−1 + αj∥∥Jα−ej u∥∥θ−1

∥∥Jαu∥∥
θ
+ αj
∥∥Jα−ej u∥∥
θ
. (30)
Substituting (29) and (30) into the left-hand side of (28), we deduce
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|α|l
r2|α|
α∗!2s
∥∥Jα∂ju∥∥2θ−1
)1/2

√
2
( ∑
|α|l
r2|α|
α∗!2s
∥∥Jαu∥∥2
θ
)1/2
+ √2
( ∑
|α|l
r2|α|α2j
α∗!2s
∥∥Jα−ej u∥∥2
θ
)1/2
= √2
( ∑
|α|l
r2|α|
α∗!2s
∥∥Jαu∥∥2
θ
)1/2
+ √2r
( ∑
|β|l−1
r2|β|(βj + 1)2
(β + ej )∗!2s
∥∥Jβu∥∥2
θ
)1/2

√
2(1 + 2r)Xlθ,s,r .
Here we used (βj + 1)2/max{β2j ,1} 4. 
Secondly, we show the lower order estimates of the nonlinearity.
Lemma 5.2. Let θ > n/2 + 2. Set ψ = |x|2/4t and
fθ,α = 〈D〉θJ αf (u, ∂u) −
n∑
j=1
∑
α′α
α!
α′!(α − α′)!
×
{
(2it)|α′|∂α′ ∂f
∂vj
(
e−iψu, ∂e−iψ∂u
)
∂j 〈D〉θJ α−α′u
+ (−1)|α−α′|∂α′
(
e2iψ∂α
′ ∂f
∂v¯j
(
e−iψu, ∂e−iψ∂u
))
∂j 〈D〉θJ α−α′u
}
.
Then, there exists a positive constant Cθ,n such that for any u ∈ S and l ∈ N,
( ∑
|α|l
r2|α|
α∗!2s ‖fθ,α‖
2
)1/2
 Cθ,n
∞∑
p=1
Ap
(
Cθ,nX
l−1
θ,s,r
)2p(
Cθ,nX
l
θ,s,r
)
.
Proof. For any multi-indices β, β¯ ∈ (N ∪ {0})n+1 satisfying |β| = p + 1 and |β¯| = p, and for
q = 0,1, . . . ,2p, set
∂q,ββ¯ =
⎧⎪⎨
⎪⎩
1 (q  β0),
1 (2p + 1 q  2p + β0),
∂j (β0 + · · · + βj−1  q  β0 + · · · + βj − 1),
∂j (p + β¯0 + · · · + β¯j−1 + 1 q  p + β¯0 + · · · + β¯j ),
where β = (β0, β1, . . . , βn) and β¯ = (β¯0, β¯1, . . . , β¯n). We split fθ,α into two parts: fθ,α = gθ,α +
hθ,α ,
gθ,α =
∞∑
p=1
∑
|β|=p+1
¯
fββ¯
∑
α0+···+α2p=α
α!
α0! · · ·α2p! (−1)
|αp+1+···+α2p ||β|=p
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{
〈D〉θ
(
p∏
q=0
Jα
q
∂q,ββ¯u
2p∏
q ′=p+1
Jα
q′
∂q ′,ββ¯u
)
−
p∑
q1=β0
〈D〉θJ αq1 ∂q1,ββ¯u
p∏
q=0
q =q1
Jα
q
∂q,ββ¯u
2p∏
q ′=p+1
Jα
q′
∂q ′,ββ¯u
−
p∏
q=0
Jα
q
∂q,ββ¯u
2p∑
q1=p+1+β¯0
〈D〉θJ αq1 ∂q1,ββ¯u
p∏
q ′=p+1
q ′ =q1
Jα
q′
∂q ′,ββ¯u
}
,
hθ,α =
∞∑
p=1
∑
|β|=p+1
|β¯|=p
fββ¯
∑
α0+···+α2p=α
α!
α0! · · ·α2p! (−1)
|αp+1+···+α2p |
×
{
p∑
q1=β0
〈D〉θ [Jαq1 , ∂q1,ββ¯]u
p∏
q=0
q =q1
Jα
q
∂q,ββ¯u
2p∏
q ′=p+1
Jα
q′
∂q ′,ββ¯u
+
p∏
q=0
Jα
q
∂q,ββ¯u
2p∑
q1=p+1+β¯0
〈D〉θ [Jαq1 , ∂q1,ββ¯]u
p∏
q ′=p+1
q ′ =q1
Jα
q′
∂q ′,ββ¯u
}
.
Using Theorem 2.4 and Lemma 2.5, we deduce
∥∥∥∥∥〈D〉θ
(
p∏
q=0
Jα
q
∂q,ββ¯u
2p∏
q ′=p+1
Jα
q′
∂q ′,ββ¯u
)
−
p∑
q1=β0
〈D〉θJ αq1 ∂q1,ββ¯u
p∏
q=0
q =q1
Jα
q
∂q,ββ¯u
2p∏
q ′=p+1
Jα
q′
∂q ′,ββ¯u
−
p∏
q=0
Jα
q
∂q,ββ¯u
2p∑
q1=p+1+β¯0
〈D〉θJ αq1 ∂q1,ββ¯u
p∏
q ′=p+1
q ′ =q1
Jα
q′
∂q ′,ββ¯u
∥∥∥∥∥
 C2p+1−(β0+β¯0)θ
(
2p + 1 − (β0 + β¯0)
) 2p∏
q=0
∥∥Jαq ∂q,ββ¯u∥∥θ−1
 C2p+1θ (2p + 1)
2p∏
q=0
∥∥Jαq ∂q,ββ¯u∥∥θ−1.
This estimate and the Minkowski inequality show that
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|α|l
r2|α|
α∗!2s ‖gθ,α‖
2

∑
|α|l
r2|α|
α∗!2s
{ ∞∑
p=1
Ap(2p + 1)C2p+1θ
∑
α0+α2p=α
α!
α0! · · ·α2p!
2p∏
q=0
∥∥Jαq ∂q,ββ¯u∥∥θ−1
}2

[ ∞∑
p=1
Ap(2p + 1)C2p+1θ
{ ∑
|α|l
( ∑
α0+α2p=α
α!
α0! · · ·α2p!
r2|α|
α∗!2s
2p∏
q=0
∥∥Jαq ∂q,ββ¯u∥∥θ−1
)2}1/2]2

[ ∞∑
p=1
Ap(2p + 1)C2p+1θ
{ ∑
|α|l
( ∑
α0+α2p=α
α!
α0! · · ·α2p!
(
α0∗! · · ·α2p∗ !
α∗!
)s−1
×
2p∏
q=0
r2|α|
α∗!2s
∥∥Jαq ∂q,ββ¯u∥∥θ−1
)2}1/2]2

[ ∞∑
p=1
Ap(2p + 1)C2p+1θ
{ ∑
|α|l
( ∑
α0+α2p=α
(α)
(α0) · · · (α2p)
2p∏
q=0
A
(
αq
))2}1/2]2
,
where
A(α) = r
2|α|
α∗!2s max
{∥∥Jαu∥∥
θ−1,
∥∥Jα∂1u∥∥θ−1, . . . ,∥∥Jα∂nu∥∥θ−1}.
Using Lemma 3.3 and (28), we deduce
∑
|α|l
r2|α|
α∗!2s ‖gθ,α‖
2

[ ∞∑
p=1
Ap(2p + 1)C2p+1θ
(
an
)2p( ∑
|α|l−1
A(α)2
)p( ∑
|α|l
A(α)2
)1/2]2

[ ∞∑
p=1
Ap(2p + 1)C2p+1θ
(
an
)2p
C
2p+1
r
(
Xl−1θ,s,r
)2p
Xlθ,s,r
]2
. (31)
In the same way, we can get
∑
|α|l
r2|α|
α∗!2s ‖hθ,α‖
2 
[ ∞∑
p=1
ApC
2p+1
θ,n
(
Xl−1θ,s,r
)2p
Xlθ,s,r
]2
. (32)
Combining (31) and (32), we obtain Lemma 5.2. 
To use the linear estimates obtained in Section 4, we need the estimates of coefficient matrices
of the system for t [r |α|〈D〉θJ αu/α∗!s , r |α|〈D〉θJ αu/α∗!s]|α|l . For this purpose, we here define
some matrices appearing in the system as follows. For j = 1, . . . , n and l ∈ N, we set
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[
Clj,1 C
l
j,2
Clj,2 C
l
j,1
]
, Clj,1 =
[
blj,1,αβ
]
|α|,|β|l , C
l
j,2 =
[
blj,2,αβ
]
|α|,|β|l ,
blj,1,αβ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
β∗!s r |α−β|
α∗!s
∞∑
p=1
∑
|γ |−1=|γ¯ |=p
fγ γ¯ γj
×∑
j,1
α!
α0!···α2p !β! (−1)|α
p+1+···+α2p |
×
p∏
q=0
q =γ1+···+γj−1
Jα
q
∂q,γ γ¯ u
2p∏
q ′=p+1
Jα
q′
∂q ′,γ γ¯ u if β  α,
0 otherwise,∑
j,1
=
∑
α0+···+αm−1+αm+1+···+α2p=α−β
, m = γ0 + · · · + γj−1,
blj,2,αβ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
β∗!s r |α−β|
α∗!s
∞∑
p=1
∑
|γ |−1=|γ¯ |=p
fγ γ¯ γ¯j
×∑
j,2
α!
α0!···α2p !β! (−1)|α
p+1+···+α2p |
×
p∏
q=0
Jα
q
∂q,γ γ¯ u
2p∏
q ′=p+1
q ′ =p+γ¯0+···+γ¯j−1+1
Jα
q′
∂q ′,γ γ¯ u if β  α,
0 otherwise,∑
j,2
=
∑
α0+···+αm−1+αm+1+···+α2p=α−β
, m = p + γ¯0 + · · · + γ¯j−1.
We need the estimates of the above matrices later.
Lemma 5.3. Let θ > n/2 + 3. Then, there exists a positive constant Cθ,n which is independent of
l ∈ N, such that for j = 1, . . . , n and for any u ∈ C1([0, T ];S ) solving (1),
∥∥Blj (t)∥∥B2  Cθ,n
∞∑
p=1
Ap
(
Cθ,nX
l−1
θ,s,r (t)
)2p−1(
Cθ,nX
l
θ,s,r (t)
)
, (33)
∥∥∂tBll (t)∥∥B0  Cθ,n
∞∑
p=1
Ap
(
Cθ,nX
l−1
θ,s,r (t)
)2p−1(
Cθ,nX
l
θ,s,r (t)
)
×
(
1 +
∞∑
q=1
(
Cθ,nX
l−1
θ,s,r (t)
)2q)
. (34)
Proof. Simple computation shows that
∥∥Blj (t)∥∥B2  2 ∑∥∥Clj,k(t)∥∥B2
k=1,2
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∑
k=1,2
∣∣[∥∥blj,k,αβ(t)∥∥B2]|α|,|β|l∣∣
=
∑
k=1,2
Ik(t). (35)
We show that I1(t) bounded by the right-hand side of (33). For the sake of convenience, set
A(α) =
{
max{‖Jαu‖,‖Jα∂1u‖, . . . ,‖Jα∂nu‖} if |α| l − 1,
0 if |α| = l.
Using (9), we have for any β  α
‖bj,1,α(α−β)‖θ−1
 (α − β)∗!
sr |β|
α∗!s Cθ,n
∞∑
p=1
App
2C
2p
θ,n
∑
α1+···+α2p=β
α!
α1! · · ·α2p!
2p∏
q=1
A
(
αq
)
 Cθ,n
∞∑
p=1
App
2C
2p
θ,n
∑
α1+···+α2p=β
(α − β)∗!s−1α1∗!s−1 · · ·α2p∗ !s−1
α∗!s−1
× (α)
(α1) · · · (α2p)((α − β))
2p∏
q=1
A
(
αq
) r |αq |
α
q∗ !s
 Cθ,n
(α)
(β)((α − β))
∞∑
p=1
App
2C
2p
θ,n
(β)
(α1) · · · (α2p)
2p∏
q=1
A
(
αq
) r |αq |
α
q∗ !s
.
Using (20) and the above estimates, we deduce
I1(t) 2nn! max
σ∈Sn
ν=0,1,...,n−1
σ(1)<···<σ(ν)
σ (ν+1)<···<σ(n)
∑
βσ(ν+1)+···+βσ(n)l
×
{ ∑
βσ(1)
...
βσ(ν)
∑
ασ(1)<2βσ(1)
...
ασ(ν)<2βσ(ν)
max
ασ(ν+1)2βσ(ν1)
...
ασ(n)2βσ(n)
(α)2
(β)2((α − β))2
×
( ∞∑
p=1
App
2C
2p
θ,n
∑
α1+···+α2p=β
(β)
(α1) · · · (α2p)
2p∏
q=1
A
(
αq
) r |αq |
α
q∗ !s
)2}1/2
. (36)
We here remark that if
ασ(1) < 2βσ(1), . . . , ασ(ν) < 2βσ(ν), ασ(ν+1)  2βσ(ν+1), . . . , ασ(n)  2βσ(n),
then
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(β)((α − β)) =
(ασ(1))
(βσ(1))
· · · (ασ(ν))
(βσ(ν))
(ασ(ν+1))
((α − β)σ(ν+1)) · · ·
(ασ(n))
((α − β)σ(n))
× 1
((α − β)σ(1)) · · · ((α − β)σ(ν))
1
(βσ(ν+1)) · · · (βσ(n))
 2
n
((α − β)σ(1)) · · · ((α − β)σ(ν))(βσ(ν+1)) · · · (βσ(n)) .
Substituting this into (36) and using the Schwarz inequality to the summation on βσ(ν+1), . . . ,
βσ(n), we deduce
I1(t) 22nn!2 max
σ∈Sn
ν=0,1,...,n−1
σ(1)<···<σ(ν)
σ (ν+1)<···<σ(n)
2ν
∑
βσ(ν+1)+···+βσ(n)l
1
(βσ(ν+1)) · · · (βσ(n))
{ ∑
βσ(1)
...
βσ(ν)
∑
ασ(1)<2βσ(1)
...
ασ(ν)<2βσ(ν)
×
( ∞∑
p=1
App
2C
2p
θ,n
∑
α1+···+α2p=β
(β)
(α1) · · · (α2p)
2p∏
q=1
A
(
αq
) r |αq |
α
q∗ !s
)2}1/2
 22nn!2an
{ ∑
|β|l
( ∞∑
p=1
App
2C
2p
θ,n
∑
α1+···+α2p=β
(β)
(α1) · · · (α2p)
2p∏
q=1
A
(
αq
) r |αq |
α
q∗ !s
)2}1/2
.
The Minkowski inequality shows that
I1(t) 22nn!2an
∞∑
p=1
App
2C
2p
θ,n
{ ∑
|β|l
( ∑
α1+···+α2p=β
(β)
(α1) · · · (α2p)
2p∏
q=1
A
(
αq
) r |αq |
α
q∗ !s
)2}1/2
.
Applying (18) to this, we have
I1(t) 22nn!2an
∞∑
p=1
App
2n+2C2pθ,n
(
an
)2p
×
( ∑
|α|l−1
A(α)2
r |αq |
α
q∗ !s
)(2p−1)/2( ∑
|α|l
A(α)2
r |αq |
α
q∗ !s
)1/2
. (37)
Since A(α) = 0 for |α| = l, and p2n+2  ep(2n+ 2)!, (37) is bounded by
I1(t) e222nn!2an(2n+ 2)!
n∑
p=1
Ap
{
eCθ,na
n
( ∑
|α|l−1
A(α)2
r |αq |
α
q∗ !s
)1/2}2p
.
Using (28) for r  1, we have
I1(t) e222nn!2an(2n+ 2)!
n∑
Ap
(
eCθ,na
nXl−1θ,s,r (t)
)2p
.p=1
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∂tJ
α∂ju = iJα∂ju+ Jα∂jf (u, ∂u).
Applying this formula to the time-derivatives of the matrices, we can show (34) in the same way
as (33). We here omit the detail. 
6. Uniform energy estimates
In this section we show that {Xlθ,s,r (t)}l=0,1,2,... is bounded in C[−T ,T ]. If this is true, then
there exists a constant C0 > 0 such that
X∞θ,s,r (t) =
(∑
α
r2|α|
α∗!s
∥∥Jαu(t)∥∥2
θ
)1/2
 C0 (38)
for t ∈ [−T ,T ]. Let u ∈ C([−T ,T ];Hθ) be a solution to (1)–(2) with an initial data satisfy-
ing eε〈x〉1/s u0 ∈ Hθ . Theorem 1.1 shows that Xlθ,s,r (t) is well defined for any l = 0,1,2, . . . .
Lemma 3.1 implies that there exist positive constants M and r such that
X∞θ,s,r (0) =
(∑
α
r2|α|
α∗!s
∥∥xαu0∥∥2θ
)1/2
M. (39)
Without loss of generality, we may assume r  1. Since the finite sum Xlθ,s,r (t) is well defined, it
suffices to prove (38) for small T > 0. In order to make use of the energy estimates in Section 4,
we here define functions and pseudodifferential operators:
wl =
t[
r |α|
α∗!s 〈D〉
θJ αu,
r |α|
α∗!s 〈D〉
θJ αu
]
|α|l
, gl =
t[
r |α|
α∗!s fθ,α,
r |α|
α∗!s fθ,α
]
|α|l
,
kl1(t, x, ξ) = exp
(
A
n∑
j=1
ξj
(
ν2 + |ξ |2)−1/2
xj∫
−∞
φl(t, s) ds
)
,
φl(t, s) =
n∑
j=1
∑
|α|l
r |α|
α∗!s
∫
· · ·
∫
Rn−1
× ∣∣〈D〉δJ αu(t, x1, . . . , xj−1, s, xj+1, . . . , xn)∣∣2 dx1 · · ·dxj−1 dxj+1 · · ·dxn,
δ = θ
2
+ n
4
− 1 > n+ 1
2
,
where A and ν are positive constants determined later,
N(l) =
l∑
m=0
(l + n− 1)!
l!(n− 1)! ,
kl(t, x, ξ) = [IN(l)kl (t, x, ξ)]⊕ [IN(l)kl (t, x, ξ)−1],1 1
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Kl(t) = kl(t, x,D), Klinv(t) = klinv(t, x,D),
Λ˜l(t) = 1
2
n∑
j=1
E2N(l)
(
Blj (t, x)−Bl,diagj (t, x)
)
∂j
(
ν2 −)−1,
Λl(t) = I2N(l) − iΛ˜l(t), Λlinv(t) = I2N(l) + iΛ˜l(t).
First we determine A and ν. On the one hand, in the same way as the proof of Lemma 5.3, we
have
n∑
j=1
∣∣Blj (t, x)∣∣ C2θ,nφl(t, xm)
∞∑
p=1
Ap
(
Cθ,nX
l−1
θ−2,s,r (t)
)2p−1
for (t, x) ∈ [−T ,T ]×Rn and m = 1, . . . , n. Hence, if Xlθ−2,s,r (t) 4M , then there exists a pos-
itive constant A depending only on M , θ , n and {Ap}p=1,2,3,... such that |Blj (t, x)|Aφl(t, xm)
for (t, x) ∈ [−T ,T ] × Rn and m = 1, . . . , n. On the other hand, it is easy to see that
Kl(t)Λl(t)Λlinv(t)K
l
inv(t) = IN(l) +Rl1(t),
Λlinv(t)K
l
inv(t)K
l(t)Λl(t) = IN(l) +Rl2(t).
We here remark that Rl1(t) and R
l
2(t) are pseudodifferential operators of order −1 and
∥∥Rl1(t)∥∥,∥∥Rl2(t)∥∥= O(ν−1).
Nagase’s theorem shows that if Xlθ−1,s,r (t) 2M , then there exist ν0  1 and CM > 0 which are
independent of l, such that Kl(t)Λl(t) is invertible, and
∥∥Kl(t)Λl(t)∥∥,∥∥(Kl(t)Λl(t))−1∥∥ CM (40)
for ν  ν0. Set ν = ν0 below.
Now we begin the proof of (38) for some small T > 0. Without loss of generality, we may
assume that
∥∥Kl(0)Λl(0)wl(0)∥∥M
for l = 0,1,2, . . . . It suffices to consider only the forward direction in time. Let Tl be a positive
time defined by
Tl = sup
{
T > 0
∣∣Xlθ−1,s,r (t)2 + ∥∥Kl(t)Λl(t)wl(t)∥∥2  4M2 for t ∈ [0, T ]}.
We remark that (40) is valid for t ∈ [0, Tl]. Using the Schwarz inequality, we have
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dt
Xlθ−1,s,r (t)
2 = 2 Re
∑
|α|l
(
r |α|
α∗!s ∂t 〈D〉
θ−1Jαu, r
|α|
α∗!s 〈D〉
θ−1Jαu
)
= 2 Re
∑
|α|l
(
r |α|
α∗!s i〈D〉
θ−1Jαu, r
|α|
α∗!s 〈D〉
θ−1Jαu
)
+ 2 Re
∑
|α|l
(
r |α|
α∗!s 〈D〉
θ−1Jαf, r
|α|
α∗!s 〈D〉
θ−1Jαu
)
= 2 Re
∑
|α|l
(
r |α|
α∗!s 〈D〉
θ−1Jαf, r
|α|
α∗!s 〈D〉
θ−1Jαu
)
 2
∑
|α|l
r2|α|
α∗!2s
∥∥〈Dθ−1〉θ−1Jαf ∥∥∥∥Jαu∥∥
θ−1
 2
( ∑
|α|l
r2|α|
α∗!2s
∥∥〈D〉θ−1Jαf (t)∥∥2)1/2Xlθ,s,r,(t). (41)
In the same way as Lemma 5.2, we can get
( ∑
|α|l
r2|α|
α∗!2s
∥∥〈D〉θ−1Jαf (t)∥∥2)1/2Xlθ,s,r,(t)
 Cθ,n
∞∑
p=1
ApC
2p+1
θ,n
(
Xlθ,s,r (t)
)2p+2
 Cθ,n
∞∑
p=1
ApC
2p+1
θ,n C
2p+2
M
∥∥Kl(t)Λl(t)wl(t)∥∥2p+2
 Cθ,n
∞∑
p=1
ApC
2p+1
θ,n C
2p+2
M M
2p
∥∥Kl(t)Λl(t)wl(t)∥∥2.
For R = 2Cθ,nCMM , there exists a positive constant CR such that
( ∑
|α|l
r2|α|
α∗!2s
∥∥〈D〉θ−1Jαf (t)∥∥2)1/2Xlθ,s,r,(t) Cθ,nCR∥∥Kl(t)Λl(t)wl(t)∥∥2.
Substituting this into (41), we obtain
d
Xlθ−1,s,r (t)
2  2Cθ,nCR
∥∥Kl(t)Λl(t)wl(t)∥∥2. (42)dt
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I2N(l)∂t − iE2N(l) +
n∑
j=1
Blj (t, x)∂j
)
wl = gl.
By using Lemma 4.1, we have
d
dt
∥∥Kl(t)Λl(t)wl(t)∥∥2
 2Cl (t)∥∥Kl(t)Λl(t)wl(t)∥∥2 + 2∥∥Kl(t)Λl(t)wl(t)∥∥∥∥Kl(t)Λl(t)gl(t)∥∥,
where Cl (t) depends only on
∫
R
φl(t, s) ds,
∥∥φl(t)∥∥B2, sup
z∈R
∣∣∣∣∣
z∫
−∞
∂tφ
l(t, x) ds
∣∣∣∣∣,
n∑
j=1
(∥∥Blj (t)∥∥B2 + ∥∥∂tBlj (t)∥∥B0).
It is easy to see that ∫
R
φl(t, s) ds,
∥∥φl(t)∥∥B2 Xlθ,s,r (t). (43)
Using
∂t 〈D〉δJ αu = i〈D〉δJ αu+ 〈D〉δJ αf
and the integration by parts, we deduce
sup
z∈R
∣∣∣∣∣
z∫
−∞
∂tφ
l(t, x) ds
∣∣∣∣∣ C{θ,n}Xlθ,s,r (t)
(
1 +
∞∑
p=1
ApC
2p
θ,n
(
Xlθ,s,r (t)
)2p)
. (44)
(43), (44) and Lemma 5.3 show that there exists a positive constant DM which depends only on
M , θ and n, and is independent of l, such that Cl (t)  DM for t ∈ [0, Tl]. On the other hand,
Lemma 5.2 shows that
∥∥Kl(t)Λl(t)gl(t)∥∥ CM
( ∑
|α|l
r2|α|
α∗!2s
∥∥fθ,α(t)∥∥2
)1/2
 CMCθ,n
∞∑
p=1
ApC
2p+1
θ,n
(
Xlθ,s,r (t)
)2p+1
 CMCθ,nCR
∥∥Kl(t)Λl(t)wl(t)∥∥.
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d
dt
∥∥Kl(t)Λl(t)wl(t)∥∥2  2(DM +CMCθ,nCR)∥∥Kl(t)Λl(t)wl(t)∥∥2. (45)
Combining (42) and (45), we obtain
d
dt
{
Xlθ−1,s,r (t)
2 + ∥∥Kl(t)Λl(t)wl(t)∥∥2}
 2C1
{
Xlθ−1,s,r (t)
2 + ∥∥Kl(t)Λl(t)wl(t)∥∥2}, (46)
where C1 depends only on M , θ and n, and is independent of l. Integrating (46) over [0, Tl], we
obtain 4M2  2M2 exp(2C1Tl), which implies that Tl  log 2/2C1 > 0. Set T ∗ = log 2/2C1 for
short. For all l, we obtain
Xlθ−1,s,r (t),
∥∥Kl(t)Λl(t)wl(t)∥∥ 2M
for t ∈ [0, T ∗]. Hence, (40) shows that
Xlθ,s,r (t) =
1
2
∥∥wl(t)∥∥
= 1
2
∥∥(Kl(t)Λl(t))−1Kl(t)Λl(t)wl(t)∥∥
 CM
2
∥∥Kl(t)Λl(t)wl(t)∥∥
 CMM
for t ∈ [0, T ∗]. Thus we obtain X∞θ,s,r,(t)  CMM for t ∈ [0, T ∗]. This completes the proof of
the uniform energy estimates.
7. Gevrey estimates of solutions
In this section we complete the proof of Theorem 1.2. For k ∈ N ∪ {0} and a multi-index
α = (α1, . . . , α1), set k+ = max{k,1} and α+ = ((α1)+, . . . , (αn)+). In the previous section, we
have proved that
∑
α
r2|α|
α∗!2s
∥∥Jαu(t)∥∥2
θ
M2
for t ∈ [−T ,T ] with some positive constants r , M and s  1. The Schwarz inequality shows that
∑
α
r |α|
α!s
∥∥Jαu(t)∥∥
θ
=
∑
α
1
αs+
r |α|
α∗!s
∥∥Jαu(t)∥∥
θ

(∑
α
1
α2s+
)1/2(∑
α
r2|α|
α∗!2s
∥∥Jαu(t)∥∥2
θ
)1/2
 anM (47)
for t ∈ [−T ,T ]. In order to obtain (5) from (47), we need two lemmas.
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∑
α
r |α|
α!s
∥∥Jαu(t)∥∥
θ
M0
for t ∈ [−T ,T ] \ {0}. Then there exist positive constants ρ and M1 such that
∑
α
1
|α|!s
( |t |
ρ
)|α|∥∥〈x〉−|α|∂αu(t)∥∥
θ
M1
for t ∈ [−T ,T ] \ {0}.
Lemma 7.2. For any smooth function u of (t, x),
∥∥〈x〉−|α|−2m∂mt ∂α+ej u(t)∥∥θ−1
 C0
(|α| + 2m)+∥∥〈x〉−|α|−2m∂mt ∂αu(t)∥∥θ , (48)∥∥〈x〉−2∂j{〈x〉−|α|−2m∂mt ∂α+eku(t)}∥∥θ−1

∥∥〈x〉−|α+ej+ek |−2m∂mt ∂α+ej+eku(t)∥∥θ−1
+C0
(|α| + 2m)+∥∥〈x〉−|α+ek |−2m∂mt ∂α+eku(t)∥∥θ−1, (49)
where C0 > 0 is independent of α and m.
Proof of Lemma 7.1. Recall the explicit formula of the Hermitian polynomial
e−aτ 2
(
d
dτ
)μ
eaτ
2 =
∑
νμ/2
μ!
ν!(μ− 2ν)!a
μ−ν(2τ)μ−2ν
for a, τ ∈ R and μ ∈ N. Applying this to the definition of the operator J , we deduce
∂αu = ∂α{ei|x|2/4t(e−i|x|2/4t u)}
=
∑
βα
α!
β!(α − β)!
(
e−i|x|2/4t ∂βei|x|2/4t
){
ei|x|2/4t ∂α−β
(
e−i|x|2/4t u
)}
=
∑
βα
α!
β!(α − β)!
(
1
2it
)|α−β|
Jα−βu
∑
γβ/2
β!
γ !(β − 2γ )!
(
i
4t
)|β−γ |
(2x)β−2γ .
Set Θ = [θ ] + 1 and ρ0 = max{4,2(1 + T ),1/r2}. Here we remark that 1 − s  1/2 since
s  1/2. We deduce
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(|α| + 2Θ)!s
( |t |
ρ0
)|α|∥∥〈x〉−|α|∂αu∥∥
θ
 1
α!s |α|2Θρ|α|0
2−|α|
∑
βα
∑
γβ/2
|t ||γ | α!
β!(α − β)!
β!
γ !(β − 2γ )!
∥∥∥∥xβ−2γ〈x〉|α| Jα−βu
∥∥∥∥
θ
= 2
−|α|/2
|α|2Θρ|α|0
∑
βα
∑
γβ/2
|t ||γ | α!
1−s
β!1−s(α − β)!1−s
β!1−s
γ !(β − 2γ )!
1
(α − β)!s
∥∥∥∥xβ−2γ〈x〉|α| Jα−βu
∥∥∥∥
θ
 2
−|α|/2
|α|2Θρ|α|0
∑
βα
∑
γβ/2
(1 + T )|β|/2 β!
1/2
γ !(β − 2γ )!
1
(α − β)!s
∥∥∥∥xβ−2γ〈x〉|α| Jα−βu
∥∥∥∥
θ
. (50)
We remark that there exists a constant C0 > 0 which is independent of α, β and γ , such that∥∥xβ−2γ 〈x〉−|α|v∥∥
θ
 C0|α|2Θ‖v‖θ . (51)
On the other hand, β!1/2  2|β|/2(β − [β/2])! since
β!
(β − [β/2])!2 
[β/2]!
[β/2]!(β − [β])!  2
|β|.
Hence, we have
∑
γβ/2
β!1/2
γ !(β − 2γ )!  2
|β|/2 ∑
γβ/2
(β − [β/2])!
γ !(β − 2γ )!
 2|β|/2
∑
γβ/2
(β − [β/2])!
γ !(β − [β/2] − γ )!
 2|β|/2
∑
γβ−[β/2]
(β − [β/2])!
γ !(β − [β/2] − γ )!
 23|β|/2−[β/2]  2|β|+n. (52)
Using (47), (50), (51) and (52), we deduce
1
(|α| + 2Θ)!s
( |t |
ρ0
)|α|∥∥〈x〉−|α|∂αu∥∥
θ
 C02
−|α|/2
ρ
|α|
0
∑
βα
(1 + T )|β|/2 1
(α − β)!s
∥∥Jα−βu∥∥
θ
∑
γβ/2
β!1/2
γ !(β − 2γ )!
 2
nC0
ρ
|α|
0
∑
βα
{
2(1 + T )}|β|/2 1
(α − β)!s
∥∥Jα−βu∥∥
θ
 2nC0ρ−|α|/20
∑(2(1 + T )
ρ0
)|β|/2(
ρ
1/2
0 r
)−|α−β| r |α−β|
(α − β)!s
∥∥Jα−βu∥∥
θβα
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∑
β
r |β|
β!s
∥∥Jβu∥∥
θ
 2nM0ρ−|α|/20  2
n−|α|C0M0.
Thus
∑
α
1
(|α| + 2Θ)!s
( |t |
ρ0
)|α|∥∥〈x〉−|α|∂αu∥∥
θ
 22nC0M0.
If we set ρ = 2sρ0, we have
∑
α
1
|α|!s
( |t |
ρ
)|α|∥∥〈x〉−|α|∂αu∥∥
θ
 2
2sΘ
(2Θ)!s
∑
α
1
(|α| + 2Θ)!s
(
2s |t |
ρ
)|α|∥∥〈x〉−|α|∂αu∥∥
θ
= 2
2sΘ
(2Θ)!s
∑
α
1
(|α| + 2Θ)!s
( |t |
ρ0
)|α|∥∥〈x〉−|α|∂αu∥∥
θ
 2
2n+2sΘC0anM
(2Θ)!s .
This completes the proof. 
Proof of Lemma 7.2. When |α| + 2m = 0, (48) and (49) are obvious. When |α| + 2m = 0, (48)
follows from
〈x〉−|α|−2m∂mt ∂α+ej u = ∂j
(〈x〉−|α|−2m∂mt ∂αu)− (|α| + 2m) 2xj〈x〉2 〈x〉−|α|+2m∂mt ∂αu,
and (49) follows from
〈x〉−2∂j
{〈x〉−|α|−2m∂mt ∂α+eku}
= 〈x〉−|α|−2m−2∂mt ∂α+ej+eku−
(|α| + 2m) 2xj〈x〉3 〈x〉−|α|−2m−1∂mt ∂α+eku.
This completes the proof. 
Now we shall complete the proof of Theorem 1.2.
Proof of Theorem 1.2. We shall obtain (5) from (1) and (47) by an induction argument on the
order of the time derivatives. Suppose s  1. Set
Y l(t) =
l∑∑ |t ||α|+2mρ−|α|κ−2m
(|α| + 2m− 2)+!s
∥∥〈x〉−|α|−2m∂mt ∂αu(t)∥∥θm=0 α
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that Y 0(t)M/2 for t ∈ [−T ,T ] \ {0}. Suppose that Y l(t)M for t = 0. Since u is a solution
to (1), we deduce
Y l+1(t) = Y 0(t)+
l+1∑
m=1
∑
α
|t ||α|+2mρ−|α|κ−2m
(|α| + 2m− 2)!s
∥∥〈x〉−|α|−2m∂mt ∂αu(t)∥∥θ
= Y 0(t)+
l∑
m=0
∑
α
|t ||α|+2m+2ρ−|α|κ−2m−2
(|α| + 2m)!s
∥∥〈x〉−|α|−2m−2∂mt ∂α∂tu(t)∥∥θ
 Y 0(t)+
n∑
j=1
l∑
m=0
∑
α
|t ||α|+2m+2ρ−|α|κ−2m−2
(|α| + 2m)!s
∥∥〈x〉−|α|−2m−2∂mt ∂α+2ej u(t)∥∥θ
+
l∑
m=0
∑
α
|t ||α|+2m+2ρ−|α|κ−2m−2
(|α| + 2m)!s
∥∥〈x〉−|α|−2m−2∂mt ∂αf (u, ∂u)(t)∥∥θ
 Y 0(t)+ ρ
2n
κ2
Y l(t)+Zl(t)

(
1
2
+ ρ
2n
κ2
)
M +Zl(t), (53)
where
Zl(t) =
l∑
m=0
∑
α
|t ||α|+2m+2ρ−|α|κ−2m−2
(|α| + 2m)!s
∥∥〈x〉−|α|−2m−2∂mt ∂αf (u, ∂u)(t)∥∥θ .
The chain rule shows that
∂mt ∂
αf (u, ∂u) =
∞∑
p=1
∑
|γ |=p+1
|γ¯ |=p
fγ γ¯
∑
m0+···+m2p=m
α0+···+α2p=α
α!
α0! · · ·α2p!
m!
m0! · · ·m2p!
2p∏
q=0
∂
mq
t ∂
αq ∂q,γ γ¯ u˜,
where u˜ = u or u¯. Set ∂0 = 1 for short. Using this and [∂j , 〈x〉−2] = O(〈x〉−2) (j = 0,1, . . . , n),
we have
Zl(t)
l∑
m=0
∑
α
|t ||α|+2m+2ρ−|α|κ−2m−2
(|α| + 2m)!s
×
∞∑
p=1
∑
|γ |=p+1
|γ¯ |=p
|fγ γ¯ |
∑
m0+···+m2p=m
α0+···+α2p=α
α!
α0! · · ·α2p!
m!
m0! · · ·m2p!
×
n∑∥∥∥∥∥〈x〉−2∂j
{ 2p∏
〈x〉−|αq |−2mq ∂mqt ∂α
q
∂q,γ γ¯ u˜
}∥∥∥∥∥ . (54)
j=0 q=0 θ−1
H. Chihara / J. Differential Equations 246 (2009) 681–723 713By using Lemmas 2.5 and 7.2, we deduce
∥∥∥∥∥〈x〉−2∂0
{ 2p∏
q=0
〈x〉−|αq |−2mq ∂mqt ∂αq ∂q,γ γ¯ u˜
}∥∥∥∥∥
θ−1

∥∥∥∥∥
2p∏
q=0
〈x〉−|αq |−2mq ∂mqt ∂α
q
∂q,γ γ¯ u˜
∥∥∥∥∥
θ−1
 (2p + 1)C2p+10
2p∏
q=0
∥∥〈x〉−|αq |−2mq ∂mqt ∂αq ∂q,γ γ¯ u˜∥∥θ−1
 (2p + 1)C4p+20
2p∏
q=0
(∣∣αq ∣∣+ 2mq)+∥∥〈x〉−|αq |−2mq ∂mqt ∂αq u∥∥θ
= (2p + 1)C4p+20 |t |−|α|−2mρ|α|κ2m
2p∏
q=0
(∣∣αq ∣∣+ 2mq)!s
×
2p∏
q=0
|t ||αq |+2mqρ−|αq |κ−2mq
(|αq | + 2mq − 2)+!s
∥∥〈x〉−|αq |−2mq ∂mqt ∂αq u∥∥θ , (55)
and for j = 0
∥∥∥∥∥〈x〉−2∂j
{ 2p∏
q=0
〈x〉−|αq |−2mq ∂mqt ∂α
q
∂q,γ γ¯ u˜
}∥∥∥∥∥
θ−1

2p∑
r=0
∥∥∥∥∥
2p∏
q=0
q =r
〈x〉−|αq |−2mq ∂mqt ∂αq ∂q,γ γ¯ u˜〈x〉−2∂j
{〈x〉−|αr |−2mr ∂mrt ∂αr ∂r,γ γ¯ u˜}
∥∥∥∥∥
θ−1
 (2p + 1)C2p+10
2p∑
r=0
2p∏
q=0
q =r
∥∥〈x〉−|αq |−2mq ∂mqt ∂αq ∂q,γ γ¯ u˜∥∥θ−1
× ∥∥〈x〉−2∂j{〈x〉−|αr |−2mr ∂mrt ∂αr ∂r,γ γ¯ u˜}∥∥θ−1
 (2p + 1)C4p+20
2p∑
r=0
2p∏
q=0
q =r
(∣∣αq ∣∣+ 2mq)+∥∥〈x〉−|αq |−2mq ∂mqt ∂αq u∥∥θ
× {∥∥〈x〉−|αr+ej+e′r |−2mr ∂mrt ∂αr+ej+e′r u∥∥θ−1
+ (∣∣αr ∣∣+ 2mr) ∥∥〈x〉−|αr+e′r |−2mr ∂mrt ∂αr+e′r u∥∥ }+ θ−1
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2p∏
q=0
(∣∣αq ∣∣+ 2mq)!s
×
2p∑
r=0
2p∏
q=0
q =r
|t ||αq |ρ−|αq |κ−2mq
(|αq | + 2mq − 2)+!s
∥∥〈x〉−|αq |−2mq ∂mqt ∂αq u∥∥θ
× |t |
|αr+ej |ρ−|αr+ej |κ−2mr
(|αr + ej | + 2mr − 2)+!s
∥∥〈x〉−|αr+ej |−2mr ∂mrt ∂αr+ej u∥∥θ
+ (2p + 1)C4p+20 |t |−|α|−2mρ|α|κ2m
2p∏
q=0
(∣∣αq ∣∣+ 2mq)!s
×
2p∏
q=0
|t ||αq |+2mqρ−|αq |κ−2mq
(|αq | + 2mq − 2)+!s
∥∥〈x〉−|αq |−2mq ∂mqt ∂αq u∥∥θ , (56)
where e′r = ej with some j = 0,1, . . . , n. Substituting (55) and (56) into (54), we have
Zl(t) CT
2
κ2
∞∑
p=1
∑
|γ |=p+1
|γ¯ |=p
|fγ γ¯ |
(
1 +C20
)2p+1
(2p + 1)2
×
l∑
m=0
∑
α
∑
m0+···+m2p=m
α0+···+α2p=α
∏2p
q=0(|αq | + 2mq)!s
(|α| + 2m)!s
α!
α0! · · ·α2p!
m!
m0! · · ·m2p!
×
2p∏
q=0
|t ||αq |+2mqρ−|αq |κ−2mq
(|αq | + 2mq − 2)+!s
∥∥〈x〉−|αq |−2mq ∂mqt ∂αq u∥∥θ
+
n∑
j=1
CTρ
κ2
∞∑
p=1
∑
|γ |=p+1
|γ¯ |=p
|fγ γ¯ |
(
1 +C20
)2p+1
(2p + 1)
×
2p∑
r=0
l∑
m=0
∑
α
∑
m0+···+m2p=m
α0+···+α2p=α
∏2p
q=0(|αq | + 2mq)!s
(|α| + 2m)!s
α!
α0! · · ·α2p!
m!
m0! · · ·m2p!
×
2p∏
q=0
q =r
|t ||αq |+2mqρ−|αq |κ−2mq
(|αq | + 2mq − 2)+!s
∥∥〈x〉−|αq |−2mq ∂mqt ∂αq u∥∥θ
× |t |
|αr+ej |+2mr ρ−|αr+ej |κ−2mr
(|αr | + 2mr − 2)+!s
∥∥〈x〉−|αr+ej |−2mr ∂mrt ∂αr+ej u∥∥θ . (57)
In view of Lemma 3.2, we have
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q=0(|αq | + 2mq)!s
(|α| + 2m)!s
α!
α0! · · ·α2p!
m!
m0! · · ·m2p!

∏2p
q=0(|αq | + 2mq)!s
(|α| + 2m)!s
α!
α0! · · ·α2p!
m!
m0! · · ·m2p!

∏2p
q=0(|αq | + 2mq)!s
(|α| + 2m)!s
α!
α0! · · ·α2p!
(2m)!
(2m0)! · · · (2m2p)!
=
∏2p
q=0 |(αq,2mq)|!s
|(α,2m)|!s
(α,2m)!∏2p
q=0(αq,2mq)!
 1.
Applying this to (57), we deduce
Zl(t) CT (T + ρ)
κ2
∞∑
p=1
Ap
(
1 +C20
)2p+1
(2p + 1)2Y l(t)2p+1
 2CT (T + ρ)
κ2
∞∑
p=1
Ap
(
1 +C20
)2p+1
(2p + 1)2{e(1 +C0)2M}2p+1.
Set E = CR with R = 2e(1 +C0)2M for short. Then we have
Zl(t) 2CT (T + ρ)E
κ2
(58)
for t ∈ [−T ,T ] \ {0}. Combining (53) and (58), we have
Y l+1(t) M
2
+ ρ
2nM + 2CT (T + ρ)E
κ2
for t ∈ [−T ,T ] \ {0}. If we choose κ satisfying
κ 
√
2ρ2nM + 4CT (T + ρ)E
M
,
then Y l+1(t)M for t ∈ [−T ,T ] \ {0}. This completes the proof. 
8. Concluding remarks
Finally we state some remarks concerned with the results of [7]. We shall present some ex-
amples for which the Gevrey estimate (5) holds for s  1/2. First we remark that eitu0 gains
analyticity in space–time variables if u0 decays faster than the Gaussian functions.
Theorem 8.1. Let s  1/2 and θ ∈ R. Suppose that exp(ε〈x〉1/s)u0 ∈ Hθ with some ε > 0. Then,
for any T > 0 there exist positive constants M and ρ such that for t ∈ [−T ,T ] \ {0}∥∥〈x〉−|α|−2m∂mt ∂αeitu0∥∥θ Mρ|α|+2mt−|α|−2mm!2sα!s .
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∥∥xαu0∥∥θ M0ρ|α|0 α!s
with some M0 > 0 and ρ0 > 0. Applying Jα to (∂t − i)eitu0 = 0, we have (∂t − i)J αu = 0.
It is easy to see that
∥∥Jαeitu0∥∥θ = ∥∥xαu0∥∥θ M0ρ|α|0 α!s .
Lemma 7.1 shows that for t ∈ [−T ,T ] \ {0}
∥∥〈x〉−|α|∂αeitu0∥∥θ M1ρ|α|1 |t |−|α|α!s
with some M1 > 0 and ρ1 > 0. Using the equation (∂t − i)eitu0 = 0 again, we deduce
∥∥〈x〉−|α|−2m∂mt ∂αeitu0∥∥θ
= ∥∥〈x〉−|α|−2mm∂αeitu0∥∥θ

n∑
j (1)=1
· · ·
n∑
j (m)=1
∥∥〈x〉−|α|−2m∂α+2(ej (1)+···+ej (m))eitu0∥∥θ
 nmM1ρ|α|+2m1 t
−|α|−2m(|α| + 2m)!s
for t ∈ [−T ,T ] \ {0}. This completes the proof. 
Next we apply Theorem 8.1 to the initial value problem for one-dimensional nonlinear equa-
tions of the form
ut − iuxx = 2a
(|u|2)
x
u+ ia2|u|4u in R2, (59)
u(0, x) = u0(x) in R, (60)
where ut = ∂u/∂t , uxx = ∂2u∂/x2, and a is a real constant. Eq. (59) has very special nonlinear-
ity. In fact, if u is a smooth solutions to (59), then
v(t, x) = exp
(
−ia
x∫
−∞
∣∣u(t, y)∣∣2 dy
)
u(t, x) (61)
formally solves the equation vt − ivxx = 0. The mapping
u → v(x) = exp
(
−ia
x∫ ∣∣u(y)∣∣2 dy
)
u(x) (62)−∞
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‖u‖ = ‖v‖ for u ∈ L2(R), and the inverse of the gauge transform is given by
u(x) = exp
(
ia
x∫
−∞
∣∣v(y)∣∣2 dy
)
v(x). (63)
More properties of the gauge transform needed in this section are the following.
Lemma 8.2. Let θ > 1/2 and s > 0.
(i) The gauge transform is a homeomorphic mapping of Hθ(R) onto itself.
(ii) If u ∈ Hθ(R) satisfies exp(ε〈x〉1/s)u ∈ Hθ(R), the gauge transformation of u has the same
property.
(iii) If u ∈ C(R;H 1(R)) solves (59), then v(t, x) defined by (61) solves vt − ivxx = 0.
(iv) If the sequence {un}∞n=1 ⊂ Hθ(R) satisfies
un → u in Hθ(R) as n → ∞,
then
(|un|2)xun → (|u|2)xu in D ′(R) as n → ∞,
where D ′(R) is the space of distributions on R.
Proof. Set
φ(x) =
x∫
−∞
∣∣u(y)∣∣2 dy
for short. First we show (i). Suppose that u ∈ Hθ(R) with some θ > 1/2. We can check
φ ∈ Bθ+1/2(R) and φ′ ∈ Hθ since φ′(x) = |u(x)|2 and Hθ(R) is an algebra for θ > 1/2. For
any integer j = 0,1,2, . . . , [θ ], the chain rule shows that
(
d
dx
)j (
e−iaφu
)= j∑
k=0
j !
k!(j − k)!
(
d
dx
)k
e−iaφ
(
d
dx
)j−k
u
=
j∑
k=0
j !
k!(j − k)!e
−iaφ
{
eiaφ
(
d
dx
)k
e−iaφ
}(
d
dx
)j−k
u. (64)
In view of (9), we deduce
e−iaφ
{
eiaφ
(
d
)k
e−iaφ
}(
d
)j−k
u ∈ Hθ−j (R). (65)
dx dx
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〈D〉θ−[θ]
(
d
dx
)j (
e−iaφu
) ∈ H [θ]−j (R) for j = 0,1, . . . , [θ ].
This asserts that u ∈ Hθ(R) → e−iaφu ∈ Hθ(R) is continuous. In the same way, the inverse (63)
is also continuous. Hence the gauge transform (62) is homeomorphic on Hθ(R).
Next we show (ii). Replacing u by exp(ε〈x〉1/s)u in (64), we have
(
d
dx
)j (
exp
(
ε〈x〉1/s)e−iaφu)
=
j∑
k=0
j !
k!(j − k)!e
−iaφ
{
eiaφ
(
d
dx
)k
e−iaφ
}(
d
dx
)j−k
exp
(
ε〈x〉1/s)u.
In the same way, we can check exp(ε〈x〉1/s)e−iaφu ∈ Hθ(R).
Next we show (iii). Suppose that u ∈ C(R;H 1(R)) solves (59). It follows that ∂tu ∈
C(R;H−1(R)), φ ∈ C(R;B3/2(R)), φx ∈ C(R;H 1(R)) and v = e−iaφu also belongs to
C(R;H 1(R)). Thus, the following computations
e−iaφut = vt + iavφt
= vt + iav
x∫
−∞
(
ut u¯+ uu¯t + 4a
(|u|2)
x
|u|2 + ia2|u|6 − ia2|u|r)dy
= vt + iav
x∫
−∞
(
iuxxu¯− iuu¯xx + 2a
(|u|4)
x
)
dy
= vt − a(uxu¯− uu¯x)v + 2ia2|u|4v,
vx = −ia|u|2v + e−iaφux,
−ie−iaφuxx = −ivxx + 2a|u|2vx + a
(|u|2)
x
+ ia2|u|4v
= −ivxx + a
(|u|2)
x
+ 2auxu¯v − ia|u|4v
are justified, and it is easy to see that v solves vt − ivxx = 0.
Lastly, we check (iv). Fix arbitrary ψ ∈ D(R). Since θ > 1/2, one can easily verify(|un|2)x → (|u|2)x in H−1/2(R), unψ → uψ in H 1/2(R).
This shows (|un|2)xun → (|u|2)xu in D ′(R) as n → ∞.
This completes the proof. 
Theorem 8.1 and Lemma 8.2 prove the following.
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Existence. Suppose that u0 ∈ Hθ(R). Then, the initial value problem (59)–(60) possesses a
unique solution u ∈ C(R;Hθ(R)).
Analyticity. Moreover, if exp(ε〈x〉1/s)u0 ∈ Hθ(R), then for any T > 0 there exist positive con-
stants M and ρ such that for t ∈ [−T ,T ] \ {0}
∥∥〈x〉−α−2m∂mt ∂αu(t)∥∥θ Mρα+2m|t |−α−2mm!2sα!σ .
Proof. Existence. Set v = eit∂2(e−iaφ0u0), u = eiaφv,
φ0(x) =
x∫
−∞
∣∣u0(y)∣∣2 dy, φ(t, x) =
x∫
−∞
∣∣v(t, y)∣∣2 dy.
Here we remark that |u(t, x)| = |v(t, x)|, ‖u(t)‖ = ‖v(t)‖. Lemma 8.2 shows that v → u is
homeomorphic on C(R;Hθ(R)). Pick up a sequence {v(n)0 }∞n=1 ⊂ S (R) satisfying∥∥v(n)0 − e−iaφ0u0∥∥θ → 0 as n → ∞.
Set v(n) = eiy∂2v(n)0 , u(n) = eiaφ
(n)
v(n),
φ(n)(t, x) =
x∫
−∞
∣∣v(n)(t, y)∣∣2 dy, φ(n)0 (x) =
x∫
−∞
∣∣v(n)0 (y)∣∣2 dy.
Since v(n) ∈ C∞(R;S (R)), u(n) solves
u
(n)
t − iu(n)xx = 2a
(∣∣u(n)∣∣2)
x
u(n) + ia2∣∣u(n)∣∣4u(n),
u(n)(0, x) = eiaφ(n)0 (x)v(n)0 (x).
Obviously,
∥∥v(n)(t)− v(t)∥∥
θ
= ∥∥v(n)0 − e−iaφ0u0∥∥θ → 0 as n → ∞
for any t ∈ R. Using Lemma 8.2 again, we deduce that
∥∥u(n)(t)− u(t)∥∥
θ
→ 0 as n → ∞
for any t ∈ R, and that u is a solution to (59)–(60). The uniqueness of v implies the uniqueness
of u.
Analyticity. Fix arbitrary T > 0. We remark that the solution u is represented by u =
eiaφeit∂
2
(e−iaφ0u0). By using Theorem 8.1 and Lemma 8.2, we have∥∥〈x〉−α−2m∂mt ∂αv(t)∥∥ Mρα+2m|t |−α−2m(α + 2m)!s (66)θ
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‖u0‖ = ‖v0‖ ‖v0‖θ =
∥∥v(t)∥∥
θ
M.
First we shall show that for α + 2m 1 and t ∈ [−T ,T ] \ {0}∥∥〈x〉−α−2m∂mt ∂αφ(t)∥∥θ  CθM2(2ρ)α+2m−1|t |−α−2m+1(α + 2m)!s . (67)
When m = 0 and α  1,
∂αφ = ∂α−1|v|2 =
α−1∑
β=0
(α − 1)!
β!(α − β − 1)!∂
βv∂α−β−1v¯.
By using this formula and the fact that Hθ(R) is an algebra, we have
∥∥〈x〉−α∂αφ(t)∥∥
θ

α−1∑
β=0
(α − 1)!
β!(α − β − 1)!
∥∥〈x〉−α∂βv∂α−β−1v¯∥∥
θ
 Cθ
α−1∑
β=0
(α − 1)!
β!(α − β − 1)!
∥∥〈x〉−α+1∂βv∂α−β−1v¯∥∥
θ
 Cθ
α−1∑
β=0
(α − 1)!
β!(α − β − 1)!
∥∥〈x〉−β∂βv∥∥
θ
∥∥〈x〉−α+β+1∂α−β−1v¯∥∥
θ
 CθM2ρα−1|t |−α+1
α−1∑
β=0
(α − 1)!
β!(α − β − 1)!β!
s(α − β − 1)!s
 CθM2ρα−1|t |−α+1α!s
α−1∑
β=0
(α − 1)!
β!(α − β − 1)!
= CθM2(2ρ)α−1|t |−α+1α!s (68)
for α  1 and t ∈ R \ {0}. On the other hand, when m 1,
∂mt ∂
αφ = ∂m−1t ∂α
x∫
−∞
∂t |v|2 dy
= i∂m−1t ∂α
x∫
−∞
(vyy v¯ − vv¯yy) dy
= i∂m−1t ∂α(vxv¯ − vv¯x)
= 2 Im
m−1∑ α∑ (m− 1)!
l!(m− l − 1)!
α!
β!(α − β)!∂
l
t ∂
β+1v∂m−l−1t ∂α−β v¯.
l=0 β=0
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∥∥〈x〉−α−2m∂mt ∂αφ(t)∥∥θ
 2
m−1∑
l=0
α∑
β=0
(m− 1)!
l!(m− l − 1)!
α!
β!(α − β)!
∥∥〈x〉−α−2m∂lt ∂β+1v∂m−l−1t ∂α−β v¯∥∥θ
 2Cθ
m−1∑
l=0
α∑
β=0
(m− 1)!
l!(m− l − 1)!
α!
β!(α − β)!
∥∥〈x〉−α−2m+1∂lt ∂β+1v∂m−l−1t ∂α−β v¯∥∥θ
 2Cθ
m−1∑
l=0
α∑
β=0
(m− 1)!
l!(m− l − 1)!
α!
β!(α − β)!
× ∥∥〈x〉−β−2l−1∂lt ∂β+1v∥∥θ∥∥〈x〉−α+β−2m+2l+2∂m−l−1t ∂α−β v¯∥∥θ
 2CθM2ρα+2m−1|t |−α−2m+1
m−1∑
l=0
α∑
β=0
(m− 1)!
l!(m− l − 1)!
α!
β!(α − β)!
× (β + 1 + 2l)!s(α − β − 2m+ 2l − 2)!s
 2CθM2ρα+2m−1|t |−α−2m+1(α + 2m− 1)!s
m−1∑
l=0
α∑
β=0
(m− 1)!
l!(m− l − 1)!
α!
β!(α − β)!
= 2α+mCθM2ρα+2m−1|t |−α−2m+1(α + 2m− 1)!s
 CθM2(2ρ)α+2m−1|t |−α−2m+1(α + 2m− 1)!s (69)
for m 1 and t ∈ [−T ,T ] \ {0}. Combining (68) and (69), we obtain (67).
Set
A = M +
{
1 + T
2ρ
}
CθM
2.
If we replace 2ρ by ρ, we have
∥∥〈x〉−α−2m∂mt ∂αφ(t)∥∥θ Aρα+2m|t |−α−2mm!2sα!σ , (70)∥∥φ(t)∥∥Bθ+1/2 A (71)
for t ∈ [−T ,T ] \ {0} and α + 2m = 0. We compute the regularity of u. The Taylor series of the
exponential function gives
〈x〉−α−2m∂mt ∂αu = 〈x〉−α−2m∂mt ∂α
(
eiaφv
)
=
∞∑ (ia)k
k! 〈x〉
−α−2m∂mt ∂α
(
φku
)
k=0
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∞∑
k=0
(ia)k
k!
∑
m0+···+mk=m
α0+···+αk=α
m!
m0! · · ·mk!
α!
α0! · · ·αk!
× 〈x〉−α0−2m0∂m0t ∂α0v
k∏
j=1
〈x〉−αj−2mj ∂mjt ∂αj φ.
Applying Lemma 8.1 to v, (70) to φ for αj + 2mj = 0, and (71) to φ for αj + 2mj = 0, respec-
tively, we deduce
∥∥〈x〉−α−2m∂mt ∂αu(t)∥∥θ

∞∑
k=0
|a|k
k!
∑
m0+···+mk=m
α0+···+αk=α
m!
m0! · · ·mk!
α!
α0! · · ·αk!
×
∥∥∥∥∥〈x〉−α0−2m0∂m0t ∂α0v(t)
k∏
j=1
〈x〉−αj−2mj ∂mjt ∂αj φ(t)
∥∥∥∥∥
θ

∞∑
k=0
|a|k
k!
∑
m0+···+mk=m
α0+···+αk=α
m!
m0! · · ·mk!
α!
α0! · · ·αk!
×Ck+1θ Ak+1ρα+2m|t |−α+2m
k∏
j=0
α!σmj !2s
= CθAρα+2m|t |−α−2mα!σm!2s
∞∑
k=0
(Cθ |a|A)k
k!
×
∑
m0+···+mk=m
α0+···+αk=α
{
m!
m0! · · ·mk!
}1−2s{
α!
α0! · · ·αk!
}1−σ
 CθA(2ρ)α+2m|t |−α−2mα!σm!2s
∞∑
k=0
(Cθ |a|A)k
k!
∑
m0+···+mk=m
α0+···+αk=α
2−α−m
 CθA(2ρ)α+2m|t |−α−2mα!σm!2s
∞∑
k=0
(Cθ |a|A)k
k!
{ ∞∑
p=0
2−p
}2k+2
 4CθA(2ρ)α+2m|t |−α−2mα!σm!2s
∞∑
k=0
(4Cθ |a|A)k
k!
= (4CθA exp(4Cθ |a|A))(2ρ)α+2m|t |−α2−mα!σm!2s ,
which is desired. This completes the proof. 
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