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Zusammenfassung
UniTree wurde im Juli 1993 in der Version fu¨r AIX auf einer RS/6000 zusammen
mit einem EXABYTE Roboter (EXB–120 CHS) auf Funktion, Leistungsfa¨higkeit und
Zuverla¨ssigkeit untersucht. Bei der Software handelt es sich um die AIX-Portierung
von UniTree durch die Firma ACSC, die in Deutschland von M+S Elektronik vertrieben
wird.
Die Untersuchungen haben ergeben, daß die Software ohne Fehler arbeitet und die
zugesagten Funktionen erfu¨llt. UniTree fehlen jedoch wesentliche Administrator-
und Recovery-Funktionen. UniTree ist nicht robust gegenu¨ber Bandfehlern. Da
der Zugriff zu UniTree-Daten u¨ber NFS oder FTP erfolgt, schra¨nken alle Schwa¨-
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UniTree ist ein System zur Datenverwaltung in einer verteilten Computerumgebung.
UniTree kann große Datenmengen bei einem zentralen Fileserver verwalten, indem es
diese in einem hierarchischen Filesystem abspeichert.
Als ein hierarchisches Filesystem verwaltet UniTree mehrere Speicherstufen, in der
derzeitigen Implementierung zwei. Die erste Speicherstufe bilden Magnetplatten, die als
Cache dienen. Alle unter UniTree erzeugten Dateien werden in diesem Cache angelegt.
Nach einer vom Systemadministrator definierten Zeitspanne werden diese Dateien in die
zweite Speicherstufe kopiert, welche aus Magnetba¨ndern oder optischen Platten bestehen
kann. Bei diesem Test wurde als zweite Stufe ein EXABYTE EXB-120 Cartridge
Handling Subsystem verwendet. Nachdem eine Datei in die zweite Stufe kopiert wurde,
kann sie im Cache gelo¨scht werden. Dies geschieht jedoch erst, wenn der Platz im
Cache von anderen Dateien beno¨tigt wird. Sobald eine Datei wieder angesprochen wird,
wird sie vom Magentband in den Cache kopiert, falls sie nicht dort noch vorhanden
ist. Jeder Dateizugriff geschieht nur im Cache. Sollte eine Datei vera¨ndert werden,
wird eine neue Kopie in der zweiten Speicherstufe angefertigt, die vorige Kopie ist dann
nicht mehr zugreifbar. Wenn eine Datei gelo¨scht wird, besteht durch Einrichtung einer
“Trash Can” die Mo¨glichkeit, das sofortige Lo¨schen zu verhindern. Die Datei wird
stattdessen in das “Trash can” Verzeichnis aufgenommen, von wo sie nach einer vorher
definierten Zeit (z. B. 24 Stunden) gelo¨scht wird. Wa¨hrend dieser Zeitspanne kann der
Benutzer die Datei wiederherstellen, indem er sie in ein anderes Verzeichnis kopiert.
Aus Sicherheitsgru¨nden ko¨nnen in der zweiten Stufe mehrere Kopien auf verschiedenen
Ba¨ndern angefertigt werden.
Der Benutzer kann auf das UniTree System u¨ber Network File System (NFS) oder File
Transfer Protocol (FTP) zugreifen, es gibt keinen eigenen UniTree Client.
1.2 EXB-120 Cartridge Handling Subsystem
Das EXABYTE EXB-120 Cartridge Handling Subsystem (CHS) ist ein Robotersystem
welches EXABYTE Bandkassetten verwaltet und diese automatisch in eingebauten EXA-
BYTE Laufwerken montiert.
Das EXB-120 CHS kann bis zu 116 8mm Datenkassetten und 1 bis 4 Bandlaufwerke
vom Type EXABYTE EXB-8500 Cartridge Tape Subsystem (CTS) enthalten. Mit diesen
Laufwerken ko¨nnen bis zu 5 GByte an Daten auf jede Kassette geschrieben werden, so





Die Installation der UniTree Software war sehr einfach. Mit dem AIX Tool smit wurde
die UniTree Version 1.1 von Disketten aus installiert. Die gesamte Installation (Version
1.0, EXABYTE Treiber, Upgrade auf Version 1.1, Performance Patch) dauerte etwa eine
Stunde. Es traten keine Probleme auf. Anschließend wurden 20 EXABYTE Kassetten
fu¨r UniTree initialisiert, dies dauerte etwa 20 Minuten. Mit der UniTree Konfiguration,
fu¨r die etwa 30 Minuten beno¨tigt wurden, war die Installation abgeschlossen. UniTree
ließ sich problemlos starten und konnte sofort benutzt werden.
2.2 AIX Abha¨nigkeiten
UniTree wurde auf einem IBM RISC System/6000 Mod. 32H mit 16 MB Hauptspeicher
und zwei Laufwerken mit je 304 MB installiert. Die Betriebssystemversion war AIX
3.2.*. UniTree ließ sich problemlos installieren und hatte keinerlei Probleme mit dieser
Konfiguration.
Wenn UniTree gestartet ist, muß der UniTree NFS Server ebenfalls gestartet sein. Dieser
benutzt die default NFS Port Nummer, so daß der AIX NFS Server nicht mehr laufen
kann. Da mit einem NFS Server keine zwei verschiedenen logischen Filesysteme
verwaltet werden ko¨nnen, und sowohl das standard AIX Filesystem als auch das UniTree
Filesystem logische Filesysteme sind, kann kein Teil des AIX Filesystems u¨ber NFS
exportiert werden.
Der UniTree FTP Daemon kann mit einer anderen Port Nummer als der AIX FTP Daemon
gestartet werden, so daß u¨ber FTP auf beide logischen Filesysteme zugegriffen werden
kann, wenn der entsprechende Port angeben wird (ftp hostname port).
2.3 Benutzereinrichtung
Damit Benutzer mit FTP auf ihre Daten unter UniTree zugreifen ko¨nnen, mu¨ssen Sie
vorher dem UniTree System bekannt gemacht werden. Gleichzeitig wird damit das “Trash
Can” Verzeichnis eingerichtet. Wenn Benutzer nur u¨ber NFS auf UniTree zugreifen
wollen, ist die Einrichtung einer UniTree Benutzernummer nicht unbedingt notwendig,
es gibt dann allerdings auch kein ”Trash Can” Verzeichnis zum verzo¨gerten Lo¨schen.
Benutzer ko¨nnen entweder mit dem AIX Tool smit oder durch Editieren der Datei
“/usr/lpp/UniTree/etc/adduser” und anschließendem Aufruf der UniTree Prozedur unsau
eingerichtet werden. Die Benutzerkennungen mu¨ssen vorher schon im AIX eingerichtet
worden sein. Es mu¨ssen dann der login Name, die UID, die GID und das Home-
Directory von AIX u¨bernommen werden. Unter UniTree wird dann ein Home-Directory
im UniTree Filesystem eingerichtet. Damit hat der Benutzer auf dem UniTree Server
zwei gleichnamige Home-Directories, eins im AIX Filesystem und eins im UniTree
Filesystem. Jeder UniTree Benutzer muß also auch eine AIX Benutzerkennung auf dem
UniTree Server erhalten. Er erha¨lt damit einen AIX login Namen und ein dazugeho¨riges
AIX Password, mit denen er mit FTP auf seine UniTree Daten zugreifen kann. Unter
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NFS kann er mit der im AIX eingetragenen numerischen UID auf seine Daten zugreifen,





Es gibt keine spezielle Client-Software fu¨r UniTree, sondern UniTree benutzt die bei
fast allen Systemen verfu¨gbaren Komponenten Network File System (NFS) und File
Transfer Protocol (FTP). Dies hat den Vorteil, daß ein Client UniTree benutzen kann,
ohne vorher irgendwelche zusa¨tzliche Software installieren zu mu¨ssen, hat allerdings auch
den Nachteil, daß die Schwa¨chen von NFS und FTP in Kauf genommen werden mu¨ssen.
Als Zusatz zu den normalen UNIX Filesystemmo¨glichkeiten gibt es eine sogenannte
“Trash Can”. Damit kann das Lo¨schen von Dateien verzo¨gert erfolgen, so daß bei
versehentlichem Lo¨schen die Datei innerhalb einer gewissen Zeitspanne wiederhergestellt
werden kann.
3.2 Lokaler Zugang
Ein lokaler Zugriff, also ein Zugriff von Benutzerprozessen, die auf dem UniTree Server
laufen, zu UniTree-Daten ist ebenfalls nur u¨ber NFS oder FTP mo¨glich. Dies bedeutet
einen erho¨hten Aufwand und damit verringerte Zugriffsgeschwindigkeiten auch fu¨r auf
dem UniTree Server laufende Anwendungen.
3.3 FTP Zugang
Damit ein Benutzer auf UniTree Daten mittels FTP zugreifen kann, muß dieser Benutzer
auf dem UniTree Server eine Benutzernummer und ein dazugeho¨riges Paßwort erhalten.
Mit dieser Benutzernummer kann er sich dann von jedem System bei dem UniTree Server
einwa¨hlen und mit FTP-Kommandos auf seine Dateien zugreifen bzw. neue Dateien
erstellen. Um Zugriff auf die Datei zu erhalten, muß stets die gesamte Datei u¨bertragen
werden.
Der Benutzer kann alle FTP-Kommandos verwenden, um seine Dateien unter UniTree
zu verwalten. Zusa¨tzlich bietet der UniTree FTP Server einige spezielle Befehle, die
die Besonderheiten von UniTree abdecken. So ko¨nnen die “Trash Can” Parameter und
die Anzahl der Kopien u¨ber FTP vom Benutzer gea¨ndert werden. Desweiteren kann er
die Sicherheitsparameter (owner, group, permissions) einer Datei a¨ndern und mit den
Befehlen stage und wait die mehrstufige Speicherung beru¨cksichtigen. Mit dem dir
Befehl erha¨lt der Benutzer auch daru¨ber Auskunft, auf welcher Speicherstufe (disk oder
archive) sich seine Datei augenblicklich befindet.
3.4 NFS Zugang
Eine weitere Zugangsmo¨glichkeit bietet NFS. Das gesamte UniTree Filesystem oder Teile
davon ko¨nnen vom UniTree Server exportiert werden und dann bei einem berechtigten
NFS-Client gemountet werden. Das UniTree Filesystem stehet dann den Benutzern dieses
Clienten wie ein lokales Filesystem zur Verfu¨gung.
Der UniTree NFS Server nimmt keinerlei Abbildung der numerischen UserIDentification
(UID) und der GroupIDentification (GID) vor, so daß der Benutzer mit der Client-UID
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und Client-GID auf seine Dateien zugreift. Sollten diese nicht den IDs entsprechen, die
beim UniTree Server eingetragen sind (also hier die der Rechenzentrums Konvention),
kann er nicht auf seine Dateien im UniTree zugreifen. Es besteht jedoch bei entspre-
chenden Export Parametern die Mo¨glichkeit, daß der Systemverwalter des Clients seinen
Benutzern in einem gemounteten Teilbaum des UniTree Filesystems eigene Directories
einrichtet. Die Benutzer ko¨nnen dann mit diesem Filesystem wie mit einem lokalen
Filesystem arbeiten. Sie ko¨nnen dann jedoch nicht u¨ber FTP beim UniTree Server auf
diese Dateien zugreifen.
Da der standard NFS Client verwendet wird, ko¨nnen keine Erweiterungen genutzt wer-
den, die auf die mehrstufige Speicherung eingehen. So kann der Benutzer u¨ber NFS nicht
feststellen, in welcher Speicherstufe sich seine Datei im Augenblick befindet. Desweite-
ren kann es, jenachdem wie das UniTree Filesystem gemountet wurde, Schwierigkeiten
beim Zugriff auf die auf Band ausgelagerten Dateien geben, da die Anfangszugriffszeit
sehr lang sein kann und sogenannte “time outs” auftreten.
3.5 Vergleich FTP — NFS
Aus Benutzersicht hat NFS viele Vorteile. Der wichtigste ist, daß es fu¨r den Benutzer so
aussieht, als ob alle Dateien lokal vorhanden wa¨ren und er deshalb in seiner vertrauten
Umgebung (bekannte Kommandos) arbeiten kann. Er muß allerdings Abstriche an der
Performance, der Sicherheit und, wenn seine UID und GID nicht der des UniTree Servers
entsprechen, an der globalen Verfu¨gbarkeit seiner Daten machen.
Beim Zugriff u¨ber FTP ist eine ho¨here Geschwindigkeit zu erreichen, als u¨ber NFS,
da die Datei komplett u¨bertragen wird, und deshalb gro¨ßere Blo¨cke u¨bertragen werden
ko¨nnen (siehe Abb. 1).
Wenn nur u¨ber FTP auf die UniTree Dateien zugegriffen wird, ist die Sicherheit gegen
unberechtigtem Zugriff gro¨ßer, da nur derjenige, der die Kombination von UniTree Login
Name und Paßwort kennt, auf die Dateien zugreifen kann, wohingegen beim Zugriff
u¨ber NFS zumindest der Systemadministrator des Client-Systems auch auf diese Dateien
zugreifen kann.
Sollten die UID und die GID auf dem Client System nicht der UID und der GID auf
dem UniTree Server entsprechen, ist der Zugang u¨ber NFS zwar eventuell mo¨glich,aber
auf diese per NFS erzeugten Daten kann dann nicht u¨ber FTP zugegriffen werden.
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Konfigurationsa¨nderungen werden mit dem AIX Tool smit vorgenommen. Nach der
¨Anderung mu¨ssen die davon betroffenen Serverprozesse neu gestartet werden. Bei
¨Anderungen, die die Bandkonfiguration betreffen, muß der Systemadministrator sicher-
stellen, daß zum Zeitpunkt der ¨Anderung keine Bandaktivita¨ten stattfinden, da sonst
Fehler auftreten, und der Benutzer eventuell I/O Fehler erha¨lt bzw. wenn gerade Ba¨nder
beschrieben werden, der Rest des Bandes nicht mehr nutzbar ist. Dies wird leider nicht
automatisch u¨berpru¨ft, und es gibt auch keine Mo¨glichkeit, Bandaktivita¨ten zu verhin-
dern bzw. zu beenden.
4.2 Benutzerverwaltung
UniTree Benutzer mu¨ssen, wenn sie u¨ber FTP auf ihre Daten zugreifen wollen, ein-
getragene AIX Benutzer sein. Die Eintragung erfolgt entweder u¨ber die AIX SMIT
Schnittstelle oder durch ¨Anderung spezieller Dateien. Zu Beachten ist, das als HOME
Filesystem im UniTree der gleiche Name verwendet werden muß wie im AIX. Dies ist
notwendig, damit per FTP zum HOME Filesystem verzweigt werden kann.
UniTree bietet keine Mo¨glichkeit der Abbildung von numerischen Userids. Es muß
deshalb eine homogene Benutzerkennung vorhanden sein.
Desweiteren ist es nicht mo¨glich, den von einzelnen Benutzern belegten Platz zu kon-
tingentieren. Dies ist aber unbedingt notwendig, da sonst einzelne Benutzer das System
mit ihren Daten u¨berma¨ßig belegen ko¨nnen und andere Benutzer dann keinen Platz mehr
vorfinden.
4.3 Verwaltung der Kopien
UniTree bietet die Mo¨glichkeit, mehrere Kopien einer Datei auf Band zu schreiben. Jede
Kopie wird selbstversta¨ndlich auf ein anderes Band geschrieben. Normalerweise wird
nur die erste Kopie beim Lesen verwendet. Durch (evtl. mehrmaligen) Aufruf des
Administrator-Befehls swapback wird auf die jeweils na¨chste Kopie umgeschaltet, es
erfolgt keine automatische Umschaltung. Solange kein Bandfehler auftritt ko¨nnten also
die Ba¨nder mit den weiteren Kopien aus dem Roboter entfernt werden und an sicherer
Stelle aufbewahrt werden. Es gibt jedoch keine Mo¨glichkeit, festzustellen, welche Ba¨nder
die Mehrfachkopien enthalten, so daß diese Ba¨nder im Roboter verbleiben mu¨ssen. Dies
ist aus Datenschutzgru¨nden (Desaster Recovery) und Platzgru¨nden (Verringerung der
Roboterkapazita¨t) untragbar.
4.4 Bandkompaktierung
Im Laufe der Zeit werden Dateien unter UniTree gelo¨scht bzw. gea¨ndert.. Dadurch wird
der Belegungsgrad der Ba¨nder mit aktiven Dateien immer geringer. Es gibt jedoch keine
Mo¨glichkeit, mehrere nur noch wenig belegte Ba¨nder zu einem Band zusammenzufassen.
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Ein Band kann nur dann wiederverwendet werden, wenn es vollsta¨ndig leer ist. Es gibt
auch keine Mo¨glichkeit, festzustellen, welche Dateien noch auf einem Band sind, um
diese eventuell manuell umzukopieren. Es ist daher zu erwarten, daß nach einiger Zeit
nicht mehr die volle Kapazita¨t des Roboters zur Verfu¨gung steht. Im Extremfall kann
die gesamte Kapazita¨t durch 116 kleine Dateien (pro Band eine) erscho¨pft sein. Eine
Mo¨glichkeit zur Bandkompaktierung ist unbedingt notwendig.
4.5 Reinigung der Laufwerke
Nachdem ca. 200 GByte an Daten von den 4 EXABYTE Laufwerken verarbeitet wurden,
sind diese mit einer Reinigungskassette gereinigt worden. Es wa¨re wu¨nschenswert, wenn
UniTree diese Reinigung automatisch vornehmen wu¨rde, sobald die in der Spezifikation
der Laufwerke angegebenen Kriterien erfu¨llt sind. Fu¨r den Systemadministrator besteht
keine Mo¨glichkeit zu erkennen, wann diese Kriterien erfu¨llt sind. Er muß deshalb nach
Gefu¨hl die Reinigung durchfu¨hren oder abwarten, bis wegen aufgetretener Fehler eine
Reinigung notwendig erscheint.
4.6 Sicherung der UniTree Datenbanken
Alle UniTree Datenbanken (Name-Server und Tape-Server) werden in zwei Kopien (mir-
ror) gehalten, die auf verschiedenen Platten liegen sollten. Sollte eine der beiden Ko-
pien ausfallen, muß diese Kopie mit Hilfe der anderen Kopie manuell wiederhergestellt
werden. Sollten beide Kopien defekt sein, muß die Datenbank von Sicherungskopien
wiederhergestellt werden. Sicherungskopien der Name-Server-Datenbank mu¨ssen ma-
nuell erstellt werden (mit cp oder dd). Es wird kein Datenbanklog mitgefu¨hrt, so daß
alle ¨Anderungen nach der Sicherung verloren sind. Sicherungskopien der Tape-Server-
Datenbank werden mit Hilfe des UniTree Kommandos backup auf speziell gelabelte
EXABYTE Kassetten (BCK000 bis BCK003) erstellt. Auch hier wird kein Datenbanklog
mitgefu¨hrt, jedoch wird nach einer bestimmten Anzahl von Datenbanka¨nderungen (nicht
konfigurierbar) automatisch eine Zwischensicherung durchgefu¨hrt.
Diese Sicherungsmethoden sind vo¨llig unzureichend. Notwendig wa¨ren
• automatische Umschaltung auf die zweite (mirror) Kopie,
• regelma¨ßige automatische inkremetelle Sicherung sowohl der Name-Server-
Datenbank als auch der Tape-Server-Datenbank und
• Mitfu¨hren von Datenbankprotokollen, um mit der inkrementellen Sicherung und dem
Datenbankprotokoll jederzeit den aktuellen Datenbankstand wiederherzustellen.
4.7 Beenden von UniTree
Es gibt keine Prozedur, die ein geregeltes Beenden von UniTree ermo¨glicht. Es besteht
nur die Mo¨glichkeit, alle UniTree Prozesse zu beenden (kill). Sollten zu diesem Zeitpunkt
gerade Ba¨nder beschrieben werden, tritt beim weiteren Beschreiben nach dem erneuten
Start ein Schreibfehler auf und das Band wird als voll angesehen und kann dann nicht
weiter beschrieben werden. Dadurch wird die Kapazita¨t stark verringert (durchschnittli-
cher Verlust pro Band 2,5 GByte !). Sollten gerade Ba¨nder gelesen werden, kann dies
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nicht zu Ende gefu¨hrt werden und der Benutzer bekommt einen I/O Fehler. Es besteht




Wa¨hrend der Testzeit (4 Wochen) lief die UniTree Software stabil und zuverla¨ssig.
Es wurden insgesamt 350 GByte an Daten erzeugt und zum großen Teil auch wieder
gelesen und kopiert. Es sind keine Daten verloren gegangen. Außer den zu Testzwecken
provozierten Fehlern traten keine Fehler auf. Nach den Testfehlern war jedoch o¨fters
ein manueller Eingriff notwendig bzw. es traten Folgefehler auf. Insbesondere bei der




6 UniTree Error Recovery
6.1 Bandfehler
Um das Verhalten von UniTree bei einem Bandfehler zu testen, wurde ein aktives UniTree
Band durch ein leeres Band ersetzt. Sobald eine Datei angesprochen wurde, deren prima¨re
Migrationskopie auf diesem Band war, wurde das leere Band gemounted. UniTree
merkte zwar, daß das Band nicht zu lesen war, es wurde jedoch keine automatische
Fehlerkorrektur (Benutzung der zweiten Kopie dieser Datei, im Bandkatalog das Band als
unbrauchbar vermerken) vorgenommen. Der Benutzerprozeß, der auf die Daten zugreifen
wollte, ließ sich nicht mehr aus dem System entfernen.
Auf Dateien, die sich auf dem defekten Band befanden, konnte erst zugegriffen werden,
nachdem durch den Adminstratorbefehl swapback auf die zweite Kopie umgeschaltet
und UniTree neu gestarted wurde. Es gibt keine Mo¨glichkeit, alle vom Bandfehler
betroffenen Dateien festzustellen und dann auf die vorhandene Kopie umzuschalten. Dies
ist jedoch eine unbedingt notwendige Funktion, um einen reibungslosen Betrieb auch bei
Bandfehlern zu gewa¨hrleisten, insbesondere wegen der hohen Kapazita¨t einer EXABYTE
Kassette, auf der sich mehrere tausend Dateien befinden ko¨nnen.
Auch nachdem per Administratorbefehl setblk tape  1 das Band fu¨r UniTree als nicht
mehr verfu¨gbar gekennzeichnet wurde, versuchte UniTree weiter auf dieses Band zuzu-
greifen, ebenso nachdem mit setblk tape 0 das Band als leer gekennzeichnet wurde. Mit
dem fehlerhaften Band war kein geordneter Betrieb mehr mo¨glich, da immer wieder auf
Dateien, die sich auf diesem Band befanden zugegriffen wurde.
Als na¨chstes wurde das gerade aktuelle Migrations-Band durch ein leeres Band ersetzt.
UniTree bemerkte das fehlerhafte Band und stellte daraufhin die Migration ein, anstatt
ein neues Migrations-Band zu benutzen.
Als weiterer Test wurde das gerade aktuelle Migrations-Band mit einem neuen (gleichen)
Label versehen. Auch hier bemerkte UniTree, daß nicht zu dem aktuellen Block
vorgespult werden konnte. In diesem Fall wurde mit der Migration auf ein neues Band
begonnen.
Zusammenfassend kann gesagt werden, daß UniTree Fehler, die beim Schreiben eines
Bandes vorkommen, erkennt und daraufhin mit einem neuen Band beginnt, daß aber
bei Verlust oder Defekt eines kompletten Bandes, ein geordneter UniTree Betrieb nicht
mehr mo¨glich ist. Dazu mu¨ssen noch unbedingt die entsprechenden Werkzeuge (welche
Dateien befinden sich auf einem Band und automatischer Wechsel zur na¨chsten Kopie)
zur Verfu¨gung gestellt werden.
6.2 Systemzusammenbruch
Um das Verhalten von UniTree nach einem Systemzusammenbruch zu testen, wurdedie
System Reset Taste gedru¨ckt, wa¨hrend UniTree aktiv war (auch Bandaktivita¨ten). Nach
dem System Start nahm UniTree den Betrieb wieder auf, es verblieb jedoch ein Band
im Laufwerk, so daß ein manueller Eingriff notwendig wurde. Wenn zum Zeitpunkt
des Zusammenbruchs gerade ein Band beschrieben wurde, wird nach dem Restart beim
weiteren Beschreiben dieses Bandes ein Schreibfehler festgestellt und das Band wird all
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voll angesehen (dieses Verhalten tritt auch beim Beenden von UniTree auf, wenn dann
gerade ein Band beschrieben wird). Damit kann der Vorrat an leeren Ba¨ndern sehr schnell
zu Ende gehen. Dies ist umso schlimmer, da keine Mo¨glichkeit besteht, fast leere Ba¨nder




Bei den Performance Untersuchungen sind zwei Aspekte wichtig,
• die interne UniTree Performance, das heißt, wie schnell kann UniTree die Daten auf
Band migrieren und zuru¨ckholen
• die externe UniTree Performance, das heißt, wie schnell kann der Benutzer auf seine
Daten zugreifen, wenn sie sich im UniTree Cache befinden.
7.1 interne Performance
Nachdem eine Datei im Cache angekommen ist, wird diese von UniTree ein oder
mehrmals auf Band kopiert (migriert). Sobald alle Kopien erzeugt wurden, kann die
Datei, wenn der Platz von anderen Dateien beno¨tigt wird, aus dem Cache gelo¨scht werden.
Es gibt drei Parameter die den Zeitpunkt der Migration bestimmen.
• Alter der Datei
Dieser Parameter gibt an, wie alt eine Datei sein muß, bevor sie migriert werden
kann. Der Parameter darf nicht zu klein gewa¨hlt werden, da sonst die Mo¨glichkeit
besteht, daß bei ku¨rzeren Netzwerkausfa¨llen u¨ber NFS erzeugte Dateien migriert
werden, bevor sie vollsta¨ndig im UniTree angekommen sind. Die Datei muß dann
nochmals migriert werden, wenn auch der letzte Teil der Daten angekommen ist.
• Anzahl der Dateien im Cache
Dieser Parameter gibt an, wieviele zu migrierende Dateien im Cache sein mu¨ssen,
damit eine Migration beginnt.
• Maximale Zeit zwischen der Migration
Dieser Parameter gibt an, nach welchem Zeitintervall, nachdem eine Datei angelegt
oder gea¨ndert wurde, eine Migration auf jeden Fall stattfindet.
Diese Parameter mu¨ssen entsprechend der Cache-Gro¨ße und dem Benutzerverhalten
gesetzt werden.
Sobald UniTree feststellt, daß eine Migration notwendig ist, werden alle Dateien, die
auf Grund ihres Alters migriert werden ko¨nnen, migriert. Erst wenn diese Migration
(eventuell mehrere Kopien) beendet ist, kann eome neue Migration starten. Vorher wird
jedoch das Band entladen und muß neu geladen und vorgespult werden. Von UniTree
wir nur ein Ausgabeband fu¨r jede Kopie vorgehalten, so daß keine parallele Migration
stattfinden kann. Sobald eine Kopie einer zu migrierenden Datei fertig ist, wird mit der
na¨chsten Kopie dieser Datei begonnen, so daß auch Kopien nicht parallel erstellt werden
(Abbildung 2).
Dies hat zur Folge, daß UniTree maximal mit der Geschwindigkeit eines EXABYTE
Laufwerkes Dateien migrieren kann. Es du¨rfen im Durchschnitt nicht mehr Daten erzeugt
bzw. gea¨ndert werden als migriert werden ko¨nnen, da sonst der Cache unweigerlich
u¨berla¨uft, d. h. es du¨rfen nicht mehr als 20 GByte Daten pro Tag erzeugt oder gea¨ndert
werden (250 KB/sec * 86400 sec). Spitzen mu¨ssen vom Cache abgefangen werden, der
entsprechend groß sein sollte.
Beim Zuru¨ckladen in den Cache ko¨nnen alle verfu¨gbaren Laufwerke genutzt werden,
wenn sich die Daten auf verschiedenen Ba¨ndern befinden. Die Ru¨ckholgeschwindigkeit
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Abb. 2: Migration bei mehreren Kopien
ha¨ngt natu¨rlich von der EXB-120 CHS Performance ab. Sie betra¨gt ca. 500 KB/sec
pro Laufwerk, maximal jedoch 850 KB/sec bei Verwendung aller vier Laufwerke.
Hinzu kommen die nicht unerheblichen Lade und Vorspulzeiten (siehe EXB-120 CHS
Performance). Diese sind jedoch in Anbetracht der großen Kapazita¨t einer Kassette
hinnehmbar. Im Vergleich mit anderen Speichersystemen (HSM unter MVS und DMF
unter UNICOS) sind die Recall-Zeiten nicht wesentlich schlechter (siehe Abbildung 3)
7.2 externe Performance
Die externe Performance wird bestimmt durch die mo¨glichen Zugriffsmethoden FTP und
NFS. Sobald die Datei im Cache verfu¨gbar ist, kann der Benutzer auf die Daten zugreifen.
Dabei sind die Zugriffszeiten, wie aus Abbildung 4 fu¨r NFS und Abbildung 5 fu¨r FTP
ersichtlich, zwar etwas langsamer als die Zugriffszeiten auf AIX-interne Dateien (AIX-
NFS und AIX-FTP), ko¨nnen sich jedoch im Vergleich mit den anderen Speichersystemen
(UNICOS und MVS) durchaus sehen lassen.
Die lokalen Zugriffszeiten, also der Zugriff auf eine UniTree Datei durch auf dem
UniTree Server laufende Benutzerprozesse, sind sehr langsam. Hier ist die RS/6000 320H
deutlich u¨berfordert, da ja sowohl der NFS-Server als auch der NFS-Client gleichzeitig
benutzt werden. Jedoch ist die Performance fu¨r lokale Anwendungen im Normalfall von
untergeordneter Bedeutung, da neben dem UniTree Server keine weiteren Anwendungen
auf dem System laufen sollten. (Bei Verwendung des UniTree Systems als EXABYTE
Server ist diese jedoch wichtig!)
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Abb. 3: Recall einer 10 MB Datei
Abb. 4: NFS Performance
UniTree Performance 19
Abb. 5: FTP Performance
20 UniTree
8 EXB–120 Cartridge Handling Subsystem
8.1 EXB-120 CHS Stabilita¨t
Wa¨hrend der Testzeit traten keine Fehler auf. Alle Laufwerke und der Robotermechanis-
mus arbeiteten einwandfrei. Es gab keine Probleme, ein auf einem Laufwerk beschrie-
benes Band auf einem anderen Laufwerk zu lesen. Nachdem 100 GByte an Daten auf
Band geschrieben wurden und etwa ebensoviele Daten von Band gelesen wurden, sind
alle 4 Laufwerke gereinigt worden (Reinigungskassette). Es waren jedoch noch keine
Schreib- oder Lesefehler aufgetreten, die eine Reinigung notwendig gemacht ha¨tten.
8.2 EXB–120 CHS Performance
Wie aus Abbildung 6 ersichtlich, ist die Schreib- und Lesegeschwindigkeit auf eine
EXABYTE Kassette, die sich im EXB–120 CHS Kassettenroboter befindet von drei
Faktoren abha¨ngig. Da ist als erstes die Zeit, die vom Roboter beno¨tigt wird, eine Kassette
zum Laufwerk zu transportieren und dort einzulegen. Einschließlich der anschließenden
Verifizierung des Labels dauert dieser Vorgang, wenn der Roboter frei ist, 1.5 Minuten.
Anschließend muß dann zum Anfang der Datei vorgespult werden, was bis zu 2.5 Minuten
dauern kann, wenn sich die Datei am Ende der Kassette befindet. Gelesen werden die
Daten dann mit einer Geschwindigkeit von 400 bis 600 KB/sec, geschrieben mit 200
bis 300 KB/sec. Bei direkter Verwendung der EXABYTE-Laufwerke (ohne UniTree)
ist eine ho¨here Geschwindigkeit zu erreichen (Schreiben bis 500 KB/sec und Lesen bis
700 KB/sec).
Abb. 6: EXB 120 Bearbeitungszeiten
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Bei gleichzeitiger Benutzung mehrerer Laufwerke nimmt die erreichbare Geschwindigkeit
pro Laufwerk ab (Abbildung 7 fu¨r Schreiben und Abbildung 8 fu¨r Lesen). Insgesamt
ko¨nnen bei einer Ausnutzung aller vier Laufwerke etwa 700 KB/sec geschrieben und
850 KB/sec gelesen werden.
Abb. 7: Schreiben auf mehreren Laufwerken
Abb. 8: Lesen von mehreren Laufwerken
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8.3 EXB-120 CHS Roboterbefehle
Mit UniTree werden Kommandos ausgeliefert, die es ermo¨glichen das EXB-120 CHS zu
steuern. So ist es mo¨glich, Kassetten u¨ber den Entry/Exit-Port in das System einzugeben,
diese dort abzustellen, zu den Laufwerken zu transportieren, wieder zuru¨ckzustellen und
dann u¨ber den Entry/Exit-Port wieder auszugeben. Diese Funktionen ko¨nnten, nach
Schaffung der entsprechenden Oberfla¨che dazu benutzt werden, Dateien aus dem UniTree
System auf private EXABYTE Kassetten zu kopieren.




Wa¨hrend des gesamten Testes lief das EXB-120 CHS problemlos und ohne Fehler. Die zu
erreichende Performance ist ausreichend und dem Preis der Laufwerke angemessen. Das
EXB-120 CHS bietet auf wenig Raum zu gu¨nstigem Preis eine große Speicherkapazita¨t.
Wegen der Performance scheint dieses Gera¨t hauptsa¨chlich fu¨r die Archivierung großer
Datenmengen geeignet zu sein.
9.2 UniTree
Die dem UniTree zugrunde liegende Funktion, ein hierarchisches Speichersystem, wird
erfu¨llt. Die Software la¨uft fehlerfrei und stabil, solange keine externen Fehler (Band-
fehler) auftreten. Sollten jedoch Bandfehler auftreten ist der Systemadministrator mit
der vorliegenden Version (UniTree 1.1) nicht in der Lage, angemessen auf diese Fehler
zu reagieren. Sollte im Extremfall eine Kassette mit tausenden von Dateien unbrauch-
bar werden, ist das komplette UniTree System unbrauchbar. Hier mu¨ssen vor einem
Produktionseinsatz noch unbedingt Verbesserungen stattfinden.
Die Zugangsmo¨glichkeiten fu¨r die Benutzer (NFS und FTP) haben den Vorteil, daß sie auf
nahezu jedem System vorhanden sind, und daher auf UniTree von all diesen Systemen
zugegriffen werden kann.
Der NFS Zugang hat jedoch Probleme mit der Sicherheit und der Abbildung heterogener
Benutzerkennungen, so daß ein KFA-weiter Einsatz als zentraler Fileserver schon aus
diesem Grund nicht mo¨glich ist. Die fehlende Mo¨glichkeit der Platzkontingentierung ist
ein weiterer Hinderungsgrund. Mit NFS Zugang kann UniTree nur in einer kontrollierten
Umgebung mit einheitlicher Benutzeradministration eingesetzt werden, sozusagen als
virtuelles Filesystem fu¨r spezielle Rechner. In dieser Betriebsart hat UniTree den Vorteil
gegenu¨ber anderen Lo¨sungen, daß Wartungszeiten synchronisert werden ko¨nnen.
Bei ausschließlicher Benutzung des FTP Zugangs entfallen die Sicherheitsprobleme.
Jedoch ist UniTree dann mehr ein Archivierungssystem, in dem große Datenmengen
(Anzahl und Umfang der Dateien) archiviert werden ko¨nnen. Dem Vorteil, daß man dann
von nahzu jedem System auf die Daten zugreifen kann, steht als Nachteil gegenu¨ber, daß
es keine Mo¨glichkeiten gibt, zusa¨tzlich zu dem Dateinamen noch weitere Informationen




Stabilita¨t + + +
Perfomance +
UniTree
Installation + + +
Benutzerschnittstelle +
Stabilita¨t + + +
Robustheit - -
Sicherheit gegen unberechtigten Zugriff -
Sicherheit gegen Datenverlust + +
Administration - - -
Sicherung der Datenbanken - -
Zuordnung Band  ! Datei - - -
Verwaltung der Ba¨nder mit den Kopien -
Benutzerkontingentierung - - -
Geregeltes Herunterfahren von UniTree - -
Bandkompaktierung - - -
Reinigung der EXABYTE Laufwerke - -
Performance +
+ + + sehr gut
- - - unzureichend
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10 Einsatzmo¨glichkeiten
Ein Einsatz in einer Produktionsumgebung ist erst dann mo¨glich, wenn die fehlenden
Administrator-Funktionen zu Verfu¨gung stehen.
Wegen der Sicherheitsprobleme mit dem NFS Zugang kann UniTree auch dann nicht als
zentraler Fileserver eingesetzt werden.
In der KFA ko¨nnte UniTree als virtuelles Filesystem fu¨r dedizierte Systeme wie z.B.
Paragon oder das zentrale AIX eingesetzt werden. Der NFS Zugang ist in dieser
Konfiguration sicher, da die gleichen zentralen Benutzerkennungen eingesetzt werden
ko¨nnen. Die Zugriffsgeschwindigkeit du¨rfte schneller sein, als die augenblickliche CRAY
NFS Geschwindigkeit. Abha¨ngigkeiten von den CRAY Wartungszeiten entfallen.
Eine weitere Einsatzmo¨glichkeit wa¨re, UniTree als Archivierungssytem innerhalb der
KFA einzusetzen. Als Zugangsmo¨glichkeit wird dann nur FTP angeboten. Bei diesem
Einsatz steht UniTree in direkter Konkurrenz zur Archivierungskomponente des IBM
Produktes ADSM (ADSTAR Distributed Storage Manager). UniTree hat den Vorteil,
daß es keine spezielle Client-Software beno¨tigt. Es kann jedoch keine zusa¨tzliche
Information bezu¨glich des Dateiinhaltes mit abgespeichert werden, so daß der Benutzer
Schwierigkeiten mit der Suche nach bestimmten Dateien hat. Außerdem bietet die
Benutzeroberfla¨che der ADSM Client-Software gro¨ßeren Bedienungskomfort als das FTP.
Dieser Einsatz kann auch in Verbindung mit dem Einsatz als virtuelles Filesystem fu¨r
dedizierte Systeme angeboten werden.
Bei beiden Einsatzmo¨glichkeiten ko¨nnte UniTree zusa¨tzlich fu¨r den automatisierten
EXABYTE Kopierservice eingesetzt werden. Die Benutzer ko¨nnten ihre Daten u¨ber
FTP zum UniTree Server bringen und dann dort lokal mit einem Batch Job diese Daten
auf private EXABYTE Kassetten schreiben.
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