Abstract. In recent work nonlinear subdivision schemes which operate on manifold-valued data have been successfully analyzed with the aid of so-called proximity conditions bounding the difference between a linear scheme and the nonlinear one. The main difficulty with this method is the verification of these conditions. In the present paper we obtain a very clear understanding of which properties a nonlinear scheme has to satisfy in order to fulfill proximity conditions. To this end we introduce a novel polynomial generation property for linear subdivision schemes and obtain a characterization of this property via simple multiplicativity properties of the moments of the mask coefficients. As a main application of our results we prove that the Riemannian analogue of a linear subdivision scheme which is defined by replacing linear averages by the Riemannian center of mass satisfies proximity conditions of arbitrary order. As a corollary we conclude that the Riemannian analogue always produces limit curves which are at least as smooth as those of the linear scheme it has been derived from. If the manifold under consideration is a Cartan-Hadamard manifold, this result for the first time yields a manifold-valued subdivision scheme which converges for all input data and produces arbitrarily smooth limit curves. We also generalize our results to the case of multivariate subdivision schemes with arbitrary dilation matrix.
1. Introduction. The aim of this paper as well as our previous work is to provide a framework for the analysis of functions which take values in a differentiable manifold. The fundamental problem in doing this is the absence of any linear structure for manifold-valued functions. This fact makes it hard or even impossible to apply most tools from linear approximation theory. One tool from the linear theory which does however generalize nicely to the manifold-valued setting is subdivision. Our approach to the problem stated above is therefore the following:
1. Formulate the linear tools in terms of subdivision schemes. 2. Generalize these tools to the manifold-valued setting via manifold-valued subdivision. 3. Prove that these generalized tools satisfy the same properties as their linear counterparts. It is usually the third point that is the most difficult. In fact it has taken some time and several attempts until manifold-valued subdivision schemes could be developed which produce limit curves enjoying the same smoothness as their linear counterparts [13, 28] .
To establish statements of the third kind it has proven fruitful to first localize to a chart and then regard the manifold-valued subdivision scheme as a perturbation of the linear scheme it has been derived from operating in the domain of definition of the chart. In particular it has turned out that a special kind of perturbation inequalities, called proximity conditions, are especially useful: for instance to prove that a manifold-valued subdivision scheme is as smooth as the linear scheme it has been derived from, but also to show other properties. For this task establishing the proximity conditions is usually the most difficult part.
We mention a few results which rely on proximity inequalities: Proximity ⇒ smoothness has been established in [21, 20, 28, 25] , proximity ⇒ approximation order in [27, 10] , proximity ⇒ characterization of smoothness of a function w.r.t. interpolatory wavelet coefficients [15] and proximity ⇒ stability of the subdivision scheme and associated multiscale transforms [12] .
In the present paper we obtain a very clear understanding of the conditions needed for proximity inequalities to hold. As a main application of our results we show that the Riemannian analogue of a linear scheme, which we define below, satisfies proximity conditions of arbitrary high order and thus produces limit curves which are at least as smooth as the limit curves of the corresponding linear scheme.
If the manifold under consideration is a Cartan-Hadamard-manifold, this result for the first time shows how to adapt a linear scheme to the manifold-valued setting such that it converges for all input data and produces limit curves of arbitrarily high smoothness.
The outline of our paper is as follows: In Section 2 we first review some basic facts and definitions from the theory of linear subdivision schemes. We also introduce a new polynomial generation property for linear schemes which will turn out to characterize the degree of the proximity conditions which can be achieved. Section 3 first introduces the class of nonlinear subdivision schemes that we are interested in. Then, after localizing to a chart, we prove our main result, namely a proximity condition for the previously introduced class of subdivision schemes. In Section 4 we apply the general result of Section 3 to the Riemannian analogue of a linear scheme using a bootstrapping argument. In Section 5 we extend our results to the multivariate setting with arbitrary dilation matrix.
Some results on linear subdivision.
2.1. Well-known facts. We start by defining our notion of subdivision schemes. Definition 2.1. An m-dimensional subdivision operator (m ∈ Z + ) is a mapping T : (R m ) Z → (R m ) Z that is local and has dilation factor N > 1, meaning that
where σ denotes the right shift on Z. Locality means that the value (T p) i ∈ R m , i ∈ Z, p ∈ (R m ) Z depends only on a finite number of points. Denote by F l (T l p) the piecewise linear function that interpolates the data T l p on the grid 1 N l Z. Then T is called convergent if the functions F l (T l p) uniformly converge to a continuous nonzero limit function T ∞ p for all initial data p = (. . . , 0, 0, 0, . . . ). If for all initial data p the limit function T ∞ p ∈ C n , then T is called a C n subdivision scheme. Of special interest are linear subdivision schemes which we shall always denote by S. They can be written as
with a finitely supported sequence (a i ) i∈Z , called the mask of S.
In the study of linear subdivision schemes it is of special importance how they act on polynomial samples. A subdivision scheme is said to reproduce Π ≤n , the space of polynomials of degree ≤ n, if
where P j denotes the sampling operator defined on continuous functions via P j f = (f (i/N j )) i∈Z . It is well known [1, 7] that a linear scheme S has approximation order n + 1 if S reproduces Π ≤n . Further, it is well known that if a linear scheme is convergent, it must reproduce Π 0 . This property, often called reproduction of constants, is clearly equivalent to
Another important property of linear subdivision schemes related to polynomials is polynomial generation: A subdivision scheme is said to generate Π ≤n if for every polynomial p ∈ Π ≤n there exists another polynomial p S ∈ Π ≤n such that
There are more precise results regarding the polynomial p S which we shall need later on (see [1] ):
Lemma 2.2. If S generates polynomials of degree ≤ n, then for every p ∈ Π ≤n we have
As an example of a linear subdivision scheme we mention the cardinal B-Spline scheme of degree k with dilation factor N which is defined by the generating function of its mask via
It is easy to see that S generates polynomials of degree ≤ k + 1. If k = 1 then S reproduces linear polynomials and thus has approximation order 2. A useful tool for studying linear schemes are derived schemes. With ∆ being the operator that maps a sequence p = (p i ) i∈Z to (p i+1 − p i ) i∈Z , the l-th derived scheme is defined as the linear subdivision scheme S [l] that satisfies
Derived schemes need not exist in general. For instance S [1] exists iff S reproduces constants. In general the conditions for the existence of derived schemes, called sum rules, are equivalent to polynomial generation.
The derived schemes are intimately related to the smoothness of S. Before we can state this more precisely, we need some preparation. For a convergent subdivision scheme S one can compute the limit function ϕ(x) = S ∞ δ w.r.t. the initial data sequence δ defined by δ 0 = 1 and zero elsewhere. The scheme S is called stable if there exist constants A 1 , A 2 such that
Now we can formulate the following well-known theorem (cf. [8] ): Theorem 2.3. Let S be a stable subdivision scheme of C n smoothness. Then S generates polynomials of degree ≤ n and derived schemes up to order n + 1 exist. Moreover, the derived schemes S [l] , l = 1, . . . , n are convergent and satisfy
2.2. New results. Below we introduce a new kind of polynomial generation / reproduction property which will turn out to be convenient for our analysis. More precisely, it characterizes the degree of the proximity condition which is satisfied between a linear subdivision scheme S and its geometric analogue. Definition 2.4. A linear subdivision scheme S has polynomial generation degree (pgd) (d, f ) if it generates polynomials of degree < f and for finitely many polynomials p r , r = 1, . . . , k with deg
If S reproduces polynomials of degree n, it has pgd (0, n + 1).
The following lemma states a precise characterization of all linear subdivision schemes which have pgd (d, f ) in terms of simple multiplicativity properties of the moments of their masks.
Lemma 2.5. A linear subdivision scheme S has pgd (d, f ) if and only if it generates polynomials of degree < f and for all j = 0, . . . , f − d − 1 we have the equality
Proof. We shall use the notation p ∼ = q for two polynomials if the leading coefficients down to degree d of p and q agree. To prove the "if"-part we need to show that, provided (2.2) holds,
Let us first examine p S for p = k r=1 p r : By (2.1) and Taylor's formula (writing p (j) for the j'th derivative of p) we have
Here we have used the notation |l| 1 := k r=1 |l r |. Furthermore we let
Now we turn to
We have used (2.2) in both the 4th and the last line. This proves the "if" part.
For the "only if" part we consider the polynomial p(
. Along the same lines as the previous computations we see that the terms of degree f − 1 − j of p S are given by
On the other hand, the terms of the same degree of
This proves the statement.
One can draw a number of conclusions from the previous lemma. For the rest of our paper we will need the following two:
Proof. This follows from the fact that (2.2) only depends on the difference f − d.
Corollary 2.7. If S generates polynomials of degree ≤ n, then S has pgd (n − 1, n + 1).
Proof. This is clear since the condition (2.2) is void for f − d = 2. It is easy to see that if S reproduces linear polynomials, then S having pgd (d, f ) implies that S generates polynomials of degree < f and reproduces the coefficients of degree ≥ d: Let p(x) be any polynomial of degree < f and The previous remark suggests that the pgd quantifies the discrepancy between approximation order on the one hand, and polynomial generation on the other. This is because polynomial reproduction is basically equivalent to approximation order. For us it is mainly of interest since it allows us to characterize the degree of proximity we can achieve between S and a geometric analogue T , cf. Section 3 below.
3. Proximity conditions.
Nonlinear subdivision in manifolds.
In recent years a number of possible manifold-valued adaptions of linear subdivision schemes have been developed and analyzed. We describe a few of them:
Log-exp-analogue Introduced in [6, 19] , this nonlinear analogue operates in any manifold that has some kind of exponential and logarithm mapping available to compute difference vectors between points (which lie in the tangent space) and to add vectors to points. The idea is to locally map points into the tangent space of one point, to perform linear subdivision in the tangent space, and to project the resulting tangent vector back onto the manifold. For example if G is a Lie group with Lie algebra g, the Log-exp-analogue of a linear subdivision scheme S with dilation factor 2 is defined as
In [14, 29] it is shown that for S interpolatory the scheme T is as least as smooth as S. However, for noninterpolatory S, only smoothness equivalence results up to C 2 -smoothness could be obtained in [22] . In [28] it is shown (by computational evidence) that indeed there is a breakdown in the smoothness of T for higher order smoothness. Another drawback of the Log-exp analogue is that a proof of convergence exists only for very dense initial data p, meaning that log(p −1 i · p i ) must always be extremely small.
Projection analogue The projection analogue of a linear scheme S is defined by T p := P • Sp, where P is a retraction mapping onto some submanifold M of Euclidean space. This definition ensures that one round of subdivision maps data in M to data in M. For special cases (P closest point projection onto M = S n and S interpolatory) it has been shown in [26] that T has the same smoothness as S. A substantial generalization of this result has been given in [13] where it is shown that the projection analogue of any linear scheme S is at least as smooth as S for any submanifold M and any smooth retraction P . One drawback of the projection analogue is that it is only extrinsically defined. Another problem is again that it can only be shown to converge if the initial data p is very dense.
The g-f analogue The g-f analogue has been introduced in [28] . It is in the spirit of the Log-exp-analogue, but with one important difference: Note that in (3.1) the point p i is used as "basepoint" for the computation of the two points T p 2i and T p 2i+1 . Realizing that this does not always yield smooth limit functions, Xie and Yu modified this definition to
where T is the Log-exp-analogue, in the sense of (3.1), of some linear subdivision scheme S that has a high enough degree of polynomial reproduction. With this modification, it is shown in [28] that the scheme T has indeed the same smoothness of S. However, there remains the problem that T only for very dense initial data p there exists a proof of convergence of T . To be more precise, the density bounds that the initial data sequence p must satisfy for the proof to go through are of the form
where C is a constant depending on the curvature of the manifold and µ < 1 is the contraction factor of the linear subdivision scheme S, see [21, 9] . Actually, even this bound is not sufficient to show convergence in general, compare Lemma 5.4 in [11] . The actual bound is much smaller and too complicated to be reproduced here. Besides, it would be desirable to have a modification at hand that is less artificial. Another problem is that it is not easy and even infeasible in the multivariate case to preserve certain symmetry properties of the linear scheme S. Let us mention that the g-f analogue has been defined in more generality than presented here in that it is not restricted to the log and exp mappings of some manifold. Rather, the original definition from [28] is based on a vector-bundle setting and includes all the previous manifold-valued modifications, compare the geometric analogue below.
Riemannian analogue If a Riemannian structure is available on the manifold in which we want to subdivide (this is actually the case for every manifold [2] ), then probably the most natural analogue of a linear subdivision scheme is to replace the linear averages j∈Z a i−2j p j with the Riemannian Center of Mass av((a i−2j ) j∈Z , p) which we introduce below in Section 4. Hence, the Riemannian analogue of a linear scheme S is simply defined as
One immediately sees that in this case it is not necessary to (somewhat artificially) choose a sequence of "basepoints" as in the previous examples. Another important advantage of this definition is that all symmetry properties of S automatically carry over to T . This fact is especially important for the multivariate case which we treat in Section 5. Last but not least, in [23] it has been shown that at least for manifolds with nonpositive curvature and certain schemes S, the Riemannian analogue T converges for all initial data p. We expect that this result can even be generalized to handle a much larger class of manifolds and subdivision schemes, at least we are quite confident that along the same lines as in [23] the bounds of the form (3.3) can be significantly improved.
In addition to these important properties, the present paper shows that the Riemannian analogue satisfies arbitrarily high proximity conditions with S and thus inherits the smoothness properties of S.
Geometric analogue We now describe an analogue which includes all the previous ones. It is basically the g-f -analogue but with more freedom in choosing the basepoint sequence. The basic ingredients we need in defining a nonlinear scheme which operates in a manifold M are
• a smooth vector bundle E π → M, • a smooth point-vector-addition ⊕ defined locally around the zero section which maps a point p and a vector v attached to p to another point q = p ⊕ v.
• a smooth difference operation defined locally around the diagonal of M × M that maps two points p, q to the difference vector v = q p attached to the point p such that p ⊕ (q p) = q for all p, q. These ingredients allow us to define the geometric analogue with basepoint sequencẽ p of a subdivision scheme S via
In order to ensure that T is a subdivision scheme in the sense of Definition 2.1, we must impose that the basepoint sequencep is also generated by a subdivision scheme T in the sense of Definition 2.1, i.e.p = T p. However, we do not require that T is the log-exp analogue of some linear scheme with high polynomial reproduction.
Notation and statement of the main result.
Let us now introduce some notation. In the next subsection we will frequently use the concatenation operator
In particular for a sequence p the expression [p] β means the β-variate sequence (p, . . . , p β-times ). Sometimes we will encounter expressions of the form
β and p ≥ 0 we define
If p is a sequence with values in a finite dimensional vector space with norm · , we let
For various asymptotic estimates we shall employ the following notation:
Since we are primarily interested in local properties such as smoothness, we shall restrict ourselves to charts. In a chart, the role of the maps ⊕ and in the definition of the geometric analogue are played by two maps f : 
for all K-valued data p such that Sp and T p are defined.
The goal of the present section is to prove the following theorem: Theorem 3.3. If S has pgd (m, n + 1), m ≤ n − 1 and if T is the localized geometric analogue of S with a basepoint sequence satisfying
then S and T satisfy a proximity condition of degree (m, n + 1). This result has a number of consequences. First of all it implies the result of [28] , wherep is chosen as T p, and T is the Log-exp-analogue of a linear scheme with polynomial reproduction n. From results in [14] it follows that for this choice ofp the assumption (3.8) is satisfied. However, the assumption thatp = T p is much stronger that (3.8), in fact it is one of the key observations of the present paper that only the rather weak assumption (3.8) is needed. Theorem 3.3 also sheds some light on the fact that for the Log-exp-analogue only a proximity condition of degree (1, 3) could be shown: The Log-exp-analogue uses the basepoint sequencep withp 2i =p 2i+1 = p i . With this choice,p satisfies p − p ∞ = O( ∆p ∞ ) which implies (3.8) for m = 1, but not more. If S has pgd (n − 1, n + 1), this implies a proximity condition of degree (1, 3), but not more.
Most importantly, in Section 4 we are able to apply Theorem 3.3 to prove that the Riemannian analogue of a linear subdivision scheme S inherits the smoothness properties of S. can be written as a finite linear combination of expressions of the form
where h 1 , . . . , h α ≥ 1, n ≥ α ≥ 2 and Ψ is a α l=1 h l + β -multilinear mapping whose norm only depends on the compact set K.
Proof. We denote by F (k) the symmetric k-multilinear form ,0) , and by
Note that the operator norms of F (k) , G (l) can be bounded uniformly in K. This is why Ψ in (3.9) will be bounded by a constant only depending on K.
The nonlinear scheme T p i can be written as
We also write the linear scheme Sp i as follows:
where R is a term of order O(
). We show that we can disregard the terms R, R by showing that they are both of order p i − p 0 n+1 : What we need to show is that
Since j∈Z a i−N j = 1 and (a i ) is of finite support we only need that
Clearly, we only need to obtain a bound on the second factor g(p i ,p i − p j ). Since g ∈ Lip 1, there exists a constant C such that
). Hence, with the exception of terms of order O( ∆p n+1 ∞ ) we can write (3.9) as a finite linear combination of terms of the form
By splitting up the terms
and using the multilinearity and symmetry of F (k) , we see that we can write (3.9) as a finite linear combination of terms of the form
(3.12) By considering the last γ terms as constants (which are uniformly bounded by a bound only depending on K), we may write (3.12) as
with a bounded (α + β )-multilinear form Ψ .
Let us now look at the expressions g(p i ,p i − p j ): By Taylor expansion we can write
∞ ) and thus we may discard it. Inserting into (3.13) we see that (3.9) can be written as linear combination of terms of the form
(3.14) Now we expand the terms
, use the multilinearity of Ψ and G lr , and arrive at the desired expression. The condition α ≥ 2 follows from the fact that all terms in (3.9), where α = 0, 1 vanish. By using the previous lemma we continue to rewrite the difference ∆ m (T − S)p 0 .
Lemma 3.5. Let the assumptions and notation be as in Lemma 3.4 and m ∈ N 0 . The difference ∆ m (T − S)p 0 can be expanded as linear combination of terms of the form 
By telescoping we may write the above expression as
Iterating this argument gives the desired conclusion. Our goal is to gain estimates on the norm of (3.15). Regarding the last β vectors in Ψ as constants we may write .
the implicit constant only depending on K.
Lemma 3.6. Assume that S has pgd (d, f ) and let α, h 1 , . . . , h α be positive integers. Then for any γ := α r=1 h r -multilinearform Φ the expression
can be rewritten as a finite linear combination of terms of the form
, where |d| 1 = f and |d| ∞ < f.
The coefficients in this linear combination only depend on the mask of S. Proof. The proof is similar to the arguments used in [14, 13] . We translate the statement into a combinatorial problem for the multivariate Laurent polynomial
hα can be written as a linear combination of elements of the form (3.18) is equivalent to the statement that A(x) is expressible as a linear combination of Laurent polynomials of the form
with some Laurent polynomial C. This follows if all derivatives of total degree < f and all directional derivatives (
be a differential operator of degree |t| 1 . Applying D to A and evaluating at (1, . . . , 1) gives
for polynomials p r with deg( r p r ) = |t| 1 . Looking at Lemma 3.4 and the definition of A j , we note that this expression has an interpretation in terms of S:
First, assume that D is a partial differential operator ( 
By (3.17) and (3.8) we can estimate
The implicit constant only depends on K and therefore we can conclude that
4. Applications to manifold-valued subdivision via the Riemannian center of mass.
4.1. The center of mass. Consider the weighted Euclidean average p * = j α j p j of points p = (p j ) with weights α = (α j ) such that j α j = 1. This average is characterized as the unique minimizer of the weighted sum of squared distances given by
Going one step further, the average p * is characterized by the infinitesimal condition
Interpreting p j − p * as difference vector pointing from p * to p j , we may rewrite (4.1) as
This expression makes sense in any setup where a point-vector addition and a difference vector of two points are available, in particular in our setup for the geometric analogue. In this framework we may define the geometric average g-av(α, p) of the points p with weights α as the point p * which satisfies (4.2). Of course, such a point need not exist. Also it may not be unique. However for an important special case one can say more: Let M be a Riemannian manifold with point-vector addition defined as (p, v) → p ⊕ v := exp(p, v) and difference operation (p, q) → q p := log(p, q), where exp is the exponential function of M and log its local inverse. Then the following theorem holds [17] : We define the Riemannian analogue T of a linear subdivision scheme S with mask (a i ) via
A few remarks are in order: First, this definition fits into our framework of the geometric analogue: Because of the equilibrium condition (4.2), T can be regarded as the geometric analogue of S with basepoint sequencep = T p. This important property will later allow us to bootstrap from low order proximity conditions to higher order proximity conditions using the results from Section 3.
The Riemannian analogue T can conveniently be computed via fixed-point iteration [17, 24] : Let p 1 be the result of one round of geometric subdivision in the Riemannian manifold M with some basepoint sequence such that p 1 and Sp satisfy a proximity condition (see [28] ), and define p j as the result of one round of geometric subdivision with basepoint sequence p j−1 for j ≥ 2. Then the sequence p j converges to T p as j goes to infinity. One strategy to prove that the Riemannian analogue satisfies a proximity condition with S is to show inductively that p j satisfies a proximity inequality with Sp if p j−1 does. Actually this can be shown using Theorem 3.3 and this was actually the first approach that we pursued. However, as j increases, the constant appearing in the O-term in the proximity inequality goes to infinity. Therefore some other ideas are needed to show that T and S satisfy a proximity condition of arbitrary order. In the next section we present a bootstrapping argument which does just that.
Proof of the Proximity condition for the Riemannian analogue.
We are finally ready to prove the main result of this paper, namely that a proximity condition of high order holds between a linear scheme S and its Riemannian analogue T :
Theorem 4.2. If S is a linear subdivision scheme with pgd (m, n+1), m ≤ n−1, then in a chart the Riemannian analogue T of S satisfies the proximity condition
where differences and norms are with respect to a local coordinate chart. Proof. We use the equilibrium property of the Riemannian center of mass to bootstrap the desired proximity condition from weaker ones. It is not hard to show that (T − S)p ∞ = O(Ω 2 (p)), see e.g. [23] . If n ≤ 1, this is already the desired proximity condition. If n ≥ 2, we use the fact that in a chart T can be written as localized geometric analogue of S withp = T p. In view of Theorem 3.3 we thus need to show that
We regard T as a perturbation of S and note that because of the fact that S generates polynomials of degree ≤ n, it possesses derived schemes up to order n+1. This implies that ∆ r Sp ∞ is always bounded by O(Ω r (p)). It therefore remains to prove that
We already showed this for r = 1, 2. Now we perform an induction step. Assume that
We would like to show that
provided that r 0 < m. Note that by Corollary 2.6, S is has pgd (r 0 + 1, n + 1 − m + r 0 + 1). Using (4.7) and Theorem 3.3 we get that
This implies (4.8) and proves the theorem.
Smooth Splines in CH-Manifolds.
Let us now draw some conclusions from Theorem 4.2. First, by the results in [20, 28] we have the following theorem: Theorem 4.3. Let S be a stable linear subdivision scheme of C n -smoothness and T its Riemannian analogue operating in a Riemannian manifold M. Then T is of C n -smoothness for all initial data p such that T converges.
The Riemannian analogue has the remarkable property that it converges for all initial data p if the manifold M is a CH-manifold (simply connected, nonpositive sectional curvature) and S is such that the mask is nonnegative, meaning that
and such that
i ) being the mask of the first derived scheme S [1] of S. This has been shown in [23] (we expect that this result can be generalized). As a corollary to this and Theorem 4.3 we have:
Theorem 4.4. Let S be a stable linear C n subdivision scheme with nonnegative mask (a i ) i∈Z such that
and let M be a CH-manifold. Let T be the M-valued Riemannian analogue of S.
Then for all initial data p ∈ M Z there exists a C n limit function T ∞ p. As an example of a CH-Manifold which is of great relevance for practical applications we mention the manifold Pos n of symmetric positive definite n × n matrices. It has constant curvature −1 and its relevance comes from its usage in Diffusion Tensor Imaging [5] .
It is now tempting to define smooth splines in CH-manifolds with control points p as limit functions of the Riemannian analogue of the usual cardinal B-spline subdivision schemes. By our results these splines are always as smooth as the linear ones.
As a topic for future research we would like to study further properties these nonlinear splines share with their linear counterpart. For example we are interested in the following questions:
• is it possible to define an interpolation procedure for nonlinear splines, i.e. is the interpolation problem (at least locally) well-defined? • is there a way to use the nonlinear splines to obtain quasi-interpolants that share the approximation properties of their linear counterparts? This question has also been asked in [27] .
• in case the interpolation procedure is well-defined, does the interpolation minimize an energy analogous to the linear case?
5. Generalization to the multivariate case. We describe how to generalize our results to the multivariate case. The reasons for our choice to present only the univariate version in full detail and only sketch the multivariate extension are twofold: first, all relevant ideas and insights are already contained in the univariate case. And second, the presentation would be harder to follow if we worked in full generality from the start.
We now consider the following situation: Let M ∈ Z s×s be an expanding matrix, i.e. every eigenvalue is of modulus > 1.
Definition 5.1. An m-dimensional subdivision operator (m ∈ Z + ) with dilation matrix M is a mapping T : (R m )
Z s which is local and which obeys
where σ y denotes the right-shift by y ∈ Z s on Z s . Locality means that the value
Z s depends only on a finite number of points.
We call a subdivision scheme with dilation matrix M linear if it is of the form
where (a i ) i∈Z s is a finitely supported sequence called the mask. Our first goal is to prove Lemma 5.2 below which is a multivariate generalization of Lemma 2.2. We think that this result is of interest in its own right. Note that the definition of polynomial generation for multivariate schemes is the same as for linear schemes with the exception that s-variate polynomials are considered. Lemma 5.2. If S generates polynomials of degree ≤ n, then for every p ∈ Π ≤n we have
In order to prove this we need some preparation. We consider the groups Z s /M Z s and Z s /M T Z s and choose sets R,R of representatives for these factor groups. For instance one could set
. . , z s ) and i = (i 1 , . . . , i s ) we write
Using this fact, a straightforward computation yields that
Note that the index M −1 (i − j) is always in Z s for Ω(i, j) = 0. We assume (abusing notation) that p i = p(i) for some polynomial p of degree ≤ n. Then
where
Clearly, Sp i = p S (i) for some polynomial if and only if p d = p 0 for all d ∈ R. Especially we have
This proves the lemma. We are now able to prove the analogous characterization of the polynomial generation degree as in Lemma 2.5. The definition of the pgd property carries over to the multivariate setting unchanged. Lemma 5.4. A linear subdivision scheme S has pgd (d, f ) if and only if it generates polynomials of degree < f and for all j ∈ Z s with 0 ≤ |j|
Proof. Using Lemma 5.2 and multivariate Taylor expansion, the proof proceeds in the same way as the proof of Lemma 2.5. The important result for us is the following:
Corollary 5.5. Corollaries 2.6 and 2.7 are also valid in the multivariate setting. Now we are able to tackle our main goal, namely to prove a result analogous to Theorem 3.3 for the multivariate setting. First we define the multivariate difference operator
where we denote by ∆ i the univariate difference operator in the i-th direction on Z s . We let
By replacing the univariate ∆ operator with the multivariate difference ∆ we can now adapt the notations and definitions of Section 3.2. In particular we make the following definitions:
Definition 5.6. For initial data p with values in a compact set K we define the localized geometric analogue T of a linear subdivision scheme S as 
The main results are as follows: Theorem 5.8. If S has pgd (m, n + 1), m ≤ n − 1 and if T is the localized geometric analogue of S with a basepoint sequence satisfying
then S and T satisfy a proximity condition of degree (m, n + 1).
Proof. The proof goes by adapting the univariate arguments from the proof of Theorem 3.3 to the case of multivariate sequences. This works in a rather straightforward way, compare the results in [11, 14, 15] for detailed arguments of this type. We only sketch the proof:
Define for j = (j 1 , . . . , j r ) ∈ Z sk and i ∈ Z s the sequence
Then, with the exception of terms of the form O( ∆p n+1 ∞ ), we can write the difference (S − T )p i , |i| ∞ ≤ m as a finite linear combination of terms of the form
where h 1 , . . . , h α ≥ 1, α ≥ 2 and Ψ is a α l=1 h l + β -multilinear mapping whose norm only depends on the compact set K. The proof is the same as the proof of Lemma 3.4.
We introduce for l = (l 1 , . . . , l r ) ∈ {1, . . . , s} r the notation ∆ l := ∆ lr • · · · • ∆ l1 . Let us consider one row ∆ l (T − S)p 0 , l ∈ {1, . . . , s} m of the expression ∆ m (T − S)p 0 . With an analogous telescoping argument as in the proof of Lemma 3.5 we obtain that ∆ l (T − S)p 0 can be expanded as a linear combination of terms of the form , |f | 1,0 = |d| 0 + n + 1 − m and |f | ∞,0 < n + 1, where γ = α r=1 h r , f = (f 1 , . . . , f γ ), f r ∈ {1, . . . , s} qr , |f | ∞,0 := max γ r=1 |f r | 0 = max γ r=1 q r , compare Lemma 3.6 and Lemma 11 in [15] . Now we utilize (5.5), take norms and arrive at the desired inequality. By replacing scalar indices with multiindices, we can also define the Riemannian analogue for the multivariate case. Then the following result holds:
Theorem 5.9. If S is a linear subdivision scheme with pgd (m, n+1), m ≤ n−1, then in a chart the Riemannian analogue T of S satisfies the proximity condition
Proof. The proof is a straightforward generalization of the proof of Theorem 4.2 (use multiindices instead of univariate indices, replace ∆ with ∆).
As a consequence we obtain the following two theorems which are proven by a direct application of the results in [25] :
Theorem 5.10. The multivariate Riemannian analogue of a C n linear subdivision scheme generating polynomials of degree ≤ n also produces C n limit functions. If the dilation matrix M is isotropic, meaning that all eigenvalues are equal in modulus, one can say more. Again, the limit function of the dirac sequence peaking in 0 ∈ Z s will be denoted by ϕ. A subdivision scheme is called stable if if there exist constants A 1 , A 2 such that
The following theorem is well-known (see [16] ): Theorem 5.11. Let S be a stable linear subdivision scheme with isotropic dilation matrix M that produces C n limit functions. Then S generates polynomials of degree ≤ n. By utilizing Theorem 5.9 we arrive at the following smoothness equivalence result:
Theorem 5.12. If T is the Riemannian analogue of a C n stable linear subdivision scheme with isotropic dilation matrix, then T also produces C n limit functions. In the case of schemes with non isotropic dilation matrices the situation becomes more intricate. In particular it turns out that the conventional isotropic smoothness spaces C n are not well-suited for the study of such schemes, rather one characterizes smoothness via anisotropic smoothness spaces which reflect the anisotropy of M , see [4] . We do not know if it is possible to prove anisotropic smoothness equivalence properties in the spirit of Theorem 5.12 for anisotropic smoothness spaces with methods similar to the ones developed in this paper. One major obstacle for this is the lack of a nice algebraic characterization of smooth subdivision schemes in terms of the mask coefficients such as polynomial generation. There is a condition analogous to the polynomial generation property also for anisotropic schemes, called anisotropic Strang-Fix conditions. In [4] it is shown that if an anisotropic scheme is stable and smooth (measured in an anisotropic smoothness space), then these conditions are satisfied. However, we do not know how to use these conditions to prove proximity inequalities. The reason why our proximity analysis works is the nice interplay between analytic and algebraic results for linear subdivision schemes with isotropic dilation matrix. For anisotropic schemes much less algebraic structure is known. It would be interesting (also in view of being able to systematically search for smooth anisotropic schemes) to find out if this is an inherent lack of structure or if the structure has simply not been found yet.
