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В работе развиваются и уточняются результаты, полученные в [1–3], где
построен и исследован непрямой метод решения задачи возможностной
оптимизации в модели максимизации уровня достижения нечеткой це-
ли в контексте слабейшей t-нормы, когда параметры задач описыва-
ются параметризованными нечеткими величинами (L,R)-типа. В ука-
занных работах при нахождении функции распределения взвешенных
сумм, участвующих в построении критерия и ограничений, предпола-
гается, что параметры являются 𝑇𝑊 -связанными. Однако в ходе по-
строения эквивалентного детерминированного аналога осуществляется
неявная замена возможностного пространства, в результате чего сами
суммы и свободные члены задачи оптимизации становятся минисвя-
занными. В настоящей работе указанная модель возможностной опти-
мизации исследуется полностью в контексте слабейшей 𝑡-нормы. На
конкретном числовом примере проводится сравнительный анализ ре-
зультатов решения задачи в четырех случаях: в «четком» контексте, в
контексте минисвязанности, 𝑇𝑊 -связанности и в двойственном контек-
сте 𝑇𝑊 -𝑇𝑀 , основанном на замене модельного множества в ходе реше-
ния.
Ключевые слова: возможностная оптимизация, t-норма, агрегирова-
ние нечеткой информации, слабейшая треугольная норма, распределе-
ния (L,R)-типа, непрямой метод.
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Введение
Возможностная оптимизация занимается исследованием оптимизационных за-
дач, в которых числовые параметры являются нечеткими величинами. Говорят,
что в этом случае задача погружена в контекст неопределенности возможностно-
го типа [4–6].
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В работах [7,8] хорошо изучены методы построения различных моделей задач
возможностной оптимизации и их решение в том случае, когда параметры соот-
ветствующих задач являются минисвязанными (невзаимодействующими). Мини-
связанность нечетких величин – это своего рода аналог независимости случайных
величин в теории вероятностей.
В настоящее время актуальной является задача исследования моделей и ме-
тодов решения оптимизационных задач в том случае, когда параметры являют-
ся взаимодействующими. Взаимодействие (взаимная связанность) возможностных
величин моделируется при помощи аппарата треугольных норм, используемого в
определении их совместной функции распределения возможностей.
Одним из способов интерпретации взаимодействия, описываемого с помощью
t-норм, является агрегирование нечеткой информации. Предположим, мы имеем
𝑛 нечетких величин, которые необходимы для решения некоторой задачи возмож-
ностной оптимизации и заданы своими функциями распределения. Непосредствен-
но перед тем, как приступить к решению задачи, мы должны ввести дополнитель-
ное условие, описывающее их взаимодействие (T-связанность, где T – треугольная
норма). Например, при 𝑇 = min мы получаем минисвязанные нечеткие величины,
а при слабейшей t-норме – 𝑇𝑊 -связанные. Введение этого условия осуществляет-
ся путем (неявного) конструирования модельного множества, в рамках которого в
дальнейшем решается оптимизационная задача. В работе [9], в частности, приве-
ден пример, как можно явно сконструировать модельное множество по совокуп-
ности зараннее заданных нечетких величин, в котором все эти величины будут
удовлетворять нужному свойству взаимной связанности. В данном случае тре-
угольная норма используется в качестве механизма агрегирования нечеткой ин-
формации, осуществляемого совместной функцией распределения возможностей
𝑛 нечетких величин, используемой при построении модельного множества с задан-
ными характеристиками.
В дальнейшем заложенное в условии задачи взаимодействие ее параметров иг-
рает существенную роль при ее решении. Уже при построении исчисления возмож-
ностей, используемого, в частности, для нахождения функции распределения взве-
шенной суммы нечетких величин, мы получаем принципиально разные результаты
(см., например, [8] – для минисвязанности и [10] – для взаимной 𝑇𝑊 -связанности
параметров), которые приводят к различным методам решения поставленных за-
дач.
В настоящей работе развиваются и уточняются результаты, полученные в [1–3],
где построен и исследован непрямой метод решения задачи возможностной опти-
мизации в модели максимизации уровня достижения нечеткой цели в контексте
слабейшей t-нормы, когда параметры задач описываются параметризованными
нечеткими числами (L,R)-типа. В основу исследуемых нами оптимизационнных
моделей положены линейные возможностные функции. Например, i-тое ограниче-
ние задачи выглядит следующим образом:
𝜋{𝑓 ′𝑖(𝑥, 𝛾) = 𝑏𝑖(𝛾)} ≥ 𝛼𝑖, где 𝑓 ′𝑖(𝑥, 𝛾) =
𝑛∑︁
𝑗=1
𝑎𝑖𝑗(𝛾)𝑥𝑗 . (1)
В указанных выше работах при нахождении функции распределения 𝑓 ′𝑖(𝑥, 𝛾) пред-
полагается, что параметры оптимизационной задачи 𝑎𝑖𝑗(𝛾) являются взимно 𝑇𝑊 -
связанными нечеткими величинами. Однако затем, при переходе от (1) к системе
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детерминированных неравенств (что составляет суть непрямого метода решения
задачи возможностной оптимизации – переход от возможностной задачи к эк-
вивалентному детерминированному аналогу и решение уже его) осуществляется
неявная замена возможностного пространства, в результате чего нечеткие вели-
чины 𝑓 ′𝑖(𝑥, 𝛾) и 𝑏𝑖(𝛾) становятся минисвязанными. Таким образом, описанный в [1]
непрямой метод основан на замене возможностного пространства непосредственно
в процессе решения задачи.
В настоящей работе указанная модель задачи возможностной оптимизации ре-
шается для нечетких чисел, характеризующихся строго унимодальными функци-
ями распределения, полностью в контексте слабейшей 𝑡-нормы. На конкретном
числовом примере проводится сравнительный анализ результатов решения зада-
чи в четырех случаях: в «четком» контексте, в контексте минисвязанности, 𝑇𝑊 -
связанности и в двойственном контексте 𝑇𝑊 -𝑇𝑀 , основанном на замене возмож-
ностного пространства в ходе решения.
В первом разделе статьи вводятся необходимые определения и понятия из тео-
рии возможностей. Дано определение нечетких величин в общем случае, а также
величин параметризованного класса (L,R)-типа.
Во втором разделе описывается задействованный аппарат треугольных норм,
а также приводится определение взаимной T-связанности нечетких величин.
Третий раздел работы содержит описание основных результатов – постановку
задачи уровневой возможностной оптимизации и полученный непрямой метод ее
решения для взаимно 𝑇𝑊 -связанных параметров.
В четвертом разделе полученные результаты проиллюстрированы на числовом
примере, а также приведен сравнительный анализ решения исследуемой задачи
оптимизации в четырех описанных выше случаях.
1. Основные элементы теории возможностей
Для начала введем необходимые нам в дальнейшем определения и понятия из
теории возможностей [7, 8, 11–13].
Пусть Γ – модельное пространство, 𝛾 ∈ Γ – его элементы, а P(Γ) – множество
всех подмножеств множества Γ.
Определение 1. Возможностная мера 𝜋 : Γ → 𝐸1 – есть функция множества,
обладающая следующими свойствами:
1. 𝜋(⊘) = 0, 𝜋(Γ) = 1,
2. 𝜋
(︃⋃︁
𝑖∈𝐼
𝐴𝑖
)︃
= sup
𝑖∈𝐼
𝜋(𝐴𝑖),∀𝐴𝑖 ∈ P(Γ),∀𝐼.
Определение 2. Тройка (Γ,P(Γ), 𝜋) называется возможностным простран-
ством.
Определение 3. Возможностной (нечеткой) величиной называется веще-
ственная функция
𝐴(·) : Γ → E1,
16 СОЛДАТЕНКО И.С.
характеризующаяся распределением возможностей 𝜇𝐴(𝑥):
𝜇𝐴(𝑥) = 𝜋{𝛾 ∈ Γ : 𝐴(𝛾) = 𝑥},∀𝑥 ∈ E1,
где 𝜇𝐴(𝑥) — возможность того, что 𝐴 может принять значение 𝑥.
Мы будем обозначать возможностные величины как 𝐴(𝛾) или 𝑎(𝛾). Если из
контекста следует, что речь идет о нечеткой величине, то параметр 𝛾 может опус-
каться.
Определение 4. Носителем возможностной величины 𝐴 называется четкое
подмножество:
𝑠𝑢𝑝𝑝(𝐴) = {𝑥 | 𝜇𝐴(𝑥) > 0}, 𝑥 ∈ E1.
Определение 5. Модальным множеством возможностной величины 𝐴 назы-
вается следующее четкое подмножество:
{𝑥 | 𝜇𝐴(𝑥) = 1}, 𝑥 ∈ E1.
Определение 6. Для любой возможностной переменной 𝐴 и любого 𝛼 ∈ [0, 1],
𝛼-уровневым множеством 𝐴(𝛼) называется:
– 𝐴(𝛼) = {𝑥 ∈ E1 | 𝜇𝐴(𝑥) ≥ 𝛼}, для 𝛼 ∈ (0, 1],
– 𝐴(𝛼) = 𝑐𝑙(𝑠𝑢𝑝𝑝(𝐴)), для 𝛼 = 0,
где 𝑐𝑙(𝑠𝑢𝑝𝑝(𝐴)) — замыкание носителя возможностной переменной 𝐴.
Определение 7. Возможностная переменная 𝐴 называется выпуклой, если ее
функция распределения является квазивогнутой:
𝜇𝐴(𝜆𝑥1 + (1− 𝜆)𝑥2) ≥ min{𝜇𝐴(𝑥1), 𝜇𝐴(𝑥2)}, 𝜆 ∈ [0, 1], 𝑥1, 𝑥2 ∈ E1.
Возможностные переменные на числовой прямой, характеризующиеся строго
унимодальными, квазивогнутыми, полунепрерывными сверху функциями распре-
деления и ограниченными носителями, называются нечеткими числами.
Для моделирования нечетких чисел часто используются распределения (𝐿,𝑅)-
типа [14,15].
Определение 8. (𝐿,𝑅)-функциями (функциями представления формы или про-
сто формами) будем называть невозрастающие, полунепрерывные сверху, опре-
деленные на неотрицательной части числовой прямой функции, обладающие сле-
дующими свойствами:
1. 𝐿(0) = 𝑅(0) = 1,
2. 𝐿(𝑡), 𝑅(𝑡) < 1, ∀𝑡 > 0,
3. lim
𝑡→∞𝐿(𝑡) = lim𝑡→∞𝑅(𝑡) = 0.
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Определение 9. Возможностная величина 𝐴 называется возможностной ве-
личиной (𝐿,𝑅)-типа, если ее распределение имеет вид:
𝜇𝐴(𝑥)=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝐿
(︂
𝑎− 𝑥
𝛼
)︂
, 𝑥 < 𝑎,
1, 𝑎 ≤ 𝑥 ≤ 𝑏,
𝑅
(︂
𝑥− 𝑏
𝛽
)︂
, 𝑥 > 𝑏.
Здесь [a, b] – есть интервал толерантности A, a и b – соответственно, нижнее
и верхнее модальные значения, 𝛼 и 𝛽 – коэффициенты нечеткости возможностной
величины. Если 𝑎 = 𝑏, то получаем нечеткое число, которое будем обозначать как
𝐴 = (𝑎, 𝛼, 𝛽)𝐿𝑅.
Пример 1. Если в качестве левой и правой форм взять кусочно-линейную функ-
цию 𝐿(𝑥) = 𝑅(𝑥) = max{0, 1 − 𝑥}, 𝑥 ≥ 0, то для случая нечетких чисел мы
получаем так называемые триангулярные нечеткие числа.
Распределения возможностных величин (𝐿,𝑅)-типа удобны тем, что они яв-
ляются параметризованными, что позволяет в ряде случаев сводить выполнение
основных арифметических операций над возможностными величинами к выпол-
нению этих операций над параметрами.
2. Агрегирование нечеткой информации и взаимодействие нечетких ве-
личин на основе 𝑡-норм
Агрегирование нечеткой информации может быть основано на треугольных
нормах (𝑡-нормах), которые обобщают операцию пересечения нечетких подмно-
жеств и возможностных переменных [12,16–20].
Определение 10. Отображение 𝑇 : [0, 1]×[0, 1] → [0, 1] называется треугольной
нормой (или 𝑡-нормой), если 𝑇 — симметричное, ассоциативное, невозрастающее
по каждому из аргументов и для любого 𝑥 ∈ [0, 1]:
1. 𝑇 (1, 𝑥) = 𝑥, 𝑇 (0, 𝑥) = 0, ограниченность,
2. 𝑇 (𝑥, 𝑦) = 𝑇 (𝑦, 𝑥), симметричность,
3. 𝑇 (𝑥, 𝑇 (𝑦, 𝑧)) = 𝑇 (𝑇 (𝑥, 𝑦), 𝑧), ассоциативность,
4. 𝑇 (𝑤, 𝑦) ≤ 𝑇 (𝑥, 𝑧), если 𝑤 ≤ 𝑥, 𝑦 ≤ 𝑧, монотонность.
Пример 2. Примерами некоторых хорошо известных 𝑡-норм являются:
1. 𝑇𝑊 (𝑥, 𝑦)=
{︂
𝑚𝑖𝑛{𝑥, 𝑦}, если 𝑚𝑎𝑥{𝑥, 𝑦} = 1,
0, иначе,
2. 𝑡-норма Лукасевича 𝑇𝐿(𝑥, 𝑦) = max{𝑥 + 𝑦 − 1, 0},
3. алгебраическое произведение 𝑇𝑃 (𝑥, 𝑦) = 𝑥𝑦,
4. операция взятия минимума 𝑇𝑀 (𝑥, 𝑦) = min{𝑥, 𝑦}.
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Вышеперечисленные треугольные нормы связаны соотношением [21]:
𝑇𝑊 (𝑥, 𝑦) ≤ 𝑇𝐿(𝑥, 𝑦) ≤ 𝑇𝑃 (𝑥, 𝑦) ≤ 𝑇𝑀 (𝑥, 𝑦),
в котором сравнение производится поточечно.
Треугольные нормы 𝑇𝑊 и 𝑇𝑀 являются экстремальными, при этом 𝑇𝑀 назы-
вается сильной (сильнейшей), а 𝑇𝑊 — слабой (слабейшей) 𝑡-нормами.
Определим теперь понятия 𝑇 -связанности возможностных величин и их 𝑇 -
суммы [9,20,22–25].
Определение 11. Пусть даны возможностное пространство (Γ,P(Γ), 𝜋) и 𝑡-
норма 𝑇 . Множества 𝑋1, . . . , 𝑋𝑛 ∈ P(Γ) называются взаимно 𝑇 -связанными,
если для любого подмножества {𝑖1, . . . , 𝑖𝑘} множества {1, . . . , 𝑛}, 1 ≤ 𝑘 ≤ 𝑛:
𝜋
(︁
𝑋𝑖1 ∩ . . . ∩𝑋𝑖𝑘
)︁
= 𝑇
(︁
𝜋(𝑋𝑖1), . . . , 𝜋(𝑋𝑖𝑘)
)︁
,
где
𝑇
(︁
𝜋(𝑋𝑖1), . . . , 𝜋(𝑋𝑖𝑘)
)︁
= 𝑇 (𝑇 (. . . 𝑇 (𝑇 (𝜋(𝑋𝑖1), 𝜋(𝑋𝑖2)), 𝜋(𝑋𝑖3)), . . . 𝜋(𝑋𝑖𝑘−1)), 𝜋(𝑋𝑖𝑘)).
Пусть 𝐴1, . . . , 𝐴𝑛 есть возможностные величины, определенные на возможност-
ном пространстве (Γ,P(Γ), 𝜋).
Определение 12. Возможностные величины 𝐴1, . . . , 𝐴𝑛, характеризующи-
еся функциями распределения 𝜇𝐴1(𝑥), . . . , 𝜇𝐴𝑛(𝑥), называются взаимно 𝑇 -
связанными, если для любого подмножества {𝑖1, . . . , 𝑖𝑘} множества {1, . . . , 𝑛},
1 ≤ 𝑘 ≤ 𝑛:
𝜇𝐴𝑖1 ,...,𝐴𝑖𝑘 (𝑥𝑖1 , . . . , 𝑥𝑖𝑘) = 𝜋(𝛾 ∈ Γ |𝐴𝑖1(𝛾) = 𝑥𝑖1 , . . . , 𝐴𝑖𝑘(𝛾) = 𝑥𝑖𝑘) =
𝜋(𝐴−1𝑖1 {𝑥𝑖1} ∩ . . . ∩𝐴−1𝑖𝑘 {𝑥𝑖𝑘}) =
𝑇 (𝜋(𝐴−1𝑖1 {𝑥𝑖1}), . . . , 𝜋(𝐴−1𝑖𝑘 {𝑥𝑖𝑘})) = 𝑇 (𝜇𝐴𝑖1 (𝑥𝑖1), . . . , 𝜇𝐴𝑖𝑘 (𝑥𝑖𝑘)), 𝑥𝑖𝑗 ∈ E1.
С помощью треугольных норм можно управлять процессом агрегирования
нечеткой информации и, как следствие, контролировать рост неопределенно-
сти («нечеткости»), возникающий при проведении арифметических операций над
нечеткими параметрами решаемых задач.
В частности, в [10] построено исчисление возможностей для случая слабейшей
t-нормы 𝑇𝑊 , используемое нами для построения непрямых методов решения задач
возможностной оптимизации.
3. Задача уровневой возможностной оптимизации и непрямой метод ее
решения
Рассмотрим следующую задачу уровневой возможностной оптимизации при
построчных ограничениях по возможности:
𝑘 → max, (2)
𝜋 {𝑓0(𝑥, 𝛾) = 𝑘} ≥ 𝛼0, (3)
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𝜋{𝑓𝑖(𝑥, 𝛾) = 0} ≥ 𝛼𝑖, 𝑖 = 1, . . . ,𝑚,
𝑥 ∈ X, (4)
где
𝑓0(𝑥, 𝛾) =
𝑛∑︁
𝑗=1
𝑎0𝑗(𝛾)𝑥𝑗 , 𝑓𝑖(𝑥, 𝛾) =
𝑛∑︁
𝑗=1
𝑎𝑖𝑗(𝛾)𝑥𝑗 − 𝑏𝑖(𝛾), 𝑖 = 1, . . . ,𝑚.
Здесь (2)-(3) – модель критерия, а (4) – модель ограничений.
В контексте минисвязанных параметров данная задача достаточно полно ис-
следована в работах [7,8,26], при этом ее эквивалентный детерминированный ана-
лог в этом случае принимает вид:
𝑘 → max, (5)
𝑛∑︁
𝑗=1
𝑎−0𝑗(𝛼0)𝑥𝑗 ≤ 𝑘 ≤
𝑛∑︁
𝑗=1
𝑎+0𝑗(𝛼0)𝑥𝑗 , (6)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑛∑︁
𝑗=1
𝑎−𝑖𝑗(𝛼𝑖)𝑥𝑗 ≤ 𝑏+𝑖 (𝛼𝑖), 𝑖 = 1, . . . ,𝑚,
𝑛∑︁
𝑗=1
𝑎+𝑖𝑗(𝛼𝑖)𝑥𝑗 ≥ 𝑏−𝑖 (𝛼𝑖), 𝑖 = 1, . . . ,𝑚,
𝑥 ∈ X,
(7)
где 𝑎−𝑖𝑗(𝛼𝑖), 𝑏
−
𝑖 (𝛼𝑖) – левые границы, а 𝑎
+
𝑖𝑗(𝛼𝑖), 𝑏
+
𝑖 (𝛼𝑖) – правые границы 𝛼𝑖-
уровневых множеств нечетких величин 𝑎𝑖𝑗(𝛾) и 𝑏𝑖(𝛾), соответственно. Здесь (5)-(6)
– аналог модели критерия, (7) – аналог модели ограничений.
При взаимно 𝑇𝑊 -связанных параметрах (𝐿,𝑅)-типа с
𝑎𝑖𝑗(𝛾) = (?ˆ?𝑖𝑗 , 𝜂𝑖𝑗 , 𝛽𝑖𝑗)𝐿𝑅, 𝑏𝑖(𝛾) = (?ˆ?𝑖, 𝜂𝑖, 𝛽𝑖)𝐿𝑅
и идентичных функциях представления формы 𝐿 и 𝑅 в [1–3] был построен и ис-
следован эквивалентный детерминированный аналог (2)-(4):
𝑘 → max, (8)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑛∑︁
𝑗=1
?ˆ?0𝑗𝑥𝑗 − max
𝑗=1,...,𝑛
{𝑥𝑗𝜂0𝑗}𝐿−1(𝛼0) ≤ 𝑘,
𝑛∑︁
𝑗=1
?ˆ?0𝑗𝑥𝑗 + max
𝑗=1,...,𝑛
{𝑥𝑗𝛽0𝑗}𝑅−1(𝛼0) ≥ 𝑘,
(9)
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑛∑︁
𝑗=1
?ˆ?𝑖𝑗𝑥𝑗 − max
𝑗=1,...,𝑛
{𝑥𝑗𝜂𝑖𝑗}𝐿−1(𝛼𝑖) ≤ ?ˆ?𝑖 + 𝛽𝑖𝑅−1(𝛼𝑖), 𝑖 = 1, . . . ,𝑚,
𝑛∑︁
𝑗=1
?ˆ?𝑖𝑗𝑥𝑗 + max
𝑗=1,...,𝑛
{𝑥𝑗𝛽𝑖𝑗}𝑅−1(𝛼𝑖) ≥ ?ˆ?𝑖 − 𝜂𝑖𝐿−1(𝛼𝑖), 𝑖 = 1, . . . ,𝑚,
𝑥 ∈ X,
(10)
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где (8)-(9) есть эквивалент модели критерия, а (10) – эквивалент модели ограни-
чений.
Как видно из детерминированных аналогов, одна лишь смена условия взаимо-
действия нечетких параметров задачи приводит к различным результатам. Задача
(8)-(10) является в общем случае задачей многоэкстремальной и невыпуклой. Для
ее решения в [27] специфицирован генетический алгоритм оптимизации.
Как уже было упомянуто во введении, в работах [1–3,27] при нахождении функ-
ции распределения 𝑓 ′𝑖(𝑥, 𝛾) =
∑︀𝑛
𝑗=1 𝑎𝑖𝑗(𝛾)𝑥𝑗 предполагалось, что параметры 𝑎𝑖𝑗(𝛾)
являются 𝑇𝑊 -связанными, а далее при переходе к системе детерминированных
неравенств производилась неявная замена возможностного пространства, в ре-
зультате чего нечеткие величины 𝑓 ′𝑖(𝑥, 𝛾) и 𝑏𝑖(𝛾) становятся минисвязанными.
Докажем теорему, которая дает эквивалентный детерминированный аналог за-
дачи (2)-(4) в том случае, когда возможностное пространство не меняется и все
вычисления производятся в контексте треугольной нормы 𝑇𝑊 . Все доказатель-
ства проведем для нечетких чисел, характеризующихся строго унимодальными
функциями распределения.
Прежде всего докажем вспомогательную лемму, необходимую нам в дальней-
шем.
Лемма 1. Пусть 𝑎(𝛾) и 𝑏(𝛾) – взаимно 𝑇𝑊 -связанные нечеткие величины, харак-
теризующиеся квазивогнутыми полунепрерывными сверху строго унимодальны-
ми функциями распределения 𝜇𝑎(𝑥) и 𝜇𝑏(𝑥). Тогда возможностное неравенство
𝜋{𝑎(𝛾) = 𝑏(𝛾)} >= 𝛼
эквивалентно следующей совокупности систем детерминированных неравенств:[︂
𝑎−(𝛼) ≤ ?ˆ? ≤ 𝑎+(𝛼),
𝑏−(𝛼) ≤ ?ˆ? ≤ 𝑏+(𝛼),
где 𝑎−(𝛼) и 𝑏−(𝛼) – левые границы, 𝑎+(𝛼) и 𝑏+(𝛼) – правые границы 𝛼-уровневых
множеств, ?ˆ? и ?ˆ? – модальные значения нечетких величин 𝑎(𝛾) и 𝑏(𝛾), соответ-
ственно.
Замечание 1. Совокупность неравенств понимается в обычном смысле – как дизъ-
юнкция неравенств, в которой хотя бы одно должно быть истинным.
Доказательство. По определению имеем:
𝜋{𝑎(𝛾) = 𝑏(𝛾)} = sup
𝑥
𝑇𝑊 (𝜇𝑎(𝑥), 𝜇𝑏(𝑥)) = sup
𝑥
⎧⎨⎩ 𝜇𝑎(𝑥), если 𝜇𝑏(𝑥) = 1,𝜇𝑏(𝑥), если 𝜇𝑎(𝑥) = 1,
0, в противном случае.
(11)
Так как нечеткие величины 𝑎(𝛾) и 𝑏(𝛾) характеризуются строго унимодальными
функциями распределения, то существует всего не более двух значений, в кото-
рых (11) отлично от нуля – это модальные значения этих величин: ?ˆ? и ?ˆ?. В силу
полунепрерывности сверху переходим от sup к max и имеем:
𝜋{𝑎(𝛾) = 𝑏(𝛾)} ≥ 𝛼⇒ max{𝜇𝑎(?ˆ?), 𝜇𝑏(?ˆ?)} ≥ 𝛼. (12)
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Благодаря квазивогнутости функций распределения, имеем:
𝜇𝑎(?ˆ?) ≥ 𝛼⇒ 𝑎−(𝛼) ≤ ?ˆ? ≤ 𝑎+(𝛼) и 𝜇𝑏(?ˆ?) ≥ 𝛼⇒ 𝑏−(𝛼) ≤ ?ˆ? ≤ 𝑏+(𝛼). (13)
Подставляя (13) в правило раскрытия неравенства (12) с максимумом в левой
части: max{𝑎, 𝑏} ≥ 𝑐⇒
[︂
𝑎 ≥ 𝑐,
𝑏 ≥ 𝑐, получаем утверждение леммы.
Следствие 1. Так как любую числовую константу можно представить в виде
нечеткой величины, функция распределения которой равна единице в этой самой
точке и нулю на остальной части числовой прямой, то для неравенства
𝜋{𝑎(𝛾) = 𝑘} >= 𝛼
из леммы 1 непосредственно следует эквивалентная система неравенств
𝑎−(𝛼) ≤ 𝑘 ≤ 𝑎+(𝛼),
где 𝑎−(𝛼) – левая граница, 𝑎+(𝛼) – правая граница 𝛼-уровневого множества
нечеткой величины 𝑎(𝛾), а k – числовая константа.
Следующая теорема дает эквивалентный детерминированный аналог системы
ограничений (4).
Теорема 1. Пусть в системе возможностных неравенств (4) 𝑎𝑖𝑗(𝛾) и 𝑏𝑖(𝛾) есть
𝑇𝑊 -связанные нечеткие величины (𝐿,𝑅)-типа со строго унимодальными функ-
циями распределения
𝑎𝑖𝑗(𝛾) = (?ˆ?𝑖𝑗 , 𝜂𝑖𝑗 , 𝛽𝑖𝑗)𝐿𝑅, 𝑖 = 1, . . . ,𝑚, 𝑗 = 1, . . . , 𝑛,
𝑏𝑖(𝛾) = (?ˆ?𝑖, 𝜂𝑖, 𝛽𝑖)𝐿𝑅, 𝑖 = 1, . . . ,𝑚,
и одинаковыми функциями представления форм 𝐿 и 𝑅. Если 𝐿 и 𝑅 имеют об-
ратные функции, то эквивалентный детерминированный аналог системы (4) мо-
жет быть представлен как⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎣
?ˆ?1 − 𝜂1𝐿−1(𝛼1) ≤
𝑛∑︁
𝑗=1
?ˆ?1𝑗𝑥𝑗 ≤ ?ˆ?1 + 𝛽1𝑅−1(𝛼1),
𝑛∑︁
𝑗=1
?ˆ?1𝑗𝑥𝑗 − max
𝑗=1,...,𝑛
{𝜂1𝑗𝑥𝑗}𝐿−1(𝛼1) ≤ ?ˆ?1 ≤
𝑛∑︁
𝑗=1
?ˆ?1𝑗𝑥𝑗 + max
𝑗=1,...,𝑛
{𝛽1𝑗𝑥𝑗}𝑅−1(𝛼1),
...
...
...⎡⎢⎢⎢⎢⎣
?ˆ?𝑛 − 𝜂𝑖𝐿−1(𝛼𝑛) ≤
𝑛∑︁
𝑗=1
?ˆ?𝑛𝑗𝑥𝑗 ≤ ?ˆ?𝑛 + 𝛽𝑖𝑅−1(𝛼𝑛),
𝑛∑︁
𝑗=1
?ˆ?𝑛𝑗𝑥𝑗 − max
𝑗=1,...,𝑛
{𝜂𝑛𝑗𝑥𝑗}𝐿−1(𝛼𝑛) ≤ ?ˆ?𝑛 ≤
𝑛∑︁
𝑗=1
?ˆ?𝑛𝑗𝑥𝑗 + max
𝑗=1,...,𝑛
{𝛽𝑖𝑗𝑥𝑗}𝑅−1(𝛼𝑖),
𝑥 ∈ X.
(11)
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Доказательство. Функция 𝑓𝑖(𝑥, 𝛾) описывается выражением
𝑓𝑖(𝑥, 𝛾) =
𝑛∑︁
𝑗=1
𝑎𝑖𝑗(𝛾)𝑥𝑗 − 𝑏𝑖(𝛾).
Перенесем свободный член 𝑏𝑖(𝛾) в правую часть уравнения и получим следующую
форму ограничения: {︂
𝜋{𝑓 ′𝑖(𝑥, 𝛾) = 𝑏𝑖(𝛾)} ≥ 𝛼𝑖,
𝑥 ∈ X.
Функция 𝑓 ′𝑖(𝑥, 𝛾) является взвешенной 𝑇𝑊 -суммой нечетких величин (𝐿,𝑅)-
типа с одинаковыми функциями представления формы. Согласно [10] распределе-
ние возможностей 𝑓 ′𝑖(𝑥, 𝛾) будет иметь вид
𝜇𝑓 ′𝑖 =
⎛⎝ 𝑛∑︁
𝑗=1
?ˆ?𝑖𝑗𝑥𝑗 , max
𝑗=1...𝑛
{𝜂𝑖𝑗𝑥𝑗}, max
𝑗=1...𝑛
{𝛽𝑖𝑗𝑥𝑗}
⎞⎠
𝐿𝑅
.
Таким образом, для 𝑓 ′𝑖(𝑥, 𝛾) функции представления левой и правой форм
𝐿𝑓
′
𝑖 (𝑡) и 𝑅𝑓
′
𝑖 (𝑡), соответственно, будут выражаться соотношениями
𝐿𝑓
′
𝑖 (𝑡) = 𝐿
⎛⎜⎜⎜⎜⎝
𝑛∑︁
𝑗=1
?ˆ?𝑖𝑗𝑥𝑗 − 𝑡
max
𝑗=1...𝑛
{𝜂𝑖𝑗𝑥𝑗}
⎞⎟⎟⎟⎟⎠ , 𝑅𝑓 ′𝑖 (𝑡) = 𝑅
⎛⎜⎜⎜⎜⎝
𝑡−
𝑛∑︁
𝑗=1
?ˆ?𝑖𝑗𝑥𝑗
max
𝑗=1...𝑛
{𝛽𝑖𝑗𝑥𝑗}
⎞⎟⎟⎟⎟⎠ .
Для свободного члена функция распределения возможностей будет иметь вид,
заданный в условии теоремы: 𝑏𝑖(𝛾) = (?ˆ?𝑖, 𝜂𝑖, 𝛽𝑖)𝐿𝑅, а функции представления левой
и правой формы, соответственно:
𝐿𝑏𝑖(𝑡) = 𝐿
(︃
?ˆ?𝑖 − 𝑡
𝜂𝑖
)︃
, 𝑅𝑏𝑖(𝑡) = 𝑅
(︃
𝑡− ?ˆ?𝑖
𝛽𝑖
)︃
.
Согласно лемме 1, возможностное неравенство 𝜋{𝑓 ′𝑖(𝑥, 𝛾) = 𝑏𝑖(𝛾)} ≥ 𝛼𝑖 эквива-
лентно следующей совокупности систем детерминированных неравенств:⎡⎢⎣ 𝑏−𝑖 (𝛼𝑖) ≤
𝑛∑︁
𝑗=1
?ˆ?𝑖𝑗𝑥𝑗 ≤ 𝑏+𝑖 (𝛼𝑖),
𝑓 ′−𝑖 (𝛼𝑖) ≤ ?ˆ?𝑖 ≤ 𝑓 ′+𝑖 (𝛼𝑖),
(12)
где 𝑏−𝑖 (𝛼𝑖), 𝑓
′−
𝑖 (𝛼𝑖) – левые границы, а 𝑏
+
𝑖 (𝛼𝑖), 𝑓
′+
𝑖 (𝛼𝑖) – правые границы 𝛼𝑖-
уровневых множеств нечетких величин 𝑏𝑖(𝛾) и 𝑓 ′𝑖(𝛾), соответственно. Найдем
𝑓 ′−𝑖 (𝛼𝑖) и 𝑓
′+
𝑖 (𝛼𝑖):
𝐿
⎛⎜⎜⎜⎜⎝
𝑛∑︁
𝑗=1
?ˆ?𝑖𝑗𝑥𝑗 − 𝑓 ′−𝑖 (𝛼𝑖)
max
𝑗=1...𝑛
{𝜂𝑖𝑗𝑥𝑗}
⎞⎟⎟⎟⎟⎠ = 𝛼𝑖 =⇒ 𝑓 ′−𝑖 (𝛼𝑖) =
𝑛∑︁
𝑗=1
?ˆ?𝑖𝑗𝑥𝑗 − max
𝑗=1...𝑛
{𝜂𝑖𝑗𝑥𝑗}𝐿−1(𝛼𝑖),
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𝑅
⎛⎜⎜⎜⎜⎝
𝑓 ′+𝑖 (𝛼𝑖)−
𝑛∑︁
𝑗=1
?ˆ?𝑖𝑗𝑥𝑗
max
𝑗=1...𝑛
{𝛽𝑖𝑗𝑥𝑗}
⎞⎟⎟⎟⎟⎠ = 𝛼𝑖 =⇒ 𝑓 ′+𝑖 (𝛼𝑖) =
𝑛∑︁
𝑗=1
?ˆ?𝑖𝑗𝑥𝑗 + max
𝑗=1...𝑛
{𝛽𝑖𝑗𝑥𝑗}𝑅−1(𝛼𝑖).
Аналогичным образом находим 𝑏−𝑖 (𝛼𝑖) и 𝑏
+
𝑖 (𝛼𝑖):
𝑏−𝑖 (𝛼𝑖) = ?ˆ?𝑖 − 𝜂𝑖𝐿−1(𝛼𝑖), 𝑏+𝑖 (𝛼𝑖) = ?ˆ?𝑖 + 𝛽𝑖𝑅−1(𝛼𝑖).
Подставив полученные границы 𝛼𝑖-уровневых множеств в (12), получим утвер-
ждение теоремы. Что и требовалось доказать.
Эквивалентный детерминированный аналог модели критерия (2)-(3) дает сле-
дующая теорема.
Теорема 2. Пусть в (3) 𝑎0𝑗(𝛾) – 𝑇𝑊 -связанные нечеткие величины (𝐿,𝑅)-типа
со строго унимодальными функциями распределения
𝑎0𝑗(𝛾) = (?ˆ?0𝑗 , 𝜂0𝑗 , 𝛽0𝑗)𝐿𝑅, 𝑗 = 1, . . . , 𝑛,
с одинаковыми функциями представления форм 𝐿 и 𝑅, причем 𝐿 и 𝑅 имеют
обратные функции. Тогда эквивалентный детерминированный аналог модели (2)-
(3) имеет вид
𝑛∑︁
𝑗=1
?ˆ?0𝑗𝑥𝑗 + max
𝑗=1,...,𝑛
{𝛽0𝑗𝑥𝑗}𝑅−1(𝛼0) → max . (13)
Доказательство. Функция 𝑓0(𝑥, 𝛾) =
𝑛∑︁
𝑗=1
𝑎0𝑗(𝛾)𝑥𝑗 является взвешенной 𝑇𝑊 -
суммой нечетких величин (𝐿,𝑅)-типа с одинаковыми функциями представления
формы. Аналогично, как и при доказательстве теоремы 2, находим распределе-
ние возможностей 𝑓0(𝑥, 𝛾), а затем левую и правую границы его 𝛼0-уровневого
множества 𝑓−0 (𝛼0) и 𝑓
+
0 (𝛼0), соответственно:
𝑓−0 (𝛼0) =
𝑛∑︁
𝑗=1
?ˆ?0𝑗𝑥𝑗 − max
𝑗=1...𝑛
{𝜂0𝑗𝑥𝑗}𝐿−1(𝛼0),
𝑓+0 (𝛼0) =
𝑛∑︁
𝑗=1
?ˆ?0𝑗𝑥𝑗 + max
𝑗=1...𝑛
{𝛽0𝑗𝑥𝑗}𝑅−1(𝛼0).
В соответствии со следствием 1 из леммы 1 возможностное неравенство
𝜋{𝑓0(𝑥, 𝛾) = 𝑘} ≥ 𝛼0 эквивалентно следующей системе детерминированных нера-
венств: {︂
𝑓−0 (𝛼0) ≤ 𝑘,
𝑓+0 (𝛼0) ≥ 𝑘,
что, в свою очередь, с учетом максимизации 𝑘 эквивалентно
𝑓+0 (𝛼0) → max .
Что и требовалось доказать.
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4. Сравнительное изучение методов на модельном примере
Рассмотрим модельный пример из [1] и дополним его решением, проводимым
полностью в контексте 𝑇𝑊 в соответствии с теоремами 1 и 2. Напомним условия
задачи:
𝑘 → max, (14)
𝜋 {𝑎01(𝛾)𝑥1 + 𝑎02(𝛾)𝑥2 = 𝑘} ≥ 0.5, (15)⎧⎨⎩ 𝜋 {𝑎11(𝛾)𝑥1 + 𝑎12(𝛾)𝑥2 − 𝑏1(𝛾) = 0} ≥ 0.3,𝜋 {𝑎21(𝛾)𝑥1 + 𝑎22(𝛾)𝑥2 − 𝑏2(𝛾) = 0} ≥ 0.4,
𝑥 ∈ E2+,
(16)
где
𝑎01(𝛾) = (1, 1, 1)𝐿𝑅, 𝑎02(𝛾) =
(︂
5,
3
2
,
3
2
)︂
𝐿𝑅
,
𝑎11(𝛾) =
(︂
8,
3
2
,
3
2
)︂
𝐿𝑅
, 𝑎12(𝛾) =
(︂
−2, 1
2
,
1
2
)︂
𝐿𝑅
, 𝑏1(𝛾) =
(︂
14,
7
2
,
7
2
)︂
𝐿𝑅
,
𝑎21(𝛾) = (1, 1, 1)𝐿𝑅, 𝑎22(𝛾) = (−5, 2, 2)𝐿𝑅, 𝑏2(𝛾) =
(︂
0,
5
2
,
5
2
)︂
𝐿𝑅
,
𝐿(𝑡) = 𝑅(𝑡) = max{0, 1− 𝑡}, 𝑡 ∈ E1+.
Соответствующая четкая задача имеет следующий вид:
𝑥1 + 5𝑥2 → max,⎧⎨⎩ 8𝑥1 − 2𝑥2 − 14 = 0,𝑥1 − 5𝑥2 = 0,
𝑥 ∈ E2+.
Она имеет единственное решение:
?˜?1 ≈ 1.842, ?˜?2 ≈ 0.368, 𝐹𝐶(?˜?1, ?˜?2) ≈ 3.682.
Для минисвязанных нечетких параметров в соответствие с [7] эквивалентный
детерминированный аналог модельного примера есть следующая задача линейно-
го программирования:
1.5𝑥1 + 5.75𝑥2 → max,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
6.95𝑥1 − 2.35𝑥2 ≤ 16.45,
9.05𝑥1 − 1.65𝑥2 ≥ 11.55,
0.4𝑥1 − 6.2𝑥2 ≤ 1.5,
1.6𝑥1 − 3.8𝑥2 ≥ −1.5,
𝑥 ∈ E2+.
Полученная задача имеет следующее решение:
?˜?1 ≈ 2.915, ?˜?2 ≈ 1.622, 𝐹𝑀 (?˜?1, ?˜?2) ≈ 13.701.
Для двойного контекста 𝑇𝑊 -𝑇𝑀 , в котором операнды взвешенных сумм явля-
ются взаимно 𝑇𝑊 -связанными, а сама сумма и свободный член – минисвязанными,
имеем следующий детерминированный эквивалент:
𝑥1 + 5𝑥2 +
1
2
max
{︂
𝑥1,
3
2
𝑥2
}︂
→ max,
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8𝑥1 − 2𝑥2 −max
{︂
3
2
𝑥1,
1
2
𝑥2
}︂
· 0.7 ≤ 16.45,
8𝑥1 − 2𝑥2 + max
{︂
3
2
𝑥1,
1
2
𝑥2
}︂
· 0.7 ≥ 11.55,
𝑥1 − 5𝑥2 −max {𝑥1, 2𝑥2} · 0.6 ≤ 1.5,
𝑥1 − 5𝑥2 + max {𝑥1, 2𝑥2} · 0.6 ≥ −1.5,
𝑥 ∈ E2+.
Решение задачи, полученное генетическим алгоритмом [27], следующее:
?˜?1 ≈ 2.702, ?˜?2 ≈ 1.165, 𝐹𝑊𝑀 (?˜?1, ?˜?2) ≈ 9.876.
Наконец, для взаимно 𝑇𝑊 -связанного контекста, в соответствии с теоремами 1
и 2, имеем следующий детерминированный эквивалент:
𝑥1 + 5𝑥2 +
1
2
max
{︂
𝑥1,
3
2
𝑥2
}︂
→ max,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎡⎣ 11.55 ≤ 8𝑥1 − 2𝑥2 ≤ 16.45,
8𝑥1 − 2𝑥2 −max
{︂
3
2
𝑥1,
1
2
𝑥2
}︂
· 0.7 ≤ 14 ≤ 8𝑥1 − 2𝑥2 + max
{︂
3
2
𝑥1,
1
2
𝑥2
}︂
· 0.7,
[︂ −1.5 ≤ 𝑥1 − 5𝑥2 ≤ 1.5,
𝑥1 − 5𝑥2 −max {𝑥1, 2𝑥2} · 0.6 ≤ 0 ≤ 𝑥1 − 5𝑥2 + max {𝑥1, 2𝑥2} · 0.6,
𝑥 ∈ E2+.
Для данной задачи генетический алгоритм дает следующее решение:
?˜?1 ≈ 2.243, ?˜?2 ≈ 0.749, 𝐹𝑊 (?˜?1, ?˜?2) ≈ 7.109.
Решения модельной задачи во всех четырех случаях сведены в таблицу 1, а об-
ласти допустимых решений из соответствующих примеров представлены на Рис. 1.
Для наглядности на рисунке опущена область E2+.
Таблица 1: Решения оптимизационной задачи (14)-(16) при различных способах
агрегирования нечеткой информации
параметры ?˜?1 ?˜?2 𝐹 (?˜?1, ?˜?2)
четкие 1.842 0.368 3.682
взаимно 𝑇𝑊 -связанные 2.243 0.749 7.109
𝑇𝑊 -𝑇𝑀 -связанные 2.702 1.165 9.876
взаимно минисвязанные 2.915 1.6223 13.701
На Рис. 1 двумя сплошными линиями с пересечением в точке 𝐹𝐶 обозначе-
ны ограничения четкой задачи, двумя парами линий с одним из пересечений в
точке 𝐹𝑊𝑀 – ограничения задачи, решаемой в контексте 𝑇𝑊𝑀 , сплошная темная
область задает ограничения задачи, решаемой при минисвязанных параметрах, а
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Рис. 1: Области допустимых решений задачи (14)-(16) в зависимости от 𝑡-
нормы, участвующей в процессе агрегирования нечеткой информации
сплошные светлые области – ограничения задачи, решаемой полностью в контек-
сте слабейшей 𝑡-нормы 𝑇𝑊 . Точками обозначены значения вектора 𝑥, на которых
достигаются оптимумы соответствующих задач.
Заключение
В работе построен непрямой метод решения задачи возможностной оптими-
зации, основанной на модели максимизации уровня достижения нечеткой цели
при построчных ограничениях по возможности, в случае, когда параметры зада-
чи являются 𝑇𝑊 -связанными. В отличие от работ [1–3], в которых при построении
эквивалента для задач аналогичной модели происходит неявная замена возмож-
ностного пространства, приводящая к тому, что суммы и свободные члены для
ограничений задачи становятся минисвязанными, в настоящей работе контекст
𝑇𝑊 -связанности сохраняется полностью. Доказанные теоремы позволяют строить
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аналоги для задач, в которых параметры являются нечеткими величинами (L,R)-
типа, характеризующимися строго унимодальными функциями распределения.
Полученные результаты проиллюстрированы на модельном примере – приве-
ден сравнительный анализ решения исследуемой задачи оптимизации в четырех
случаях: в «четком» контексте, в контексте минисвязанности, 𝑇𝑊 -связанности и в
двойном контексте 𝑇𝑊 -𝑇𝑀 , основанном на замене возможностного пространства в
ходе решения задачи. Как видно из Рис. 1, при моделировании взаимодействия с
помощью слабейшей t-нормы, область допустимых решений еще больше сужается.
Интерес для дальнейших исследований представляет более общий случай, ко-
гда параметры задачи представляют собой нечеткие величины с унимодальными
функциями распределения возможностей, которые имеют в общем случае плато
модальностей, а бинарные отношения являются нечеткими [28].
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We refine results that were obtained in [1–3]. In the mentioned papers an
indirect method of solving the possibilistic optimization problem with fuzzy
parameters of (L,R)-type based on model of maximizing the level of fuzzy
goal achievement in the context of weakest t-norm was constructed. In these
works during the process of finding the distribution function of weighted
sums involved in the construction of criteria and constraints it was assumed
that the parameters of the optimization problem were mutually 𝑇𝑊 -related.
However later task’s model space was being replaced while assuming that
weighted sums and free terms are min-related. In this paper the above
mentioned possibilistic optimization problem is investigated fully in the
context of the weakest t-norm. A numerical example shows a comparative
analysis of solving the optimization problem in 4 different cases: in “crisp”
context, in mutaully min-related context, mutually 𝑇𝑊 -related context and
the dual 𝑇𝑊 -𝑇𝑀 context, based on the replacement of model set in the
course of solving the problem.
Keywords: possibilistic optimization, t-norm, aggregation of fuzzy
information, the weakest triangular norm, (L,R)-type distributions, indirect
method.
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