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Abstract—Face recognition can benefit from the utilization of
depth data captured using low-cost cameras, in particular for
presentation attack detection purposes. Depth video output from
these capture devices can however contain defects such as holes,
as well as general depth inaccuracies. This work proposes a deep
learning-based face depth enhancement method. The trained
artificial neural networks utilize U-Net-like architectures, and are
compared against general enhancer types. All tested enhancer
types exclusively use depth data as input, which differs from
methods that enhance depth based on additional input data such
as visible light color images. Due to the noted apparent lack of
real-world camera datasets with suitable properties, face depth
ground truth images and degraded forms thereof are synthesized
with help of PRNet, both for the deep learning training and for
an experimental quantitative evaluation of all enhancer types.
Generated enhancer output samples are also presented for real
camera data, namely custom RealSense D435 depth images and
Kinect v1 data from the KinectFaceDB. It is concluded that the
deep learning enhancement approach is superior to the tested
general enhancers, without overly falsifying depth data when
non-face input is provided.
Index Terms—3D face depth/range images, low-cost depth
cameras, deep learning, image enhancement, U-Net, face depth
synthesis, biometrics, face recognition, presentation attack detec-
tion
I. INTRODUCTION
FACE recognition remains a challenging research areasince several decades [1], [2], [3]. More recently, devel-
opments in deep convolutional neural networks have shown
impressive improvements in terms of recognition accuracy
[4], [5], [6], [7]. However, a variety of factors has been
identified that can negatively impact recognition performance,
including face image quality [8]. Focusing on 2D face imagery,
a significant amount of research efforts has been devoted to
face hallucination [9], [10] which represents a domain-specific
super-resolution problem. In addition, many approaches to
face completion [11] have been proposed in the recent past.
Published works which are mostly based on deep learning
have been found advantageous in various face-related vision
tasks, such as face detection and recognition [12], [13], [14],
[15], [16]. With respect to 3D face data, similar concepts
are expected to improve 3D face analysis, in particular for
presentation attack detection (PAD), see Figure 1.
Inexpensive depth cameras such as the Intel RealSense
Depth Camera D435 [17] can be used to obtain 3D face data.
See Figure 2 for examples at different distances. The low cost
could facilitate the devices’ widespread usage as part of face
biometric systems, with e.g. the RealSense D435 being priced
at less than $200 [18] at the time of this writing. Another,
arguably popular example for affordable “consumer-grade”
Fig. 1. Deep learning face depth image enhancement concept. The color
image (which is not used as as input for the enhancement) and the original
depth image stem from the KinectFaceDB [23], [24] (“0011 s1 LightOn”),
with the Kinect v1 therefrom representing a consumer depth camera. The
proposed system was used to produce the enhanced depth image (which is
colorized).
depth cameras are the Kinect v1 and Kinect v2, although both
are discontinued products by now [19], [20], with Microsoft
offering the more expensive but still “low-cost” Azure Kinect
at less than $400 instead [21]. The mentioned devices are
“RGB-D” cameras, meaning that they simultaneously record
visible light (RGB) color data besides depth (D). Various
other inexpensive depth or RGB-D cameras from different
companies can be found as well, but a comprehensive camera
comparison is outside the scope of this work. The face depth
images recorded by such cameras may contain undesirable
holes (i.e. areas of invalid data) due to e.g. occlusion, in
addition to general depth value noise [22], so an enhancement
of the depth data may be desirable.
When it comes to image enhancement (for two-dimensional
representations) via deep learning, various promising results
have been achieved for visible light color images in categories
such as super-resolution [25], [26]. This raises the question
whether a similar image-to-image deep learning approach
could be used to effectively enhance face depth images, which
can technically be considered as 2D grayscale (i.e. single
channel) images, with each pixel depicting a depth value,
whereby a specific value may be defined to represent holes in
the image (i.e. pixels for which the camera could not determine
any proper distance). This work aims to answer the question
by creating face-specific deep learning depth image enhancers,
which are compared against existing general (i.e. not face-
specific) depth enhancers. These also utilize pure depth image
input without other helper data, as shown in Figure 1.
Regarding automated face recognition, there are numerous
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2Fig. 2. RealSense D435 face depth images at two different distances with
resolution 1280720 (second row). Depth quality and resolution markedly
deteriorate, possibly making images recorded at about 1m or above unusable.
application scenarios, including automated border control at
airports [27], [28], general continuous access control for e.g.
computer systems [27], [29], spotting duplicates in an existing
database of e.g. registered voters [27], (video) surveillance
[27], [28], [29], [30], in mobile phones [29], [31], [32], [33],
and possibly also autonomous vehicles [29], [32] or as part
of smart cities [32]. Face recognition based on 3D or multi-
modal 3D+2D data has been shown to generally achieve
higher accuracy than purely 2D approaches [34]. In terms of
overall accuracy, recent developments in deep learning-based
solutions have surpassed other approaches [35], [32], whereby
deep 3D face recognition developments are impeded by the
lack of large-scale 3D datasets, thus leading to the employment
of 3D data synthesis [35]. In addition, deep learning-based face
recognition approaches are known to be especially vulnera-
ble to presentation attacks [36], [35]. PAD approaches, also
known as anti-spoofing, can thus be employed as part of face
recognition systems to counter malicious disguises/mimicry
e.g. via face printouts or masks [28]. Utilizing depth data as
part of an anti-spoofing or face recognition system can increase
the system’s efficacy. In contrast to related works, which use
RGB color images as helper data for depth enhancement, this
work exclusively considers the depth data as input for depth
enhancement. Since non-depth helper input is explicitly not
taken into consideration by this work’s enhancers, a resulting
advantage is that the depth enhancement itself obviously can
not be falsified through such data. This is essential in the
context of depth-based face PAD where non-depth helper
input, i.e. RGB face images, might represent presentation
attacks, e.g. face printouts.
The contribution of this work can be summarized as follows:
• The training of a small number of similar face-specific
deep learning depth enhancers with manually created U-
Net-like architectures.
• A PRNet[37]-based synthesis of partially realistic face
depth data (in ground truth & degraded form) used to train
the deep learning networks and to conduct a quantitative
enhancer comparison including preexisting general depth
enhancers.
• Manually examined enhancer output for real depth cam-
era data, which includes custom images recorded with the
RealSense D435 in addition to Kinect v1 images taken
from the KinectFaceDB [23], [24].
The remainder of this work is organized as follows: Sec-
tion 2 briefly summarizes related works, Section 3 discusses
the applicability of existing 3D datasets, Section 4 describes
the proposed system, including the synthesis process used for
network training and the quantitative evaluation, Section 5
presents the results of both the quantitative evaluation, as well
as results for real capture device samples. Finally, in Section 6,
conclusions are drawn and suggestions for future work are
given.
II. RELATED WORK
Different research fields are directly related to this work,
namely the overarching topic of depth enhancement, as well
as face depth synthesis. Therefore, the following subsections
briefly discuss concepts for depth enhancers that use additional
non-depth data to facilitate the enhancement. Further, the
concept of simpler general depth enhancer algorithms that
exclusively process depth input are summarized, which are
more comparable to the proposed system. Finally, 3D face
data synthesis approaches are briefly discussed.
A. Depth Enhancement Using Non-Depth Data
The basic idea behind this concept is to improve the
depth data based on leveraging information provided by ad-
ditional non-depth information, e.g. RGB data. One approach
by Kadambi et al. [38] uses three non-depth images taken
using different polarization filters to enhance Kinect v2 depth
images. This stands in contrast to this work’s enhancers that
exclusively operate on depth input. The associated website
[39] also states virtual reality, autonomous navigation, and
industrial inspection as possible consumer applications, i.e.
not mentioning biometrics, and while the image acquisition
could technically be done in real-time, their implemented
computation required minutes to render one depth frame, with
faster algorithms and GPU implementations being explored
at their time of writing. Another approach by Wu et al. [40]
is meant for consumer depth cameras and runs in real-time
when using a GTX 780 GPU with 15FPS at 19201080, but
again differs from this work’s depth-only-input enhancers,
since the shading-based approach relies on both depth and
aligned RGB images. Similarly, a work by Yan et al. [41]
using deep learning to enhance depth also incorporates RGB
color image input.
B. General Enhancer Types
General enhancer types are used herein to compare the spe-
cialized deep learning enhancers of this work against existing
general methods that also exclusively utilize depth input to
produce (enhanced) depth output. These enhancers are called
“general” because they aren’t specialized for any kind of depth
scene, such as faces. This general enhancement can consist out
of comparatively simple algorithms, e.g. code that replaces
hole pixels with non-hole values previously observed during
the iteration over an image. The concrete baseline systems are
discussed later in a dedicated experiments subsection.
3C. 3D Face Synthesis
In a recent survey, Wang and Deng [35] note that the
number of scans and subjects in public 3D face databases
is still limited, hindering the development of 3D deep face
recognition, with synthesis being one option to obtain more
3D data. Regarding PAD in particular, Atoum et al. [42]
estimate depth maps from 2D face images. Gilani and Mian
[43] propose a method to generate millions of detailed 3D
faces by interpolating between facial identities and expression
spaces from existing 3D data, however their used source
dataset comprising 3D facial scans from 1 785 individuals
is proprietary and their second source of 3D faces is a
commercial software as well. Similar in detail, but focused
completely on the reconstruction, Tran et al. [44] generate 3D
data for single (occluded) 2D face images where the code was
made publicly available [45]. In contrast to these methods with
detailed 3D face results, Chinaev et al. [46] clearly produce
less detailed output and the focus lies on attaining sufficiently
high computational efficiency for real-time mobile applications
instead.
Feng et al. [37] present another real-time method (when
using a modern GPU such as their employed GTX 1080),
which also provides dense alignment of the generated 3D face
data to the corresponding 2D input images. The associated
open source implementation [47] is available and referred to
as PRNet in this work, in which it is used as part of the ground
truth synthesis.
III. CONSIDERED DATASETS
Table I lists available 3D face datasets according to a recent
study from Zhou and Xiao [29]. Although this list contains
also datasets that do not directly represent their depth data as
“range” (i.e. depth) images, there is no reason to assume that
these different data types could not be converted to such. Any
additional non-3D data contained in these datasets, e.g. visible
light color images, is not important for the depth enhancement
herein - as previously stated, the enhancement exclusively
considers depth data input. Therefore, based on the listed data
type alone, none of the datasets in Table I are necessarily
excluded as possible candidates.
Further considerations do however expose a number of
apparent shortcomings: First there is the question of depth
image (or general 3D data) quality, which needs to be sufficient
to fulfill the role of ground truth images. In more concrete
terms, the ground truth image quality should at least be
superior to that of the low-cost depth camera images (such
as the RealSense D435 or one of the Kinect variants). For
example images of these datasets the reader is referred to [29].
Nevertheless, “imperfect” counterparts to the ground truth
images are required as well, optimally ones depicting
consumer-grade camera images of the same scene with re-
alistic errors. Such images are not provided by the datasets
listed in [29], so they would have to be synthesized from the
ground truth images by degrading them in some way.
Additionally, the number of different subjects and different
face images might become a bottleneck for the deep learning
enhancer training, as can be derived from Table I: The largest
TABLE I
AVAILABLE 3D FACE DATASETS SORTED BY IMAGE COUNT. SEE [29] FOR
MORE DETAILS, e.g. SCANNER NAMES.
Dataset Type Subjects Images
BU-4DFE 3D video 101 60 600
ND2006 Range image 888 13 450
UoY Mesh 350 5 000
Bosphorus Point cloud 105 4 666
CASIA Range image 123 4 623
FRGC v2.0 Range image 466 4 007
BU-3DFE Mesh 100 2 500
Biometrics Range image 277 1 906
UMB-DB Range image 143 1 473
Texas 3DFRD Range image 118 1 140
UND Range image 277 953
FRGC v1.0 Range image 273 943
SHREC11 Range image 130 780
GavabDB Mesh 61 540
MSU Range image 90 533
3D-TEC Range image 214 428
SHREC08 Range image 61 427
ZJU-3DFED Mesh 40 360
FSU Mesh 37 222
BJUT-3D Mesh 500 -
Beckman Mesh 475 -
FRAV3D Mesh 105 -
subject count is 888 for the ND2006 dataset, with 13 450
images total. Alternatively, BU-4DFE has the highest image
count with 60 600, but these stem from only 101 subjects and
may be especially similar since the data consists of 3D videos
[29], [48]. Also note that various datasets may contain images
for different facial expressions per subject (e.g. ND2006 [29]),
but not necessarily different head poses.
Some other datasets not covered by [29] are e.g.: The
“KinectFaceDB” (52 subjects, Kinect v1) [23], used herein
as part of the experiments, the “RGB-D Face database” (31
subjects, Kinect v1) [49], or the “IAS-Lab RGB-D Face
Dataset” (26 subjects, Kinect v2) [50]. All three datasets have
been recorded using Kinect variants, so it can be assumed
that the depth image quality is likely not sufficient for them
to serve as ground truth images in this work, even if the low
subject count of the datasets were to be ignored.
While this section certainly does not include every avail-
able face-containing depth dataset in existence, the presented
information does indicate that there is no optimal dataset
available. Recording a custom dataset of sufficient size and
quality would at least require a high-quality 3D scanner, as
well as a potentially substantial amount of time - e.g. the
collection of the ND2006 [51] dataset with 888 subjects took
over two years according to [43]. Thus real camera dataset
samples are only used for a qualitative manual evaluation in
this work. The deep learning depth enhancer training and the
quantitative experiments are instead carried out on synthesized
data, which is discussed in the next section.
IV. PROPOSED SYSTEM
The proposed system can be subdivided intro three parts,
with each part building upon the previous part: Firstly the face
depth ground truth image synthesis, secondly the face depth
image degradation synthesis, and lastly the actual deep learn-
ing depth enhancement network training. Since the enhance-
ment networks have a fixed input/output image resolution, all
4synthesized images are generated in the same resolution as
well. We selected a spatial resolution of 256256 pixels for
this resolution, which can be approximately comparable to the
RealSense D435 face ROI resolution at a capture subject to
capture device distance of about 0.5m.
Both ground truth images and degraded i.e. “improvable”
images are synthesized to train and quantitatively test the pro-
posed deep learning enhancer. The overall synthesis process
uses color face images as input data. From these color images
the ground truth depth images are synthesized. Then each
ground truth image can be synthetically degraded in a number
of ways, thus producing one or more degraded depth images
directly corresponding to one ground truth image.
Color Face
Image
PRNet
(Neural Network)
3D Face Mesh
(Vertices)
Depth
Rendering
(GPU)
Ground Truth
Depth Image
1. Input: 2. Intermediate: 3. Output:
Fig. 3. The ground truth synthesis process: PRNet is applied to 2D face
images in oder to produce realistic depth data (example image taken from the
MegaFace dataset).
A. Ground Truth Synthesis
Synthesizing the ground truth depth images is the first,
fundamental stage of the entire synthesis procedure; the second
and final stage being the subsequent degradation synthesis.
The implemented ground truth synthesis uses 2D visible light
RGB color face images with arbitrary resolutions as input,
and produces 256256 16bit ground truth face depth images as
output, meaning that each color input image results in exactly
one ground truth output depth image.
Since the color images are only relevant as input for this
synthesis stage, there is no requirement for the synthesized
ground truth images to properly align with the face shapes
depicted by the color input. Instead, the synthesized ground
truth images only have to depict reasonably realistic and varied
face depth data.
A filtered subset of the “1M Disjoint Distractors” set
(“Tightly Cropped” variant), belonging to the “MF2 Training
Dataset”, with “MF” standing for “MegaFace” [52], [53], was
used to provide the color input data. The full 1M Disjoint
Distractors set contains one million color images. 856 129
color images were left in the dataset after filtering out im-
ages with identical SHA3-512 file hash results, a resolution
above 10241024 in either width or height (to remove a small
percentage of outliers), as well as overly deformed ground
truth face output. Among the color image filter stages above,
“deformed output” refers to PRNet 3D face mesh output that
doesn’t resemble a realistic face. Such flawed output can occur
e.g. when the color input image quality is insufficient. To
discard these flawed input/output pairs, 428 well-formed 3D
face output models were manually selected from a number of
random samples to determine acceptable value ranges for the
model triangle side lengths. These values were then used to
filter all other models and their corresponding color input data.
This is possible because all PRNet face model output shares
Fig. 4. First row: Source color images with resolution labels. Second row:
Colorized 256 synthetic ground truth output, revealing some inaccuracies,
which are however irrelevant since the face output remains realistic.
the same number of triangles in identical order. The discarded
image counts are listed in Table II.
TABLE II
THE 1 000 000 IMAGES OF MF2’S 1M DISJOINT DISTRACTOR SET WERE
FILTERED IN THREE SUBSEQUENT STAGES TO DISCARD UNDESIRABLE
IMAGES.
Filter stages Count
1. File duplicates (SHA3-512) 213
2. Resolution above 10241024 12 087
3. Deformed output 131 571
Total discarded images: 143 871
Remaining images: 856 129
An overview of the actual ground truth synthesis process
is illustrated in Figure 3. It works by supplying one of the
color face images as input for PRNet [47], the Tensorflow-
based Python implementation provided by Yao Feng et al.
[37]. At its core, PRNet is a convolutional neural network
trained to output 3D-face-information-encoding “UV position
maps” from 2D RGB color face images (scaled to 256256)
[37]. Information in a UV position map can then be turned
into (other) 3D data, such as a 3D mesh of the face, i.e. a
list of 3D vertices forming triangles. PRNet inherently aligns
its output to the face of the color input image, which - while
not required by any subsequent steps of the system - means
that the produced 3D output does have varying orientations
depending on the color image input. Figure 4 shows some
successful ground truth synthesis examples.
While the PRNet implementation does encompass depth
rendering functionality to turn a 3D face mesh into a depth
image [47], the default implementation of this part is fully
written in single-threaded Python. Actual measured durations
for this CPU rendering functionality were well above 1s per
image using CPython version 3.6.8 on a i7-5820K CPU at
3.30GHz, so instead we utilized a custom GPU implementa-
tion for the synthesis, which can render a 256256 ground truth
depth image from a 3D face mesh in under 1ms on e.g. a RX
480 variant GPU.
B. Degradation Synthesis
The second and final synthesis stage is the degradation
process, illustrated in Figure 5. It uses the previously syn-
thesized ground truth depth images as input, “degrades” them
in a number of ways, and then delivers those degraded depth
52. Intermediate:
3. Output:
Detect
Outline
Generate
Random Hole Vertices
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Outline Region
Hole Depth
Rendering
+
1. Input:
Ground Truth
Depth Image
Per-Pixel
Depth Noise
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Depth Blur
Combine vertices for
simultaneous rendering
Degraded
Depth Image
Randomize
Hole Values
Blurred Hole
Background
Fig. 5. The degradation synthesis process: synthetic depth data is degraded
in order to automatically generate a training set for the deep learning-based
depth enhancer.
images as output. The image format - including the image
dimensions (256256) - remains identical to that of the ground
truth input images throughout the process, so that a direct
comparison between degraded images and their corresponding
ground truths is possible.
First, “hole” defects are synthesized; “holes” referring to
invalid depth values that occur when a depth camera can’t
ascertain proper depth values for the affected spatial location.
The hole shapes are generated in the form of two different
variants: One variant places holes along the face outline,
which is detected by tracing the synthesized ground truth
input image’s non-hole depth pixels. These holes “erode” the
outline to some degree, as they are likely to occur in reality,
see Figure 1 and Figure Figure 2. This is meant to approx-
imate the boundary depth errors or ambiguities seen in real
consumer depth camera images, visible in e.g. Figure 2. The
second generator variant places a number of holes randomly
across the image. Individual hole parameters such as size and
orientation are also randomized within a given range for both
hole generation variants, and the shapes of both variants are
combined to render them in a single step on the GPU.
Next, random noise is added to (or subtracted from) each re-
maining non-hole pixel’s depth value, to simulate the camera-
and range-dependent universal depth uncertainty. For the syn-
thesis we choose a 15mm error, which corresponds to real
measured error values for the RealSense D435 in [54] at 2.0m.
So according to the [54] measurements this value is larger than
necessary for the targeted sub-1m distance, but it was chosen
to compensate for any potential detrimental deviations in real
Ground Truth
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Degraded
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Neural Network
Enhanced
images
Enhance Degraded images
Compare
Enhanced
with
Ground Truth
to adjust the network
1. Step:
2. Step:
Repeat step 1 & 2
Fig. 6. Deep learning enhancer training concept visualization: pairs of
ground-truth depth images and corresponding degraded depth images are
employed to train a neural network for depth enhancement.
recordings (e.g. if another unknown camera type with worse
error values were to be used).
At this point the intermediate form of the degraded image is
still as sharp/crisp as the synthesized ground truth image, while
real consumer camera depth images as in Figure 2 appear
less clearly defined at a similar resolution. The degradation
synthesis approximates this lack of detail by blurring the non-
hole depth pixels of the image, which means that in a sub-
process the depth values are averaged over a certain area
per pixel. With the end of this step the primary degradation
synthesis is completed.
However, further degradation steps can be taken to al-
ter the hole pixels’ depth values, thus altering the image’s
“background”. The hole pixel values can simply be fully
randomized, or randomized to a certain depth range and then
blurred for a somewhat more predictable/plausible effect. This
kind of arguably mostly unrealistic degradation is meant to
help the deep learning enhancer training to better differentiate
between important (i.e. the face) and unimportant areas (i.e.
anything else in the background), since real depth images
may naturally contain various non-hole pixels in the non-face
area, representing e.g. other recorded objects positioned in the
same depth range as the face. The idea is that the unaltered
hole pixels may cause the deep learning enhancer to expect
the same kind of clearly identifiable hole/non-face pixels in
real input (a case of overfitting), whereas randomized hole
values will force the network training to focus on more reliable
features.
In contrast to the ground truth synthesis, an arbitrary number
of different degraded images could be created from only one
ground truth image, since the various degradation steps are all
parameterized.
C. Deep Learning Depth Enhancer
The deep learning depth enhancer network is created using
Keras [55]. As illustrated in Figure 6, a network is trained
using the synthesized ground truth and degraded images as
input. Conceptually, the network first attempts to enhance a
degraded input image, then the “enhanced” image is compared
against the ground truth image. With respect to the differences
observed the network weights are adjusted. By repeating this
process with a preferably large amount of varied degraded/
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Fig. 7. U-Net-like deep learning depth image enhancer architecture “DL-Delta” using Keras layers [55].
ground truth image pairs, a network can be progressively
trained to enhance an image.
Since the intended effect of the depth enhancement is
to correct errors of the face depth representation, e.g. to
fill holes, and to generally increase the detail of the face
depth image, other, similar deep learning tasks with existing
implementations such as super-resolution [26], [25], image
denoising [56], [57], or image inpainting [58] were considered
for the depth enhancement system:
Among the cited prior works, variants of the U-Net network
architecture [59] were used successfully for super-resolution
[25], denoising [57] and inpainting [58]. Consequently a
U-Net-like architecture was selected for the proposed deep
learning depth enhancement as well. The name U-Net stems
from the original U-shaped design of the network architecture
proposed by Ronneberger et al. [59]. Figure 7 depicts the
smallest of our four similar U-Net-like network architectures,
which is also vaguely U-shaped. The concept of an U-Net-
like architecture can be summarized as follows: First, the
input is progressively scaled down (i.e. the left side of the U-
shape), then the intermediate smallest representation is scaled
up again (i.e. the right U side), whereby the downscaling
stages’ output is connected to the corresponding upscaling
stages. Because each depth enhancer network takes one face
depth image as input and outputs a presumably enhanced
image in the same format, i.e. with the same resolution and
a depth value per pixel, the networks can be considered as
a kind of (“denoising”) auto-encoder [60], [61], [62]. More
information regarding the created and tested depth enhancer
network configurations follows in subsection V-B.
V. EXPERIMENTS
In this section the trained deep learning depth enhancers are
compared against a number of generic baseline enhancement
systems. First, the three baseline system types are explained.
Then the 15 experiment enhancer configurations are presented,
i.e. the settings for the baseline systems as well as the different
trained deep learning enhancer networks. These enhancer
configurations are used in all of the remaining sections, which
show various results:
The synthetic evaluation section refers to the experiments
using synthesized data to obtain quantitative results by com-
paring the enhancers’ output against the corresponding ground
truth. Visual examples for these synthetic experiments are then
provided in the subsequent synthetic samples section.
In the last two sections, enhancer samples are given for real
camera input, showcasing results for custom RealSense D435
recordings produced as part of this work, and for Kinect v1
data from the KinectFaceDB [23], [24].
A. Baseline Systems
The deep learning enhancers in this work are compared to
three general enhancer types, “decimation”, “hole-filling” and
“spatial”, each of which is either equivalent to or a minor
extension of a (post-processing) filter from the RealSense
SDK [63]. While the RealSense SDK as a whole is intended
to be used with the eponymous RealSense cameras, these
filters can also be applied to depth images from other sources
7(e.g. a camera from another company). Here they are called
“general” because these filters/enhancer types are meant to
apply to depth images in general, instead of being specialized
to handle depth images of faces in particular. All of these
enhancer types have at least one parameter that controls their
operations. Thus, for the sake of clarity, it is probably sensible
to explicitly call them “enhancer types”, while “enhancers” is
separately referring only to specific parameter configurations
of one single enhancer type. Consecutively applying multiple
enhancers isn’t considered in the experiments since this pre-
sumably wouldn’t be beneficial.
It should be noted that the RealSense SDK also provides
some other filters that intentionally aren’t used here: The
temporal filter [63] isn’t used since this work only considers
individual depth images without additional information, i.e.
not temporally coherent video streams. And the threshold
filter [63] isn’t used because it only applies trivial (minimum/
maximum value) depth thresholds to the input image, which
is redundant for this work’s input images, since these images
already have their depth range normalized to the face depth
range.
1) Decimation: The decimation filter condenses the depth
values from a window of input pixels to determine a single
output pixel [22], [63], meaning that the output image pro-
duced by the filter is smaller then the input image. However,
this work’s enhancer types are required to output a depth
image of equivalent size to their given input, so that a direct
quantitative comparison is possible. The decimation enhancer
type built on top of the decimation filter thus has to upscale the
filter’s output back to the original size, introducing the scaling
function’s interpolation mode as an additional enhancer type
parameter, which is set to bilinear. The filter itself has only
one parameter, the “magnitude”, which specifies the filter’s
kernel size from 22 (the default) up to 88 pixels [63]. For
22 and 33, one output pixel is the median depth value of the
observed input pixels; but for kernel sizes 44 and above, one
output pixel is the mean depth value of the observed input
pixels, due to performance considerations [63]. See [63] for
a benchmark of all three filters, which also shows how the
decimation filter computation time drops when switching from
magnitude 3 to magnitude 4. Only non-hole input pixels are
taken into consideration during the decimation process [63],
so that the filter provides rudimentary hole-filling functionality
[63].
2) Hole-filling: The hole-filling filter [63] is arguably the
simplest among the three filters. As the name suggests, the
filter is meant exclusively to fill holes (i.e. by this work’s defi-
nition pixels with the maximum depth value) in the given depth
input image. It has only one parameter that specifies one of
three operating modes where the center pixel represents a hole
that is to be filled [63]: “Left” refers to always choosing the
value to the left, while “Farest-From-Around” and “Nearest-
From-Around” choose the maximum and minimum non-hole
depth value of chosen neighbor pixels, respectively.
The filter moves from the left to the right of each horizontal
line of the image, which means that all hole pixels will be
filled, except for cases where the initial neighboring pixel(s)
are holes. All non-hole pixels remain unmodified.
3) Spatial: This filter’s full name is “spatial edge-
preserving filter” [63]. It certainly is the functionally most
complex of the general methods used here, and also the slowest
according to the previously mentioned benchmark [63]. The
spatial filter primarily smooths non-hole depth values while
preserving edges. In addition, the filter has an optional built-
in hole-filling mode.
There are four different parameters: First, the number of
iterations can be set. Each iteration consists out of applying
the filter horizontally (left to right, then right to left per line),
then vertically (top to bottom, then bottom to top) [63], which
stands in contrast to the decimation & hole-filling filters’
behaviors, both using only one pass to process an input image
[63].
Next, there are two parameters regarding the smoothing
process itself: “Smooth α” specifies the percentage used to
determine how much of the currently processed pixel’s value
is retained in the output. A value of 100% means that no
smoothing is applied, whereas 0% (an invalid value) would
be “infinite” smoothing [63]. The other smoothing parameter,
“Smooth δ”, defines the threshold that is used to recognize
(and thus preserve) edges [63]. More concretely, an edge
is detected if the absolute difference between the currently
processed pixel’s value and the previous pixel’s value is greater
than δ [63].
Lastly there is the “Hole-filling (mode)” parameter - not to
be confused with the dedicated hole-filling filter. This built-in
hole-filling is optional and turned off by default. To activate
it, a radius of 2, 4, 8, 16 or infinite pixels can be chosen. It
operates by filling holes first left to right, then right to left
per line. If there are more hole pixels in succession than the
selected radius, the hole-filling stops until a non-hole pixel is
encountered. Holes are filled with the last non-hole pixel value
read in the current line, meaning they won’t be filled if there
are no preceding non-hole pixels in that line. In comparison
to the dedicated hole-filling filter, this functionality is most
similar to the “Fill-From-Left” mode, with the differences
being that the spatial filter’s hole-filling is bidirectional and
has an optionally limited radius.
B. Enhancer Configurations
In all of the following experiment sections, 15 different
enhancers are utilized, comprising 7 deep learning enhancers
and 8 baseline system enhancers.
The baseline system configurations listed in Table III use
the corresponding RealSense SDK default settings [63] where
not specified otherwise.
Table IV provides an overview of the different architectures
by size/complexity. Be aware that DL-Delta refers to an ar-
chitecture shared by four individual enhancer variants, denoted
by DL-Delta-1, DL-Delta-2, DL-Delta-3 and DL-Delta-4.
DL-Alpha represents the first tested successful network
architecture, which was progressively trained with a variety
of synthetic data, as will be described shortly. DL-Beta is
architecturally similar to DL-Alpha, but with a markedly in-
creased filter size for the 2D convolution layers. DL-Gamma’s
architecture is identical to DL-Alpha’s, except that the 2D
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CONVENTIONAL ENHANCER CONFIGURATIONS.
Label Type Mode
De-M2 Decimation Magnitude: 2
De-M8 Decimation Magnitude: 8
Hf-FFA Hole-filling “Farest-From-Around”
Hf-NFA Hole-filling “Nearest-From-Around”
Hf-L Hole-filling “Fill-From-Left”
Sp-HfN Spatial Hole-filling: 0 (None)
Sp-Hf16 Spatial Hole-filling: 16 pixels
Sp-HfU Spatial Hole-filling: ∞ (Unlimited)
TABLE IV
SIZE COMPARISON OF THE DEEP LEARNING ENHANCERS.
Label Trainable parameters
DL-Alpha 6 731 041
DL-Beta 13 746 881
DL-Gamma 11 593 825
DL-Delta (4 variants) 4 175 713
convolution window kernel size has been increased from 33
(used by the other networks) to 55, thus again increasing
the network complexity in comparison to DL-Alpha. In con-
trast, the DL-Delta architecture depicted by Figure 7 is a
shrunken and simplified version of DL-Alpha, which means
that the network requires less computational resources, thus
also allowing training in a shorter amount of time, besides
the potential advantage for real-world use cases - although the
precise computational requirements of the enhancers and the
consequences thereof are not investigated further in this work.
DL-Alpha, DL-Beta and DL-Gamma were trained using
240 000 synthetic ground truth/degraded image pairs, with
30 000 thereof being used in training for 10 epochs before
moving on to the next 30 000. All network models were saved
only if their loss value improved during training. The 240 000
degraded images employ the deep-learning-specific hole value
randomization degradation.
Prior to this “240 000 pair training”, DL-Alpha was also
trained on 70 000 synthesized image pairs without deep-
learning-specific degradation, and on 60 000 pairs using the
deep-learning-specific blurred hole background degradation
afterwards. It is however plausible to assume that the latest
“240 000 pair training” predominantly determines the net-
work’s learned behavior, mostly overriding any behavior stem-
ming from the prior training sessions, since their degraded
image types were no longer represented in the training input.
DL-Beta and DL-Gamma were however trained exclusively
with the 240 000 set.
DL-Delta training used 60 000 ground truth images that
represent a subset of the aforementioned 240 000 training sam-
ples. For each ground truth image three degraded variants are
used for training: One without deep-learning-specific degra-
dation (i.e. unmodified hole pixels), one with hole value ran-
domization and one with blurred hole background degradation.
The three DL-Delta degradation input types are interleaved
during training, so that 30 000 degraded images corresponding
to 10 000 ground truths are trained for 10 epochs each, thus
taking 6 training iterations thereof to process all pairings with
the 60 000 ground truth images.
DL-Delta-1 refers to the DL-Delta version which was
trained in this manner once. DL-Delta-2, DL-Delta-3 and
DL-Delta-4 respectively repeated this training process based
on their preceding network model (e.g. DL-Delta-4 was thus
trained four times in the described way).
C. Quantitative Synthetic Evaluation
123 726 synthesized pairs of ground truth and degraded
depth images have been used in this evaluation. Source data
for the synthesis has been randomly selected from the MF2
distractor subset, with data already used during the deep
learning enhancer training being excluded from the candidate
list. Since it is possible to i.a. change the degradation synthesis
parameters to multiply the amount of available evaluation
pairs, testing all feasibly available data is unfeasible due to
time constraints. But while testing further data synthesized
using the described system could be considered, the current
results indicate that this likely would not change the experi-
ment enhancers’ ranking in a meaningful manner.
The 123 726 degraded images are provided as input to
the experiment enhancers, and each enhancer’s output image
is compared to the associated ground truth image. Visual
examples for these synthesized pairs and the corresponding
enhancer results are showcased in the next subsection, while
this section presents the quantitative numerical results for all
123 726 test pairs. The dissimilarity measure RMSE (“Root
Mean Squared Error”) is used, RMSE =
√∑n
i=1 (pgti−pei )2
n .
In the RMSE equation, pgti refers to the ground truth pixels,
pei to the enhancer output pixels, and n to the number of
compared pixel pairs. All paired pixels share identical image
coordinates, with all images being 256256. The pixel indices
are denoted by i. The RMSE results are presented in Figure 8.
Results are computed both for the full image area (thus n =
2562 here) as well as the face image area, which is defined by
the non-hole pixels in the ground truth image (n then being
equivalent to the count thereof). The ground truth, degraded
and “enhanced” depth images are all stored with 16bit integer
precision, but prior to the comparison the pixel depth values
are first transformed to normalized 64bit “double precision”
IEEE-754 standard floating-point numbers.
The DL-Delta enhancer versions dominate the results in
Figure 8 with the lowest error values, especially when the com-
parisons are restricted to the face area. If the full images are
compared instead, all deep learning enhancers proved superior
performance compared to the tested baseline enhancers. But,
despite their higher network complexity, the non-Delta deep
learning variants - DL-Alpha, DL-Beta and DL-Gamma - do
not surpass the best performing baseline enhancers when only
the important face area is considered, meaning that they are
not necessarily superior in real use cases that focus on using
depth data in the facial area. The likely explanation for the
non-Delta deep learning variant inferiority is that these were
predominantly trained on data with deep-learning-specific hole
degradation applied, standing in contrast to the DL-Delta
versions, which were trained with a mix of images with
both kinds of deep-learning-specific hole degradation as well
as regular holes. Among the DL-Delta versions, DL-Delta-1
appears universally superior, albeit only by a small margin.
This may be explained as a mild case of overfitting probably
experienced by the subsequent training iterations on the same
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Fig. 8. Mean RMSE results with standard deviation error bars: the proposed deep learning-based enhancers clearly outperform all conventional enhancer
types on the face area and the full area of depth images.
Fig. 9. Random synthetic sample 1: Top row: the ground truth depth image with degraded versions, output of enhancers based on decimation and hole-filling;
Bottom row: output of proposed deep learning-based enhancers and spatial enhancers.
Fig. 10. Random synthetic sample 2: Top row: the ground truth depth image with degraded versions, output of enhancers based on decimation and hole-filling;
Bottom row: output of proposed deep learning-based enhancers and spatial enhancers.
data to create DL-Delta-2, DL-Delta-3 and DL-Delta-4, with
DL-Delta-1 seemingly utilizing the network architecture to
approximately full effect already (possible further training with
different data notwithstanding).
Out of the baseline enhancers, the Sp-Hf16 and Sp-HfU
spatial enhancers with hole-filling capabilities delivered the
best baseline enhancer results in the face area, whereby
the unlimited hole-filling of Sp-HfU however simultaneously
led to the worst overall results when the entire images are
considered, since this hole-filling i.a. fills genuine background
hole-pixels as well as actual defects. Ultimately it is however
important to keep in mind that these results are based on only
partially realistic synthesized data - with some samples shown
in the next subsection - so the real camera samples following in
the remaining subsections should be taken into consideration
as well.
D. Synthetic Samples
Figure 9 and Figure 10 show randomly selected synthetic
sample images together with their corresponding enhancer
output, as used in the quantitative synthetic evaluation. All
of the depicted depth images have been colorized to improve
the visibility of depth differences.
The top left of each figure shows the synthetic ground
truth (“GT”), to which the enhancer output was compared
against in the RMSE evaluation, the degraded image, which
was provided as input to the enhancers, and a pre-blur variant
of the degraded image showing only the effect of the hole
degradation on the ground truth.
Findings of the numeric evaluation results are reflected here:
The similar output of the four DL-Delta versions shows the
enhancers’ superior hole-correction capabilities, whereas the
other deep learning enhancers are less adept at this task for
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Fig. 11. RealSense D435 sample: Frontal with glasses and a large depth hole. Depth: 1280720, Nearest: 0.34m, ROI: 453. Top row: the color image with
corresponding depth images, output of enhancers based on decimation and hole-filling; Bottom row: output of proposed deep learning-based enhancers and
spatial enhancers.
Fig. 12. RealSense D435 sample: Frontal with many small depth holes. Depth: 1280720, Nearest: 0.39m, ROI: 363. Top row: the color image with
corresponding depth images, output of enhancers based on decimation and hole-filling; Bottom row: output of proposed deep learning-based enhancers and
spatial enhancers.
the given input. When it comes to counteracting the blur
by e.g. restoring the nasal depth structure, Figure 9 shows
a positive example for most of the deep learning enhancers.
In contrast, Figure 10 showcases two rather incorrect nose
restoration results generated by DL-Alpha and DL-Gamma,
while the DL-Delta versions and DL-Beta mostly kept the
blurred nose instead of overly falsifying the depth data.
Regarding the baseline enhancers, the non-decimation vari-
ants with hole-filling capabilities - Hf-FFA, Hf-NFA, Hf-L,
Sp-Hf16 and Sp-HfU - demonstrate their effect on the non-face
area, i.e. the benign background hole pixels, which are heavily
altered. This illustrates why the full-image-area results in the
quantitative synthetic evaluation may be considered less useful
than their face-area-specific counterparts. Finally, the figures
also show that the enhancers Sp-HfN and De-M2 only have
a barely visible impact on the degraded input images, thus
explaining their clearly inferior synthetic evaluation results
when only the face area is considered.
E. RealSense D435 Samples
Figure 11 to Figure 13 show various experiment samples for
the Intel RealSense Depth Camera D435, with source images
that have been recorded in this work. In the upper left of
each figure are the two source images (color & depth) in four
variants, from left to right:
• Color: The visible light RGB color image. All of these
shown in this section have been recorded using 1280720
as the video resolution, whereby the resolution of the
depicted square-shaped face ROI can be found in each
figure’s caption.
Fig. 13. RealSense D435 sample “Balloon”. Depth: 848480, Nearest: 0.31m,
ROI: 407. Top row: the color image with corresponding depth images, output
of enhancers based on decimation and hole-filling; Bottom rows: output of
proposed deep learning-based enhancers. No faces are hallucinated when
processing arbitrary objects that do not exhibit a face-like depth shape.
• O-D-C: “Original-Depth-Colorized”, the colorized form
of the O-D-G.
• O-D-G: “Original-Depth-Grayscale”, the original 16bit
output of the RealSense D435 camera, after alignment
with the color video stream, and with the depth being
normalized from a 25cm range starting at the closest
detected depth value in the ROI. This full depth video
resolution is denoted in each figure’s caption as “Depth”,
and the pixel in the depth ROI with the closest depth
value is specified as “Nearest”.
• A-D-C: “Adjusted-Depth-Colorized”, which is the col-
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Fig. 14. KinectFaceDB sample “0025 s1 OpenMouth”: Top row: the color image with corresponding depth images, output of enhancers based on decimation
and hole-filling; Bottom row: output of proposed deep learning-based enhancers.
Fig. 15. KinectFaceDB sample “0013 s1 Smile”: Top row: the color image with corresponding depth images, output of enhancers based on decimation and
hole-filling; Bottom row: output of proposed deep learning-based enhancers.
orized variant of the hole- and 256256-resolution-
corrected version of the O-D-G that is used as input for
the enhancers. The hole-correction refers to RealSense
representing hole-pixels with the value 0, whereas the
deep learning enhancers expect holes to be represented by
the maximum value - i.e. 216 − 1 = 65535 for the 16bit
depth images. Thus the 0-holes are adjusted by changing
their pixel’s depth value to the maximum. In addition,
the original ROI depth images of varying size are scaled
to 256256 to match the deep learning enhancers’ input
resolution requirement.
First, in the frontal Figure 11, a larger depth hole can be
seen on the glasses of the subject - here i.a. the non-Delta
deep learning enhancers cannot fully close the hole. Figure 12
showcases a recording containing many small depth holes.
Finally, Figure 13 illustrates the deep learning enhancers’
resilience against non-face images, by providing a balloon as
input. No discernable facial features are “hallucinated” into
the image. Similar results were achieved with a bent piece of
paper as well.
F. KinectFaceDB Samples
Figure 14 to Figure 15 show samples with Kinect v1
input images stemming from the KinectFaceDB [23], [24].
According to [23], participants were asked to sit in front of
the Kinect camera at a distance ranging from 0.7m to 0.9m,
with a white board placed behind each participant at a fixed
1.25m distance to the Kinect.
While the RGB visible light color images and depth images
of the dataset all have a 256256 resolution [23], [24], the
actual (often mostly centered) face ROI within the images is
closer to 128128. Consequently, the original color and depth
images were cropped to 128128 at the center (i.e. with an
offset of 6464 to the top left corner of the original 256256
images). All cropped depth variants were then resized back to
256256 with nearest-neighbor interpolation, to accommodate
the 256256 input resolution requirement of the tested deep
learning enhancers. The depth of the original BMP images -
stored with 8bit precision - also had to be inverted and was
normalized to utilize the full depth range.
Figure 14 shows a subject with open mouth and glasses,
which does not appear to adversely affect the deep learning
enhancers, although the DL-Delta variants and DL-Alpha did
visibly shrink the open mouth area. Figure 15 has a front-
facing subject with long hair, which the DL-Delta variants par-
tially removed as part of the background. And in Figure 16 a
piece of paper occludes the entire left half of the image, which,
similarly to the RealSense D435 balloon test in Figure 13, did
not cause any of the deep learning enhancers to erroneously
hallucinate facial features into the image.
VI. CONCLUSION AND FUTURE WORK
A PRNet-based synthesis of ground truth face depth images
was carried out using a 2D face color image dataset. These
ground truth depth images were then synthetically degraded
to approximately resemble low-cost depth camera images.
Using the obtained synthetic data, 7 deep learning enhancers
with 4 similar U-Net-like neural network architectures were
created and benchmarked against 8 baseline depth enhancers
comprising 3 non-deep-learning general enhancer types from
the RealSense SDK. A notable property of the proposed
deep learning depth enhancers is their independence from
additional non-depth helper data, which simplifies the system
and eliminates the potential for depth falsification through such
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Fig. 16. KinectFaceDB sample “0016 s1 OcclusionPaper”: Top row: the
color image with corresponding depth images, output of enhancers based on
decimation and hole-filling; Bottom rows: output of proposed deep learning-
based enhancers. No face parts are hallucinated when these are occluded by
arbitrary objects that do not exhibit a face-like depth shape.
data. As expected, the deep learning enhancers proved to be
superior in their ability to i.a. correct facial structures - such as
the nose - corrupted e.g. by placing holes in the synthetically
degraded images. The baseline enhancers, in contrast, were
naturally only capable of mitigating general depth defects by
e.g. filling holes with valid depth values of previously read
pixels.
The observed deep learning depth enhancement capabilities
lead to the conclusion that future face depth enhancement
research should likely focus on deep learning approaches (or
machine learning in general), instead of relying on fully man-
ually programmed enhancement systems, which presumably
would require a substantially increased amount of development
time to achieve comparable or superior results.
Various avenues for future work can be considered, e.g.:
• The proposed enhancers could be examined as part of a
real-time system with real camera input, e.g. to test PAD
sub-system based on the enhanced data.
• Different network configurations could be created. Au-
toML [64] variants could be investigated or developed
for image-to-image architectures, to create automatically
optimized deep learning enhancers.
• Improved synthesis systems could be employed to address
the imperfect realism of this work’s synthesis, namely by
improving the ground truth face detail and the degradation
quality. Alternatively, a large-scale face depth image
dataset with high-quality ground truth images, in addition
to recordings made with low-cost depth cameras, could
be created.
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