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, Cuthill-McKee(CM) [6] Gibbs Pole Stockmayer(GPS) [9]
. , volume respecting embedding [8]
[1] CM WBRA [7] .
2003 Lim ($\mathrm{G}\mathrm{A}+\mathrm{H}\mathrm{C}$ ) $[11, 12]$ .
$\mathrm{G}\mathrm{A}+\mathrm{H}\mathrm{C}$ , (HC) (GA) ,
( ) , [14]
GPS .
, Lim $\mathrm{G}\mathrm{A}+\mathrm{H}\mathrm{C}$ ( )
.
2
$G=$ $(V, E)$ . $V,$ $E$ $V$ (G), $E(G)$ . $v\in V$ (G)
, $v$ $N$ (v) ‘ $f$ : $V\mapsto$ { $1,$ $\ldots,$ $|$V|} $G$ (
) , $G$ $LO$ (G) $f$ $v$ , $f$ (v) ($v$ $f$
) . $f$ , $f’(v)=n-f(v)+1$ $f^{R}$
$\{v|i\leq f(v)\leq j\}$ $f$ [i, $j$ ] . $f$ $G$ . ( $G$ ) $f$
6 $J0\grave{\nearrow}\vdash$. $\mathrm{h}\overline{.}b$w$f$ (G) $\#\mathrm{h}b$w$f(G)= \max\{u,v\}\in E|f(u)-f$ (v)| $-\tau^{\backslash }\backslash \text{ }\ovalbox{\tt\small REJECT} \text{ }$, $G\text{ }/8_{\grave{J}}\vdash^{l}h\overline{.}\mathrm{M}$1 (G) $\#\mathrm{h}$
$bw(G)=\mathrm{m}\mathrm{i}\mathrm{n}f\in LO$(G) $bwf$ (G) $\text{ }’ \text{ }\ovalbox{\tt\small REJECT} \text{ }*\iota \text{ }$ . $\text{ }\mathrm{f}\mathrm{f}\mathrm{i}f_{1}5\iota v\mathfrak{l}’.71\backslash \text{ }$ , $\max${ $|f(u)-f($v)|: $u\in N($v)} $\text{ }$
$bw_{f}$ (v) . $M$ $n$ , $M_{i}=$ ( $m_{i1},$ $\ldots,$ $m$i|V|) $M$ $i$
. $m_{ii}$ , $\max_{m_{i}}.\neq 0|i-j|\text{ }bw_{i}$(M) $\mathrm{T}^{\backslash }\xi-$
$\text{ }$ $\check{}\text{ }\max_{1\leq i\leq|V|}bw_{i}$ (M) $\text{ }bw( M)-\tau^{\theta}\text{ },\acute{\{\mathrm{v}}\mathrm{F}$\rfloor $M\text{ }/\mathrm{S}\grave{\nearrow}\vdash\acute$ $\mathrm{h}.\text{ }\mathbb{P}^{\backslash \prime}S\backslash \backslash \backslash$ . $PM_{n}\text{ }\mathrm{F}\mathit{4}\text{ }n$






. $M$ $n$ . , $M$ $b$





, $\mathrm{N}\mathrm{P}$ 1 [10]. ,
, 4/3 [3] , $(P\neq NP$









. $G=$ $(V, E)$ $(L_{1}, \ldots, L_{M})$
, 1) $\sum_{i=1}^{M}L_{i}=V,$ $2$ ) {u, $v$} $\in E,$ $u$ \in Li, $v\in Lj\Rightarrow|i-j|\leq 1$
. $\max_{1\leq i<M}|L_{i}|$ $(L_{1}, \ldots, L_{M})$ . $G$





, $R_{i}$ $i$ . , . . . , $R_{h}$





$O$ ( $lw$ (G) $\log|$V|) ( ) . ,
[16].
2.3 Cuthill-McKee(CM)
CM Cuthill McKee 1960 ,
[6]. , RCM , GPS WBRA




$Rh$ . , $u\in R_{i},$ $v$ \in Rj, $i<j\Rightarrow f(u)<f$ (v)
( $f$ : $Varrow\{1,$ $\ldots,$ $|$ V|}) 4
3 Lim $\mathrm{G}\mathrm{A}+\mathrm{H}\mathrm{C}$
Lim $\mathrm{G}\mathrm{A}+\mathrm{H}\mathrm{C}$ , (HC) (GA) .
3.1 Lim
$G$ $f$ , $v\in V$(G) $bw_{f}(v)=$ $f(G)$ , $v$
. $CVf$ (G) , $CVf$ (G)
. $f$ 2 $u,$ $v$ , $u$ $v$ 2
\Xi \Xi $f’(v)=f$ (u), $f’(u)=f$ (v), $f’(w)(w\neq u, v)=f$ (w) swap(f, $u,$ $v$) -
2 fixed parameterized intractable .








3: flag $:=\mathrm{t}\mathrm{r}\mathrm{u}\mathrm{e};CV:=CV_{fw}(G)$ ;width $:=bw_{fw}(G)$ ;
4: foreach $v\in CV$ do
5: begin
6: $N’(v)\subseteq V-CV$ ;
7: $N’(v)$ ( $(w_{1},$ $\ldots,$ $w_{t})$ )
8: $i:=0$;
9: repeat
10: $i:=i+1;f$’ $:=swap(f_{w}, v, w_{i});m:= \max\{bwf’(v), bwf’(w_{i})\}$;
11: until ($m<$ width) or $(i=t)$ do;
12: if $m<width$ then begin $f_{w}:=f’$ ;flag $:=\mathrm{f}$ Use; end;
13: $\mathrm{e}\mathrm{n}\mathrm{d}_{\dot{J}}$.
14: until flag do;
15: $f_{w}$ ;
3.2 Lim
$G=(V=\{v1, . . . , v_{n}\}, E)$ , $f$ $G$ .
Lim , $f$ (v1), . . . , $f$ (vn) $f$
. , 1 $f$ , 5,2,6,1,3,4 .
Lim , 1 . ( )
( ) , ( )






$k$ , 2 ( ) $k$ .





Lim $\mathrm{G}\mathrm{A}+\mathrm{H}\mathrm{C}$ , ps(population size) ,





1: $G$ ps $\text{ }$ ; $/*$ $*/$
2: foreach $v\in U\mathrm{d}\mathrm{o}/*$ $U$ $*/$
3: $v$ Cuthill-McKee ;/* $F^{w}$ $*/$
$4$ : foreach $f\in F^{v}$ do
5: $f$ ;/* $F_{1}$ $*/$
6: $g:=1$ ;
7: for $g=1$ to $mg\mathrm{d}\mathrm{o}/*$ $*/$
8: $\mathcal{F}_{g}^{n}:=\emptyset$;
9: foreach $f\in F_{g}$ do
10: begin
11: if rand$(\mathit{0}, 1)\leq \mathrm{c}\mathrm{r}$ then
12: 2 ; $/*$ $f’,$ $f$” $*/$
13: $f’,$ $f$” $mr$ ;
14: $f’,$ $f$” ;
15: $F_{g}^{n}:=F_{g}^{l}\cup\{f’, f" \}$ ;
16: end;
17: $F_{g+1}:=(F_{g};\cup \mathcal{F}_{g}^{m})$ ps;
18: end;





[11] $\mathrm{G}\mathrm{A}+\mathrm{H}\mathrm{C}$ . BaseTYPE
. [11] , ( )
. , bplOOO ,
. $\mathrm{b}\mathrm{p}$-1000 .$” \mathrm{H}\mathrm{a}\mathrm{r}\mathrm{w}\mathrm{e}\mathrm{l}\mathrm{l}$ -Boeing Sparse Matrix Collection
(HBSMC)” SMTAPE 4661, 822 $\mathrm{x}822$
. HBSMC ,
.
4 [11] , Lim $\mathrm{G}\mathrm{A}+\mathrm{H}\mathrm{C}$ $\text{ }$ $\text{ }$ bp-lOOO
. 5 ,
BaseTYPE $\mathrm{b}\mathrm{p}$-1000 50 , .
60 50 , 4 .
305 306 307 308 309 310
$\mathrm{b}$
$\iota^{\mathrm{b}}\theta$ $\backslash \mathrm{O}\mathrm{t}\mathrm{p}\phi$ $\mathrm{t}^{\mathrm{b}}\phi\backslash \theta$
4: 5:
5 Lim
Lim $\mathrm{G}\mathrm{A}+\mathrm{H}\mathrm{C}$ (GA) ,
.
5.1 (OrderTYPE)
Lim $\mathrm{G}\mathrm{A}+\mathrm{H}\mathrm{C}$ \Delta (GA) ” ”
, ” ” . , $f$ $f^{-1}$ (1), . . . , $f^{-1}(n)$
. BaseTYPE ” ” $f^{-1}$ OrderTYPE
.
5.2 (X$PT$)
Lim 1 . Lim
. xnum minxn
.





, $\frac{n}{4}\leq p\leq\frac{3n}{4}$ $xnum_{P}(p)=minxn(P)$ ’ $\frac{n}{2}$ $p$ .
$p$ 2 $xpt$ (P)
( )P $=$ ( $ff,$ $f$m) , $xpt$ (P) , $xpt$ (P) $P$
( $SDP$ ) . ,
( ) . OrderTYPE ” $xpt$
” $\text{ }$ $XPT$ .
5.3 (SDP)
$P=$ ($ff,$ $f$m) , $minxn(f_{f}’, f_{m}’)=- \min$ $minxn(\overline{P}),$ $f_{f}’\in\{ff’ f_{f}^{R}\}$ , $f_{m}’\in$
$\overline{P}\in\{f;,f_{f}^{R}\}\mathrm{x}\{fm,f_{m}^{R}\}$
$\{f_{m}, f_{m}^{R}\}$ $P’=(f_{f}’, f_{m}’)$ , $P$ ,
$SDP$(P) $XPT$ : $P=$ ($ff’ f$m)
, $SDP$ (P) , $SDP$ (P) .
$\text{ }$ $XPT+SDP$ .
6
[11] $\mathrm{b}\mathrm{p}$-1000
. , CPU, intel pentium 4 /
$2.2\mathrm{G}\mathrm{H}\mathrm{z}.$ , , 1GB., $\mathrm{O}\mathrm{S}$ , Windows 2000, , $\mathrm{J}\mathrm{a}\mathrm{v}\mathrm{a}2\mathrm{S}\mathrm{D}\mathrm{K}1.4.2$ . $XPT+SDP$
BaseTYPE , (1) , (2) , (3) , 3
$\text{ }$ . 6 BaseTYPE $XPT+SDP$
, bplOOO 50
. , 1 , 50 , , , ,





Ave Dev Best Worst
6 BaseTYPE- 307.88 $\overline{1.2}59$ $\overline{305}$ 3104
2 OrderTYPE 289.66 2.5109 285 2970
$\mathrm{t}\mathrm{t}\theta$# $\iota^{\phi}\cdot\nu^{*}|\iota^{\mathrm{q}^{\phi}}\iota^{*}\iota^{*}\theta\theta\theta^{\phi}\phi\phi\beta\grave{\mathrm{q}}^{9}$ $X$PT 289.86 1.0772 288 292
$J\backslash _{-J}^{\backslash }\cdot\vdash.\mathrm{k}^{-}$ $XPT+SDP$ 287.38 1.86 284 293
6: BaseTYPE $XPT+SDP$
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