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Low-dimensional electronic systems have traditionally been obtained by electrostatically confining elec-
trons, either in heterostructures or in intrinsically nanoscale materials such as single molecules, nanowires,
and graphene. Recently, a new paradigm has emerged with the advent of symmetry-protected surface states on
the boundary of topological insulators, enabling the creation of electronic systems with novel properties. For ex-
ample, time reversal symmetry (TRS) endows the massless charge carriers on the surface of a three-dimensional
topological insulator with helicity, locking the orientation of their spin relative to their momentum1,2. Weakly
breaking this symmetry generates a gap on the surface,3 resulting in charge carriers with finite effective mass and
exotic spin textures4. Analogous manipulations of the one-dimensional boundary states of a two-dimensional
topological insulator are also possible, but have yet to be observed in the leading candidate materials5,6. Here,
we demonstrate experimentally that charge neutral monolayer graphene displays a new type of quantum spin
Hall (QSH) effect7,8, previously thought to exist only in time reversal invariant topological insulators5,9–11, when
it is subjected to a very large magnetic field angled with respect to the graphene plane. Unlike in the TRS
case5,9,10, the QSH presented here is protected by a spin-rotation symmetry that emerges as electron spins in a
half-filled Landau level are polarized by the large in-plane magnetic field. The properties of the resulting helical
edge states can be modulated by balancing the applied field against an intrinsic antiferromagnetic instability12–14,
which tends to spontaneously break the spin-rotation symmetry. In the resulting canted antiferromagnetic (CAF)
state, we observe transport signatures of gapped edge states, which constitute a new kind of one-dimensional
electronic system with tunable band gap and associated spin-texture15.
In the integer quantum Hall effect, the topology of the bulk
Landau level (LL) energy bands16 requires the existence of
gapless edge states at any interface with the vacuum. The
metrological precision of the Hall quantization can be traced
to the inability of these edge states to backscatter due to the
physical separation of modes with opposite momentum by
the insulating sample bulk17. In contrast, counterpropagating
boundary states in a symmetry-protected topological (SPT)
insulator coexist spatially but are prevented from backscat-
tering by a symmetry of the experimental system1,2. The lo-
cal symmetry that protects transport in SPT surface states is
unlikely to be as robust as the inherently nonlocal physical
separation that protects the quantum Hall effect. However, it
enables the creation of new electronic systems in which mo-
mentum and some quantum number such as spin are coupled,
potentially leading to devices with new functionality. Most
experimentally realized SPT phases are based on TRS, with
counterpropagating states protected from intermixing by the
Kramers degeneracy. However, intensive efforts are under-
way to search for topological phases protected by other sym-
metries that can be realized or engineered in new experimental
systems.
Our approach is inspired by the similarity between the TRS
QSH effect and overlapping electron- and hole-like copies of
the quantum Hall effect, with the two copies having opposite
spin polarization. This state is protected by spin conservation
rather than the orthogonality of states in a Kramers doublet9,
as with the TRS QSH observed in strong spin-orbit systems.
Nevertheless, it is expected to reproduce the characteristic ex-
perimental signatures of the TRS QSH, with gapless helical
edge states enclosing an insulating bulk7,8. Two requirements
are necessary for realizing such a QSH state. First, the spin-
orbit coupling must be weak, so that spin remains a good
quantum number. Second, the energy gap between electron-
and hole-like Landau levels must be small enough to be invert-
ible by the Zeeman splitting. Both of these conditions are met
in graphene, a gapless semimetal with very weak spin-orbit
coupling18. The graphene LL structure is characterized by
the existence of a fourfold spin- and valley-degenerate LL at
zero energy(zLL)19. Near the sample boundary, the zLL splits
into one positively dispersing (electron-like) and one nega-
tively dispersing (hole-like) mode per spin projection. Con-
sequently, a spin-symmetry protected QSH effect is expected
when the spin degeneracy is lifted by an external magnetic
field, resulting in a bulk energy gap at charge neutrality and
electron-like and hole-like states with opposite spin polariza-
tion that cross at the sample edge7,8.
Experimentally, charge neutral monolayer graphene does
not exhibit the expected phenomenology of the QSH ef-
fect, becoming strongly insulating instead at high magnetic
fields20. While the precise nature of this insulating state
has remained elusive, its origin can be traced to the strong
Coulomb interactions within the graphene zLL. At integer fill-
ing factors, ν, the Coulomb energy is minimized by forming
antisymmetric orbital wavefunctions, forcing the combined
spin/valley isospin part of the wavefunction to be symmet-
ric. The resulting possible ground states lie on a degener-
ate manifold of states fully polarized in the approximately
SU(4)-symmetric isospin space21, encompassing a variety of
different spin- and valley- orders. In the real experimental
system, the state at any given filling factor (such as ν = 0)
is determined by the competition between SU(4) symmetry-
breaking effects. The most obvious such anisotropy is the
Zeeman effect, which naturally favors a spin-polarized state,
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FIG. 1. Quantum spin Hall state in monolayer graphene in extreme tilted magnetic fields. a, Conductance of device A at B⊥=1.4T for
different values of BT . As BT increases, the insulating state at ν=0 is gradually replaced by a high conductance state, with an accompanying
inversion of the sign of ∂Gcnp/∂T (Extended Data Figure 1). Inset: Gcnp as a function of BT for Device A. Left to right: B⊥=0.75 (cyan),
1.0, 1.4, 1.6, 2.0, 2.5, 3.0, and 4.0 T. b, Capacitance (dark lines) and dissipation (faded lines) of device B at B⊥=2.5T. The low dissipation
confirms that the measurements are in the low-frequency limit, so that the dips in capacitance can be safely interpreted as corresponding to
incompressible states. c, Conductance under the same conditions. The absence of a detectable change in capacitance, even as the two-terminal
conductance undergoes a transition from an insulating to a metallic state suggests that the conductance transition is due to the emergence of
gapless edge states.
but the sublattice structure of the zLL adds additional inter-
action anisotropies22 that can favor spin unpolarized ground
states characterized by lattice scale spin- or charge-density
wave order12–14,23. This interplay can be probed experimen-
tally by changing the in-plane component of magnetic field,
which changes the Zeeman energy but does not affect orbital
energies, and previous observations indeed confirm that the
state responsible for the ν=0 insulator is spin unpolarized24.
However, the spin polarized QSH state can be expected to
emerge for sufficiently large in-plane field, manifesting as an
incompressible conducting state at charge neutrality.
Figure 1a shows two terminal conductance measurements
of a high quality graphene device fabricated on a thin hBN
substrate, which itself sits atop a graphite local gate. As the to-
tal magnetic field (BT ) is increased withB⊥ held constant, the
initially low charge neutrality point conductance (Gcnp) in-
creases steadily before finally saturating at G ∼ 1.8 e2/h for
the largest total field applied. Evidence for a similar transition
was recently reported in bilayer graphene25. To distinguish
the role of the edges and the bulk in this conductance transi-
tion, we also measure the capacitance between the graphene
and the graphite back gate under similar conditions. Capaci-
tance (C) measurements serve as a probe of the bulk density
of states (D) via C−1 = C−1G + (Ae
2D)−1, where CG is the
geometric capacitance and A is the sample area. Simultane-
ous capacitance and transport measurements from a second
graphene device show that quantized Hall states within the
zLL at ν = 0 and ν = ±1 are associated with minima in the
density of states (Fig. 1b-c). As the total field is increased, the
capacitance dip at ν = 0 remains unaltered even as conduc-
tance increases by several orders of magnitude. This implies
that the high field ν = 0 state has an incompressible bulk,
consistent with the hypothesis of a ferromagnetic QSH state
with conducting edge states and a bulk gap.
We probe the nature of the edge states through nonlocal
transport measurements in which floating contacts are added
along the sample edges26. Unlike the chiral edge of a quan-
tum Hall state, which carries current in only one direction, the
QSH edge can carry current either way, with backscattering
suppressed by the conservation of spin within the helical edge
sates. Because the carriers do not maintain their spin coher-
ence within a metal contact, contacts equilibrate the counter-
propagating states so that each length of QSH edge between
contacts must be considered as a single h/e2 resistor. The
two-terminal conductance results from the parallel addition of
the two edges connecting the measurement probes,
G =
e2
h
(
1
N1 + 1
+
1
N2 + 1
)
, (1)
where N1 and N2 are the number of floating contacts along
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FIG. 2. Nonlocal two-terminal transport in the quantum spin
Hall regime. a, Schematic of four distinct two-terminal measure-
ment topologies available in a four-terminal device. Hollow circles
indicate floating contacts while filled, colored circles indicate mea-
surement contacts. Each variation probes two parallel conductance
paths between the measurement contacts with a variable number of
segments on each path, indicated by black edges. b, Two-terminal
conductance measurements of Device A for B⊥=1.4T, color-coded
to the four different measurement configurations. Dashed curves
are taken at BT=1.4T; solid curves are taken at BT=34.5T (QSH
regime). In the QSH regime, Gcnp depends strongly on the num-
ber of floating contacts. Inset: AFM phase micrograph of Device A.
Scale bar: 1 micron. c,Gcnp for eighteen different contact configura-
tions based on cyclic permutations of the topologies shown in a. Data
are plotted against two model fits. In a numerical simulation based
on a diffusive model (black circles), the graphene flake was assumed
to be a bulk conductor with the conductivity left as a fitting param-
eter (σ = 3.25e2/h for the best fit). The QSH model is Eq. 1, and
has no fitting parameters. The dashed line indicates a perfect fit of
data to model. Note that the measured Gcnp never reaches the value
predicted by the QSH model, indicating either contact resistance or
finite backscattering between the helical edge states. d, Schematic
of bulk order and edge state spin texture in the fully polarized QSH
regime. Arrows indicate the projection of the electron spin on a par-
ticular sublattice, with the two sublattices indicated by hollow and
filled circles. The edge state wavefunctions are evenly distributed on
the two sublattices and have opposite spin polarization, at least for
an idealized armchair edge15.
each edge. Figure 2b shows the results of nonlocal two-
terminal conductance measurements for the four distinct two-
terminal measurement geometries available in a four-terminal
device (Fig. 2a). Repeating the measurement for 18 cyclic
permutations of the available contact configurations, we find
that the results are well fit by the simple model of Eq. 1 (Fig.
2c) despite large variations in the effective bulk aspect ratio.
Notably, Gcnp is always less than the value expected from
the QSH model, suggesting some small but finite amount of
backscattering or contact resistance. The combination of bulk
incompressibility and nonlocal transport signatures of coun-
terpropagating edge states lead us to conclude that the high
field metallic state observed indeed displays a QSH effect.
The QSH state realized here is equivalent to two copies of
the quantum Hall effect, protected from mixing by the U(1)
symmetry of spin rotations in the plane perpendicular to the
magnetic field. As such, it constitutes a topologically non-
trivial state that is clearly distinct in its edge state properties
from the insulating state at fully perpendicular field. What
kind of transition connects the two states? Capacitance mea-
surements in the intermediate conductance regime reveal that
the bulk gap does not close as the total field is increased (Fig.
3a). This rules out a conventional topological phase transi-
tion, in which case the bulk gap is required to close27; the
transition must thus occur by breaking the spin-symmetry on
which the QSH effect relies. In fact, a canted antiferromag-
netic state (Fig. 3b) that spontaneously breaks this symmetry
is among the theoretically allowed ν = 0 states12–14. Within
this scenario, the canting angle is controlled by the ratio of the
Zeeman energy, gµBBT , and the antiferromagnetic exchange
coupling, which depends only on B⊥. The observed conduc-
tance transition results from the edge gap closing (Fig. 3c)
as the spins on the two graphene sublattices are slowly canted
by the in-plane magnetic field, with the fully polarized QSH
state emerging above a critical value of BT 15. In the language
of SPT insulators, the antiferromagnetic instability breaks the
spin symmetry below this critical field, allowing the counter-
propagating edge states to backscatter and acquire a gap.
Experimentally, the sub-critical field regime is character-
ized by high conductance peaks appearing symmetrically be-
tween ν = 0 and ν = ±1. We observe G > e2/h peaks
in many samples with widely varying aspect ratios, which is
inconsistent with diffusive bulk transport in a compressible
Landau level28. Variable temperature measurements indicate
that the peaks are metallic, even when the state at ν = 0 is still
strongly insulating (Fig. 4a). Moreover, the peaks exhibit the
nonlocal transport behavior of counterpropagating edge states
(Fig. 4b); in particular the peak conductance is always strictly
less than e2/h when the two edges are interrupted by a float-
ing contact. These results indicate that the conductance peaks
are due to edge state transport in the canted antiferromagnetic
state. The high conductance of these edge states, despite prox-
imity to the strongly disordered etched graphene edge, implies
that backscattering is at least partially suppressed. This is con-
sistent with the the theory of the CAF band structure shown
in Fig. 4c-d15, in which the interpolation between the gapless
QSH and gapped AF edge structure is achieved via a new kind
of one-dimensional edge state in which counterpropagating
modes have oppositely-canted AF spin texture. Interestingly,
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FIG. 3. Symmetry-driven quantum phase transition. a Capacitance (top) and conductance (bottom) of device A atB⊥=1.1T. The central dip
in capacitance does not change with BT at any point during the transition, implying that the bulk gap does not close. b, Bulk spin order in the
three transition regimes. The balls and arrows are schematic representations of the spin and sublattice texture of the ground state wavefunctions
and do not represent individual electrons; the electron density within the ZLL at ν=0 is two electrons per cyclotron guiding center. The insets
in b show details of the relative alignment of the electron spins on the two sublattices. At largeBT , the bulk electron spins are aligned with the
field (top panel), resulting in an emergent U(1) spin-rotation symmetry in the plane perpendicular toBT . As the total magnetic field is reduced
below some critical value (with B⊥ held constant), the spins on opposite sublattices cant with respect to each other while maintaining a net
polarization in the direction ofBT (middle panel). This state spontaneously breaks the U(1) symmetry, rendering local rotations of the electron
spins energetically costly. At pure perpendicular fields (bottom panel), the valley isospin anisotropy energy overwhelms the Zeeman energy
and the canting angle θ is close to 90◦, defining a state with antiferromagnetic order. c, Low energy band structure in the three phases15.  is the
energy and x is the in-plane coordinate perpendicular to the physical edge of the sample. The intermediate CAF phase smoothly interpolates
between the gapless edge states of the QSH phase (top panel) and the gapped edge of the perpendicular field phase (bottom panel) without
closing the bulk gap. Colors indicate spin texture of the bands projected onto the magnetic field direction, with red corresponding to aligned,
blue antialigned, and black zero net spin along the field direction.
existing theories of the CAF state are only rigorously applica-
ble to the zero carrier density regime, in which case the CAF
edge modes exist as excited states. The fact that we can access
the CAF edge states via gating is somewhat surprising, as it
implies that this spectrum is stable to small populations of the
edge bands.
Questions remain about the precise nature of the QSH and
CAF boundary modes. Experimentally, Gcnp never reaches
2e2/h even at the highest values of BT , despite some of
the devices showing a flat plateau around charge neutrality.
Naively, backscattering within the QSH edge mode requires
flipping an electron spin, for example by magnetic impurities,
although such a process should be energetically unfavorable
at high magnetic fields. More trivially, we cannot exclude
that weakly conducting charge puddles connect the two edges
(but not source and drain contacts), leading to backscattering
across the bulk in the QSH regime. Spin-orbit effects may also
play a role by spoiling the spin-symmetry upon which the he-
lical edge states rely. While the intrinsic spin-orbit coupling
in graphene is thought to be weak18, the helical states may be
uniquely sensitive to spin relaxation. Alternatively, the large
Rashba-type spin-orbit coupling induced in the graphene un-
der the gold contacts29 may gap out the edge states near the
graphene/contact interface, contributing a QSH-specific con-
tact resistance which lowers the plateau conductance.
Nonlinear transport measurements provide some additional
insight into the nature of backscattering in the edge states. In
both the QSH and CAF regimes, the nonlinear transport data
is invariant under simultaneous inversion of the carrier den-
sity and source-drain bias, VSD (Figs. 4e-f). The data thus
respects charge conjugation symmetry within the graphene,
possibly implying that the inelastic processes probed by large
VSD are native to the electronic system. Notably, the nonlin-
ear conductance is not invariant under reversal of source drain
bias alone. We can understand this lack of symmetry as a
natural consequence of dissipative edge transport in our time-
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dI/dVSD , of device C in the QSH regime (B⊥=2.7 T, BT=45.0 T) in units of e2/h. A constant source-drain voltage, VSD , along with a
100µV, 313 Hz excitation voltage, are applied to one contact and the AC current measured through the second, grounded contact. f, dI/dVSD
of device C in the CAF regime (B⊥=5.9T, BT=45.0T) in units of e2/h. In both e and f, a symmetry is observed upon reversing both VSD and
carrier polarity.
reversal noninvariant system, where, in contrast to topological
insulators, the counterpropagating edge states can be spatially
separated. Within this picture, reversing VSD changes the cur-
rent carried by the inner and outer counterpropagating edge
states. If dissipation differs between the two states on a single
edge and the two physical graphene edges are inequivalent,
reversing VSD can be expected to result in different conduc-
tance.
The current experiments present the first proof of the CAF-
QSH crossover in monolayer graphene. In addition, they en-
able the study of QSH physics in a versatile material plat-
form, enabling new experiments. Most importantly, the high-
field graphene QSH system differs from the conventional TRS
QSH state through the crucial role of interactions, which lead
to the spontaneous breaking of spin symmetry that generates
the gapped CAF edge states. We note that in this paper we
have discussed experimental results in the context of mean-
field treatments of interactions in the graphene zero Landau
level14,15. Crucially, this treatment neglects the potential for
the spin-ferromagnetic (or CAF) order parameter to recon-
struct near the sample boundary8,13, possibly leading to a qual-
itative change in the nature of the edge charge carriers. These
results should inspire more careful future work, both experi-
mental and theoretical, to both understand the true nature of
the edge states and to use them as a building block for realiz-
ing novel quantum circuits.
Methods
1. Sample Fabrication.
Samples consist of graphene-hBN-graphite stacks fabri-
cated by a dry transfer process30. Samples are annealed in
H2-Ar atmosphere at 350oC31 after each transfer step and af-
ter patterning of contacts by standard electron beam lithog-
raphy techniques. Before measurement, residual debris from
the fabrication process is swept off the graphene flake with
an atomic force microscope tip operated in contact mode32,33
6(the evidence of this is visible in the AFM micrograph inset to
Fig. 2b). The methods used produce a random alignment an-
gle between graphene and hBN flakes. However, in the sam-
ples reported on in this paper, we do not see any evidence
for moire´-induced band structure reconstructions30, suggest-
ing that either the twist angle between graphene and hBN lat-
tices is large, or the coupling weak.
2. Conductance measurements
Conductance measurements were made using ∼300 Hz
voltage bias, with Vac=100µV. The sample was immersed
in 3He liquid at 300mK for all measurements excepts those
shown in Fig. 4a, where the temperature is indicated, and
those shown in Fig. 3, which were taken at 150mK with the
sample immersed in 3He/4He mixture. The angle between
the magnetic field and graphene plane was controlled by a
mechanical rotator. The sample was aligned using high den-
sity Shubnikov de Haas oscillations, ensuring reproducible
alignment to better than .025o in the large tilt angle regime,
B⊥  BT . For multiterminal devices (A and C), all mea-
surements are done between two pairs of contacts (top config-
uration of Fig. 3a) unless otherwise indicated, ensuring that
only two uninterrupted edges are being measured.
3. Capacitance measurements
To measure capacitance, we used a HEMT-based ampli-
fier to construct a low temperature capacitance bridge-on-a-
chip34. A schematic representation of the bridge geometry and
electronics appears in Supplementary Figure S6. In this ge-
ometry, an AC excitation on the graphene sample is balanced
against a variable phase and amplitude excitation on a known
reference capacitor, which is located near the sample. The
sample bias was 900µV for the data set in Fig. 1b and 100µV
for that in Fig. 3a, both of which were measured at 78 kHz.
The signal at the input of the HEMT amplifier was first nulled
by adjusting the reference excitation using a home-built dual-
channel AC signal generator, after which data were acquired
off-balance by monitoring the in- and out-of phase voltage at
the balance point as a function of the applied DC sample bias.
Biasing the transistor amplifier raised the base temperature of
the cryostat, so that the temperature was 400mK during acqui-
sition of the data in Fig. 1b and 250 mK for Fig. 3a.
Extracting density of states information from capacitance
measurements requires that the measurement frequency, f ,
be lower than the inverse charging time of the experimental
system35. Because incompressible regimes in quantum Hall
samples are also highly resistive, contrast in the capacitance
signal can be generated by the swing in sample resistance
rather than density of states. In this case, capacitance minima
appear because the sample can no longer charge on timescales
of f−1. Experimentally, such a transition is accompanied by
a peak in the out-of-phase (dissipation) signal, which reaches
a a maximum when the sample resistance R ∼ 1/fC, where
C is the sample capacitance. In the capacitance data shown
in Figs. 1b and 3a, the dissipation signal is less than ∼ 10%
of the capacitive signal, suggesting that the observed features
are mostly due to density of states. We note that whether the
capacitance dip associated with the metallic, high field ν = 0
state is due to incompressibility or high bulk resistance is im-
material to the conclusions in the paper: in either case, any
metallic transport should be via edge states.
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9TABLE I. Physical parameters of measured samples. The studied devices consist of sequentially stacked flakes of thin graphite, h-BN, and
monolayer graphene on an insulating Si wafer with 285nm of thermally-grown SiO2. The bottom graphite layer serves as a local gate electrode
as well as to screen charge inhomogeneity in the graphene. The table lists the details of the samples discussed in the main text (Samples A, B,
and C), as well as for additional samples which are presented in these online supporting materials (Samples D-I).
Sample
Name
BN
Thickness (nm)
Sample
Dimensions LxW (µm)
Aspect Ratio
(L/W)
A 14 3.6 x 1.4 2.6
B 9 1.8 x 0.9 2
C 8.4 1.2 x 1.2 1
D 4.2 2.1 x 0.7 3
E 3.4 1.6 x 0.7 2.2
F 4 1.1 x 0.9 1.2
G 4.4 1 x 1 1
H 2.2 1.4 x 2 0.7
I 3.8 0.7 x 1.8 0.4
A B C D E
F G H I
FIG. S5. Images of measured devices. False color AFM images of the devices enumerated in Table I. Dashed lines outline the graphene
boundary. Black scale bars correspond to 1 µm.
10
0 50 0 50 0 50 0 50
0 50 0 50 0 50 0 50 0 50
0 1000
1
2
Co
nd
uc
ta
nc
e 
(e2
/h
)
Co
nd
uc
ta
nc
e 
(e2
/h
)
Co
nd
uc
ta
nc
e 
(e2
/h
)
0 100 0 100
Vg (mV)
0 100 0 100
B⊥=0.75T B⊥=1.2T B⊥=1.4T B⊥=2.0T B⊥=3.0T
BT=0.75T
BT=
   21.6T
BT=
   34.5T
BT=
   34.5T
BT=
  34.5T
BT=
   34.5T
BT=1.2T BT=1.4T BT=2T BT=3T
0
1
2
Vg (mV)
B⊥=1.0T B⊥=1.5T B⊥=2.5T B⊥=3.0T B⊥=3.5T
BT=1T
BT=
   23T
BT=1.5T
BT=
   27T
BT=2.5T
BT=
   45T
BT=3.5T
BT=
   35T
BT=4.5T
BT=
   45T
BT=1.5T
BT=
   34.5T
BT=2.5T
BT=
34.5T
BT=3T
BT=
   34.5T
BT=3.5T
BT=
   34.5T
Sample A
Sample B
Sample C
0
1
2
Vg (mV)
B⊥=1.5T B⊥=2.5T B⊥=3.5T B⊥=4.5T
FIG. S6. Conductance as a function of B⊥, BT, and gate voltage for samples A, B and C. Coloring of lines from blue to red indicates
increasing BT, with B⊥ as indicated at the top of each panel.
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FIG. S7. Gcnp as a function of B⊥ and BT for samples A, B and E. Correspondingly higher values of BT are required to induce the
transition for higher values of B⊥. For Sample A, the curves correspond to (blue to red) B⊥=0.75, 1, 1.2, 1.4, 1.6, 2, 2.5, 3, 3.5, and 4T. For
Sample B, the curves correspond to (blue to red) B⊥=1, 1.5, 2, 2.5, 3, and 3.5 T. For Sample E, the curves correspond to (blue to red) B⊥=0.9,
1, 1.1, 1.2, 1.3, 1.4, and 1.5T.
12
Vg (mV)
Co
nd
uc
ta
nc
e 
(e2
/h
)
Vg (mV)
-50 0 50 100 -50 0 50 1000
1
2
0
1
2
A A A A
b
a
c
FIG. S8. Nonlocal measurements for sample C in the QSH and CAF regime. In the main text, evidence for conduction via edge states
in the QSH and CAF regimes is provided by nonlocal transport measurements in Sample A (Figures 2b and 4b). Due to conduction through
counter-propagating edge states, interrupting an edge with a floating contact decreases the 2-terminal conductance much more than would
be expected in a diffusive transport model. Here we provide an additional example of this behavior for sample C. a, Schematic of distinct
2-terminal measurement topologies with different number of floating contacts (hollow circles). b, QSH regime, B⊥=2.7T and BT=45T. c,
CAF regime, B⊥=5.9T and BT=45T. Curves are color coded according to the measurement schematics, as in the main text. Due to a small
gate leak in one of the contacts, these specific nonlocal measurements underestimate the conductance by a scale factor which was adjusted for
by fitting the ν = −1 plateau to a conductance of e2/h.
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FIG. S9. Double conductance peaks in seven different samples. A generic feature of the intermediate regime between the insulating and
metallic QSH regimes is the appearance of double conductance peaks close to ν = 0. The figure shows two-terminal conductance vs. backgate
voltage VG. Purely perpendicular magnetic field only (BT = B⊥, black lines) results in an insulating state at ν = 0. Increasing the total
magnetic field while keeping the perpendicular component constant (BT > B⊥, red lines), induces a transition to the CAF with associated
double conductance peak feature. Samples are ordered from left to right by descending aspect ratio.
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FIG. S10. Temperature dependence of the charge-neutrality point conductivity for Sample B. a-c, Gate sweeps for sample B at constant
B⊥ = 2.5T and BT = 2.5T, 26.5T and 34.5T for a, b, and c, respectively. d, Conductance at the charge neutrality point as a function of
temperature for the data in a, b, and c. A clear insulating dependence (∂G/∂T > 0) is observed for B⊥ = BT. With increased BT, in
the intermediate regime, the double conductance peaks between ν = 0 and ν = ±1 display a weakly metallic temperature dependence
(∂G/∂T < 0) while Gcnp is very weakly insulating. In the QSH regime (BT ¿¿ B⊥), where the conduction is along edge channels, the
temperature dependence at ν = 0 is metallic.
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FIG. S11. Schematic of the capacitance bridge-on-a-chip in tilted magnetic field. The magnetic field points up in the schematic. Beige:
sample stage, showing axis of rotation (red arrows). Purple: graphene sample mount. Blue: transistor mount with 90◦ bend. The HEMT is
mounted on the face angled 90◦ from the graphene sample mount and with the plane of its 2D conduction channel perpendicular to the sample
stage axis of rotation. A single wire bond connects the two mounts, from the graphite back gate to the balance point of the capacitance bridge.
The transistor is gated by applying Vg to the balance point/graphite back gate through a 100 MΩ chip resistor. Combined with total capacitance
of the balance point to ground (∼ 3 pF), this sets the low frequency cutoff for the measurement at ∼ 1 kHz. The density of electrons in the
graphene sample is determined by the DC voltage difference between the graphene sample and the graphite back gate, namely by Vs − Vg .
In the main text, this is compensated for, and all capacitance measurements are shown as a function of the graphite gate voltage relative to
grounded graphene. All components shown in black are at room temperature.
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FIG. S12. Tilted-field magnetotransport in zero-field insulating monolayer graphene. In a fraction of devices having the identical geom-
etry to those presented in the main text, we find that rather than a conductivity of ∼ e2/h at charge neutrality these devices instead exhibit
insulating behavior at the CNP at zero applied magnetic field. We ascribe this insulating behavior to the opening of a bandgap at the CNP due
to the effect of an aligned hBN substrate30. The top panel shows resistance of the device in zero magnetic field. This device has a resistance
of 825 kΩ at the CNP in zero magnetic field and T=.3K. As with the devices described in the main text, the insulating state becomes stronger
in a perpendicular magnetic field. In the bottom panel, solid lines are gate sweeps at constant B⊥=1, 2 and 3T and BT = B⊥. Dashed lines
are for the corresponding sequence of B⊥=1, 2 and 3T but with BT=45T for each. Data taken at 0.3K. Semiconducting graphene samples do
not show any sign of QSH-type physics, at least up to 45T. Even for B⊥=1T and BT=45T, the conductance at the CNP increases only slightly,
from 0.02 e2/h with zero in-plane field to 0.14e2/h with BT=45T. This is understandable, as even neglecting interaction effects, closing a
moire´-induced band gap of ∆ = 10 meV requires a Zeeman field of nearly ∆/(gµB) ≈ 85 T. We note that in these samples, the ground state
at BT = B⊥ may not be an antiferromagnet.
