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Abstract. The dissemination of data stream systems, wireless networks 
and mobile devices motivates the need for an efficient data analysis 
tool capable of gaining insights about these continuous data streams. 
Ubiquitous data mining (UDM) is concerned with this problem. UDM 
is the time-critical process of pattern discovery in data streams in a 
wireless environment. In this paper, the state of the art of mining data 
streams is given and our approach in tackling the problem is presented. 
The paper also highlights the addressed and open issues in the field.  
 
 
1  Introduction 
 
Ubiquitous Data Mining (UDM) is the process of performing analysis of data on mobile, 
embedded and ubiquitous devices [27]. It represents the next generation of data mining 
systems that will support the intelligent and time-critical information needs of mobile 
users and will facilitate “anytime, anywhere” data mining [30], [27], [21]. The underlying 
focus of UDM systems is to perform computationally intensive mining techniques in 
mobile environments that are constrained by limited computational resources and varying 
network characteristics [23].  
The widespread use of mobile devices with increasing computational capacity and 
proliferation of wireless networks is leading to the emergence of the ubiquitous 
computing paradigm that facilitates continuous access to data and information by mobile 
users with handheld devices. Ubiquitous computing environments are subsequently giving 
rise to a new class of applications termed Ubiquitous Data Mining (UDM), wherein the 
mobile user performs intelligent analysis and monitoring of data [43], [27], [17], [30]. 
UDM is the process of analysing data emanating from distributed and heterogeneous 
sources with mobile devices or within sensor networks and is seen as the “next natural 
step in the world of ubiquitous computing” [23]. The ever-increasing computational 
capacity of mobile devices presents an opportunity for intelligent data analysis in 
applications and scenarios where the data is continuously streamed to the device and 
where there are temporal constraints that necessitate analysis “anytime, anywhere” [30], 
[27]. Typical application scenarios include: 
o Monitoring a stock portfolio from streamed stock market data while travelling 
[27]. 
o  A travelling salesperson performing customer profiling [21]. 
o  Continuous monitoring and analysing of status information received for 
intrusion detection or laboratory experiments [43].  
o Analysis of data from sensors in moving vehicles to prevent fatal accidents 
through early detection by monitoring and analysis of status information [26] 
o Performing preliminary mining of data generated in a sensor network [29] 
o On-board analysis of astronomical and geophysical data [5], [37], [38]  
It must be noted that ubiquitous data mining is not equivalent to performing traditional 
data mining tasks on a resource-constrained device, but addresses the unique needs of 
applications that require analysis of data in a time-critical and mobile context.  
In this paper, we address the field of ubiquitous data stream mining with detailed analysis. 
Issues and approaches are discussed in section 2. Section 3 highlights our approach in 
tackling the problem of data stream mining which we have termed as Algorithm Output 
Granularity (AOG). Open issues and challenges in the field are discussed in section 4. 
Finally the paper is concluded in section 5.  
 
2 Issues and Approaches 
 
In this section, we present issues and challenges that arise in mining data streams 
and our approach tackles them as well as other solutions that address these challenges. 
Figure 1 shows the general processing model of mining data streams.  
 
 
Figure 1: Mining Data Stream Process 
 
Issues and challenges in mining data streams [2], [15], [27]: 
• Handling the continuous flow of data streams. 
• Minimizing energy consumption of the mobile device. 
• Unbounded memory requirements due to the continuous flow of data 
streams. 
• Required result accuracy. 
• Transferring data mining results over a wireless network with a limited 
bandwidth. 
• Data mining results’ visualization on the small screen of the mobile device. 
• Modeling mining results’ changes over time. 
• Developing algorithms for mining results’ changes. 
• Interactive mining environment to satisfy user requirements. 
There are several strategies that address these challenges. These include [15]: 
1) Input data rate adaptation: this approach uses sampling, filtering, aggregation, 
and load shedding on the incoming data elements. Sampling is the process of 
statistically selecting the elements of the incoming stream that would be analyzed. 
Filtering is the semantics sampling in which the data element is checked for its 
importance for example to be analyzed or not. Aggregation is the representation 
of number of elements in one aggregated elements using some statistical measure 
such as the average. While load shedding, which has been proposed in the 
context of querying data streams [3], [39], [40], [41] rather than mining data 
streams, is the process of eliminating a batch of subsequent elements from being 
analyzed rather than checking each element that is used in the sampling 
technique. Figure 2 illustrates the idea of data rate adaptation from the input side 
using sampling. 
 
 
 
Figure 2 Data Rate Adaptation using Sampling 
 
2) Knowledge abstraction level: this approach uses the higher knowledge level; 
that is to categorize the incoming elements into a limited number of categories 
and replacing each incoming element with the matching category according to a 
specified measure or a look-up table.  This would produce fewer results 
conserving the limited memory. Moreover, it requires fewer number of 
processing CPU cycles. 
3) Approximation algorithms: design one pass mining algorithms to approximate 
the mining results according to some acceptable error margin. 
Mining Data Streams has been studies in [1], [4], [6], [7], [8], [9], [10], [11], [12], 
[13], [14], [15], [16], [17], [18], [19], [24], [25], [28], [31], [32], [33], [34], [35], [36], 
[42]. Table 1. [15] summarizes the most cited data stream mining techniques 
according to the mining task, the used approach and the status of implementation.  
 
Table 1 Mining Data Stream Algorithms 
Algorithm Mining Task Approach Status 
VFKM K-Means Sampling and 
reducing the 
number of passes at 
each step of the 
algorithm 
Implemented and 
tested. 
VFDT Decision Trees Sampling and 
reducing the 
number of passes at 
each step of the 
algorithm 
Implemented and 
tested. 
Approximate 
Frequent Counts 
Frequent itemsets Incremental 
Pruning and update 
of itemsets with 
each block of 
transactions 
Implemented and 
tested. 
FP- Stream Frequent itemsets Incremental 
Pruning and update 
of itemsets with 
each block of 
transactions and 
time-sensitive 
patterns extension 
Implemented and 
tested. 
Concept-Drifting 
Classification 
Classification Ensemble 
classifiers 
Implemented and 
tested.  
AWSOM Prediction Incremental 
Wavelets 
Implemented and 
tested (This 
algorithm is 
designed to run on a 
sensor). The 
implementation is 
not on a sensor. 
Approximate K-
median 
K-Median Sampling and 
reducing the 
number of passes at 
each step of the 
Analytical Study 
algorithm 
GEMM General Applied to 
decision tress and 
frequent itemsets 
Sampling Analytical study 
CDM Decision Trees, 
Bayesian Nets and 
clustering 
Fourier spectrum 
representation of 
the results to save 
the limited 
bandwidth 
Implemented and 
tested. 
ClusStream Clustering Online 
summarization and 
offline clustering 
Implemented and 
tested 
STREAM-
LOCALSEARCH 
Clustering Sampling and 
incremental 
learning 
Implemented and 
tested against other 
techniques 
 
The above approaches don’t take into consideration the inherent features of data 
streams. The fluctuating high rate of incoming data and the resource constrained 
environment that the most of data stream generators characterized by. We have 
proposed an approach that we term algorithm output granularity in addressing this 
problem. AOG is an adaptive resource-aware approach that is discussed in the 
following section.   
 
3 Mining Data Streams using AOG 
 
AOG uses data rate adaptation from the output side. Figure 3 shows our strategy. We use 
algorithm output granularity to preserve the limited memory size according to the 
incoming data rate and the remaining time to mine the incoming stream without 
incremental integration. The algorithm threshold is a controlling parameter that is able to 
change the algorithm output rate according to the data rate, available memory, algorithm 
output rate history and remaining time for mining without integration. 
 Figure 3 Algorithm Output Granularity Approach 
 
The algorithm output granularity approach is based on the following axioms:  
a)  The  algorithm  rate  (AR)  is  function  in  the  data  rate  (DR),  i.e., AR  =  f(DR).   
b)  The time needed to fill the available memory by the algorithm results (TM) is function 
in (AR), i.e., TM = f(AR).  
c)  The algorithm accuracy (AC) is function in (TM), i.e., AC = f(TM).  
The controlling threshold is a parameter in each of our light-weight mining algorithm that 
controls the algorithm rate according to the available memory, the remaining time to fill 
the main memory without any incremental integration and the data rate. More details 
about AOG and AOG-based techniques could be found in [12], [13], [14], [15]. 
 
 
4- Open Issues and Challenges 
 
There are a number of issues and challenges that have not been addressed in the 
previously proposed approaches. The following is a list of these issues: 
• The integration between data stream management systems [20] and the 
ubiquitous data stream mining approaches. It is a very serious issue that should 
be addressed to realize a full functioning ubiquitous mining. 
• The relationship between the proposed techniques and the needs of the real world 
applications is another important issue. Some of the proposed techniques try to 
get to better computational complexity with some margin error without taking 
care to the real needs of the applications that will use the proposed approach. 
• The data pre-processing in the stream mining process should also be taken into 
consideration. That is how to design a very light-weight pre-processing 
techniques that can guarantee the quality of the mining results. 
• The technological issue of mining data streams is also an important one. How to 
represent the data in such an environment in a compressed way? And which 
platforms are best to suit such special real-time applications? 
• The formalization of real-time accuracy evaluation. That is to provide the user by 
a feedback by the current achieved accuracy with relation to the available 
resources.  
• The data stream computing [22] formalization. The mining of data streams could 
be formalized within a theory of data stream computation. This formalization 
will facilitate the design and development of algorithms based on a concrete 
mathematical foundation. 
 
5- Conclusions 
 
The growth of data stream phenomenon and the dissemination of wireless devices 
motivate the need for ubiquitous data stream mining. The research in this area is in its 
early stages. A number of techniques and approaches have been proposed for data stream 
mining. This paper reviewed the state of the art and highlighted the addressed and open 
issues in the field. Our AOG-based mining approach has been presented briefly.    
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