Abstract. We present an exploratory study that compared user feedback obtained from evaluating a mobile application versus a reverse engineered video prototype of this same application. The comparison included qualitative and quantitative data analysis. Questionnaire responses regarding user acceptance (UTAUT [8] ) and the overall user experience (AttrakDiff [4]) showed no differences. Qualitative analysis of the comments by potential users yielded similar results. Some differences regarding comments pertaining to the fit of the application to its context of use and appreciation of hedonic qualities, warrant investigation in future research. Usability tests seem better suited to identify issues referring to the functionality and data accessed. Overall the results confirm the validity and usefulness of video prototyping, and can help us develop a better understanding of its strengths and weaknesses.
Introduction
The design of interactive systems benefits from early exposure of design concepts to users to obtain feedback and improve them iteratively. During early phases of the design process fast, and low-cost design representations are better suited than fully functional systems or realistic prototypes: this allows ideas to be tried out, changes to be made efficiently, and ideas that do not work well to be abandoned without much loss of effort. Video prototypes or video scenarios are such representations, showing on video envisioned scenarios of use. Video as a medium offers several possibilities. It can draw attention to what users do with technology rather than technical workings, can be unencumbered by technological challenges that hamper implementation, and does not require technical expertise to be understood or created. Importantly the technique makes it just as easy to represent mobile interaction, ubiquitous computing, tangible and embodied interaction, etc. Shooting interaction in a particular location or social setting makes it easy to visualize context of use. The continuity of the medium can help explicate and explain detailed interaction design issues [1] that are typically brushed over in more discrete representations such as text scenarios or storyboards. Given the apparent usefulness and popularity of this prototyping technique the question arises whether the feedback it helps obtain from representative users provides valid insights. The video prototype inevitably represents a normative view of how the designer imagines that such a system should be used; it typically will show flawless execution of interaction tasks by expert users as the designer imagines will be possible. Further the viewer cannot report back on actual use of the system and on actual experiences, but on projections from a current context, and an imagined use of the system.
In this paper we compare feedback obtained from users who were shown a video prototype (from here on viewers) to that provided by test participants in a usability testing session.
Methodology
An experiment was designed to compare the feedback obtained from usability testing a widely available mobile application and a video prototype that was reverse engineered to represent the interaction with this application. The comparison focused on what interaction and user experience designers typically look for: overall appreciation, usability, perceived usefulness and acceptance (how likely it is that they will use the application), measures of the user experience, and indications of any potential improvements to the design. A between subjects design was chosen; participants would either watch a video prototype of an actor carrying out some tasks, or carry out the same tasks in a usability test. Quantitative and qualitative data was collected and compared. The qualitative analysis included an exploratory phase of open coding where hypotheses were generated, followed by a closed coding (directed content analysis) to validate these hypotheses.
Materials
In order to make a useful comparison, we chose to evaluate a product that would be both novel to test participants and sufficiently complex. Novel, since users seeing the video-prototype should give feedback based on the video and not on previous experience. The interaction should not be trivial or familiar so that explaining it to viewers would indeed rely on the video prototype rather than a comment or prior knowledge. We chose as a test case to evaluate Google Goggles 1 , a smartphone application. With this application a user can take pictures from objects and analyze and extract information from it. For instance, the application can recognize text and translate it or find the name of a painter based solely on a photograph of the painting. This application is still a novelty for the broad public, even though it is widely available in the iPhone and Android 'markets'. Also the means of interaction is rather unfamiliar to the broad public relying on the camera rather than entering information with buttons and touch. In this sense, an evaluation based on the video prototype is practically identical (as far as the users are concerned) with the situations in which video prototypes are evaluated as part of an actual design process.
Tasks and Procedure
The comparative evaluation covered the main application functions which were mapped to five distinct evaluation tasks:
 Translating the ingredient list of a recipe printed on paper.  Translating the name of two milk cartons (half-skimmed and whole milk).  Getting the title and artist name of a famous painting.  Transferring the details of a business card to the phone`s address book.  Getting the price of a camera online (for this task both a picture of the camera or a description card could be used). The products used for the test are shown in Figure 1 .
Participants
In total thirty individuals participated in the study (11 female, 19 male, mean age=22.34, std=2.94, min=18, max=28), who were recruited among students in the university. Participants were divided over two groups: a product group (P) and a video group (V). In the 'product' group participants performed the five tasks with the Goggles application which was pre-installed on an Android based HTC phone. In the video group they watched a video showing actors carrying out these tasks.
Measures
In both groups the participants then completed two questionnaires, the AttrakDiff [4] for evaluating user experience aspects and UTAUT [8] for evaluating user acceptance, and participated in a semi-structured interview. 
Video Prototype
The video-group saw a video where an actor performed the same tasks, each in a fitting context. The video-prototype 2 was a short movie lasting 2 minutes and 38 seconds. The video features one of the researchers acting out foreign exchange student using a Goggles application in a supermarket, an art-exhibition, and an electronicsstore.
Instead of filming actual use of the Goggles application which would not be representative of video prototypes, a mockup was reverse-engineered to give the impression of the application still being in the conceptual phase of design. The prototype consisted in a website showing hand-drawn figures simulating the Goggles application and the results it returns during operation (see figure 2 for an impression). As the pages` figures were loaded on a website actors could simulate interaction: clicking on a drawn button in the video gives the impression of going from one screen to another. The video thus created can be described as a low-fidelity video-prototype; higher fidelity would mean that the more visually refined graphics would be used for filming which would be not very distinguishable on the video from the actual application. We note here that earlier studies suggest that high and low representations in video prototypes yield trigger similar feedback by viewers regarding user acceptance of the concept and also regarding how critical their comments are over the concept shown [2] .
Analysis Method
Data from the first five participants in each group was analyzed qualitatively to identify potential patterns characterizing the two testing procedures. The comments made in the semi-structured interview from these sessions were annotated and transcribed on sticky notes. These were then clustered inductively according to common characteris-2 http://www.vimeo.com/36969549 Fig. 2 . Screenshot from the reverse-engineered video-prototype of Google Goggles TM . The prototype combined an actual phone with drawn sketches of the user-interface. This increased the feeling that the application was not actually developed yet.
tics into an affinity diagram by a team of five researchers who continued structuring the diagram and moving sticky-notes, creating, combining or removing groups until consensus was reached. Based on the resulting groups in the affinity diagram the following expectations were formulated: E1. Participants who use the product give more comments on the interface. E2. Viewers of the video prototype make more comments on the context of use E3. Participants will provide a similar number of comments as to when and where they will use the application E4. Viewers of the video prototype suggest more new features E5. Participants who use the product suggest more improvements
The data from the first coding session was not used after this. The interviews from the remaining participants were transcribed in full and then chunked into 242 coherent comments (e.g., "it was very intuitive", or "at the moment I don`t see it as a useful tool, more as a fun application", or "I think the product tries to make life too easy"). These chunks were matched to the expectations by two observers working independently of each other. The inter-rater reliability for the raters was found to be Kappa = 0.60 (p < .0.001), 95% CI (0.508, 0.688). This is "moderate agreement" [5] . Chunks (on sticky notes) where the observers disagreed were discarded, as well as all chunks that could not be matched to any of the above expectations.
The data from the questionnaires was processed and analyzed statistically. A two independent sample non parametric test (Mann-Whitney U) was used to compare the scores of the two groups on the four factors of the AttrakDiff questionnaire. One participant in the video group indicated having had prior experience with Google Goggles TM . This participant was excluded from the results. Another four participants did not fill in all the questions on the form and were therefore also excluded. This left thirteen participants in the "Product group" and twelve in the "Video group". Because the hypotheses were not directional, tests were "two-tailed".
Results

Qualitative Results
We summarize below the qualitative data (excluding the 5 first participants per group), providing also indications of the size of different clusters. Table 1 shows a brief summary of how the total numbers of comments produced were classified.
Only one comment could be tied to E1, which makes it impossible to draw any conclusions.
E2 was partially corroborated by the directed content analysis. There were 21 chunks from the product group and only 14 from the video group which fits our expectations, but many of these referred to the same issue. Participants in the test and viewers of the prototype identified a similar number of unique remarks regarding context (7 in the product group and 6 in the video group) and the nature of the comments they made about it was very similar as well.
Both groups made almost the same amount of comments concerning the expected use of the application, which confirms our expectations (E3). The product group (3 comments) and the video group (4 comments). While the number of comments was similar, the video group`s comments related to future use are overall more positive than the ones made by the product group. This could reflect the difference between idealized operation by an expert user on the video versus actually attempting to operate the application first hand.
Contrary to our expectations (E4) the video group did not come up with more new features compared to the product group. The two groups produced a similar amount of suggestions (5 in product group, 6 in video group). In addition, the type of features that were suggested was similar (such as 'scanning buildings' or 'getting allergy information').
The slight difference between the numbers of suggested improvements by application group compared to the video group confirmed E5 (5 comments in the product group versus 3 in the video group). There is also a difference in the type of comments: the product group is more in-depth, they talk about usability issues in speed, capture results, text editing, button placement, etc. Comments from the video group are broader, such as "it should give other information as well, besides the painter".
Quantitative Results
Results showed no statistically significant difference between the groups on the factors Pragmatic Quality, Attractiveness, and HQ. As these are multi-dimensional constructs we, examine potential differences in the subscales they consist of.
A significant difference between the two groups was found on the factor "Hedonic Quality (HQ) Identity". HQ Identity consists of items such as 'professional', 'stylish' and 'presentable'. The sum of ranks for the `Product group' was significantly higher Table 1 . The number of comments that could be matched, after directed content analysis and after removing cases of disagreement between coders, for each expectation per group.
Expectation
Product
than the sum of the 'Video group' (15.96 vs. 9.79, p<0.05). This can be explained by the low visual refinement of the application as shown on the video. HQ Stimulation consists of items like 'creative', 'captivating' and 'challenging'. The participants who used the actual application scored higher on this factor (onetailed t-test, p<0.05). However, this difference was not hypothesized a priori, so it has to be confirmed in future studies. In hindsight, this is a result that should have been predicted. Stimulation seems like a quality one would mainly experience when using the application and not when only watching a video of someone else using it.
For the UTAUT four factors were examined: Performance expectancy, Effort expectancy, Attitude towards using technology and Behavioral intention to use the system. A two independent sample non parametric test (Mann-Whitney U) found no significant difference between the two groups for any of these factors.
Discussion
Video prototyping is a useful prototyping tool for exploring design ideas, and in this study it was shown that overall, using a video prototype for evaluation has led to practically the same insights as a user test with an actual product. This is quite a positive result, since making a video prototype is far cheaper and less time consuming than building a fully working prototype. Comments concerning context appeared more pronounced in reaction to a video prototype than in actual use. Presumably this is because the specific video highlighted contextual aspects of use rather than filming usage out of context. Good video prototypes are likely to follow a similar practice using spaces and props to provide an idea of how users experience a product in their physical and social environment. However no strong claims can be made regarding the superiority of video prototyping as the unique issues identified were practically the same for the two groups.
Our results suggest that detailed design improvements are more likely to be identified by usability testing. Presumably this is because participants in the video-group were shown a film of a non-functional system where every scan and image based retrieval operation was shown to work immediately and impeccably. We should emphasize that while video prototyping is good for evaluating the overall design concept and direction, it is no substitute for testing a prototype with high refinement regarding functionality and data access. Still, in this case it did help identify numerous useful suggestions on improving the product. Given that it can be produced at a fraction of the cost, video prototyping is confirmed as a useful technique for early in the design process.
In comparison of the answers participants gave in the questionnaires regarding acceptance and the overall user experience there were also no significant differences found on all subscales (except for 'Hedonic Quality' for which further corroboration is needed by future research). This seems to be in agreement with earlier research [3] , where variations on the refinement of the prototype shown on video did not impact the overall appreciation of the concept. The current study suggests that this extends to comparisons with actual product use and in reference also to feature suggestions, context of use, and expected use.
Related research [7] has found that there can be an interaction effect between different user groups (based on demographics, knowledge, etc.) and the prototyping medium with regards to the feedback obtained by users. It would be interesting to extend this comparison to other kinds of systems, and to different user groups. This study's user group was relatively familiar with the medium (smart phones); it would be interesting to check whether these results can be reproduced in cases where testparticipants are very unfamiliar with the tested technology, requiring a lot more from their imagination and empathy to envision situations of use by watching a video.
Overall this study suggests that video prototypes help obtain feedback from users that is quite similar to that gathered when user testing the final product. Of course the study has examined only one application and its presentation as a video prototype; to generalize our conclusions one would have to reproduce these results for different applications and videos. Nevertheless, the fact though that no major differences are found does have face validity; it is exactly the intent of a prototype (be it on video or not) to capture what is essential from the design concept in a way that will solicit valid feedback by users. Detailed comparisons such as the one presented can inform us regarding the appropriateness of different prototyping media for different evaluation aims.
