In 1908 Birkhoff defined a class of series generalizing the Fourier and Sturm-Liouvüle series which arise from ordinary linear homogeneous differential equations of the second order with Unear homogeneous boundary conditions. He starts from a differential system of order n with boundary conditions restricted to be regular and proves that an arbitrary function with a sufficient number of derivatives can be represented in terms of the solutions of this differential system, f Subsequently, Tamarkin extended the discussion to apply to functions integrable in the sense of Lebesgue by the device of comparing the formal Fourier and Birkhoff series for the same function.J Recently the author has published further researches on the problem. § It is now proposed to complete in some respects our knowledge of regular differential systems of the second order. In our paper cited above, we left certain necessary conditions unstudied and now desire to fill this gap in the theory. || In addition, the attempt to discuss the formal expansions for functions integrable in accordance with definitions of integration more extended than that of Lebesgue has led us to results quite different from those hitherto established. We shall indicate the facts for functions integrable in the sense of Denjoy. The situation may be described roughly by saying that, whereas all the regular expansions associated with an arbitrary function integrable in the sense of Lebesgue have virtually the same behavior, the series formed for an arbitrary function integrable in the sense of Denjoy or non-absolutely integrable in the sense of Riemann fall into a non-denumerable infinity of distinct types exhibiting individual behavior. The result is due essentially to the fact that the Riemann-Lebesgue theorem does not hold true for nonabsolutely integrable functions. On the other hand, if the series for an arbi-
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I. Preliminary lemmas
We shall need a number of lemmas for our later work, and prefer to collect them in one spot for reference, though none of them is essentially new. In several places we refer to other papers for the proofs.
Lemma I. The differential equation u" + (P2 + g)u = 0, 0=xgl, where p is a complex parameter and g(x) an integral in the sense of Lebesgue, has two linearly independent solutions ux, u2, analytic in p, which together with their first derivatives can be put in the asymptotic forms The part of the lemma concerning the functions ux and «2 is a special case of a general theorem due to Birkhoff. With the aid of Birkhoff's paper and a few comments upon it contained in a later one by the author, the truth of the statement is readily perceived.* The second part of the lemma, concerning the functions vx and %, is obtained by direct substitution.
* For the proofs see Birkhoff, these Transactions, vol. 9 (1908) , pp 219-231, and S, §1. The lemma is also a special case of a theorem of Tamarkin, T2, Theorem 5.
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Lemma IL // r" is a semicircle of radius Rn with the origin as center, lying on the half-plane 3(p)^0, then f (0(l)/p)dp = 0(l).
Jrn
Lemma III. If 0<a^x^b<l, then pV-(l -p2/R2)k+'0(l)dp = 0(Rn~l), k = 0,l = 0, L and ( pya-»)(i _ p2/R2y+iO(l)dp = 0(Rn~l), k = 0, / è 0.
Lemma IV. The integral fTn e"1 0(1) dp is 0(1).
and, if0 = x^a-=l, then fX Ç (e^y^O(l)/p)dpdy = o(l), Ja Jt-n uniformly on the ranges considered.
Lemmas II, III, V are in essence Lemmas III', V, VI' of our paper cited above as S ; we refer to those lemmas for proofs. Lemma IV is obviously little different from the first part of Lemma III, with x = 1 and k =1 = 0.
Lemma VI. // ô(p) is an analytic function with the asymptotic form // these points are removed from the p-plane by deleting the interior of a small circle of preassigned radius described about each of them as center, the function 1/8 is 0(1) in the remaining portion of the region 3(p) = -c. The region ob- Lemma IX. If we denote by k a fixed positive integer; by c{, i = l, ■ ■ ■ , k, a set of distinct constants, real or complex; and by Pin, <3,n, i = l, ■ ■ ■ , k, a set of polynomials of degree less than or equal to m independent of n, for n = l, 2, 3, ■ • ■ , with real or complex coefficients-then a necessary and sufficient condition that as n becomes infinite k 2~^ (Pin cos (2mr + cî)x + Qin sin (2nir + c¡)x) = o(t) t=i on a fixed interval (a, b) is that the coefficients in the polynomials be o(l).
The sufficiency of the condition is obvious. To prove its necessity we let sn represent the sum of the absolute values of the coefficients in the polynomials P and Q, and then derive a contradiction from the supposition that there can be found an infinite sequence of values of « for which the quantities sn have a positive lower bound. If such a sequence exists, it is clear that we can determine a subsequence thereof for which * S, Lemmas VIII and VIII'. [October
On dividing the expression given in the statement of the lemma by s" we see Since A and B are continuous functions in view of their origin, the function on the left in this equation is bounded and its integral over (a, b) approaches zero as n becomes infinite; but, by the theorem of Riemann-Lebesgue, this integral has the limit fa(A2+B2)dx, which is different from zero unless A2+B2 vanishes identically. This gives us the desired contradiction; we must have sn = o(l) and can thus establish the lemma at once. Thus, when p and q are different,
From the requirement that »p+i > 2«p it is apparent that np/(2(n, + nq)r + c) = 0(1), «P/(2(»p -njr -c) = 0(1), whence Ip=p20(l)/log np, p^q. When p and q are equal
Now by Taylor's theorem with remainder we have (sin (c/q) -sin(c/(q + l)))/c = 1/c;2 + 0(1/?).
In consequence, Iq = g2/log n. + (»,/log «a)(l 4-0(1/?)).
Finally, the convergence of the infinite series whose general term is p2/iog np establishes the desired result ¿ 7P = (»,/log «8)(1 + 0(1/q)) + 0(1).
The proof here is due to Titchmarsh.* * Titchmarsh, Proceedings of the London Mathematical Society, (2), vol. 22 (1923) (1924) , pp. xxv-xxvi.
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II. THE EXPANSIONS OF SUMMABLE FUNCTIONS
We wish to investigate the formal expansions of a function integrable in the sense of Lebesgue on the interval (0, 1) in terms of the solutions of the
where g(x) is summable on (0, 1), and the boundary conditions Wi and Ws are reduced to normal form and are regular.* There is defined by this differential system a Green's function G(x, y; p2) meromorphic in the p-plane. The poles of G on the region 3(p) --c occur at the roots of an equation of the form ô(p) =0, where ô is of the character described in Lemma VI. On the region 2' determined by the function h we define a sequence of semicircles T" with centers at p = 0 and radii Rn such that the half-ring between T" and rn+1 contains at least one pole of G and as few others as possible. The numbers Rn increase monotonely to + °o. The formal expansion of a function f(x) can then be expressed as -TT I f(y) I 2pG(x,y ; p2)dpdy ;
¿iri Jo Jrn and means of order I similar to the Riesz typical means of order / for this expression can then be studied with the aid of the expression --f f(y) f 2p(l -p2/R2)lG(x,y ; P2)dp dy, I > 0.
2m Jo Jrn
For fuller discussions of these facts we refer to other papers.f If we wish to examine simultaneously two differential systems of this type with Green's functions G and G, we can choose one sequence of semicircles r" lying on the region common to 2' and 2', effective for both systems. In fact, the distribution of the poles of the two Green's functions, that is, of the roots of the two equations 0 = 0, ¡5 = 0, is such that the semicircles are merely restricted to lie in a certain sequence of half-rings centered at the origin. This appears at once from Lemma VI.
If in Theorem XIX' of our paper cited as S we take » = 2 and combine the results thus obtained for the two quadrants 0^argp^7r/2, tt/2 = arg pèir, we find Theorem I. Iff(x) is any function summable on the interval (0, 1), then the integral ( f(y) f (2pG -{ -«?»*'<*-»> ; -¿epic»-*)} -D(x,y ; p)/d2)dP dy and the function D the expression
From this theorem we derive Theorem II. A necessary and sufficient condition that two differential systems of the second order with boundary conditions reduced to normal form and restricted to be regular be such that A necessary and sufficient condition that /" be o(l) uniformly O^x^l is that /0 /(y) <p(x, y; n)dy = o(l) uniformly on the same range. By a well known theorem of Lebesgue a necessary condition that the last equation be true is that the function tp be uniformly bounded, 0 = x^l,0^y = l* Clearly this is impossible unless A=A, B=B, C = C, D = D; that is, unless xp is identically zero. Consequently these four equations constitute a necessary and sufficient condition that 7" be o(l) uniformly O^ziSl.
It can be shown algebraically that these equations imply one or another of the three sets of equations enumerated in the statement of the theorem and conversely. This establishes the theorem, f It is clear that the method employed could be extended to differential systems of arbitrary order with regular boundary conditions, since general theorems of which our Theorem I is a special case have been established for them. The algebraic difficulties would be considerable in the final stages of such a discussion.
III. The EXPANSIONS FOR TOTALISABLE FUNCTIONS
The formal expansion of a function integrable in the sense of Denjoy in terms of the solutions of a regular differential system of the second order is * Lebesgue, Annales de la Faculté des Sciences de Toulouse, (3), vol. 1 (1909), pp. 52-55. t The sufficiency of the conditions given by the theorem can be proved by some results of Tamarkin, T,, pp. 104-112, and has been proved explicitly by the author, S, Theorem XVIII'.
The necessity of the conditions can be deduced by the use of a theorem of Tamarkin concerning the uniform convergence of the Birkhoff series for a function of bounded variation, T2, Theorem 14; the generalisation of the present theorem to Birkhoff series of arbitrary order could not be effected in that manner.
given by the expressions of the preceding section. We shall restrict the differential equation u"+(p2+g)u = 0 by the requirement that g(x) be an integral in the sense of Lebesgue, 0 = x ¿ 1. We first prove Theorem III. If f(x) is totalisable, 0=x^l, and if <p(x, y; p) denotes the function where ux, «2, vx, v2 are the functions described in Lemma I, and Wko and Wki are the parts of the boundary condition Wk involving x = 0 and x = 1 respectively.* We first study the integral
In -f f(y) f (1 -p2/2?"2)¡(2p{«i(x>i(y) ; -«2(x>2(y)} Jo Jrn -{ -¿ec«*-») ; -ie'i("-x>})dpdy.
By the formula for integration by parts applicable to the integral with respect to y, we find In = F(l) f (l -p^R2)1^1-* -2pU2(x)v2(l))dp The first term on the right, when the asymptotic forms for u2 and v2 are substituted from Lemma I, is seen to be of the form f ((1 -p2/R2)le"i^-^0(l)/p)dp = f e^-^0(l)dp/Rn Jrn Jrn and by Lemma III is o(l) uniformly 0<a^x = b<l. The second term becomes X = (A(x) -A(y))i(l -p2/R2)l{e"^x-^ ; e*>«*-*>}
We denote the terms on the right by xi and xa respectively. Then This integral has the same behavior when n becomes infinite as the integral with 1 = 0, of which it is a Riesz sum.f The integral with / = 0 is seen by Lemma VIII to be o(l) uniformly, 0^*^1; for, when the integration with respect to p is performed, this integral can be written as 2 f (F(y)(A(x) -A(y))/(x -y)) sin Rn(x -y) dy.
Jo
Next we discuss the integral involving xa by the aid of the theorem of Lebesgue cited in connection with Theorem II. Since X2 = G(l)/p it foUows from Lemma II that /rn Xidp = 0(1) uniformly, 0 = x = 1 ; and from Lemma V * The use of integration by parts is a standard device in the consideration of the Fourier series of totalisable functions. See for instance Nalli, Rendiconti del Circolo Matemático di Palermo, vol. 40 (1915) , pp. 33-37, and Hobson, Proceedings of the London Mathematical Society, (2), vol. 22 (1924), pp. 420-424. t Hardy and Riesz, The General Theory of Dirichlet Series (Cambridge Tracts, No. 18, 1915) , Chapters IV and V.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use we see that fa fTnX2 dp dy = o(l) uniformly, 0 = x = 1, 0á<xá/3 = 1. Lebesgue's theorem now yields the result /0 F(y) f?n X2 dp dy = o(l) uniformly, 0=x = 1. Combining these results we see than 7" is also o(l) uniformly on the same range.
It remains for us to show that Jn= f f(y) f (1 -pW)'(* -<t>)dp dy = 0(1) Jo Jrn uniformly, 0<a = x = ô<l. An integration by parts yields the result /" = F(l) f (1 -p2/R2)'(Hx,l ; p) -<p(x,1 ; P))dP Jrn -fp(y) f (l-p2/Rn2)l~(^-<p)dpdy.
Jo Jr" dy
If in the expressions \p -<p, (d/dy) dp -(p) we substitute the asymptotic expansions from Lemma I, expand the determinants involved, and evaluate the coefficients of the various exponentials occurring therein by the aid of
Lemmas VI and VII, we find
-(p -«p) = ^0(1) 4-e'^-^OU), dy ioi0^x^l,0-y^l, and for all pon 2'.* Consequently, f (1 -p2/Rn2)l(P -<p)dp = f (1 -p2/JR"2)i(^<I0(l) 4-e>«l-'>0(l))dp/K.
Jrn Jrn iso(l) uniformly, 0<a^x^b<l, O^y^l, by Lemma III. We make twofold use of this fact. In the first place, it shows that the first term in /" is o(l) uniformly on (a, b). In the second place, it provides us with one of the two sufficient conditions of Lebesgue's theorem when we apply it to the second term in /"; for it proves that f f(l-P2/2?B2)'--^-c»ápáy Ja Jrn dy is o(l) uniformly on (a, b). The other condition of that theorem is seen to be satisfied when we use Lemma III to prove that * A somewhat more detailed discussion of a similar question is to be found in S, Theorem XV.
f (l-p2/R2)'~(P-tp)dp
Jt" dy dy is 0(1) uniformly, 0<a=^xg,b<l, Oáyál.
Thus we see that the second term in /" is o (l) uniformly on (a, b) .
Thus we have shown that In+Jn is o(l) uniformly on (a, b); this is the assertion of the theorem.
Theorem IV. Iff(x) is totalisable, 0 = x g 1, awd if I = 1, then -f f(y) f (1 -P2/Rn2)l(2PG(x,y ; p2) -{-«"<•-*> ; -ie"(»-">])dp dy 2iriJo Jvn is o(l) uniformly, 0<a^x^b<l. Thus if G and G are the Green's functions for two regular differential systems of the second order, and if the sequence of semicircles F" is chosen to apply to both, then
Jr"
uniformly on the same range. In particular G may be chosen as the Green's function of the Fourier differential system
consequently, the behavior of the sum of order l -l for an arbitrary expansion of the class considered is the same as that of a sum of order I for the corresponding Fourier series.
Since on 2' 1/(02 + 00«"' + 01C2'') = 1/08 -(00^ + 0ie2'O/(08(08 + 00«^ + 0ie2^)) = 1/08 + e"-0(1), we can write xt>(x,y ; p) = Ae'i(-x+") + Be<>i(-x+1~v'> + Ce'«1-**10 + /?«'«*-*-»> + ^0 (1), where the coefficients of the exponentials are the constants defined in the course of the proof of Theorem II. In the same way
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There are three main cases to consider, according to the relations between kx and k2 in the boundary conditions of such a system. In Case I, kx = k2 = 1, the boundary conditions can be put in the form u'(0) =u'(l) =0, and the formal expansions are cosine series on (0, 1). In Case II, &i = £2 = 0, the expansions are sine series on (0, 1). In Case III, kx = l, ¿2 = 0, the expansions fall into three main types and two of these types are further subdivided into five sub-types each, as we shall now show.
In Case III we first compute the differential system adjoint to Thus the formal expansion for a function f(x) in terms of the functions u is 2Z (K + 0(1/«))(C, sin px + C2 cos px) | /(y)(Z?i sin Py + Z>2 cos py)dy (n) Jo where the sum is extended over the characteristic values of p for which arg p is greater than or equal to 0 and less than x. In Type 2, cos p = 1 is the characteristic equation, so that we must have (ai+di)(<*2+da)=0.
The characteristic values p = 2mr are double roots of the characteristic equation, so that the character of the expansions must be determined by computing the residues for the Green's function of the differential system.
Since the general solution of the differential equation m"+P2« = 0 when p = 2«;r is a linear combination of cos 2nirx and sin 2nirx and satisfies the periodic boundary conditions w'(0) -«'(1) =u(0) -u(l) =0, the conditions oift'(0) + diw'Ü) = 0, <*2«(0) + ds«(l) = 0, (ax + ßx)(as + ßs) = 0 must be compatible with them if p = 2mr is to be a characteristic value for the differential system. Thus five cases are possible:
The residues of the Green's functions in the various cases can be computed directly, and are found to be (i) 2 cos 2nir(x -y) ;
(ü) 4(1 -y) sin 2mrx sin 2wxy + ex cos 2mex cos 2«xy ;
(iii) 4(1 -x) cos 2nxx cos 2nvy + 4y sin 2nirx sin 2mcy ;
(iv) 4(1 -y) cos 2«7ra; cos 2«iry + 4x sin 2nvx sin 2«7ry ;
(v) 4(1 -x) sin 2nTX sin 2wiry + 4y cos 2nrx cos 2nwy.
The series of Type 2 therefore fall into five subtypes. The consideration of Type 3 where the characteristic equation is cos p = -1 is parallel to that of Type 2. The five sets of boundary conditions possible can be obtained from those given under Type 2 by replacing each minus sign by a plus sign; and the corresponding residues of the Green's functions can be found by replacing 2ft by 2»+l in the residues given under Type 2.
We are now prepared to discuss the consequences of the hypothesis that /" is o(l) on a fixed interval. We form /" for the function <p of Lemma X; then we must have 7n+i-7" = o(l). If the two differential systems involved in In have characteristic values of different forms, then In+X-In is an algebraico-trigonometric sum of the type described in Lemma IX; and each system contributes a trigonometric function not contributed by the other. By Lemma X there is at least one coefficient not o(l) in this sum. Hence, according to Lemma IX, we arrive at the contradictory statement that In+i-In cannot be o(l). We may illustrate the discussion by considering two series under Case III, Type 1. We have When the two series compared are in Cases I and II respectively the reasoning given above applies without modification, since one is a cosine, the other a sine series.
When the two series are of different subtypes under Case III, Type 2, each series contributes to the expression In+X-In an algebraico-trigonometric term not contributed by the other, and if the function for which the series are formed is taken as the function <p of Lemma X at least one coefficient in 7n+i-7" is not o(l). The desired result follows at once. For example, we consider series of subtypes (ii) and (iii). For the function <j> the difference In+i-In is seen to be -4(1 -2x) cos 2«7tx I <b(y) cos 2»iry dy Jo under the assumption that the integer k introduced in the hypothesis of the theorem is zero. This expression clearly is not o(l). If the integer k were different from zero the same result would follow, since no function appearing in In+i -In would come from both series.
When the two series are of different subtypes under Case III, Type 3, the reasoning of the preceding paragraph applies without change.
It remains for us to examine systems in Case III, Type 1, with the same characteristic values. Clearly the partial sums whose difference we denote by /" must be such that In+i-In involves the same trigonometric functions from both sums; that is, the integer k must be zero. Otherwise Lemmas IX and X would show that In+i-In, when formed for the function <p, could not beo(l). Hence we are able to write unless the coefficients of the terms in «,/log nq vanish. Thus we find the following three necessary conditions:
cos p = cos p, KCiDi = KCiDx, KCJDi = KC2î)i.
These three equations can be expressed in terms of the constants of the boundary conditions and are found to imply the equations 5i = Xai, di = Xdi, äs = pas, ßs = pßs, where X and p are constants different from zero. When all the results are collected, the necessary condition enunciated in the theorem is seen to summarize them.
In order to demonstrate the sufficiency of the condition, as asserted in the last part of the theorem, we need only notice that when the boundary conditions of the two systems fall into one of the three forms described the functions <j> and <p of Theorem III are identical. It follows that -f f(y) f 2p(G -G)dp dy = o(l)
In Jo Jf"
uniformly, 0<a=^ = ¿<l, by a direct application of Theorem III. In closing we may note that Lemma IX and, therefore, Theorem V may be extended to the case where the expressions considered are o(l), not on a fixed interval, but only on a fixed point set of positive Lebesgue measure. The proof of the necessary condition of Lemma IX requires modification only at the point where an integral over the interval (a, b) is formed. Since Theorem V can be made just as general as the lemma on which it is based, the desired result is established.
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