Videos have become ubiquitous on the Internet. And video analysis can provide lots of information for detecting and recognizing objects as well as help people understand human actions and interactions with the real world. However, facing data as huge as terabyte (TB) level, effective methods should be applied. Recurrent neural network (RNN) architecture has wildly been used on many sequential learning problems such as Language Model, Time-Series Analysis, etc. In this paper, we propose some variations of RNN such as stacked bidirectional Long Short Term Memory (LSTM)/Gated Recurrent Unit (GRU) network with attention mechanism to categorize large-scale video data. We also explore different multimodal fusion methods. Our model combines both visual and audio information on both video and frame level and received great result. Ensemble methods are also applied. Because of its multimodal characteristics, we decide to call this method Deep Multimodal Learning (DML). Our DMLbased model was trained on Google Cloud and our own server and was tested in a well-known video classification competition on Kaggle held by Google.
I. INTRODUCTION
Today people are able to watch a tremendous amount of videos, both on television and the Internet. The increasing amount of videos make a viewer difficult to find his or her favorite video immediately. One method that viewers use to narrow their choices is to look for videos within specific categories. In fact, almost 300 hours of video are uploaded to YouTube 1 , one of the biggest video websites in the world, every minute. Due to the huge amount of videos to classify, it is impossible to categorize them manually. The request for categorizing them has encouraged the development of research on large-scale video classification automatically.
Recent studies have developed new models and techniques for the video classification problem, and how to efficiently deal with the large-scale video categorization problem has begun to interest researchers. Though Convolutional Neural Networks (CNNs) have been extensively applied for image recognition problems [1] , but it scarcely captures the characterization of time sequence. In this paper, we adopt a Recurrent Neural Network (RNN). RNNs are able to make 1 www.youtube.com use of sequential information, suitable for this problem. And we use some techniques to strengthen the ability of digging out relationship between frames.
A. Our Contribution
In this paper, we introduce a method called Deep Multimodal Learning(DML) for the video classification problem that is compatible with large-scale tasks. The whole model is based on RNN. We test different variations of it such as stacked Bi-LSTM and stacked bi-GRU as well as attention mechanism. We also explore three different multimodal fusion techniques. We compare the performance of different techniques by using video-level and framelevel features. Our model is implemented and tested in a video classification competition, Google Cloud & YouTube-8M Video Understanding Challenge 2 on Kaggle. Our best rank is 90 over 656 participating teams at the deadline of the competition. The score we obtain is 0.80583 while the winner team is 0.84967. We also propose some methods for improvement (using Ensemble Learning) and come up with some methods to improve our model in the future work.
II. RELATED WORK
Image datasets are very important in many fields in computer vision, such as MNIST [2] and CIFAR-10 [3] . There are also some bigger datasets, like ImageNet [4] and Microsoft COCO [5] . In the video understanding domain, we can see a similar progress. Starting from KTH [6] , Hollywood 2 [7] , with a few thousand video clips, to the medium size dataset like UCF101 [8] , however, none of them is as huge as YouTube-8M that we use. Therefore, YouTube-8M shows its importance because it serves as a benchmark in the video understanding area.
Multimodal is an emerging area which focuses on using various modalities to improve the performance of the model. More specifically, it tends to solve these five problems: Representation, Translation, Alignment, Fusion and Co-learning. What we concern in our work is Fusion, cause the whole task is about prediction with two modalities: visual and audio. It includes two types of methods: Joint and Coordinated.
We mainly care about Joint method, which consists of three types of methods, including neural networks, graphical models and sequential. We care about the first one because our model adopts end-to-end neural networks.
Recently, some fancy methods are applied to large video classification with visual and audio features and obtain good performance. [13] use Temporal Resnet Blocks(TRB), each TRB consists of two temporal convolutional layers (followed by batch norm and activation), and this structure is followed by a 7-layer Bi-LSTM/Bi-GRU with short-cut connections. [14] introduces a new text modality by crawling the title and keywords of youtube videos to enrich the dataset. [15] adopts Vector of Locally aggregated Descriptors(VLAD) [16] or Fisher Vectors(FV) [17] as a way for pooling features. [18] proposes a network structure called chaining which separates training data into two parts and train the model in two stages. [19] uses variations of Long Short Term Memory(LSTM) model with some tricks and ensemble techniques to get good results.
III. OUR METHOD
We tried some variations of stacked RNN and explores several ways of multimodal fusion, besides, we adopt some techniques of Natural Language Processing such as attention mechanism. Because our model combines both visual and audio information on both video and frame level, we decide to call this method Deep Multimodal Learning(DML).
A. Bi-LSTM
Since we use the frame-level features to train our model, traditional LSTM(Long Short Term Memory) is able to capture the current frame's dependencies on previous frames. This implies that the current frame is relevant to frames ahead of it. We intuitively think that the current frame is also largely dependent on the following frames. Therefore, we adopt a bidirectional LSTM instead of traditional LSTM. Bi-LSTM networks can significantly improve the performance of classification and recognition, because after calculating the forward hidden state, it calculates backward hidden states, which extracts the internal relationship between frames of both directions. We use a two-layer stacked Bi- Figure 1 . Bi-LSTM architecture using both visual and audio features LSTM model, for each direction, the model uses two layers to improve the representation power of feature extraction. Too many layers will increase the model complexity and therefore slow the training speed. Therefore a two-layer Bi-LSTM model is suited for this task.
B. Bi-GRU
The biggest difference between Bi-GRU model and Bi-LSTM model is the unit. Bi-GRU replaces a LSTM unit with a Gated Recurrent Unit (GRU). The mechanism is as follows:
where the hidden state h t takes the role of memory, reset gate r t decides how much of the previous memory should be remembered, and update gate z t controls how much of the previous memory content is to be forgotten and how much of the new memory is to be added. The notation * represents element-wise production, and W is the parameter need to be trained.
C. Multimodal Fusion
A video contains both audio and visual information and they are intimately correlated in time structure and content helping us understand the video better, which suggests we need to try a way to make the best use of them.
To speak specifically, find a best way to fuse different modalities. In this paper, we tried three different ways to combine them. Firstly, we try to concatenate them directly as a whole feature vector:
Secondly, we try to combine the unimodal signals into the same representation space (shared space method):
Thirdly, we try to project them into the spaces of same dimensions (projection method), so that the different modalities of feature vectors are close under the distance of L 2 norm:
The different architectures are shown as Figure 2 . 
D. Attention
We adopt the method of [24] , which designs a special attention mechanism for text classification.
As Figure 3 , given a frame sequence s i , we represent frames as [w i1 , w i2 , w i3 , ...], and we use an embedding matrix to encode the frames.
where W e is the embedding matrix.
We use Bi-GRU to encode the hidden state of every frame:
And finally the we get the final hidden state by concatenating these two hidden states:
After that, we use a multilayer perceptron(MLP) to get the representation of h it :
and use softmax function for normalization:
Finally we calculate the weighted average of hidden states, and get the representation of a sequence:
This attention mechanism can help the model attend on the certain parts of the frames, and get more information from a certain frame sequence.
IV. EXPERIMENTS A. Dataset
The dataset was created from over 8 million YouTube videos (500,000 hours of video) and includes video labels from a vocabulary of 4716 classes (3.4 labels/video on average). According to the white paper [27] , YouTube-8M use Knowledge Graph entities to succinctly describe the main themes of a video. For example, a video shows that a person is biking on dirt roads and cliffs would have a central topic of Mountain Biking, not Dirt, Road, Person, Sky, and so on. Therefore, the aim of the dataset is not only to understand what is present in each frame of the video, but also to identify the few key topics that best describe what the video is about. This would produce thousands of labels on each video but without answering what the video is really about. It also comes with pre-extracted audio & visual features from every second of video (3.2B feature vectors in total). This represents a significant increase in scale and diversity compared to existing video datasets.
B. Evaluation
Our submissions are evaluated according to the Global Average Precision (GAP) at k, where k = 20. For each video, we submit a list of predicted labels and corresponding confidence scores. The evaluation takes the predicted labels that have the highest k confidence scores for each video, then treats each prediction and the confidence score as an individual data point in a long list of global predictions, to compute the Average Precision across all of the predictions and all the videos.
If a submission has N predictions (label/confidence pairs) sorted by its confidence score, then the Global Average Precision is computed as:
where N is the number of final predictions (if there are 20 predictions for each video, then N = 20 × number of videos), besides, p(i) is the precision, and r(i) is the recall.
C. Result
The score we obtain is 0.80583 while the winner team is 0.84967. After the competition, we also tried Bi-GRU and several multimodal fusion techniques, as well as attention mechanism and ensemble method. The learning rate for Adam is 0.01 and will have a decay of 95% after 4000000 steps, when the loss nearly converges, the steps becomes 40000 for each decay. For the mapping weight matrix in modality fusion experiments, we adept normal distribution with 0 mean and 0.01 dev. While the weight matrix used in attention model tries glorot normal initializer [28] which is proved to have better performance. See the results below:
The GAP of Models MODEL GAP Score Bi-GRU, shared-space, frame-level 0.01106 Bi-GRU, projection, frame-level 0.01684 LR, video-level 0.70727 LSTM, frame-level 0.79903 Bi-LSTM, frame-level 0.80597 Attention, frame-level 0.81415 Ensemble, LR+LSTM 0.81891 Bi-GRU, concat, frame-level 0.84022 State-of-the-art, frame-level 0.84967
V. DISCUSSION

A. From LR to LSTM
Logistic Regression is the most easy-to-think way to perform classification tasks. Thus it serves as a baseline. We can see from the chart that there exists a sharp transition in GAP score when changing the method from Logistic Regression to LSTM. It is not surprising because LR model only make use of video-level features. To be specific, it totally abandon the rich and insightful information hiding between frames. Thus the result can not be very satisfying. It is only 0.70727.
B. From LSTM to Bi-LSTM
Bi-LSTM overcomes the disadvantages that a singledirection network meets, obviously that the model benefits from its subtle architecture.
Traditional LSTM is able to capture the current frame's dependencies on previous frames, which implies that the current frame is relevant to frames ahead of it. And our team intively think that the current frame is also largely dependent on the following frames. Therefore, the Bi-LSTM can work better. Bi-LSTM networks can slightly improve the performance of classification and recognition.In the experiment, it generally performs best.
C. LSTM vs GRU
Bi-GRU model with concat modalities showed significantly improvement in GAP score. They have similar structures, which includes many gates and hidden states, LSTM units also have cells. We presume that it is because GRU has simpler structure and less parameters, which is easier to converge. The GAP score of stacked Bi-GRU is 0.04 more than stacked Bi-LSTM.
D. Three modality fusion methods
It is astonishing to see that GAP value of shared-space and projection method are all much lower than concat method. Simpler is better. Multiplying weight matrix for each feature vector may destruct the internal meaning of different modalities. However, the training loss is 0.79 and is just slightly lower than that of concat method. Obviously, the models suffer from overfitting. That may because the weight matrix limit the representation power of the models.
E. Attention
From the results, we can see that attention on the contrary decreases the GAP score. It seems to be a violation of the principle that complex model improves the representation power. We think that the complex model make it difficult to train, and the gap is because of training algorithm, with careful parameter choose, the model with attention mechanism would outperform the initial model.
F. Ensemble method
Because of the time limit, we only try to ensemble two models, LR and LSTM. It takes the third place among our experiments. Simple models can make effective model and beat end-to-end models, which is impressive and lead us to explore more successful ensemble algorithms.
G. Summary
It is easy to see that GAP value is improving when we try to grasp more information from the video. The more information we use, the better performance we reach. Models of probable complexity are the ones that can make the best use of the information. All in all, it is the quality of data that matters.
VI. CONCLUSION
In this paper, we first introduce the motivation of our research, which is using machine learning algorithms to handle large-scale videos and categorize them efficiently for the first time. After reviewing some related works, we implement several common methods such as Logistic Regression and LSTM method. We improved the LSTM method by introducing Bi-LSTM and Bi-GRU structure based on the intuition that the current frame is also largely dependent on the following frames. Therefore, we use a recurrent network with bidirectional RNN cells to implement largescale video classification problem with frame-level features (both visual and audio)and test the performance according to a measure called GAP (Global Average Precision). We also compare different multimodal fusion techniques, as well as attention mechanism and ensemble methods. Our model has the ability to be compatible with large-scale data and obtain a great result. Our best rank is 90 over 656 participating teams in the competition and the score we gain is 0.80583. After the competition, by using some other method, we finally achieve GAP score as high as 0.84022. 
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