For such a general convex body B s E. Hlawka [3] proved that In the last years both estimates have been improved (see [11, 12, [16] [17] [18] and for planar domains [5, 15] ).
In the present article we study the mean square of P B s (x). For planar domains this problem has been attacked by W. G. Nowak [14] who proved (2)
This bound is best possible since in the special case of a cirlce S 2 , say, it
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( 1 ) Note that many authors use t = x 2 as parameter. This means that the domain Bs is "blown up" by the factor x = √ t.
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can be replaced by the asymptotic formula (see I. Kátai [10] ( 
where
log X. In the case s = 3, V. Jarník [9] obtained the asymptotic formula
The proof of both results uses the fact that the generating function of the number of lattice points on the sphere is a theta function. It therefore cannot be carried over to our general situation. Using a different method we prove the following higher dimensional analogue to (2) . 
The theorem shows that spherical balls belong to those smooth convex bodies with nonzero curvature which have (on average) large lattice rest. In general the lattice rest can be much smaller. For instance, V. Jarník [8] proved that for s ≥ 4 almost all ellipsoids
) for every ε > 0. The method used to prove (5) 
and u = u(t) the unit outward normal vector of the tangent hyperplane at x(t). Suppose that the Gaussian curvature κ(x) of ∂B s at x is nonzero. Then
. From the fact that the pole of every tangent hyperplane (with respect to the unit sphere) is a point on ∂B * s (cf. [13] , p. 67) we obtain
. Note that x, u > 0 since the origin is an inner point of B s .
The Gaussian curvature κ(x) of ∂B s at x is defined as the determinant of the linear map 
are linearly independent, proving that the parametrization
x is normal to the tangent space T *
with some α i ∈ R we conclude that
Together with (7) and (8) this yields
If B * ∈ R s×s denotes the matrix defined by 
satisfies, for k = 0,
where [3] ). Note that the distance function of B * s agrees with the "tag"-function of B s (cf. [13] , p. 127) and that α k 1.
The basic estimate of P B s (x)
. As usual it is easier to estimate a smoothed version of P B s rather than P B s itself. To this purpose we introduce a weight function δ 1 : R s → [0, ∞) which has the following properties (see [1] , p. 88, or [7] for the existence of such a function):
(i) the support of δ 1 lies inside the unit ball S s , (ii)
).
We use convolution with δ ε to smooth the indicator function I xB s : 
To prove this (geometrically evident) fact consider the distance function 
and this proves (10).
Since 0 ≤ I x ± B s * δ ε (x) ≤ 1 the lemma follows if we can show that
To prove (i) assume that z ∈ xB s and y ∈ x − B s ; then z = xz 0 with z 0 ∈ B s , y = x − y 0 with y 0 ∈ B s and by (10)
Hence, for every y ∈ R
The proof of (ii) is similar. Note that the right hand side in (ii) is equivalent to I (x + B s ) C * δ ε (z) = 0.
We are now in a position to derive the basic estimate of P B s (x). By Lemma 3,
The multi-dimensional Poisson summation formula (see [2] ) yields
Since δ ε (0) = 1 and
we obtain
where Z s * = Z s \ {0} for short. In the right hand side we insert the asymptotic expansion of Lemma 2. For s ≥ 4, X ≤ x ≤ 2X and ε ≥ X −1 the contribution of the error term is at most
Here we used the estimate
which is valid for α < s and 0 < ε < 1. It can be proved by using integration by parts and
This is the basic estimate of P B s (x). We remark that (12) remains true if s = 3 (in this case (11) is used with α = s; thus the bound ε α−s in (11) has to be replaced by |log ε|). Moreover, the trivial estimate of S ± (x) together with (11) and the choice ε = X −(s−1)/(s+1) yields (1). 
The iterative estimation process
be real parameters and set
Hence, if t ∈ [R, 2R] is a value with |P B (t)| ≥ V , there exists an interval I of length V (cR
In the following we assume that (13) is true for P B * s . The basic estimate (12) is used to bound the mean square of P B s . Since
Hence by (12),
To estimate Σ 1 and Σ 2 we build blocks of the form Since H (k) k it follows that with some constant c > 0,
In the second sum we find
By (11) the innermost sum of the second term is O(ε
and by (14) and (15),
To estimate N (R, U ) we cover the interval (R, 2R] by intervals of the form (R j , R j+1 ], R j = R + jU , 0 ≤ j < R/U + 1, and define (
Then by Cauchy's inequality,
Since 
