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Métriques de sous-quotient et théorème de
Hilbert-Samuel arithmétique pour les faiseaux
ohérents
Par Hugues Randriambololona, à Paris.
Introdution
Soient K un orps de nombres, OK son anneau d'entiers, X un shéma
projetif sur SpecOK de bre générique XK réduite, et L un OX-module
inversible ample dont les bres sur l'espae analytique réduit X(C) sont, de
façon ompatible à la onjugaison omplexe, munies d'une métrique ontinue
à ourbure semi-positive.
Si C est un OX-module ohérent de support de dimension absolue d 6
dimX, on note [C] ∈ Zd(X) le yle assoié à C, déni omme suit :
[C] =
∑
x∈X(d)
(lgOX,x Cx)[x].
La hauteur de e yle relativement à L peut être dénie omme le nombre
d'intersetion arithmétique (ĉ1(L)
d.[C]) =
∑
x∈X(d)
(lgOX,x Cx)(ĉ1(L|x)
d.[x]),
suivant la théorie de l'intersetion arithmétique de Gillet et Soulé (f. [6℄, et
[13℄ pour la généralisation aux métriques non C∞).
Supposons maintenant donnés un OX-module loalement libre hermitien
E , un sous-OX-module ohérent F de E , et un morphisme de OX-modules
p : F ։ C qui fait de C un quotient de F , ou enore, un sous-quotient de
E . Pour tout entier n, le OK-module Γ(X, E ⊗L
⊗n) peut être muni, au hoix,
des normes uniformes, ou bien, si X(C) est muni d'une forme volume positive
ontinue ompatible à la onjugaison omplexe, des normes d'intégration L2.
Par onsidération des normes restreintes, on obtient aussi une struture de
OK -module normé sur Γ(X,F ⊗ L
⊗n), puis, par passage au quotient, sur
Γ(X, C ⊗ L⊗n) si n est assez grand.
Le résultat prinipal de e texte est la généralisation du théorème de
Hilbert-Samuel arithmétique de [7℄ dans e adre des faiseaux ohérents
munis de normes de sous-quotient. On montre en eet :
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Théorème.  Sous les hypothèses préédentes, le degré d'Arakelov du OK-
module normé Γ(X, C ⊗ L⊗n) admet le développement asymptotique
d̂eg Γ(X, C ⊗ L⊗n) =
nd
d!
(ĉ1(L)
d.[C]) + o(nd)
quand n tend vers l'inni.
Ce théorème apporte une réponse à deux questions déjà apparues dans
la littérature :
(i) Dans [7℄ paragraphe 5.3.2, il est demandé si le théorème de Hilbert-
Samuel arithmétique prouvé pour un faiseau loalement libre pouvait
s'étendre à n'importe quel faiseau ohérent, et plus partiulièrement
à un sous-faiseau ohérent d'un faiseau loalement libre hermitien,
muni des normes restreintes ; ei est bien un as partiulier du prob-
lème résolu ii, du moins en e qui onerne le terme de degré maximal
de ette formule de Hilbert-Samuel arithmétique.
(ii) Le faiseau strutural OΣ d'un sous-shéma fermé Σ de X est naturelle-
ment muni d'une struture de quotient du faiseau strutural OX de
X, e dernier disposant d'une struture métrique évidente ; en appli-
quant le théorème préédent ave C = OΣ on obtient ainsi un théorème
de Hilbert-Samuel arithmétique pour les hauteurs de sous-shémas,
omme onjeturé dans [16℄ A.2.1.
Il serait intéressant d'examiner si le résultat obtenu ii ne dispose pas
d'appliations en théorie de l'approximation diophantienne, en autorisant
par exemple l'utilisation de fontions auxiliaires tordues par des setions
d'un faiseau ohérent (non néessairement loalement libre).
Au moyen d'un dévissage, on montre que pour prouver le théorème en
toute généralité, il sut de le faire dans le as partiulier où C est de la
forme i∗M, où i : Z →֒ X est le morphisme d'immersion d'un sous-shéma
fermé intègre Z de X etM un OZ -module inversible. On se ramène alors à la
version lassique du théorème de Hilbert-Samuel arithmétique, ou plutt à
sa généralisation au as singulier donnée dans [18℄, au moyen d'un résultat de
omparaison de normes dont l'essentiel réside en l'énoné de prolongement
de setions holomorphes d'un bré vetoriel hermitien sous-quotient ave
ontrle des normes qui onstitue le point (ii) du théorème suivant :
Théorème.  Soient X un espae analytique 1-onvexe1 réduit, L un OX -
module inversible hermitien à ourbure stritement positive, E un OX -module
1
par exemple, ompat, ou de Stein (f. 2.22.3)
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loalement libre hermitien de type ni, i : Y →֒ X un sous-espae analytique
fermé réduit de X, et V un OY -module loalement libre hermitien de type ni.
On suppose donnés un sous-OX -module ohérent F de E et un morphisme
surjetif
p : F ։ i∗V
de OX -modules ohérents. Alors :
(i) Pour tout réel ε > 0 et pour tout ompat non vide B de Y , il existe un
réel C > 0 et un ompat non vide A de X tels que pour tout n > 0,
pour tout s ∈ Γ(Y, V ⊗ L⊗n) et pour tout s˜ ∈ Γ(X,F ⊗ L⊗n) vériant
p(s˜) = i∗s, on ait
‖s˜‖L∞(A) > Ce
−nε‖s‖L∞(B).
(ii) Il existe un entier n0 et, pour tout réel ε > 0 et pour tout ompat
non vide A de X, un réel C ′ > 0 et un ompat non vide B de Y ,
tels que pour tout n > n0 et pour tout s ∈ Γ(Y, V ⊗ L
⊗n) il existe
s˜ ∈ Γ(X,F ⊗ L⊗n) vériant p(s˜) = i∗s et
‖s˜‖L∞(A) 6 C
′enε‖s‖L∞(B).
On trouvera dans la littérature des énonés de prolongement analogues
à elui-i (souvent dans le as partiulier F = E et V = E|Y ) établis pour la
plupart au moyen de la tehnique des estimées L2 de Hörmander, et pouvant
éventuellement donner un ontrle plus fort sur les normes, mais au prix
de ertaines hypothèses de lissité (voir par exemple [4℄, [14℄, ou enore [16℄,
hap. 3) ou de la onnaissane a priori de l'existene d'un prolongement
onvenable de s sur un voisinage donné de Y (f. [18℄, set. 2). L'originalité
du résultat présenté ii est don de s'aranhir totalement de es hypothèses
annexes. Pour y parvenir on utilise la théorie des espaes 1-onvexes (après
s'être plaé sur le bré en disques du dual L∨) et les tehniques d'espaes
de Fréhet de la théorie topologique des faiseaux ohérents sur un espae
analytique omplexe, suivant en ela la méthode introduite par Bost dans
[2℄, app. A.
Conventions.  On utilisera ii la terminologie usuelle des espaes analy-
tiques omplexes (non néessairement réduits) et des fontions ontinues,
C∞, holomorphes, plurisousharmoniques, et. sur ieux, telle qu'elle est rap-
pelée par exemple au début de [8℄ et de [15℄ (on gardera notamment à l'esprit
le théorème 5.3.1 de [5℄, selon lequel les deux dénitions raisonnables des
fontions plurisousharmoniques oïnident).
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Les métriques hermitiennes sur les faiseaux analytiques loalement li-
bres seront toujours supposées ontinues. Un faiseau inversible hermitien L
sur un espae analytique omplexe sera dit à ourbure semi-positive (resp.
stritement positive) si, pour toute setion l de L ne s'annulant pas sur un
ouvert U , la fontion − log ‖l‖ est plurisousharmonique (resp. stritement
plurisousharmonique) sur U .
Remeriements.  L'auteur remerie J.-B. Bost pour l'intérêt qu'il a mani-
festé à l'égard de e travail et pour la version préliminaire de [2℄ qu'il a bien
voulu lui ommuniquer.
1. Sous-quotients
1.1.  Soit A une atégorie abélienne. On rappelle que si M est un objet
de A, les sous-objets des quotients de M s'identient naturellement aux
quotients des sous-objets deM , ou enore aux graduésM1/M2 des ltrations
à deux termes
(1.1.1) M ⊃M1 ⊃M2.
De façon plus préise, on appelle sous-quotient de M la donnée d'une telle
ltration (1.1.1). On remarquera que les sous-quotients des objets de A for-
ment une atégorie additive (en générale non abélienne), un morphisme de
M ⊃ M1 ⊃ M2 dans N ⊃ N1 ⊃ N2 étant un morphisme de M dans N qui
envoie M1 dans N1 et M2 dans N2 ; un tel morphisme induit alors naturelle-
ment un morphisme entre les gradués M1/M2 et N1/N2.
Par restrition, les sous-quotients d'un objet M xé forment aussi une
atégorie, l'ensemble des morphismes de M ⊃ M1 ⊃ M2 dans M ⊃ M
′
1 ⊃
M ′2 étant non vide si et seulement si M1 est inlus dans M
′
1 et M2 dans
M ′2, et alors par dénition et ensemble se réduit au seul morphisme déduit
de l'identité de M . On prendra garde toutefois qu'il est alors possible que
le morphisme induit de M1/M2 dans M
′
1/M
′
2 soit un isomorphisme sans
pour autant que le morphisme de sous-quotients originel ne soit inversible ;
une telle situation se produit par exemple lorsque M est un produit diret
A × B et que l'on onsidère le morphisme naturel entre les sous-quotients
A × B ⊃ A × {0} ⊃ {0} et A × B ⊃ A × B ⊃ {0} × B, les deux gradués
assoiés s'identiant naturellement à A.
Il sera ommode pour la suite d'utiliser la notion de sous-quotient sous
la forme suivante :
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1.2. Dénition.  Soient C et E deux objets d'une atégorie abéli-
enne. On appelle struture de sous-quotient de E sur C la donnée d'un sous-
quotient
(1.2.1) E ⊃ E1 ⊃ E2
de E et d'un isomorphisme
(1.2.2) ϕ : C
∼
−→ E1/E2
de C sur le gradué assoié.
1.3.  Ainsi, munir C d'une struture de sous-quotient de E équivaut
enore à se donner, au hoix :
(i) un sous-objet F de E et un morphisme surjetif p : F ։ C (prendre
F = E1 et p la surjetion de noyau E2 déduite de ϕ
−1
) ;
(ii) un quotient Q de E et une injetion i : C →֒ Q (prendre Q = E/E2 et
i l'injetion déduite de ϕ) ;
(iii) un omplexe ourt
(1.3.1) E : E′
i
→֒ E
p
։ E′′
ave i injetive, p surjetive, et p ◦ i = 0, et un isomorphisme
(1.3.2) C
∼
−→ H(E) = ker p/ im i
de C sur la ohomologie de E (prendre E′ = E2 et E
′′ = E/E1).
Compte tenu de ette dernière aratérisation, on dira aussi parfois que les
sous-quotients de E sont les objets de ohomologie de E.
Enn on prendra garde, omme ela a déjà été signalé à la n de 1.1, qu'il
peut arriver qu'un même objet C admette plusieurs strutures diérentes de
sous-quotient d'un même objet E.
1.4.  Soient E, F et G trois objets d'une atégorie abélienne. On va
montrer que la donnée sur F d'une struture de sous-quotient de E et sur
G d'une struture de sous-quotient de F détermine de façon naturelle sur G
une struture de sous-quotient de E.
En eet, on dispose par hypothèse d'un isomorphisme F ≃ E1/E2 où
E1 ⊃ E2 sont deux sous-objets de E et d'un isomorphisme G ≃ F1/F2 où
F1 ⊃ F2 sont deux sous-objets de F . Par l'identiation naturelle des sous-
objets de E1/E2 aux sous-objets de E1 ontenant E2, F1 et F2 se relèvent
anoniquement en deux sous-objets F̂1 et F̂2 de E vériant les inlusions
(1.4.1) E1 ⊃ F̂1 ⊃ F̂2 ⊃ E2,
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de sorte que G peut bien être muni de la struture de sous-quotient de E
dénie par la ltration à deux termes E ⊃ F̂1 ⊃ F̂2 et par l'isomorphisme
omposé G ≃ F1/F2 ≃ F̂1/F̂2.
1.5. Dénition.  La struture de sous-quotient de E dénie sur G au
paragraphe préédent sera appelée struture de sous-quotient omposée des
strutures de sous-quotient de E sur F et de F sur G.
Dans ette situation, on dira aussi parfois que G et F sont deux sous-
quotients emboîtés de E.
1.6.  Soient (K, |.|) un orps valué et E unK-espae vetoriel muni d'une
norme ‖.‖ ompatible à |.|. Puisqu'unK-espae vetoriel V muni d'une stru-
ture de sous-quotient de E peut être vu, au hoix, omme un sous-espae
d'un quotient ou omme un quotient d'un sous-espae de E, il hérite na-
turellement d'une norme obtenue à partir de la norme de E en onsidérant
respetivement la norme restreinte de la norme quotient ou la norme quotient
de la norme restreinte. On se onvainra failement que es deux onstru-
tions donnent la même norme sur V ; de façon plus préise :
1.7. Dénition.  Soient (E, ‖.‖) un (K, |.|)-espae vetoriel normé et
V un K-espae vetoriel muni d'une struture de sous-quotient de E dénie
par une ltration E ⊃ E1 ⊃ E2 et un isomorphisme ϕ : V
∼
−→ E1/E2. La
norme de sous-quotient ‖.‖sq sur V est dénie, pour v ∈ V , par la formule
(1.7.1) ‖v‖sq = inf
e∈E1, ϕ(v)=e
‖e‖
où l'on a noté e la lasse dans E1/E2 de l'élément e de E1.
Étudions omment ette onstrution se omporte relativement à la om-
position des strutures de sous-quotient :
1.8. Proposition.  Soient (E, ‖.‖E) un (K, |.|)-espae vetoriel normé,
F un K-espae vetoriel muni d'une struture de sous-quotient de E, et G
un K-espae vetoriel muni d'une struture de sous-quotient de F . Alors la
norme sur G sous-quotient de la norme sur F sous-quotient de ‖.‖E oïnide
ave la norme sur G sous-quotient de ‖.‖E relativement à la struture de
sous-quotient omposée.
On dira aussi que la formation des normes sous-quotient est transitive
dans les sous-quotients emboîtés.
Démonstration. Notons E ⊃ E1 ⊃ E2 et F ⊃ F1 ⊃ F2 les ltrations et
p : E1 ։ F et q : F1 ։ G les projetions de noyaux E2 et F2 dénissant
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les strutures de sous-quotient onsidérées. Notons aussi F̂1 et F̂2 les sous-
espaes de E relevant F1 et F2 omme en (1.4.1), de sorte que F̂1 (resp. F̂2)
est l'ensemble des éléments de E dont l'image par p appartient à F1 (resp. F2)
et que l'appliation omposée q ◦ (p|
F̂1
) de F̂1 sur G est bien une projetion
de noyau F̂2 et dénit la struture de sous-quotient omposée. Alors, par
onstrution, notant ‖.‖F la norme sur F sous-quotient de ‖.‖E , et ‖.‖G la
norme sur G sous-quotient de ‖.‖F , on a pour g ∈ G :
‖g‖G = inf
f∈F1, q(f)=g
‖f‖F
= inf
f∈F1, e∈E1, q(f)=g, p(e)=f
‖e‖E
= inf
e∈F̂1, q(p(e))=g
‖e‖E ,
(1.8.1)
e qui orrespond bien à la norme de g pour la struture de sous-quotient
omposée.
Il sera aussi utile de pouvoir omparer les deux normes sous-quotient de
deux normes sur un même espae :
1.9. Proposition.  Soient C un réel, E un K-espae vetoriel muni de
deux normes ‖.‖ et ‖.‖′ vériant l'inégalité
(1.9.1) ‖.‖ 6 C‖.‖′
et V un K-espae vetoriel muni d'une struture de sous-quotient de E. Alors
les normes sous-quotient ‖.‖sq de ‖.‖ et ‖.‖
′
sq de ‖.‖
′
sur V vérient
(1.9.2) ‖.‖sq 6 C‖.‖
′
sq.
Démonstration. L'inégalité (1.9.1) passe à la borne inférieure dans (1.7.1).
2. Prolongement de setions holomorphes ave
ontrle des normes
2.1.  On rappelle (f. [10℄, hap. V 6) que si X est un espae analytique
omplexe et C un OX -module ohérent, il existe une unique topologie de
Fréhet sur l'espae des setions globales Γ(X, C), appelée topologie anon-
ique, qui rende ontinues toutes les appliations de loalisation
(2.1.1) Γ(X, C) −→ Cx
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en les bres x ∈ X, lorsque le module Cx sur l'algèbre analytique loale OX,x
est muni de la topologie anonique au sens de [12℄ (i.e. de la Folgentopolo-
gie de [9℄). On dispose en outre des propriétés suivantes :
(i) Si X est réduit, et si E est un OX -module loalement libre hermitien de
type ni, la topologie anonique sur Γ(X, E) oïnide ave la topologie
de la onvergene uniforme sur les ompats (ela résulte par exem-
ple de [10℄ V 6 th. 8, du aratère loal de la ondition dénissant
la topologie anonique, et des ompatibilités évidentes aux sommes di-
retes).
(ii) Si C′ ⊂ C est un sous-OX -module ohérent, la topologie anonique sur
Γ(X, C′) est la topologie induite par la topologie anonique sur Γ(X, C)
pour l'inlusion naturelle (ela résulte de l'assertion analogue pour la
topologie anonique sur les bres : [9℄ II 2.7 Satz 9, pp. 9799).
(iii) Si i : Z →֒ X est un sous-espae analytique fermé et si D est un OZ -
module ohérent, l'identiation naturelle de Γ(Z,D) et de Γ(X, i∗D)
est un homéomorphisme pour les topologies anoniques sur es espaes
('est une onséquene direte des dénitions).
2.2.  On utilisera aussi dans ette partie la théorie des espaes 1-onvexes
élaborée dans [1℄ et [15℄. On suivra ii la présentation de [17℄ :
Proposition-dénition.  Soit X un espae analytique omplexe. Les
assertions suivantes sont équivalentes :
(i) Il existe sur X une fontion d'exhaustion ontinue qui est stritement
plurisousharmonique hors d'un ertain ompat.
(ii) L'espae X est holomorphiquement onvexe et admet un sous-ensemble
analytique ompat sans points isolés maximal.
(iii) L'espae X est une modiation propre (au sens de [8℄) d'un espae de
Stein en un nombre ni de points.
(iv) Pour tout faiseau analytique ohérent F sur X et tout entier q > 1, le
groupe de ohomologie Hq(X,F ) est de dimension nie.
Si l'une de es onditions est vériée, on dit que X est 1-onvexe.
Si X est 1-onvexe, l'espae de Stein Y introduit en (iii) est unique (à iso-
morphisme près) ; 'est le réduit de Cartan-Remmert de X. Le sous-ensemble
analytique ompat maximal de (ii) est alors le support du lieu exeption-
nel S de la modiation X −→ Y , et pour tout faiseau analytique o-
hérent F sur X et tout entier q > 1 on dispose d'un isomorphisme naturel
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Hq(X,F ) ≃ Hq(S,F |S). En outre, parmi les fontions d'exhaustion on-
tinues dont l'existene est assurée par (i), il en est une qui est stritement
plurisousharmonique en tout point du omplémentaire de S.
L'impliation (i)=⇒(iv), qui est la seule dont nous aurons réellement
besoin ii, est prouvée dans [1℄. Les autres résultats déoulent de [15℄, th. V,
et des aratérisations lassiques des espaes de Stein. On pourra onsulter
[17℄ pour un exposé synthétique de tout ei.
2.3.  Parmi les exemples élémentaires d'espaes 1-onvexes on trouve
les espaes de Stein d'une part, et les espaes ompats d'autre part. Tout
sous-espae fermé d'un espae 1-onvexe est 1-onvexe.
Un autre proédé de onstrution d'espaes 1-onvexes dont nous aurons
besoin est elui qui suit.
2.4.  Pour tout espae analytique omplexe réduit X et pour tout OX -
module inversible L muni d'une métrique ontinue ‖.‖, on note V (X,L)
l'espae total du bré en droites dual L∨ et, pour tout réel r > 0, Dr(X,L)
son bré en disques ouverts de rayon r, relativement à la norme duale ‖.‖∨.
Notons aussi
(2.4.1) π : Dr(X,L)։ X
la projetion naturelle et
(2.4.2) ι : X →֒ Dr(X,L)
la setion nulle. Alors :
2.5. Proposition.  Ave es notations, siX est 1-onvexe et si la métrique
ontinue ‖.‖ sur L est à ourbure stritement positive, le bré en disques
Dr(X,L) est lui aussi 1-onvexe.
Démonstration. Supposons donnée une fontion d'exhaustion ontinue ϕ sur
X stritement plurisousharmonique hors d'un ompat K, et onsidérons
aussi une fontion stritement onvexe ontinue χ : [−∞, log r[−→ R+ ten-
dant vers 0 en −∞ et vers +∞ en log r. Alors il déoule de l'hypothèse
de strite positivité sur la ourbure de ‖.‖ que la fontion ψ dénie pour
z ∈ Dr(X,L) par la formule
(2.5.1) ψ(z) = ϕ(π(z)) + χ(log ‖z‖∨),
ontinue et exhaustive sur Dr(X,L), est bien stritement plurisousharmo-
nique hors du ompat ι(K).
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Rappelons enn la version suivante du théorème de l'appliation ouverte
de Banah (f. p. ex. [3℄, I 3, or. 3 p. I.19 et ex. 4 p. I.28) :
2.6. Théorème.  Soient E et F deux espaes de Fréhet et u : E −→ F
une appliation linéaire ontinue à onoyau de dimension nie. Alors le sous-
espae u(E) de F est fermé et l'appliation u : E −→ u(E) est ouverte. En
partiulier, pour toute semi-norme ontinue p sur E il existe une semi-norme
ontinue q sur F telle que, pour tout y dans u(E), il existe x dans E vériant
(2.6.1) u(x) = y
et
(2.6.2) p(x) 6 q(y).
Énonçons maintenant le résultat prinipal de ette setion :
2.7. Théorème.  Soient X un espae analytique 1-onvexe réduit, L un
OX -module inversible hermitien à ourbure stritement positive, E un OX -
module loalement libre hermitien de type ni, i : Y →֒ X un sous-espae
analytique fermé réduit de X, et V un OY -module loalement libre hermitien
de type ni. On suppose donnés un sous-OX -module ohérent F de E et un
morphisme surjetif
(2.7.1) p : F ։ i∗V
de OX -modules ohérents. Alors :
(i) Pour tout réel ε > 0 et pour tout ompat non vide B de Y , il existe un
réel C > 0 et un ompat non vide A de X tels que pour tout n > 0,
pour tout s ∈ Γ(Y, V ⊗ L⊗n) et pour tout s˜ ∈ Γ(X,F ⊗ L⊗n) vériant
p(s˜) = i∗s, on ait
(2.7.2) ‖s˜‖L∞(A) > Ce
−nε‖s‖L∞(B).
(ii) Il existe un entier n0 et, pour tout réel ε > 0 et pour tout ompat
non vide A de X, un réel C ′ > 0 et un ompat non vide B de Y ,
tels que pour tout n > n0 et pour tout s ∈ Γ(Y, V ⊗ L
⊗n) il existe
s˜ ∈ Γ(X,F ⊗ L⊗n) vériant p(s˜) = i∗s et
(2.7.3) ‖s˜‖L∞(A) 6 C
′enε‖s‖L∞(B).
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La preuve de e théorème, diretement adaptée de [2℄, va ouper les
paragraphes 2.8 à 2.14 :
2.8.  Conservons les notations introduites en 2.4, en posant pour alléger
l'ériture
(2.8.1) D(X) = D1(X,L)
et, si A est une partie de X, Dr(A,L) l'ensemble des points de Dr(X,L)
dont l'image par la projetion anonique π est dans A ; on adoptera aussi les
notations analogues sur Y . Remarquons notamment que Dr(Y,L) s'identie
au produit bré de Dr(X,L) et de Y au-dessus de X. On notera enore
(2.8.2) i : D(Y ) →֒ D(X)
l'immersion fermée naturelle.
Par 2.1(i), la famille de semi-normes
(2.8.3) ‖.‖D(X),A,r = ‖.‖L∞(Dr(A,L),pi∗E)
(resp. ‖.‖D(Y ),B,r = ‖.‖L∞(Dr(B,L),pi∗V )), pour A ompat non vide de X
(resp. B ompat non vide de Y ) et r ∈]0, 1[, dénit la topologie de Fréhet
anonique sur Γ(D(X), π∗E) (resp. sur Γ(D(Y ), π∗V )).
La projetion π : D(X) ։ X étant plate, l'injetion F →֒ E sur X se
relève en π∗F →֒ π∗E sur D(X) et, passant aux setions globales, il résulte
de 2.1(ii) que la topologie anonique sur
(2.8.4) Γ(D(X), π∗F ) →֒ Γ(D(X), π∗E)
est enore dénie par la famille des semi-normes ‖.‖D(X),A,r .
2.9.  Remarquons que l'ation naturelle du groupe Gm sur V (X,L),
dénie par l'ation des homothéties sur les bres de L∨, se restreint en une
ation ontinue du groupe unitaire U(1) = {u ∈ C | |u| = 1} sur D(X). Pour
tout entier k notons alors
(2.9.1) Γ(D(X), π∗E)k ⊂ Γ(D(X), π
∗E)
le sous-espae formé des setions analytiques f de π∗E sur D(X) vériant
(2.9.2) f(uz) = ukf(z)
pour tous u ∈ U(1) et z ∈ D(X), où l'on a identié les bres (π∗E)z et
(π∗E)uz à leur image ommune Epi(z) = Epi(uz) par π.
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Notons aussi
(2.9.3) qk : Γ(D(X), π
∗E)։ Γ(D(X), π∗E)k
la projetion dénie par la formule
(2.9.4) qk(f)(z) =
∫ 1
0
e−2ipiktf(e2ipitz)dt ∈ Epi(z).
Pour tous A ompat de X et r ∈]0, 1[ on a lairement
(2.9.5) ‖qk(f)‖D(X),A,r 6 ‖f‖D(X),A,r,
de sorte que qk est ontinue.
Remarquons enn que le sous-espae Γ(D(X), π∗E)k s'identie naturelle-
ment à l'espae Γ(X,E ⊗ L⊗k) des setions analytiques de E ⊗ L⊗k sur X,
ette identiation assoiant à l'élément s ∈ Γ(X,E ⊗ L⊗k) la setion ana-
lytique f de π∗E sur D(X) dénie pour z ∈ D(X) par
(2.9.6) f(z) =< s(π(z)), z⊗k > ∈ Epi(z),
où s(π(z)) appartient à la bre (E⊗L⊗k)pi(z) et où z
⊗k
est onsidéré omme
un élément de la droite omplexe L∨⊗k
pi(z) . Ave es notations, on a alors laire-
ment
(2.9.7) ‖f‖D(X),A,r = r
k‖s‖L∞(A)
pour tous A ompat de X et r ∈]0, 1[.
2.10.  De la même façon, on dispose d'une ation ontinue naturelle
de U(1) sur Γ(D(X), π∗F ) (resp. sur Γ(D(Y ), π∗V )) à laquelle sont enore
assoiés des sous-espaes propres Γ(D(X), π∗F )k (resp. Γ(D(Y ), π
∗V )k) s'i-
dentiant naturellement à Γ(X,F ⊗ L⊗k) (resp. à Γ(Y, V ⊗ L⊗k)) et des
projetions qk dénies par les mêmes formules, de sorte que les inégalités et
égalités analogues à (2.9.5) et (2.9.7) restent valides.
Remarquons notamment que l'inlusion (2.8.4) est ompatible à toutes
es onstrutions.
2.11.  En utilisant à nouveau la platitude de π pour relever sur D(X)
la suite exate ourte 0 −→ ker p −→ F −→ i∗V −→ 0, et en passant à la
ohomologie, on obtient une suite exate
(2.11.1) Γ(D(X), π∗F ) −→ Γ(D(X), π∗i∗V ) −→ H
1(D(X), π∗ ker p)
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où, par la proposition 2.5 et par la aratérisation 2.2(iv) des espaes 1-
onvexes, le groupe de ohomologie H1(D(X), π∗ ker p) est de dimension
nie. Compte tenu de 2.1(iii), Γ(D(X), π∗i∗V ) = Γ(D(X), i∗π
∗V ) s'identie
homéomorphiquement à Γ(D(Y ), π∗V ), et l'on en déduit une appliation
linéaire ontinue
(2.11.2) ρ : Γ(D(X), π∗F ) −→ Γ(D(Y ), π∗V )
à onoyau de dimension nie.
2.12.  La ontinuité de ρ implique que, pour tout réel ε > 0 et pour tout
ompat B de Y , il existe C > 0, r ∈]0, 1[ et A ompat de X tels que, pour
tout f˜ ∈ Γ(D(X), π∗F ), posant f = ρ(f˜), on ait
(2.12.1) ‖f‖D(Y ),B,e−ε 6 C
−1‖f˜‖D(X),A,r.
Soient maintenant n > 0, s ∈ Γ(Y, V ⊗ L⊗n) et s˜ ∈ Γ(X,F ⊗ L⊗n)
vériant p(s˜) = i∗s. Si l'on note f ∈ Γ(D(Y ), π
∗V )n et f˜ ∈ Γ(D(X), π
∗F )n
les éléments qui leur sont assoiés par l'analogue de (2.9.6), la ommutativité
du diagramme
(2.12.2)
Γ(D(X), π∗F )n
ρ
−−−−→ Γ(D(Y ), π∗V )n∥∥∥ ∥∥∥
Γ(X,F ⊗ L⊗n)
(i∗)−1◦p
−−−−−→ Γ(Y, V ⊗ L⊗n)
implique qu'on a bien f = ρ(f˜), et (2.9.7) et (2.12.1) donnent
‖s˜‖L∞(A) = ‖f˜‖D(X),A,1
> ‖f˜‖D(X),A,r
> C‖f‖D(Y ),B,e−ε
= Ce−nε‖s‖L∞(B),
(2.12.3)
e qui démontre le point (i) du théorème.
2.13.  D'autre part, on peut aussi appliquer le théorème 2.6 à l'appli-
ation ρ : on trouve ainsi que l'image im(ρ) = ρ(Γ(D(X), π∗F )) de ρ dans
Γ(D(Y ), π∗V ) est fermée (de sorte que la topologie quotient sur coker ρ oïn-
ide ave sa topologie usuelle de C-espae vetoriel de dimension nie) et que,
pour tout ε > 0 et pour tout ompat A de X, il existe C ′ > 0, r′ ∈]0, 1[ et
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B ompat de Y tels que, pour tout f ∈ im(ρ), il existe f˜ ∈ Γ(D(X), π∗F )
vériant f = ρ(f˜) et
(2.13.1) ‖f˜‖D(X),A,e−ε 6 C
′‖f‖D(Y ),B,r′ .
Par ailleurs, l'appliation ρ étant lairement U(1)-équivariante, on en
déduit par passage au quotient une ation ontinue de U(1) sur coker ρ. Cei
permet de onsidérer la déomposition
(2.13.2) coker ρ =
⊕
n
(coker ρ)n
de e onoyau en somme (nie !) de sous-espaes propres pour ette ation,
où (coker ρ)n est l'espae propre assoié au aratère (u 7→ u
n) de U(1).
Notons alors n0 le plus petit entier tel que (coker ρ)n soit nul pour n > n0.
2.14.  Donnons-nous maintenant un réel ε > 0, un ompat A de X, un
entier n > n0, et un élément s ∈ Γ(Y, V ⊗ L
⊗n) auquel par l'analogue de
(2.9.6) on peut assoier f ∈ Γ(D(Y ), π∗V )n. Puisque (coker ρ)n est nul, f
appartient à im(ρ), et par la disussion qui préède on peut érire f = ρ(f˜)
où f˜ ∈ Γ(D(X), π∗F ) vérie (2.13.1). L'appliation ρ étant ompatible aux
projetions qn, on a enore f = ρ(qn(f˜)) et, le diagramme (2.12.2) étant
ommutatif, notant s˜ ∈ Γ(X,F ⊗L⊗n) l'élément assoié à qn(f˜), on trouve
(2.14.1) p(s˜) = i∗s
ave, par (2.9.5), (2.9.7) et (2.13.1),
‖s˜‖L∞(A) = e
nε‖qn(f˜)‖D(X),A,e−ε
6 enε‖f˜‖D(X),A.e−ε
6 C ′enε‖f‖D(Y ),B,r′
6 C ′enε‖f‖D(Y ),B,1
= C ′enε‖s‖L∞(B),
(2.14.2)
e qui démontre le point (ii).
La preuve du théorème étant ahevée, indiquons maintenant omment
elui-i peut s'interpréter en termes de normes sous-quotient.
2.15.  Soient X un espae analytique ompat réduit, L un OX -module
inversible hermitien à ourbure stritement positive, E un OX -module lo-
alement libre hermitien de type ni, i : Y →֒ X un sous-espae analytique
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fermé réduit de X, et V un OY -module loalement libre hermitien de type
ni.
On suppose le OX -module ohérent i∗V muni d'une struture de sous-
quotient de E ; rappelons que ei orrespond à la donnée d'un isomorphisme
ϕ : i∗V ≃ E1/E2 où E ⊃ E1 ⊃ E2 est une ltration à deux termes de E par
des sous-OX -modules ohérents.
Le faiseau L étant ample, le morphisme naturel
(2.15.1) ψ : Γ(X,E1 ⊗ L
⊗n)/Γ(X,E2 ⊗ L
⊗n) −→ Γ(X, (E1/E2)⊗ L
⊗n)
est inversible pour tout n assez grand, de sorte que le morphisme omposé
(2.15.2) ψ−1 ◦ ϕ : Γ(X, i∗V ⊗ L
⊗n)
∼
−→ Γ(X,E1 ⊗ L
⊗n)/Γ(X,E2 ⊗ L
⊗n)
munit Γ(X, i∗V ⊗L
⊗n) d'une struture de sous-quotient de Γ(X,E ⊗L⊗n),
relativement à la ltration
(2.15.3) Γ(X,E ⊗ L⊗n) ⊃ Γ(X,E1 ⊗ L
⊗n) ⊃ Γ(X,E2 ⊗ L
⊗n).
Ainsi le C-espae vetoriel Γ(X, i∗V ⊗L
⊗n) = Γ(Y, V ⊗ i∗L⊗n) dispose-t-il :
 de la norme uniforme ‖.‖L∞(Y ) sur Y
 de la norme ‖.‖sq,L∞(X) provenant par la struture de sous-quotient de
la norme uniforme sur X.
Alors :
2.16. Corollaire.  Sous les hypothèses 2.15, il existe un entier n0 et,
pour tout réel ε > 0, deux réels C > 0 et C ′ > 0, tels que pour tout n > n0
les deux normes sur Γ(X, i∗V ⊗L
⊗n) ainsi onstruites vérient les inégalités
(2.16.1) ‖.‖sq,L∞(X) > Ce
−nε‖.‖L∞(Y )
et
(2.16.2) ‖.‖sq,L∞(X) 6 C
′enε‖.‖L∞(Y ).
Démonstration. Notant F = E1 et p : F ։ i∗V la projetion dénissant
la struture de sous-quotient sur i∗V (suivant la aratérisation 1.3(i)), on
se retrouve en position d'appliquer le théorème. Compte tenu de la déni-
tion (1.7.1) des normes sous-quotient, l'inégalité (2.16.1) n'est autre qu'une
tradution du point (i) du théorème où l'on a hoisi B = Y , qui est bien om-
pat puisque X l'est par hypothèse. De la même façon, l'inégalité (2.16.2)
résulte du point (ii) du théorème ave A = X.
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3. Théorème de Hilbert-Samuel arithmétique
3.1.  On supposera ii le leteur familier ave le langage de la géométrie
d'Arakelov. Néanmoins, an d'éviter toute ambiguïté, on ommene par rap-
peler ertaines notions de base et préiser les normalisations qui seront util-
isées.
Soit K un orps de nombres d'anneau d'entiers OK . Un OK -module
normé M est la donnée d'un OK-module de type ni M et, pour tout
plongement σ de K dans C, d'une norme ‖.‖σ sur le C-espae vetoriel
Mσ = M ⊗OK ,σ C, ei de façon ompatible à la onjugaison omplexe.
Notons alors M
tors
le sous-module de torsion de M , M
libre
= M/M
tors
son
plus grand quotient sans torsion, qui s'identie à un réseau deMR = M⊗ZR,
et enn B ⊂MR la boule unité de MR, 'est-à-dire l'ensemble des éléments
m ∈MR dont les images par les appliations naturelles MR −→Mσ sont de
norme ‖m‖σ 6 1 pour tout σ. Ave es notations, le degré d'Arakelov de M
est le réel
(3.1.1) d̂egM = log#M
tors
− log vol(MR/Mlibre)
où le volume vol(MR/Mlibre) est pris relativement à l'unique mesure de Haar
sur MR qui donne à B le volume 1. Il pourra aussi s'avérer ommode de on-
sidérer le degré d'Arakelov normalisé
1
[K:Q] d̂eg, omme on le trouve parfois
dans la littérature.
3.2.  On vérie aisément que si (‖.‖σ)σ et (‖.‖
′
σ)σ sont deux familles de
normes munissant un même OK -module de type ni M de deux strutures
de OK -module normé M et M
′
, et si C > 0 est un réel tel que pour tout σ
on ait
(3.2.1) ‖.‖σ 6 C‖.‖
′
σ,
alors
(3.2.2) d̂egM > d̂egM
′
− rgZM logC
où rgZM = dimRMR = [K : Q] rgOK M .
3.3.  Lorsque les normes ‖.‖σ proviennent de produits salaires hermi-
tiens (., .)σ sur Mσ, on dit que le OK -module normé M est un OK -module
hermitien. On vérie alors que le degré d'Arakelov de M peut aussi s'ex-
primer sous la forme
(3.3.1) d̂egM = log#M/(s1, . . . , sr)−
∑
σ
log ‖s1 ∧ · · · ∧ sr‖∧rMσ
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où s1, . . . , sr sont des éléments de M dont les images dans le K-espae ve-
toriel MK en forment une base, et où ‖.‖∧rMσ est la norme hermitienne
puissane extérieure r-ième de ‖.‖σ .
Si M est un OK -module hermitien, et si
(3.3.2) 0 −→ N −→M −→ Q −→ 0
est une suite exate ourte de OK -modules de type ni, les normes restreintes
(resp. quotient) sur N (resp. sur Q) sont enore hermitiennes, et pour les
strutures de OK-modules hermitiens orrespondantes on a
(3.3.3) d̂egM = d̂egN + d̂egQ.
3.4.  Considérons maintenant X un shéma projetif sur SpecOK de
bre générique XK réduite, L un OX-module inversible ample hermitien à
ourbure semi-positive, et C un OX-module ohérent muni d'une struture de
sous-quotient d'un OX-module loalement libre hermitien ; plus préisément,
C orrespond à la donnée :
 d'un OX-module ohérent C,
 d'un OX-module loalement libre hermitien E ,
 d'une ltration à deux termes E ⊃ E1 ⊃ E2 de E par des sous-OX-
modules ohérents, et
 d'un isomorphisme ϕ : C
∼
−→ E1/E2.
On dira que C est un OX-module ohérent muni de métriques de sous-
quotient.
Notons d = dim |C| la dimension du support de C (ainsi d 6 dimX) et
(3.4.1) [C] =
∑
x∈X(d)
(lgOX,x Cx)[x]
le yle de dimension d assoié. On supposera enn X(C) muni d'une forme
ontinue µ dénissant une forme volume stritement positive en tout point
du lieu lisse de X(C) et ompatible à la onjugaison omplexe (remarquons
qu'une telle forme existe sur tout espae analytique omplexe projetif ré-
duit). On aura alors à onsidérer l'une des deux situations suivantes :
Hypothèse (L∞) : pour tout entier n, Γ(X, E⊗L⊗n) est muni d'une stru-
ture de OK-module normé au moyen des normes uniformes sur les
Xσ(C).
Hypothèse (L2(µ)) : pour tout entier n, Γ(X, E ⊗ L⊗n) est muni d'une
struture de OK-module hermitien au moyen des normes d'intégration
L2(µ) sur les Xσ(C).
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Munissons alors Γ(X, E1⊗L
⊗n) et Γ(X, E2 ⊗L
⊗n) des normes restreintes, et
Γ(X, E1 ⊗ L
⊗n)/Γ(X, E2 ⊗ L
⊗n) des normes quotient.
3.5. Dénition.  La fontion de Hilbert-Samuel arithmétique
(3.5.1) h(C; .) : Z −→ R
du OX-module ohérent muni de métriques de sous-quotient C est donnée par
la formule
(3.5.2) h(C;n) = d̂eg Γ(X, E1 ⊗ L⊗n)/Γ(X, E2 ⊗ L⊗n).
Si l'on veut préiser sous laquelle des hypothèses (L∞) ou (L2(µ)) on
s'est plaé pour onstruire ette fontion de Hilbert-Samuel arithmétique,
on pourra noter elle-i hL∞(C; .) ou hL2(µ)(C; .), respetivement.
3.6.  Remarquons que, les normes L2(µ) étant hermitiennes, il résulte
de (3.3.3) qu'on peut aussi érire
(3.6.1) hL2(µ)(C;n) = d̂eg Γ(X, E1 ⊗ L
⊗n)L2(µ) − d̂eg Γ(X, E2 ⊗ L
⊗n)L2(µ).
L'égalité analogue pour les normes L∞ n'a en revanhe a priori pas de raison
d'être vériée.
3.7.  Dans tous les as, remarquons aussi que, le faiseau L étant ample,
le morphisme naturel
(3.7.1) ψ : Γ(X, E1 ⊗ L
⊗n)/Γ(X, E2 ⊗ L
⊗n) −→ Γ(X, (E1/E2)⊗ L
⊗n)
est inversible pour tout n assez grand, de sorte que le morphisme omposé
(3.7.2) ψ−1 ◦ ϕ : Γ(X, C ⊗ L⊗n)
∼
−→ Γ(X, E1 ⊗ L
⊗n)/Γ(X, E2 ⊗ L
⊗n)
munit Γ(X, C ⊗ L⊗n) d'une struture de sous-quotient de Γ(X, E ⊗ L⊗n),
relativement à la ltration
(3.7.3) Γ(X, E ⊗ L⊗n) ⊃ Γ(X, E1 ⊗ L
⊗n) ⊃ Γ(X, E2 ⊗L
⊗n).
Munissant alors Γ(X, C ⊗ L⊗n) d'une struture de OK-module normé au
moyen des normes sous-quotient des normes sur Γ(X, E ⊗ L⊗n), on trouve :
(3.7.4) h(C;n) = d̂eg Γ(X, C ⊗ L⊗n).
La suite de l'exposé fera appel aux deux résultats lassiques suivants.
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3.8. Lemme.  Soient X un espae analytique omplexe projetif réduit
et L un OX-module inversible ample. Alors toute métrique ontinue à our-
bure semi-positive sur L est limite uniforme déroissante de métriques C∞
à ourbure stritement positive.
Il s'agit du théorème 4.6.1 de [13℄, où X est supposé lisse. Remarquons
toutefois que la preuve donnée dans [13℄ n'utilise ette hypothèse de lis-
sité que pour montrer que toute fontion plurisousharmonique ontinue sur
X est loalement limite uniforme déroissante de fontions plurisousharmo-
niques C∞. Or, puisqu'une fontion sur un espae analytique omplexe est
plurisousharmonique si et seulement si elle peut s'érire loalement omme
restrition d'une fontion plurisousharmonique sur un espae lisse, e résultat
reste vrai en général.
3.9. Proposition.  Soient X un espae analytique omplexe projetif
réduit muni d'une forme ontinue µ dénissant une forme volume strite-
ment positivesur son lieu lisse, L un OX -module inversible ample muni d'une
métrique (ontinue) à ourbure semi-positive, et E un OX -module loalement
libre hermitien. Alors, pour tout ε > 0, il existe des onstantes cε > 0 et
Cε > 0 telles que pour tout n > 0 et pour tout s ∈ Γ(X,E ⊗ L
⊗n), on ait
(3.9.1) cεe
−nε‖s‖L∞(X) 6 ‖s‖L2(µ,X) 6 Cεe
nε‖s‖L∞(X).
Lorsque X est lisse, que les métriques et la forme volume sont C∞, et
que la métrique sur L est à ourbure stritement positive, il s'agit une on-
séquene direte du lemme 30 de [7℄. Remarquons que la preuve donnée dans
[7℄ reste enore valide si l'on suppose que la forme volume s'annule à l'ordre
ni le long d'un fermé analytique de odimension stritement positive, et
si la métrique sur E est ontinue. Le as général s'en déduit alors, en ap-
prohant la forme volume ontinue par une forme volume C∞, en passant à
une résolution des singularités, et en approhant la métrique sur L par une
métrique C∞ à ourbure stritement positive au moyen du lemme 3.8.
3.10. Corollaire.  Ave les notations de 3.4 et 3.5, on a
(3.10.1) |hL∞(C;n)− hL2(µ)(C;n)| = o(n
d)
quand n tend vers l'inni.
Démonstration. Cela résulte de la proposition 1.9, de (3.2.2), de (3.7.4), de la
proposition préédente, et du fait que d'après le théorème de Hilbert-Samuel
géométrique, le rang du OK-module Γ(X, C ⊗L
⊗n) est un polynme en n de
degré au plus d− 1.
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3.11. Lemme.  Soient X un shéma noethérien quasi-projetif2 et C un
OX -module ohérent. Alors C admet une ltration déroissante nie
(3.11.1) C = C0 ⊃ C1 ⊃ · · · ⊃ CN = 0
telle que, pour tout j ∈ {1, . . . , N}, il existe un sous-shéma fermé intègre
Zj de X, un OZj -module inversible Mj et un isomorphisme
(3.11.2) Cj−1/Cj ≃ iZj∗Mj
où iZj est le morphisme d'immersion de Zj dans X.
De façon plus préise, si un OX -module inversible ample L est donné, on
peut prendre les Mj de la forme i
∗
Zj
L⊗nj pour nj ∈ Z.
Démonstration. Proédant par indution noethérienne, on va montrer que si
C′ est un sous-OX -module ohérent de C maximal parmi eux qui admettent
une ltration vériant les propriétés énonées dans le lemme, alors C′ = C.
Dans le as ontraire, le OX -module ohérent C/C
′
est non nul don, par
[11℄ IV 3.1.5, possède un yle premier assoié Z ; autrement dit, il existe un
voisinage U du point générique z de Z dans X et une setion s de C/C′ sur
U de support Z ∩ U ([11℄ IV 3.1.3(b)). D'autre part, par la aratérisation
[11℄ II 4.5.2(a) des faiseaux amples, on peut après restrition supposer U =
Xf où f est une setion globale de L
⊗n
sur X, pour un ertain entier n.
Alors, par [11℄ I 9.3.1(ii), il existe un entier m tel que s ⊗ f⊗m se prolonge
en une setion globale de (C/C′) ⊗ L⊗mn sur X, de sorte que s ⊗ f⊗m+1
dénit une setion globale de (C/C′) ⊗ L⊗(m+1)n de support Z, ou enore
une injetion
(3.11.3) iZ∗M →֒ C/C
′,
où l'on a posé M = i∗ZL
⊗−(m+1)n
. Ainsi le sous-OX -module de C image
inverse pour la projetion anonique de l'image de (3.11.3) dans C/C′ ontient
C′ et admet une ltration du type onsidéré, e qui ontredit l'hypothèse de
maximalité faite sur C′.
On est maintenant en mesure de prouver le théorème de Hilbert-Samuel
arithmétique annoné.
3.12. Théorème.  Ave les notations de 3.4 et 3.5, on a pour n tendant
vers l'inni le développement asymptotique
(3.12.1) h(C;n) =
nd
d!
(ĉ1(L)
d.[C]) + o(nd),
2
'est-à-dire admettant un faiseau inversible ample
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où le nombre d'intersetion arithmétique généralisé (ĉ1(L)
d.[C]) est déni au
sens de [13℄, 5.
Démonstration. Remarquons d'abord que par le orollaire 3.10, il est in-
diérent pour prouver le théorème de onsidérer les normes L∞ ou L2(µ).
Compte tenu du lemme 3.8, on ne perdra pas de généralité en supposant que
la métrique sur L est C∞ à ourbure stritement positive.
Le lemme 3.11 nous donne une ltration nie
(3.12.2) C = C0 ⊃ C1 ⊃ · · · ⊃ CN = 0
de C et, pour tout j ∈ {1, . . . , N}, un sous-shéma fermé intègre iZj : Zj →֒ X
et un OZj -module inversible Mj tel que iZj∗Mj soit muni d'une struture
de sous-quotient de C
(3.12.3) iZj∗Mj ≃ Cj−1/Cj
et don, par omposition, d'une struture de sous-quotient de E
(3.12.4) iZj∗Mj ≃ Ĉj−1/Ĉj
où
(3.12.5) E1 = Ĉ0 ⊃ Ĉ1 ⊃ · · · ⊃ ĈN = E2
est la ltration relevant (3.12.2) via l'isomorphisme ϕ : C ≃ E1/E2. On notera
iZj∗Mj le OX-module ohérent muni de métriques de sous-quotient ainsi
obtenu. Par la proposition 1.8, les normes sur Γ(X, Ĉj−1 ⊗ L
⊗n)/Γ(X, Ĉj ⊗
L⊗n) obtenues lorsqu'on le onsidère omme sous-quotient de Γ(X, E1 ⊗
L⊗n)/Γ(X, E2 ⊗ L
⊗n) et elles obtenues lorsqu'on le onsidère omme sous-
quotient de Γ(X, E ⊗ L⊗n) oïnident ; une appliation répétée de (3.3.3)
donne alors
hL2(µ)(C;n) = d̂eg Γ(X, E1 ⊗ L
⊗n)/Γ(X, E2 ⊗ L⊗n)L2(µ)
= d̂eg Γ(X, Ĉ0 ⊗ L⊗n)/Γ(X, Ĉ1 ⊗ L⊗n)L2(µ) + . . .
+ d̂eg Γ(X, ĈN−1 ⊗ L⊗n)/Γ(X, ĈN ⊗L⊗n)L2(µ)
= hL2(µ)(iZ1∗M1;n) + · · ·+ hL2(µ)(iZN∗MN ;n).
(3.12.6)
Les supports des iZj∗Mj étant tous de dimension au plus d, ei implique que
le théorème sera vrai pour C dès lors qu'il sera vrai pour les iZj∗Mj . Ainsi
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on pourra maintenant supposer C = iZ∗M où i : Z →֒ X est un sous-shéma
fermé intègre de dimension d et M un OZ -module inversible.
Sous ette hypothèse, onsidérons un entier n susamment grand pour
que le morphisme naturel
(3.12.7) Γ(X, E1 ⊗ L
⊗n) −→ Γ(X, (E1/E2)⊗ L
⊗n) ≃ Γ(X, (i∗M)⊗ L
⊗n)
soit surjetif. Le OK -module Γ(X, (i∗M)⊗L
⊗n) = Γ(Z,M⊗ i∗L⊗n) dispose
alors
 des normes uniformes ‖.‖L∞(Z),σ sur Z
 des normes ‖.‖sq,L∞(X),σ provenant par la struture de sous-quotient
des normes uniformes sur X.
Le orollaire 2.16 permet de omparer es deux normes, et les mêmes argu-
ments que eux de la preuve du orollaire 3.10 donnent pour n tendant vers
l'inni l'estimation
(3.12.8)
| d̂eg Γ(Z,M⊗ i∗L⊗n)sq,L∞(X) − d̂eg Γ(Z,M⊗ i
∗L⊗n)L∞(Z)| = o(n
d).
Puisque par dénition on a d̂eg Γ(Z,M⊗ i∗L⊗n)sq,L∞(X) = hL∞(C;n), il
sut pour onlure de vérier
(3.12.9) d̂eg Γ(Z,M⊗ i∗L⊗n)L∞(Z) =
nd
d!
(ĉ1(L)
d.Z) + o(nd).
Or ei n'est autre que le théorème 1.4 de [18℄.
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