We consider the existence and first order conditions of optimality for a stochastic optimal control problem inspired by the celebrated FitzHugh-Nagumo model, with nonlinear diffusion term, perturbed by a linear multiplicative Brownian-type noise. The main novelty of the present paper relies on the application of the rescaling method which allows us to reduce the original problem to a random optimal one.
γ : R → R being a monotone, increasing continuous function, v = v(t, ξ) represents the transmembrane electrical potential, O ⊂ R d , d = 2, 3, is a bounded and open set with smooth boundary ∂O. We indicate with ∆ ξ the Laplacian operator with respect to the spatial variable ξ, while ε and δ are positive constants representing phenomenological coefficients, f (ξ) is a given external forcing term, while I ion is the Ionic current and, according with the FitzHugh-Nagumo model, it equals I ion (v) = v(v −a)(v −1), v 0 , w 0 ∈ L 2 (O), namely it represents a cubic non-linearity. Also F is a bounded term needed to treat the general controlled equation in next section.
Equation (1) with linear diffusion, i.e. γ(x) = x, is the well-known FitzHugh-Nagumo (FHN) equation. FHN equation is a reaction-diffusion equation, first introduced by Hodgkin and Huxley in [31] and then simplified in [30, 34] . The model has been proposed to provide a rigorous, yet simplified, analysis of electrical impulses dyanmics along a nerve axon, see, e.g., [37] , where the propagation of the transmembrane potential on the nerve axon is represented by a cubic nonlinear reaction term, possibily perturbed by a noisy one, see, e.g., [5, 21, 37, 40] .
The random perturbation represents the effect of noisy input currents within neurons, their source being the random opening/closing actions of ion channels, see, e.g., [40] . Moreover, in two-dimensional and three-dimensional settings, equation (1) plays also a relevant role in statistical mechanics, under the name of Ginzburg-Landau equation, as well as concerning phase transition models of Ginzburg-Landau type, see, e.g., [26] .
The general case where γ is a monotone function corresponds to an anomalous-diffusive FitzHugh-Nagumo (FHN) equation, see [32] , also describing phase transitions in porous media, see, e.g., [35, 39] . Remark 1. 1 . In what follows we shall focus on the mathematical setting behind the Stochastic FitzHugh-Nagumo (FHN) model, without entering into details about the neuro-biological justification of parameters characterizing it. Appropriate details, as well as in depth analysis of the existing literature on the subject, will be provided later. tion defined on a filtered probability space Ω, F , {F t } t≥0 , P , while {e n } ≥1 is an orthonormal basis in H −1 and µ n ∈ R.
Since the Laplacian operator ∆ ξ is a linear operator in L 2 (O), and −∆ ξ is self-adjoint, then there exists a complete orthonormal system {ē k } k≥1 in L 2 (O) of eigenfunctions of −∆ ξ , and we shall indicate the corresponding sequence of eigenvalues denoted by {λ k } k≥1 . Therefore, we have
Also, we set
and note that G is monotonically nondecreasing. The present paper addresses the problem of existence and uniqueness of a strong solution, in a sense to be better specified in a while, to equation (1) . We stress that this is not a trivial problem as the nonlinear operator ∆γ is naturally defined on the space H −1 whereas the nonlinear polynomial perturbation I ion is not m−accreative on the same space. In order to solve above problem we will transform the original equation, via a rescaling transformation, to a random PDE. It turns out that the existence and uniqueness of transformed random PDE can be treated by the theory of nonlinear semigroup in L 1 .
We will further consider the problem of existence of an optimal control for the nonlinear FHN equation. Again, in order to solve the problem we will apply a rescaling transformation to obtain a corresponding random PDE. As already emerged in [5, 21] , the nonlinear polynomial term implies that standard minimization argument does not apply. Therefore, existence of an optimal control is achieved using Ekelands variational principle. First order conditions of optimality are given in terms of dual stochastic backward equation, see, e.g, [5, 16] , whereas, due to the applied rescaling transformation are expressed in terms of a random backward dual equation which allows to simplify the setting also giving more insights on the derived optimal controller.
The present paper is structured as follows: Section 1.1 introduces main notation used thorough the paper. Section 2 addresses the problem of proving existence and uniqueness for the state equation whereas in Section 3 the problem of the existence for an optimal control is considered.
Main notations
In what follows we will denote by | · |, resp. ·, · , the norm, resp. scalar product, R d . Also, L p (O) =: L p , for 1 ≤ p ≤ ∞, is the standard space of p−Lebesgue measurable function over the domain O ⊂ R d , with corresponding norm defined as | · | p . For the case p = 2, we will further denote by ·, · 2 the scalar product in L 2 . The space
The dual of the space H 1 will be denoted as H −1 equipped with corresponding norm | · | −1 .
Similarly, we will denote by W n,p (O) =: W n,p , n ∈ N, 1 ≤ p ≤ ∞, the standard Sobolev space of p−integrable functions with p−integrable n−order derivatives. Coherently, W 1,p ([0, T ]; H −1 ) will be the space of absolutely continuous function u : [0, T ] → H −1 such that both u and d dt u ∈ L p ([0, T ]; H −1 ). Further, given a Banach space X, L p ([0, T ]; X) is the space of X−valued Bochner p−integrable functions on the interval [0, T ]. Also, C([0, T ]; X), resp. C 1 ([0, T ]; X), denotes the space of continuous, resp. continuously differentiable, functions u : [0, T ] → X.
We shall also introduce
In an analogous manner L 2
Above definition are still in place if instead of H −1 we consider a general Hilbert space H. It is also known that there is a natural embedding of
We therefore can rewrite equation (1) as
We will assume the following to hold.
is continuous, monotonically non-decreasing and there exists C > 0 such that
Then, we can state the notion of solution to equation (3) that we will consider in subsequent analysis.
2 Existence for the state equation
The main problem in proving existence and uniqueness for a solution to equation (3) is that the operator G in not m-accretive on the space H −1 and so basic existence results in [6, 7] are not applicable in the present case. It turns out that the proper space one has to consider to successfully treat equation (3) is the space L 1 , which, in turn, is not the proper one if one has to deal with SPDEs such as (3) .
To overcome such a stalemate, we follow [8, 9] . In particular, we apply the transformation X = e W y, which allows to reduce the stochastic equation (3) to a random PDE that can be treated with analytical techniques. In fact, the random equation can be successfully solved by exploiting the theory of nonlinear semigroup in L 1 . As noted in [8] , we have still to face the problem that, because of the non regularity of the term W , the general theory cannot be applied straightforward to the resulting random PDE. Therefore, for ǫ > 0, we shall consider a suitable sequence of regular approximations W ǫ of W , to first establish a priori estimates for solutions y ǫ of the associated W ǫ −approximating problem, and then to show that, in the limit ǫ → 0, we obtain both existence and uniqueness of the solution for the original equation.
The following theorem constitutes the main result of this section.
Theorem 2.1. There is a unique strong solution to equation
In order to prove Theorem 2.1 we need some auxiliary lemmas. In particular, let us then introduce the transformation
so that by an application of the Itô formula we obtain the random equation
see, e.g. [8, 9, 12] . Following [8] , we prove the existence of a unique strong solution to equation (5) by first considering an approximating problem. In particular, let us denote by β ǫ (t) :
For each ǫ > 0, let us thus consider the approximating equation associated to (5)
where G ǫ is the Yosida approximation of G, that is
Note that, G ǫ is monotoniccaly nondecreasing, Lipschitzian and
uniformly on compacts. Defining z ǫ := e Wǫ y ǫ , equation (6) becomes
where F ǫ := e −Wǫ F .
Proof. Let us first prove existence and uniqueness of a solution to equation (8) in the space H −1 . For a fixed ǫ > 0, let us define the operator A :
We equip the space H −1 with the scalar product
is m−accreative in the space H −1 , see, e.g., [3, p. 68], we have that, for a suitable α = α ǫ , it holds
Moreover, for λ > 0 sufficiently large, we also have R ((λ + α)I + A) = H −1 , so that A is quasi-m-accretive. In other words, for f ∈ H −1 the equation
has a unique solution in z ∈ L 2 . Indeed, introducing the operators B : L 2 → L 2 , Bz := γ(z) , and Γ : L 2 → L 2 ,
we see that equation (10) can be rewritten as
Since B is m-accretive and Γ is m-accretive and continuous in L 2 , it follows, see, e.g., [3, p.104] , that R(ǫI + B + Γ) = L 2 , so that equation (11) 
and consequently z ǫ ∈ L ∞ (0, T ; L 2 ). Moreover we have that
which implies that γ(z ǫ )+ǫz ǫ ∈ L ∞ (0, T ; H 1 0 ) and consequently z ǫ ∈ L ∞ (0, T ; H 1 0 ). 
Proof. Let α ∈ C 1 ([0, T ]), such that α(0) = 0 and α ′ ≥ 0. Then, defining
then, denoting by
Moreover, by hypothesis 1.2, it follows that G ǫ is monotone, so that 
Proof. In what follows we will use the following 
Concerning the last integral in the right hand side of equation (14), we have recalling that G ǫ is the Yosida approximant of G and using the monotonicity of γ and G ǫ that Lemma 2.3,
while the other terms in equation (14) can be studied as done in [8, Lemma 3.3] , so that the claim follows by Lemma 2.3.
Lemma 2.5. There is a unique solution to equation (5) with
Moreover, the process y is (F t ) t≥0 −adapted.
Proof. Let us first prove uniqueness. Let y 1 and y 2 be two solutions to equation (5) , and letȳ := y 1 − y 2 . Then it holds
We can rewrite equation (17) as
where we have denoted for short
Multiplying equation (18) by (−∆) −1ȳ , we obtain
Concerning the first integral in the right hand side of equation (19), we have using the fact that, for α ∈ [0, 1] it holds
we infer that, denoting for short ϑ = αe W y 1
whereas other terms can be treated as in [8, Theorem 2.2] . So that, we have
from which it follows thatȳ = 0, and, by Lemma 2.4, it holds
so that, see [8, Theorem 2.2], we further have
As regard existence, by Lemma 2.4-2.3, we have that (γ(e Wǫ y ǫ )) is bounded in L 2 (0, T ; H 1 0 ), (y ǫ ) is bounded in L ∞ (0, T ; L 2 )∩L ∞ ((0, T )×O)∩L 2 (0, T ; H 1 0 ), and dyǫ dt is bounded in L 2 (0, T ; H −1 ). Thus, by Aubin compactness theorem, (y ǫ ) is compact in each L 2 (0, T ; L 2 (O)). It follows that, for fixed ω ∈ Ω, along a subsequence, which we still denote by {ǫ} → 0 for the sake of clarity, we have
Since the map z → γ(z) is maximal monotone, by (20) we have that η = γ(e W y).
Then, since it holds
and (1 + ǫG) −1 (e Wǫ y ǫ ) → y strongly in L 2 ((0, T ); L 2 ) , then, for ǫ → 0, we get
Thus, again from the fact that G : R → R is maximal monotone it follows that it is also closed and therefore we have that ζ = G(e W y).
Therefore, by letting ǫ → 0, from equation (6) we obtain
Then, by the uniqueness result already proved, we also have that the sequence (y ǫ ) is independent of ω ∈ Ω, implying that y is (F t ) −adapted, ending the proof.
We can finally prove that it exists a unique strong solution X to equation (3) which satisfies
Proof of Theorem 2.1. Using [9, Lemma 8.1] we have the equivalence between the stochastic PDE 3 and the random PDE 5 via the rescaling transformation 4, so that existence and uniqueness of a solution X in the sense of Definition 1.2.1 follows by Lemma 2.5.
The optimal control problem
In this section we will focus the attention to a controlled version of equation (1) . We denote by X = L 2 ad ((0, T ) × O) the space of all F t −adapted processes u : [0, T ] → R d , and we consider the following optimal control problem
Here
F 0 (Ω) and α > 0 are given. In what follows we are going to treat the problem (P) by a rescaling procedure which allows us to reduce it to a random optimal control problem.
Theorem 3.1. Let hypothesis 1.2 holds, then, for T sufficiently small, there exists at least one optimal pair (u * , v * ) solution to problem (P).
Proof. As in Section 2,we will apply the rescaling transformation y := e −W v so that the optimal control problem (P) reads
subject to
Existence and uniqueness for a solution to equation (23) follows from Lemma 2.5.
Applying Ekelands variational principle, see, e.g. [27] or also [21, 5] , there exists a sequence {u ǫ } ⊂ U such that
or equivalently it holds
By the standard maximum principle for problem (24) , we have
where |θ ǫ | L 2 (Ω×O×(0,T )) ≤ √ ǫ. Indeed, by (24) , it follows Ψ ′ (u ǫ ) = θ ǫ , yelding (26) .
By equation (26) we have P − a.s.,
hence, multiplying equation (27) by (−∆) −1 (y ǫ − y λ ) and integrating over O, it holds
where η is defined as in (19) . While, the first four integrals in the right hand side of equation (28) can be bounded similarly as done proving Lemma 2.5, see (19) , the last two terms can be treated exploiting the Young inequality
as to obtain
Applying the Gronwall lemma and taking the mean value, we have
Regarding the second equation in (26), we obtain
Then, multiplying equation (32) by (p ǫ − p λ ) and integrating over O, we obtain
so that, if T is small enough, we can infer that
implying that (y ǫ , p ǫ ) is a Cauchy sequence, therefore ,along a subsequence still denoted by {ǫ} → 0 for the sake of clarity, we have
Letting then ǫ → 0 in the first equation in (26) where p is the solution to the dual backward equation (41) and
Remark 3.3. We would like to underline that in literature about stochastic control problem, the first order conditions of optimality (the Pontryagin maximum principle) are expressed in terms of dual stochastic backward equation, see, e.g, [5, 16] . Here, instead, optimality conditions are given in terms of a random backward dual equation which allows to simplify the setting also giving more insights on the derived optimal controller. Proof. We provide the result exploiting the rescaling transformation y := e −W X, hence proving necessary condition for the problem (P2).
Let (y * , u * ) be an optimal pair for problem (P2), therefore we have that for any u ∈ U , defining u λ := u * + λū = u * + λ(u − u * ), λ ≥ 0, by the optimality of u * it must hold,
By the Gâteaux differentiability of Ψ it follows, taking the limit as λ → 0,
being z the solution to the system in variation defined as where P U is the projection operator defined in (38) .
