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Chapter 1
Introduction
Preface - a few personal considerations
Writing this first part of the work I find myself at a point where it is commonly expected
to give a motivation for what has been researched. This immediately leads me to
confront the question, that I have heard what feels like a thousand times over the
course of this work: ”What can it be used for?”. In terms of the audience reached
with this work, such a question might have less relevance, however, given how often
I encountered it, also in scientific surroundings, it at least deserves a few words of
consideration. Quite obviously it can be extended to a bigger philosophical magnitude
of questioning what anything is ever useful for, that has racked many a brains and
is far beyond the few words I will spare it here. Yet I feel the need to give at least
a somewhat satisfactory justification for why I have put three years of work into this
research. Turning back to the question under the aspect of whether this work has direct
relevance for any applications, I can honestly state that I do not know. But I also do
not think that it is the relevant question here. Research can and should not be judged
on whether it yields direct relevance or use for novel applications. It is rather directed
in gathering information about promising systems, concepts or ideas, with no certainty
of whether the proposed big breakthrough is found in the end. In a way it is comparable
to the prominent parabola of exploring a cave, where someone might choose a certain
branch-off, not knowing whether he finds a dead end or the anticipated light at the end
of the tunnel. In this context it is common to encounter one or the other dead end, or
find no exit at all, but that should not stop us from searching. The gathered information
can be used to draw a map of a bigger picture, that is then of assistance for further
(re)searches. The more important question is thus, whether choosing a certain path
can yield new, relevant or helpful information based on what we already know. With
that being put up front, let me try to give the expected motivation, in terms of simply
introducing the branch of the tunnel that we are in, for this particular work. It is then
upon the individual reader to assess, whether, in the context of existing technologies,
concepts and ideas, it is worth to be further pursued.
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Motivation
Understanding, controlling and manipulating charge carriers has been the fundamental
concept of everyday information technology, since at least the demonstration of the
first working transistor in 1948 [1] and thus lays the very foundation for almost every
electrical or opto-electrical device based on semiconducting materials. An ever increas-
ing demand of computing power, while at the same time keeping devices of handy size,
has long called to the need for a shrinking of the individual operating units [2]. How-
ever, the miniaturization of electronic devices has also manifested itself particularly in
making devices thinner, with futuristic concepts such as fully transparent and flexible
devices starting to take a hold in everyday life [3–5]. From a more realistic point of
view this rises the quite general and omnipresent question of ”where are the limits?”.
Given the state of the art understanding of solid state physics, the answer to such a
question is readily found in the smallest stable material quantity known to us: a single
atom. Now while it is widely known that atoms do not live up to the greek etymology
of their name-giving as being ’indivisible’, a single layer of atoms does still constitute
the thinnest stable material system one can imagine to exist.
On one hand, just taking the concept of such a system, it is found that the reduc-
tion of a material’s dimensions to such dramatic extent brings along intriguing aspects
to consider. It is well understood, that such dimensional confinement leads to arising
quantization effects in their electronic structure [6], resulting in a wide range of novel
physical concepts and properties, readily utilized in state of the art opto-electrical tech-
nologies [7]. However, the room for postulated ideas and potential applications in this
world of quantum-engineering is still seemingly limitless [8]. On the other hand, one
should recognize what results from the fact of a material really being intrinsically two-
dimensional in a realistic scenario. Following this thread of thought, it is of particular
interest to refer to a famous saying, attributed to Pauli [9], stating that the surfaces
of materials were ”made by the devil”. They set a boundary to the well ordered and
structured system of the bulk material and thus give rise to a source for significant
amounts of inhomogeneities, disorder and impurities [10]. In sufficiently big bulk ma-
terials, electronic properties are dominated by the volume and the influence of these
surface and interface states is mostly of subordinate importance. However, decreasing
the dimensionality of a structure then calls back the significance of precisely such states.
In the limit of single layers of atoms, that are materials of inherent two-dimensional
character, this is taken to the extreme, as they can also be viewed to be pure surfaces.
Following Pauli’s reasoning one would then come to the conclusion, that such materials
are of the devil’s own making, as reducing their size to such fundamental limits intro-
duces a potential for chaotic amounts of disorder. In this context however, it should
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be acknowledged that controlling disorder and defects is one of the most fundamental
concepts for the tailoring of material properties [11, 12]. The 2D-character of this class
of materials thus gives ways to proverbially play tricks on the devil, in the means of
making use of exactly that pronounced surface sensibility. It opens up a whole new way
of influencing and controlling charge carrier dynamics, that is in form of the material’s
direct surroundings. In contrast to conventional quantum well systems, this might even
be extended to the concept of combining multiple such single-atom layers via lateral
stacking to create novel materials with entirely unseen electronic properties [13].
Resulting from such concepts and ideas follows an incentive for the search of materi-
als and structures that approach such a two-dimensional limit, while at the same time
holding suitable and intriguing electronic properties. By now there are a wide range
of available ultra-thin materials from all different material classes, including metals,
semi-metals, semiconductors, insulators, superconductors etc. [14–16] An important
class of such materials is found in single layers of van-der-Waals crystals, due to the
discovery that monolayers of such materials can be easily fabricated through exfoliation
of mono-crystalline bulk crystals. First prominently demonstrated on the example of
graphite, yielding single layers of graphene [17, 18], a rapidly evolving field of these
two-dimensional crystals was established, with van-der-Waals crystals spanning a huge
variety of available and stable elemental compositions [19].
A sub-class of such structures that has spread wide interest in the scientific com-
munity over the past several years is that of the two-dimensional semiconductors, in
particular in the form of monolayers of transition metal dichalcogenides (TMDC). This
is mainly due to two important intrinsic properties. On the one hand, as first demon-
strated for the compound of MoS2 [20, 21], TMDCs have direct bandgap character
in the monolayer limit. On the other hand, as a result from quantum and dielectric
confinement, Coulomb interactions in these systems are significantly enhanced [22, 23].
This gives rise to the formation of extraordinarily tightly bound electron-hole pairs,
called excitons. These quasi-particles are found to have binding energies sufficiently
high (∼ 500 meV) to make them stable under ambient conditions and therefore domi-
nate the charge carrier properties of these materials even under room temperature [24].
Together these two properties lead to remarkably efficient light-matter coupling in
these materials. From such intriguing properties follows a variety of proposed concepts,
including the fabrication of artificial heterostructures as mentioned above [25], seem-
ingly well accessible from simple and efficient fabrication methods, such as exfoliation
and subsequent stamping onto desired substrates [26]. While such methods lack scal-
ability, they turn out to be a suitable and efficient approach to build even complex
structures on a laboratory scale. From that, the easy access to exciton dynamics via
optical means made these two-dimensional structures a prototypical platform for the
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study of fundamental physical concepts and effects, arising from the quantum confine-
ment in one direction. It has turned out to be of particular interest for the investigation
of excitonic properties in systems where, in contrast to conventional semiconductors,
excited charge carriers are generally not found in an unbound state. Here, a wide range
of novel physical phenomena can be studied. In particular, it is of interest to point
towards the physical behavior found in connection with excitons in these systems, bar-
ing remarkable resemblance to the concept of a hydrogen atom as known from classical
atomic physics. Such findings include an excitonic Rydberg series of excited states [27,
28], charged excitons [29, 30] or even exciton aggregates, so called biexcitons [31–33].
Additionally their peculiar band structure gives rise to riveting effects, such as coupling
of spin and valley degree of freedom, allowing for the selective optical addressing of
spin states and introducing a novel stage for the research of spin phenomena [34–36].
Finally such intriguing exciton properties also give rise to more futuristic opto-electrical
innovations and conceptional devices [15, 37, 38], not least arising from the materials’
capability to efficiently transport photoexcitations in the form of correlated electron-
hole pairs over considerably large distances [39, 40].
In the frame of this work we use these remarkable electro-optical properties and ded-
icate ourselves to the study of fundamental exciton properties. With remark to Pauli’s
statement, we show that the material’s optical response can be used to investigate in-
fluences of the surroundings, in particular disorder, on the bound charge carrier states,
given the two-dimensional character of the structures. Via optical spectroscopy, insight
into the exciton ground and excited states’ spatial extent from field induced resonance
shifts is given. We further investigate the impact of environmental disorder and more-
over study how it can be suppressed in a controlled way, using the concept of above
mentioned artificial heterostructures. We then utilize such structures to study exciton
transport dynamics and examine the influence of disorder effects by comparing the re-
sults to that of pristine monolayers subjected to significant disorder [40].
Finally, we also investigate a different two-dimensional semiconductor system, that
of layered halide perovskites. These systems find wide interest, in particular in the use
as suitable materials for photo-voltaic devices and their research in the past was indeed
driven from a more application oriented point of view. However, their similar optical
response compared to TMDC monolayers, in particular the formation of equally tightly
bound excitons, has sprung an incentive for are more in-depth understanding of their
general electro-optical properties. We show that our theoretical understanding, as well
as experimental methods from the study of two-dimensional TMCD structures can be
extended to such systems. Moreover, we find that it provides a way to empirically study
fundamental material properties and exciton dynamics that are yet theoretically hard
to capture.
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Theoretical background
In the first segment of this scientific discourse the necessary theoretical background for
the underlying work shall be presented. The first section gives an introduction into
the basic properties found in the two-dimensional semiconductor materials of mono-
layer transition metal dichalcogenides. Their intriguing electro-optical properties are
highlighted with particular focus on the extraordinarily strong light-matter interaction
and formation of tightly bound excitons. Hereafter, sections 2.2 - 2.5 are dedicated to
more specific topics and the content as well as the structuring follow closely along with
experimental results presented in chapter 4, defining a central theme to follow. For this
purpose the second section discusses the origin of magnetic field induced energy shifts
of exciton resonances and details how these are linked to fundamental properties of the
same. The following section outlines the relevance of a material’s surroundings, given an
inherent two-dimensional character and how this can affect experimental observations.
In the third section, the concept of excitons as freely moving quasi-particles is detailed
and the theoretical description of such transport processes is captured. Finally, in the
last section a different two-dimensional semiconductor material class, that of layered
hybrid halide perovskites, will be discussed and similarities to the monolayer TMDCs
will be illustrated on an empirical basis.
2.1 Basic properties of transition metal dichalco-
genides
In this first part we focus on the fundamental properties of transition metal dichalco-
genides (TMDC) in the limit of an atomically thin monolayer of the material. While at
first a brief introduction to their crystal structure is given, the main focus lies on their
electronic structure and resulting electro-optical properties. Particular focus is put on
the strong light-matter interaction, dominated by the formation of bound electron-hole
pairs (excitons), as a result from quantum and dielectric confinement effects due to
their two-dimensional character. While in this context general properties of excitons
and exciton formation dynamics in ultra-thin semiconductors are discussed, also more
specific concepts, resulting from the unique band structure of TMDC materials, are
introduced.
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2.1.1 Crystal structure
Real space lattice
Transition metal dichalcogenides (TMDCs) in bulk form are so called van-der-Waals
crystals, meaning, that in analogy to the well known graphite, these crystals are built
from stacked layers, weakly bound by van-der-Waals forces in the out-of-plane direction.
In the in-plane direction, however, the single layers are formed by strong covalent bonds,
resulting in a honeycomb-like hexagonal lattice [41–43]. In contrast to graphite, TMDC
layers have two different atoms in their base lattice, shown in fig. 2.1 (a) in a top view,
which leads to a reduced D6h point group symmetry with in-plane lattice constants
between two atoms of the same type typically ranging around 3.1-3.3 A˚ [44]. There are
three known different stacking orders called 1T, 2H and 3R phases [45], where the 1T
phase is a non-stable phase, that is not found to exist naturally [46–48].
K-K+
K-
(c)
K+
K+𝛬- 𝛤
M
K-
𝛬+
2H
(a) (b) (d)
Figure 2.1: Adapted from [45]: (a) Top view of a single layer of a transition metal
dichalcogenide crystal, with transition metal atoms in blue and chalcogenides in orange.
The yellow diamond represents the unit cell. (b) Three dimensional cutout of the single
layer along the blue triangle shown in (a). (c) First Brillouin zone of a TMDC monolayer
including high symmetry points. (d) Schematic representation of the 2H phase, with
alternating layers being rotated by 180° and ABAB stacked.
While in principle both 2H and 3R phase can be stable, first principle calculations
show the 2H form to be the energetically favorable phase [49]. Accordingly, most of
the available TMDC materials are found in the 2H form [50], where alternating layers
are stacked in an ABAB pattern on top of each other, with an additional 180° twist
angle between adjacent layers (see fig. 2.1 (d)). As a consequence only this phase will be
considered in the scope of this work. Fig. 2.1 (b) shows a cutout of a single layer along
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the blue triangle. It can be seen, that a single layer of these materials is made up by
basically sandwiching a layer of transition metals between two layers of chalcogenides.
Considering the unit cell of such a crystal illustrated in fig. 2.1 (a) by a yellow diamond,
one yields the stochiometric formula of MX2, where M is a transition metal and X a
chalcogen atom. While there are different combinations of elements to form TMDCs,
the relevant material systems for this work include only the prominent combinations of
M=Mo/W and X=S/Se. From now on referring to TMDCs will only include these four
combinations.
Since single layers of such crystals are only weakly bound to one another, it was found
that they can be easily separated by mechanical exfoliation down to a single monolayer
[17, 18]. While this does have immediate consequences for the electronic band structure
due to quantum confinement effects (further discussed in the next section), it also leads
to breaking of the inversion symmetry [51, 52]. A bulk hexagonal lattice in 2H stacking
does always have an inversion center in the approximation of the bulk being infinitely big
compared to the surface. This approximation, however, breaks down when considering
crystals of only few layers. In this limit even numbered layers will still have an inversion
center, since in 2H stacking, a transition metal atom of the subsequent layer will always
be stacked on top of a chalcogen atom of the previous layer (see fig. 2.1 (d)). For
odd numbered layers in the few layer limit though, this will lead to a breaking of the
inversion symmetry, most easily evident in the case of a monolayer. As a consequence,
the symmetry group is reduced to a three-fold rotational symmetry with the point group
D3h [45].
Reciprocal lattice
The hexagonal real space lattice of monolayer TMDCs results in the first Brillouin zone
of the reciprocal lattice also being hexagonal, as shown in fig. 2.1 (c). The blue lining
indicates a trace, typically used in band structure calculations, including important high
symmetry points such as the K−points at the corners of the first Brillouin zone and
the Λ−points (also referred to as Q−points in a bulk crystal), located between Γ− and
K−points. Due to the inversion symmetry breaking in the monolayer limit, time reversal
symmetry constitutes that high symmetry points are no longer completely equivalent.
Instead, opposing points in the Brillouin zone are distinguishable by different valley
indices τ = ±1, meaning only every second point is fully equivalent with the other. This
is commonly distinguished by two equivalent notations, either by marking points with
+ or - (e.g. K+/K-), or marking one of the points with an apostrophe (e.g. K/K’). The
result is a similar three-fold rotational symmetry in k-space as in real space, with the
Γ−point being the rotation center, which has immediate implications for the resulting
electronic structure, discussed in the following [20].
11
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2.1.2 Electronic structure
Transition to a direct semiconductor in the monolayer limit
On the basis of such well defined real space and reciprocal lattices, the resulting elec-
tronic band structure shall be presented. Here TMDCs in bulk form are well known
to be momentum-forbidden indirect semiconductors [41–44]. However, as mentioned in
the previous section, the confinement of TMDCs in one dimension, meaning the transi-
tion from bulk to a two-dimensional monolayer material, has direct consequences for its
electronic properties. It has been found that this confinement leads to a transition of
the monolayer TMDCs’ band structure from an indirect bandgap to a direct bandgap
one [20, 21, 53]. This will be showcased in detail on the prominent example of MoS2,
although being analogous for the other TMDCs.
In a bulk crystal of the material the bandgap is found between valence band maximum
located at the Γ−point and conduction band minimum at the Q−points, as depicted
for a calculated band structure of MoS2 in the left panel of fig. 2.2. For a decrease in
Bulk MoS2 4-Layer 2-Layer 1-Layer
𝛤 𝛬 𝛤KM𝛤 Q 𝛤KM𝛤 Q 𝛤KM𝛤 Q 𝛤KM
Figure 2.2: Adapted from [21]. Calculated change of the MoS2 band structure when
transitioning from bulk to the monolayer limit. While for bulk, 4-layer and 2-layer
MoS2 (left three panels respectively) an indirect transition between Γ−point in valence
band and Q−points in conduction band is expected, the material changes to a direct
semiconductor at the K−points in the monolayer limit (right panel).
12
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the number of layers, the calculations show (right panels), that the considered Γ− and
Q−points shift to lower and higher energy respectively. This, in the limit of a monolayer,
leads to the Γ−point being lower in energy than the K−points in the valance band and
at the same time the Λ−points (former Q−points) being higher in energy than the
K−points in conduction band, hence making the material a direct semiconductor at
the K−points.
To understand this effect, it is helpful to consider the tight binding model in a form
where bands are the result of the wave function overlap of individual atomic orbitals
[54, 55]. While generally different bands (at different points in k-space) can have mixed
contributions of various atomic orbitals, for the case of the above-mentioned high sym-
metry points, the contributions from specific atomic orbitals are well defined. The
Γ−point in the valence band is mainly made up by dz2 orbitals and the Λ/Q−points
in conduction band by px and py orbitals, all located at the chalcogen atoms on the
outside part of individual layers. As a result those orbitals have a sizable overlap with
orbitals of neighboring layers and can hybridize efficiently. This consequentially leads
to a significant environmental sensibility of the resulting high symmetry points [21, 53,
56]. When decreasing layer numbers, this hybridization of orbitals of adjacent layers be-
comes smaller, which in the context of the tight binding model then leads to an energy
shift for the underlying bands. Evidently such an effect is strongest when there are no
more neighboring layers at all. From the consideration of such orbital hybridizations,
it is thus found that a confinement in the z-direction can also have direct consequences
for the electronic band structure in the x-y direction. In contrary to that, the K−points
are mainly composed of hybridized dx2−y2+dxy in valence and dz2 orbitals in conduction
band, firmly localized at the transition metals in the center of layers. Following from
that, the wave function overlap of these orbitals with neighboring layers is insignificant
and the K−points remain mostly insensitive to changes of the environment in the out-
of-plane direction [21, 45, 53–56]. Therefor a change in layer numbers hardly affects
the band structure at these points.
Spin-orbit splitting and spin-valley locking
From the intriguing finding of TMDCs being direct semiconductors in the monolayer
limit, we shall take a more detailed look at this particular point of the band struc-
ture. For this we refer to ab initio calculations [57] of monolayer WS2, as presented in
fig. 2.3 (a). In analogy to the case discussed for MoS2, the direct bandgap is located at
the K−points in reciprocal space. As shown, it is found that the inclusion of spin-orbit
coupling leads to a significant splitting of valence and conduction bands around the
direct gap, originating from contributions of the rather heavy transition metal atoms.
13
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Calculations of the valence band splitting ∆SOCv in WS2 yield values on the order of
430 meV and of conduction band splitting ∆SOCc on the order of 30 meV. For WSe2 the
calculated values are slightly higher, with ∆SOCv ≈ 470 meV and ∆SOCc ≈ 40 meV [56,
58]. Since the main contribution of the spin-orbit splitting stems from the transition
metal atoms, the lighter Mo atoms (compared to W) in molybdenum-based materials
result in a generally lower spin-orbit splitting (∆SOCv ≈ 160 meV [34] and ∆SOCc ≈ 2-
10 meV [56]). It shall be noted that, due to different effective masses between the two
spin-split conduction bands in Mo-based materials, a resulting band crossing leads to
K+ K-
Δv
SOC
Δc
SOC
𝜎+ 𝜎-
(b)
mj= +1/2
mj= -1/2
mj= +5/2
mj= +3/2 mj= -3/2
mj= -5/2
mj= +1/2
mj= -1/2
𝜎+ 𝜎-
(a)
𝛬KM𝛤 𝛤
Figure 2.3: (a) Adapted from [57]. Ab initio band structure calculation of a WS2
monolayer including spin-orbit coupling. The relevant valence and conduction bands
are colored and the direct bandgap located at the K-points is indicated. (b) Schematic
illustration of the bandgap around the marked region in (a) for both K+/K- valleys.
Different spins are color coded and the splitting due to spin-orbit coupling in the respec-
tive bands is denoted by ∆SOCv/c . The bands are additionally labeled by the z-component
of their total angular momentum mj and optically allowed transitions are indicated.
an inverted sign of the spin-splitting compared to the valence band [56, 58]. Addi-
tionally we find that the spin-orbit splitting has opposite signs in K+/K- valley. This
is due to the inversion symmetry breaking in the monolayer limit in combination with
time reversal symmetry, that demands E↑(~k) = E↓(-~k), where ↑, ↓ denote the respective
spins in the band at wave vector ~k. Now if we further consider that the K+/K- valleys
are well separated in momentum space, meaning transitions between these valleys are
robust against scattering, the significant splitting in the spin degeneracy from SOC
implies that valley and spin index are intrinsically coupled [34, 59–62]. This so called
spin-valley locking has direct consequences for optical selection rules [34, 63, 64].
14
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Selection rules in TMDC monolayers
TMDC monolayers being direct bandgap semiconductors makes them particularly opti-
cally active as it allows direct photoinduced transitions between valence and conduction
bands [20, 21]. In order to derive the optical selection rules we use a simplified pic-
ture, considering the quantum numbers in valence and conduction band. Again, this
shall be exemplary studied for the case of WS2. As mentioned above, both valence
and conduction band have d-orbital character giving them identical principal and az-
imuthal (orbital) quantum numbers. However, their magnetic quantum number ml,
in the relevant z-axis projection, is different. The dz orbitals of the K−points in con-
duction band contribute ml= 0, whereas the hybridized dx2−y2+dxy orbitals of valence
band contribute ml=±2, with the sign depending on the valley index (for K+/K-) [54,
55, 65]. Considering the spin quantum number contribution (ms=±1/2) we get mj,
the z-component of the total angular momentum, for each of the spin-split bands. For
the exemplary case of the K+ valley these yield: mv,↑j = +5/2, m
v,↓
j = +3/2, m
c,↑
j = +1/2
, mc,↓j = -1/2. An optically allowed transition between states with same spins becomes
possible when additionally including the hexagonal lattice symmetry. It can be shown
that this symmetry, at the K−points, allows to compensate for a mismatch of value
3, or to put it more mathematically, allows transitions between states mod 3 [63, 64].
As an example, this means a transition between both spin-up valence (mv,↑j =+5/2)
and conduction band (mc,↑j =+1/2) in K+ is allowed using right-hand polarized light
(∆ quantum number = +1), since +5/2 + 1 = +1/2 mod 3. This case can be made
analogously for all valleys, obtaining the selection rules as depicted in fig. 2.3 (b), where
excitations in K+ valley are driven by right-hand and vice versa in K- by left-hand
polarized light. From this arises the fact that valley and spin in these systems can be
selectively addressed via accurately chosen polarized excitation. This, in combination
with spin-valley locking, opens up a platform for spectroscopic investigations of spin
and valley phenomena [35, 36].
2.1.3 Electro-optical properties - Excitons
Coulomb interaction and exciton formation
Beside TMDC monolayers becoming direct semiconductors, their 2D-character has ad-
ditional strong implications for their electro-optical properties. The two dimensional
quantum confinement leads to remarkably strong Coulomb interactions [22, 23], with
only weak dielectric screening of the field lines in the monolayer limit [66–69]. This is
schematically depicted in fig. 2.4 (a) in a real space illustration of interacting charges
in a TMDC monolayer in free space vacuum (although we note that this concept is
generally valid for two-dimensional semiconductors). Most of the field lines extend out-
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side of the monolayer limit with the vacuum dielectric constant ε0 being lower than the
TMDC’s dielectric constant ε
TMDC
. This leads to comparably low dielectric screening
and subsequently enhanced Coulomb interactions, resulting in mainly two phenomena:
A renormalization of the bandgap due to repulsive electron-electron interaction (illus-
trated in the top panel) [27, 70–72] and formation of strongly bound electron-hole pairs,
so called excitons, due to attractive electron-hole interaction (illustrated in the bottom
panel) [73–77].
In order to understand this it is helpful to first consider the band structure without
Coulomb interactions, shown on the left-hand side in fig. 2.4 (b) for the relevant crystal
momentum of the direct bandgap. It shall also be noted that while there are essen-
tially two optically allowed transitions between the spin-split bands (fig. 2.3 (b)), we
will only cover the energetically lower transition, referred to as A-transition, while sim-
ilar arguments can be made for the energetically higher transition (B-transition). Also
for simplicity only the optically accessible upper spin-split conduction band is shown.
Without Coulomb interactions the transition can be fully covered in a conventional
single-particle band structure, where electrons are excited from the valence into the
conduction band following the selection rules, thereby leaving an empty electron state
(hole) in the valence band. There the transition energy is simply given by the difference
of valence and conduction band, yielding the bandgap energy without Coulomb inter-
actions Encg = ECB −ECV , with ECB and ECV as the respective valence and conduction
band energies.
Let us now switch to the case where Coulomb interactions are taken into account.
Here we should mention that the single-particle band structure is useful in understand-
ing the properties of the individual charge carriers, but has strong limitations when
including the coulombic interactions of the two particles that lead to a bound excitonic
complex. For this purpose we switch to a two-particle model, introducing a Wannier-
Mott type like exciton picture (the applicability is further discussed in sec. 4.1) with a
combined center of mass momentum qeh [22, 23, 73, 78], where
qeh = qe + qh, (2.1)
with electron and hole momenta qe, qh respectively. An energy scheme for such a two-
particle band structure is depicted on the right-hand side of fig. 2.4 (b). Due to repulsive
electron interactions the bandgap renormalizes to higher energies Eg = E
nc
g + ∆E
c
(details are further discussed in sec. 2.3.1). At the same time, however, the attractive
interactions between electron and hole lead to the formation of distinct excitonic states,
that lie below the bandedge by an energy defined by their binding energy Eb,n, with n
as the exciton’s principal quantum number.
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These excitonic states are commonly labeled as 1s, 2s, 3s, etc. analogously to atomic
orbital theory. In fact, the comparison of excitons to a hydrogen atom with a positive
core and negatively charged electron, bound together by coulombic forces, can often
be a helpful one. However, one major difference of excitons lies within their mass
approximation. While in a hydrogen atom the mass is usually approximated by the
proton mass due to it being about four orders of magnitude higher than the electron
mass, in TMDC systems electron and hole masses are quite similar in their value [56,
79–81]. On account of that a reduced effective exciton mass [23, 73, 78] is introduced
as:
µex =
memh
me +mh
, (2.2)
where me and mh are the respective electron and hole effective masses. This mass can
therefore be theoretically estimated from the individual effective charge carrier masses
of single-particle calculations. For the investigated TMDCs values around 0.15-0.2m0
of the electron rest mass m0 are obtained. Note that this is not to be confused with
the exciton total mass Mex = me + mh that is a simple sum of the individual effective
masses and yields values around 0.5-1m0 [56, 79–81].
Within such a frame we could expect the Rydberg series of excited exciton states to
follow the 2D hydrogen series, with binding energies for the n-th given by [23]:
Eb,n =
e2µex
2~2εs2(n− 1/2)2
, (2.3)
where εs is the dielectric constant that accounts for the screening of the Coulomb
interactions. Indeed, excitons have been found to exhibit a Rydberg like series [27, 28],
though the behavior deviates from such an ideal hydrogen model. As mentioned above
the situation in 2D-materials is more complex. With field lines extending out of the two-
dimensional limit, we can imagine that there is basically a part that is screened by the
dielectric constant of the TMDC ε
TMDC
and a part screened by the dielectric constant
of the surroundings εext. The electron-hole interaction is thus screened non-locally [27,
68, 69, 82]. This leads to the attractive potential deviating from a classical coulombic
V (r) ∼ 1/(εr) potential. As a consequence we can directly infer that different exciton
states are also affected differently. With higher excited states having larger radii, their
field lines will extend more into the surroundings. The consequence is that the part
of the field lines screened by the dielectric surroundings becomes increasingly larger
with higher principal quantum number, thus the overall screening being different for
the different excited states. The parameter εs in eq. 2.3 therefore is not a constant in
the two-dimensional limit. In order to take this non-local screening into account, it is
17
Chapter 2 Theoretical background
qeh
E
1s
2s
3s
ꝏ
qp∙c
Eb,n
Eg
Single particle
No Coulomb
Two- particle
incl. Coulomb
+Ee, -Eh
-ke, kh
Eg
nc
ΔEc
(a) (b)
ε0
εTMDC
ε0
𝜎±
ε0
ε0
Repulsive Coulomb
Attractive Coulomb
εTMDC
Figure 2.4: (a) Adapted from [27]. Illustration of charge carrier interactions in the
two-dimensional limit due to coulombic forces, with field lines extending well outside
the monolayer. (b) Left: Schematic, simplified band structure for TMDCs in a single-
particle picture, explicitly excluding Coulomb interactions, where Encg represents the
bandgap without Coulomb interaction. An allowed optical excitation of an electron into
conduction band, leaving a hole in the valence band, is exemplarily indicated. Right:
Two-particle representation of optical excitations (forming excitons) when including
Coulomb interactions with the x-axis being the two-particle center of mass momentum
qeh. The bandgap renormalizes to higher energies Eg = E
nc
g + ∆E
c, with ∆Ec being
the renormalization energy due to Coulomb interactions. Excitonic states are formed
below the bandgap with the energy difference to the bandgap defined by their binding
energies Eb,n. Yellow triangle represents the optically accessible transitions with an
allowed momentum mismatch from the photon dispersion relation ∆qeh ≤ Ephoton/c.
common to use an approximation for V (r) in form of a thin-film Coulomb potential in
the ultra-thin limit [27, 28, 66, 67, 83]
V (r) = − e
2
8ε0r0
[
H0
(
εextr
r0
)
− Y0
(
εextr
r0
)]
. (2.4)
H0 and Y0 are the Struve and Neumann functions and εext is the dielectric constant of
the monolayer surroundings, while r0 represents the characteristic length scale for the
monolayer systems between 3 and 5 nm [69, 84]. It can also be expressed in form of
the 2D polarizability χ2D of the planar material as r0 = 2piχ2D and gives a crossover
length where V (r) scales as a classical 1/(εextr) coulombic potential, with εext as the
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dielectric constant of the surroundings for r > r0 and as log(r) for r < r0 [68]. Under
the assumption of such a thin-film potential, solving the Schro¨dinger equation then
gives a way to obtain a model with a rescaled relation of eq. 2.3 to describe an excitonic
Rydberg series with non-locally screened Coulomb interactions [27, 28].
Finally we focus on the lowest of these states, the A-exciton (from A-transition)
ground state. In TMDCs this state exhibits extraordinarily high binding energies on
the order of 0.5 eV, due to the reduced screening as well as comparably high masses
and dominates the electro-optical properties of the materials even at room temperature
[24, 85]. Considering the optical excitation of such an exciton with photons of energy
Ephoton = Eg − Eb,1s and momentum qphoton = Ephoton/c from the photon dispersion
relation, one finds that, due to momentum conservation, optically excited excitons can
only have a center of mass momentum of qeh ≤ qphoton [24]. Vice versa it constitutes
that the recombination of a bright exciton, meaning an electron recombines with its hole
under emission of a photon, has to fulfill the same momentum conserving conditions.
Thus excitons can only undergo photoluminescent recombination when the electron
and hole momentum mismatch can be compensated for by the photon momentum. The
resulting consequence is known as the light cone (indicated by the shaded orange area
in fig. 2.4 (b), right), a limitation from the photon dispersion relation, in which optically
accessible excitons can be found [24].
Broadening of exciton resonances
From this understanding of excitonic states one could expect the resonances for excitons
to be sharp delta-like functions, with the transition energy of the n-th state En defined
by the state’s binding energy and the renormalized bandgap energy as En = Eg −Eb,n.
However, there are several mechanisms that can contribute to a broadening of excitonic
resonances. Generally, these can be divided into the two sub-classes of homogeneous
and inhomogeneous broadening.
First we can assume that upon excitation the polarization of all excitons is in phase
due to being created by the same incident electromagnetic field. Now homogeneous
broadening includes all effects that lead to a loss of polarization coherence of the exci-
tons’ oscillator, while the oscillator frequency, on the other hand, is not affected. Such
a loss can be described by a specific coherence lifetime τp, the time after which 1/e ex-
citon oscillators of the initial ensemble evolve still perfectly coherent in time, while the
others have undergone a polarization coherence destroying event. Resulting from that
the polarization coherence P is lost with time as P (t) = P0 exp(−t/τp) [23]. In turn, we
can view this as a damping of the polarization coherence, that will lead to a spectral
broadening of the exciton resonances with Lorentzian line shape. From another point
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of view we can also understand this broadening in terms of the uncertainty principle.
This tells us, the more precise the confinement of a periodical signal is in time, the
less precise is the confinement in frequency space, which is interestingly also directly
derived by a Fourier transform of the periodically evolving signal to frequency space for
a given coherence lifetime.
The resulting broadening ∆Eex in the exciton’s spectral resonance, measured in its
intensity broadening (where intensity∝ polarization2) due to purely homogeneous con-
tributions, is then given by [23]
∆Eex =
~
τp
. (2.5)
Events that lead to such a disruption of the oscillators’ periodicity can be of multiple
origin. The most basic and fundamental one is that of radiative decay, when the
oscillator is simply destroyed via bright recombination of electron and hole. It is a result
of the finite lifetime of the exciton states inside the light cone and will therefore always
contribute to the homogeneous broadening. For materials with high oscillator strength,
such as TMDC monolayers, this can be particularly relevant, since here exciton lifetimes
are commonly limited by rather short radiative lifetimes, on the order of ≤ 1 ps [86–90].
Such lifetimes will then constitute a broadening effect on the order of a few meV [91,
92], giving a theoretical limit for the observed linewidth known as radiative broadening.
In realistic scenarios, however, there are scattering events that can occur on even faster
time scales, depending on certain parameters, such as temperature, excitation density
and sample quality.
These scattering events can be roughly divided into three different types of scattering.
First, scattering with any lattice inhomogeneities including lattice defects, impurities,
charge carriers from doping or interface roughness. Scattering events of this type are
evidently due to non-intrinsic lattice inhomogeneities and are heavily influenced by the
quality of the crystal. Second, scattering with other excitations, e.g., other excitons or
excited free charge carriers. Here, scattering efficiency is simply dependent on the den-
sity of injected charge carriers and commonly requires high densities to have relevant
effects. And third, inelastic scattering with lattice phonons, that is either absorption
or emission of optic or acoustic phonons. Scattering under phonon absorption scales
with the number of available phonons given by the phonon population. Since in a
crystal lattice this population is temperature dependent, so will be the induced reso-
nance broadening. This means that at sufficiently high temperatures this mechanism
commonly dominates the overall broadening [23]. Note, however, that in general the
scattering of phonons under emission is not strictly dependent on the availability of
phonons. Thus the efficiency of these events is rather dependent on the availability of,
and wave function overlap with the final state that is scattered into [92].
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However, in real systems broadening of exciton resonances is often not purely homo-
geneous, but rather may also contain contributions from inhomogeneous broadening.
This is understood in a frame of the exciton oscillators of a given ensemble not having
an identical frequency. Again we can assume that initially all excited exciton oscilla-
tors are identical, however, due to certain conditions, like disorder (further discussed
in sec. 2.3.2) the individual oscillators can relax and have slightly different frequencies
depending on their surroundings. Such fluctuations in the frequencies then translate to
slightly different emission energies, resulting in a broadened emission. Such inhomoge-
neous effects thus lead to a Gaussian line shape broadening, since also the distribution
of frequencies is naturally given by a Gaussian distribution.
Dark excitons
Until now we have only covered the optically accessible, bright excitons. However, also
so-called dark excitons, that may not be directly excited by incident light, can be formed
when a system thermalizes, given their overall energy is comparable or lower than that
of the bright species. In principle, two types of dark exciton states can be differentiated:
Momentum-forbidden and spin-forbidden dark excitons [93–96]. In order to introduce
these excitonic configurations, we shall again refer to a single-particle band structure,
as depicted in fig. 2.3 for tungsten-based TMDCs. Although it shall be clearly stated
that we can not fully cover binding energies in this picture due to their dependence
on the reduced exciton mass (eq. 2.3), it gives an intuitive access to understanding the
reasons for an exciton transition not being optically active.
The first species are those which do not fulfill momentum conservation as discussed
above, meaning electron and hole have a momentum difference bigger than the photon
dispersion at the given transition energy and can not recombine under the sole emission
of light. Hence, these excitons are called momentum-forbidden. A common example
in tungsten-based monolayers includes excitons formed from holes at K+/K- higher
spin-split valence band, with the electron sitting in the opposite valley’s (K-/K+) lower
spin-split conduction band. Note that this transition would technically be allowed under
selection rules, having the same quantum numbers as the optically allowed exciton in
K+ valley (fig. 2.3 (b)). Additionally, in tungsten-based materials, another low lying
momentum-forbidden dark exciton is theoretically predicted. This state is expected
to form from holes in K± and electrons in the lower spin-split Λ± valleys. While
in the single-particle band structure the three-fold degenerate Λ valleys are found to
be higher in energy than the K valleys, electrons in these valleys also exhibit larger
effective masses [56, 57, 97]. This leads to an increase of the binding energy, according
to the relation of eq. 2.3, and can compensate for this energy offset, resulting in an
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overall energetically favorable K−Λ exciton state, in contrast to the bright K−K state
[93]. However, the exact energetic position of this excitonic state, estimated from band
structure offsets, is not yet well defined and varies over 10’s of meV between different
calculations [56, 93, 98].
The second species of dark excitons include those, which do not fulfill spin conser-
vation, accordingly called spin-forbidden excitons. These are excitons made up of an
electron in conduction band with a different spin compared to its empty electron state
in the valence band. For the example of tungsten-based TMDCs, these are excitons
formed with an electron in the lower spin-split conduction band at K+/K- and the
hole in the same valley’s higher spin-split valence band. While this transition would
be momentum-allowed, it is forbidden by selection rules. In this context though, we
remark that these spin-forbidden dark excitons have an out-of-plane transition dipole
moment and it has been shown that it is possible to directly probe these states via
photoluminescent optical spectroscopy anyhow [63, 99, 100]. Finally, considering the
dark states in tungsten-based materials that only include K−point contributions, we
find that there excitons have an almost identical binding energy compared with the
bright species, since the reduced effective exciton masses are very similar [35, 61]. As
a consequence, these dark excitons are lower in energy than the bright states due to
their electron always sitting in the lower spin-split band. In tungsten-based TMDC
monolayers the energetically favorable exciton states are therefore dark.
Trions and other exciton complexes
In the context of excitons, referring back to the parallels to the concept of a hydrogen
atom, we might further extend this analogy to the existence of other exciton complexes,
comparable with, for example, H±-ions or H2 molecules. Indeed, such complexes have
been found to stably form at low temperatures, where entropy arguments favor bound
states over multiple individual states, even for rather low binding energies. The experi-
mentally confirmed exciton complexes are depicted in fig. 2.5 (a) and charged complexes
are only depicted in their negative form. These include trions, which are excitons with
an additional charge (referred to as X±) [29, 30, 101–105], biexcitons, which are two
bound excitons (XX) [32, 106] and charged biexcitons - biexcitons with an additional
charge (XX±) [31, 33, 107]. The potential combinations to form such complexes in-
crease with the number of involved particles, while at the same time becoming more
and more intricate, where each individual charge can have multiple available valleys
to occupy. To examine how such complexes are formed, we refer to a single-particle
picture, using the example of the most basic exciton complex, the trion.
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Figure 2.5: (a) Illustration of the experimentally confirmed exciton complexes. For
simplicity, charged complexes are only included in their negative form. (b) Schematic
of the bright trion formation in tungsten-based materials. Two different bright trion
species exist, with an additional electron in one of the lower spin-split conduction band
minimums of the K−valleys from doping. The resulting trions can either be in singlet
(green) or triplet (yellow) spin configuration leading to different close range exchange
interactions.
Depicted in fig. 2.5 (b) are the two possible configurations of electrons and holes
forming the bright, negatively charged trion species in tungsten-based TMDCs. In
principle, these trions are made up from a bright exciton, with an additional electron
from doping sitting in the minimum of the conduction band at either K+ or K- lower,
spin-split valley. The binding of an additional electron leads to the total binding energy
of this complex being higher than that of a single exciton. This additional energy is the
trion binding energy EX
−
b on the order of 30 meV [30, 69]. However, these two trion
configurations are not energetically degenerate. As seen in fig. 2.5 (b), the trions can be
differentiated by the spin of their second electron. The green complex shows the trion
with two electrons of different spins, commonly referred to as the singlet trion. Depicted
in yellow is the trion with identical electron spins, the triplet trion. This contrasting
spin configuration results in a lifting of the energy degeneracy of the two species due
to close range electron-electron exchange interaction, with a splitting on the order of
6 meV [103]. Also a dark trion with the two electrons sitting in each one of the lower
spin-split conduction band valleys has been reported [108, 109]. Note, however, that
two charges sitting in the same valley can never form an exciton complex, since they
would have identical quantum numbers (Pauli exclusion principle).
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As stated before, for biexcitons and charged biexcitons the possible configurations
become progressively more complex, since more charges from various valleys can be in-
volved in formation of these complexes. Therefore, a multitude of possible combinations
exist, which are beyond the scope of this work and for a detailed analysis of this rather
complex topic we refer to literature [32, 33, 106]. Here, we only include the binding
energies for the observed optically bright complexes found in WSe2 that are relevant for
this work. The values are commonly given in form of the gain in total binding energy,
as compared to the binding energy of a single ground state exciton, and for the neutral
biexciton are found to be on the order of EXXb ≈ 20 meV [31, 104]. For the negatively
charged biexciton, being a neutral biexciton combined with an additional electron, we
get a binding energy of EXX
−
b ≈ EXXb + EX−b = 50 meV [31].
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2.2 Excitons in high magnetic fields
In the first sections we have thoroughly introduced the concept of excitons and consid-
ered their pronounced importance in two-dimensional semiconductors. Now, in order to
access fundamental properties of such bound electron-hole pairs, the study of excitonic
resonance shifts in high magnetic fields has historically proven to be a suitable handle
[42, 110–113]. In this context, it is important to note that multiple magnetic field in-
duced effects contribute to an overall observed shift of the exciton resonances, which
in turn allow to investigate different exciton properties. Here, the valley Zeeman effect
allows to extract properties such as the exciton g-factor [54, 55, 65, 114–118], while
diamagnetic shifts give access for the direct investigation of the exciton states’ spatial
extent [83, 110–112, 116]. Finally, an arising Landau level splitting at sufficiently high
fields can also give rise to resonance shifts and allows estimates of properties such as the
effective exciton mass [28, 119]. For this reason, understanding the origins of magneto-
induced energy shifts is necessary in order to untangle the individual contributions and
open a way to experimentally study the mentioned properties. With respect to that,
the following sections provide a theoretical basis for the understanding of the different
effects, whereas the main focus shall be on the valley Zeeman and diamagnetic shift
effect. In addition, we briefly discuss the origin of an arising Landau level splitting that
can affect exciton transition energies and give a limit for when this effect becomes of
relevant magnitude.
2.2.1 Valley Zeeman effect
At first we discuss the valley Zeeman effect, which results in a linear splitting of exciton
transition energies for bright excitons with different valley index when an external field
is applied. To explain such a behavior, it is again helpful to refer to the single-particle
band structure, as this effect, in a simplified way, can be understood as a combination
of multiple single-particle effects. In this frame, we neglect the exciton binding energy
and only consider shifts in the free-particle bandgap at the K±−points, assuming that
exciton transition energies directly follow such shifts, since binding energies are not
affected [65]. For this purpose, the band structure at the direct bandgap is depicted in
fig. 2.6 (a) for a WS2 monolayer. Shown are the two non-identical K+ and K- valleys
and different spins are color coded in blue (up) and red (down). The dotted lines mark
the valleys at zero field, while the solid lines are the shifted valleys due to an arbitrary
magnetic field B>0. In an abridged model, we will consider three different mechanisms
that lead to the depicted shift of the bands with applied magnetic field [65, 115].
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Figure 2.6: (a) Adapted from [65]. Schematic illustration of the WS2 single-particle
band structure at the K-points, where blue/red indicate spin up/down bands. Dot-
ted lines represent the bands at zero field and solid lines the shifted bands due to an
arbitrary external field B> 0, while arrows indicate the individual contributions: spin
∆ESK± in black, valley ∆E
V
K± in green and orbital momentum ∆E
O
K± in purple. Opti-
cally allowed transitions are indicated for the lifted energy degeneracy between opposing
valleys. (b) Illustration of the diamagnetic shift effect. An exciton is pinned at its hole
and exposed to an arbitrary external magnetic field B. The electron’s cyclotron motion
creates an induced magnetic moment mind, anti-parallel to the external field.
Firstly, the well known Zeeman shift due to the electron spin (denoted by black
arrows) leads to a shift of the bands, according to:
∆ESK± = sgµBB. (2.6)
Here, s = ±1
2
denotes the spin quantum number, g is the electron g-factor, µB the Bohr
magneton and B the applied magnetic field. Due to optically allowed excitations being
spin conserving (s
V B
= s
CB
), the resulting shift for valence and conduction band are
identical, resulting in the bandgap energy being unaffected [54, 55, 65].
Secondly, there is a contribution from the valley magnetic moment (denoted by green
arrows). It follows:
∆EVK± = ατµBB, (2.7)
where τ is the valley index ± 1, and α = m0/m∗ the valley g-factor with m∗ being
the effective masses in the respective bands [54, 65]. Since effective masses in both
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conduction and valence band are very similar, according to k · p calculations [35, 61],
the resulting shift is approximated as being the same for both bands, as well. Following
from that, the valley magnetic moment also does, in a good approximation, lead to a
change of the bandgap energy.
The third effect originates from contributions of the orbital magnetic moment (de-
noted by purple arrows):
∆EOK± = mlµBB. (2.8)
Here, ml is the orbital’s magnetic moment along the z-axis and, as described in sec. 2.1.2,
is ± 2 in the K± valleys of the valence band and 0 in the conduction band. As a
consequence, this magnetic shift is different for the two bands and leads to a net shift
of the bandgap energy. Furthermore, since the sign of ml is different for the two valleys,
the shift is reversed in opposing valleys. Resulting from that, the degeneracy of the
bandgap energy is lifted for the two K± valleys, which is expressed in a different exciton
transition energy for σ± polarized light, as follows from the selection rules in fig. 2.3.
Finally, we can write the valley Zeeman shift for the change in transition energy in
individual valleys K± in analogy to the classical Zeeman shift as:
∆EvZK± =
τ
2
gvZµBB, (2.9)
where gvZ denotes the valley Zeeman g-factor. From the individual contributions, as
discussed above, this total magnetic field induced energy shift of the transition energies
is dominated by contributions from the orbital magnetic moment. Following from that,
the valley Zeeman g-factor is expected to be in the range of gvZ ≈ −4, with slight
deviations due to minor differences in effective masses, neglected in the above-mentioned
approximation of the orbital momentum contribution [120].
2.2.2 Diamagnetic shift
In contrary to the valley Zeeman effect, the resonance shift from diamagnetic effects can
be covered in a fully excitonic picture and is most intuitively understood in the classical
frame of an electron moving around its hole in a circular motion. Let us therefor fix the
hole at an arbitrary point as depicted in fig. 2.6 (b). An external magnetic field then
leads to the electron cyclotron motion aligning perpendicular to this field with a given
cyclotron frequency ω = eB/me, depending on the electron mass me, the applied field
B, and the elemental charge e. This will in return create an induced magnetic moment
mind = e 〈r2〉ω/2, anti-parallel to the external field with 〈r2〉 being the mean squared
radius of the circular motion. The result is a shift in the exciton’s transition energy
with ∆E = mindB. The magnitude of this shift will hence directly depend on the radius
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of the electron’s circular motion. In the weak-field limit (further discussed in the next
section), where other magnetic field induced effects are small compared to the exciton
binding energy, this radius is equivalent to the average electron hole separation, or in
other words, the exciton size. If we now consider the exciton’s effective reduced mass
and the two-dimensional character of the system, a full quantum mechanical treatment
of the diamagnetic shift yields the quadratic field dependence of the energy shift [121–
123]
∆EDian =
e2 〈rn2〉
8µex
B2 = σnB
2. (2.10)
Here, 〈r2n〉 is the exciton’s mean squared radius for the n-th state and µex its reduced
effective mass, while σn is commonly introduced as the diamagnetic shift parameter.
Note that the energy shift due to this effect is always positive, regardless of the applied
field or investigated valley the exciton resides in. Additionally, from eq. 2.10, we find
that the diamagnetic shift scales with the square of the exciton radius. As a result,
this effect becomes stronger with increasing principal quantum number n of the exciton
state, since higher excited states have a larger spatial extent.
The exciton mean squared radius in 2D is defined by Ψn(r), its radial exciton wave
function, as 〈r2n〉 = 〈Ψn|r2|Ψn〉 = 2pi
∫∞
0
r2|Ψn|2rdr. The spatial measure of an exciton
in its n-th state is then characterized by its root mean square (rms) radius
√〈r2n〉.
Note that this rms is not equivalent to the Bohr radius aB, which is often used to
give estimates of exciton sizes. For a conventional 3D hydrogen wave function, this
Bohr radius a3DB is defined as the peak of the radial probability function 2pir|Ψn(r)|2
for the ground state and is equivalent to the exponential parameter a3D0 in the wave
function. In contrast to that, in a 2D hydrogenic 1/r potential the Bohr radius is given
as a2DB = a
2D
0 /2. The rms radius of the ground state is related to this Bohr radius in
the 2D case as rms =
√
6 a2DB [124].
2.2.3 Landau level splitting
As briefly mentioned before, the quadratic shift of the exciton resonances depend-
ing on the exciton radius is only valid in the weak-field limit, or more precisely, for
fields in which the exciton binding energy is large compared to the cyclotron energy
Ecyclotron = ~ω = ~eB/µex [111, 113, 125, 126]. At the breakdown of this approxi-
mation, where these energies become of similar magnitude, one can imagine that the
charges will progressively be forced onto specific cyclotron orbits. The reason for that is
the appearance of quantized Landau levels in valence and conduction band, in which op-
tical transitions occur when applying a sufficiently high magnetic field [127–129]. This
is schematically shown in fig. 2.7 (a), including the allowed optical transitions between
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Landau levels denoted by Ni, for both valleys. Note that there is a 0-th Landau level
pinned to the conduction bandedge in K+ and to the valence bandedge in K- valley
[28, 130].
The optically allowed transition energies between discrete Landau levels are given by
∆EN = (N − 1/2)~eB/mex, where N is an integer number and the splitting between
adjacent Landau levels ∆ELL = Ecyclotron/2 (for a detailed analysis see refs. [28, 130]).
To give a more intuitive understanding of the consequences for the excitonic transitions,
let us consider the two-particle picture of excitons introduced in sec. 2.1.3, depicted in
fig. 2.7 (b) for an arbitrary applied external field. Here, assuming a sufficiently high
external field, also the excitonic transitions become quantized. In a simple picture, one
can imagine that for low fields, where also the splitting between Landau levels is small,
there is a multitude of allowed Landau level transitions for each excitonic transition,
or in other words, still the majority of states in k-space can contribute to exciton
formations. Therefore, effects of this quantization are negligible in the weak-field limit.
However, with increasing field and subsequently increasing energy spacing between
Landau level allow transitions, less and less of these transitions are available for each
excitonic state. This can be interpreted as the charges being forced on defined cyclotron
orbits, as stated above. The excitonic character, where all states of the bands in k-
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Figure 2.7: (a) Schematic illustration of the appearance of discrete Landau levels in
valence and conduction band of K± valleys under an external field. Optically allowed
transitions are found between Landau levels with index -(i+ 1)↔ i. The 0-th Landau
level is pinned to the conduction band minimum (valence band maximum) in K+ (K-)
valley. (b) Resulting simplified two-particle picture of quantized excitonic states. The
illustration visualizes the transition from quadratic to linear regime for ∆ELL ∼ Eb,n
when the splitting between Landau transitions is on the same order as the n-th exciton
state’s binding energy.
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space can contribute to an exciton formation, is progressively lost. This reaches its
extreme when basically no more optically allowed transitions, given by Landau levels,
are available for an excitonic state, that is ∆ELL > Eb,n. Optically allowed transitions
are then only given by the splitting between Landau levels and will therefore scale lin-
early with magnetic field. Note, however, that the transition between quadratic and
linear regime is a smooth one and, considering the high binding energies in TMDC
monolayers, it requires extreme magnitudes of magnetic fields for this effect to be sig-
nificant [28]. As an example, even for 100 T the cyclotron energy in a TMDC monolayer
is on the order of only ∼50 meV, compared to a 1s binding energy of a few 100’s of meV.
Thus, in realizable experimental settings, this effect can only be found to affect higher
excited states, where binding energies are reduced. Interestingly, in such a case, one
can directly estimate the exciton’s reduced effective mass [28, 119], due to the linear
behavior of the Landau level splitting. However, we again emphasize that the above
described model of a quadratic diamagnetic shift is only applicable, when staying well
within the limits of the weak-field approximation.
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2.3 Environmental sensitivity of exciton properties
We have already discussed the importance of coulombic forces between charges in
TMDC monolayers due to its enhancements from reduced dielectric screening in two
dimensions in sec. 2.1.3. Yet, so far only the idealized case of the surroundings provid-
ing a perfectly homogeneous dielectric constant has been addressed. In reality, this is
hardly the case. The consequences of the environment deviating from this theoretical
ideal shall be introduced in the following sections in more detail.
2.3.1 Effects of dielectric screening on exciton states
Let us first consider a scenario where the dielectric surroundings are still homogeneous
but can take on different values. From the general scaling of binding energies in eq. 2.3
we can infer that the strength of the Coulomb interactions for each exciton state is
proportional to εext
−2 (and conversely, the dielectric screening ∝ εext2). As mentioned
above, a change in the Coulomb interaction strength has direct implications not only for
exciton binding energies, but also for the bandedge energy. Fig. 2.8 (a) shows theoreti-
cally calculated transition energies for the bandgap, as well as the exciton ground (1s)
and first excited (2s) states as a function of the Coulomb interaction strength. Here,
a non-locally screened thin-film potential of eq. 2.4 for the calculations of the exciton
binding energies is assumed (for details see. ref. [131]). In the case of the Coulomb
interaction strength being zero, we reach a point where bandgap and exciton transition
energies merge. In this trivial case, as mentioned above, no excitons would be formed
and the bandgap would reach its theoretical minimum. Accordingly, for an increasing
Coulomb interaction strength the bandedge shifts to higher energies. We can under-
stand this in a frame, where an electron that is excited above the bandedge, will then
’feel’ the repulsive presence of other electrons. With increasing Coulomb interaction
strength, this repulsive force, known as the self energy contribution, will consequently
lead to an increase of the energy needed to excite a single electron above the bandedge,
or in other words, the quasi-particle bandgap becomes larger [23, 24].
It can be seen, however, that the exciton ground state is hardly affected by that.
This is due to the enhanced Coulomb interaction strength also leading to a gain in
the exciton binding energy. Resulting from that, the bandgap shift and the increase in
binding energy for the 1s state largely compensate each other, leading to only a minor
overall shift for the 1s ground state. For higher excited states, this is different, as is
exemplary shown for the 2s state. Since the binding energy of the 2s state is lower
than that of the 1s state to begin with, the bandgap shift is also compensated for less
effectively. Therefore, the 2s transition energy is more strongly depended on the shift
of the bandgap.
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Figure 2.8: Adapted from [132]. (a) Theoretically calculated change of transition
energies for 1s/2s state and the bandgap in WS2 as a function of increasing Coulomb
interaction strength, represented as the inverse square root of the dielectric constant.
A binding energy of the 1s state for an arbitrary value of εext is exemplarily included.
Colored areas indicate fluctuations of the dielectric constant ∆εext due to changes in
the environment. (b) Expected spatial dependent fluctuations of the transition energies
due to fluctuations in the dielectric constant. Also shown is the resulting non-equivalent
inhomogeneous broadening of the 1s and 2s resonances in the absorption. (c) Schematic
real space representation of charge carrier interactions in a TMDC monolayer subjected
to a non-homogeneous environment, as it is commonly found under realistic conditions.
From this argumentation infers that exciton transition energies, as a function of di-
electric screening strength, will behave more and more ’bandgap-like’ with increasing
principal quantum number, as their binding energy progressively decreases.
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We convey that changes in the local dielectric environment of two dimensional semi-
conductors constitute significant changes in exciton binding, as well as bandgap ener-
gies. These changes can be on the order of a few 100’s of meV, in the typical range of
Coulomb related interaction energies [24, 85, 131, 133]. Controlling of the dielectric con-
stant from the direct surroundings therefore opens up ways to significantly influence the
bandgap and exciton transition energies in these two-dimensional semiconductor mate-
rials, as has been reported in literature [71, 134, 135]. However, this dielectric screening
effect has further implications for structures realized in experiment, since systems fabri-
cated from two dimensional materials commonly do not have a perfectly homogeneous
environment, as was assumed so far. In this case, introduced inhomogeneities lead to
the dielectric constant becoming a function of the spacial in-plane coordinate and the
resulting consequences for an investigated exciton ensemble shall be discussed in the
following.
2.3.2 Dielectric environment as a source of disorder
A more realistic picture of a monolayer’s surroundings, as found under experimental
conditions, is schematically illustrated in fig. 2.8 (a). As shown, monolayer structures
are commonly far from the idealized system we considered before. They hardly ever
have a perfectly flat or chemically pure interface contact [136], but rather are exposed
to a number of surface inhomogeneities, which include adsorbed particles or fluids,
roughness of the underlying substrate or polarizable defects [137]. This in turn leads to
local fluctuations in the dielectric surroundings, referred to as dielectric disorder [132].
Such fluctuations of the dielectric constant ∆εext are indicated in fig. 2.8 (a) by shaded
areas for the two exciton states and the bandedge. The direct consequence is further
illustrated in fig. 2.8 (b). Depending on the local variation of the dielectric constant, the
transition energies will exhibit fluctuations. For the same reasons as discussed before,
these fluctuations are strongest for the bandgap and less significant for excitons with
decreasing principal quantum number. We can expect this to have direct consequences
for the emission from excitonic resonances in experimental settings, since the obtained
signal is an average over a multitude of excitons with different spatial coordinates. As
for any effects associated with static disorder, it is important to distinguish two different
situations. One where the fluctuations of disorder are much smaller than the area of
interest and one where the fluctuations are on a bigger scale. Given that experimentally
probed areas are commonly on the order of ∼1µm, we refer to these as nanoscale and
microscale disorder respectively.
First, we consider the case of a setting with only nanoscale disorder. Here, excitons
in the probed area can have differing dielectric surroundings, depending on their spatial
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coordinate. Since the transition energy of each exciton is closely coupled to its direct
dielectric environment, these fluctuations also prompt variations of the resonance ener-
gies in the exciton ensemble. However, all of these excitons inside the probed area will
contribute equally to the overall observed emission. This means that multiple individual
energetic resonances with slightly different oscillator frequencies are overlain, resulting
in an inhomogeneous broadening of the signal, as discussed in sec. 2.1.3. Since the shift
in resonance energies from dielectric effects is stronger for higher excited states than for
the ground state, this broadening is expected to be substantially more pronounced for
higher excited states, indicated in the right of fig. 2.8 (b). Note that in this scenario,
where the disorder scale is much smaller than the area of interest, a second implication
follows. It can be assumed that the average dielectric constant εext is representative
for the whole system. This means that for two probed regions, at different positions x1
and x2, the average dielectric constant is the same (ε
x1
ext = ε
x2
ext). As a consequence of
that, the absolute energy positions of the individual resonances should not be affected
by disorder on the nanoscale, regardless of the probed position.
Now we consider a scenario of microscale disorder, where fluctuations in the dielectric
surroundings are of significantly bigger scale than the area of interest. For simplicity
it is assumed that here, the dielectric disorder on the nanoscale is negligible, implying
that the average dielectric constant of a probed area is the same as for each point inside
this area (εxext = ε
x
ext). Now it has to be considered that two probed ares at different
positions x1 and x2 have different dielectric environments, meaning ε
x1
ext 6= εx2ext. The
resulting consequence is the exact opposite of the previous setting. Here, the absolute
transition energy of the individual resonances will be different for the two positions,
while the linewidth, on the other hand, are expected to be identical, since broadening
from nanoscale disorder is absent. Yet again, this energetic shift in the resonance
energies, originating from different dielectrics, is expected to be more pronounced for
higher lying states than for the ground state. Note, however, that while we have
considered the different disorder scales separately, this does not have to be the case
in real systems and contributions from both nano- and microscale disorder could be
concurrent. In the presence of dielectric disorder, the obtained excitonic response of a
two-dimensional structure can thus be expected to be influenced both in their energetic
positions (on a microscale), as well as in their linewidth [132, 135].
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2.4 Exciton Propagation
In the previous section we have introduced the concept that excitons can have different
properties depending on their local in-plane coordinate. From there, it is not far fetched
to turn to the fact that excitons in TMDC monolayers are additionally free to move
in their two dimensional limits [39, 40, 138], in close analogy to classical quantum well
systems [139–142]. In the following section we shall first introduce the classical model
of particles propagating along a density gradient in a diffusive process, governed by
scattering events, for the specific case of excitons. Then we will focus on a limiting
case where such a model of purely excitonic propagation of electron-hole pairs breaks
down, namely when the excited charge carrier system is no longer dominated by exci-
ton formation, but also contains sizable parts of free charge carriers. To account for
such a scenario, a model of compound diffusion is introduced, where the concurrent
propagation of electron-hole pairs as free charge carriers and excitons is covered.
2.4.1 Diffusive propagation of excitons
In the frame of this work we consider the diffusion-like propagation of excitons along a
well defined density gradient. The diffusion is a result of the fundamental second law
of thermodynamics and described by Fick’s second law of diffusion in two dimensions
according to:
∂n(~x, t)
∂t
= D∆n(~x, t). (2.11)
Here, n(~x, t) is the two-dimensional density profile of the diffusing species as a function
of its in-plane spatial coordinate ~x as well as time t and ∆n(~x) is the generalized second
derivative of the same with respect to its spatial coordinate. D then is the character-
istic diffusion coefficient, an intrinsic material property that describes how efficient a
particle diffuses in the given system. To give a more intuitive understanding of eq. 2.11,
let us analyze the example of a two dimensional centrosymmetric Gauss distribution
n(~x, t0) = exp
(
− |~x− ~x0|2
w(t0)2
)
, with |~x − ~x0|2 as the square of the Euclidean norm, where
~x0 is the center of the Gauss and w(t0) = wx1(t0) = wx2(t0) its centrosymmetric width
at time t0. The solution of Fick’s second law for such a density profile is closely related
to its fundamental solution and the density evolution with time is given by:
n(~x, t) ∼ exp
(
− |~x− ~x0|
2
w(t0)2 + 4Dt
)
, (2.12)
where factors for normalization of the Gauss profile are omitted for simplicity. From
this we find that diffusive processes lead to a broadening of the Gauss profile with time
according to w(t)2 = w(t0)
2 + 4Dt. More generally speaking, we find that the diffusion
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is directed to flatten the gradient in the density, whereas the diffusion coefficient is a
measurement of how efficient this process is.
In order to understand what properties and mechanisms influence this diffusion co-
efficient, let us refer to a more specific picture of a diffusion process for a single exciton
governed by scattering events, as schematically illustrated in fig. 2.9. An exciton is
excited at time t0 and spatial coordinate ~x0 and propagates while scattering with po-
tentials, until it recombines under emission of light at time t and at spatial coordinate
~x. The average time that passes between two scattering events is the characteristic scat-
tering time τs and the distance traveled is the exciton’s mean free path lfree. Note that
these two parameters are directly coupled via the exciton’s kinetic energy. The overall
x0, t0
PL(x,t)
Excitation
Emission
Figure 2.9: Illustration of exciton propagation in TMDC monolayers (lattice is not to
scale). An exciton is excited at time t0 and in-plane spacial coordinate ~x0. It travels
in a scattering process, until it recombines under photoluminescent emission after time
t and at spatial coordinate ~x. The mean free path between two scattering events is
denoted by lfree and the average scattering time by τs. The distance an exciton travels
this way is the diffusion length LD (magenta).
average distance that an exciton can cover this way is the diffusion length LD = |~x− ~x0|
and the average time that an exciton can propagate in the material is related to its life-
time τ . Note that this lifetime is commonly defined as the time it takes for an ensemble
to decay to 1/e of the size it was initially created with. In two dimensions these two
parameters are related to the diffusion coefficient by
LD = 2
√
Dτ, (2.13)
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as can be directly defined from eq. 2.12 [40, 143–145]. Note, however, that the definition
of the diffusion length is also often found with the factor of 2 left out [39, 138, 146].
Now, if we consider this finite lifetime of diffusing excitons in our systems, we can
readily extend eq. 2.11 to yield a more specific form of an exciton ensemble’s spatial
density evolution with time:
∂nex(~x, t)
∂t
= D∆nex(~x, t)− nex(~x, t)
τ
, (2.14)
where the additional term describes the decay of excitons due to their finite lifetime
τ and nex(~x, t) now is the time and position dependent exciton density. Here, we also
find a limiting case for when propagation in an excitonic system can be described by
a diffusive process. In a scenario where this lifetime approaches similar orders as the
scattering time τs, the scattering events that an exciton undergoes during its lifetime
become fewer and fewer. In the limit of the scattering time overcoming the excitons’
lifetime, meaning τs > τ , we reach the regime of ballistic transport, where, on average,
an exciton does no longer scatter at all, but rather propagates unhindered. The mean
free path then becomes equal to the exciton’s average propagation length during its
given lifetime, that is lfree = LD. In such a situation we therefore also find a breakdown
of the validity of describing propagation with a diffusion-like model.
Another fundamental limitation for its applicability is given by the de Broglie wave-
length, describing the wave-particle duality of the excitonic quasi-particles. For the
here considered excitons it is given as
λ =
h√
2kBTMex
, (2.15)
where
√
2kBTMex is the impulse of an exciton with total mass Mex and its kinetic energy
defined by the exciton temperature T . Here it has to be considered that, in order to
employ a classical diffusion model as detailed above, this wavelength should generally
be smaller than the exciton’s mean free path, so that the propagating exciton is at any
point described as a well defined matter wave. Finally, when both of these conditions
are fulfilled and such a model is applicable, the efficiency of the diffusive propagation
in an excitonic system is given by the Einstein relation [138, 143, 147]. Assuming the
excitons’ kinetic energy is defined by the exciton temperature T this yields:
D =
kBTτs
Mex
, (2.16)
with, kB as the Boltzmann constant and Mex as the total exciton mass. We then find
that for an exciton system in thermal equilibrium (T = const), the diffusion coefficient
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is defined by the excitons’ scatterings time τs, or in other words, by how often scattering
events occur.
2.4.2 Saha equilibrium of charge carriers
In the previous section the diffusive propagation of electron-hole pairs has been analyzed
for electron and holes bound in quasi-particle exciton states. While, due to the high
exciton binding energies in TMDC monolayers [24], electrons and holes are commonly
assumed to form excitons, there are also scenarios where they can exist as unbound, free
charge carriers. One such scenario is found in the high density regime, above the well
known Mott transition. Due to strong screening effects and Pauli blocking, instead of
excitons, a dens electron-hole plasma is formed [148–151]. Interestingly, also in the limit
of very low densities the formation of excitons is suppressed in the favor of free charge
carriers. This phenomenon can be understood from a thermodynamical point of view
within the need for minimization of the free energy of a system in thermal equilibrium,
defined as F = U − TS. Here, U is the internal energy that corresponds to the energy
gained by forming a bound state and therefore U ∝ −Eb, with the exciton density n
and binding energy Eb (note that here the binding energy is defined as an absolute
value and the minus sign then indicates that the formation of a bound state is a way of
lowering the internal energy of the system). T is the temperature in equilibrium and S
the entropy of the system. This entropy is higher for free charge carriers due to a larger
number of available states the system can be in. Consequently, at high temperatures
and low densities, the entropy term can become dominant, resulting in the free charge
carriers becoming the preferable state and leading to ionization of excitons. This is
known as entropy ionization [152].
Let us now turn to the more specific case of tungsten-based TMDC materials. The
free energy of the system can be derived, assuming that electrons and holes as well as
excitons at room temperature and at low densities behave as ideal gases and neglecting
any Coulomb renormalization effects. Note that all relevant states that can be occupied
by electrons and holes, given by the band structure, have to be included. For tungsten-
based materials these include states at the K± and Λ± points. The free energy for an
undoped system then yields [153]:
F =
∑
p
npkBT
(
ln
np
DpkBT
− 1
)
+ npEp. (2.17)
Here, np denotes the density of the n-th type of particle (electron, hole and exciton) and
additionally runs through all relevant valley indices for the considered particle. Ep then
denotes the relative energies for the given state from band offsets or binding energies.
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Dp are the density of states:
Dp = gp
mp
2pi~2
, (2.18)
with the respective effective mass mp and the degeneracy of the states gp. Considering
an undoped system, the total number of any free electrons ntote and holes n
tot
h is always
the same, regardless of their valley index (we simply sum over all states). This is due
to both exciton ionization and exciton formation either producing or destroying exactly
one of each species at the same time. Furthermore, the photo-injection of charge carriers
also produces electrons and holes in pairs and therefore
ntote = n
tot
h . (2.19)
From that we can use the total number of free electrons or holes ntote/h and the total
number of excitons that are formed ntotex (again regardless of their valley index) to relate
the number of total injected electron-hole pairs in the system Ntot as
Ntot = n
tot
ex + n
tot
e/h. (2.20)
Using these two conditions and introducing Lagrange parameters to minimize energy,
one yields from eq. 2.17 the Saha ionization equation (also known as mass action law):
ntote n
tot
h
ntotex
= S, (2.21)
where S is the Saha parameter, defined by the relative energies and density of all
available states for excitons and free charge carriers, as well as the temperature of the
system (for a detailed derivation see [153]). Again, taking into account the condition
from eq. 2.19 and defining the exciton fraction in the system to be αex = n
tot
ex /Ntot,
we can express this fraction as function of the Saha parameter and the total injected
electron-hole pairs in the form:
αex = 1 +
S
2Ntot
−
√(
S
2Ntot
)2
+
S
Ntot
. (2.22)
This confirms the above stated density dependence of the exciton fraction. If we let
Ntot → ∞, in the limit of high injected exciton-hole densities, it readily follows that
αex → 1, meaning the system will approach a state where all electrons and holes are
bound as excitons. Nevertheless, as stated above, theoretical calculations show that
the Mott density gives an upper limit of about Ntot ∼ 1012 − 1013cm−1 where excitons
can be formed [150]. In the other case of low densities, where Ntot → 0, we find that
39
Chapter 2 Theoretical background
also αex → 0. In this case, formation of free charge carriers will be favored over the
formation of excitons.
Since excitons and free charge carriers in general do not have the same diffusion
coefficients [144], this equilibrium of excitons and free charge carriers can have ma-
jor implications for transport phenomena in TMDC monolayer systems, depending on
the injected electron-hole pair density and temperature. In a sufficiently high density
regime, transport of charges can indeed be expected to be of purely excitonic nature.
In contrary to that, however, at considerably low densities, where exciton formation is
fully suppressed, transport is then expected to be fully driven by free charge carriers. In
between those two regimes, where free charge carriers and excitons coexist, an averaged
diffusion coefficient from concurrent contributions of excitons and free charge carriers
should be expected. Note that while the position of this regime generally is a function
of the injected electron-hole pair density, the equilibrium conditions are also strongly
dependent on the system’s temperature [150]. In the following we give a more detailed
analysis of the expected diffusion dynamics in the regime of coexisting excitons and free
charge carriers, where a compound diffusion of both populations is expected.
2.4.3 Coupled exciton-plasma diffusion
For the theoretical modeling of a compound diffusion of excitons and plasma we consider
two coupled diffusion equations, one for the total exciton density ntotex and one for the
total density of the electron-hole plasma ntoteh . Note that the free charge carriers of the
plasma can also be described as pairs of electrons and holes, since on average they
should diffuse together in order to conserve electro-neutrality. We thus yield:
∂ntotex
∂t
= Dex∆n
tot
ex +D
′
ex∆n
tot
eh −
ntotex
τex
− n
tot
ex − νexntoteh
τi
, (2.23a)
∂ntoteh
∂t
= Deh∆n
tot
eh +D
′
eh∆n
tot
ex −
ntoteh
τeh
+
ntotex − νexntoteh
τi
. (2.23b)
Here, the first and third term are analogous to eq. 2.14, while Dex and Deh denote
the different diffusion coefficients for excitons and the electron-hole plasma (free charge
carriers) respectively. In the same manner, τex and τeh are the recombination lifetimes
of excitons and electron-hole pairs in the plasma. D′ex and D
′
eh denote the respective
trans-diffusion coefficients, meaning the second term covers diffusion of excitons driven
by a gradient in the plasma and vice versa. Finally, the fourth term describes the change
in density of excitons (or plasma) in order to sustain the Saha equilibrium, with the
ionization rate τi and νex = n
eq
ex/n
eq
eh as the ratio of total exciton density to total density
of free electron-hole pairs, as given by the Saha equation in thermal equilibrium.
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For simplicity we first assume that the densities of excitons and plasma are sufficiently
small to neglect contributions of currents driven by trans-diffusion, and thus set D′ex =
D′eh = 0. Furthermore, the sustainment of the Saha equilibrium by ionization has to
be considered to be faster than the overall population lifetime that is τi << τex, τeh.
Note that here the total momentum relaxation time of excitons and plasma constitutes
a lower limit for the ionization rate. This, however, can be assumed to be rather fast
compared to the population lifetime given the efficient phonon scattering in TMDCs at
room temperature [154]. Now, from eqs. 2.19 and 2.20 follows that the total injected
electron-hole pair density Ntot = n
tot
ex + n
tot
eh . Returning to eq. 2.23, we can additionally
assume the fourth term quickly relaxing to zero compared to the longer lifetimes of
the electron-hole pair population. Hence, given this fast ionization process, it can be
assumed that νex = n
tot
ex /n
tot
eh and the total densities can then be expressed as a function
of the total injected density as ntotex = νexNtot/(1 + νex) and n
tot
eh = Ntot/(1 + νex). Given
these relations, a diffusion equation in analogy to eq. 2.14 for the total time and position
dependent density Ntot(~x, t) can be formulated:
∂Ntot(~x, t)
∂t
= ∆[DtotNtot(~x, t)]− Ntot(~x, t)
τtot
, (2.24)
where
Dtot = αexDex + αehDeh, (2.25a)
and
1
τtot
=
αex
τex
+
αeh
τeh
. (2.25b)
Here, α denotes the respective fractions of exciton and plasma with respect to the total
injected electron-hole pair density, as αex = n
tot
ex /Ntot = 1 + νex and αeh = n
tot
eh /Ntot =
1 + 1/νex.
From this follows that the diffusion coefficient, i.e., the efficiency of diffusion of the
compound exciton-plasma, is a combination of the individual diffusion coefficients of
the involved species, weighted by their fractions of the total injected electron-hole pairs.
We yet again emphasize that these fractions are given by the Saha equilibrium (eq. 2.22)
and are thus a function of both total electron-hole pair density and temperature making
this diffusion equation non-linear. Finally, we remark that while the model above is
derived under specific assumptions for the case of a coupled exciton-plasma propagation,
eqs. 2.24 and 2.25 can be taken as a general model for a multi-component diffusion under
the assumption of fast interchange between the two components. This is of particular
interest in the context that also the Saha relation of eq. 2.21 can be derived analogously
for other thermodynamical formation equilibria, such as the exciton-trion or exciton-
biexciton balance in a system.
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2.5 Organic-inorganic 2-dimensional semiconductors:
Perovskites
In the last section of this theory part we switch to a different system of two dimensional
semiconductors, the hybrid organic-inorganic halide perovskites. Generally, perovskites
in their 3D bulk form are well established systems that, in the past years, have been
focus of broad scientific research, particularly due to their efficient light-matter cou-
pling and high photo-voltaic conversion rates. These properties, while at the same
time allowing low-cost, large scale production, have spiked interest for modern photo-
voltaic applications[155–158], giving rise to the development of novel high-efficient solar
cells [159–161]. More recently, also layered halide perovskites, which are subsequently
stacked thin perovskite layers separated by organic parts, have been drawn back into at-
tention for having great potential in photo-voltaic and other opto-electrical applications
[161–163]. While such layered structures inherit the advantages of their bulk counter
parts, the thinning down to even the limit of monolayers then also leads to arising ef-
fects of quantum and dielectric confinement. In principle, such effects have already been
intensively studied in the 90s and, similar to TMDC monolayers, it was found that the
formation of strongly bound excitonic states dominate their electro-optical properties
[133, 164–166]. However, studies of exciton dynamics, in particular transport phenom-
ena, remain largely unexplored, likely connected to the materials’ low stability governed
by rapid degradation effects at ambient conditions. In this regard, the development of
novel techniques to synthesize phase-pure layered perovskites [167, 168] and of meth-
ods to suppress degradation effects [169–172] opens ways to explore such fundamental
material properties. With respect to the renewed interest in theses materials in terms
of potential applications, as well as evident similarities to TMDC monolayer systems,
this calls for more in-depth investigations of their fundamental charge carrier dynamics.
While in the experimental part of this work we show that we can use methods estab-
lished for monolayer TMDC systems to access these material properties, the following
section shall introduce the basic structure of these layered perovskites. Additionally, an
overview of the state-of-the-art understanding of their electronic structure is presented.
Finally, their electro-optical properties from empirical studies are briefly discussed.
2.5.1 Structure of layered halide perovskites
Halide perovskites in bulk form are crystalline structures with a face cubic centered
(fcc) lattice and an additional atom in the lattice’s free octahedron space [173, 174].
This structure is described by the general empirical formula ABX3, where, in the case of
the here considered halide perovskites, A+ are inorganic cations, B2+ are divalent metal
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ions and X− are halide ions [175]. Following from this, there is a wide range of possible
combinations of elements to build such crystalline structures [176, 177], giving rise to
a huge variety of halide perovskite systems, with specific properties depending on their
chemical composition. The unit cell of perovskite lattice is depicted in fig. 2.10 (a).
Inorganic cations are positioned on the corners of the fcc unit cell, halide ions on the
faces and divalent metal ions in the free octahedron space in the center of the unit cell.
In general, such crystals are grown from a stoichiometrical solution of the individual
components via self assembly [176]. Adjusting the composition of the solution enables
to also grow more complex structures, including thin sheets down to monolayers via
Inorg. cation (A+ )
Halide (X- )
Metal (B2+ )
x,y
z
organic
inorganic
1-layer
N=1
(a) (b)
organic
Figure 2.10: (a) Unit cell of a halide perovskite structure. A metal ion occupies the
free octahedron space of a fcc lattice while halide ions sit in the face positions and
inorganic cations on the corners (organic tails are omitted for clarity). (b) Schematic
representation of an exemplary N=1 perovskite crystal, viewed from a cross section
perpendicular to the layer-plane. N denotes the number of inorganic layers in each
sheet (N=1 is the monolayer limit). Individual sheets are formed and stacked on top
of each other, where inorganic parts are separated by the organic tails on the inorganic
cations.
decondensation of the 3D structure [178]. The general empirical formula for such thin
sheets then yields AN+1BNX3N+1, where N is the characteristic number of individual
layers of inorganic perovskite unit cells (in out-of-plane direction) per grown crystal
sheet. For the limit of monolayer perovskites of N=1, the empirical formula thus is
A2BX4. Organic parts, which are attached to the inorganic cations, lead to the self-
assembled formation of layered hybrid pervoskites crystals, where adjacent perovskite
sheets are separated by the out-of-plane oriented organic tails [176]. An exemplary
structure of such a layered perovskite for the monolayer limit of N=1 is schematically
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illustrated in fig. 2.10 (b), where the black parts resemble the organic separation lay-
ers. The resulting structures are generally highly crystalline [179–182], although they
are found to be about a factor of 3-10 mechanically softer than common inorganic
semiconductors [182–186]. Additionally, we note that in some systems a temperature
dependent phase transition has been reported [187–189]. Furthermore, considering the
general stability of the crystals, it is well known that exposure to oxygen and moisture
leads to long term degradation of the materials [157, 190–192].
Yet again, turning to the growth of such layered structures, a huge variety of organic
tails is available. While we remark that the choice of these chains technically allows
to influence the properties of the grown crystal, a detailed discussion is beyond the
scope of this work [175, 176]. However, in general, the distance between inorganic
sheets is big enough to consider the individual inorganic layers as quantum confined,
non-interacting systems in analogy to classical quantum well structures [164, 173, 193].
In the experimental part of this work we will focus only on such monolayer perovskites
with N=1, meaning each inorganic sheet consists of only one single layer of inorganic
parts in the in-plane direction, forming a purely two-dimensional structure. This can
be considered as being the equivalent of a monolayer TMDC, with the interaction of
neighboring inorganic sheets being suppressed. Note, however, that the self assembled
growth of such stacked, well separated layers has significant practical advantages, as
it makes the manual separation of single layers obsolete. At the same time, the use
of multiple stacked layers allows to dramatically increase the quantum yield of these
materials, since multiple individual monolayer sheets, up to a certain thickness, can
contribute to the overall observed optical response.
2.5.2 Electronic structure
Similar as introduced for monolayer TMDCs in sec. 2.1.2, a precise knowledge of the
electronic structure, in particular around the direct bandgap [194, 195], is most desir-
able for the study of electro-optical properties. However, while tremendous efforts in
calculating such basic band structures are being made, obtaining accurate theoretical
descriptions still turns out to be a major challenge for state-of-the-art first-principle
calculations. Theoretical approaches can generally be based on modern computational
methods developed for conventional semiconductors, however, the structure of (layered)
perovskites demands the inclusion of some non-trivial effects. These include relativistic
effects, such as efficient spin-orbit coupling from heavy metal atoms [196–198], cou-
pling to low energy lattice excitations [175], many-body effects [199] and the complex
dynamics of the organic layers [200–203]. The latter is of particular significance for
lower-dimensional, layered perovskites, where the dynamics of organic parts start to
44
2.5 Organic-inorganic 2-dimensional semiconductors: Perovskites
play a more important role. As a consequence, the theoretical description of ultra-
thin layered perovskites is even more complex than that of 3D bulk structures. For
this reason, understanding of quantum confinement effects is still at a very early stage.
Therefore, while full theoretical models for an adequate description of such intricate
hybrid structures are still lacking, there are a few first important findings we like to
point out, specifically concerning the influences of the organic interlayers being a major
difference in these systems compared to previously discussed TMDC monolayers.
It has been shown that the organic parts in layered perovskites do not have a direct
influence on the bandgap, since HOMO (highest occupied molecular orbital) and LUMO
(lowest unoccupied molecular orbital) of the organics are energetically well separated
from the inorganics’ valence and conduction bands [166, 195]. Furthermore, the spacing
distance between adjacent inorganic layers, given by the chain length of the organic tails,
has only very minor influence on the band structure [188, 198, 204]. On the other hand,
it is evidenced that already slight distortions in the inorganic structure, e.g., tilting of
the inorganic octahedrons [194, 205, 206], can significantly affect the band structure.
Given that the organic chains separating the individual inorganic layers contribute to
the overall structural stability, the choice of these organic tails can have non-negligible
influences on the resulting band structure and even allows its tunability [207]. Note
that this is especially important in terms of being a potential source for significant
disorder from dynamic fluctuations in the lattice structure [208], which is absent for
conventional semiconductors, and may influence charge carrier dynamics.
In summary we note that theoretical models are not yet able to produce an accurate
model for the electronic structure of layered halide perovskites, although rapid progress
is made and first general trends and relations transpire. We remark, however, that a
general understanding of the electronic structure is even more complex, given the wide
array of available perovskite compounds that may have different properties based on
their chemical composition of both inorganic and organic parts. Resulting from this,
the electro-optical properties in layered perovskites, such as quantum- and dielectric
confinement effects, still remain in big parts based on empirical studies [175, 182].
2.5.3 Electro-optical properties
From such studies it is well agreed on that their two-dimensional character and result-
ing dielectric confinement, similar as in monolayer TMDCs, lead to enhanced Coulomb
interactions and formation of tightly bound excitons [133, 164–166]. Since the dielectric
environment in these structures is intrinsically predefined by the organic layers, bind-
ing energies are strongly dependent on the composition of the individual perovskite
structure [133]. In principle, however, values comparable to those in TMDC monolay-
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ers around 500 meV can be reached [189, 209, 210]. As a consequence, their optical
response at room temperature, in particular in the monolayer limit, is equally strongly
dominated by the formation of optically excited excitons. In contrast to TMDCs, how-
ever, an increase of layer thickness does not lead to a vanishing of their direct bandgap
character. Rather, only a decrease in binding energies is observed due to a progressive
loss of Coulomb enhancement from dielectric screening [210]. Furthermore, also a non-
hydrogenic Rydberg series of Wannier-Mott-like exciton states has been observed [189,
210, 211], drawing further analogies to the exciton picture as described in sec. 2.1.3.
Following from these empirical studies, the general electro-optical properties of mono-
layer and thin-sheet perovskites bare remarkable similarities to that of their TMDC
counter parts. Likewise, fundamental concepts, such as quantum and dielectric con-
finement effects, apply in the same fashion. However, significant differences are found
in the general structure of the materials that lead to the necessity of including further
complexities in their theoretical description. As a result, free charge carrier and exciton
properties remain relatively unexplored and an accurate knowledge of their parame-
ters, such as masses and band offsets from band structure calculations, are still lacking.
Nevertheless we conclude that the comparability of their electro-optical properties to
TMDC monolayers, being dominated by excitonic states, should allow to also apply
methods, initially developed for conventional semiconductor system, to these novel hy-
brid structures. Thus, further empirical studies in connection with the development of
more accurate models for the theoretical description are highly motivated to give a way
of better understanding charge carrier dynamics in these materials.
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Experimental methods
In the following chapter the experimental methods, utilized in this work, shall be intro-
duced. First, the general procedures for the fabrication of both TMDC and pervoskites
samples are discussed. In the following, the two different optical setups that were used
are presented and the general measurement routines are briefly discussed. Finally, we
introduce the methods employed to analyze obtained data, with particular focus on the
accurate evaluation of white light reflectance measurements and the extraction of dif-
fusion coefficients from time- and spatially resolved photoluminescence measurements.
3.1 Sample preparation
All samples investigated in the scope of this work were produced using micro mechanical
cleavage (exfoliation) of high-quality bulk crystals and subsequent all-dry visco-elastic
stamping techniques, in analogy to a method established in ref. [26]. While the con-
cept of this exfoliation is similar for all materials, there are some differences in the
preparation processes, especially considering perovskite samples.
3.1.1 Exfoliation of monolayer TMDCs
The used TMDC materials were commercially available high-quality crystals from HQ
Graphene, Netherlands. In order to obtain atomically thin monolayers of these materi-
als, the crystals were cleaved applying the so called scotch tape method, an improved
technique of the method first utilized by Novoselov et. al [17] for the preparation of
graphene. The principal setup for the preparation is depicted in fig. 3.1 (a) while the
individual steps of exfoliation are schematically shown in (b). In a first step, homo-
geneous sheets of rather thick (few 100’s of µm) TMDC crystals are peeled off of the
mono-crystalline substrate crystals using Scotch Magic Tape. These thinned-down
crystals are then affixed to a petri dish and can be used as the basis for following pro-
cesses of further cleaving of the materials. In a second step (schematically depicted in
fig. 3.1 (b) 1-3), even thinner sheets are separated from these base crystals using blue
Nitto tape (Nitto Denko Corp.) with slightly less adhesion. The tape is inverted and
the adhered crystal is carefully put into contact with a prepared PDMS (polydimethyl-
siloxane) substrate, applying only marginal pressure from the tape’s weight alone. The
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PDMS substrate (∼ 1 cm2) is a commercially available silicone film (P/N WF-20-X4,
Gel-Pack®) that is attached to the end of a microscope glass slide. The blue tape is
then slowly peeled from the PDMS film in a final cleaving step. Due to the out-of-plane
forces being rather weak compared to strong in-plane covalent bonds, it is possible to
cleave the crystals down to a single monolayer this way, which is left on the PDMS
film. While there is always a finite chance of finding monolayers, peel-off speed and
strain applied during this process are the most important parameters determining the
quantity and size of individual, obtained monolayer flakes.
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Figure 3.1: (a) Transfer Setup. A microscope glass slide with an attached PDMS film
holding the sample flake is clamped into a three axis micrometer stage with adjustable
tilt. The SiO2/Si substrate is fixated via vacuum to a heatable copper chuck underneath.
This whole setup is placed under an optical microscope that allows precise positioning
and controlling of the sample during the stamping-like transfer process. (b) Single
steps of the cleaving process. 1-3 show the transfer from blue Nitto tape to a prepared
PDMS stamp on a microscope cover glass. 4-6 depict the actual stamping process that
is executed in the setup of (a).
The microscope slide is put under an inverted optical microscope (Nikon Eclipse 150),
as depicted in fig. 3.1 (a), and the PDMS film is searched for monolayer flakes, which can
be clearly identified via their distinct and strong optical contrast. Note that it is also
possible to accurately identify multi-layers, typically up to thicknesses of three layers,
this way [212]. Once a monolayer has been identified, it can be transferred to a desired
substrate. Common substrates include silicon (Si), thermal oxide on silicon (SiO2/Si),
quartz glass, sapphire, titanium dioxide (TiO2) and diamond. In this work we used
commercially available pieces (0.5 x 0.5 mm) of silicon wafers with a 285 nm thermal
silicon dioxide on top. These substrates are cleaned in an acetone and subsequent
isopropanol ultrasonic bath for 2 minutes each, to remove any residues of organic resists
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that are used in the cutting process of these wafer pieces. They are then additionally
subjected to an oxygen plasma for 5 minutes in order do clean off any organic adsorbents
that may hinder adhesion of TMDCs [213].
In order to transfer identified monolayers onto the desired substrate, the microscope
slide is turned upside down and mounted into a three axis micrometer stage. The
substrate is fixated on a heatable vacuum chuck underneath the PDMS film on the
microscope slide. Using the optical microscope to follow the process, the PDMS film
holding the monolayer flake is slowly brought down onto the substrate. Again, the
speed with which the PDMS film is brought into contact with (and removed from) the
substrate is the most important parameter for a successful transfer process. Addition-
ally, the three axis stage can be tilted to allow for the flake to get into contact with
the substrate in a more controlled way and from a desired direction. During this whole
process, the meniscus between PDMS film and substrate, slowly getting in contact with
each other, can be observed, allowing to adjust the stamping speed when necessary. The
substrate is furthermore preheated to 100°C (70°C for WS2), assuring a better contact
of the sample with the substrate. Particles and other dirt, which can accumulate on
the surfaces, are more mobile at these temperatures and can be pushed out of the con-
tact area between sample and substrate by van-der-Waals forces. When the monolayer
flake is in full contact with the sample, the PDMS stamp is carefully retracted in the
same way, leaving the flake on the substrate, as van-der-Waals forces between flake and
substrate are stronger than between flake and PDMS.
3.1.2 Fabrication of TMDC heterostructures
Most of the samples studied in this work were heterostructures, consisting of multiple
layers of two-dimensional materials stacked on top of one another. These structures
were, in particular, encapsulated monolayer TMDCs, where a desired flake is sand-
wiched between two ultra-thin layers (typically 5-15 nm) of high-quality boron nitrite
(hBN), provided by colleagues from the National Institute for Materials Science, Japan
(Ack. 6). Compared to commercial substrates like thermal oxides, thin hBN layers
are fabricated by likewise mechanical cleavage of bulk crystals and therefore provide
atomically flat and chemically pure substrate surfaces [214–216].
The process of fabricating such samples is analogous to the method described in the
previous section, with each individual layer being stamped sequentially. An exemplary
structure fabricated this way is depicted in fig. 3.2 and different layers are outlined by
color. The hBN layers used for encapsulation, however, do not have to be in the mono-
layer limit, since their main purpose lies in providing homogeneous and atomically-flat
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Figure 3.2: Micrograph of a hBN encapsulated WS2 monolayer sample. Different
layers are highlighted by colors and labeled accordingly. The resulting heterostructure
is accentuated in white. The dotted blue line marks a step in the top hBN layer
thickness. A schematic illustration of the total sample structure is included in the
bottom right corner.
surroundings. For this purpose, they are cleaved down to a thickness where they have
a high optical transparency (typically <20 nm) and individual steps between atomic
layers become visible. After each successful transfer of a single layer, the sample is
annealed under high vacuum at 150°C for 2-4 hours, further enhancing interlayer con-
tact between hBN and TMDC layers. Similar to the heating of the substrate during
transfer, leftover particles, water and other contaminants between the layers become
more mobile and can be pushed to accumulate in small pockets or at layer edges (seen
in fig. 3.2 as small orange spots in the heterostructure). This way the remaining contact
areas are left clean and homogeneous. We remark that, due to WS2 showing a sensi-
tivity to temperatures above 70°C, no further annealing was applied to samples after
a WS2 flake had been transferred. Roughly 60 % of structures produced this way had
areas with high-quality of interlayer contact on the order of >50µm2, with this area
reaching up to several 100’s of µm2 for the best samples.
3.1.3 Preparation of encapsulated perovskite samples
All of the used layered perovskite materials were provided by colleagues from the Weiz-
mann Institute (Ack. 9). To fabricate samples, thin flakes can be cleaved from the bulk
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crystals via mechanical exfoliation and stamped onto a preferred substrate, similar as
described for TMDC materials. Though as stated before, they are not as sensitive to
their direct (dielectric) environment, since by the nature of their structure, this is pre-
defined by the organic separation layers. Therefore, any heat treatment during transfer,
as well as annealing is omitted, which is also necessary with respect to their reported
thermal sensitivity [190, 217] and observed phase transitions at elevated temperatures
[187]. Additionally, they also do not have to be exfoliated down to a single monolayer,
as they are readily grown from stoichometrical solutions to be well separated, stacked
monolayer (N=1) crystals (see sec. 2.5.1). Samples are further fully encapsulated in
high-quality boron nitride to seal them from influences of the general environment and
preserve their optical quality.
Already in the preparation, contact of the perovskites with atmosphere should be
kept to a minimum, due to the reported sensitivity to oxygen and moisture [157, 190–
192]. In a first step, two thin hBN layers are exfoliated and one of them is stamped
onto a SiO2/Si substrate, while the other one is kept to serve as the encapsulating top
layer. Then a flake of perovskite is thinned down to roughly 20-50 nm thickness to give
a rather smooth surface for the top layer of hBN to adhere. We note that the overall
sample thickness is hereby limited to a few 10’s of nm, in order for this top layer of rather
stiff hBN to be able to completely cover the sample. The flake is then transferred onto
the prepared hBN flake on top of the SiO2/Si substrate. Subsequently, it is is quickly
covered with the remaining hBN while care is taken that this layer completely covers
the entire flake and adheres to its bottom counterpart. Typical samples produced this
way were on the range of a few 100’s of µm2, similar to TMDC heterostructure samples.
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3.2 Experimental setup
In principle, two different optical spectroscopy setups have been used in the scope of
this work, as measurements in high external fields were performed in the facilities of the
High Field Magnet Laboratory (HFML) in Nijmegen (Ack. 1). Initially, the principal
setting shall be discussed, which is largely identical for both setups in terms of the
general composition. Additionally, we will briefly introduce the necessary adjustments
that are required to allow for measurements in extensive external fields. Finally, also the
employed measurement protocols for the individual types of spectroscopy are outlined.
3.2.1 General spectroscopy setup
The general experimental setup for optical spectroscopy measurements is depicted in
fig. 3.3. In principle, it can be divided into three parts: excitation arm, sample posi-
tioning and detection arm. The excitation arm includes all light sources that can be
coupled onto the samples. In this work we use a 250 W spectrally broadband tungsten-
halogen lamp (Newport) for reflectance contrast measurements. A 473 nm diode laser
or 633 nm Helium-Neon continuous wave laser (both Laserglow Technologies) serves
as the excitation source for steady-state photoluminescence experiments. Finally, for
time resolved studies a tuneable 80 MHz Ti:Sa laser system (Coherent Chameleon Ultra
II) with 100 fs pulse length is used. Its fundamental wavelength can be tuned between
680-1040 nm and a second harmonic generator can additionally be used to further widen
the excitation wavelength range. All light sources are focused onto the sample using
lenses and mirrors optimized for light in the visible range.
Samples are placed onto a micro-mechanical xy-stage that allows to move them with
a precision of up to 100 nm in the in-plane direction. In order to allow for measurements
under vacuum and at cryogenic temperatures down to 5 K, a microscope cryostat (Janis
ST-500) can be affixed on top of this stage. The stage itself is mounted on top of an
inverted Nikon (Nikon Eclipse Ti) microscope. Light is coupled onto the sample using a
100x magnification microscope objective optimized in the range of UV and visible light.
Under cryogenic conditions a 40x magnification objective with a glass correction for the
cryostat cover glass is used. Laser spots are focused down to around 0.5µm and 1.3µm
full width half maximum (FWHM) with the 100x and 40x objectives respectively. The
white light source yields spot sizes around 1µm and 2.5µm FHWM respectively. Light
from the sample is directed out into the detection arm using a 50/50 beam-splitter
inside the microscope.
It is then first guided through spectral filters to cut away the backscatter of the
excitation laser (no filters were used for white light measurements) and then into a
spectrometer (Acton SpectraPro SP-2300). The detected light is either spectrally
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Figure 3.3: Illustration of the principal measurement setup, divided into three parts:
Excitation, Sample and Detection. The excitation part includes three different light
source options. A spectrally broad white light lamp, various continuous wave (cw)
lasers and a tunable 80 MHz, pulsed titanium sapphire laser (Ti:Sa) with a second
harmonic generator (SHG). Light is coupled onto the sample via an inverted microscope.
The sample is fixed either inside a cryostat or a sample holder atop a x-y micrometer
stage. Filters and lenses allow adjusting of the signal in the detection path. Inside the
spectrometer, either a grating or a silver mirror is used. For detection a cooled CCD
camera or a streak camera, synchronized with the pulsed Ti:Sa laser, are available.
resolved using a grating (300 gr/mm with 750 nm blaze) to yield a spectral resolution of
roughly 1 meV or kept in spatial resolution using a silver mirror inside the spectrometer.
Two different camera systems are available for detection. For steady state measurements
a cooled CCD (Princeton Instruments Pixis 256) is used. Time resolution is achieved,
using a streak camera (Hamamatsu universal streak camera C10910) with a coupled
CMOS camera (Orca-flash 4.0). The streak camera is synchronized with the pulsed
Ti:Sa laser using a laser diode in the fundamental laser path connected to a delay stage.
The best achieved time resolution is on the order of 5 ps, although most performed
measurements used longer time windows of observation, leading to a reduced resolution
on the order of 15-20 ps (depending on the time window).
3.2.2 High magnetic field setup
For measurements in high magnetic fields a slightly different setup was used. While
the principal setup remains similar to what is depicted in fig. 3.3, the sample has to
be put into a large bath cryostat containing a continuous wave magnet with a nominal
maximum field of 32.5 T. Due to the high fields used in this setting, the whole setup of
excitation and detection additionally has to be in a distance of about five meters above
the actual sample. Instead of a microscope, a more compact sample holder is used. To
53
Chapter 3 Experimental methods
have the same control over the sample, it is mounted onto a nanopositioner (attocube
systems) located at the end of the sample holder. The sample holder itself consists of
a long, double-walled, non-magnetic tube, that can be floated with helium exchange
gas and includes an optical microscope lens to focus the excitation light directly onto
the sample. Therefor, collimated light from the tungsten-halogen lamp is coupled into
the tube via a quartz glass window at the top end, yielding a white light spot size
with roughly 2µm FWHM. The detection utilizes a spectrometer with a 1200 gr/mm
grating, resulting in a spectral resolution of 0.2 meV, coupled to a liquid nitrogen cooled
CCD camera. Additionally, while the excitation is non-polarized, the detection setup
allows to filter the signal for different circular (σ±) polarizations. The sample inside the
magnet can further be cooled down to 4.2 K liquid helium temperature and is positioned
perpendicular to the applied magnetic field. Under this conditions, the magnetic field
can be swept in arbitrary steps up to a maximum field of about 30 T.
3.2.3 Data acquisition
Any non-time resolved data was generally acquired using the CCD camera in combina-
tion with the spectrometer, if not explicitly stated otherwise. For reflectance contrast
measurements the exposure time is always adjusted, so that the camera sensor is illu-
minated to roughly 80% of its maximum capacity to achieve maximum signal-to-noise
ratio. In addition each spectrum is averaged over 100 individual frames. Three differ-
ent reflectance spectra are then taken, one on the sample structure (RS), one on the
SiO2/Si substrate that serves as reference (RR) and one of a background (RB), where
the light source is blocked. The corresponding reflectance contrast RC is then calculated
according to:
RC =
RS −RR
RR −RB (3.1)
Photoluminescence spectra were recorded in similar fashion. Here, the exposure time
is adjusted to the emission intensity in order to minimize readouts of the CCD cam-
era. The backscatter of the excitation laser is cut out by placing suitable high-quality
edge pass filters into the detection arm. A background spectrum with the laser source
completely blocked is taken separately and then subtracted from the signal spectrum.
Time resolved measurements were acquired using the streak camera in single photon
counting mode for maximum signal-to-noise ratio. It is taken care that the influence
of double-counts, that is two photons hitting the same pixel during a single exposure
(10 ms), are kept to a minimum. Such double-counts can lead to an underestimation
of the actual signal. Therefore, when necessary, the signal is reduced, using neutral-
density filters in order to make sure to always keep the amount of double-counts below
a threshold of 5% of the total signal. As a consequence from this, we note that a high
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intensity signal is not always of advantage in measurements that incorporate the streak
camera, as the intensity has to always be adjusted to keep photon counts below this
threshold. Generally, five individual frames were acquired and then averaged over, with
each frame having an integration time of 200s.
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3.3 Data analysis
The following sections are dedicated to present the methods used in the evaluation
of obtained data. First, it shall give an overview of how reflectance contrast spectra
are assessed by using a transfer matrix approach under inclusion of a lorentz param-
eterization to approximate the TMDC monolayers’ dielectric function. Additionally,
the analysis of time- and spatially resolved photoluminescence measurements and the
extraction of diffusion coefficients from streak camera images are discussed.
3.3.1 Analyzing reflectance spectra - a transfer matrix approach
The careful analysis of excitonic resonances from reflectance spectra is a crucial part
of this work, as it gives access to not only their energetic position, but also their
oscillator strength and, more importantly, their non-radiative broadening. This is done
by fitting the results of a transfer matrix calculation to the measured spectra. The
TMDC monolayer’s dielectric function is thereby accounted for by a modeled function,
parameterized from lorentzians. To allow for the evaluation of complex structures and
large amounts of data, the whole analyzing procedure described in the following has
additionally been written into an automated fitting algorithm, programmed in Matlab®
along the lines of ref. [218].
The necessity of using a transfer matrix approach arises from our samples being a
stack of multiple thin planar layers, where refraction at interfaces and subsequent inter-
ference effects have to be taken into account. In other words, additionally to light being
absorbed (in layers with complex refractive indices), incident light will be refracted at
each layer interface, where it is partially reflected back. This is schematically depicted
in fig. 3.4 (a) for an exemplary structure of N=4 planar layers. Light coming from the
bottom (layer 1) and propagating upwards in direction of layer 4 is called forwards trav-
eling and its amplitude in the i-th layer is denoted by vi. Accordingly, light traveling
towards the bottom layer due to reflection is called backwards traveling light and its
amplitude is denoted by wi. The first and last layer are taken as semi-infinite layers,
meaning there will be no backwards propagating light in the last layer (w4=0), as there
is no surface from which the light could be scattered back. At the same time, the am-
plitude of the forward propagating light in the first layer is defined as v1 = 1, since it
comes from infinity and has not been refracted yet. Light leaving the structure at the
top side towards infinity is the total transmitted light, with the amplitude v4 = ttot, and
likewise, light leaving the structure at the bottom is the total reflected light with the
amplitude w1 = rtot. The refraction of light at each interlayer surface depends on the
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refractive indices of the two materials, as well as the incidence angle. For two adjacent
layers i and i+ 1 this is described as:
rsi,i+1 =
nicosθi − ni+1cosθi+1
nicosθi + ni+1cosθi+1
, tsi,i+1 =
2nicosθi
nicosθi + ni+1cosθi+1
, (3.2a)
rpi,i+1 =
ni+1cosθi − nicosθi+1
ni+1cosθi + nicosθi+1
, tpi,i+1 =
2nicosθi
ni+1cosθi + nicosθi+1
. (3.2b)
Here r and t are the refracted and transmitted parts when traveling from layer i to
i+ 1 respectively. The indices s and p denote the polarization of the incident light. For
unpolarized light we simply yield ru = (rs + rp)/2 and tu = (ts + tp)/2. ni denotes the
refractive function of the i-th layer with respect to wavelength (or energy). θi is the
angle of incidence compared to the normal of the interlayer-plane. It is given for the
i-th layer by Snell’s law according to:
θi = arcsin
(
n1sinθ1
ni
)
. (3.3)
The refractive function can be a complex function and is related to the (complex)
dielectric function ε as:
n2 = ε. (3.4)
To calculate interference effects of forward and backward traveling light we need to
know the lights relative phases. For this purpose, let us consider light of wavelength λ
traveling inside layer i with its wave vector ki defined as
ki(λ) =
2pini(λ)
λ
. (3.5)
Depending on its wave vector we can then define the lights accrued phase δi(λ) (in-
cluding absorption for complex refractive indices) when traveling through layer i of
thickness di:
δi(λ) = ki(λ)di. (3.6)
From this, we can use a transfer matrix approach relating forwards (v) and backwards
(w) traveling light at each interlayer boundary of layers i and i+ 1 (for a more detailed
derivation see ref. [218]): (
vi
wi
)
= Mi
(
vi+1
wi+1
)
. (3.7)
57
Chapter 3 Experimental methods
The Matrix Mi in layer i is given by:
Mi =
(
e−iδi 0
0 eiδi
)(
1 ri,i+1
ri,i+1 1
)
1
ti,i+1
. (3.8)
Note, however, that i ∈ 2, 3...N −1, since for the first and last layer being semi-infinite,
δi is not really defined. However, M0 can simply be defined as having no accrued phase
(the light is coming from infinity) and therefore δi ≡ 0. A matrix for the last layer
is not needed, since the light is going to infinity again, or in other words, has left the
multilayer structure. The Matrix for the full structure is then defined as the product
of all individual layer matrices as:
Mtot =
1
t1,2
(
1 r1,2
r1,2 1
)
N−1∏
i=2
Mi. (3.9)
Here, indices for polarization are omitted for simplicity, since the equations are identical
for both. Now rtot and ttot, the amplitudes of light entering and leaving the stack at
the front and back, as depicted in fig. 3.4 (a), are coupled via this Matrix analogously
to eq. 3.8 as (
1
rtot
)
= Mtot
(
ttot
0
)
(3.10)
and it follows that ttot = 1/Mtot,11 and rtot = Mtot,21/Mtot,11. Now, calculating the
Poynting vector, it can be shown [218] that the total reflectance and transmission of
the multilayer stack are
Rs/p = |rs/ptot |
2
, (3.11a)
T s = |tstot|2
Re [ncosθ]
Re [n1cosθ1]
, T p = |tptot|2
Re [ncosθ∗]
Re [n1cosθ∗1]
(3.11b)
and again, for non-polarized incoming light, the average of s and p polarization is
used. According to this transfer matrix approach, the reflectance and transmittance
of any arbitrary multilayer stack can be calculated, given the refractive functions and
thicknesses of each layer are known.
For structures considered in this work, the refractive functions can be taken from
literature for all layers but the monolayer. In this case it is calculated from a param-
eterized model dielectric function using eq. 3.4. For this purpose, a sum of complex
Lorentzians, one for each excitonic resonance, and a dielectric background are used to
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yield the modeled dielectric function as:
εmodel(λ) = εBG +
∑
j
fj
E2(λ)− Ej2 − iEΓj
, (3.12)
with the index j running through the relevant excitonic resonances. The parameters
defining the Lorentzians are then their oscillator strength fj, their resonance energy Ej
and their purely non-radiative broadening Γj while εBG is the dielectric background.
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Figure 3.4: (a) Adapted from [218]. Schematic illustration of light traveling through a
multilayer stack with N=4 layers. Layers are numbered along the direction of incoming
light and first and last are approximated as semi-infinite. vi and wi denote the ampli-
tudes of forwards and backwards traveling light in the i-th layer respectively. (b) Real
and imaginary parts of a modeled dielectric function for a typical hBN-encapsulated
WS2 monolayer. The dielectric function is parameterized by complex Lorentzian func-
tions, each accounting for one of the excitonic resonances, labeled according to its
underlying state. Lorentzians with smaller oscillator strengths are enlarged in the inset
for better visibility. (c) Representative reflectance contrast (gray) of an encapsulated
WS2 monolayer sample as measured is shown in the top panel and its corresponding
first derivative in the bottom panel. Features from excitonic resonances are indicated
by arrows. Red is the simulated spectrum, using a transfer matrix approach and the
parameterized dielectric function shown in (b). Individual resonances from excitonic
states in monolayer WS2 are additionally accentuated in the inset.
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Such a modeled complex dielectric function is shown in fig. 3.4 (b), including reso-
nances for the exciton ground and excited states (1s and 2s), the trions, as well as the
B-exciton transition. From this, using the transfer matrix approach as described above,
a reflectance contrast spectrum can be calculated. Hereby, the thicknesses of individual
layers, in a first approximation, are guessed from roughly knowing how thick the flakes
were during exfoliation. The obtained spectrum is then fitted to the experimental spec-
trum. Thicknesses and Lorentz parameters for each of the Lorentzians of the dielectric
model function are adjusted accordingly. In an iterative process the simulated spec-
trum can be calculated to closely represent a measured spectrum (see fig. 3.4 (c)). Note
that the raw reflectance contrast spectrum of the top panel is used to approximate the
thicknesses of the substrate and hBN-layers, which have a rather broad contribution to
the spectrum. The first derivative is then used to closely fit the comparatively sharp
excitonic transitions (bottom panel and inset). In our data analysis this is commonly
done by using both spectra in a simultaneous fitting procedure.
The resulting fitted dielectric function of the monolayer TMDC (fig. 3.4 (b)) then con-
tains complex Lorentzians for each resonance, containing information of the resonance’s
oscillator strength, linewidth (the actual fitting parameter does not include radiative
broadening) and absolute energy position. Additionally, this dielectric function can be
used to calculate the transmission of the full stack from eq. 3.11b and, following from
that, also the absorption A = 1 − R − T of the stack. Measurements of reflectance
contrast and subsequent fitting with a dielectric model function therefore give a conve-
nient handle in investigating basic properties of excitonic resonances. The automated
fitting algorithm for this work furthermore allows to track these properties over multiple
hundreds or thousands of single measurements. This in return provides the possibility
to track exciton resonance shifts and linewidth broadening under changing external
influences over large acquired data sets.
3.3.2 Diffusion coefficients from time resolved photolumi-
nescense
In order to measure diffusion of excitons, we use an excitation profile where the intensity
is given by a two-dimensional Gauss distribution. A representative excitation profile is
depicted in fig. 3.5. Its initial squared width is then defined by the squared width of
the laser spot. Following from that, the injected exciton density nex(~x) right after the
excitation at t0 has the same spatial distribution profile and will broaden with time due
to diffusive exciton propagation according to Fick’s second law (eq. 2.11). The solution
of this equation with a two-dimensional profile is given in eq. 2.12 and yields that the
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broadening is described by the change of its squared width with time as:
∂w(t)2
∂t
= 4Dt, (3.13)
where D is the diffusion coefficient and t is time. The diffusion coefficient is linearly
proportional to the change in the exciton density’s squared Gauss width and can be
related to its relative broadening as D = (w(t)2 − w(t0)2)/4t.
The observed parameter under experimental conditions, however, is the photolumi-
nescent response of the exciton ensemble. Here, we assume its intensity I(~x, t) to be
directly proportional to the density of the entire exciton population nex(~x, t). This is
reasonable, since scattering of excitons at room temperature is sufficiently fast compared
to the exciton lifetime [154]. Due to that, intermixing of all exciton species (bright and
dark) via scattering can be assumed, meaning that dark excitons can scatter into the
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Figure 3.5: Measurement procedure for diffusion experiments. Initially, a spot with
Gaussian density distribution is excited with the pulsed laser. The photoluminescence
response from a cross-section of the center part is projected onto the streak camera.
Time- and spatially resolved signal (shown for a representative measurement) is nor-
malized and spatial profiles at different time steps are taken. The squared Gauss width
of these is extracted from fits and plotted with respect to time. From a fit to these data
the diffusion coefficient is determined.
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light cone and, vice versa, bright ones can scatter out of it. The photoluminescence
signal from only the bright excitons can therefore be taken as being representative
of the whole exciton population. The spatial evolution of its intensity therefore also
gives direct access to the change of the exciton density distribution with time. The
wanted broadening of the exciton density profile can therefor be directly tracked from
the corresponding broadening of the photoluminescence intensity with time.
The way this is realized is by directly projecting an approximately one-dimensional
cross-section of the middle of the emission spot onto the streak camera. Since a two-
dimensional Gauss is centrosymmetric, its width can be extracted from such a one-
dimensional cross-section in analogy to the diameter of a circle. Therefore, the squared
width of the two-dimensional exciton density distribution can be tracked from the one-
dimensional cut-out of the PL signal. Using the streak camera to deflect this signal
in time yields temporal resolution along the y-axis and at the same time allows to
follow the Gauss width along the x-axis of the detected signal. In order to extract
diffusion coefficients from such a measurement, the signal is cut into n temporal slices
with an appropriately chosen constant width of ∆t. For each of these temporal slices
the signal is then integrated over time, yielding spatial density distribution profiles
(spatials). Note that the width of the slices has to be chosen so that the signal-to-
noise ratio of the spatials is reasonable. These are then fitted with a Gauss function
IPL(x, t) ∼ exp(x2/w(t)2) and the squared Gauss width w(t)2 is extracted. It is plotted
as a function of time and the diffusion coefficient can be extracted from the slope of a
linear fit to these data according to eq. 3.13.
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Results and discussions
This chapter focuses on the experimental studies that were performed in the scope of
this work. It is structured to follow closely along the lines of the theoretical back-
ground, discussed in sections 2.2 - 2.5. For this purpose, this chapter is divided into
four separate sections, thematically matching the corresponding theory part. In each
of the segments the experimental setting and performed measurements are presented,
followed by a detailed discussion of the obtained results, with respect to the theoretical
understanding.
4.1 Excitons in high magnetic fields
In the first experimental project of this work, basic excitonic properties were investi-
gated via magneto-optical measurements in high magnetic fields [83]. The main focus
lay on the experimental determination of the exciton size of ground and excited states in
the representative TMDC monolayer system of WS2. In the context of the extraordinar-
ily tightly bound excitons in this system, it is of interest to consider that such binding
energies (∼ 0.5 eV) are commonly associated with Frenkel-like excitons, known from
molecular crystals [219–221]. In contrast to that, experimental and theoretical findings
support the applicability of a Wannier-Mott type-like model [24, 27, 78]. Therefore,
knowledge of the spatial extent of the exciton wave functions can help unravel the na-
ture and correct physical description of these excitons. At the same time, this also
provides a spatial scale for any relevant fluctuations in the environment, the effects of
which will be discussed in the next experimental section (see sec. 4.2). While simi-
lar experiments have been performed on WSe2 monolayers [28, 116], our study shows
that the investigated physical properties are not unique to a single material system but
can rather be taken as basic properties in TMDC monolayers, confirming their general
physical origin. Additionally, also the valley-Zeeman shift was measured, allowing to
extract the exciton g-factors for both ground and excited state. All of the high field
experiments were carried out in a collaborative work in the facilities of the High Field
Magnet Laboratory (HFML), Nijmegen (Ack. 2 and Ack. 1).
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4.1.1 Measurements in high magnetic fields
As described in sec. 3.2.2, the samples in this experiment were placed inside a resistive
continuous wave magnet, reaching fields as high as 29 T with the field being oriented
perpendicular to the sample, depicted in fig. 4.1 (a). Reflectance contrast measurements
were taken in 1 T steps, where spectra on the sample were acquired in the ”up-field”
sweep and reference spectra on the SiO2/Si substrate on the ”down-field” sweep, in
order to minimize the need for sample re-positioning. The sample was cooled to 4.2 K
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Figure 4.1: (a) Simplified illustration of the experimental setup. An encapsulated WS2
monolayer flake is positioned perpendicular to the applied B-field. The spectrally broad
white light source is used in excitation and the signal is detected while resolving for
circular σ± polarization. (b) Top panel: As-measured reflectance spectrum at T = 4.2 K
and B = 0 T (light blue). Dark blue is a simulated spectrum fitted to the data, using
the transfer matrix method described in sec. 3.3.1. Bottom panel: Corresponding first
derivative of the reflectance contrast for better visibility of the excitonic resonances.
The excited state 2s resonance is further enhanced in the insets.
liquid helium temperature and the 250 W broadband tungsten-halogen lamp served as
the light source. Signal from the sample was resolved in circular σ± detection. The
sample under consideration was a fully encapsulated WS2 monolayer and two different
positions on the sample were measured. The encapsulation in high-quality boron nitride
leads to a significant narrowing of the excited state linewidth [103, 222] (discussed in
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detail in the next section) and allowed for a more precise tracking of resonance energy
shifts. Additionally, also a non-encapsulated (bare) sample on a Si/SiO2 substrate was
measured for comparison.
An exemplary reflectance contrast spectrum, calculated from measurements accord-
ing to eq. 3.1 of the sample with respect to the SiO2/Si substrate at B = 0 T, is shown
in the top panel of fig. 4.1 (b). The corresponding derivative is included in the bottom
panel. Simulated spectra using the method detailed in sec. 3.3.1 are included and the
observed exciton resonances are labeled correspondingly. The first excited 2s state is
further accentuated in the inset for better visibility. The respective energy positions
of 1s ground and 2s excited state of 2.067 and 2.208 eV and the energy separation on
the order of 140 meV are consistent with literature values reported for encapsulated
samples [28, 71]. Note that further higher lying states n ≥ 3 are not observed, which
is most likely due to these states having low binding energies and thus merging into
each other and the bandgap. We additionally remark that recent works show that these
resonances can also be tracked from photoluminescence spectra, given sufficient sample
quality and excitation power [223].
4.1.2 Magnetic field dependent exciton resonance shifts
The energetic shifts of resonances in the encapsulated WS2 sample upon applying mag-
netic fields up to 29 T are presented in fig. 4.2. Here, only the reflectance contrast’s first
derivatives are shown, since there, the sharp excitonic resonances are more pronounced
in contrast to the broad background, stemming mainly from interference effects of the
thin hBN layers. Fig. 4.2 (a) shows a false color plot of these derivatives in the ener-
getic range of the 1s and 2s resonance. The detected light is resolved for σ+ and σ-
polarization components, stemming from either K+ and K- valley respectively, accord-
ing to the selection rules detailed in sec. 2.1.2. The magnetic field induced resonance
shifts are indicated by dotted lines. Corresponding spectra in the same energy range
are depicted in fig. 4.2 (b). For clarity, only every third spectrum is shown. Here, the
dotted line indicates the ground and excited state resonance energy E0 at zero field
(B = 0 T), where both valleys and thus the resulting transition energies are energeti-
cally degenerate. The extracted relative energy shifts ∆Eσ± for 1s and 2s state with
respect to E0 as a function of the magnetic field are shown in fig. 4.2 (c). Measurements
for a second sample position with similar overall resonance energies and linewidth are
included. We further note that a second measurement on the first sample position (not
shown) yielded essentially the same results. In the field induced shift of the 1s ground
state we find a mainly linear field dependence with different sign for σ+ and σ- polar-
ization. In contrast to that, the 2s resonance energy, additionally to this linear shift,
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Figure 4.2: (a) First derivative of the reflectance spectra in the range of the two exci-
tonic states in a 2D false color plot. The dotted lines are guides to the eye for tracking
the magnetic field induced energy shifts. Top and bottom panel are measurements from
σ- and σ+ polarized detection respectively. (b) Corresponding first derivative spectra
of the measured reflectance contrast in 3 T intervals. Different polarizations are color
coded and the resonance energy at 0 T is indicated by dotted lines for both resonances.
(c) Extracted relative energy shift for ground (bottom) and excited state (top) with
respect to the magnetic field. Measurements from two sample positions are included
and the data are shown for σ± detection. The dotted lines are the average energy shifts
from the combination of individual valley Zeeman and diamagnetic shift contributions
(detailed in fig. 4.3).
shows a clear non-linear contribution, that has positive sign for both polarizations. The
linear part of the shift can be attributed to the well studied valley Zeeman shift, which
splits the energy resonances of K+/K- valley linearly with magnetic field, depending
on the valley g-factor according to eq. 2.9. The non-linear shift to higher energies in
both polarizations is attributed to the diamagnetic shift. This shift is more pronounced
in the higher excited state due to its dependence on the exciton radius, which will be
discussed in more detail below.
Furthermore, we note that this gives additional confirmation of the assignment as a
higher excited excitonic 2s resonance. In particular, it allows to exclude the proposed
interpretation of that resonance stemming from a phonon-assisted transition related
to the 1s-ground state [224], as, in this case, this resonance should closely follow the
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energy shift of the ground state. The overall measured resonance energy with respect
to magnetic field is shifted by a combination of both contributions from valley Zeeman
effect (eq. 2.9) and diamagnetic shift (eq. 2.10) and can be written as Eσ±,n(B) =
E0,n+∆Eσ±,n = E0,n+∆EvZσ±,n+∆E
dia
n . From that, the individual contributions of the
two effects can be extracted by either subtracting or averaging the polarization resolved
resonance Energies Eσ+,n and Eσ−,n:
∆EvZn = Eσ+,n − Eσ−,n, (4.1)
∆Edian =
1
2
(Eσ+,n + Eσ−,n)− E0,n (4.2)
Note that ∆EvZn then is the total energy splitting between transition energies of the
different K± valleys, arising from the valley Zeeman effect.
4.1.3 Quantitative valley Zeeman and diamagnetic shift
The extracted valley Zeeman and diamagnetic shifts, using eqs. 4.1 and 4.2, are pre-
sented in fig. 4.3 (a) and (b) respectively for both observed exciton states. We find
that the contribution from the valley Zeeman effect shows a strictly linear behavior
and using ∆EvZn = g
vZ
n µBB (which follows from eq. 2.9) allows to extract the valley
Zeeman g-factor gvZ from linear fits. The obtained values for the two different exci-
tonic resonances are gvZ1s = −4.35 ± 0.1 and gvZ1s = −4.2 ± 0.1 and are consistent with
previous measurements on WS2 monolayers [115–117]. Considering the experimental
uncertainty, the shifts for both exciton states are essentially equivalent. This suggest
that the transition energies follow the shifts of the valence and conduction bands in a
single particle picture as described in sec. 2.2.1. As a consequence, we can conclude
that these effects are mostly independent of the different spread of the exciton wave
function in reciprocal space, which follows from their different extension in real space.
The diamagnetic shifts, on the other hand, are significantly different for the two
states and almost an order of magnitude bigger for the 2s state compared to the 1s
ground state. It is quantified by its diamagnetic shift parameter σn, which is obtained
from the purely quadratic fits shown in fig. 4.3 (b) according to eq. 2.10. As discussed
in sec. 2.2.3, the use of this model in a weak-field limit is well justified considering
that the estimated Landau level splitting, i.e., half of the cyclotron energy, is on the
order of 10meV. This is well below typical exciton binding energies for both 1s and 2s
exciton states [24]. The extracted values for the diamagnetic shift parameter of the two
measured sample positions are σpos11s = 0.58±0.03µeVT−2 and σpos21s = 1.2±0.08µeVT−2
for the ground state. For the first excited state the values yield σpos12s = 4.9±0.14µeVT−2
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and σpos22s = 7.9 ± 0.22µeVT−2. From these values the average relative energy shifts
∆Eσ± can be numerically calculated by combining both valley Zeeman and diamagnetic
contributions taken from the fits. The obtained average of the two positions with respect
to the magnetic field is included in fig. 4.2 (c) by dotted lines.
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Figure 4.3: (a) Valley Zeeman shift of 2s (top) and 1s (bottom) state for both sample
positions, obtained from eq. 4.1. The black line indicates a valley Zeeman g-factor of
-4.2. (b) Extracted diamagnetic shifts using eq. 4.2. Solid lines are purely quadratic
fits to the experimental data. Additionally values for the non-encapsulated reference
sample are included as open circles.
Data, measured on the non-encapsulated sample for comparison, is presented in
fig. 4.3 as open circles. The data is more noisy due to the resonances being more
strongly broadened and thus harder to track. Still, the trend of the resonance shifts
roughly follows the data for the hBN-encapsulated sample for both valley Zeeman and
diamagnetic shift, further confirming our interpretations. The extracted diamagnetic
parameter of 3.5±0.55µeVT−2, being slightly lower than for the encapsulated samples,
is reasonable in a picture where the different dielectric surroundings and subsequent
dielectric screening can lead to reduced exciton radii [225].
Let us now turn to the spread of the diamagnetic shift between the two different
sample positions of the encapsulated sample. It is likely to be due to systematic uncer-
tainties in the experiment, such as, for example, different average dielectric surround-
ings on different sample positions (further discussed in sec. 4.2.3). Additionally, we
note that, in particular for the 1s state, the careful analysis of the diamagnetic shift is
challenging, with the absolute shift only being in the range of 0.5-1 meV at fields up to
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29 T. These shifts are close to the experimental resolution of our setup, although the
detection is technically more sensitive to relative shifts, than is given by its absolute
resolution. Nevertheless, this gives a potential reason for the presented values being
slightly above previously reported measurements in fields up to 65 T [116].
In the further analyzing of the data we will regard the two measured positions as being
equivalent, considering the similarities of their optical response, especially concerning
identically narrow resonance linewidth. The relative spread from the two measurements
is on the order of ± 20 % for the obtained diamagnetic shift parameter, which will lead
to a spread of ± 10 % in the analyzing of the excitons’ spatial extent.
4.1.4 Exciton radii from diamagnetic shifts
According to eq. 2.10, knowledge of the diamagnetic shift parameter σn provides a di-
rect relation of the mean square radius 〈rn2〉 to the reduced effective exciton mass µex
for the n-th excitonic state. This relation is given as rn =
√
8µexσn/e. The result-
ing dependence of the root mean square radius
√〈rn2〉 with respect to the reduced
exciton mass is plotted in fig. 4.4 (a), using the values of σn from the magnetic field
measurements. The colored, solid lines are the derived exciton radii for the two mea-
sured sample positions presented for a broad range of effective masses in values of the
electron rest mass m0. Over this whole range the obtained 1s rms radii are on the order
of 2-3 nm and those of the 2s are between 5-8 nm. From eq. 2.2 we can additionally es-
timate a reduced effective exciton mass, using effective electron/hole masses in valence
and conduction band, calculated in a single-particle band structure [56]. This yields
µex = 0.15m0 and is indicated in fig. 4.4 (a) by a black vertical line. The rms radii
then are 2.0-2.9 nm for the ground and 5.8-7.4 nm for the first excited state. These
results are in reasonable agreement with previous measurements of the 1s state radius
of 1.5 nm on SiO2 [116], where a slightly smaller radius would be expected, considering
the lower dielectric screening in these structures. Reports for higher lying states had
so far only been reported for WSe2 monolayers and, with 6.6 nm rms radius, were in
the same range as our values. In addition it is noted that very recent measurements
up to fields of 91 T provide a better analyzing of the 1s shift due to the extended field
range and yield a WS2 1s rms radius in hBN of 1.8 nm. The experimentally determined
reduced effective mass of 0.175m0 is slightly higher than the theoretically predicted
mass [119].
Also included in fig. 4.4 (a) in gray shaded contours are theoretically calculated radii
from effective mass models for Wannier-Mott like excitons [69, 131]. The Schro¨dinger
equation is solved while accounting for the non-local dielectric screening by introducing
a thin-film Coulomb potential in the form given in eq. 2.4. The dielectric constant of
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Figure 4.4: (a) Estimated exciton root mean square radii for ground and excited state
as a function of the reduced effective exciton mass µex. The solid lines are obtained
using eq. 2.10, with constant values for the diamagnetic shift constant σn, extracted
from the quadratic fits shown in fig. 4.3. Gray lines are simulated rms radii, calculated
from solving the Schro¨dinger equation, using the thin-film potential from eq. 2.4. It
is shown for three different reasonable screening length r0 and assuming a dielectric
constant εs = 4.5 for hBN, taken from literature values in the optical frequency range
[226]. Reasonable agreement is obtained near the theoretically predicted reduced mass
value [56], indicated by a solid black line. (b) Exciton radial probability as a function
of the electron-hole separation, from the exciton envelope wave functions of 1s and 2s
state. Top panel shows numerically calculated values using the thin film potential,
εs = 4.5, r0 = 4 nm and µex = 0.15m0. Bottom panel shows results from purely 2D
hydrogenic wave functions [124] with the rms radii fixed to the average values of 2.45
and 6.6 nm, extracted from (a) for 1s and 2s state respectively. The Bohr radius a2DB
and the exponential parameter in the wave function a2D1 are indicated by dotted lines.
A schematic to-scale representation of the real space lattice is shown on the bottom.
the surroundings εext is set to a value of 4.5 for hexagonal boron nitride in the range
of optical frequencies [226] and r0 is varied in a reasonable range of 3 to 5 nm [69,
84]. Note that the different dependence of the rms radius on the effective mass in
the calculations, compared to the measurements, stems from the different approach of
obtaining the rms radius. In the calculations a well defined potential is introduced, while
the diamagnetic parameter is not defined at all, but rather varies with the calculated
rms radius according to eq. 2.10. In contrast to that, the experimental approach has
it the other way round, meaning that a fixed value for the diamagnetic parameter is
obtained. A variation of the effective mass then leads to a varying of the underlying
potential, which is not directly experimentally accessed. Thus, in these two approaches,
the parameters changing as a function of the reduced effective mass are different ones,
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leading to the displayed effective mass dependencies. Nevertheless, we find a reasonable
agreement of theoretically calculated and measured values in the range of the estimated
effective mass of µex = 0.15m0.
Fig. 4.4 (b) presents the spatial extent of the excitons in encapsulated monolayer
WS2. Here, the radial probability densities, defined through the exciton envelope wave
function as 2pir|Ψn(r)|2, are shown as a function of the electron-hole separation r. A
schematic to-scale representation of the WS2 lattice with a lattice constant of 0.315 nm
is included on the bottom. The top panel shows numerical solutions of the Schro¨dinger
equation using the aforementioned thin-film potential with r0=4 nm and εext=4.5, as
well as µex=0.15m0. As discussed in sec. 2.1.3, such a model then allows to estimate
binding energies and we obtain 147 meV for the 1s and 31 meV for the 2s state. The
1s-2s separation of 116 meV thus deviates slightly from the one observed in experiment
(∼ 140 meV), which is attributed to possible deviations of the effective masses, the
approximate Coulomb thin-film potential and experimental uncertainties. The bottom
panel is an illustration using purely hydrogenic 2D radial wave functions Ψn(r) [124]
according to:
Ψ1s ∝ exp
(
− r
a1
)
, (4.3)
Ψ2s ∝
(
2− 4r
3a2
)
exp
(
− r
3a2
)
. (4.4)
The wave function parameters a1 and a2 are adjusted to fit the average rms radii
of the 1s and 2s state to those obtained in experiments, i.e., rmsexp1s = 2.45 nm and
rmsexp2s = 6.6 nm. In contrast to that, in an ideal 2D hydrogen model, as described in
sec. 2.2.2, the variable in the wave function is a constant for all states and related to
the Bohr radius a2DB , meaning a
2D
1 = a
2D
2 = 2a
2D
B . For the present case of a1 6= a2 this
further illustrates the deviation from a purely hydrogen-like description of the exciton
physics in the TMDC monolayers. (Note that here also the orthogonality of the radial
wave function for states with identical orbital quantum number is lost).
Interestingly, despite these differences, we find that the wave functions from the nu-
merical solution and those of the 2D hydrogen model indeed have an overall similar
shape, aside from slight details. Thus, while the description of excitons in analogy to
a hydrogen model is not perfectly physically accurate, it is still a helpful illustration
in understanding the general picture of excitons. In particular, it further supports
the applicability of the hydrogen-like Wannier-Mott type exciton picture, considering
that exciton states extend over a multitude of lattice constants. Especially higher ly-
ing states, due to their bigger radius, span over hundreds of lattice sites, taking into
account their two-dimensional nature. Furthermore, a hydrogen like description of ex-
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citons, when accounting for the non-local screening with a modified thin-film Coulomb
potential, is found to yield an adequate approximation in comparison with experimen-
tally obtained results. Thus, while ab initio calculations remain extremely helpful in
obtaining accurate theoretical descriptions with high numerical precision, this approach
can provide an appropriate tool to assess fundamental physical properties of excitons
in two dimensional TMDCs monolayers.
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4.2 Influence of the environment in experiments
As discussed in detail in sec. 2.3, the environment of two-dimensional semiconductors
is expected to have a significant influence on its optical response. In particular, in-
homogeneities in the direct layer vicinity can give rise to potential fluctuations in the
dielectric surroundings, influencing the resonance linewidth and absolute energy po-
sition of exciton resonances. As also addressed in the previous segment, under most
experimental conditions it is favorable to have resonance linewidth as narrow as pos-
sible. This is necessary not only to allow for accurate qualitative tracking of energetic
shifts, but on the whole opens the way for an accurate study of diminutive details in
the optical response. Additionally, control over such disorder, or more generally, the
dielectric surroundings gives a handle to tailor excitonic properties and can also have
effects on properties, such as the exciton propagation, as discussed in the next segment.
Therefore a thorough understanding of effects from environmental influences and how
to avoid or engineer them is of wide interest. In the following we investigate this subject
via the different responses of excited states to changes in the dielectric environment.
4.2.1 Resonance broadening from nanoscale disorder
First, we study dielectric disorder on the nanoscale, that is fluctuations in the dielectric
surroundings on scales that are bigger than the exciton state’s average size (on the order
of a few nm, as shown in the previous segment) but smaller than the average probed
area (typically on the order of 0.5-2µm). We note that excitonic resonances, in a good
approximation, should not be sensitive to disorder on a scale significantly smaller than
the underlying exciton state’s radius. The reason for that is that we can assume the
screening of Coulomb interactions to be proportional to the average dielectric constant
between the two charges in consideration. Given the spatial scale of fluctuations in the
dielectric constant is considerably smaller than this distance, the exciton is just not
sensitive to it, as it will always be averaged over.
In order to investigate effects from nanoscale disorder we compare two different types
of samples, schematically depicted in the top part of fig. 4.5. On the left is an artist’s
impression of a TMDC monolayer exfoliated on a typical SiO2/Si substrate that is com-
monly known to have a rather rough surface on the relevant scale [215, 227, 228]. Addi-
tionally, particles and residues from sample preparation are expected to be adsorbed on
top of the TMDC flake. This leads to overall non-homogeneous (dielectric) surround-
ings of the sample. The second sample under consideration is a hBN-encapsulated
TMDC monolayer using high-quality hexagonal boron nitride. In this configuration the
sample’s environment is expected to be more homogeneous [214, 215, 227], as described
in sec. 3.1.2.
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Figure 4.5: Top is an artist’s impression of two different sample configurations. Left
depicts a TMDC monolayer flake on a typical SiO2/Si substrate with particles and
residues adsorbed on top. Right is a hBN encapsulated sample with an idealized,
perfectly homogeneous environment. Bottom shows representative first derivatives of
reflectance contrast spectra, measured on WS2 samples in the respective configuration
at 4.2 K liquid helium temperature (gray). Also included are simulated spectra from
a transfer matrix approach (colored). The estimated resonance broadening from non-
radiative contributions is denoted by Γn for the respective n-th exciton state.
In our experiments we analyzed WS2 samples of the above described configuration
via linear optical reflectance spectroscopy in the energy range of the ground and first ex-
cited exciton state. The samples were additionally cooled to liquid helium temperature
to drastically reduce contributions from homogeneous broadening via phonon scatter-
ing. Light from the spectrally broad tungsten-halogen lamp was focused to a FWHM of
roughly 2µm and the reflectance response was detected using the 300 gr/mm grating in
combination with the CCD camera. Selected representative spectra of the reflectance
contrast derivative with respect to the SiO2/Si substrate are shown for both samples
in the bottom of fig. 4.5. Also included are fitted simulated spectra using the transfer
matrix approach described in sec. 3.3.1. These fits allow to estimate the purely non-
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radiative broadening from the simulations, which is denoted by Γn for the n=1s,2s state.
We find that the non-radiative linewidth of the ground state is bigger by a factor of
about 6 with a difference of roughly 10 meV in the bare sample on SiO2 (Γ
bare
1s ∼12 meV)
as compared to the encapsulated sample (Γencap1s ∼2 meV). Interestingly, this difference
in linewidth between the samples is drastically more pronounced for the first excited
state. Here, the ratio yields Γbare2s /Γ
encap
2s ≈ 22, with non-radiatively broadened 2s reso-
nances of ∼ 100 meV and ∼ 4.5 meV for the bare and encapsulated samples respectively.
Let us first focus on the bare sample on SiO2 and investigate the pronounced broad-
ening of the 2s state. In the first instance such an enhanced broadening of a higher
excited state can be excluded to stem from homogeneous broadening. For this purpose,
we refer to a previous work, where we investigated the homogeneous broadening mecha-
nisms in a joint theory-experiment study (Ack. 7,[92]). While this work was performed
on WSe2, we remark that due to their general similarities in the band structure, iden-
tical arguments apply for the case of WS2. Fig. 4.6 presents theoretical calculations
of the predicted purely homogeneous broadening for both the ground (left) and first
excited state (right) with respect to temperature. The contributions of different scat-
tering channels are indicated by color. The calculations are additionally supported by
experimentally obtained homogeneous linewidth from white light reflectance measure-
ments, depicted as black dots. Note that contributions of radiative broadening can be
neglected for the here considered case, since the extracted broadening Γn only includes
non-radiative broadening (see sec. 3.3.1). It is found that, in general, the 2s state has
additional non-radiative scattering channels via phonon emission (i.e. into lower states),
which would intuitively suggest a more pronounced broadening. However, due to these
states’ larger spatial extent, their k-space wave functions are narrower. This, in turn,
leads to a reduced wave function overlap of initial and final state in momentum space
and consequently, also a reduced phonon scattering efficiency is expected. As can be
seen, this largely counterbalances the increased number of scattering channels, resulting
in the predicted homogeneous broadening for 1s and 2s states being of comparable mag-
nitude [92]. We emphasize, however, that contributions of non-radiative homogeneous
broadening from scattering into energetically lower lying (dark) states still constitute
a theoretical lower limit for the non-radiative linewidth in tungsten-based monolayers
[24, 92].
As a result, this non-equivalent broadening of resonances can be attributed to stem
from inhomogeneous contributions, in particular introduced by disorder and inhomo-
geneities in the environment. As discussed in sec. 2.3.2, resulting fluctuations in the
dielectric constants of the surroundings are then expected to lead to an inhomoge-
neously broadened resonance of the exciton ensemble. Here, the observed pronounced
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Figure 4.6: Adapted from our collaborative work [92]. Temperature dependence of
the homogeneous linewidth broadening for ground (left) and first excited state (right)
in WSe2. Colored areas correspond to theoretical calculations of the contributions from
different scattering channels. Yellow is the radiative broadening, blue the scattering
into lower lying dark exciton states, orange and red are scattering with phonons under
absorption and emission respectively. Also included are experimental data from white
light reflectance measurements.
2s broadening can then be traced to the fact that such dielectric disorder has a stronger
effect on higher excited states, due to their comparably lower absolute binding energies
[132]. Note that other potential sources of disorder, which could induce a broadening
of resonances, can be largely excluded, as further discussed in sec. 4.2.4.
In the context of this broadening mechanism having its origin in dielectric disorder,
it is especially interesting to consider the measurements on the encapsulated sample. In
this sample the non-radiative linewidths of both states are on similar orders. This im-
plies that, compared to the bare monolayer, dielectric disorder is dramatically reduced,
which can be understood as hexagonal boron nitride generally providing more homo-
geneous surroundings [214, 215, 227]. At the same time it further supports the picture
of an encapsulation with high-quality boron nitride, being able to effectively suppress
disorder introduced by the substrate. Furthermore, we find that the linewidths are not
only of similar magnitude but in addition significantly narrowed for both resonances.
This conveys that broadening from dielectric disorder constitutes a major source for ob-
served resonance broadening and can even dominate the overall resonance broadening
at low temperatures, where homogeneous broadening from phonon scattering is sup-
pressed. From there we find motivation to further examine the possibilities to suppress
such disorder in a controlled way.
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4.2.2 Suppression of nanoscale disorder
To investigate the suppression of dielectric disorder more quantitatively, a systematic
series of many 100’s of individual reflectance contrast measurements on the encapsulated
sample was performed. For this purpose, the automated stage was used to scan the
sample in a predefined 25x25µm pattern, as depicted in fig. 4.7 (a), taking reflectance
spectra in equidistant 1µm steps. However, due to time constraints from the need
to keep the sample sufficiently stable under cryogenic conditions, the signal was only
averaged over three individual frames for each measurement. The resulting reflectance
contrast spectra and their derivatives were analyzed by using the automated fitting
algorithm based on the transfer matrix approach described in sec. 3.3.1. This allows to
extract parameters, such as non-radiative linewidth, energetic position and oscillator
strength of each individual excitonic resonance and to plot them with respect to their
spatial coordinate. Resulting 2D color plots are presented in fig. 4.7 (b) and (c) for
the non-radiative linewidth of the 1s and 2s state respectively. Spectra where the
fitting procedure was not applicable are left out and labeled with N/A. The reason for
that is often found in these positions containing an accumulation of residues between
individual layers (usually visible as orange specs, i.e., in fig. 3.2) and as a consequence
they exhibit strongly disturbed spectra. Here, fitting of the 2s state is more sensitive
to such disturbances due to its overall lower oscillator strength. It is found that the
broadening of the two resonances is dramatically suppressed over many 10’s to 100’s
of µm2, indicating that hBN encapsulation can indeed provide a way to significantly
suppress surface disorder on a large scale. Furthermore, it is shown that the linewidth
of the two resonances is in general strongly correlated over the whole investigated area.
However, some parts show a slightly more pronounced broadening, with this effect
yet again more pronounced for the 2s state compared to the ground state (note the
different color scales), indicating small amounts of residual dielectric disorder. This
is particularly pronounced around areas where fitting was not applicable at all and
residuals from the before mentioned impurity accumulations between layers might cause
such effects.
To further study this, the data can be used to statistically analyze the non-radiative
broadening ratio of the two states plotted in fig. 4.7 (d). Here, Γ2s is plotted with respect
to Γ1s for each individual measurement. The 90% confidence intervals are indicated by
dotted lines, yielding roughly 5 meV for the 1s and about 16 meV for the 2s state. The
average values of broadening from this data set are 3.8 meV for the ground state and
10.2 meV for the excited state. The red dotted line indicates a slope of Γ2s/Γ1s = 2.3,
which properly describes the broadening ratio for the majority of the measured spectra,
in particular for positions with overall narrow linewidth.
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Figure 4.7: (a) The black grate illustrates a patterned measurement procedure on
the hBN-encapsulated WS2 sample (white framed area). The sample is scanned in a
patterned 25x25µm area from right to left and reflectance spectra are acquired every
1µm. (b) and (c) are maps from analyzing each of the spectra with the automated
transfer matrix fitting procedure and extracting the inhomogeneous broadening of the
1s and 2s exciton state respectively. Note the different energy scales for the color
coding of the linewidth. Measurements where the fitting procedure was not applicable
are denoted by N/A. (d) Statistical plot of the linewidth ratio (Γ2s vs Γ1s) for each
individual measurement. The 90% confidence intervals for the two parameters are
indicated and a linear slope with an incline of 2.3, describing the general trend of the
linewidth ratio, is included. (e) Adapted from [132]. Theoretical calculation of the ratio
of relative energy shifts of 1s and 2s states with respect to the dielectric constant of
the environment. Typical screening ranges of hexagonal boron nitride and PDMS are
indicated.
We can compare this value to theoretically predicted values for different surround-
ings, depicted in Fig. 4.7 (e). Presented is the calculated ratio of the resonance energy
shift ∆E2s/∆E1s with respect to the dielectric constant of the environment. The plot
thus indicates how much the 2s resonance would shift compared to the ground state,
given a dielectric constant of the environment and then introducing fluctuations of
this constant, i.e., due to dielectric disorder. Note that this ratio of resonance energy
fluctuations is equivalent to the ratio of inhomogeneous linewidth broadening, since
fluctuations in the resonance energies ∆En in an exciton ensemble are exactly the ori-
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gin of such broadening (see sec. 2.1.3). Indicated by color are areas for hBN and PDMS
dielectric constants. We find that the ratio of linewidth broadening of Γ2s/Γ1s ≈ 2.3
from (d) indeed fits very well to the theoretically predicted value for a hBN dielectric
constant slightly above 2. The average dielectric constant of the sample therefore is well
described by the dielectric constant of the surrounding hexagonal boron nitride, further
confirming proper interlayer contact. Slightly correlated residual broadening is thereby
in good agreement as originating from leftover dielectric disorder. Here, the indicated
confidence intervals for the linewidth distribution in fig. 4.7 give means to estimate its
magnitude for the individual states. Finally, it is of particular interest to remark that,
in considerably large areas of the sample (blue area in the top of fig. 4.7(b) and (c)),
the encapsulation is able to almost entirely suppress any inhomogeneous broadening.
This becomes apparent when considering that the estimated non-radiative homogeneous
contributions alone should account for the observed broadening on the order of only a
few meV, as can be seen in fig. 4.6.
4.2.3 Probing disorder fluctuations on the microscale
We have so far only discussed disorder fluctuations on scales below areas that are
typically probed in a single measurement. However, it is important to acknowledge that
suppressing disorder on the nanoscale does not mean that all disorder in the sample
has to be suppressed. We thus turn to using the systematic scanning approach to allow
for a comparative study of individual measurements, providing a way to investigate
dielectric disorder on larger scales. However, while the resonance linewidth was a good
parameter to investigate fluctuations inside the probed area, it hardly holds information
on the absolute dielectric screening from the environment, especially for suppressed
nanoscale disorder. In this case, as stated in sec. 2.3.2, the linewidth of each individual
spectrum will be equivalent, regardless of the dielectric constant of the surroundings.
For this purpose, we now track shifts in the absolute resonance energies and calculate the
separation of ground and first excited state E2s−E1s for each individual measurement.
This parameter is sensitive to absolute changes in the average dielectric environment,
while at the same time energy fluctuations from other effects, such as strain (see next
section), which affect both states similarly, cancel out. From this parameter we therefore
find access to examine fluctuations of the surroundings’ average dielectric constant on
the microscale.
At the same time it also gives means to estimate the exciton binding and bandgap
energies. In this context, we refer to recent literature observations [28], where the energy
scaling of an experimental exciton Rydberg series in hBN encapsulated WSe2, has been
closely reproduced by solving the Schro¨dinger equation, using an approximate thin-film
79
Chapter 4 Results and discussions
potential in form of eq. 2.4. As stated in sec. 2.1.3, such a model of accurately scaled
exciton state separations then allows to extrapolate the exciton binding energy of each
individual state. Here, we use these calculations to extract a prefactor that relates the
1s binding energy to the 1s-2s energy separation as Eb,1s = 1.3×(E2s−E1s). We assume
that the obtained scaling-factor is comparable in the studied WS2 system, given the
scaling of excitonic states is similar to that of WSe2, as shown in our magnetic field
measurements. This is further supported by the fact that effective masses [56, 119], as
well as Coulomb effects [24] are similar for both systems. Additionally, we state that,
while this scaling-factor is in principle a function of the dielectric constant, it is very
well approximated to be constant for only slight fluctuations of the dielectric constant.
From this estimation of the 1s binding energy the optical bandgap is simply given as
Eg = E1s + Eb,1s.
Using these relations, fig. 4.8 (a)-(c) present the relative 1s exciton transition, as well
as the relative estimated 1s binding and bandgap energies for the above investigated
sample, with respect to the spatial coordinate. We find that the 1s energy generally
shows only slight energy fluctuations over the whole sample. The bandgap displays
closely correlated energy fluctuations, while the binding energy is very homogeneous
over the whole investigated sample area. A simplified energy scheme of this finding is
illustrated in fig. 4.8 (d). From the constant binding energy can be deduced that, in
addition to the nanoscale disorder, disorder on a lager scale is also strongly suppressed
in this sample. The result is an overall large-scale, homogeneous dielectric environment.
The remaining microscale fluctuations found in the 1s transition energy are then most
likely due to effects that do not effect the Coulomb interaction strength, such as strain
or doping effects, that will be further discussed in the next section.
Fig. 4.8 (e)-(g) depicts the same parameters as (a)-(d) but for a different encapsu-
lated WS2 sample. Note that here a bigger area is investigated and the energy scale
is adjusted. All individual spectra have narrow linewidth (not shown), indicating sup-
pressed nanoscale disorder. In the first instance we find that the 1s transition energy is
more or less homogeneous over the whole sample. In contrast to the previous scenario,
however, the bandgap no longer has the same dependence of energy shifts with regard
to the sample position, but rather shifts in accordance with the microscale fluctuations
observed in the binding energy. While this indicates a locally different average dielec-
tric constant, we do find plateau-like larger areas where the binding energy is constant.
It can be followed that, also here, the encapsulation can heavily reduce the dielectric
disorder on a nanoscale, but disorder on a larger scale is still present. The average di-
electric constant of the environment is constant over larger areas but can still fluctuate
between these regions. We also note that generally, the region amidst such plateaus
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Figure 4.8: (a)-(c) 2D spatial plots of the relative 1s transition, binding and bandgap
energy of the encapsulated sample depicted in fig. 4.7. Binding energy and bandgap are
estimated from the 1s-2s resonance separation. (d) Schematic illustration of completely
suppressed nanoscale dielectric disorder, where the bandgap essentially shifts in accor-
dance with the 1s energy and the binding energy is constant over the whole investigated
area. (e)-(g) Analog energy maps as in (a)-(c) for a different encapsulated WS2 sample,
where microscale disorder is present. Note the different size of the investigated area, as
well as the different energy scale. (h) Bandgap and 1s energy now have different energy
shifts depending on the sample position, due to a non-constant binding energy from
micro scale fluctuations in the surroundings’s dielectric constant.
can be difficult to analyze. In such cases, it is likely to find exciton resonances from
both areas contributing to the overall measured signal. When these contributions are of
similar magnitude, this results in two resonances from the same state being observable
in the spectra, energetically split due to the different dielectric surroundings the exci-
tons are exposed to. In the used fitting algorithm this can not be included, leading to
an accumulation of ’not applicable’ data points in interface areas of different dielectrics.
A good example of such a region is found in the top right of fig. 4.8 (f). Furthermore,
this also indicates that the transition between those regions can be rather sharp, at
least below the resolution of our white light probe (∼ 2µm). From this we conclude
that, upon hBN encapsulation, it is important to take into account that disorder on
larger scales can still be present, although linewidths are significantly narrowed from
suppressing disorder on the nanoscale. Considering such disorder can be particularly
important when using large probing spots or investigating exciton properties, such as
propagation, where a homogeneous environment on larger scales is of relevance.
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4.2.4 Conventional sources of disorder
As already addressed above, there are other, more conventional sources of disorder be-
sides the dielectric environment, that are well known to influence the energetic positions
as well as the linewidth of excitonic resonances depending on their spatial coordinate.
Such parameters include strain of the sample [229–234] or non-uniform intrinsic doping
of the material [24, 29, 103, 235] and their relevance in the context of this work shall
be discussed in the following.
Strain induced disorder
Straining of monolayer TMDCs is known to lead to shifts in the underlying free-particle
band structure of the material [236–238]. The resulting shifts of exciton resonances can
be as large as many 10’s of meV/% [231, 232], however, all excitonic resonances are
generally effected very similarly and effects on the binding energy are comparably small
on the order of only 5-10 meV/% [239]. Additionally, the strain induced broadening
effects on the excitonic linewidths are also expected to be comparable for all resonances
and are found to be of homogeneous nature [233, 234, 240]. In contrast to that, the ob-
served energetic shifts upon encapsulation in our experiments mainly effect the binding
energy and, as stated above, the linewidth broadening is significantly different for the
two observed exciton states (see fig. 4.5). To give an example, the observed resonance
shift in the 1s state alone would require strain effects on the order of 0.25%. This,
however, would only lead to a strain induced broadening on the order of 2-3 meV, being
in stark contrast with our observations. As a consequence, we find that our observa-
tions are clearly not consistent with strain induced disorder. We can therefore exclude
it to be the main source of the observed disorder effects. Note that, with analogous
reasoning, strain can also be excluded as the origin for the microscale disorder of the
second investigated sample. However, we remark that small effects of strain can still
be present and be partially responsible for the observed residual disorder, in particular
considering small correlated resonance shifts found in the samples.
Disorder from locally fluctuating doping concentrations
Substantial levels of (intrinsic) doping can lead to shifts of exciton resonances and
coulombic renormalization of the bandgap [24]. Local fluctuations in the doping con-
centration could thus also be a source of potential disorder. In order to investigate the
role of doping on the residual disorder in our experiments, we return to the analysis of
reflectance measurements. Signatures we attribute to trion resonances in these spectra
allow us to estimate the level and the influence of doping on the exciton resonances.
Note that in literature the signals of these resonances are also labeled as attractive
82
4.2 Influence of the environment in experiments
Fermi-polarons, particularly in the case of significantly high doping levels [241]. Since
both exciton and trion oscillator strength are influenced by the doping level [103], the
ratio of trion to exciton oscillator strength ftrion/fex can serve as an indicator of the
doping level.
We first study the sample with suppressed nano- and microscale disorder of fig. 4.8 (a)-
(d). While in this sample most disorder effects are suppressed, there still is a residual
amount linewidth broadening, as indicated by the confidence intervals in fig. 4.7 (d).
Thus, alternative sources, such as doping fluctuations, should be considered. For this
purpose, an exemplary spectrum of this sample is shown in fig. 4.9. On the low energy
side of the 1s resonance a typical doublet resonance of the singlet and triplet trion
[105], split due to short range exchange interactions, is clearly observed. The oscillator
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Figure 4.9: Left shows the derivative of a representative reflectance contrast measure-
ment acquired on the encapsulated WS2 sample with suppressed nano- and microscale
disorder. Simulated fits using the transfer matrix approach are included and resonances
of the trion doublet and 1s exciton are indicated by different coloring. Right shows a
map of the ratio of combined trion to 1s exciton oscillator strength, extracted from the
fits of each measured spectrum.
strength of trion and 1s exciton resonances (indicated by color) are extracted from the
fits of simulated spectra, using the transfer matrix approach. The spatial fluctuations
of the doping concentration are visualized on the right-hand side of fig. 4.9. Here, the
ratio of combined trion to 1s oscillator strength with respect to the spatial coordinate
is presented. First, the overall doping concentration of the sample can be considered
to be rather low, with even the highest level of doping exhibiting an oscillator strength
on the order of only about 3 % of the 1s exciton’s. Moreover, comparing the spatial
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doping fluctuations with the residual fluctuations of the bandgap (fig. 4.8 (d), we do not
find any correlations. Following from that, doping in this sample can be excluded as
a source of significant disorder. The residual disorder in this sample is therefore most
likely to stem from effects of strain or leftover disorder in the dielectric environment.
Lastly, we consider the sample we stated to have pronounced fluctuations in the bind-
ing energy, attributed to microscale disorder in the dielectric environment. Three repre-
sentative positions with different binding and bandgap energies, depicted in fig. 4.10 (a),
are chosen. The corresponding reflectance contrast derivatives are shown in (b), includ-
ing fits from simulated spectra, where the colors indicate contributions from different
resonances. Note that the high energy part of the spectrum in the range of the 2s state
is slightly smoothed for better visibility. The resonance energies are additionally indi-
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Figure 4.10: (a) Spatial map of the bandgap (same as fig. 4.8 (g)). Indicated are
three representative positions with differing bandgap energies. (b) Corresponding 5K
reflectance contrast derivatives of the indicated positions. Fitted simulations are in-
cluded in different colors for each of the resonances. The vertical lines mark the indi-
vidual resonance energies. (c) Binding and bandgap energies extracted from the fits for
each of the three positions. (d) Corresponding relative oscillator strength of the trion
doublet with respect to the 1s exciton resonance and energetic separation of low-energy
trion and 1s resonance.
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cated by vertical lines for each of the three positions, showing a more pronounced energy
shift of the 2s state compared to 1s and trion resonance shifts. Fig. 4.10 (c) shows the
corresponding binding and bandgap energies extracted from the fitted simulations and
serve as a gauge for the Coulomb renormalization [24]. Fig. 4.10 (d) then depicts the
relative oscillator strength of the trion doublet compared to the 1s exciton resonance,
as well as the separation of the low-energy trion and 1s exciton resonance. Both serve
as indicators for the doping level of the sample [103]. Again we find that, generally,
the doping level can be considered to be relatively low. Additionally, neither of the
indicators for the Coulomb renormalization and the doping level show any correlation.
Thus, also in this sample the influence of doping is found to have negligible influence
on the overall disorder that leads to observed local fluctuations of binding and bandgap
energies.
In conclusion, having also considered alternative sources of disorder, we find further
support for dielectric disorder in the environment being the main source of disorder
in TMDC monolayers. Encapsulation in high-quality hexagonal boron nitride provides
a convenient way to significantly suppress such disorder over considerably large areas,
in particular on the nanoscale. This leads to a narrowing of the resonance linewidth,
especially significant for higher excited states. Furthermore, the introduced method of
systematic white light scanning of sample areas provides an efficient tool in evaluating
the quality of disorder suppression, also with respect to other sources of disorder, such
as intrinsic doping. In addition, it allows to investigate disorder on larger scales than the
areas typically probed in photoluminescence experiments. We find that here, dielectric
disorder can still be present. This can give rise to sharp interfaces of areas with con-
trasting dielectric surroundings, resulting in different Coulomb interaction strengths.
Following from that, exciton binding and bandgap energies can vary by multiple 10’s
of meV over scales of only few µm, which can be of relevance for measurements that
are sensitive to larger spatial scales.
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4.3 Exciton transport in disorder-free structures
In the third segment of the experimental part of this work we will focus on another
intrinsic property of excitons, that is their propagation. While propagation of excitons
has been thoroughly investigated in conventional two-dimensional quantum well systems
[35, 139, 142, 242], it has also been shown that excitons in monolayers of TMDCs can
efficiently propagate over 100’s of nanometers within their confined two dimensions [39,
138, 144, 146, 243]. Here, it is interesting to consider that the high binding energy of
excitons in these systems allows to study their diffusive behavior at ambient conditions.
Furthermore, it has been demonstrated that propagation can additionally be guided
by strain and dielectric gradients [244–246], while it has also been found that exciton
propagation generally is governed by intriguing non-linearities that can be attributed
to efficient interaction effects [143, 147, 247–249]. In a previous work [40] we have also
investigated and discussed such non-linear density dependence of exciton diffusion in
bare monolayer samples deposited on SiO2/Si substrates. Now, in the following study,
we utilize the findings of the previous segment and mainly focus on the transport
dynamics of excitons in disorder-free monolayer samples, where influences from and
interactions with inhomogeneities in the environment are strongly suppressed.
In the first part we demonstrate that this allows to give insight into additional non-
trivial density dependencies in the exciton diffusion efficiency, which were previously
obscured by effects of disorder. In particular, the regime of very low exciton densities
is investigated and a model for the potential influence of free charge carriers, present
at sufficiently high temperatures, on a resulting composite exciton-plasma diffusion is
introduced. Additionally, the narrow linewidth of the disorder-free samples allow to
spectrally separate individual exciton resonances at low temperatures. This provides a
way for a more detailed analysis of exciton transport by separately studying the propa-
gation dynamics of individual exciton resonance. In the second part of this segment we
make use of this by focusing on the long-lived photoluminescence emission from phonon
sidebands of dark exciton states. This allows to investigate temperature dependent ex-
citon propagation dynamics under cryogenic conditions, which were previously hard to
access due to the bright excitons exhibiting extremely short lifetimes on the order of
≤ 1 ps at such temperatures.
4.3.1 Exciton propagation dynamics under ambient conditions
We will first turn to the investigation of exciton transport under ambient conditions
in disorder-free samples. Different hBN-encapsulated WS2 flakes were studied, where
the disorder of each flake was characterized by the white-light mapping approach and
subsequent analyzing of the spectra introduced in the previous segment. From that,
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the flakes and spatial positions for each of the following measurements were deliber-
ately chosen to be in regions of well suppressed dielectric disorder. For the excitation
of electron-hole pairs, the 100 fs pulsed Ti:Sa laser was tuned to 2.43 eV off-resonant
excitation and focused onto the sample using a 100x magnification lens. The result-
ing excited two-dimensional Gauss profile yielded an initial FWHM of 0.5µm. The
photoluminescence response of the samples was first spectrally resolved on the CCD
camera, using the 300 gr/mm grating of the spectrometer. From the obtained spec-
trum depicted in fig. 4.11 (a), it is confirmed that the photoluminescence signal of an
hBN-encapsulated WS2 monolayer at ambient conditions is dominated by a single peak,
corresponding to the exciton ground state transition.
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Figure 4.11: (a) Typical normalized photoluminescence spectrum of a hBN-
encapsulated WS2 monolayer under ambient conditions. The single peak at roughly
2.0 eV resembles the exciton ground state transition. (b) Streak camera image of the
time- and spatially resolved photoluminescence as measured. Dotted lines indicate the
temporal slices used for the Gauss fits in (d). (c) Corresponding normalized streak
camera image. The dotted lines serve as guide to the eye for the spatial broadening of
the signal. (d) Spatial profiles extracted from the temporal slices indicated by dotted
lines in (b). Circles are the data as measured, while solid lines are Gauss fits to the
data for extracting the spatial broadening.
To study the time- and spatially resolved dynamics of these exciton states, the emis-
sion response was then guided onto the streak camera sensor in spatial resolution, using
the mirror inside the spectrometer. A representative streak camera image of such a mea-
surement is shown in fig. 4.11 (b), with the spatial coordinate resolved on the x-axis and
temporal resolution on the y-axis. Here, the signal is mainly dominated by the photo-
luminescence decay, given by the finite lifetime of the excited electron-hole pairs. To
compensate for the lifetime induced signal loss, fig. 4.11 (c) presents the corresponding
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streak camera image, normalized for each individual time step. This allows to visualize
the spatial broadening with time as illustrated by the dotted lines, serving as a guide to
the eye. Fig. 4.11 (d) then presents the spatial density profiles, extracted from temporal
slices of the measurements, illustrated in (b) by dotted lines. For each of the profiles a
Gauss fit is included in solid lining that allows to extract the time-dependent squared
Gauss width w(t)2, as described in sec. 3.3.2.
Multiple measurements on three different sample flakes for a range of various exci-
tation powers were carried out. To calculate the corresponding excited electron-hole
pair density, an absorption of 4.5 % in the relevant energy range was assumed. This
value was obtained using the transfer matrix approach to extract the absorption of
the encapsulated samples from simulated fits to white light reflectance measurements.
From this the total densities of injected electron-hole pairs Ntot were estimated to be
in the range of 3.2x108 to 6.3x1010 cm−2. We remark that in the case of encapsulated
WS2, this range is generally below densities where significant influences of non-linear
effects are expected [148, 150, 153, 250]. For every measured density the broaden-
ing of the squared Gauss width was extracted from the time- and spatially resolved
photoluminescence response. The obtained results are displayed in fig. 4.12 (a).
Here, the relative broadening of this squared Gauss width is plotted as a function of
time. For better visibility only selected representative measurements for each density
are shown and the data are vertically offset. The straight lines are purely linear fits to
the data that are used to extract the diffusion coefficients according to eq. 3.13. Already
here, a trend of decreasing diffusion coefficient with injected electron-hole density can be
estimated from the decreasing incline of the fits. This is better visualized in fig. 4.12 (b),
where the extracted values of the diffusion coefficients from all conducted measurements
are presented. Also included are the averaged values depicted as filled circles. The
shaded area serves as a guide to the eye for the general density dependency of the
diffusion coefficient. We find that the average value for very low densities between
3.2x108 and 5x109 cm−2 is roughly around 6 cm2s−1, with values reaching as high as
10 cm2s−1. For further increasing densities, the diffusion coefficient shows a tendency
to decrease to an average value of around 2 cm2s−1. We yet again emphasize that over
the here investigated density regime Auger-like exciton-exciton annihilation effects can
be neglected due to this process being significantly suppressed in hBN-encapsulated
samples [153, 250]. Additionally, such effects have been found to lead to an apparent
increase of the effective diffusion coefficient [40], rather than the here observed decrease.
This is further confirmed by the measured lifetimes depicted in fig. 4.12(c), showing only
marginal density dependence up to densities of roughly 1013 cm−2, in good agreement
with literature values [250].
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Figure 4.12: (a) Selected representative relative squared Gauss width as a function of
time, extracted from time- and spatially resolved photoluminescence measurements on
a hBN encapsulated WS2 monolayer with suppressed disorder. Data for different pump
densities resulting in comparably low exciton densities of 3.2x108-6.3x1010 cm2 are ver-
tically offset for clarity. Purely linear fits for the extraction of diffusion coefficients are
included. (b) Diffusion coefficients as a function of electron-hole pair density. Individ-
ual measurements of several samples and different sample positions are shown (open
circles) and the average values are included (filled circles). The shaded area serves as
a guide to the eye for the general density dependence of the diffusion coefficient. (c)
Exciton photoluminescence lifetime as a function of electron-pair density for several
sample flakes. Also higher densities are included for illustrative purposes.
Before investigating this peculiar decrease of the diffusion coefficient more thoroughly,
we turn our attention to the generally efficient diffusion found in these disorder-free
samples. Comparing the extracted values in the range of 2-10 cm2s−1 to our stud-
ies of disorder afflicted monolayers on bare SiO2/Si substrates in the linear diffusion
regime, this constitutes an increase in efficiency of more than one order of magnitude
[40]. It is therefore found that disorder in the environment has important consequences
not only for excitonic resonances but also significantly affects exciton propagation dy-
namics. This further implies that controlling or tailoring the dielectric environment
of two-dimensional structures can provide a way to influence the transport of charge
carriers in these structures. The diffusion lengths corresponding to these values can
be calculated from eq. 2.13 and are on the order of 200-400 nm. Interestingly, this is
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comparable to values obtained in non-encapsulated samples on SiO2/Si substrates, al-
though the diffusion coefficient in those samples is significantly lower [40]. At the same
time, however, lifetimes then tend be be longer. From that, a correlation of decrease
in lifetime and enhancement in propagation efficiency can be deduced. This, in turn,
suggests that photoluminescence lifetimes in such samples are generally limited by trap-
ping at non-radiative centers, intrinsic to the monolayer itself. As excitons in samples
with suppressed disorder diffuse more efficiently, they can also encounter non-radiative
trapping centers faster, leading to the observed reduction in lifetime compared to bare
samples. In other words, this means that the diffusion length in our samples is gener-
ally limited by non-radiative traps, associated with lattice imperfections, which is also
in good agreement with simple theoretical models that are discussed in more detail in
[153].
4.3.1.1 Predicted exciton diffusion in disorder-free structures
While the possibility of enhancing diffusion by controlled suppression of dielectric dis-
order itself is an encouraging finding, we now turn our attention to the decrease of the
diffusion coefficient in the here depicted density regime. As stated before, a non-linear
behavior of the diffusion coefficient in this regime is not expected, since density de-
pended effects, where exciton-exciton interactions start to play a more important role,
should occur at higher densities. For a first approximation of a theoretically expected
diffusion coefficient it is reasonable to consider a scenario where the diffusive character
of the propagation is mainly defined by scattering with phonons, given their high pop-
ulation at room temperature [23]. In such a case the Einstein relation given in eq. 2.16
allows to roughly predict the diffusion coefficient [138, 143, 147]. Here, the exciton
temperature can be assumed to be given by the lattice temperature of 300 K, with the
cooling of non-resonantly injected excitons being fast compared to their lifetimes [251].
The scattering time τs = 30 fs is estimated from the photoluminescence linewidth using
eq. 2.5. This is validated by the fact that the resonance broadening at room temper-
ature is heavily dominated by homogeneous contributions from phonon scattering [23,
92]. Using reasonable total exciton masses between 0.5 and 1 of the free electron mass
m0 [56, 79–81], estimated diffusion coefficients between 1 and 2 cm
2s−1 are yielded,
significantly underestimating the measured diffusion coefficients of 5-10 cm2s−1 in the
density regime below 5x109 cm−2.
This apparent disagreement from a simple model motivates a more thorough and
detailed investigation of the underlying physics. For this purpose, we resort to a more
refined model, where all populated excitonic states that contribute to the observed
overall diffusion of the exciton ensemble, are accounted for. In tungsten-based TMDCs
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this specifically demands the inclusion of momentum- and spin-forbidden dark excitonic
states. A schematic illustration of all involved exciton states is given in fig. 4.13 (a).
Note that only one half of the existing relevant exciton states with the hole sitting in the
K+ valley are shown. There is an identical set of exciton states with all signs flipped,
from breaking of lattice inversion symmetry and the hole sitting in the K- valence band.
For simplicity these states are omitted, but the same arguments apply. The observed
photoluminescence stems from the spin-allowed, bright K+−K+ transition, depicted
in yellow. However, in tungsten-based materials, as already stated in sec. 2.1.3, there
are lower lying dark states that account for the majority of the exciton population
illustrated by the shaded areas. We yet again emphasize that, due to the fast scattering
of excitons compared to their lifetime at ambient conditions, the dark and bright exciton
states can be assumed to be well intermixed. For this reason, emission from bright
states is an adequate observable, representative for the propagation dynamics of the
entire exciton ensemble.
In principle, here, one has to differentiate between the two dark excitonic states with
different band structure contributions. Those, formed from K states in both conduc-
tion and valence band and heavier states formed from K states in valence and three-fold
degenerate Λ states in conduction band. In both cases they are additionally split into
exciton states with total spin 0 (singlets, solid lining) and with total spin 1 (triplets,
dotted lining). Let us first consider the dark states solely made up from K-point con-
tributions, that is K+−K+ triplet and K+−K- singlet states. The energetic splitting
of these states compared to the bright K+−K+ singlet in WS2 is well established from
experiments [63]. Additionally, these values are in good agreement with theoretically
estimated values of about 50 meV from solving the Schro¨dinger equation for an exciton
in the thin-film approximation while taking values for the band splitting and masses
from single particle calculations [56]. This splitting being larger than the thermal en-
ergy at room temperature of roughly 26 meV further supports the statement of dark
states contributing the majority of the exciton population under ambient conditions.
On the other hand, the splitting ∆K−Λ between the bright exciton and the K−Λ states
(that is both K+−Λ- singlet and K+−Λ+ triplet) is less precisely known, due to lack
of experimental access to these states. Their energetic position in WS2 thus relies on
theoretical calculations from single-particle band structure offsets only and literature
values vary over 10’s of meV [56, 93, 98].
Turning to the microscopic calculations of the diffusion coefficient, we first note that
singlet and triplet states of same energy are considered to be equivalent. This is due to
these states’ symmetry conditioning identical effective masses and energies, resulting in
identical scattering and diffusion efficiency. The population of singlet states therefore
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Figure 4.13: (a) Illustration of the excitonic band structure in hBN-encapsulated WS2
monolayers. Included are the relevant excitonic states made up from electrons in the
K± or Λ± valleys of the conduction band and holes in the K+ valley of the valence
band of the single-particle band structure. States with total spin 0 are depicted in solid
lines (singlet) and of total spin 1 in dotted lines (triplet). The expected occupation
at room temperature is schematically illustrated by shaded areas and the three-fold
degeneracy of the K−Λ states is denoted. ∆K−Λ is the energy offset of these with
respect to the bright K+−K+ state. (b) Filled circles are a calculation of the total
exciton diffusion coefficient with respect to the energy offset ∆K−Λ. The solid line
indicates the calculated exciton diffusion when only K−K (bright and dark) states are
included. The shaded area illustrates the estimated values for ∆K−Λ from conduction
band offsets calculated in ref. [56].
diffuses in the same way as their energy-equivalent triplet population. Also, considering
that spin-flip involving exciton-phonon scattering is expected to take place on long
timescales [252], as compared to fast spin-conserving scattering [154], such processes
are neglected in the calculations. The phonon modes taken into account therefore are
the in-plane acoustic longitudinal and transversal (LA and TA) and optical (LO and
TO) modes, as well as the out-of-plane A1 modes at the Γ, Λ and K points [253].
The calculations were carried out by our collaborators from the Chalmers University
(Ack. 7) in accordance with a previous work [254]. They were performed for a reasonable
range of energy splittings ∆K−Λ, computing the total diffusion coefficient of excitons. To
estimate diffusion coefficients, the calculations, in principle, follow along the same lines
as the methods used in experiments (see sec. 3.3.2). Here, however, time- and spatially
resolved evolution of the exciton density are obtained from evaluating equations of
motion for the exciton occupation in different valleys, incorporating ab-initio parameters
for the electronic [56] and phononic [253] properties of monolayer WS2. These equations
are set up by exploiting the Heisenberg equation and the many-particle Hamiltonian
operator, while interactions of the carriers with phonons, photons and other carriers
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are included (for details see ref. [254]). The diffusion coefficient is then extracted, from
a linear fit to the temporal broadening of the squared Gauss width.
The resulting calculated total diffusion coefficient is presented in fig. 4.13 (b) as a func-
tion of the energy offset ∆K−Λ of the K−Λ states with respect to the bright K+−K+
state. In general, we find that the population of K−Λ states can have a strong in-
fluence on the total exciton diffusion, depending on their energetic position due to
their higher total exciton mass. In addition, serving as the theoretical upper limit,
also the calculated exciton diffusion coefficient, neglecting any K−Λ population, is in-
cluded. Following from this model we find that the diffusion coefficient can in principle
take values between 1 and 4 cm2s−1, depending on the energetic position of the K−Λ
state. Note that while these values can indeed slightly deviate from the simple model
introduced above, they still underestimate the experimentally determined diffusion co-
efficients of 5-10 cm2s−1. This is even more so the case when considering more realistic
values for the splitting of exciton states ∆K−Λ from single-particle band offset values
[56], illustrated by the shaded area.
We remark that contributions of fast, non-thermalized excitons can be excluded as
a reason for the high measured diffusion coefficient, due to cooling times on the order
of a few picoseconds [251, 254], being a lot shorter than the timescales for the exciton
diffusion dynamics studied in the experiments. Thus, while an experimental finding of
slower diffusion coefficients compared to theory can easily be attributed to effects of
scattering with residual disorder or defects, the finding of a higher diffusion coefficient
constitutes a discrepancy that is rather unexpected. In the following section we therefore
consider an alternative source that can lead to an enhanced diffusion of optically excited
charge carriers - the presence of a finite amount of free charge carriers (electron-hole
plasma).
4.3.1.2 The Saha equilibrium under experimental conditions
In order to give a way of understanding the discrepancy of the experimentally de-
termined diffusion coefficients being significantly higher than theoretically predicted
values, we consider the importance that free charge carriers could have on the observed
propagation dynamics. Interestingly, in these systems free charge carriers are indeed
predicted to diffuse more efficiently, with a diffusion coefficient around 11 cm2s−1 [253].
In context of the composite diffusion model introduced in sec. 2.4.3, a sizable amount of
electron-hole plasma in the total charge carrier population could therefore give rise to a
potential source of this efficient diffusion as being driven by mobile free charge carriers.
This puts forward the question whether such free charge carriers are expected to form
under the given experimental conditions. For this purpose, we consider the scenario
of an exciton-plasma equilibrium, as introduced in sec. 2.4.2, for the studied density
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regime at room temperature. An exciton binding energy of around 200 meV in encap-
sulated WS2 is assumed, in agreement with our experimental findings from reflectance
measurements (see fig. 4.10 (c)). Additionally, we use literature values [56] for the band
structure parameters and offsets and incorporate contributions of each relevant valley
available for free electrons and holes, as well as the previously discussed exciton states.
From this a Saha parameter of S=2.5x108cm−2 is obtained (for a full deviation of the
mass action law and the Saha parameter in an arbitrary multi-band configuration see
[153]). Utilizing eq. 2.22, the exciton fraction can then be calculated and is shown with
respect to the experimentally accessed density regime in fig. 4.14 (a) as a dotted line.
Also included, for illustrative purposes and considering experimental and theoretical
uncertainties, are calculations where key parameters are varied in a reasonable range
(10-30 %) : ∆Mex = +0.3m0, ∆Eb = −20 meV, ∆T = 15 K, ∆K−Λ = +23 meV. The
Saha parameter yielded from this is S=13x108cm−2 and the corresponding exciton frac-
tion is shown as a solid line. Theoretical calculations in this and the next sections were
performed in a collaborative work by colleagues from the Ioffe institute (Ack. 8).
It is found that for both Saha parameters the exciton fraction of the injected hole-pair
ensemble is expected to change significantly over the investigated density regime. More-
over, the calculations predict that for the lowest densities of the experimental setting
the charge carrier population should be almost completely dominated by the formation
of free charge carriers. Over the range of roughly three orders of magnitude in density
this will smoothly transition into an exciton dominated system, while for mediocre den-
sities a coexistence of substantial fractions of both excitons and electron-hole plasma is
expected. This confirms the necessity to consider a model of compound exciton-plasma
diffusion to help understand the experimentally observed diffusion dynamics.
4.3.1.3 Experimental compound exciton-plasma diffusion
With respect to these findings the model of coupled exciton-plasma diffusion of sec. 2.4.3
is used to obtain a theoretical estimation of the diffusion when including the presence
of free charge carriers. For that purpose the compound diffusion equation (eq. 2.24)
is numerically solved with the initial starting parameters (t = 0) for the density profile
and total injected charge carrier density set to those found in the experimental settings.
The composite exciton-plasma diffusion coefficient is calculated from eq. 2.25. Here,
the diffusion coefficient used for free charge carriers is taken as Deh=11 cm
2s−1 from
literature [253], as stated above. The diffusion coefficient for the exciton species is set to
Dex=1 cm
2s−1 from fig. 4.13 (b) for the parameter ∆K−Λ= -26 meV in the middle range
of reported literature values. Density dependent exciton and plasma fractions are taken
from the calculations of the previous section. The population lifetime is calculated in
similar fashion. From the resulting time and position dependent density distribution
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Figure 4.14: (a) Estimated exciton fraction given by the Saha equilibrium within the
range of the experimentally accessed electron-hole pair density. The fraction is shown
for two realistic Saha parameters S (see text for details). (b) Solid and dotted lines
are the corresponding calculated composite diffusion coefficients using the exciton and
plasma fractions given in (a). Also included are the measured and averaged values from
the time- and spatially resolved photoluminescence measurements of fig. 4.15 (b). (c)
Calculated exciton fraction including different levels of electron doping as a function
of the photoexcited electron-hole pair density. (d) Long-time photoluminescence mea-
surements in continuous wave excitation. Simulations from a transfer matrix approach
fitted to the 1s and 2s resonance are additionally shown, with and without inclusion of
a simple bandedge model.
Ntot(~x, t), the diffusion coefficient can be extracted in the familiar way. Fig. 4.14 (b)
presents the obtained compound diffusion coefficient with respect to the total electron-
hole pair density for the two different Saha parameters. Additionally, the experimental
data of fig. 4.12 (b) are included for comparison.
We find that the experimental observations are reasonably described by this model of
combined exciton-plasma diffusion. Especially, considering the spread of the measured
data, the theory is in good agreement with the observed general trend of the evolu-
tion of the diffusion coefficient with respect to the injected electron-hole pair density.
In particular, it allows to cover the findings of a high diffusion coefficient in the low
density regime, which could previously not be brought into agreement with theoretical
predictions of diffusion from purely excitonic states. In conclusion, we therefore find
that, given low excitation densities under room temperature conditions, a finite popu-
lation of free charge carriers in monolayer TMDC could indeed influence the diffusion
coefficient measured of optically excited charge carriers.
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4.3.1.4 Influence of doping on the Saha equilibrium
Finally, the relevance of intrinsic doping for the above described model of the com-
pound diffusion coefficient is discussed. As introduced in the context of disorder effects
in sec. 4.2.4, such doping is commonly found in the investigated structures and may
constitute an important factor to consider when evaluation the plasma-exciton equi-
librium, since it introduces a finite amount of intrinsic free charge carriers nx0. The
doping in the here used samples is of n-type and from the low temperature white light
measurements estimated to be in the range of ne0 ≈1010-1011cm−2. To account for
this, the relation of eq. 2.22 can be readily extended to include the presence of a finite
intrinsic amount of free charge carriers [153]. This is done by accordingly changing the
two conditions given in eqs. 2.19 and 2.20 to yield the total density of free electrons ntote
and electron-hole pairs Ntot as:
ntote = n
tot
h + ne0, (4.5)
and
Ntot = n
tot
ex + n
tot
h . (4.6)
From this follows the exciton fraction in an arbitrarily n-dope system in analogy to
sec. 2.4.2:
αex = 1 +
S + ne0
2Ntot
−
√(
S + ne0
2Ntot
)2
+
S
Ntot
. (4.7)
Using this extended relation, the resulting predicted exciton fraction, including in-
trinsic free charge carrier densities ne0 in the range of 10
8-1011cm−2, are presented in
fig. 4.14 (c).
Already for doping levels on the order of 109cm−2, we find that the equilibrium is
strongly shifted in the favor of exciton formation, while in the range of the estimated
doping densities formation of excitons is expected to completely dominate the electron-
hole pair population. This can be intuitively understood in the picture of a photoexcited
hole more easily finding an electron to form an exciton, given sufficient free electrons
from intrinsic doping. From this can be followed that an increase of one of the species
is already sufficient to significantly shift the thermodynamic balance in favor of the
formation of bound states. Given these predictions and the measured doping densities,
we would therefore expect that excitons in our samples should completely dominate the
propagation dynamics over the whole density range. While such doping densities can not
be easily argued away, it is also of worth to consider that the doping densities determined
from low temperature measurements may not accurately represent the doping scenario
present under room temperature. In order to get a better understanding of the influence
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of doping on the plasma formation under experimental conditions at room temperature,
we performed additional experiments to probe whether emission from such plasma states
above the free-particle bandedge could be detected.
For this purpose, photoluminescence measurements under long-time continuous wave
exposure for an injected electron-hole pair density on the order of 109cm−2 were per-
formed. Two separate spectra were acquired. First, the signal was integrated over for
50 minutes in the relevant energy regime of the expected plasma emission, while the
strong A-exciton emission was cut out using a suitable short-pass filter. It was then
spectrally stitched together with a second spectrum, measured without filter, to yield
a full emission spectrum with a signal-to-noise ratio on the order of 106. A spectral
close-up of the obtained spectrum is presented in fig. 4.14 (d) in a logarithmic plot and
normalized for the maximum intensity. The depicted relative energy range with respect
to the 1s resonance is chosen to be in the range of the expected bandedge, while the full
spectrum is presented in the inset. Additionally included are the imaginary parts of
a model dielectric function for two different simulations of a transfer matrix approach.
The simulations are broadened by a Boltzmann distribution for room temperature and
fitted to the 1s and 2s resonance of the photoluminescence. We note that here, the imag-
inary part of a dielectric function, in a very good approximation, should resemble the
photoluminescence properties of the underlying material, only neglecting effects from
radiative broadening. However, this should be well justified, given the small radiative
broadening in contrast to the non-radiative broadening from phonon scattering at room
temperature, as can be seen in fig. 4.6. The validity is further confirmed by simulated
and fitted spectra of room temperature reflectance measurements on the same sample,
yielding essentially equivalent values for the exciton resonance parameters.
The blue curve is the result of a simulation, only including resonances for the 1s and
2s state in the model dielectric function. For energies of about 180 meV above the 1s
resonance a clear discrepancy with the measurements is found, significantly underesti-
mating the measured photoluminescence. The dielectric function that underlies the red
curve, on the other hand, includes a smoothed imaginary heavy-side function around
180 meV above the 1s resonance. We can view this as a simplified way to account for
potential higher excited states and, in particular, free charge carriers above the band-
edge. The energy position hereby is in good agreement with predicted values [119] and
our estimations of the 1s binding energy in sec. 4.2.4. Here, we find that the experi-
mental data can be well approximated with an appropriately chosen size of the heavy
side-function and its broadening, while all other parameters are being kept fixed. Espe-
cially the high energy tail resulting from the inclusion of such a bandedge-like function,
simply given a Boltzmann distribution, well describes the experimental findings.
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From this simple modeling we find confirmation that under experimental conditions
at room temperature emission from states above the bandedge is observed, which can
be attributed to the presence of plasma. This is further supported given the apparent
consistency with a Boltzmann-like fall-off of this emission towards higher energies, that
is expected from such free-particle states [255]. However, it shall be clearly stated
that these results should not be taken as prove that doping can simply be neglected in
the theoretical predictions of the previous section. Yet, these measurements indicate
that there are discrepancies between doping levels estimated from low temperature
measurements and their actual influence on the exciton-plasma equilibrium under room
temperature. Under any circumstances we find that the underlying doping dynamics are
rather non-trivial and motivate further investigations. In particular, experiments with
well defined doping concentrations under room temperature conditions may provide a
platform to more thoroughly investigate such complex charge carrier dynamics.
In conclusion of this segment we can state that, while experimental findings are not
yet fully consistent, the presence of a finite amount of free charge carriers at ambient
conditions provides a promising hypothesis in understanding observed propagation dy-
namics of electron-hole pairs. In particular, the density dependent formation of these
free charge carriers through entropy ionization can help to explain unexpectedly high
diffusion coefficients, which are otherwise not brought into agreement with theoreti-
cal calculations. In this context, however, predictions of the influence from estimated
intrinsic doping on the exciton-plasma equilibrium still leave us with contradicting re-
sults, while first meticulous measurements of photoluminescence emission support the
presence of plasma like states at room temperature. All in all this motivates a more
detailed investigation of the plasma formation dynamics under ambient conditions with
respect to the presence of intrinsic free charge carriers. In this context, the fabrication
of more complex structures that allow for a well defined control of doping levels could
help unravel the encountered inconsistencies.
4.3.2 Exciton propagation at low temperatures
In the previous section it was shown that, at elevated temperatures, the presence of
free charge carriers can potentially have strong influence on the total electron-hole pair
propagation. Due to the strong temperature dependence of the exciton-plasma equi-
librium this would generally render the temperature dependence of the propagation
non-linear. This alone straightforwardly motivates the investigation of exciton diffu-
sion also at lower temperatures. In addition to that, scattering with lattice phonons
for decreasing temperature is progressively more suppressed. In a first instance, this
intuitively suggests propagation to be more efficient. On the other hand, one finds from
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the Einstein relation (eq. 2.16) that the efficiency of diffusion also scales proportionally
with temperature from simple relations of the excitons’ kinetic energy. These counter-
acting temperature dependencies, predicted from classical models, further motivate a
more detailed investigation.
The approach of tracking the spatial broadening of the photoluminescence inten-
sity, however, turns out to be more challenging at low temperatures. This is due to
arising additional emissions from lower energetic states and even more so due to an
extremely short photoluminescence lifetime of the bright state under such conditions
[86–90]. Therefore, we turn to studying a different TMDC system, namely that of
WSe2. As stated before, it is closely related to the previously investigated WS2, espe-
cially regarding similarities in their band structures. But in contrast to WS2 we find
that here, emission from suitable lower lying states can give access to investigate ex-
citon propagation also at low temperatures. For this purpose, we initially discuss the
intricate emission spectra observed in WSe2 under cryogenic conditions. We then turn
to examining long-lived resonances and confirm their origin as being a result of phonon-
assisted recombination of neutral dark states. Finally, this allows us to study exciton
transport and we present first results for the exciton diffusion efficiency at cryogenic
temperatures, including the dependency of propagation dynamics for a series of slightly
elevated temperatures.
4.3.2.1 WSe2 photoluminescence at low temperatures
As stated above, the TMDC monolayers investigated in this experimental section are
those of WSe2 and the reasons for the better suitability of this material system to
study low temperature exciton dynamics can be found in time resolved emission spec-
tra. In order to obtain well resolved photoluminescence spectra under cryogenic condi-
tions, high-quality samples with preferably small resonance linewidths are of necessity.
Therefore, the monolayers were encapsulated according to the methods introduced in
sec. 3.1.2. Taking into account the findings of sec. 4.2, the sample flakes were cooled
to liquid helium temperature and mapped by systematic white light reflectance mea-
surements. The spectra were fitted and areas with 1s resonance linewidth as narrow as
4.5 meV, close to theoretically predicted limits of homogeneous broadening (see fig. 4.6),
were identified. Furthermore, no significant shifts in the binding energy over 10’s of µm2
were detected, indicating that dielectric disorder was in general sufficiently suppressed.
For time- and spectrally resolved photoluminescence measurements such positions on
the flakes were deliberately chosen and excited, using the pulsed Ti:Sa laser source.
The laser was tuned to the 1s exciton transition energy for resonant excitation in or-
der to minimize effects from non-thermalized, hot excitons. The excitation spot was
focused to a FWHM of about 1.5µm using the 40x magnification microscope objec-
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tive with a glass correction ring to account for distortions from the cryostat window.
Furthermore, the excitation power was chosen to be in a rather low density regime of
roughly 70 nJcm−2 per pulse. This corresponds to an injected charge carrier density
of about 5.5x1010 cm−2 assuming 30% overall absorption. This was approximated from
an effective resonant monolayer absorption of 50%, estimated from fitted simulations
of reflectance measurements, and an overlap of the laser and absorption peak of 60%.
We note that such rather low excitation densities allow to largely avoid nonlinear ef-
fects, in particular formation of biexcitons [31]. Emitted light was spectrally resolved
and projected onto the CCD camera. For time resolved imaging, the streak camera
is used instead. The excitation laser and 1s resonance were spectrally cut, using a
tunable high-quality long-pass filter. A typical photoluminescence spectrum at 5 K is
depicted in fig. 4.15 (a) top (CCD), while the corresponding time resolved spectrum
(steak camera) is shown on the bottom.
First of all, it is evident that the emission spectrum is more complex in contrast
to room temperature measurement, since resonances from multiple exciton complexes
and states now contribute to the detected signal. This is mainly due to energetically
lower laying states becoming heavily populated at cryogenic temperature, following
thermodynamical arguments along the lines of sec. 2.4.2. The resonance labeled as X0
corresponds to the 1s ground state exciton transition. Note that compared to WS2
the resonance energies are generally lower in WSe2 due to the smaller bandgap of this
material. The two peaks, both labeled by X−, roughly 28 meV and 35 meV below the
ground state resonance, are attributed to the well-known trion doublet [105]. XD de-
notes the long-lived, spin-forbidden, intravalley exciton with a separation from the 1s
resonance of about 42 meV. Due to the large numerical aperture of our used microscope
lens, we are sensitive to small parts of in-plane emission, allowing to observe this res-
onance in photoluminescence experiments [63, 100]. Note that this in-plane emission
additionally allows to selectively crop signal from this resonance in the fourier-plane,
since it will be focused on the outer parts of the same, giving further confirmation of
its assignment. The resonance marked XX−, about 51 meV below the ground state, has
been attributed to a negatively charged biexcitonic complex, using density dependent
measurements [31]. Lastly, we find two long-lived resonances labeled P1 and P2 with
observed transition energies 58 meV and 64 meV lower than the ground state respec-
tively. P2 has been attributed to a phonon-assisted emission from the spin-forbidden
dark XD under simultaneous emission of a chiral E′′ phonon [256, 257]. The attribution
of the P1 resonances, on the other hand, remains more challenging. In the following
section we argue that this resonance can also be attributed to a phonon-assisted emis-
sion, however, in contrary to the P2 resonance, it results from a momentum-forbidden
intervalley exciton.
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Figure 4.15: (a) Top: Photoluminescence spectrum of encapsulated WSe2 monolayer
at 5 K. Different excitonic resonances are labeled and discussed in the main text. Bot-
tom: Corresponding time- and spectrally resolved emission spectrum using a streak
camera detector coupled to the spectrometer. (b) Schematic illustration of the proposed
process for the phonon-assisted emission from momentum-forbidden K+−K- states, re-
sulting in the observed P1 resonance.
First, however, we would like to point out the challenges in investigating exciton
diffusion from time- and spatially resolved photoluminescence intensity, considering
such a non-trivial spectral emission profile. In order to get a conclusive picture of exciton
diffusion, it is necessary to spectrally well separate the investigated resonance. This is
important in order to avoid distortions from influences of other excitonic resonances
(such as trions or biexcitons), which may have deviating propagation properties. As
can be seen here, the emission from the X0 ground state would in general be spectrally
well separated from other resonances to allow for the studying of propagation dynamics.
However, as also confirmed by off-resonant excitation experiments, this resonance is very
short lived, with our highest time resolution of about 5 ps not being able to sufficiently
resolve emission from this resonance. Therefore a different approach has to be used.
In principle, the resonance of the spin-forbidden dark state (XD) provides access to a
neutral exciton state, however, while this resonance is sufficiently long-lived, spectrally
isolating this resonance remains challenging. Moreover, we find that under experimental
conditions, it is hard to keep the measurements sufficiently stable over the required time,
given the low intensity of emission from this state alone. This leaves the two resonances
P1 and P2, attributed to phonon-assisted emission from dark exciton states. These
yield sufficient intensity, while at the same time being long-lived and easily spectrally
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separable. Furthermore, such phonon side bands would provide a direct access to the
dynamics of their underlying parent-state. For this purpose, the assignment as phonon-
assisted emissions from higher lying dark states is further investigated and, in particular,
proof for the P1 resonance also originating from such a process is given.
4.3.2.2 Phonon-assisted emission from dark exciton states
We now turn to the assignment of the P1 resonance as being a phonon-assisted emission
from a momentum-forbidden intervalley exciton. The proposed process for the emer-
gence of the P1 resonance is schematically depicted in the frame of a single-particle
band structure in fig. 4.15 (b). Shown is the direct bandgap for both energetically de-
generate K±−points in the Brillouin zone and for simplicity only the relevant higher
lying spin-split valence bands are included. The different spins, resulting from spin-
valley locking (sec. 2.1.2), are denoted by colors. Here, we consider excitation from
incident σ+ polarized light that drives a transition between the valence and higher
spin-split conduction band in the K+ valley, since selection rules in WSe2 are identical
to those of WS2, introduced in fig. 2.3. The electron can then, via coupling (emis-
sion) to a suitable zone edge phonon [258] and under conservation of spin, scatter into
the lower spin-split conduction band at K-, denoted as cooling. The reverse process,
however, is strongly suppressed due to a lack of suitable phonons for absorption, given
the phonon population at cryogenic temperatures. Note that even for resonant exci-
tation, where excitons are expected to recombine fast with short radiative lifetimes on
the order of <1 ps [86–90], the coupling to phonons is expected to be similarly efficient
as seen in fig. 4.6, rendering it a competitive process. The result is a well populated
momentum-forbidden dark exciton state, that, due to the absence of a direct radiative
decay channel, is expected to be long-lived. However, involving the same phonon as for
the cooling process, the electron can scatter back into a virtual state inside the light-
cone at K+. Since this scattering event is again spin-conserving, a transition of this
virtual state is allowed by selection rules. The momentum-forbidden, dark intervalley
exciton could thus recombine radiatively under emission of a suitable phonon. Finally,
we remark that while in this proposed decay scheme we have only considered scattering
between K+ and K- valleys, an analogous process could in principle also be imagined,
involving the Λ valley in conduction band [258]. As stated previously and depicted
in fig. 4.13, a momentum-dark K−Λ exciton could have similar energies as the here
considered momentum-forbidden K+−K- state [93] and thus equivalent arguments as
in the above described scenario would apply.
In order to experimentally confirm this model, we make use of the spin-conserving
properties of the proposed exciton phonon scattering. Due to this, the emitted light from
such a phonon-assisted recombination process is expected to have the same polarization
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as the initially excited state. In other words, upon resonant circular excitation the
emission from this state is expected to show long-lived co-polarization. To investigate
this we perform measurements with resonant polarized (σ+) excitation, while separately
filtering for both σ± polarizations in detection. These measurements are performed in
the same manner as those described in the previous section. However, the spot size is
enlarged to a FWHM of about 4µm, while at the same time increasing the laser power
to yield approximately the same energy density per pulse. This is done in order to
compensate for the signal loss due to the additional filters in the detection path. The
resulting spectra are depicted in fig. 4.16.
First, (a) presents a spectral closeup of the P2 and P1 resonances under resonant
σ+ excitation, resolved for σ± polarization in steady-state detection. The measured
data is shown as filled circles and a double-peak fit is included in solid lining with the
shaded areas indicating the intensity of the individual resonances, as obtained from the
fit. For σ+ polarized excitation this allows to calculate the polarization degree P of
the resonances according to:
P =
Iσ+ − Iσ−
Iσ+ + Iσ−
, (4.8)
where I is the emission intensity for the corresponding polarization in detection. It is
found that the emission of the P1 resonance is strongly co-polarized, with a polarization
degree of roughly 80 %. This is in good agreement with the predicted process of this
resonance originating from a momentum-forbidden exciton state via spin-conserving
phonon-scattering. Note that the P2 resonance, on the other hand, shows only marginal
polarization, additionally underlining its different origin and in good agreement with
previous observations [256, 257].
To further investigate this attribution, the full polarization resolved spectra are shown
in the top panel of fig. 4.16 (b), while the corresponding temporal evolution of the po-
larization degree is presented in the bottom panel. The high degree of polarization
of the P1 resonances is confirmed and above that shows to be remarkably stable and
long-lived. An extracted polarization decay time on the order of >1 ns gives additional
credibility to the proposed model. To give further confirmation of this, the energy range
for the spectrum in (b) is shifted to lower energies in comparison to fig. 4.15 (a). This
allows to observe two additional low energy resonances with strong co-polarization, re-
sembling that of P1. We attribute these resonances to phonon progression modes, that
is higher order phonon-assisted emissions, considering their equidistant energetic sepa-
ration from the P1 emission and the similarities in their general decay and polarization
dynamics. These peaks are therefore labeled P′1 and P
′′
1.
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Figure 4.16: (a) Polarization resolved emission from P2 and P1 resonances (dots)
under σ+ polarized resonant excitation, including a double-peak fit (solid lines). The
shaded area is the corresponding peak area, proportional to the emission intensity and
used to calculate the degree of polarization from eq. 4.8. (b) Top panel: Polarization
resolved photoluminescence measurement of encapsulated WSe2 at 5K upon resonant
circularly polarized σ+ excitation. Laser and neutral exciton resonance are cut using a
tunable high-quality edge pass filter. Bottom panel: Corresponding time- and spectrally
resolved degree of polarization. Observed energy range includes phonon replicas P′1 and
P′′1 on the low energy side of the P1 resonance. (c) Spectral close-up of the P2 and P1
resonances for different temperatures and unpolarized detection (gray). The spectra are
vertically offset for clarity. Double-peak fits with an asymmetrically broadened high
energy flank from a Boltzmann distribution are included in color.
Furthermore, we investigate the temperature dependence of the P1 and P2 resonances,
depicted in fig. 4.16 (c) for a temperature range up to 50 K and vertically offset for clar-
ity. Here, the two observed resonances (gray) are fitted with a double-peak function
that additionally has to be broadened with an exponential, Boltzmann-like distribution
on the high energy flank to obtain a satisfactory approximation of the emission shape
(color). Such a temperature induced asymmetric broadening is a typical characteristic
of phonon sideband emission [259, 260] and can be clearly observed, particularly in
the mediocre temperature regime, where overall broadening from phonon scattering is
still weak. This is due to zone edge phonons generally being able to compensate for
arbitrary exciton momenta while at the same time their energy, defined by the phonon
dispersion relation, varies only slightly [261–264]. This results in phonon sideband emis-
sions basically mirroring the Boltzmann-like distribution of exciton states at elevated
temperatures, leading to the observed asymmetric broadening. Excitons that recom-
bine without phonon assistance, on the other hand, are strictly bound to emit within
the lightcone as discussed in sec. 2.1.3.
104
4.3 Exciton transport in disorder-free structures
Finally, our findings are in good agreement with similar, very recent studies on the
phonon-assisted emission in WSe2 monolayers that appeared during the writing of this
work [265]. In this study the authors additionally include magnetic field dependent
measurements, which allow them to exclude the involvement of momentum-forbidden
K-Λ states due to magnetic field induced shifts being sensitive to the valley magnetic
moment, which is different for K and Λ conduction bands. Moreover, the authors
give evidence of emission from its underlying parent-state that they attribute to be
the momentum-forbidden intervalley K+−K- state. Such nominally forbidden optical
transitions can be achieved via localization of excitons at lattice defects, where the
need to conserve lattice momentum is lifted [266] and thus selection rules do not have
to be strictly fulfilled. According to this work, the observed resonance is expected to
lie between the two trion resonances. Indeed, our spectra also show an additional,
strongly co-polarized resonance in this energy range. Interestingly, this resonance is
suppressed for higher excitation densities (not shown), which is typical for defect medi-
ated emission, since the finite defect density is quickly saturated. While this resonance
in our spectra would be in good agreement with the findings of ref. [265], a quantitative
analysis in our measurements remains challenging due to its significant spectral over-
lap with trion resonances from intrinsic doping. Additionally, we note that observed
temperature dependencies in our experiments are not yet fully compatible with such
an interpretation, as both P1 and P2 show similar intensity dependence with respect to
temperature, depicted in fig. 4.16 (c). In a scenario where these two resonances result
from exciton states that are separated by roughly 10 meV, this is generally not expected.
From simple thermodynamical arguments, a Boltzmann-like distribution would predict
the energetically lower lying state to be depopulated faster. This, in turn, should lead
to a faster decrease in intensity in contrast to the higher lying state, given the phonon
scattering rates are not strongly affected. Therefore, while the interpretation of this
resonance being the origin of the P1 resonance generally supports our model and is addi-
tionally in good agreement with parts of our observations, further studies are motivated
to clear up remaining inconsistencies with temperature dependent observations.
In summery of these observations, we find the experimental results in strong support
of the proposed scattering model, with all findings pointing towards its applicability,
although the exact energetic position of the parent-state remains an item for further
studies. From this we find confirmation of the assignment of the P1 resonance as
a phonon-assisted emission, resulting from the scattering of a momentum-forbidden
intervalley state into a transition-allowed intravalley state. The long-lived emission
from both P1 and P2 phonon sidebands as well as the P
′
1 and P
′′
1 phonon progression
modes thus give a handle in accessing the time-dependent spatial dynamics of neutral
excitons at cryogenic temperatures.
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4.3.2.3 Neutral exciton propagation at low temperatures
For the study of the spatio-temporal dynamics from these phonon sideband emissions,
linear excitation and non-polarized detection are used in order to maximize signal. This
allows to again inject comparably low exciton densities on the order of 5x1010 cm−2
while focusing the laser to 1.5µm FWHM to achieve maximum spatial resolution for
the diffusion measurements. Such low densities are necessary to keep contributions of
the energetically close biexciton state small, as the formation of such states is known to
be density activated [31]. In turn, the suppression of biexciton formation can then serve
as an indication that the investigated density is below regimes where non-linear effects,
in particular Auger recombination, are expected to influence exciton dynamics, which is
in good agreement with observations under room temperature conditions [40, 153]. The
photoluminescence signal is then initially spectrally cut to yield a spectrum where only
the above discussed emissions from phonon-assisted neutral dark states contribute to
the detected signal. This is depicted in fig. 4.17 (a), where a representative 5 K spectrum
is shown by dotted lines. The colored spectrum is obtained by spectral cropping. For
this purpose, an ultra-sharp tunable long-pass filter is used in detection to finely adjust
the ’cut-on’ energy. The obtained tailored spectrum then allows to track the dynamics
of only the phonon sidebands’ underlying parent-states.
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Figure 4.17: (a) 5 K photoluminescence spectrum of a hBN-encapsulated WSe2 mono-
layer at comparably low excitation density, largely suppressing biexciton formation
(dotted). The emission is spectrally cut using a tunable high-quality short-pass filter
to selectively crop emission from only phonon sidebands (colored spectrum). (b) As-
measured streak camera image of time- and spatially resolved photoluminescence from
WSe2 phonon sidebands at 5 K. The bright spot on the right-hand side around 100 ps
time delay is a reflex of the laser. (c) Corresponding normalized streak camera image.
Dotted lines indicate the spatial broadening with time due to propagation of excitons.
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Obtained time- and spatially resolved streak camera images from this cropped spec-
trum are presented in fig. 4.17 (b). The short and strong signal on the right-hand side
of the main emission at roughly 100 ps time delay is from a reflex of the pump laser.
This is due to the tunable filter operating close to its maximum spectral range, where
small parts of stray light of higher energy emission can get scattered back into the
detection path. However, due to its spatial separation from the main signal, it can be
easily cut out in the data evaluation process. Fig. 4.17 (c) shows the corresponding
normalized spectrum. Here, already the spatial broadening of the signal from diffusion
can be identified, indicated by the dotted lines.
The streak camera images are processes as described in sec. 3.3.2. Additional to
the experiments at 5 K, further measurements in a temperature range up to 35 K have
been performed. We note that propagation dynamics from phonon side band emission
at temperatures beyond that range are more challenging to access due to temperature
induced resonance broadening from phonon scattering. This leads to the individual
resonances getting progressively more difficult to separate while at the same time the
signal from sidebands is decreasing due to their parent-states becoming less populated
with increasing temperature. The obtained exciton dynamics for the accessible low
temperature range are presented in fig. 4.18. In (a), the general decay dynamics at
different temperatures are presented in form of transients extracted from the individual
streak camera images. Included as dark solid lines are purely mono-exponential fits to
the data, while the corresponding lifetimes are depicted in (d). It is found that for all
temperatures the observed population decay is well described by such a model, further
supporting that non-linear effects, generally introducing non-mono-exponential dynam-
ics [40], are of subordinate importance for the injected exciton density. Additionally, a
decrease in the lifetime with temperature is observed, that is expected, since increasing
phonon scattering efficiency leads to a depopulation of these low energy states. The
extracted spatial broadening for the four different temperatures is shown in (b) in the
form of the relative squared Gauss width ∆w2(t) as a function of time. Additionally
included are the purely linear fits that allow to extract the respective diffusion coef-
ficients. Here, already a trend of decreasing incline for slightly elevated temperatures
can be identified. The corresponding diffusion coefficients depicted in (c) confirm this
trend, with these measurements yielding values of roughly 5.5 cm2s−1 at the lowest ac-
cessible temperature of 5 K, decreasing non-linearly to values around 2.3 cm2s−1 at 35 K.
While the temperature dependence of the diffusion itself is intriguing, we first turn to
analyzing the generally efficient exciton propagation at the lowest studied temperature
of 5 K, considering a basic diffusion model as introduced in sec. 2.4.1.
In this context, we yet again emphasize that phonon scattering processes at cryogenic
temperatures are strongly suppressed due to the reduced phonon population, leading
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to an increase of the exciton scattering time. From that rises the important question of
the validity of a diffusion like description of exciton propagation at low temperatures.
This is of particular interest in the context of propagation becoming progressively more
ballistic when scattering times approach magnitudes comparable to the exciton lifetime
as discussed in sec. 2.4.1. We thus estimate the scattering time from the Einstein
relation given in eq. 2.16 for a reasonable total exciton mass in monolayer WSe2 around
0.8m0 [56, 79–81] and the measured diffusion coefficient at 5 K. The obtained value for
the exciton scattering time τs is on the order of 6±1 ps, considering the errorbars in the
measurements. In comparison to that, the dark exciton states exhibit remarkably long
lifetimes of roughly 400 ps at this temperature, as depicted in fig. 4.18 (d). With the
estimated scattering times being significantly lower than the observed exciton lifetimes,
we thus find that a diffusive description of propagation is well justified. Furthermore, we
remark that also an evaluation of eq. 2.15 confirms the applicability of such a description
with the de Broglie wavelength still being smaller than the mean free path. Finally,
we note that the assumption of a purely exciton dominated electron-hole population
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Figure 4.18: (a) Transients of the time resolved photoluminescence for four different
temperatures of 5 K, 15 K, 25 K and 35 K, indicated by color. Mono-exponential fits are
included in solid lines that allow to extract the lifetimes depicted in (d). (b) Relative
squared Gauss width from time- and spatially resolved photoluminescence measure-
ments of the phonon sideband emission in hBN-encapsulated WSe2 as a function of
time. Data for different temperatures in the range of 5-35 K are vertically offset for
clarity. Linear fits for the extraction of the diffusion coefficients are included as solid
lines. (c) Corresponding diffusion coefficients as a function of temperature. (d) Photo-
luminescence decay time extracted from the transients of the time resolved data.
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at cryogenic temperatures is well validated, since the entropy contributions favoring
formation of free particles become negligibly small. The presence of plasma and its
influence on the measured diffusion coefficient can therefore be disregarded.
It is then found from eq. 2.13 that this diffusive propagation at 5 K constitutes no-
ticeably efficient exciton transport over distances on the order of roughly 1µm. This
shows that even though bright excitons decay rapidly at low temperatures, dark ex-
citons can still propagate significantly further than electron-hole pairs under ambient
conditions, which exhibit a diffusion length on the order of roughly 300 nm, even for
the highest diffusion values discussed in sec. 4.3.1. Moreover, it can be shown that
the here measured diffusion efficiency suggests that localization due to residual disor-
der or trapping at lattice defects - against intuition - only play a minor role for the
exciton propagation at low temperature. If we assume that all scattering events lead
to a purely homogeneous broadening of the signal, this allows to estimate a maximum
value for the homogeneous broadening from eq. 2.5, which contributes to the total ob-
served linewidth. We note that given the long lifetimes of the dark states and the fact
that these states are the energetically lowest states, contributions to the homogeneous
broadening from scattering into other states can be largely excluded. For the estimated
scattering times from above the evaluation of eq. 2.5 yields a maximum homogeneous
broadening of around 0.1 meV. At cryogenic temperatures only linear acoustic phonons
should be populated and our work on the homogeneous broadening in WSe2, depicted
in fig. 4.6, predicts a broadening from phonon scattering (absorption) to be on the
order of 20-25µeVK−1 [92]. Given the temperature of 5 K in our experiments this
would constitute a homogeneous broadening from phonon scattering alone, that is on
the order of the maximum predicted value derived from the scattering during diffusive
propagation. As a consequence we can infer that scattering events of excitons occurring
during diffusive propagation, even at low temperature, are largely dominated by the
scattering with lattice phonons. On the other hand, this implies that other effects, such
as residual disorder after encapsulation or localization at defects hardly influence the
exciton propagation at cryogenic temperatures.
Turning back to the temperature dependence of the propagation, we find a non-
linear decrease of diffusion efficiency with increasing temperature. Following the same
argumentation as before, such behavior is not easily expected. As already discussed
above, the phonon population and consequently also the scattering time should increase
linearly in the investigated temperature regime. Regarding the expected diffusion co-
efficient, we find from the Einstein relation that this linear temperature dependency
cancels out, assuming also the excitons kinetic energy scales linearly with the tempera-
ture. This is reasonable since excitons are expected to quickly reach thermal equilibrium
with the lattice due to fast cooling rates compared to their lifetime [251]. Thus, in the
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given temperature range, a simple model would predict the diffusion to be constant.
Experimental findings, on the other hand suggest, a more complex scenario and un-
derstanding such non-trivial behavior calls for a more thorough investigation of the
underlying physics. In principle, temperature activated interactions with or trapping of
excitons at defects could lead to a reduction of the propagation efficiency. Such trap-
ping, however, is generally reflected in the observed lifetime dynamics deviation from
a strictly mono-exponential decay, which is not observed. A more promising model is
given by a recently proposed mechanism of quantum interference effects in excitonic
systems, affecting transport properties at low temperature [267]. Such a model would
indeed be in agreement with the observed trend of a decrease of the diffusion efficiency,
particularly in the range of the investigated temperature. This motivates a more de-
tailed and thorough investigation of this temperature dependent non-linearity in the
diffusion coefficient, to find whether these observations can be brought into agreement
with such theoretical models.
In conclusion of this section we note that the phonon mediated emission from dark
states in WSe2 allows to study the diffusion of excitons in a monolayer TMDC sys-
tem also at cryogenic temperatures. From first studies of this, we find that exciton
propagation at such temperatures can be remarkably efficient. Moreover, such efficient
diffusion suggest that influences of defects and other inhomogeneities only have minor
effects on the propagation dynamics. This intriguing finding contrasts intuitive expec-
tations of trapping centers generally playing a more important role at low temperatures.
Finally, the observations of a decrease in diffusion efficiency for only slightly elevated
temperatures introduce further unexpected non-linearities and call for a more detailed
investigation of these phenomena. This is in particular motivated by recent theoreti-
cal predictions of quantum interference effects that are expected to influence exciton
transport at low temperatures in a similar fashion and could thus help to understand
the experimental observations [267].
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4.4 Exciton transport in 2D perovskite systems
In the last segment of the experimental work we investigate a different system of two-
dimensional semiconductors, that of layered hybrid halide perovskites in their monolayer
(N=1) configuration. As stated in sec. 2.5, these systems show similar efficient exci-
ton formation as TMDC monolayers, while having a fundamentally different structure,
founded in their hybrid organic-inorganic nature. While this has made these materials
particularly interesting in terms of potential applications, it has sprung wide interest
in the scientific community in recent years, as well. However, exciton dynamics, in par-
ticular transport phenomena, remain hardly explored. To the author’s best knowledge
only two studies on exciton propagation in these systems, which appeared during the
writing of this work, are available at present [145, 268].
Here we show that methods, initially developed for monolayer TMDC systems, are
also applicable to these hybrid organic-inorganic systems and, moreover, allow the study
of fundamental charge carrier dynamics that were previously hard to access. More
importantly, however, we show that efficient exciton transport under ambient conditions
is not limited to TMDC systems. This part of the work can thus be understood as giving
a first proof of principle that concepts found in TMDC monolayer systems can have
important relevance for other, similar systems. At the same time it shall also serve as
a motivation for a more in-depth investigation of exciton transport dynamics beyond
the field of TMDC monolayers, with layered halide perovskites introducing novel ways
of influencing and tuning electro-optical properties.
In this context, we first focus on the advantages of using the method of encapsulating
samples in high-quality boron nitride, as a way to preserve optical properties of volatile
perovskite systems and thus facilitating studies under ambient conditions. This then
allows to conduct similar transport experiments as for the TMDC monolayers, discussed
in the previous sections, and obtain first results on the exciton propagation dynamics
in ultra-thin perovskite systems. As the halide perovskite system of choice we use the
widespread prototypical compound of butyl-ammonium-lead-iodine (C4H9-NH3)2PbI4
(BAPbI) in its monolayer N=1 form, synthesized by colleagues from the Weizmann
Institute (Ack. 9).
4.4.1 Stability of perovskites
The low stability of halide perovskites under ambient conditions, leading to rapid degra-
dation and the subsequent loss of optical properties, is a well known issue of this material
class. In particular, the exposure to oxygen and moisture constitutes one of the major
challenges for both experimental accessibility of properties and potential applications
[157, 190–192]. Additionally, considering that the degradation is strongly enhanced un-
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der focused light exposure [217, 269], this volatility stands as one of the main obstacles
in studying exciton dynamics via optical spectroscopy, especially given the rather long
exposure times necessary in the here performed experiments. However, recent studies
show, that encapsulation in high-quality hexagonal boron nitride can help overcome
problems from oxygen- and moisture-induced degradation effects [167, 168, 171]. The
layers of hBN are able to function as an efficient seal, conserving sample properties and
additionally heavily suppressing oxygen diffusion through the subjacent substrate, as
found in the commonly used SiO2/Si [172].
To characterize the hBN-encapsulation with respect to its capability of preserving op-
tical properties, we have performed reflectance measurements under focused white light
exposure for both a bare and an encapsulated perovskite sample. The white light spot
was focused to a FWHM of roughly 1µm and spectra were acquired in 0.4 s intervals
over a time period of 2 minutes, using the spectrometer and CCD camera for detection.
For the bare sample a freshly cleaved macroscopic BAPbI crystal was transferred onto
a SiO2/Si substrate, depicted in fig. 4.19 (a), outlined in white. The crystal was chosen
to be sufficiently thick (on the order of 100’s of µm) to suppress interference effects. At
the same time, this allows to probe to which extent the outer layers of a thick crystal
can function as self-passivating layers for protecting optical properties of deeper lying
layers [145]. Fig. 4.19 (b) presents selected reflectance contrast spectra over the mea-
sured period of 2 minutes, vertically offset for clarity. The rapid decay of an initial
excitonic resonance around 2.4 eV [189] is observed, which is attributed to degradation
of the material. We additionally note that the here used white light intensity is gener-
ally much less intense than any exposure from the pulsed Ti:Sa laser source, which is
needed to obtain sufficient signal to resolve exciton dynamics. Thus, finding a complete
vanishing of the exciton resonance after only 2 minutes of weak exposure conveys that
the self passivation from outer layers is not sufficient to preserve optical properties. In
particular, given the comparably long integration times of 10-20 minutes necessary in
our experimental setup, this puts paid to any reasonable measurements of time resolved
exciton dynamics in such pristine samples.
Analogous measurements were performed on an encapsulated BAPbI flake under
identical experimental conditions. The sample was produced as described in sec. 3.1.3
and a micrograph of it is shown in fig. 4.19 (c). Outlined in white is the perovskite
flake, while the teal and blue parts are the top and bottom hBN sheets respectively, en-
tirely covering the flake and sealing it from atmospheric influences. Selected reflectance
contrast spectra taken over the duration of 2 minutes with identical parameters as
mentioned above are presented in fig. 4.19 (d). Here it is found that the spectrum does
not change over the entire measured time window, with the strong excitonic resonance
around 2.4 eV readily observable. We note that also for longer white light exposure,
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Figure 4.19: (a) Micrograph of a macroscopically thick bare BAPbI (N=1) crystal
(outlined in white) on a SiO2/Si substrate. (b) Corresponding decay of the optical
response under white light exposure, measured in reflectance configuration on the freshly
cleaved flake over a period of 120 s. (c) Thin BAPbI crystal of the same mother crystal
as (a), encapsulated in high-quality hexagonal boron nitride. The illustrated sample
structure is shown on top. (d) Corresponding response to white light exposure over a
period of 120 s, analogous to (b). (e) Stability of the photoluminescence response of
the encapsulated sample over the typical exposure time in transport experiments. The
spectra correspond to the highest excitation densities used in sec. 4.4.3.
on the order of many minutes (not shown) no change in the optical properties was
found. From this we conclude that hBN encapsulation can indeed drastically improve
the optical stability of the samples under ambient conditions.
To also confirm sufficient optical stability under experimental conditions used in
transport measurements, additional photoluminescence measurements under pulsed ex-
citation were performed. The Ti:Sa laser source was tuned to 2.817 eV off resonant ex-
citation and focused to a FWHM spot size of 0.6µm. Emission spectra were recorded
on the CCD camera in 1 s intervals over a period of 16 minutes, in accordance with
the typical integration time used in transport experiments. The resulting spectra are
shown in fig. 4.19 (e). Under such exposure conditions a light induced decrease of the
photoluminescence intensity, related to degradation effects, can still be observed. How-
ever, no change in the emission energy or the linewidth, that would be indicative of an
induced phase transition, is found [187–189]. Given the decrease in emission intensity
of roughly 30 % over the whole measured time window, we define the here used exci-
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tation density of 4.4 nJcm−2 as an upper excitation limit, where effects of degradation
are still low enough to yield sufficient emission signal over the whole integration time.
Additionally, we note that effects of degradation on such long time scales should not
have significant influence on dynamics observed on the sub-nanosecond scale. Resulting
from these initial material characterizations, we convey that the encapsulation of layered
halide perovskites provides a way to sufficiently preserve their optical properties under
ambient conditions. This allows to conduct rather long-time exposure measurements,
necessary to investigate exciton transport phenomena.
4.4.2 Exciton dynamics in monolayer perovskites
We now turn to the investigation of time resolved exciton dynamics. For this purpose,
encapsulated samples are excited using the same experimental settings as introduced
for the photoluminescence measurements of the previous section, while the excitation
density is varied in a range between 0.44 to 4.4 nJcm−2. In order to yet keep effects of
remaining light induced sample degradation to a minimum, each individual measure-
ment was performed on a new, pristine sample position and two different perovskite
flakes were investigated. The emitted photoluminescence was directed onto the streak
camera in spatial focus and resolved in time. Furthermore, each measurement is subdi-
vided into five single frames that are subsequently taken over the whole exposure time.
This allows to further exclude effects of degradation by comparing the dynamics of
each individual frame before being averaged over to yield a single frame with sufficient
signal-to-noise ratio to analyze propagation dynamics. A representative streak camera
image of such a measurement is presented in fig. 4.20 (a). The corresponding normalized
image is shown in (b) and the spatial broadening of the signal with time is indicated by
dotted lines. Here, we find that the overall observed dynamics are reminiscent of those
of TMDC monolayers. The signal decay is dominated by the finite lifetime of excitons,
while the normalized image allows to identify a spatial signal broadening with time,
indicative of efficient propagation.
First, we shift our attention to the general dynamics of the photoluminescence decay.
Fig. 4.20 (c) presents the transients for one representative set of different excitation
densities, extracted from the time- and spatially resolved measurements. Additionally
included is a mono-exponential fit over the first 100 ps that allows to estimate an aver-
age exciton lifetime. We note that the decay in general is not purely mono-exponential,
which is commonly attributed to trapping at defect states [270, 271]. However, for
the here studied dynamics an estimated average decay time from the mono-exponential
fit shall be sufficient. More importantly we point out that there is no observed den-
sity dependence of the decay dynamics, indicating that density driven phenomena,
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Figure 4.20: (a) As-measured streak camera image of the time- and spatially resolved
photoluminescence response for a representative encapsulated perovskite sample. (b)
Corresponding normalized streak image. The spatial signal broadening with time due
to exciton propagation is indicated by dotted lines. (c) Transients of the photolumi-
nescence decay for different excitation densities. A mono-exponential fit over the first
100 ps for an estimation of the lifetime is included. (d) Extracted lifetimes for two
different samples at several individual sample positions with respect to the investigated
excitation density regime.
in particular Auger recombination [40, 143], can be neglected. The extracted exciton
lifetimes for both investigated samples are presented in fig. 4.20 (d). We find that ex-
citons at ambient conditions show relatively long lifetimes of 60-80 ps over a multitude
of investigated sample positions. For one sample a slight dependency of the lifetime on
the injection density may be observed. This could be due to a finite amount of trap
or defect states playing a more important role for lower excitation densities, but such
considerations are a topic for further and more detailed investigations. Here it shall
suffice to state that, given the averaging over a generally non-mono-exponential signal
decay, these fluctuations are well within the experimental errors and should not be of
significance in the further evaluations.
4.4.3 Exciton propagation in monolayer perovskites
Finally, the time- and spatially resolved measurements allow us to track the spatial
broadening of the signal with time along the lines described in sec. 3.3.2. The cor-
responding relative change of the Gauss width ∆w(t)2 is depicted in fig. 4.21 (a) and
the purely linear fits to the data are included. A representative set of data for the
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investigated density regime is shown and vertically offset for clarity. Extracted dif-
fusion coefficients for all measurements on both samples are depicted in fig. 4.21 (b)
with respect to the excitation density. The extracted diffusion coefficients yield val-
ues in the range of 0.4 - 0.8 cm2s−1, with no observable density dependence, considering
the experimental uncertainties. This yet again confirms that degradation effects, more
pronounced for higher densities, while negligible for low densities, do to not influence
exciton dynamics on the sub-nanosecond scale. Lastly, fig. 4.21 (c) is a summary of
the statistical distribution of the extracted diffusion coefficient in form of a histogram.
Included are all values from each of the 19 individual measurements. It is found that
the measured diffusion coefficients are statistically centered around an average diffusion
value of 0.6± 0.05 cm2s−1. From this, taking a rather conservative exciton lifetime of
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Figure 4.21: (a) Broadening of the relative squared width as a function of time from
Gauss fits to the time- and spatially resolved photoluminescence experiments. A rep-
resentative set of data is shown and vertically offset for clarity. (b) Extracted diffusion
coefficient for two different encapsulated sample flakes and different excitation densities.
Individual measurements were taken at different sample positions to reduce influence of
sample decay. (c) Statistical distribution of the extracted diffusion coefficients shown
in a histogram, including the results of 19 individual measurements.
around 60 ps, eq. 2.13 allows to estimate the average diffusion length to be around
120 nm, underlining that excitons can effectively diffuse over hundreds of lattice sites.
We therefore find that efficient exciton diffusion in two-dimensional structures under
ambient conditions is not limited to TMDC monolayers. This is particularly notewor-
thy in the context of perovskite structures being softer, and by nature more prone to
disorder from dynamic fluctuations, than conventional semiconductor materials [182–
186, 207]. Following from that, such efficient exciton transport is not easily expected
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and stands as an encouraging finding, motivating broader investigations of propagation
dynamics in these layered perovskite structures.
Furthermore, following inverse reasoning as in sec. 4.3.2.3, a measurement of the
diffusion coefficient in principle allows to give estimates for the total exciton mass,
using the Einstein relation (eq. 2.16). In order to estimate a value for the scattering
time τs, we assume that the observed resonance linewidth broadening is dominated by
scattering of excitons with lattice phonons and thus mainly homogeneously broadened.
This, in general, is a reasonable consideration given the high phonon population at room
temperature [23]. From eq. 2.5 we can then estimate the scattering time. Fits to the
spectra of fig. 4.19 (e) yield the broadening to be around 60 meV, which corresponds to
a scattering time τs ≈11 fs. Finally, using an average diffusion coefficient of 0.6 cm2s−1,
the Einstein relation gives a value for the total exciton mass of around 0.85m0. We
remark that this estimation has to be taken with care, considering that for such a
total mass, the expected values of the de Broglie wavelength and the mean free path
approach similar values, in which case a classical diffusive description of propagation
reaches its limits, as discussed in sec. 2.4. However, it should also be acknowledged
that estimations and calculations for values of effective charge carrier and total exciton
masses generally remain scarce, due to a lack of an accurate modeling of the electronic
band structure (see sec. 2.5.1). The here presented estimations shall therefore serve as
a prove of concept, that transport measurements can, in principle, provide means for
an empirical approach to this problem. Furthermore, we note that for electron and hole
effective masses on similar orders, our value of the total mass is in good agreement with
measured reduced effective masses of 0.22m0 [210]. This is additionally supported by
approximate calculations using a rescaling approach, that yielded 0.23m0, [175, 272,
273] for the here investigated BAPbI (N=1) perovskite compound.
In summary of this segment we find that full encapsulation of layered halide per-
ovskites in hexagonal boron nitride provides a way to dramatically reduce light induced
degradation of the material. This allows to investigate exciton propagation dynamics,
where efficient diffusion of over more than 100 nm at ambient conditions is observed.
These interesting findings stand as a proof of principle that the material class of ultra-
thin layered perovskites provide a platform for efficient propagation of optically excited
charge carriers. Additionally, we demonstrate that precise measurements of exciton
diffusion dynamics can also give a handle for accessing fundamental excitonic proper-
ties, such as their total mass. Finally, it is emphasized that the here conducted studies
are just a first glimpse into a potentially wide field of exciton propagation dynamics in
layered perovskites, where our findings shall be taken as motivation that such transport
is generally remarkably efficient.
117
Chapter 4 Results and discussions
118
Chapter 5
Summary and outlook
In the frame of this work, various fundamental properties of excitons in two-dimensional,
single layers of semiconducting materials have been studied. The first three segments
thereby focused on the representative and prominent material system of monolayer
transition metal dichalcogenides, specifically on tungsten based ones (WX2). In context
of the introduction, in particular the influences of the direct environment were taken
into account. For this purpose it was initially shown, that high external magnetic fields
can be used to investigate a very fundamental and intrinsic exciton property, which is
of general interest for any physical system: their size. Monolayers of WS2, encapsulated
in hexagonal boron nitride, were investigated under magnetic fields up to 29 T in the
facilities of the High Field Magnet Laboratory in Nijmegen. This first of all allowed
to extract a valley Zeeman g-factor on the order of gvZ ≈ −4.2 for both ground and
first excited exciton states, in good agreement with literature values. Moreover, such
extensive fields allow to sufficiently resolve a diamagnetic shift that scales with the
square of the magnetic field and is dependent on its underlying exciton state’s size.
Thus, the accurate tracking of this shift provided a way to estimate the radius of the
observed exciton ground and first excited state to be on the order of 2 and 6-8 nm
respectively. From that, the modeling of the exciton wave functions in a hydrogen-like
framework confirmed the Wannier-Mott type exciton character, with the exciton wave
functions extending over a multitude of lattice constants. In this context, it was further
shown that such a 2D hydrogen model, while adequately accounting for the non-local
screening of the environment, can provide an easy handle to appropriately describe
basic excitonic properties in such two-dimensional materials.
From this knowledge of the exciton spatial extent, influences of disorder from fluctu-
ations in the material’s environment were studied. Here, two different scales of fluctu-
ations were distinguished, that on the nano- and that on the microscale, whereas the
lower limit of any relevant disorder was given by the exciton size. Therefore, two differ-
ent WS2 sample structures were studied. In one case, the flake was placed on a common
SiO2/Si sample, known to be afflicted by substantial disorder on the nanoscale from
surface roughness. In the other case, the flake was encapsulated in high-quality boron
nitride with an atomically flat surface. It was shown that disorder in the material’s
surroundings on the nanoscale, much smaller than typically probed areas, significantly
influences observed exciton resonances. This was found to be due to resulting dis-
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order in also the dielectric environment, giving rise to substantial fluctuations in the
binding energies and free-particle bandgap. That in turn resulted in significant inho-
mogeneous broadening of the exciton resonances, particularly pronounced for higher
excited states. Such dielectric disorder was further confirmed to be the origin for the
majority of observed resonance broadening in bare monolayer samples at low temper-
atures. Motivated by such findings, detailed studies on the suppression of disorder in
the encapsulated samples were conducted. Here, an approach of systematic white light
scanning in combination with an automated fitting algorithm provided a way to analyze
100’s of individual measurements. This, gave way to statistically analyze the enhance-
ment of optical properties, gained from the encapsulation of samples and confirmed
that nanoscale disorder can be suppressed in a controlled way over 100’s of µm2.
Furthermore, this method was found to be a powerful tool in investigating larger
sample areas. It allowed to reconstruct spatial maps of excitonic transition energies or
linewidth by tracking the resonances over the individual spectra obtained from system-
atic sample scanning. Here, tracking of the 1s-2s resonance separation in combination
with a modified 2D-hydrogen model, gave way to construct spatial maps for estimated
exciton binding and bandgap energies. Sharp transitions between areas of differing
dielectric environment were found, with bandgap energies varying over multiple 10’s
of meV on spatial scales of only a few µm. This conveyed that large scale disorder
can still be present, despite a satisfying suppression of disorder on the nanoscale. In
particular, with respect to studies of propagation dynamics, such results have to be
considered carefully. Lastly, this approach allowed to investigate influences from alter-
native sources of disorder, especially that of intrinsic doping, where it provided a way
to track its spatial distribution from trion resonances. This can also be used to statisti-
cally analyze such trion resonances and shine light on the general properties of the two
trion states. Here, ongoing studies find that one of the trions has a higher oscillator
strength than the other, suggesting that trion dynamics are more complex than they
might seem at a first glimpse. From this, incentive for a more thorough investigation is
given and we remark that by including theoretical models provided by our collaborators
(Ack. 8), progress in understanding such effects is already being made.
With access to well characterized structures of suppressed disorder, the spatial exciton
propagation dynamics were studied. It was found that the diffusion efficiency is in
general drastically enhanced, with diffusion coefficients as high as 10 cm2s−1 being more
than one order of magnitude larger than in monolayers on disorder afflicted substrates.
Furthermore, the concept of compound exciton-plasma diffusion was introduced in order
to model an observed diffusion, which was too efficient to be brought into agreement
with theoretical predictions of purely exciton-like propagation. It was shown that the
inclusion of free charge carriers, potentially present under the experimental conditions,
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can give rise to efficient propagation of electron-hole pairs. Viewing propagation as
being driven by mobile free charge carriers, the predictions of such a model were in
good agreement with experimentally obtained diffusion coefficients and it thus presents
a promising hypothesis to explain the observed dynamics. However, such a model is yet
found to be in contradiction with substantial amounts of doping, estimated to be present
in the investigated structures, which is expected to suppress any formation of free charge
carriers. While first measurements give indications that an electron-hole plasma can
still be formed under room temperature conditions, these conflicting findings motivate
a more thorough investigation of the underlying charge carrier dynamics. Here, novel
gated sample structures fabricated in our laboratory can provide a way to unravel these
discrepancies. Such devices allow the defined control of doping levels and thus open
the way for a systematic study of the exciton-plasma equilibrium with respect to the
influence of intrinsic free charge carriers. At the same time the resulting consequences
for the propagation dynamics of the electron-hole pair ensemble can then be directly
studied.
Motivated by the non-trivial findings in exciton diffusion at room temperature, stud-
ies under cryogenic conditions were performed to shine more light on the general prop-
agation dynamics. However, an extremely short lifetime of the bright A-exciton state
generally made investigations of exciton transport more challenging. Therefore, we
switched to a different, but overall very similar TMDC system, that of WSe2, where
long lived emission on the low energy side of the photoluminescent spectrum was ob-
served. Using polarization resolved spectroscopy as well as studying temperature de-
pendency of the emission, the origin of these resonances was determined. It was found
that these resonances are linked to long lived neutral and momentum-forbidden dark
exciton states, which can scatter into the radiative cone via coupling to zone edge
phonons. This phonon sideband emission provided a handle to track the dynamics of
the underlying long-lived parent-states under cryogenic temperatures. First time- and
spatially resolved photoluminescence measurements conveyed that excitons under such
conditions can propagate extremely efficiently, with diffusion lengths on the order of
1µm. Such high mobilities further suggest that defects and trap states only play sub-
ordinate roles at low temperatures, since the scattering times corresponding to such
diffusion are already given by scattering with linear acoustic phonons alone. Finally,
a non-linear decrease of the diffusion coefficient for slightly elevated temperature was
observed, contradicting intuitive predictions from simple models. Such intriguing find-
ings, yet again, motivate further studies. This is especially emphasized by a recently
proposed model of quantum interference effects in exciton transport dynamics [247],
which predicts a comparable trend of decreasing diffusion efficiency in similar temper-
ature regimes. In this context this system provides a platform for the study of such
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non-intuitive physical effects. In addition, it shall be noted that control over the intrin-
sic doping can help to understand the general exciton dynamics here as well. Tuning
the structures to a neutral regime can provide a much more simple emission spectrum,
since resonances from charged states can effectively be turned off. This would then
give ways to study density dependent dynamics from phonon sidebands, since disturb-
ing effects of especially the density dependent charged biexciton resonance could be
dramatically suppressed. Finally, doping control can also open up a way in the other
direction: Signals of charged exciton species can be enhanced and their dynamics can
be studied and potentially even controlled or influenced by a second in-plane field.
In the last segment, a different material system was investigated, that of layered halide
perovskites in their monolayer (N=1) form. Although having a structure entirely differ-
ent from monolayer TMDCs, these materials show remarkably similar optical properties
with extraordinarily high exciton binding energies. However, these systems are known
to be susceptible to oxygen and water, in particular under the exposure of focused light,
leading to a rapid degradation of their optical properties as was also shown in this work.
Here, using the methods of encapsulation in high-quality boron nitride, it was confirmed
that the volatile optical properties of these materials can be efficiently preserved, by
effectively sealing them off from influences of the atmospheric surroundings. This al-
lowed the study of exciton propagation dynamics that were previously hard to access.
Applying the method established for the TMDC monolayers to the prototypical BAPbI
compound, it was shown that excitons can, technically, propagate over substantial dis-
tances of more than 100 nm under ambient conditions. Such findings are particularly
motivating considering the wide interest in these materials for potential applications.
More importantly, however, these materials in general provide an interesting platform
for the investigation of exciton propagation dynamics, with these measurements still
being only a first proof of concept. Layered perovskites provide a huge diversity of
compounds with direct access to their well defined dielectric environment in form of
the organic layers, that can possibly allow for a tailoring of the propagation dynamics
in a similar way as presented for TMDCs. Motivation is readily found from ongoing
studies, demonstrating that a compound with interchanged organic separation layers
can be substantially more stable, while at the same time also enhanced exciton diffu-
sion is observed. Furthermore, first studies of temperature dependency provide insight
into intriguing non-linearities, yet calling for a more thorough investigation. Lastly,
the availability of optically accessible perovskites of multilayer structure (N>1), pro-
vides an alluring platform for the study of transport dynamics as well. In conclusion,
our findings of efficient diffusion therefore should really be taken as an encouraging
incentive for further research of exciton transport within the class of ultra-thin layered
perovskites.
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