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ABSTRACT We report results of molecular dynamics (MD) simulations of composite model solutes in explicit molecular water
solvent, eliciting novel aspects of the recently demonstrated, strong many-body character of hydration. Our solutes consist of
identical apolar (hydrophobic) elements in fixed configurations. Results show that the many-body character of PMF is sufficiently
strong to cause 1) a remarkable extension of the range of hydrophobic interactions between pairs of solute elements, up to
distances large enough to rule out pairwise interactions of any type, and 2) a SIF that drives one of the hydrophobic solute elements
toward the solvent rather than away from it. These findings complement recent data concerning SIFs on a protein at single-residue
resolution and on model systems. They illustrate new important consequences of the collective character of hydration and of PMF
and reveal new aspects of hydrophobic interactions and, in general, of SIFs. Their relevance to protein recognition, conformation,
function, and folding and to the observed slight yet significant nonadditivity of functional effects of distant point mutations in
proteins is discussed. These results point out the functional role of the configurational and dynamical states (and related statistical
weights) corresponding to the complex configurational energy landscape of the two interacting systems: biomolecule + water.
INTRODUCTION
Nonadditivity of hydration and of related free-energy GSW of
solutes and its relevance to solute-solute interactions has long
been appreciated (see, e.g., Lifson and Oppenheim, 1960). It
causes a solvent-induced free energy of interaction, the nega-
tive gradient of which with respect to coordinates of a given
solute is the solvent-induced force (SWF) acting on that solute.
SLFs therefore express the local response of the solvent to
perturbations caused jointly by all solutes. Molecular dynamics
(MD) studies of simple solutes in explicit molecular water
solvent have recently shown that SIFs among solutes (or ele-
ments of composite solutes) are strongly non-pair-additive, that
is, dependent upon the conformational context of all solutes
(Bruge et al., 1996; Martorana et al., 1996, and manuscript to
be published). This highlights the correspondingly strong rel-
evance of higher order interactions contributing to Gsw that
have often been neglected, so far, for practical reasons. Hy-
dration free energy Gsw (1, 2... j ... n) for a system of n
solutes or solute elements can be written as
Gsw(1+ 2 + ... + n)
n n





+ 8Gsw(l + 2 + ...+ n) (1
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where 6Gsw terms of different order represent contributions
of pair, triplet, . . . n-plet interactions in establishing (self-
consistently and collectively) the total hydration free energy
and related SIFs. In principle, changing the coordinates (or
the character) of even one of the elements affects SGsw
terms to all orders and, consequently, the total Gsw and its
derivatives with respect to coordinates of any other element.
On the other hand, it is well known that the potential of
mean force (PMF), the gradients of which equivalently
express SIFs, has a many-body nature that makes it resistant
to exact analytical treatment (Kirkwood, 1935; Hill, 1956).
In Kirkwood's superposition approximation (KSA), factor-
izability of higher order terms is assumed, so as to retain the
term responsible for the existence of SIFs, but not those
responsible for their non-pair-additivity. KSA is equivalent
to neglecting in Eq. 1 all 6Gsw terms of three and more
particles, responsible for the many-body character of hydra-
tion and of PMF, and for the non-pair-additivity of SIFs.
Consequences of the strong many-body character of Gsw
and of PMF are evidenced both by MD simulations and by
experimental data. In the simplest case of model solutes,
SIFs themselves show a strong nonadditivity and context
dependence (Bruge et al., 1996). In the case of a realistic
system such as bovine pancreatic trypsin inhibitor (BPTI) in
water, Fourier spectra and time cross-correlations of time-
resolved SIFs obtained from MD simulations concur in
suggesting that individual SIFs are the result of solvent
perturbations caused jointly by all solute elements in the
given conformational context (Martorana et al., 1996). In
the same system, a sign reversal of some individual SIFs,
relative to expectations based on the given side-chain type,
has been observed (Martorana et al., manuscipt to be pub-
lished). All of this goes beyond the recognized breakdown
of the surface area proportionality assumption (Lazaridis et
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al., 1995) and beyond the limited nonadditivities retained in
KSA and in highly efficient computing approaches based on
it, even if embodying specific extensions in special circum-
stances (Hirata et al., 1982; Pettitt et al., 1986; Klement et
al., 1991; Pellegrini and Doniach, 1995; Garde et al., 1996).
It also goes beyond triple and quadruple correlations of
solute interactions, already sufficient to question the valid-
ity of hydrophobicity scales (Ben-Naim, 1990a,b), and, in
general, beyond nonadditivity concerning hydration free
energy only (Wallqvist and Covell, 1995). A variety of
experimental data also concur in revealing the highly col-
lective character of hydration. They include the nonadditive
dependence of total hydration water upon solute concentra-
tion (Bulone et al., 1991); proximity effects in the solvation
of small groups (Haberfield et al., 1984; Ben-Naim, 1990a);
and nonlinear modulability of, e.g., hydrophobic interac-
tions by small cosolutes (Cordone et al., 1989, and refer-
ences therein; Somero, 1992; Palma et al., 1994).
The present work concerns MD simulations of composite
model solutes (consisting of five- and six-member arrays of
hydrophobic spheres) in water. Results show that the highly
collective character of hydration extends the range of inter-
actions between solute elements to distances too large for
direct or solvent-induced (e.g., hydrophobic) pairwise inter-
actions. They further show that in the appropriate configu-
rational context, the many-body character ofPMF can cause
an amplification of SIFs driving all solute elements toward
"hydrophobic collapse." In contrast, in a different configu-
rational context, we observe the opposite effect, that is, a
repulsive SIF on one of the elements. As we shall discuss,
this effect is not simply amenable to the existence of solvent
separated configurations. Implications of these findings
cover areas as diverse as protein folding, biomolecular
recognition, conformational changes, and nonadditivity of
functional effects of distant point mutations in proteins. In
the final section, we comment briefly on such implications.
We also comment on respective advantages and disadvan-
tages of the present approach, which takes water molecules
explicitly into full account, and of approximated approaches
based on KSA, which offer very high computer efficiencies.
METHODS
Molecular dynamics (MD) simulations were performed in the microca-
nonical (NVE) ensemble. The water-water interaction potential was TIP4P
(Jorgensen et al., 1983). Different composite solutes were studied by means
of independent MD trajectories and compared. One of the composite
solutes had six identical and fixed Lennard-Jones (LJ) hydrophobic parti-
cles as "solute elements." A planar arrangement of equilateral triangles was
adopted, as shown in the figures. The other two composite solutes used
differed from the first one in the absence (at different sites) of one of the
six LJ solute elements. In these two cases the absence of one LJ particle in
the simulation box was compensated for by the introduction of one addi-
tional water molecule. Parameters of the LJ potential of the solute elements
were the same as those of the LJ part of the TIP4P potential. Periodic
boundary conditions were used. The simulation box contained 722 or 723
water molecules (as just made clear), allowing at least three layers of water
molecules around solutes. Ewald sums were used to handle long-range
at 300 K for each of the three composite solutes as well as for isolated pairs
of LJ particles. To obtain more reliable statistical significance, each 800 ps
run was obtained as a sequence of four 200-ps trajectories decoupled from
each other by 20-ps annealings at 800 K followed by 40 ps of equilibration
at 300 K. SIFs on each LJ element were computed as time averages of
instantaneous force vectors exerted by all water molecules upon that
element (Bruge et al., 1994). Related errors ('4 pN) and statistical sig-
nificance were evaluated, with identical results, as in Flyvbjerg and Pe-
tersen (1989) and in Bruge et al. (1996). Furthermore, we checked that the
total torque and the total force on the composite solute were zero within the
respective error bars. To obtain hydration patterns, the simulation box was
divided into cells of 0.7 A side length. The probability, p, that the center of
the oxygen atom of one solvent molecule falls within one cell was com-
puted over each composite 800-ps MD run, normalized against the value
relative to bulk water and used for 3-D visualizations of hydration in Fig.
3. Using this space occupancy probability and the interaction potential,
contributions from each space cell to SIFs, as also visualized in Fig. 3, were
calculated.
RESULTS AND DISCUSSION
The first question addressed is whether the strong-many
body character of hydration free energy and PMF can cause
significant interactions between very distant elements of
composite solutes (e.g., distant protein residues), which
would not interact if alone in the solvent. The question is
biologically very significant, e.g., in view of the interest
raised by nonadditive effects of distant point mutations in
proteins (Green and Shortle, 1993; LiCata and Ackers,
1995). Preliminarily, we have determined time-averaged
SIFs versus distance for a single pair of our LJ solutes, from
many independent 800-ps MD runs, each for a different
distance. Fifteen such data points are shown in Fig. 1 (top).
Runs at distances beyond the figure scale showed that SIFs
are fading out above some 11 A, in agreement with findings
of other authors (see, e.g., Lee and Rossky, 1994). PMF was
obtained from time-averaged SIFs by polynomial best-fit-
ting of the many data points and subsequent integration. The
figure shows the known oscillatory dependence of hydro-
phobic interactions upon distance (Ludemann et al., 1996;
Pratt and Chandler, 1980; Ravishanker et al., 1982; Zichi
and Rossky, 1985). In Fig. 2 we show SIFs on each solute
element in the six-element case. It is seen that, in this case,
true SIFs are -60% larger than those computed from Fig. 1
in the additivity hypothesis (corresponding to KSA). This
amplifying action causes a much stronger drive toward
hydrophobic collapse. As we shall see below, however, the
opposite can also happen, because the effect depends very
sensitively upon the specific configuration.
Next we performed MD simulations using five- and six-
membered composite solute systems, as described in Meth-
ods and shown in Fig. 3 (top). Effects of particle 6 on
particle 3 are evident from comparison of the left and center
columns of Fig. 3. At the chosen 4.6-A nearest-neighbor
pair distance (marked by arrows in Fig. 1), the (hydropho-
bic) SIF acting within a single pair is 16 pN (Fig. 1, top).
The distance between elements 3 and 6 in Fig. 2 and in Fig.
3 is 12.17 A center to center and, as just mentioned, no
electrostatic forces. Long (800 ps) independent MD runs were performed
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FIGURE 1 Direct and solvent-induced forces and potentials for two
Lennard-Jones (LJ) particles in explicit water. (Top) Direct force (LJ) and
solvent-induced force (SIF). (Bottom) Direct interaction potential (LJ) and
potential of mean force (PMF). As confirmed by additional MD simula-
tions, SIFs vanish to zero above -II A.
single pair. On these grounds, in the case of pair-additive
SIFs, we would expect that adding or removing particle 6
could in no way alter SIF on particle 3. Instead, Fig. 3
(center top) shows that element 6, when present, alters the
SIF vector on element 3 by a sizable transversal 10-pN
contribution (difference between red and blue vectors). Cor-
responding effects of the presence of element 6 on the
hydration pattern of the composite solute as a whole and
(more specifically) in the region around 3 are shown in Fig.
3 (central row, left and center panels). Here hydration is
visualized by 3-D views of isoprobability surfaces at p =
1.6 (p defined as in Methods). The figure clearly shows that
the presence of element 6 alters the hydration pattern around
element 3. Panels in the bottom row (left and center) show
space regions providing strong contributions to the average
SIF acting on element 3 in the presence and absence of 6.
These results prove the existence of interactions between
particles 3 and 6, which are made possible by the presence
of the intervening particles 1, 2, 4, and 5. Interactions can be
equivalently described in terms of PMF or free energy of
FIGURE 2 SIF vectors acting on each LJ element of the six-element
solute. All nearest-neighbor center-to-center distances are 4.6 A (fixed). It
should be noted that SIFs on an isolated pair of the same LJ elements at the
4.6 A distance are 16 pN (Fig. 1). (Top) SIFs computed under the pair
additivity hypothesis (Kirkwood's superposition approximation). (Bottom)
Actual SIFs obtained from MD simulations without approximations.
hydration. In the latter (more intuitive) view, we refer to Eq.
1, and, in accord with what we have just mentioned, we
recall that the 8Gsw (3 + 6) contribution is zero. Conse-
quently, the effect of particle 6 on the SIF vector on particle
3 can only come from 8Gsw terms involving particles 3 and
6 to higher orders, up to 8Gsw (1 + 2 + 3 + 4 + 5 + 6).
In other words, hydration and related free energy and SIFs
are concurrently determined by all solute elements in the
given configuration. The long-range interaction between
elements 3 and 6 is the result of a relay action spreading
self-consistently along overlapping hydration regions of all
solute elements.
This extension of the range of solvent-induced interac-
tions is already notable. It poses the further question of
whether one can, with the present relatively simple solute
system, observe effects like those observed in the far more
complex case of BPTI mentioned in the Introduction (Mar-
torana et al., manuscript to be published). More precisely,
the question is whether specific configurations of our com-
posite solute exist, such that some of its hydrophobic ele-
ments can be driven toward the solvent, against hydropho-
bic collapse. This question is of particular interest with the
present type of composite solute, because all of its individ-
ual elements are hydrophobic and identical. The answer is
provided by an additional 800-ps MD run using a configu-
ration where the solute element 2 is missing. Results are
shown in the right-hand column of Fig. 3, to be compared to


























FIGURE 3 Effects of removing element 6 or 2 in the composite solute of Fig. 2. (Top) SIF acting on element 3 in three different cases: 1) all solute
elements present (left); 2) element 6 missing (center); 3) element 2 missing (right). In all cases the red arrow represents SIF acting when all solute elements
are present (as in Fig. 2, bottom, except for a change of scale). The blue arrow represents SIF acting when the blue-colored element is missing. (Center)
3-D representation of hydration isoprobability surface (p = 1.6) relative to cases shown in the top row. Element 3 is colored in red to facilitate comparisons.
(Bottom) 3-D representation of space regions providing strong and opposite contributions (blue and gray) to the average SIF on element 3, relative to cases
shown in the top row. Graphics by Pepke and Lyons (1993).
element 3 is driven toward the solvent (blue arrow in Fig. 3,
top right), indeed opposing hydrophobic collapse, notwith-
standing its intrinsic apolar character.
This behavior might be thought to be related to solvent-
separated hydrophobic interactions, known to be caused by
the particulate structure of the solvent (Ludemann et al.,
1996; Pratt and Chandler, 1980; Ravishanker et al., 1982;
Zichi and Rossky, 1985). However, we see that the situation
is more complex, because of the following strong nonaddi-
tivity effects: 1) When element 2 is present, SIF additively
computed on element 3 should be -28 pN, directed as
shown in Fig. 2 (top). Actually, it is instead -42 pN and
turned slightly clockwise (bottom panel of Fig. 2 or, equiv-
alently, red arrow in any panel of the top row in Fig. 3). 2)
When element 2 is absent, SIF additively computed on 3
should be close to 16 pN, essentially directed toward ele-
ment 4 (this is easily visualized, although it is not shown in
the figures). Actually, it is instead -11 pN, remarkably
turned toward the solvent (blue arrow in Fig. 3). 3) The
effect on particle 3 of adding or taking away element 2 is a
change in SIF by some 50 pN (difference between red and
blue vectors in Fig. 3, top right) along an unpredicted
direction.
Finally, the sensitivity of SIFs and of their nonadditivity
to relatively small hydration details is evident from a com-
parison of the left-hand column of Fig. 3 with the remaining
two. Hydration differences in the presence and in the ab-
sence of element 2 or of element 6 are in fact not very
impressive, although they are perfectly visible. In contrast,
very large differences are seen in SIFs. This is because they
usually are (as in Fig. 3) the result of opposite and large
contributions. In fact, the size of each contribution usually
exceeds that of SIFs by one or even two orders of magnitude
(Bruge et al., 1994, 1996). Consequently, small changes of
hydration and related contributions are apt to cause large
changes in SIFs.
COMMENTS AND CONCLUSIONS
In this MD study we have taken into account explicitly and
without approximations all solvent water molecules. By
computing space-resolved SIFs at the scale of individual
solute elements, we have revealed microscopic features of
solvent-induced interactions that have not been scrutinized


















terms in Eq. 1. A quantity we have used to compute SIFs is
the inhomogeneous distribution of the normalized space-
occupancy probability p (defined as in Bruge et al., 1996,
and in Methods). In this view, it helps to refer to the
complex energy landscape in the multidimensional config-
urational space of water (Stillinger, 1988). Steric and inter-
action potential constraints imposed by solutes alter this
landscape, its statistically populated regions, related config-
urational and residence times, and consequently, the spatial
distribution of p and related free energy.
Inhomogeneous p distributions cause, on each solute el-
ement, forces that do not balance out. The resulting SIF
vector acts on that element as part of a general drive toward
a configuration of all elements corresponding to a minimum
of hydration free energy. We have already discussed the
quantitative relation of SIFs to hydration and their great
sensitivity to hydration details. The latter feature combines
with the observed relay of hydrations and related interac-
tions. Together, they endow SIFs with extraordinary spec-
ificity, which is very sensitive to the context of solute
elements and biologically very significant. This context-
specificity is sufficiently strong to blur, occasionally, the
relevance of the character (hydrophobic/philic) of a given
element (see Fig. 3, top right, and Martorana et al., 1996,
and manuscript to be published).
The present MD approach is, in a way, complementary to
highly efficient simulation approaches essentially based on
KSA (see e.g. Hirata et al., 1982; Pettitt et al., 1986; Kitao
et al., 1991; Klement et al., 1991; Pellegrini and Doniach,
1995; Garde et al., 1996). The convenience of using either
type of approach depends on the type of problem addressed
and particularly on the scale of details sought. Highly effi-
cient "quasiadditive" approaches based on KSA have been
tested in a number of cases and shown to reproduce with
reasonable accuracy features of free energies and of hydra-
tion. This is in line with the foregoing remarks, because
nonadditivities elicited here are less likely to show up in
cases involving averages of large numbers of interactions
(de Gennes, 1979) than in cases such as the present one,
involving differences of large terms (Lazaridis et al., 1995).
Interestingly, the adequacy of approximated methods to the
understanding of mesoscopic (coarse-grained) situations
and phenomena is endorsed by both experimental and the-
oretical work. For example, in several cases, even when a
strong role of solvent-induced interactions is present, the
description of important nonmicroscopic events in complex
systems in fact obeys predictions based on mean-field the-
ory (San Biagio and Palma, 1991; Sciortino et al., 1993;
Bulone et al., 1993; San Biagio et al., 1996a,b). Further-
more, treatments in terms of additive hydrophobic interac-
tions (Kauzmann, 1959; Dill et al., 1995) can be adequate to
predict coarse-grained, yet not detailed, features of protein
folding/unfolding. Of course, we do not expect mean-field
approaches to be adequate at the detailed scale of, say, one
or a few residues. Nonetheless, down to a scale of some
1000 A2, an approach in terms of average effect has proved
conformational T-R change involved in oxygen transport
involves a change of some 1000 A2 of its area exposed to
solvent (Chotia et al., 1976). More precisely, using and
extrapolating averaged (although nonadditive) perturbations
has revealed that in the functional GF = AG (T-R) free
energy of HbA, the contribution of solvent-induced inter-
actions overwhelms intramolecular ones and for this reason
dictates the functional uptake/release of oxygen (Bulone et
al., 1991, 1992, 1993; Palma et al., 1993, 1994).
At variance with the cases above, a complementary situ-
ation is met when the main concern is to understand in
causal (physical) terms single, microscopic events (say, at
the biologically significant single-residue resolution) and
the physical drive governing them, involving (as noted
above) differences of large terms. In these cases, the reasons
discussed above make clear that accuracies of, say, 10% or
even much better in computing such large terms are in
general no longer adequate. A fully explicit and nonap-
proximated treatment of solvent molecules then becomes
necessary, as shown by the present and other recent work
(Bruge et al., 1996; Martorana et al., 1996). To appreciate
this, it is sufficient to refer, e.g., to the functionally crucial
details of how proteins fold and work at the single-residue
level. Indeed, it is hardly conceivable that pathways and the
net result of biomolecular folding and interactions at this
level could be the same in the presence and the absence of
strong and highly nonadditive effects, such as those elicited
in the present work.
The reported large size of high-order 6Gsw terms in Eq.
1 and the consequently extended range of solvent-induced
interactions can also be responsible for biologically signif-
icant effects at the microscopic, single-residue scale. As an
example, let us consider the frequently observed, small, and
still biologically important nonadditivities of point mutation
effects in proteins (Green and Shortle, 1993; LiCata and
Ackers, 1995). We note that protein function involves en-
counters with other solutes and (or) conformational
changes. Correspondingly, and in accord with Eq. 1, there
will be changes AGsw in the hydration free energy. There-
fore, the free energy GF associated with a given function of
a protein will in general contain contributions from all
8Gsw terms in Eq. 1. In light of the present results, it is very
plain to see how mutations in two or more even distant sites
can nonadditively alter AGsw and thus GF via 8Gsw terms
of all orders. This provides the "general molecular mecha-
nism" acting through some "global elements of the protein"
sought by LiCata and Ackers (1995). Here, the global
feature is provided by the many-body character of PMF and
GSW. As for the associated redistribution of "statistical
mechanical substates accessible to the system" that LiCata
and Ackers propose to be involved in the mechanism, we
recall that the origin of hydration free energy lies in the
changes of energy, multiplicity, and related dynamic states
of the statistically populated solvent configurations, caused
globally and collectively by solutes (Bruge et al., 1996;
Martorana et al., 1996). Consequently, the configurational
adequate. This is the case of hemoglobin (HbA), whose
Martorana et al. 35
and dynamic states (and related statistical weights) respon-
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sible for function are those corresponding to the very com-
plex configurational energy landscape of the two interacting
systems: protein + nH20 (Bulone et al., 1993; Palma et al.,
1993, 1994). Here n is on the order of 102_103, and the
functional role is played by the complex energy landscape
of the entire system in the configurational space.
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