high-level annotations that allow the programmer to control the mapping of a program onto a particular machine. Concurrency is expressed explicitly in PRELUDE.
The annotations are used to describe and control the performance of the program, not its functionality. For example, annotations can be used to express the migration of objects and computations between processors in distributed memory architectures. Since annotations affect performance but not functionality, the annotations can be freely changed without introducing errors into the program. This separation of architecture-specific performance-related concerns from the rest of the program makes it relatively easy to port or tune the performance of a program.
PRELUDE provides three types of invocations: synchronous, unordered asynchronous, and ordered asynchronous. In a synchronous invocation, the calling thread performs the invocation. Unlike synchronous invocations, an asynchronous invocation conceptually forks a new thread to perform the invocation. Unordered asynchronous invocations avoid the software overhead required to maintain order and are therefore simpler and faster than ordered invocations. However, in many situations a thread can run concurrently with a sequence of calls it makes but these calls must be executed sequentially. A mechanism for ordered asynchronous calls leads to programs that are both simpler to understand and more efficient than ones in which the ordering is enforced by application-level synchronization. We introduce a new mechanism, pipe objects, to support ordered asynchronous calls.
The runtime system incorporates novel mechanisms for migrating data and computation in a distributed-memory multiprocessor. Existing systems have provided reasonable flexibility in mapping data onto parallel machines (via partitioning, replication, and migration), but have provided only simple mechanisms such as remote procedure calls for mapping logical threads. PRELUDE is designed to provide flexible control over the migration of computation, which allows a logical thread to be mapped onto a number of different physical threads as the computation represented by the logical thread migrates around the machine.
Parallel programs are difficult to test, debug, and tune. To accompany PRELUDE, we have buil~ a retargetable simulator, PROTEUS [2] , that provides extremely efficient instruction-level simulation for a wide range of MIMD multiprocessors. Because of its efficiency, accuracy and flexibility, PROTEUS has shown itself to be a useful tool for prototyping, testing, and tuning parallel programs. We have built prototypes of the PRELUDE compiler and runtime system using PROTEUS. We are experimenting with our implementation to evaluate the effectiveness of our current suite of mapping mechanisms and to understand what other mechanisms or changes to our current mechanisms are needed.
