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DYSON FERRARI–SPOHN DIFFUSIONS AND ORDERED
WALKS UNDER AREA TILTS
DMITRY IOFFE, YVAN VELENIK, AND VITALI WACHTEL
Abstract. We consider families of non-colliding random walks above a hard
wall, which are subject to a self-potential of tilted area type. We view such
ensembles as effective models for the level lines of a class of 2 + 1-dimensional
discrete-height random surfaces in statistical mechanics. We prove that, under
rather general assumptions on the step distribution and on the self-potential, such
walks converge, under appropriate rescaling, to non-intersecting Ferrari–Spohn
diffusions associated with limiting Sturm–Liouville operators. In particular, the
limiting invariant measures are given by the squares of the corresponding Slater
determinants.
1. Introduction
Random walks under area tilts mimic phase separation lines in certain low-
temperature two-dimensional lattice models of statistical mechanics, particularly
in the regime of pre-wetting. A prototypical example is the two-dimensional Ising
model in a large box with negative boundary conditions and a small positive mag-
netic field h. In such circumstances, the ±-interface is pushed towards the boundary
of the box and its fluctuations above flat segments of the boundary are expected to
be of order h−1/3. Rigorous justification of the latter claim is still an open problem
(but see [21] for partial results in this direction). Instead, the papers [12, 15] are
devoted to a refined analysis of effective random walk models of such interfaces. In
particular, the full scaling limits were identified in [15], for a large class of effective
random walks, as Ferrari–Spohn diffusions [10].
In this paper, we consider ensembles of n non-colliding random walks which
are subject to generalized area tilts. Precise definition are given in Section 3.
These ensembles are intended to model non-intersecting level lines for certain low-
temperature 2 + 1-dimensional interfaces (which themselves are intended to model
two-dimensional random surfaces of lattice statistical mechanics). A prototypical
example is the SOS model, see [3, 4] and references therein, or even more so its
version with bulk Bernoulli fields which was introduced in [13]. In either case, low-
temperature level lines have the structure of Ising polymers whose effective random
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walk representation is discussed in [14] and is based on the general fluctuation theory
of ballistic walks with self-interactions as developed in [16].
In Section 2, we introduce and briefly discuss the class of limiting objects, which
we call Dyson Ferrari–Spohn diffusions. The latter can be alternatively described as
Ferrari–Spohn diffusions conditioned to remain ordered, or as ergodic n-dimensional
diffusions driven by the log-derivative of the Slater determinants of the corresponding
Sturm–Liouville operators. The construction is well understood: We refer to [19,
Section 2] for extensive details on determinantal random point fields in general and
Fermi gas in particular, and to [7, Section 3] where such diffusions are discussed for
specific kernels in the context of random matrix theory.
Properties of Dyson Ferrari–Spohn diffusions, in the form we need them, are
formulated in Theorem 2.1. To keep our exposition self-contained and to stress the
role played by the Karlin–McGregor formula, we sketch the proof.
Our effective model of ordered walks under area tilts is introduced in Section 3,
while our main result, Theorem A, is formulated in Subsection 3.4. In Subsection 3.6,
we introduce the rescaling notation which is employed in all the subsequent argu-
ments. The step-by-step structure of our arguments is explained in Subsection 3.7.
The details of the proofs are given in Sections 4–7 and in the Appendix. The or-
ganization of these sections is described in Subsection 3.8. Many of our technical
estimates rely on strong approximation techniques and on a refinement of recent
results on random walks in Weyl chambers and on cones [6, 8].
2. Sturm–Liouville operators and Dyson Ferrari–Spohn diffusions
2.1. One particle. Consider the Sturm–Liouville operator
L =
1
2
d2
dr2
− q(r), (2.1)
where q is a non-negative symmetric C2-potential satisfying
lim
|r|→∞
q(r) =∞. (2.2)
We can either think of L as being defined on L2(R+) with zero boundary conditions
at zero, or as being defined on L2(R). It is classical fact [5] that L has a complete
orthonormal family of eigenfunctions
Lϕi = −eiϕi 0 < e1 < e2 < · · · ↗ ∞. (2.3)
The Krein–Rutman eigenfunction ϕ1 is positive on (0,∞), respectively on R.
In the case of the half-line, L has a closed self-adjoint extension from C0(0,∞),
whereas in the case of R it has a closed self-adjoint extension from C0(R). In both
cases, the domain of the closure is given by
D(L) =
{
f =
∑
k
fkϕk :
∑
k
ekf
2
k <∞
}
. (2.4)
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We proceed to discuss the half-line case only; the full-line case would be a literal
repetition.
L is a generator of a contraction semigroup Tt on L2(R+): For f =
∑
fkϕk,
Ttf(r) =
∑
k
fke
−ektϕk. (2.5)
This semigroup has the following probabilistic representation: For r > 0, let Pˆr be
the (sub-probability) path measure of the Brownian motion started at r and killed
upon hitting the origin. Then, for any f ∈ D(L) and any t ≥ 0,
Ttf(r) = Eˆ
r
{
e−
∫ t
0 q(B(s)) dsf(B(t))
}
. (2.6)
Clearly, Tt is an integral operator with kernel ht given by
ht(r, s) =
∑
e−ektϕk(r)ϕk(s). (2.7)
2.2. n non-colliding particles. Let us fix n ∈ N and define
A+n = {r ∈ Rn : 0 < r1 < · · · < rn}. (2.8)
Let Li be a copy of L acting on the i-th variable. Consider the closed self-adjoint
extension of
n∑
1
Li =
n∑
1
(1
2
∂2
∂r2i
− q(ri)
)
(2.9)
from C0(A+n ) and let T+t be the corresponding contraction semigroup on L2(A+n ).
In probabilistic terms, T+t can be described as follows: For an n-tuple r ∈ A+n , set
Eˆr = Eˆr1 ⊗ Eˆr2 ⊗ · · · ⊗ Eˆrn .
Let B be the n-dimensional Brownian motion, and define
τ = min{t : B(t) 6∈ A+n }. (2.10)
In other words, τ is the minimum between the first collision time and the first time
the bottom trajectory exits from the positive semi-axis. Then,
T+t f(r) = Eˆr
{
e−
∑
i
∫ t
0 q(Bi(s)) dsf(B(t))1τ>t
}
. (2.11)
T+t is an integral operator on L2(A+n ) and, by the Karlin–McGregor formula, its
kernel κt is given by
κt(r, s) = det{ht(ri, sj)}. (2.12)
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2.3. Limiting behaviour. Let
∆(r) = det

ϕ1(r1) ϕ2(r1) · · · ϕn(r1)
ϕ1(r2) ϕ2(r2) · · · ϕn(r2)
...
...
. . .
...
ϕ1(rn) ϕ2(rn) · · · ϕn(rn)
 . (2.13)
Note that ∆ ∈ L2(A+n ) .
Theorem 2.1. Set Dn =
∑n
1 e`. Then,
lim
t→∞
eDntκt(r, s) = ∆(r)∆(s). (2.14)
Moreover, for any f ∈ L2(A+n ) and for any t > 0,
lim
T→∞
Er
{
e−
∑
i
∫ T
0 q(Bi(s)) dsf(X(t))1T<τ+
}
Er
{
e−
∑
i
∫ T
0 q(Bi(s)) ds1T<τ+
}
=
eDnt
∆(r)
Er
{
e−
∑
i
∫ t
0 q(Bi(s)) dsf(B(t))∆(B(t))1t<τ+
}
=
eDnt
∆(r)
T+t (f∆)(r)
∆
= S+t f(r). (2.15)
In its turn, S+t is a diffusion semigroup with transition kernel
qt(r, s) =
eDnt
∆(r)
κt(r, s)∆(s), (2.16)
which is self-adjoint on L2(A+n ,∆2); the generator of the corresponding ergodic dif-
fusion on A+n is given by
G+n =
1
2
n∑
1
∂2
∂r2i
+∇ log(∆)(r) · ∇ = 1
2∆2(r)
div
(
∆2(r)∇). (2.17)
Proof. Let us introduce the column vectors
b` =

ϕ`(r1)
ϕ`(r2)
...
ϕ`(rn)
 (` = 1, . . . , n)
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and the volume form F (c1, . . . , cn) = det[c1, . . . , cn]. Under our assumptions, (2.3),
(2.7) and (2.12) imply, asymptotically as t→∞, that
eDntκt(r, s)
(
1 + o (1)
)
= F
( n∑
1
ϕ`(s1)b`,
n∑
1
ϕ`(s2)b`, . . . ,
n∑
1
ϕ`(sn)b`
)
= F (b1, . . . , bn)
∑
σ
(−1)sgn(σ)
n∏
`=1
ϕσ`(s`), (2.18)
and the first claim (2.14) follows. Above, σ runs over all permutations of {1, . . . , n}
and sgn(σ) = ±1 denotes the signature of σ.
Modulo some technicalities, (2.15) follows from (2.14) and the Markov property.
Finally, Gn in (2.17) is the generator of S
+
t , since the generator of T
+
t is the closed
self-adjoint extension of (2.9) from C0(A+n ) and since, by direct computation,
n∑
1
(1
2
∂2
∂r2i
− q(ri)
)
∆(r) = −Dn∆(r). (2.19)

2.4. Dyson diffusions for Sturm–Liouville operators. For every n ∈ N, the
diffusion
dx(t) = dB(t) +∇ log(∆)(x(t)) dt, (2.20)
with the generator Gn described in Theorem 2.1, lives on A+n and is reversible
with respect to ∆2(r) dr. In the sequel, we shall use P+n for its distribution on
C
(
(−∞,+∞),A+n
)
and P+;Tn for the restriction of this distribution to C
(
[−T, T ],A+n
)
.
Without loss of generality, let us assume that ∆2(r) is a probability density (on A+n ).
Note that the latter has a determinantal structure:
∆2(r) = det{Kn(ri, rj)}, (2.21)
where the kernel Kn is given by
Kn(r, s) =
n∑
`=1
ϕ`(r)ϕl(s). (2.22)
In particular, the level density distribution is given by
ρn(r) =
1
n
Kn(r, r) =
1
n
n∑
1
ϕ2`(r). (2.23)
There are similar determinantal formulas for level spacing, gap probabilities, etc.
We note that the unpublished work [2] contains results on the universality of scaling
limits (as n→∞) in this general Sturm–Liouville context.
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3. Ordered walks with area tilts.
3.1. Underlying random walks and ordering of trajectories. The setup fol-
lows [15].
Let py be an irreducible random walk kernel on Z. The probability of a finite
trajectory X = (X1, X2, . . . , Xk) is p(X) =
∏
i pXi+1−Xi . The product probability of
n finite trajectories X = (X1, . . . ,Xn) is
P(X) =
n∏
`=1
p(X`). (3.1)
Assumptions on p. Assume that∑
z∈Z
zpz = 0 and p has finite exponential moments. (3.2)
In the sequel, we, in order to facilitate the notation, shall assume that the variance
satisfies,
σ2 =
∑
z∈Z
z2pz = 1. (3.3)
Sets of trajectories . Let u, v ∈ N. As in [15], Pu,vM,N,+ is used to denote the set of
trajectories X starting at u at time M , ending at v at time N and staying positive
during the time interval {M, . . . , N}.
Let u, v ∈ Nn ∩ A+n and M,N ∈ Z with M ≤ N . Let Pu,vM,N,+ be the family of n
trajectories X starting at u at time M , ending at v at time N and satisfying
0 < X1j < X
2
j < · · · < Xnj ∀j ∈ {M + 1, . . . , N − 1}. (3.4)
For u, v ∈ Nn, let Au,vM,N,+ be the set of n trajectories X starting at u at time M ,
ending at v at time N , staying positive during the time interval {M, . . . , N} and
satisfying
X`j 6= Xkj ∀j ∈ {M, . . . , N} and ` 6= k. (3.5)
For N > 0, we shall use the shorthand notations Pu,vN,+ = Pu,v−N,N,+ and Pˆu,vN,+ =
Pu,v1,N,+. The same convention applies for the shorthand notations Au,vN,+ and Aˆu,vN,+.
The model which we define below is a polymer measure over ordered trajectories
Pu,vN,+. The families Au,vM,N,+ are needed for an application of the Karlin–McGregor
formula.
3.2. The model. Let {Vλ}λ>0 be a family of self-potentials Vλ : N → R+. For
a finite trajectory X = (XM , . . . , XN), let p(X) =
∏N
i=M+1 p(Xi − Xi−1) be its
probability for the underlying random walk, and let us introduce the tilted weights
wλ(X) = e−
∑N
M+1 Vλ(Xi)p(X). (3.6)
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Given u, v ∈ N and λ > 0, define the partition functions and the probability distri-
butions
Zu,vN,+,λ =
∑
X∈Pu,vN,+
wλ(X) and Pu,vN,+,λ(X) =
1
ZuvN,+,λ
wλ(X)1{X∈Pu,vN,+}. (3.7)
In the case of an n-tuple X = (X1, . . . ,Xn) of trajectories, we consider the product
weights wλ(X) =
∏n
i=1 wλ(Xi). If S is a finite or countable set of such tuples, then
the corresponding restricted partition functions are denoted by
Zλ [S] =
∑
X∈S
wλ(X). (3.8)
We shall use the shorthand notations Zu,vN,+,λ = Zλ[Pu,vN,+] and Zˆu,vN,+,λ = Zλ[Pˆu,vN,+].
Finally, let us define the probability distribution Pu,vN,+,λ on Pu,vN,+ by
Pu,vN,+,λ(X) =
1
Zu,vN,+,λ
wλ(X)1{X∈Pu,vN,+}. (3.9)
The term
∑N
−N+1 Vλ(Xi) represents a generalized (non-linear) area below the tra-
jectory X. It reduces to (a multiple of) the usual area when Vλ(x) = λx. As in [15],
we make the following set of assumptions on Vλ:
3.3. Assumptions on Vλ and the scale Hλ. For any λ > 0, the function Vλ on
[0,∞) is continuous, monotone increasing and satisfies
Vλ(0) = 0 and lim
x→∞
Vλ(x) =∞. (3.10)
In particular, the relation
H2λVλ(Hλ) = 1 (3.11)
determines unambiguously the quantity Hλ. Furthermore, we make the assumptions
that limλ↓0Hλ =∞ and that there exists a function q ∈ C2(R+) such that
lim
λ↓0
H2λVλ(rHλ) = q(r), (3.12)
uniformly on compact subsets of R+. Note that Hλ, respectively H2λ, plays the
role of the spatial, respectively temporal, scale in the invariance principle which is
formulated below in Theorem A.
Furthermore, we shall assume that there exist λ0 > 0 and a (continuous non-
decreasing) function q0 ≥ 0 with limr→∞ q0(r) =∞ such that, for all λ ≤ λ0,
H2λVλ(rHλ) ≥ q0(r) on R+. (3.13)
Finally, we assume that q0 grows to ∞ sufficiently fast; namely, for any κ > 0,∫ ∞
0
e−κq0(r) dr <∞. (3.14)
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Presumably, our main results hold without assumption (3.14). However, since it
is rather soft and since it implies the claim of the technically very convenient
Lemma 4.2 below, we decided to keep it.
Remark 1. A natural class of examples of family of potentials satisfying assump-
tions (3.10)-(3.14) is given by Vλ(x) = λx
α with α > 0. For the latter, Hλ =
λ−1/(2+α) and q(r) = q0(r) = rα. In this way, the case of linear area tilts α = 1
corresponds to the familiar Airy rescaling Hλ = λ
−1/3.
3.4. The result. We set hλ = H
−1
λ . The paths are rescaled as follows: For t ∈ h2λZ,
define
xλ(t) = hλXH2λt =
1
Hλ
XH2λt. (3.15)
Then, extend xλ to any t ∈ R by linear interpolation. In this way, given T > 0 and
u, v, we can talk about the induced distribution Pu,v;TN,+,λ on the space of continuous
functions C
(
[−T, T ],A+n
)
.
Theorem A. Let λN be a sequence satisfying
lim
N→∞
λN = 0 and lim
N→∞
aN
∆
= lim
N→∞
N
H2λN
=∞. (3.16)
Fix any C ∈ (0,∞) and any T > 0. Then, the sequence of distributions Pu,v;TN,+,λN
converges weakly to the distribution P+;Tn of the ergodic diffusion x(·) in (2.20),
uniformly in vn, un ≤ CHλN .
3.5. Non-strict constraints. In the sequel, we shall focus on the strict constraints
expressed in (3.4). However, a rather straightforward modification of our arguments
would imply that the conclusion still holds when the ordering in (3.4) is non-strict,
that is, when we instead require that
0 ≤ X1j ≤ X2j ≤ . . . ≤ Xnj ∀j ∈ {M, . . . , N}. (3.17)
Namely, let Pu,vM,N,0 be the family of n trajectories X starting at u at time M , ending
at v at time N and satisfying (3.17). As in the case of strict ordering, we use
abbreviation Pu,vN,0 = Pu,v−N,N,0. Define (recall (3.1))
Zu,vN,0,λ =
∑
X∈Pu,vN,0
e−
∑n
`=1
∑N
i=−N Vλ(X
`
i ) P(X)
and
Pu,vN,0,λ(X) =
e−
∑n
`=1
∑N
i=−N Vλ(X
`
i )P(X)
Zu,vN,0,λ
1{X∈Pu,vN,0}.
Corollary 3.1. Under the same assumptions, the conclusions of Theorem A hold
for the family of measures Pu,vN,0,λ.
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3.6. Rescaling and the corresponding notation. It will be convenient to adjust
our notations to the running scales hλ. Define:
Nλ = hλN, A+n,λ = A
+
n ∩ (Nλ)n and Zλ = h2λZ. (3.18)
In this way, xλ(t) in (3.15) belongs to A+n,λ for every t ∈ Zλ.
For a, b, t ∈ Zλ and r, s ∈ A+n,λ, we shall write, with a slight abuse of notation,
Pr,sa,b,+,λ ≡ PHλr,HλsH2λa,H2λb,+,λ and similarly for P
r,s
t,+,λ, Pˆr,st,+,λAr,st,+,λ and Aˆr,st,+,λ. (3.19)
The same conventions apply to partition functions (e.g., we shall write Zˆr,st,+,λ =
Zλ[Pˆr,st,+,λ]) and for probability distributions (e.g., we shall write Pr,sa,+,λ for a ∈ Zλ
and r, s,∈ A+n,λ).
With the above notations, Theorem A can be restated as follows: Let
lim
N→∞
λN = 0 and lim
N→∞
aN =∞. (3.20)
Then, the family of distributions Pr,s;TaN ,+,λN converges weakly to the distribution P
+;T
n
of the ergodic diffusion x(·), uniformly in rn, sn ≤ C.
Our proofs rely on the properties of the underlying rescaled random walks (without
area tilts). The corresponding notation for the latter follows the above convention
adopted for polymer measures: Given λ > 0 and r ∈ Nnλ, we use Pˆrλ for the law
of the rescaled walk started at time zero at r. The restriction of Pˆrλ to the set of
trajectories which stay in A+n,λ during the interval [0, t] is denoted by Pˆ
r
t,+,λ. When
the end-point t is clear from the context, we will sometimes use the shorthand
notation Pˆr+,λ. Finally, given s ∈ Nnλ and t ∈ Zλ, we use
Pˆr,st,λ = Pˆ
r
λ
( · ∣∣ xλ(t) = s) and Pˆr,st,+,λ = Pˆr+,λ( · ∣∣ xλ(t) = s). (3.21)
3.7. Structure of the argument. As λ ↓ 0, the following notion of convergence
is employed: Consider the spaces `2(Nλ) and `2(A+n,λ) with scalar products
〈f, g〉2,λ = hλ
∑
r∈Nλ
f(r)g(r) and, respectively, 〈f, g〉2,λ = hnλ
∑
r∈A+n,λ
f(r)g(r). (3.22)
Let ρλ : L2(R+) → `2(Nλ) and ρλ,n : L2(A+n ) → `2(A+n,λ) be linear contractions; for
instance, to fix the ideas, set
ρλu(r) =
1
hλ
∫ r
(r−hλ)+
u(s) ds and ρλ,nu(r) =
1
hnλ
∫ r1
(r1−hλ)+
· · ·
∫ rn
(rn−hλ)+
u(s)1{s∈A+n } ds.
(3.23)
Above, s+ = s ∨ 0 for any s ∈ R. Let us say that a sequence uλ ∈ `2(Nλ) converges
to u ∈ L2(R+), which we denote u = limuλ, if
lim
λ↓0
‖uλ − ρλu‖2,λ = 0. (3.24)
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The same definition applies for sequences uλ ∈ `2(A+n,λ) and, accordingly, for the
limiting u in L2(A+n ). Note that, in both cases, if u = limλ↓0 uλ and v = limλ↓0 vλ,
then
lim
λ↓0
〈uλ, vλ〉2,λ =
∫ ∞
0
u(r)v(r) dr, respectively, lim
λ↓0
〈uλ, vλ〉2,λ =
∫
A+n
u(r)v(r) dr.
(3.25)
STEP 1. (Convergence of one-dimensional and product semi-groups.) Recall that Tt
is an integral operator whose kernel ht is defined in (2.7). [15, Proposition 3] implies
that if a sequence fλ ∈ `2(Nλ) converges to f ∈ L2(R+), then, for any t > 0,
lim
λ↓0
∑
s∈Nλ
Zˆr,st,+,λfλ(s) =
∫ ∞
0
ht(r, s)f(s) ds, (3.26)
in the sense of (3.24) above. In particular, for any f, g ∈ C0(R+),
lim
λ↓0
hλ
∑
r∈Nλ
∑
s∈Nλ
g(r)Zˆr,st,+,λf(s) =
∫ ∞
0
∫ ∞
0
g(r)ht(r, s)f(s) drds. (3.27)
We claim:
Proposition 3.1. Assume that the sequence fλ ∈ `2(A+n,λ) converges to f ∈ C0(A+n ).
Let σ be a permutation of {1, . . . , n}. Then, for any t > 0,
lim
λ↓0
∑
s∈A+n,λ
n∏
i=1
Zˆ
ri,sσi
t,+,λ fλ(s) =
∫
A+n
n∏
i=1
ht(ri, sσi)f(s) ds, (3.28)
in the sense of (3.24) above. In particular, let f, g ∈ C0(A+n ). Then, for any t > 0,
lim
λ↓0
hnλ
∑
r∈A+n,λ
∑
s∈A+n,λ
g(r)
n∏
i=1
Zˆ
ri,sσi
t,+,λ f(s) =
∫
A+n
∫
A+n
g(r)
n∏
i=1
ht(ri, sσi)f(s) drds. (3.29)
STEP 2. (Karlin–McGregor formula and probabilistic estimates.) Let r, s ∈ A+n,λ.
By an application of Karlin–McGregor formula (see [17, Section 5]),
det
{
Zˆ
ri,sj
t,+,λ
}
=
∑
σ
(−1)sgn(σ)Z[Aˆr,sσt,+,λ]. (3.30)
Above, (sσ)i ≡ sσi .
Recall our notation for rescaled norms: ‖fλ‖22,λ = hnλ
∑
r f
2
λ(r). We claim:
Theorem 3.1. (a) For any t0 > 0 and for any non-trivial permutation σ 6= Id,
lim
λ↓0
∑
s∈A+n,λ
Zλ[Aˆr,sσt,+,λ]fλ(s) = 0, (3.31)
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in the sense of (3.24), uniformly in t ≥ t0 and in ‖fλ‖2,λ = 1.
(b) For any t0 > 0,
lim
λ↓0
∑
s∈A+n,λ
(
Zλ[Aˆr,st,+,λ]− Zλ[Pˆr,st,+,λ]
)
fλ(s) = 0, (3.32)
as well, also uniformly in t ≥ t0 and ‖fλ‖2,λ = 1.
Recall our notation Zˆr,st,+,λ = Zλ[Pˆr,st,+,λ] and κt(r, s) = det{ht(ri, sj)}. Proposi-
tion 3.1 and Theorem 3.1 imply:
Theorem 3.2. For any t > 0 and any sequence fλ ∈ `2(A+n,λ) with limλ↓0 fλ = f ,
lim
λ↓0
∑
s∈A+n,λ
Zˆr,st,+,λfλ(s) =
∫
A+n
κt(r, s)f(s) ds. (3.33)
In particular, for any f, g ∈ C0(A+n ),
lim
λ↓0
hnλ
∑
r∈A+n,λ
∑
s∈A+n,λ
g(r)Zr,st,+,λf(s) =
∫
A+n
∫
A+n
g(r)κt(r, s)f(s) drds. (3.34)
STEP 3. (Tightness.) We claim:
Proposition 3.2. Fix any T > 0. Under the conditions of Theorem A, the family
{Pr,s;TaN ,+,λN} of probability distributions on C([−T, T ],A+n ) is tight.
STEP 4. (Mixing.) We claim:
Theorem 3.3. For any C <∞, there exist c1, c2 > 0 such that, for any K > 0,∥∥Pr,s;Ta,+,λ − Pw,z;Tb,+,λ ∥∥var ≤ c1e−c2K , (3.35)
holds uniformly in λ small, a, b ∈ Zλ with a, b ≥ (K+T ) and uniformly in r, s, w, z ∈
A+n,λ with rn, sn, wn, zn ≤ C.
STEP 5. (Convergence of finite-dimensional distributions.) Fix T > 0. Let λN ↓ 0
and let aN ∈ ZλN satisfy lim aN = ∞. Let f, g ∈ C0(A+n ) be two non-negative and
non-identically zero functions. For M ∈ Zλ, M > T , define the partition functions
(rescaled as in (3.19))
Zg,fM,+,λ = h
n
λ
∑
r∈A+n
∑
s∈A+n
g(r)Zr,sM,+,λf(s) > 0 (3.36)
and let Pg,f ;TM,+,λ be the corresponding induced probability distribution on C([−T, T ],A+n ).
By Theorem 3.3, under the conditions of Theorem A,
lim
M→∞
lim
N→∞
∥∥Pr,s;TaN ,+,λN − Pg,f ;TM,+,λN∥∥var = 0, (3.37)
uniformly in rn, sn ≤ C.
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Let now −T ≤ t1 < t2 < . . . tm ≤ T and let u1, . . . , um ∈ C0(A+n ). By Theo-
rem 3.2,
lim
λ↓0
Eg,f ;TM,+,λ
( m∏
i=1
ui
(
xλ(ti)
))
=∫
g(r)
∫
κt1+M(r, r
1)u1(r
1)
∫
. . . um(r
m)
∫
κM−tm(r
m, s)f(s) dsdrm · · · dr∫ ∫
g(r)κ2M(r, s)f(s) dsdr
. (3.38)
Above, all integrals are over A+n . In view of (2.14) and by the definition of the
semigroup S+t in (2.15), the formulas (3.37) and (3.38) imply:
Proposition 3.3. Fix T > 0, −T ≤ t1 < t2 < . . . tm ≤ T and let u1, . . . , um be
bounded continuous functions on A+n . Let λN and aN satisfy the assumptions of
Theorem A. Then,
lim
N→∞
Er,saN ,+,λN
( m∏
i=1
ui
(
xλN (ti)
))
=∫
∆2(r1)u1(r
1)
∫
qt2−t1(r
1, r2)u2(r
2)
∫
· · ·
∫
qtm−tm−1(r
m−1, rm) drm · · · dr1, (3.39)
uniformly in rn, sn ≤ C. Above, qt is the transition kernel of S+t , as defined in (2.16).
STEP 6. (Conclusion of the Proof.) By Proposition 3.2, the sequence of measures{
Pr,s;TaN ,+,λN ; rn, sn ≤ C
}
on C([−T, T ],A+n ) is tight for any T > 0 fixed. By Proposi-
tion 3.3, its finite-dimensional distributions converge to the finite-dimensional dis-
tributions of the Dyson diffusion x(·) in (2.20). 
3.8. Organization of the technical part of the paper. We still have to prove
Theorem 3.1, Propositions 3.1 and 3.2 and Theorem 3.3. This will be done in
Section 4, Section 5 and, respectively, in Sections 6 and 7. The proof of Theorem 3.3
is by far the most techically loaded part of the paper, and it relies on the probabilistic
estimates (I.1)-(I.3), which are based on strong approximation techniques and on
invariance principles for random walks in Weyl chambers. The derivation of (I.1)-
(I.3) is relegated to the Appendix.
4. Proof of Theorem 3.1
4.1. Preliminary estimates. Let us start with three preliminary estimates. The
first one is just a rough local CLT estimate for the underlying random walk without
area tilts: Recall that whenever we write quantities like Zˆr,st,+,λ, we are implicitly
assuming that t ∈ Zλ = h2λZ and that r, s ∈ Nλ = hλN.
Lemma 4.1. For any t0 > 0, there exists a finite constant c1(t0) such that
sup
t≥t0
sup
r,s∈Nλ
Zˆr,st,+,λ ≤ c1(t0)hλ, (4.1)
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for all λ sufficiently small.
Indeed, since Vλ ≥ 0, Zr,st,+,λ ≤ Pˆrλ
(
xλ(t) = s
)
. 
Next, following [15], let us introduce
Zˆr,∅t,+,λ =
∑
s∈Nλ
Zˆr,st,+,λ. (4.2)
Lemma 4.2. For any t0 > 0, there exists a finite constant c2(t0) such that
sup
t≥t0
hλ
∑
r∈Nλ
Zˆr,∅t,+,λ ≤ c2(t0), (4.3)
for all λ sufficiently small. Furthermore,
lim
K→∞
sup
t≥t0
hλ
∑
r∈Nλ
r≥K
Zˆr,∅t,+,λ = 0, (4.4)
uniformly in λ sufficiently small.
Proof. Note that Lemma 4.2 is in general wrong without the additional Assump-
tion (3.14). On the other hand, under Assumption (3.13), it is straightforward to
check that there exists κ = κ(t0) > 0 such that
sup
t≥t0
Zˆr,∅t,+,λ ≤ e−κmin{q0(r/2),r
2}, (4.5)
for all λ small and all r ∈ Nλ. Both (4.3) and (4.4) follow now from (3.14). 
The third estimate is again on the underlying random walk, or more precisely on
two independent copies
(
xλ, yλ
)
of this walk. Namely,
Lemma 4.3. For any δ0 ∈ R+ and K ∈ R+ fixed,
lim
λ→0
max
δ≥δ0
max
0<u<v≤K
Pˆuλ⊗ Pˆvλ
(
xλ(δ) > yλ(δ) ; xλ(t) 6= yλ(t)∀ t ∈ [0, δ]∩Zλ
)
= 0. (4.6)
Proof. The claim follows from [20, Theorem 1] and local limit asymptotics for ran-
dom walks with exponential tails. 
4.2. Proof of Theorem 3.1 (a). Pick fλ ∈ `2(A+n,λ) with ‖fλ‖22,λ = 1. Set
uλ(r) =
∑
s∈A+n,λ
Zλ[Aˆr,sσt,+,λ]fλ(s). (4.7)
In order to prove (3.31), we need to check that, whenever σ 6= Id,
lim
λ↓0
hnλ
∑
r∈A+n,λ
uλ(r)
2 = 0, (4.8)
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uniformly in f with ‖fλ‖22,λ = 1. By the Cauchy–Schwarz inequality and Lemma 4.1,
uλ(r)
2 =
( ∑
s∈A+n,λ
Zλ[Aˆr,sσt,+,λ]fλ(s)
)2
≤
( ∑
s∈A+n,λ
Z[Aˆr,sσt,+,λ]
)( ∑
s∈A+n,λ
Zλ[Aˆr,sσt,+,λ]f 2λ(s)
)
≤ c1(t0)n
∑
s∈A+n,λ
Zλ[Aˆr,sσt,+,λ]. (4.9)
If σ 6= Id, then there exist i < j such that σi > σj. In this case,∑
s∈A+n,λ
Zλ[Aˆr,sσt,+,λ] ≤ χ+t,λ(ri, rj)
∏
k 6=i,j
Zrk,∅t,+,λ,
where Zr,∅t,+,λ were defined in (4.2) and, for r, s ∈ A+2,λ, we define s∗ = (s1, s2)∗ =
(s2, s1) and
χ+t,λ(r) =
∑
s∈A+2,λ
Zλ[Aˆr,s
∗
t,+,λ]. (4.10)
In view of Lemma 4.2, (4.8) would follow once we check that
lim
λ↓0
h2λ
∑
r∈A+2,λ
χ+t,λ(r) = 0. (4.11)
Given K > 0, let us define
λ(K) = sup
t
hλ
∑
r∈Nλ
r≥K
Zˆr,∅t,+,λ. (4.12)
By (4.3) of Lemma 4.2,
h2λ
∑
r∈A+2,λ
χ+t,λ(r) ≤ 2λ(K) + 2λ(K)c2(t0) + h2λ
∑
r∈A+2,λ
0<r1<r2≤K
χ+t,λ(r). (4.13)
Next, by (4.4) of Lemma 4.2, the term λ(K)→ 0 as K tends to infinity, uniformly
in λ small enough. Moreover, choosing δ = t
K2
≥ t0
K2
∆
= δ0, we infer from Lemma 4.3
that
lim
λ↓0
sup
t≥t0
max
0<r1<r2≤K
χ+t,λ(r) = 0, (4.14)
and hence the third term in (4.13) tends to zero (as λ tends to 0) for any K fixed.
(4.11) follows. 
ORDERED WALKS UNDER AREA TILTS 15
4.3. Proof of Theorem 3.1 (b). Fix t0 > 0. We should check that
lim
λ↓0
sup
‖gλ‖2,λ=‖fλ‖2,λ=1
hnλ
∑
r,s∈A+n,λ
gλ(r)Zλ[Aˆr,st,+,λ \ Pˆr,st,+,λ]fλ(s) = 0, (4.15)
uniformly in t > t0. By definition, any path x
λ ∈ Aˆr,st,+,λ \ Pˆr,st,+,λ (of the random walk
in discrete Zλ-time, rescaled as in (3.15)) has to exit A+n,λ on its way from r to s.
Let τ− and τ+, τ± ∈ Zλ, be, respectively, the times of the first and the last visits to
{A+n,λ}c. Again, by definition of Aˆr,st,+,λ, the points xλ(τ±) belong to
[A+n,λ]σ± = {wσ± : w ∈ A+n,λ},
for some permutation σ± 6= Id, which of course depends on the particular realization
of xλ. Since either
(i) τ− ≤ t/2 or (ii) t− τ+ ≤ t/2,
(4.15) follows by the same arguments as employed for the proof of (3.31) (although,
in case (ii), the latter should be applied to the reversed walk).
Indeed, let us fix a permutation σ 6= Id. Consider the following modification
of (4.7): Set η = σ−1 and
uλ(r) = max
u∈[t/2,t]
∑
s∈A+n,λ
Zλ[Aˆr,sηu,+,λ]fλ(s). (4.16)
For r, s ∈ A+n,λ define,
ρλ(r, s) = Zλ
[
xλ(0) = r, xλ(τ−) = sσ
]
.
Above, {xλ(0) = r, xλ(τ−) = sσ} is the set of trajectories started at time zero in r
and arriving, at their first exit from A+n,λ, to the point sσ ∈ [A+n,λ]σ. Clearly, for any
λ ≥ 0, ∑
s
ρλ(r, s) ≤ 1. (4.17)
Furthermore, under Assumption (3.14), there exists a constant c3 such that∑
r
ρλ(r, s) ≤ c3, (4.18)
for all λ small enough.
We can now bound from above the contribution of (i) with xλ(τ−) ∈ [A+n,λ]σ to
the sum in (4.15): applying the Cauchy–Schwarz inequality and the bounds (4.17)
and (4.18),
hnλ
∑
r,s
gλ(r)ρλ(r, s)uλ(s) ≤ √c3‖gλ‖2,λ‖uλ‖2,λ
and one can proceed as in the Proof of Theorem 3.1 (a) to show that limλ↓0 ‖uλ‖2,λ =
0, uniformly in f such that ‖fλ‖2,λ ≤ 1. 
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5. Proof of Propositions 3.1 and 3.2
5.1. Proof of Proposition 3.1. Let us consider f ∈ C0(Rn+) and fλ ∈ `2,λ(Nnλ).
The convergence limλ↓0 fλ = f is still defined via (3.24) with
ρλ,nu(r) =
1
hnλ
∫ r1
(r1−hλ)+
· · ·
∫ rn
(rn−hλ)+
u(s) ds. (5.1)
If uλ ∈ `2(Nnλ) converges to u ∈ L2(Rn+), then, evidently, u˜λ ∆= uλ1A+n,λ∈ `2(A
+
n,λ)
converges to u˜
∆
= u1A+n ∈ L2(A+n ). Hence, (3.28) will follow if we check that
lim
λ↓0
∑
s∈Nnλ
n∏
i=1
Zˆri,sit,+,λfλ(s) =
∫
Rn+
n∏
i=1
ht(ri, si)f(s)ds, (5.2)
whenever f ∈ C0(Rn+) and limλ↓0 fλ = f .
Next, we may assume without loss of generality that fλ = ρλ,nf . Hence, there
exists R > 0 such that both f and fλ vanish for r 6∈ [0, R]n ∆= ΩR. In other words,
we can restrict our attention to fλ ∈ `2,λ(Nnλ ∩ ΩR) and f ∈ C0(ΩR).
The rest is a monotone class argument based on (3.26): Let HR be the family of
bounded measurable functions on ΩR such that (5.2) holds. By (3.26), the familyHR
contains all the products
∏n
i=1 fi(ri) of bounded and measurable functions f1, . . . , fn
on [0, R]. In particular, 1ΩR ∈ HR. Next, by linearity, f, g ∈ HR clearly implies
that af + bg ∈ HR for any a, b ∈ R. Finally, if
0 ≤ f (1) ≤ f (2) ≤ . . .
is a non-decreasing family of functions from HR and if f = lim f (k) exists and is
bounded, then limk→∞ ‖f − f (k)‖2 = 0. Since ρλ,n are contractions, ‖fλ− f (k)λ ‖2,λ ≤
‖f − f (k)‖2 for all λ > 0. On the one hand, in view of Lemma 4.1 and (4.2), an
application of the Cauchy–Schwarz inequality yields
hnλ
∑
r
(∑
s
n∏
i=1
Zˆri,sit,+,λuλ(s)
)2
≤
(
hnλ
∑
r,s
n∏
i=1
Zˆri,sit,+,λ
)(
c1(t0)
nhnλ
∑
s
uλ(s)
2
)
≤ (c1(t0)c2(t0))n‖uλ‖22,λ, (5.3)
uniformly in t ≥ t0. In particular,∥∥∑
s
n∏
i=1
Zˆri,sit,+,λ(fλ(s)− f (k)λ (s))
∥∥
2,λ
≤ (c1(t0)c2(t0))n‖f − f (k)‖2,
uniformly in t ≥ t0. On the other hand,∥∥∫
Rn+
n∏
i=1
ht(ri, si)
(
f(s)− f (k)(s)) ds∥∥
2
≤ ‖f − f (k)‖2.
(5.2) follows, for instance, by a diagonal procedure.
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5.2. Proof of Proposition 3.2. Note that our proof of Theorem 3.3 below, and
hence our proof of Proposition 3.3, does not rely on the tightness property which
we are trying to establish here. By Proposition 3.3 the one-dimensional projections
of Pr,s;TaN ,+,λN , that is, the distributions of x
λN (t) for each fixed |t| ≤ T , converge.
Then, according to [1, Theorem 8.3], the family {Pr,s;TaN ,+,λN} is tight if for all
positive γ and β there exist δ ∈ (0, 1) and N0 such that, uniformly in t ∈ [−T, T ],
Pr,s;TaN ,+,λN
(
sup
s∈[t,t+δ]
|xλN (s)− xλN (t)| ≥ γ) ≤ δβ, N ≥ N0. (5.4)
Since aN tends to infinity, it suffices to prove (5.4) for t = 0.
Recall that T is fixed. We may assume that aN  T . Now, the exponential
mixing bound (3.35) implies that the following holds uniformly in M ≥ 2T :
Pr,s;TaN ,+,λN
(
sup
s∈[0,δ]
|xλN (s)− xλN (0)| ≥ γ)
≤ e−c1M + Pg,f ;TM,+,λN
(
sup
s∈[0,δ]
|xλN (s)− xλN (0)| ≥ γ). (5.5)
Since the potentials VλN in the definition of tilted measures are non-negative, the
latter probability is controlled in terms of the underlying random walk:
Pg,f ;TM,+,λN
(
sup
s∈[0,δ]
|xλN (s)− xλN (0)| ≥ γ) ≤ 1
Zg,fM,+,λN
PλN
(
sup
s∈[0,δ]
|xλN (s)− xλN (0)| ≥ γ).
It follows from Theorem 3.2 and the definition of the kernel κt that there exists
c2 = c2(g, f) such that
Zg,fM,+,λN ≥ e−c2M .
From these estimates and (5.5), we conclude that
Pr,s;TaN ,+,λN
(
sup
s∈[0,δ]
|xλN (s)− xλN (0)| ≥ γ)
≤ e−c1M + ec2MPλN
(
sup
s∈[0,δ]
|xλN (s)− xλN (0)| ≥ γ).
An application of the standard functional CLT (recall our assumption (3.3) on unit
variance) yields the inequality
lim sup
N→∞
PλN
(
sup
s∈[0,δ]
|xλN (s)− xλN (0)| ≥ γ) ≤ e−γ2/4δ.
Consequently,
lim sup
N→∞
Pr,s;TaN ,+,λN
(
sup
s∈[0,δ]
|xλN (s)− xλN (0)| ≥ γ) ≤ e−c1M + ec2M−γ2/4δ.
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Choosing M = γ
2
8c2δ
(and assuming that the parameters are tuned in such a way that
M ≥ 2T ), we finally obtain
lim sup
N→∞
Pr,s;TaN ,+,λN
(
sup
s∈[0,δ]
|xλN (s)− xλN (0)| ≥ γ) ≤ 2e−c3γ2/8δ,
where c3 = min{ c1c2 , 1}. Thus, (5.4) is proved.
6. Proof of Theorem 3.3
Throughout this section, we shall assume that H2λ ∈ N; this implies that Z ⊂ Zλ.
In particular, the values of rescaled walks xλ(`) in discrete Zλ-time are well defined
for any ` ∈ Z.
6.1. Regular set A+,rn , regular intervals and good blocks. Fix η < ∞ large
enough and  > 0 small enough. The regular subset A+,rn ⊂ A+n is defined as (under
the convention that x0 ≡ 0):
A+,rn =
{
x ∈ A+n : xn ≤ η and min
i≤n
(xi − xi−1) ≥ 
}
. (6.1)
The notion of regular interval is defined relative to a given continuous A+n -valued
function x(·). Namely, an interval [`, `+ 1] is said to be regular if
x(`), x(`+ 1) ∈ A+,rn and max
t∈[`,`+1]
xn(t) ≤ 2η. (6.2)
Consider now the intervals D` = [2`, 2(`+ 1)], which we shall call blocks. A block is
a union of two successive unit length intervals,
D` = [2`, 2`+ 1] ∪ [2`+ 1, 2(`+ 1)] ∆= D−` ∪D+` .
We shall say that D` is good if both D
+
` and D
−
` are regular. If the notion of goodness
is defined with respect to random trajectories, namely xλ(·), then we shall also use
D` for the corresponding event.
Lemma 6.1. Define A+,rn,λ = A+,rn ∩ A+n,λ. There exist two constants c1, c2 such that
c1h
n
λ ≤ Pr,z0,2,+,λ
(
xλ(1) = s
∣∣ D0) ≤ c2hnλ, (6.3)
uniformly in λ small and in r, s, z ∈ A+,rn,λ.
We prove Lemma 6.1 in Subsection 7.2.
6.2. Good blocks for a couple of trajectories. Consider now a couple of in-
dependent trajectories
(
xλ(·), yλ(·)) (rescaled as in (3.15)), distributed according
to
Pr,sa,+,λ ⊗ Pu,wb,+,λ.
Set 3M = min{a, b}. For D` ⊂ [−2M, 2M ], let us define
D` = {D` is good for both xλ and yλ} and M0 =
∑
−M≤`≤M−1
1D` . (6.4)
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Figure 1. Decomposition of the line into blocks. The shaded blocks rep-
resent jointly good blocks. Note that, in this case, the couple (xλ(·), yλ(·))
must be such that all trajectories stay inside the shaded area above jointly
good blocks and cross the bold line segments in such a way that their n
paths xλ1 , . . . , x
λ
n, resp. y
λ
1 , . . . , y
λ
n, are -separated. Consequently, x
λ(·) and
yλ(·)) can be coupled with positive probability, independently over each
such jointly good block.
Lemma 6.2. There exist ν > 0 and κ > 0 such that
Pr,sa,+,λ ⊗ Pu,wb,+,λ(M0 ≤ νM) ≤ e−κM , (6.5)
uniformly in λ small, M large and rn, sn, un, vn ≤ C.
The proof of Lemma 6.2 is relegated to Subsection 7.3.
6.3. A coupling argument. Fix λ small, a negative integer a < −2T and r ∈ A+,rn,λ.
For K ∈ N and u, v ∈ A+,rn,λ, define
Qu,vK (·) = Pr,ua,2K+1,+,λ ⊗ Pr,va,2K+1,+,λ
( · ∣∣ D−K), (6.6)
where, similarly to (6.4), we define
D±` = {D±` is regular for both xλ and yλ}.
In this way, D` = D
−
` ∩ D+` . As before, the number M0 of good blocks D` for
` ∈ {1, . . . , K − 1} is defined by
M0 =
K−1∑
`=1
1D` . (6.7)
Let FT = FλT be the σ-algebra generated by rescaled trajectories (3.15) on [−2T, 0].
For the σ-algebra generated by a couple of such trajectories
(
xλ(·), yλ(·)), we use
FT ×FT . Given A ∈ FT , A×Ω stands for the event that xλ(·) ∈ A without further
restrictions on yλ(·); Ω× A is defined similarly. Define
ψ(m) = sup
K>m
sup
u,v∈A+,rn,λ
sup
A∈FT
{
Qu,vK
(
A× Ω;M0 ≥ m
)−Qu,vK (Ω× A;M0 ≥ m)}. (6.8)
Lemma 6.3. There exists δ > 0, which does not depend on λ, a and r, such that
ψ(m) ≤ (1− δ)m. (6.9)
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Proof. The idea of the proof is sketched in Fig. 1.
Let K, u and v be as above. Define
τ = max{` < K : D` occurs}.
For any A ∈ FT ×FT , consider the decomposition
Qu,vK
(A;M0 ≥ m) = K−1∑
`=1
Qu,vK
(A;M0 ≥ m; τ = `). (6.10)
In its turn, let us decompose each summand in (6.10) as
Qu,vK
(A;M0 ≥ m; τ = `) = ∑
x,y∈A+,rn,λ
Qu,vK
(A;M0 ≥ m; τ = `; {x, y}`), (6.11)
where we used the shorthand notation
{x, y}` =
{
xλ(2`+ 1) = x ; yλ(2`+ 1) = y
}
.
Now the Markov property implies that
Qu,vK
(A;M0 ≥ m ∣∣ τ = `; {x, y}`) = Qx,y` (A;M0 ≥ m− 1). (6.12)
Therefore,
Qu,vK
(A;M0 ≥ m) = K−1∑
`=1
∑
x,y∈A+,rn,λ
Qx,y`
(A;M0 ≥ m− 1)
×Qu,vK
({x, y}` ∣∣ τ = `)Qu,vK (τ = `). (6.13)
This means that, for any A ∈ FT , and for any m,K, u, v in question, the following
holds:
Qu,vK
(
A× Ω;M0 ≥ m
)−Qu,vK (Ω× A;M0 ≥ m)
=
∑
`,x,y
{
Qx,y`
(
A× Ω;M0 ≥ m− 1
)−Qx,y` (Ω× A;M0 ≥ m− 1)}
×Qu,vK
({x, y}` ∣∣ τ = `)Qu,vK (τ = `). (6.14)
Since, evidently,
Qx,y`
(
A× Ω;M0 ≥ m− 1
)
= Qy,x`
(
Ω× A;M0 ≥ m− 1
)
, (6.15)
all the terms with x = y in (6.14) vanish. On the other hand, each unordered pair
x 6= y is encountered exactly twice. Hence, again in view of (6.15), the contribution
of each unordered pair x 6= y to the right-hand side of (6.14) is equal to{
Qx,y`
(
A× Ω;M0 ≥ m− 1
)−Qx,y` (Ω× A;M0 ≥ m− 1)}
× {Qu,vK ({x, y}` ∣∣ τ = `)−Qu,vK ({y, x}` ∣∣ τ = `)}. (6.16)
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On the other hand, by Lemma 6.1,
c1 ≤
Qu,vK
({x, y}` ∣∣ τ = `)
Qu,vK
({y, x}` ∣∣ τ = `) ≤ c2, (6.17)
uniformly in all the situations in question. Set δ = c1
c2
. Then, (6.17) implies that the
expression in (6.16) is bounded above by
ψ(m− 1)(1− δ) max{Qu,vK ({x, y}` ∣∣ τ = `),Qu,vK ({y, x}` ∣∣ τ = `)}
≤ ψ(m− 1)(1− δ){Qu,vK ({x, y}` ∣∣ τ = `)+Qu,vK ({y, x}` ∣∣ τ = `)}. (6.18)
Since Qu,vK is a probability measure, substituting (6.18) into (6.14) yields the con-
clusion (6.9) of the lemma. 
6.4. Conclusion of the proof. We are in a position to conclude the proof of
Theorem 3.3. Let a, b ≥ (T + K) and r, s, w, z ∈ A+n,λ with rn, sn, wn, zn ≤ C. Let
A be an event generated by the rescaled trajectories of (3.15) on [−T, T ]. Then,
Pr,sa,+,λ(A)− Pw,zb,+,λ(A) = Pr,sa,+,λ ⊗ Pw,zb,+,λ(1A×Ω − 1Ω×A).
Consider a pair of trajectories
(
xλ(·), yλ(·)), sampled from Pr,sa,+,λ ⊗ Pw,zb,+,λ. Let M±
be the number of jointly good blocks D` with T ≤ 2` ≤ T + K − 2, respectively
−T −K ≤ 2` ≤ −T − 2.
By Lemma 6.2, there exist ν ′, κ′ > 0 such that, up to the 2e−κ
′K correction, we
may restrict our attention to the event
EK = {M+ ≥ ν ′K} ∩ {M− ≥ ν ′K}.
On the other hand, by Lemma 6.3,∣∣Pr,sa,+,λ ⊗ Pw,zb,+,λ(1EK (1A×Ω − 1Ω×A))∣∣ ≤ (1− δ)ν′K .
Our target exponential mixing bound (3.35) follows.
7. Proof of Lemmas 6.1 and 6.2
7.1. Probabilistic estimates. Our proofs of Lemma 6.1 and 6.2 rely on strong
approximation techniques and on refined information on random walks in Weyl
chambers. There are three inputs, (I.1)-(I.3), which are stated below, but proved
in the Appendix. In the sequel, we fix η sufficiently large; in particular, η > C,
where C is the constant which appears in Theorem A. Furthermore, we fix  > 0
sufficiently small.
First of all, we claim that, for any 0 < a < b < ∞, there exists ν = ν(a, b) > 0
such that
Pˆrt,+,λ(x
λ(t) = z, max
s∈[0,t]
xλn(s) ≤ 2η) ≥ νhnλ, (I.1)
uniformly in t ∈ [a, b], r, z ∈ A+,rn,λ and λ small.
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Next, let
τ = inf{t ≥ 0 : xλ 6∈ A+n,λ} (7.1)
be the first exit time of the path from A+n,λ. We then claim that, for any 0 < a < b <
∞, there exists ρ = ρ(a, b) such that the following two lower bounds hold uniformly
in t ∈ [a, b], u ∈ A+n,λ with un ≤ η and in λ sufficiently small:
Pˆut,λ
(
max
s∈[0,t]
xλn(s) ≤ 2η
∣∣ τ > t) ≥ ρ, (I.2)
Pˆut,+,λ
(
xλ(t) ∈ A+,rn,λ
∣∣ max
s∈[0,t]
xλn(s) ≤ 2η , τ > t
) ≥ ρ. (I.3)
7.2. Proof of Lemma 6.1. Since, by definition, the area-tilt of every path in D0
is uniformly bounded, it suffices to prove the lemma for random walks without area
tilts. That is, we need to show that
c1h
n
λ ≤ Pˆr,s2,+,λ(xλ(1) = z |D0) ≤ c2hnλ, (7.2)
uniformly in r, s, z ∈ A+,rn,λ.
We start by noting that upper bounds for Pˆr+,λ(D0, x
λ(2) = s) and Pˆr+,λ(x
λ(1) =
z,D0, x
λ(2) = s) follow from the classical inequalities for concentration functions.
Indeed, by [9, Theorem 6.2], there exists a constant c3 such that
Pˆr+,λ(x
λ(t) = y) ≤ Pˆrλ(xλ(t) = y) ≤
c3
tn/2
hnλ, (7.3)
uniformly in r, y and t ≥ 0.
Consequently,
Pˆr+,λ(D0, x
λ(2) = s) ≤ Pˆrλ(xλ(2) = s) ≤
c3
2n/2
hnλ (7.4)
and
Pˆr+,λ(x
λ(1) = z,D0, x
λ(2) = s) ≤ Pˆrλ(xλ(1) = z, xλ(2) = s)
= Pˆrλ(x
λ(1) = z)Pˆzλ(x
λ(1) = s)
≤ c23h2nλ , (7.5)
uniformly in r, s, z ∈ A+,rn,λ.
The corresponding matching lower bounds follow from (I.1). Indeed,
Pˆr+,λ(x
λ(1) = z,D0, x
λ(2) = s)
= Pˆr+,λ(x
λ(1) = z,max
t≤1
xλn(t) ≤ 2η)Pˆz+,λ(xλ(1) = s,max
t≤1
xλn(t) ≤ 2η)
(I.1)
≥ c4h2nλ , (7.6)
for any r, z, s ∈ A+,rn,λ. Since the cardinality∣∣A+,rn,λ∣∣ ≥ c5()ηnh−nλ , (7.7)
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we infer, by summing over z in (7.6), that
Pˆr+,λ(x
λ(2) = s,D0) ≥ c6hnλ. (7.8)
It remains to note that the lower bound in (7.2) follows from (7.4) and (7.6), and
that the upper bound in (7.2) follows from (7.5) and (7.8).
7.3. Proof of Lemma 6.2. The proof of Lemma 6.2 proceeds in two steps.
Consider the 5-blocks
D
(5)
`
∆
= D5`−2 ∪D5`−1 ∪D5` ∪D5`+1 ∪D5`+2,
where ` ∈ {−bM/5c, . . . , bM/5c} ⊂ Z.
Let us say that a 5-block D
(5)
` is pre-good (relative to a trajectory x
λ(·)) if both
min
t∈D5`−2
xλn(t), min
t∈D5`+2
xλn(t) ≤ η. (7.9)
Given a couple of trajectories xλ and yλ, let D˜
(5)
` denote the event that D
(5)
` is
pre-good for both xλ and yλ.
STEP 1. Note that the definitions are set up in such a way that D5` is the middle
section of D
(5)
` . We claim that there exists ρ1 = ρ1(η, ) > 0 such that
Pr,s−4,6,+,λ
(
D0 is good
∣∣ D(5)0 is pre-good) ≥ ρ1, (7.10)
uniformly in r, s ∈ A+n,λ and λ sufficiently small.
As a result, for any ` ∈ {−bM/5c, . . . , bM/5c} ⊂ Z,
Pr,sa,+,λ ⊗ Pu,wb,+,λ
(
D5`
∣∣ D˜(5)` ) ≥ ρ21, (7.11)
uniformly in r, s, u, v ∈ A+n,λ and λ small enough.
By the Markov property, this means that any jointly pre-good 5-block gives rise
to a good block in its middle section with probability at least ρ21, regardless of the
behavior of trajectories outside this particular pre-good 5-block.
STEP 2. In this second step, we control the density of jointly pre-good 5-blocks D
(5)
`
which lie inside [−2M, 2M ]. Define
M(5)0 =
bM/5c∑
j=−bM/5c
1
D
(5)
`
.
We claim that there exist ν(5) > 0 and κ(5) > 0 such that
Pr,sa,+,λ ⊗ Pu,wb,+,λ
(M(5)0 ≤ ν(5)M) ≤ e−κ(5)M . (7.12)
uniformly in λ small, M large, a, b ≥ 3M and rn, sn, un, vn ≤ C.
Evidently, (7.11) and (7.12) imply the target bound (6.5).
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Figure 2. A picture of the 5-block D(5)0 . In the picture, this 5-block is
pre-good, since the top-most path (here n = 3) visits the shaded areas in
the blocks D−2 and D2; the corresponding random variables t1 and t2 are
also represented. The event D0 also occurs: the top-most path stays inside
the shaded area above the block D0 = D
−
0 ∪D+0 and the n = 3 paths stay
 apart from each other and the bottom wall at the boundary of D−0 and
D+0 (the corresponding positions of the 3 paths there are marked with dots).
7.4. Proof of (7.10). We are going to show that
Pu,v−2−T1,4+T2,+,λ(D0) ≥ ρ1, (7.13)
uniformly in u, v with un, vn ≤ η, T1, T2 ∈ [0, 2] and λ sufficiently small. The
target (7.10) is an immediate consequence by the Gibbs property and conditioning on
the left-most t− ∈ [−4,−2] and the right-most t+ ∈ [4, 6] such that xλn(t−), xλn(t+) ≤
η; see Fig. 7.4.
The proof boils down to deriving an appropriate upper bound on the partition
function Zu,v−2−T1,4+T2,+,λ and an appropriate matching lower bound on the constrained
partition function Zu,v−2−T1,4+T2,+,λ[D0].
In the sequel, x˜λ stands for the reversed random walk with transition probabilities
p˜z = p−z. Let τ˜ be the first exit time of x˜λ from A+,rn,λ. We assume that the constants
ν and ρ in the probabilistic estimates (I.1)-(I.3) are chosen in such a way that the
corresponding bounds hold for the reflected process as well.
STEP 1. (An upper bound on Zu,v−2−T1,4+T2,+,λ.) Since we are dealing with non-
negative potentials,
Zu,v−2−T1,4+T2,+,λ ≤ Pˆu2+T1,λ(τ > 2 + T1) max
r,s∈A+n,λ
Pˆr2,λ(x
λ(2) = s) Pˆv2+T2,λ(τ˜ > 2 + T2)
≤ c1hnλPˆu2+T1,λ(τ > 2 + T1) Pˆv2+T2,λ(τ˜ > 2 + T2). (7.14)
The second inequality follows from the concentration bound (7.3).
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STEP 2. (A lower bound on Zu,v−2−T1,4+T2,+,λ[D0].) By our assumption (3.13),
Zu,v−2−T1,4+T2,+,λ(D0) ≥
e−10nq0(2η)Pu−2−T1,4+T2,+,λ
(
D0, max
t∈[−2−T1,4+T2]
xλn(t) ≤ 2η, xλ(4 + T2) = v
)
. (7.15)
Above Pˆvs,t,+,λ is the provisional notation for the restriction of the law of the rescaled
walk started at time s at v to the set of trajectories which stay inside A+n,λ during
the time interval [s, t].
The probability on the right-hand side of (7.15) is bounded below by the following
product of three factors:
Pˆu2+T1,λ
(
τ > 2 + T1, max
t≤2+T1
xλn(t) ≤ 2η, xλ(2 + T1) ∈ A+,rn,λ
)
× min
r,s∈A+,rn,λ
Pˆr2,+,λ(D0, x
λ(2) = s)
× Pˆv2+T2,λ
(
τ˜ > 2 + T2, max
t≤2+T2
x˜λn(t) ≤ 2η, x˜λ(2 + T2) ∈ A+,rn,λ
)
. (7.16)
On the one hand, in view of (7.8), the middle factor is bounded below by c2h
n
λ. On
the other hand, the probabilistic bounds (I.2), (I.3) imply that the left-most factor
in (7.16) is bounded below by ρ2Pˆu2+T1,λ(τ > 2+T1). Similarly, the right-most factor
in (7.16) is bounded below by ρ2Pˆv2+T2,λ(τ˜ > 2 + T2). Hence,
Zu,v−2−T1,4+T2,+,λ[D0] ≥ c3ρ4hnλ Pˆu2+T1,λ(τ > 2 + T1) Pˆv2+T2,λ(τ˜ > 2 + T2). (7.17)
Since
Pu,v−2−T1,4+T2,+,λ(D0) =
Zu,v−2−T1,4+T2,+,λ[D0]
Zu,v−2−T1,4+T2,+,λ
,
(7.13) directly follows from (7.14) and (7.17). 
7.5. Proof of (7.12). We start by deriving a lower bound on partition functions,
as this will allow us to exclude sets of pathological trajectories.
Lemma 7.1. There exist constants c1 = c1(n) and c2 = c2(n, η) and a sufficiently
large value T0 = T0(η) such that, for all T ≥ T0,
Zw,zT,+,λ ≥ c2 e−c1T Pˆw2T,+,λ(xλ(2T ) = z), (7.18)
uniformly in λ small and in zn, wn ≤ η.
Proof. The point is that constant c1 does not depend on η, only on the dimension
n. The dependence of c1 on n is expressed in terms of the dependence of  (in the
definition of the regular set A+,rn,λ, see (6.1)) on n. We shall work with a fixed small
value of  > 0 which satisfies
n < 1. (7.19)
26 DMITRY IOFFE, YVAN VELENIK, AND VITALI WACHTEL
In the sequel, we consider T > 2. Let A+,rn,λ(α) = A
+,r
n,λ ∩ {x : xn ≤ α}. Consider the
events
E− =
{
max
t∈[0,1]
xλn(t) ≤ 2η , x(1) ∈ A+,rn,λ(1)
}
,
E+ =
{
max
t∈[2T−1,2T ]
xλn(t) ≤ 2η , x(2T − 1) ∈ A+,rn,λ(1)
}
(7.20)
and
ET =
{
max
t∈[1,2T−1]
xλn(t) < 2
}
.
On the one hand, by (3.13),
Zw,zT,+,λ ≥ e−2nq0(2η)−2nq0(2)T Pˆw2T,+,λ
(E−, ET , E+, xλ(2T ) = z). (7.21)
On the other hand,
Pˆw2T,+,λ
(
xλ(2T ) = z
) ≤ c3Pˆw1,λ (τ > 1) Pˆz1,λ (τ˜ > 1) hnλT n/2 . (7.22)
Above, we relied on the concentration bound (7.3).
In order to compare the probabilities appearing in (7.21) and (7.22), note that
an application of (I.1)-(I.3) (and the observation that, as in (7.7), the cardinality∣∣A+,rn,λ(1)∣∣ ≥ c4()h−nλ ) yields
Pˆw2T,+,λ(E−, ET , E+, xλ(2T ) = z) ≥ c5Pˆw1,λ(τ > 1)Pˆz1,λ(τ˜ > 1)
× min
u,v∈A+,rn,λ(1)
Pˆu2(T−1),+,λ
(
max
t∈[0,2(T−1)]
xλn(t) < 2 , x
λ(2(T − 1)) = v). (7.23)
However,
min
u,v∈A+,rn,λ(1)
Pˆu2(T−1),+,λ
(
max
t∈[0,2(T−1)]
xλn(t) < 2 , x
λ(2(T − 1)) = v) ≥ e−c6()Thnλ. (7.24)
Indeed, consider n walks xλ` , ` = 1, . . . , n, which go from u` to v` inside space-time
tubes of width /4 centered around the space-time segments [(u`, 0), (v`, 2(T − 1)].
By construction, these walks stay in A+n,λ ∩ {x : xn < 2}. By a coarse splitting into
time-blocks of lengths of order 2, we bound from below the probability of staying
within such tubes by e−c6()T . Applying the local CLT for the last step, we bound
from below the probability of ending up in z by a multiple of hnλ. (7.24) follows.
The bound (7.18) is a direct consequence of (7.22) and (7.21), (7.23) and (7.24). 
Let us resume the proof of (7.12). Without loss of generality, we shall assume
that a = 3M and b ≥ a. In the sequel, the trajectory xλ is sampled from Pr,sa,+,λ and
yλ is sampled from Pu,vb,+,λ. Recall that rn, sn, un, vn ≤ C ≤ η.
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Figure 3. The definition of the random variables B− and B+. Note that
the shaded areas are necessarily below the path yλn and thus contribute to
the area-tilt.
In principle, b can be much larger than M . Let us verify that one can restrict
our attention to the case where b is of the same order as M . Define the random
variables B± ≥ 0 via (see Figure 7.5)
− 2M −B− = max{t ≤ −2M : yλn(t) ≤ η} (7.25)
and, accordingly, 2M +B+ = min{t ≥ 2M : yλn(t) ≤ η}. By the Gibbs property,
Pu,vb,+,λ(B± = b±)
≤ max
wn,zn≤η
Pw,z−2M−b−,2M+b+,+,λ
(
min
t∈(−2M−b−,−2M ]
xλn(t) ∧ min
t∈[2M,2M+b+)
xλn(t) > η
)
. (7.26)
Therefore, in view of (3.13),
Pu,vb,+,λ(B± = b±) ≤ e−(b−+b+)q0(η) max
wn,zn≤η
PˆwT,+,λ(x
λ(T ) = z)
Zˆw,zT,+,λ
, (7.27)
where we have set T = 4M + b− + b+. Using the lower bound (7.18) on Zˆ
w,z
T,+,λ, we
conclude that
Pu,vb,+,λ(B± = b±) ≤ c7()ec8()M−(b−+b+)q0(η). (7.28)
Therefore, if we choose η so large that
q0(η) > 2c8(), (7.29)
then we may ignore the case b± ≥M .
Consequently, (7.12) will follow once we check that
Pr,s3M,+,λ ⊗ Pu,w−b1,b2,+,λ(M
(5)
0 ≤ ν(5)M) ≤ e−κ
(5)M , (7.30)
uniformly in λ small, M large, b1, b2 ∈ [2M, 3M ] and rn, sn, un, vn ≤ η.
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If we choose ν(5) to be sufficiently small, for instance smaller than 0.2, then,
by (3.13),
Pr,s3M,+,λ ⊗ Pu,wb,+,λ(M(5)0 ≤ ν(5)M)
≤ e− q0(η)10 M Pˆ
r
6M,+,λ(x
λ(3M) = s)Pˆub1+b2,+,λ(y
λ(b) = w)
Zr,s3M,+,λZ
u,w
−b1,b2,+,λ
. (7.31)
Taking η and M large enough and applying (7.18), we arrive to (7.30). 
Appendix A. Strong approximation techniques.
In order to prove (I.1), we are going to apply strong approximation techniques
from [6]. By rescaling, it is sufficient to consider the case t = 1.
In the sequel, Pˆr+ denotes the restriction of the law of the n-dimensional Brownian
motion B started at r to the set A+n .
Define
O(z) = {y : |yi − zi| ≤ 
3
for all i}.
It follows easily from [6, Lemma 17] that
Pˆr+,λ(x
λ(1− γ) ∈ O(z), max
t≤1−γ
xλn(t) ≤ 2η)
= Pˆr+(B(1− γ) ∈ O(z), max
t≤1−γ
Bn(t) ≤ 2η) + o(1),
uniformly in r, z ∈ A+,rn,λ. This implies that there exists a constant c(, η, γ) > 0 such
that
Pˆr+,λ(x
λ(1− γ) ∈ O(z), max
t≤1−γ
xλn(t) ≤ 2η) ≥ c(, η, γ), (A.1)
for all r, z ∈ A+,rn,λ. Since O(z) is separated from the boundary of A+n , we may choose
γ so small that the probability that the random walk xλ started at y ∈ O(z) has,
at time γ, the value z and leaves A+n,λ before time γ is quite small. This heuristic is
made precise in [6, Lemma 29]. In our notation, we can state that result as follows:
There exist a > 0 and c1 <∞ such that
Pˆ
y
+,λ(x
λ(γ) = z,max
t≤γ
xλn(t) ≤ 2η)
≥ Pˆyλ(xλ(γ) = z,max
t≤γ
xλn(t) ≤ 2η)− c1γ−n/2e−a
2/γhnλ.
By a similar argument, one can show that
Pˆ
y
λ(x
λ(γ) = z,max
t≤γ
xλn(t) ≤ 2η) ≥ Pˆ
y
λ(x
λ(γ) = z)− c2γ−n/2e−aη2/γhnλ.
Finally, by the standard local limit theorem,
Pˆ
y
λ(x
λ(γ) = z) ≥ c3γ−n/2hnλ.
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As a result, we have the bound
Pˆ
y
+,λ(x
λ(γ) = z,max
t≤γ
xλn(t) ≤ 2η) ≥ c4hnλ,
uniformly in y, z ∈ A+,rn,λ. Combining this bound with (A.1), we infer that
Pˆr1,+,λ(x
λ(1) = z,max
t≤1
xλn(t) ≤ 2η) ≥ c5hnλ, (A.2)
uniformly in r, z ∈ A+,rn,λ. 
Appendix B. Invariance principles for random walks in Weyl
chambers
Conditional limit theorems and conditional invariance principles for random walks
in different cones have been studied in [6] and [8]. All the results in these papers
are proved in the case when the non-rescaled walk starts at a fixed point. In this
paragraph, we give certain improvements of these results to the case when the start-
ing point of the non-rescaled walk may grow (but we shall consider walks in Weyl
chambers only).
More precisely, we shall the following subsets of the euclidian space:
• chamber of type A: {x : x1 < x2 < . . . < xn};
• chamber of type C: {x : 0 < x1 < x2 < . . . < xn};
• chamber of type D: {x : |x1| < x2 < . . . < xn}.
Let uW denote the unique (up to a constant multiplier) positive harmonic function
on W :
• if W is the chamber of type A, then uW (x) =
∏
i<j(xj − xi);
• if W is the chamber of type C, then uW (x) =
∏
k xk
∏
i<j(x
2
j − x2i );
• if W is the chamber of type D, then uW (x) =
∏
i<j(x
2
j − x2i ).
Proposition B.1. Let W be a Weyl chamber of type A, C or D. Let τ be the first
exit time from W , that is,
τ = inf{t > 0 : xλ(t) /∈ W}.
Then, as r = rλ → 0,
Pˆrλ(x
λ(1) ∈ · | τ > 1)→ µ weakly,
where µ is the probability measure on W with density proportional to uW (x)e
−|x|2/2.
Furthermore, under Pˆrλ, x
λ converges weakly on C[0, 1] to the Brownian meander
in W started at zero.
By “Brownian meander in W”, we mean a Brownian motion conditioned on staying
in W up to time one. If the starting point lies inside W , then one has a condition
of positive probability. However, if the starting point lies on the boundary of W ,
then the probability of the condition is zero and it is not at all clear how one can
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construct such a process. Garbit [11] has constructed Brownian meanders started
at zero for a quite large class of cones. This class includes Weyl chambers.
Proof. The main difference with [6, Theorem 3] is that we find the limit for con-
ditional distributions without determining the asymptotic behavior of Pˆrλ(τ > 1).
(Recall once again that [6, Theorem 3] is proven under the assumption r = hλa for
some fixed a ∈ W .)
Fix some  ∈ (0, 1/2) and define the stopping time
νλ, = inf{t > 0 : xλ(t) ∈ Wλ,},
where
Wλ, = {x ∈ W : dist(x, ∂W ) ≥ H−2λ }.
According to [6, Lemma 14],
Pˆrλ(τ > H
−2
λ , νλ, > H
−2
λ ) ≤ e−c1H
2
λ , (B.1)
uniformly in r. Since we consider lattice random walks, there exists r0 such that
Pˆrλ(τ > 1) ≥ Pˆr0λ (τ > 1).
(If W is of type A or C, then we may take r0 = hλ(1, 2, . . . , n), while if W is of type
D, then we may take r0 = hλ(0, 1, . . . , n− 1).) According to [6, Theorem 1],
Pˆ
r0
λ (τ > 1) ∼ C1hpλ,
where p is a positive constant depending on the type of W only. Consequently,
Pˆrλ(τ > 1) ≥ C2hpλ, (B.2)
uniformly in r. Combining (B.1) and (B.2), we infer that
Pˆrλ(τ > H
−2
λ , νλ, > H
−2
λ )
Pˆrλ(τ > 1)
→ 0, λ ↓ 0, (B.3)
uniformly in r. Furthermore, it follows from the exponential Doob inequality that
Pˆrλ
(
max
t≤H−2λ
|xλ(t)− xλ(0)| > θλ
) ≤ e−c2θ2λHλ ,
where θλ → 0 sufficiently slowly. This implies that, whenever |r| ≤ θλ,
Pˆrλ
(
maxt≤H−2λ |x
λ(t)| > 2θλ
)
Pˆrλ(τ > 1)
→ 0. (B.4)
It follows now from (B.3) and (B.4) that, uniformly in r,
Pˆrλ(τ > 1) = (1 + o(1)) Pˆ
r
λ(τ > 1, νλ, ≤ H−2λ , max
t≤νλ,
|x(t)| ≤ 2θλ) (B.5)
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and
Pˆrλ(x
λ(1) ∈ A, τ > 1)
= (1 + o(1)) Pˆrλ(x
λ(1) ∈ A, τ > 1, νλ, ≤ H−2λ , max
t≤νλ,
|x(t)| ≤ 2θλ) (B.6)
for any compact A ⊂ W .
Using the Markov property at time νλ, and applying [6, Lemma 20], we obtain
from (B.5) and (B.6)
Pˆrλ(τ > 1) = (c3 + o(1))h
p
λ Eˆ
r
λ
[
uW (x
λ(νλ,)) ; νλ, ≤ H−2λ , max
t≤νλ,
|x(t)| ≤ 2θλ
]
and
Pˆrλ(x
λ(1) ∈ A, τ > 1) = (c4 + o(1))hpλ
∫
A
uW (z)e
−|z|2/2dz
× Eˆrλ
[
uW (x
λ(νλ,)) ; νλ, ≤ H−2λ , max
t≤νλ,
|x(t)| ≤ 2θλ
]
.
Thus, the proof of the first statement is completed.
To prove the functional convergence, it suffices to repeat the proof of [8, Theo-
rem 1] using (B.3) and (B.4) instead of the corresponding estimates therein. 
Corollary B.1. Let W be the chamber of type C. If r = rλ → r∗ ∈ ∂W , then the
sequence Pˆrλ(x
λ(1) ∈ A | τ > 1) converges weakly. The densities of limiting laws on
W has are uniformly bounded. Moreover, xλ converges weakly on C[0, 1] towards
the Brownian meander in W started at r∗.
Proof. We just split the original set of random walks into a finite number of subsets
in such a way that the differences of coordinates of the starting points in every block
converge to zero and the differences of coordinates from different blocks stay bounded
away from zero. Then, the probability that different blocks do not intersect is
bounded away from zero and, consequently, the conditioning on {τ > 1} is equivalent
to conditioning every block on staying in the corresponding chamber. (If r∗1 > 0,
then every block is a random block in a chamber of type A, while if r∗1 = 0, then
the lowest block is a random walk in a chamber of type C and all other blocks are
random walks in chambers of type A.) 
Proof of (I.2). Assume that there exists a sequence r(j) such that
Pˆ
r(j)
1,λ
(
max
t≤1
xλn(t) ≤ 2η
∣∣ τ > 1)→ 0.
Since we are looking at starting points r with rn ≤ η, there exists a convergent
subsequence r(jk). Let r
∗ denote the limiting point. It follows immediately from
the usual functional CLT that the case r∗ ∈ W is impossible. But, if r∗ ∈ ∂W , then
we may use Corollary B.1 to conclude that the Brownian meander in W started at
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r∗ leaves the set {x ∈ W : xn ≤ 2η} with probability one. However, this would
contradict [18, Theorem 3.2]. Thus,
inf
r : rn≤η
Pˆr1,λ
(
max
t≤1
xλn(t) ≤ 2η
∣∣ τ > 1) > 0, (B.7)
which implies (I.2). 
Proof of (I.3). Fix some  > 0 and define
W≤ = {x ∈ W : |xi+1 − xi| ≤  for some i ≥ 0}.
Assume that there exists a sequence r(j) such that
Pˆ
r(j)
1,λ
(
xλ(1) ∈ W≤ ; max
t≤1
xλn(t) ≤ 2η
∣∣ τ > 1) ≥ 1/2.
We may again assume that r(j) converges to r∗ and this limiting point can not lie
in W . But, if r∗ is on the boundary of W , then the conditions of Corollary B.1 are
satisfied and the contradiction follows now from the boundedness of the density of
the limiting law and the fact that vol(W≤ ∩ {x : xn ≤ 2η}) ≤ C3ηn−1.
As a consequence we have that, for all  small enough,
inf
r : rn≤η
Pˆr1,+,λ
(
xλ(1) ∈ A+,rn,λ,max
t≤1
xλn(t) ≤ 2η
∣∣ τ > 1) ≥ 1− 1/2. (B.8)
Combining (B.7) and (B.8), we conclude that (I.3) holds for t = 1 and all  suf-
ficiently small. Using Brownian scaling, we conclude that (I.3) is valid for all
t > 0. 
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