Abstract. We study the coefficients of a natural basis for the space of weak harmonic Maass forms of weight 5/2 on the full modular group. The non-holomorphic part of the first element of this infinite basis encodes the values of the partition function p(n). We show that the coefficients of these harmonic Maass forms are given by traces of singular invariants. These are values of non-holomorphic modular functions at CM points or their real quadratic analogues: cycle integrals of such functions along geodesics on the modular curve. The real quadratic case relates to recent work of Duke, Imamoḡlu, and Tóth on cycle integrals of the j-function, while the imaginary quadratic case recovers the algebraic formula of Bruinier and Ono for the partition function.
Introduction
A weak 1 harmonic Maass form of weight k is a real analytic function on the upper-half plane H which transforms like a modular form of weight k, is annihilated by the weight k hyperbolic Laplacian and has at most linear exponential growth at the cusps. Such a form h has a natural decomposition h = h + + h − into the holomorphic part h + (also called a mock modular form) and the nonholomorphic part h − . Let ξ k denote the differential operator
The function g := ξ k h = ξ k h − , the so-called shadow of h + , is a weakly holomorphic modular form (a modular form whose poles, if any, are supported at the cusps) of weight 2 − k. See [11, 24] for background on harmonic Maass forms.
A natural problem is to determine what arithmetic data, if any, is encoded in the coefficients of mock modular forms. Although such coefficients are not well understood in general, significant progress has been made recently in certain cases. For instance, Ramanujan's mock theta functions (whose coefficients encode combinatorial information) are mock modular forms of weight 1/2 whose shadows are linear combinations of weight 3/2 theta series. Zwegers' discovery connecting mock theta functions to harmonic Maass forms [33, 34] has inspired many works (see [5, 7, 32] and the references therein for examples). Recently Bruinier and Ono [8] considered harmonic Maass forms whose shadows are cusp forms orthogonal to the weight 3/2 theta series. They showed that the coefficients of these forms are related to central critical values and derivatives of weight 2 modular L-functions. Later 2010 Mathematics Subject Classification. Primary 11F37; Secondary 11P82. 1 For brevity, we will drop the adjective "weak" throughout this paper.
Bruinier [10] connected these coefficients to periods of algebraic differentials of the third kind on modular and elliptic curves.
In this paper, we investigate the arithmetic nature of the coefficients of mock modular forms of weight 5/2 whose shadows are weakly holomorphic modular forms. This relates to work of Duke, Imamoḡlu, and Tóth [14] regarding a particularly interesting family of weight 1/2 mock modular forms which are related to Zagier's proof [31] of Borcherds' theorem [4] on infinite product formulas for modular forms. Let J denote the normalized Hauptmodul for SL 2 (Z) given by J(τ ) := j(τ ) − 744 = 1 q + 196884q + . . . , q := exp(2πiτ ).
For each nonzero discriminant d ≡ 0, 1 (mod 4), let Q d denote the set of quadratic forms of discriminant d which are positive definite when d < 0. The modular group Γ 1 := PSL 2 (Z) acts on these forms, and the set Γ 1 \Q d is a finite abelian group. If Q is positive definite then Q(τ, 1) has exactly one zero τ Q in H. For fixed d, the values
are conjugate algebraic integers known as singular moduli. Zagier [31] showed that the weighted sums
appear as coefficients of a basis {g D } 0<D≡0,1 (4) for M + 3/2 , the plus-space of weakly holomorphic modular forms of weight 3/2 on Γ 0 (4). Here w Q denotes the order of the stabilizer of Q in Γ 1 , and χ D : Q d → {−1, 0, 1} is a generalized genus character (see Section I.2 of [16] ).
The coefficients of the forms in Zagier's basis {g D } also appear as coefficients of forms in the basis {f D } 0≥D≡0,1 (4) given by Borcherds in Section 14 of [4] . Borcherds showed that the coefficients of the f D are the exponents in the infinite product expansions of certain meromorphic modular forms. In [14] , Duke, Imamoḡlu, and Tóth extended Borcherds' basis to a basis {f D } D≡0,1 (4) for M 1/2 , the space of mock modular forms of weight 1/2 on Γ 0 (4) satisfying Kohnen's plus-space condition. When D > 0, the shadow of the mock modular form f D is proportional to the weakly holomorphic form g D . Whereas the forms f D for D < 0 encode imaginary quadratic information in the form of traces of singular moduli, the forms f D for D > 0 encode real quadratic information in the form of traces of cycle integrals of J(τ ). To explain this requires some notation.
For an indefinite quadratic form Q with non-square discriminant, let C Q denote the geodesic in H connecting the two (necessarily irrational) roots of Q, modulo the stabilizer of Q. Then C Q defines a closed geodesic on the modular curve Γ 1 \H ∪ {∞}, and the cycle integral
is a well-defined invariant of the equivalence class of Q. The beautiful result of Duke, Imamoḡlu, and Tóth [14] interprets the coefficient
in terms of the sums 1 2π
whenever dD is not a square. However, their theorem does not include the coefficients a(D, d) when dD is a square since, in that case, the integral (1.4) diverges. There are two approaches to studying these square-indexed coefficients. The first method, by Bruinier, Funke and Imamoḡlu in [9] , involves regularizing the divergent integral (1.4); their method generalizes the results of [14] to a large class of non-holomorphic modular functions. The second method, by the present author in [2] , involves replacing J(τ ) in (1.4) by J Q (τ ), a dampened version of J(τ ) which depends on Q (and for which the resulting integral converges).
Here we study H ! 5/2 (ε), the space of harmonic Maass forms of weight 5/2 which transform as
Here ε is the multiplier system defined by
where η is the Dedekind eta-function η(τ ) := q 1/24
We will show that the coefficients of forms in H ! 5/2 (ε) are given by traces of singular invariants; that is, sums of CM values of certain weight 0 weak Maass forms on Γ 0 (6) in the imaginary quadratic case, or cycle integrals of those forms over geodesics on the modular curve X 0 (6) := Γ 0 (6)\H in the real quadratic case.
In [1] , the author and Ahlgren constructed an infinite basis {h m } m≡1 (24) for H ! 5/2 (ε). For m < 0 the h m are holomorphic, while for m > 0 they are non-holomorphic harmonic Maass forms whose shadows are weakly holomorphic modular forms of weight −1/2. The first element, P := h 1 , has Fourier expansion 2 P (τ ) = i q 1/24 + 0<n≡1 (24) n p(1, n)q n/24 − iβ(−y)q 1/24 + 0>n≡1 (24) |n| p(1, n)β(|n|y)q n/24 , (1.6) where β(y) is the normalized incomplete gamma function
The function P (τ ) is of particular interest since ξ 5/2 (P ) is proportional to
where p
1−n 24
is the ordinary partition function. Corollary 2 of [1] shows that that for negative n ≡ 1 (mod 24) we have p(1, n) = |n| p 1−n 24
. Building on work of Hardy and Ramanujan [17] , Rademacher [25, 26] proved the exact formula
where I 3/2 (x) is the I-Bessel function and A c (k) is a Kloosterman sum. Using Rademacher's formula, Bringmann and Ono [6] showed that p(k) can be written as a sum of CM values of a certain non-holomorphic Maass-Poincaré series on Γ 0 (6). Later Bruinier and Ono [12] refined the results of [6] ; by applying a theta lift to a certain weight −2 modular form, they obtained a new formula for p(k) as a finite sum of algebraic numbers. The formula of Bruinier and Ono involves a certain non-holomorphic, Γ 0 (6)-invariant function P (τ ), which the authors define in the following way. Let
where E 2 denotes the weight 2 quasi-modular Eisenstein series
, the space of weakly holomorphic modular forms of weight −2 on Γ 0 (6), having eigenvalues 1 and −1 under the Atkin-Lehner involutions W 6 and W 2 , respectively (see Section 2 for definitions). The function P (τ ) is the weak Maass form given by
where R −2 is the Maass raising operator in weight −2 (see Section 2 for details). For each n ≡ 1 (mod 24) and r ∈ {1, 5, 7, 11}, let 8) for each 0 > n ≡ 1 (mod 24). Therefore the coefficients of the non-holomorphic part of P (τ ) are given in terms of singular invariants (note the similarity with the expression (1.3) ).
For the holomorphic part of P (τ ) one might suspect by analogy with (1.5) that the traces
give the coefficients p(1, n). However, as we show in the remarks following Proposition 7 below, the traces (1.9) are identically zero whenever n is not a square. In order to describe the arithmetic nature of the coefficients p(1, n), we must introduce the function P (τ, s), of which P (τ ) is the specialization at s = 2 (see Section 2 for the definition of P (τ, s)). Similarly, for each Q ∈ Q
n whose discriminant is a square, we will define P Q (τ, s), a dampened version of P (τ, s) (see Section 3). These are analogues of the functions J Q (τ ) and are defined in (3.13) below. Then, for each n ≡ 1 (mod 24) we define the trace
if n > 0 is not a square, 1 2π
if n > 0 is a square.
(1.10)
We have the following theorem which provides an arithmetic interpretation for the coefficients of P (τ ) by relating them to the traces (1.10). It is a special case of Theorem 2 below. Theorem 1. For each n ≡ 1 (mod 24) we have p(1, n) = Tr(n).
(1.11)
for 0 > n ≡ 1 (mod 24), Theorem 1 recovers the algebraic formula (1.8) of Bruinier and Ono. However, our proof is quite different than the proof given in [12] .
Recall that P = h 1 is the first element of an infinite basis {h m } for H 5/2 (ε). We turn to the other harmonic Maass forms h m for general m ≡ 1 (mod 24). For negative m, we have the Fourier expansion (see [ We also have the relation p(m, n) = p(n, m) when m, n > 0 (see [1, Corollary 2] ). In order to give an arithmetic interpretation for the coefficients p(m, n) for general m, we require a family of functions {P v (τ, s)} v∈N whose first member is P 1 (τ, s) = P (τ, s). We construct these functions in Section 2 using non-holomorphic Maass-Poincaré series. The specializations P v (τ ) := P v (τ, 2) can be obtained by raising the elements of a certain basis
. They are easily constructed from F and the Γ 0 (6)-Hauptmodul
For example, F 1 = F and
We also require functions P v,Q (τ, s) for each quadratic form with square discriminant. These are dampened versions of the functions P v (τ, s), and are constructed in Section 3. .7) below, we define the general twisted traces for m, n ≡ 1 (mod 24) by
if mn > 0 is not a square, 1 2π
if mn > 0 is a square.
(1.14)
The main theorem relates the coefficients p(m, n) to these twisted traces, giving an arithmetic interpretation of the coefficients p(m, n) for all m, n. Theorem 2. Suppose that m, n ≡ 1 (mod 24) and that m is squarefree. For each v ≥ 1 coprime to 6 we have
In the proof of Theorem 2 we will encounter the Kloosterman sum 
which appears in the transformation formula for η(z) (see Section 2.8 of [19] ). The presence of the factor e πis(d,c) makes the Kloosterman sum quite difficult to evaluate. The following formula, proved by Whiteman in [30] , is attributed to Selberg and gives an evaluation in the special case a = 0:
Theorem 3 below is a generalization of (1.18) which is of independent interest. For each v with (v, 6) = 1 and for each m, n ≡ 1 (mod 24) with m squarefree, define
It is not difficult to show (see (4.3) below) that the right-hand side of (1.18) is equal to
, where m is squarefree and (v, 6) = 1. Then
When (mn, c) = 1 we clearly have S v (m, n; 24c) ≪ ǫ c ǫ for any ǫ > 0, which yields the bound (for any fixed integers m, n)
This is reminiscent of Weil's bound (see [29] and [18, Lemma 2]) for the ordinary Kloosterman sum
+ǫ .
Our proof of Theorem 2 follows the method of Duke, Imamoḡlu, and Tóth [14] in the case when mn is not a square, and the author [2] in the case when mn is a square. We construct the functions P v (τ, s) and P v,Q (τ, s) as Poincaré series and then evaluate the traces of these Poincaré series directly. We match these evaluations to the formulas given in [1] for the coefficients p(m, n).
In Section 2 we review some facts about weak Maass forms and construct the functions P v (τ, s). In Section 3 we discuss binary quadratic forms and establish some facts which we will need for the proof of the main theorem. We construct the functions P v,Q (τ, s) at the end of Section 3. In Section 4 we prove a proposition which is equivalent to Theorem 3 and is a crucial ingredient in the proof of Theorem 2. The proof of Theorem 2 comprises the final section of the paper.
Poincaré series and the construction of P v (τ, s)
In this section we construct the weak Maass forms P v (τ, s) in terms of Poincaré series. We first recall the definition and basic properties of weak Maass forms, and show how such forms can be constructed using Poincaré series associated with Whittaker functions. We then discuss the Atkin-Lehner involutions W d which are used to build the functions P v (τ, s).
Weak Maass forms and Poincaré series. For
and k ∈ 2Z, we define the weight k slash operator k by
Let Γ ′ ⊆ Γ 1 be a congruence subgroup. A weak Maass form of weight k and Laplace eigenvalue λ is a smooth function f :
where ∆ k is defined in (1.1), and (3) f has at most linear exponential growth at each cusp of Γ ′ .
If λ = 0, we say that f is a harmonic Maass form. The differential operator ξ k := 2iy k ∂ ∂τ plays an important role in the theory of harmonic Maass forms. It commutes with the slash operator; that is,
Thus, if f has weight k then ξ k f has weight 2 − k. The Laplacian ∆ k decomposes as
which shows that ξ k maps harmonic Maass forms to weakly holomorphic modular forms. Define Γ := Γ 0 (6)/{±1}.
We follow Section 2.6 of [12] in constructing Poincaré series for Γ attached to special values of the M-Whittaker function M µ,ν (y) (see Chapter 13 of [27] for the definition and relevant properties). Let v be a positive integer, and for s ∈ C and y > 0, define
2) Letting Γ ∞ := {( 1 * 0 1 )} ⊆ Γ denote the stabilizer of ∞, we define the Poincaré series
On compact subsets of H, we have (by (2.2)) the bound
A computation involving (13.1.31) of [27] shows that
Since F v clearly satisfies F v k γ = F v for all γ ∈ Γ, we see that for fixed s with Re(s) > 1, the function F v (τ, s, k) is a weak Maass form of weight k and Laplace
We are primarily interested in the case when k is negative. In this case the special value F v (τ, 1−k/2, k) is a harmonic Maass form. Its principal part at ∞ is given by q −v +c 0 for some c 0 ∈ C, while its principal parts at the other cusps are constant. Thus, ξ k F v (τ, 1 − k/2, k) is a cusp form of weight 2 − k on Γ. 
is independent of the choices of α, β, γ, δ and defines an involution on the space of weight k forms on Γ 0 (N).
. Finally, the Atkin-Lehner involutions act transitively on the cusps of Γ 0 (N); that is, for each cusp
is a weakly holomorphic modular form of weight −2 on Γ 0 (6) with eigenvalues 1 and −1 under W 6 and W 2 , respectively. We claim that
To prove this, letF v (τ ) denote the right-hand side of (2.5). Since ξ −2 F v (τ, 2, −2) lies in the one-dimensional space of cusp forms of weight 4 on Γ 0 (6), it must be proportional to
Since ξ k commutes with the slash operator and g(τ ) is invariant under W d for each d | 6, we have, for some α ∈ C, the relation
Thus
is holomorphic on H and vanishes at every cusp. Hence
. To construct the functions P v (τ ) and P v (τ, s), we require the Maass raising operator
which raises the weight of a weak Maass form by 2. For each v ≥ 1, we define
Then P v (τ ) is a weak Maass form of weight 0 and Laplace eigenvalue −2. By (2.5) and Proposition 2.2 of [12] this is equivalent to defining
Similarly, we define P v (τ, s) as
where
We have chosen the non-standard normalizing factor C(s) so that later results are cleaner to state. Note that C(2) = 1, so
In the next section we will define the dampened functions P v,Q (τ, s).
Binary quadratic forms and the functions P v,Q (τ, s)
In this section we recall some basic facts about binary quadratic forms and the genus characters χ m . A good reference for this material is Section I of [16] . Throughout this section, we assume that m, n ≡ 1 (mod 24) and that m is squarefree. The latter condition ensures that m is a fundamental discriminant.
Suppose that r ∈ {1, 5, 7, 11}. We recall that It is easy to check that this action is compatible with the action γτ := Aτ +B Cτ +D on the roots of Q: for all γ ∈ Γ * , we have
The set Γ\Q
n forms a finite group under Gaussian composition which is isomorphic to the narrow class group of Q( √ n)/Q when n is a fundamental discriminant. Let Q n denote the union
6γ dδ acts on quadratic forms by
A computation involving (3.2) and the relation dαδ − It is convenient to choose W 2 = 2 −1 6 −2 and W 3 = ( 3 1 6 3 ). Then (3.3) shows that
is a bijection, where
Moreover, we have The following lemma lists some properties of χ m .
Lemma 4.
Suppose that m, n ≡ 1 (mod 24) and that m is squarefree.
P4 ) Suppose that [6a, b, c] ∈ Q mn , and let g := ±(a, m), where the sign is chosen so that g ≡ 1 (mod 4). Then
Proof. Property P3 for d = 1, 6 and P1, P2, and P4 are special cases of Proposition 1 of [16] . Property P5 follows easily from P4. A generalization of P3 is stated without proof in [16] , so we provide a proof here for our special case. We want to show that P3 holds for d = 2, 3. Suppose that
6 −2 and W 3 = ( 3 1 6 3 ), we find that
We will use P4. For W 2 , we want to show that m/g 6(2a + b + 3c)
Since g divides mn + 4ac = b 2 and g is squarefree, we see that g | b, so
If a = 0 then g = m, and (3.8) follows from (3.9) and the fact that m ≡ 1 (mod 8). If a = 0, then the relation 8a(2a
Together with (3.9), this completes the proof for W 2 . The proof for W 3 is similar.
The remainder of this section follows Sections 3 and 4 of [14] and Section 3 of [2] . Let Γ Q denote the stabilizer of Q in Γ = Γ 0 (6)/{±1}. When the discriminant of Q is negative or a positive square, the group Γ Q is trivial. However, when the discriminant n > 0 is not a square, the group Γ Q is infinite cyclic. If Q = [a, b, c] ∈ Q n with (a, b, c) = 1, we have Γ Q = g Q , where When a = 0, S Q is a semicircle, which we orient counter-clockwise if a > 0 and clockwise if a < 0. When a = 0, S Q is the vertical line Re(τ ) = −c/b, which we orient upward. If γ ∈ Γ then we have γS Q = S γQ (3.10) Fix any z ∈ S Q and define the cycle C Q as the directed arc on S Q from z to g Q z. We define
so that if τ ′ = γτ for some γ ∈ Γ * , we have
Suppose that Q has positive non-square discriminant and that f is a Γ-invariant function that is continuous on S Q . A straightforward generalization of Lemma 6 of [14] shows that the integral
is a well-defined (i.e. independent of the choice of z ∈ S Q ) invariant of the equivalence class of Q.
We now define the functions P v,Q (τ, s). Let Q = [a, b, c] be a binary quadratic form with square discriminant. Then the equation Q(x, y) = 0 has two inequivalent solutions [r 1 : s 1 ] and [r 2 : s 2 ] in P 1 (Q), which we write as fractions a i := r i /s i , with (r i , s i ) = 1 and possibly s i = 0. For each i, there is a unique d i such that
Thus, up to translation, there is a unique γ i ∈ Γ such that
The function P v,Q (τ, s) is defined by deleting the two terms of P v (τ, s) in (2.7) corresponding to the pairs (γ i , W d i ); that is,
Suppose that σ ∈ Γ. Then by (3.1), the roots of σQ are σa 1 and σa 2 , and we find (using (2.4)) that P v,σQ (στ, s) = P v,Q (τ, s). Together with (3.10) and (3.12), this shows that the integral
is invariant under Q → σQ.
Kloosterman sums and the proof of Theorem 3
In this section we prove an identity (Proposition 6 below) connecting the Kloosterman sum (1.16) with the twisted quadratic Weyl sum (1.19) . This is an essential ingredient in the proof of Theorem 2, and is equivalent to the evaluation of the Kloosterman sum in Theorem 3.
Throughout this section, v is a positive integer coprime to 6 and m, n ≡ 1 (mod 24) with m squarefree. We will use the notation
whenever a ≡ 1 (mod 24). The Kloosterman sum is defined as Then we have
Proof. Define
We will prove (4.2) by showing that f (v) + f (−v) = √ 3c e πi s(d,c) . We first show that for fixed d, c, the function f (v) depends only on v mod 6. By (3.8) of [30] we find that H −d,c (α) depends only on α mod 6. Define ε ∈ {−1, 1} by v ≡ ε (mod 6). , and we have
This depends only on v mod 6 since v 2 ≡ 1 (mod 24) and, by definition,
. This is proved in Section 4 of [30] .
The quadratic Weyl sum S v (m, n; 24c) is defined as
where χ m is defined in (3.7). We clearly have S v (m, n; 24c) = S v (m, n; 24c), so the exponential e bv 12c may be replaced by cos bvπ 6c
. When m = 1, we obtain a simpler expression for S 1 (1, n; 24c) as follows. The summands of Re(S v (1, n; 24c)) are invariant under both b → b + 12c and b → −b, so we may sum over those b modulo 12c for which b ≡ 1 (mod 6), and multiply the sum by 4. Writing b = 6ℓ + 1, we obtain (cf. formula (1.18))
The following proposition gives an expression for S v (m, n; 24c) in terms of Kloosterman sums. Its proof occupies the remainder of the section. Theorem 3 follows from (4.4) by Möbius inversion in two variables.
Proposition 6. Suppose that m, n ≡ 1 (mod 24) and that m is squarefree. Suppose that c, v > 0 and that (v, 6) = 1. Then
Remark. Proposition 6 resembles Proposition 3 of [14] , which is proved using a slight modification of Kohnen's argument in [22, Proposition 5] . Using an elegant idea of Tóth [28] , Duke [13] greatly simplified Kohnen's proof for the case m = D = 1 (in the notation of [14] ). Jenkins [20] later extended this argument to the case of general m. However, Kohnen's argument remains the only proof of the general case. Although special cases of (4.4) are amenable to the methods of Duke and Jenkins, we prove Proposition 6 in full generality by adapting Kohnen's argument. The proof is quite technical.
In the proof of Proposition 6 we will encounter the quadratic Gauss sum Finally, these Gauss sums satisfy the multiplicative property
which is a straightforward generalization of [3, Lemma 1.2.5].
We will need an explicit formula for χ m ([6c, b,
]), which follows from P4 of Lemma 4 (see also Proposition 6 of [22] ). For each odd prime p, let
Proof of Proposition 6. Both sides of (4.4) are periodic in v with period 12c, so it suffices to show that their Fourier transforms are equal. For each h ∈ Z we will show that 1 12c
Let L(h) and R(h) denote the left-and right-hand sides of (4.12), respectively. Then we have
For the right-hand side, we have
Using Lemma 5, (4.1), and the fact that u + v is even, we find that
Thus we obtain
where G(a, b, c) is the quadratic Gauss sum defined in (4.5). Since 12 | (m − 1)/2, we see by (4.7) that
, u if h ≡ ±(6j + 1) (mod 12), 0 otherwise.
In particular, R(h) = 0 unless h ≡ ±1 (mod 6).
For the remainder of the proof, we assume that h ≡ 1 (mod 6) (the other case is analogous). Then in (4.14) the second Gauss sum is zero, and we take only those j for which j ≡ h−1 6
(mod 2). We write j = 2k + h−1 6
; then
Since e(
We show that F h (u) is multiplicative as a function of u. To prove this, suppose that (q, r) = 1, and choose r and q such that rr += 1. Let α := n ′ − (h 2 − 1)/24, and write d = rrx + qqy and k = k 1 r + k 2 q. Using (4.5) and (4.10) we find that that
Replacing k 1 , k 2 , x, and y by k 1 r, k 2 q, xr, and yq, respectively we conclude that
is multiplicative as a function of c. Thus, by (4.11), (4.13), and (4.15), to show that L(h) = R(h) it suffices to show that for each prime power p λ || c we have
when h 2 ≡ mn (mod 24p λ ), and 0 otherwise. Suppose first that p is an odd prime. Set
In the latter case, using (4.7) and (4.9), we find that
under the assumption that p λ−1 | α. This assumption is equivalent to h 2 ≡ mn (mod 24p λ ) and implies that p | h, which justifies our previous assumption. Thus we conclude that = 1, we want to show that
We recall the definition
We claim that
If µ ≤ j − 2 then by (4.9) we have
Writing k = 2 µ+1 ℓ, we have
, the inner sum equals
we have
We conclude in every case that
which completes the proof.
Proof of Theorem 2
We begin by recording exact formulas for the coefficients p(m, n) in terms of Kloosterman sums and the I-and J-Bessel functions I α (x) and J α (x). The following formulas are found in Proposition 11 of [1] . Leth m denote the functions in that paper; then our functions h m described in (1.13) and (1.12) are normalized as
Suppose that m, n ≡ 1 (mod 24) are not both negative. By Propositions 8 and 11 of [1] we have
To prove Theorem 2 we will show that the traces Tr v (m, n) can also be expressed as infinite series involving Kloosterman sums and Bessel functions. This is essentially accomplished in the following proposition. To simplify the statement of the proposition for square and non-square positive discriminants, we set P v,Q (τ, s) := P v (τ, s) whenever Q has positive nonsquare discriminant. The functions P v (τ ), P v (τ, s), and P v,Q (τ, s) are defined in (2.9), (2.7), and (3.13), respectively. Proposition 7. Suppose that m, n ≡ 1 (mod 24) and that m is squarefree. If mn < 0 then
If Re(s) > 1 and m, n > 0 then 1 2π
Before proving Proposition 7, we remark that when s = 2, the right-hand side of (5.4) is often identically zero. This follows from equation (3.15) of [1] , which states that
The only situation in which the right-hand side of (5.4) does not vanish is when n = mt 2 for some integer t and v = tℓ, for some integer ℓ with (ℓ, m) = 1. In that case (5.4) becomes
Proof of Proposition 7. Suppose that mn < 0, and let L − v (m, n) denote the left-hand side of (5.3). Using the definition of P v (τ ) = P v (τ, 2) in (2.7), we find that
Using P1 and P3 of Lemma 4 and equation (3.1), this becomes
by (3.4) and (3.5). With M s,k (y) as in (2.1), we have
Since Q mn contains only positive definite forms (those with a > 0) we have
By (13.1.32) and (13.6.6) of [27] , we have
Now suppose that m and n are both positive, and let L + v (m, n) denote the left-hand side of (5.4). As in (3.11), we write
If mn is not a square, then by (2.7) we have
For each Q, let Γ Q ⊆ Γ denote the stabilizer of Q. We rewrite the sum over Γ ∞ \Γ as a sum over γ ∈ Γ ∞ \Γ/Γ Q and a sum over g ∈ Γ Q . Since S Q = ∪ g∈Γ Q C Q , the inner sum in (5.7) becomes
In each integral, we replace τ by W −1 d γ −1 τ . Using (3.12) and P1 and P3 of Lemma 4, we obtain
(5.8) As in (5.5), we have the bijection
In order to treat the square case together with the non-square case, we will show that, with the added condition a = 0 in the sum, (5.9) holds when mn is a square. Of course, a = 0 is implied in (5.9) when mn is not a square. Suppose that mn > 0 is a square. For each Q ∈ Q
mn define a i,Q := r i,Q /s i,Q as in (3.13). The stabilizer Γ Q is trivial for all Q ∈ Q mn and, using (3.13), we have (5.8) with the added condition γW d a i,Q = ∞ on the third sum; that is, We write a = 6c and find that the inner sum in (5.16) equals 
