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SPDEs with non-Lipschitz coefficients
and nonhomogeous boundary conditions
Jie Xiong1, Xu Yang2
Abstract. In this paper we establish the strong existence, pathwise uniqueness
and a comparison theorem to a stochastic partial differential equation driven
by Gaussian colored noise with non-Lipschitz drift, Ho¨lder continuous diffusion
coefficients and the spatial domain in finite interval, [0, 1], and with Dirichlet,
Neumann or mixed nonhomogeneous random conditions imposed on the end-
points. The Ho¨lder continuity of the solution both in time and in space variables
is also studied.
Mathematics Subject Classifications (2010): 60H15; 60J50.
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1 Introduction and main results
It is first shown in Konno and Shiga [18] (also in Reimers [28]) that the one-dimensional
super-Brownian motion with binary branching has a jointly continuous density {Xt(x) :
t > 0, x ∈ R} which satisfies the following stochastic partial differential equation (SPDE):
∂
∂t
Xt(x) =
1
2
∆Xt(x) +Xt(x)
βW˙t(x), t > 0, x ∈ R, (1.1)
where ∆ denotes the one-dimensional Laplacian operator and W˙ is a space-time Gaussian
white noise. The weak uniqueness of the solution to (1.1) follows from the uniqueness of
solution to the martingale problem for the associated super-Brownian motion. We refer
to [4, 9, 10, 20, 27] for introduction to super-Brownian motion. The pathwise uniqueness
of the nonnegative solution to (1.1) remains open even though it is studied by many
authors; see [5, 6, 23, 34] and the references therein. For an one-dimensional super-
Brownian motion in random environment, its density process satisfies more general SPDE
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than equation (1.1) (see Dawson et al. [7]), and the joint Ho¨lder continuity is studied in
Li et al. [21] and the improved result is obtained in Hu et al. [15]. If the noise W˙ is
colored in space and white in time, the existence and pathwise uniqueness of nonnegative
solution to the SPDE were established by Sturm [31] and Mytnik et al. [24], respectively.
Further work have been studied in Rippl and Sturm [29] and Neuman [25]. For certain
diffusion coefficient depending on the spatial derivative of the solution, Gomez et al.
[11] and Xiong and Yang [35] studied the pathwise uniqueness and strong existence of
the solution, respectively. We also refer the reader to Xiong [33] for some other related
SPDEs connected to superprocesses.
There are many authors studying the following SPDE where the spatial domain is a
finite interval, [0, 1], with Dirichlet or Neumann conditions imposed on the endpoints:
∂Yt(x)
∂t
=
1
2
∆Yt(x) +G(Yt(x)) +H(Yt(x))W˙t(x), (1.2)
where x ∈ (0, 1), t ≥ 0, G and H are continuous functions on R, and W˙ denote the space-
time Gaussian white noise on [0,∞) × [0, 1]. It is shown in [32, Chapter 3] that SPDE
(1.2) has a unique solution under Lipschitz continuity on H and G. If H is a constant
and G is locally bounded and satisfies one sided linear growth condition, then SPDE
(1.2) has a unique strong solution and the comparison theorem holds, which is given in
[13] and extended to nonnecessarily locally bounded for G in [14]. If the assumptions
concerning G are those of [13], and H has locally Lipschitz derivative and satisfies a
linear growth condition, then the existence and uniqueness and comparison theorem are
studied in [1] and the results are extended to Lipschitz continuous G in [12]. There are
also many authors concerning on white noise driven SPDEs with reflection, which adds
a certain random measure on the right hand of (1.2) and the existence and uniqueness of
solution and comparison theorem are studied in [8, 26, 37, 40] with G and H satisfying
Lipschitz and linear growth conditions. Various properties of the solution were studied in
[2, 3, 16, 38, 39].
In this paper we study SPDE (1.2) with Dirichlet, Neumann or mixed nonhomogeneous
random boundary conditions, where W˙ is a Gaussian noise that is white in time and
colored in space. Namely, it is a Gaussian martingale measure on [0,∞) × [0, 1] in the
sense of [32, Chapter 2] and can be characterized by its covariance functional
E
[
W (φ)W (ψ)
]
:=
∫ ∞
0
∫ 1
0
∫ 1
0
φ(s, x)ψ(s, y)κ(x, y)dsdxdy
for each continuous functions φ, ψ on [0,∞) × [0, 1], where κ is a nonnegative bounded
function on [0, 1]× [0, 1] and κ(x, y) = κ(y, x) for all x, y ∈ [0, 1].
To continue with the introduction we state some notation. Let B[0, 1] denote the set of
Borel functions on [0, 1]. For f, g ∈ B[0, 1] let 〈f, g〉 = ∫ 1
0
f(x)g(x)dx whenever it exists.
Let B[0, 1] be the Banach space of bounded measurable functions on [0, 1] furnished with
the supremum norm ‖ · ‖0. We use C[0, 1] to denote the subset of continuous functions on
[0, 1]. Define C(R), C([0,∞)× [0, 1]) and C([0, T ]× [0, 1]) similarly. For any integer n ≥ 1
let Cn[0, 1] be the subset of C[0, 1] of functions with bounded continuous derivatives up
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to the nth order. Let Cnc [0, 1] be the subset of C
n[0, 1] of functions with the supports in
(0, 1).
Suppose that (µ0(t))t≥0 and (µ1(t))t≥0 are two continuous processes and that Y0 ∈
C[0, 1]. In this paper we aim to prove the strong existence, pathwise uniqueness and to
establish a comparison theorem for the solution to SPDE (1.2) with G satisfying certain
non-Lipschitz condition and H satisfying Ho¨lder condition and with one of the following
boundary conditions:
(C1) Yt(0) = µ0(t) and Yt(1) = µ1(t) almost surely for all t ≥ 0;
(C2) ∇Yt(0) = µ0(t) and ∇Yt(1) = µ1(t) almost surely for all t ≥ 0;
(C3) Yt(0) = µ0(t) and ∇Yt(1) = µ1(t) almost surely for all t ≥ 0;
(C4) ∇Yt(0) = µ0(t) and Yt(1) = µ1(t) almost surely for all t ≥ 0.
To present the definition of the solution to SPDE (1.2) with various boundary conditions
precisely, we introduce the corresponding boundary conditions on the test functions f ∈
C2[0, 1]:
(D1) f(0) = f(1) = 0;
(D2) f ′(0) = f ′(1) = 0;
(D3) f(0) = f ′(1) = 0;
(D4) f ′(0) = f(1) = 0.
Definition 1.1 Let i ∈ {1, 2, 3, 4}. We say that (Yt)t≥0 on a filtered probability space is
a weak solution to (1.2) with boundary condition (Ci) if the mapping (t, x) 7→ Yt(x) is in
C([0,∞)× [0, 1]) almost surely and there exist a Gaussian colored noise W , an initial Y0
and boundary conditions µ0(t), µ1(t), so that for any f ∈ C2[0, 1] satisfying (Di), we have
〈Yt, f〉 = 〈Y0, f〉+ 1
2
∫ t
0
[〈Ys, f ′′〉+ F (i)s (f)]ds
+
∫ t
0
〈G(Ys), f〉ds+
∫ t
0
∫ 1
0
H(Ys(x))f(x)W (ds, dx), t ≥ 0 (1.3)
almost surely, where
F (1)s (f) := f
′(0)µ0(s)− f ′(1)µ1(s), F (2)s (f) := −f(0)µ0(s) + f(1)µ1(s) (1.4)
and
F (3)s (f) := f
′(0)µ0(s) + f(1)µ1(s), F (4)s (f) := −f(0)µ0(s)− f ′(1)µ1(s). (1.5)
SPDE (1.2) with boundary condition (Ci) has a strong solution if for any Gaussian
colored noise W on filtered probability space (Ω,F ,Ft,P), for given initial Y0 and
the continuous processes (µ0(t))t≥0 and (µ1(t))t≥0, there exists a process (Yt)t≥0 so that
(t, x) 7→ Yt(x) is in C([0,∞)× [0, 1]) and (1.3) holds for all f ∈ C2[0, 1] satisfying (Di).
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We also study the joint Ho¨lder continuity of the solution. We aim to prove that the
Ho¨lder exponent in spatial variable is arbitrarily close to 1/2 and in time variable is
arbitrarily close to 1/4 for the case of boundary condition (C2); the Ho¨lder exponents of
the solution in spatial and in time variables depend on the Ho¨lder exponent of the non-
derivative boundary condition for the case of boundary conditions (C1), (C3) and (C4).
Throughout this paper we always assume that all random variables defined on the same
filtered probability space (Ω,F ,Ft,P). Let E denote the corresponding expectation.
The following conditions will be imposed in the rest of the paper.
Condition 1.2 There are constants γ ∈ [2−1, 1] and C > 0 so that
|G(x)| ≤ C[|x|+ 1], x ∈ R (1.6)
and
|H(x)−H(y)| ≤ C|x− y|γ, x, y ∈ R. (1.7)
Condition 1.3 Let r0 > 0 be a constant. For each n ≥ 1 there is a non-decreasing and
concave function rn on [0,∞) so that
∫
0+
1
rn(x)
dx =∞ and
(x− y)r0 +G(x)−G(y) ≤ rn(x− y), −n ≤ y ≤ x ≤ n.
Theorem 1.4 (Comparison theorem) Suppose that G1 and G2 are two continuous func-
tions satisfying G1(y) ≤ G2(y) for all y ∈ R, and that Condition 1.3 holds for G2 and
(1.7) holds for H . For each i = 1, 2 let (Y
(i)
t )t≥0 be a weak solution to (1.2) with G
replaced by Gi. We also assume that (Y
(1)
t )t≥0 and (Y
(2)
t )t≥0 satisfy the same boundary
condition. If Y
(1)
0 (x) ≤ Y (2)0 (x) for all x ∈ [0, 1], then P{Y (1)t (x) ≤ Y (2)t (x) for all t ≥ 0
and x ∈ [0, 1]} = 1.
Applying this theorem we obtain the pathwise uniqueness to (1.2) immediately.
Corollary 1.5 (Pathwise uniqueness) Suppose that (1.7) and Condition 1.3 hold. Let
(Y
(1)
t )t≥0 and (Y
(2)
t )t≥0 be two weak solutions to (1.2) with the same boundary condition.
If Y
(1)
0 (x) = Y
(2)
0 (x) for all x ∈ [0, 1], then P{Y (1)t (x) = Y (2)t (x) for all t ≥ 0 and
x ∈ [0, 1]} = 1.
Theorem 1.6 (Existence) Suppose that Conditions 1.2 and 1.3 hold. Then (1.2) has a
unique strong solution (Yt)t≥0 with one of the boundary conditions (C1) to (C4). More-
over, if Y0 ≥ 0, G(0) = H(0) = 0 and µ0(t) = µ1(t) = 0 for all t ≥ 0, then P{Yt ≥ 0 for
all t ≥ 0} = 1.
The next result is concerned with the Ho¨lder continuity of the solution both in time
and in space variables. We first state the following assumption.
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Condition 1.7 (i) There is a constant C > 0 so that
|G(x)| ≤ C(|x|+ 1), |H(x)| ≤ C(|x|+ 1), x ∈ R.
(ii) For each T > 0 and p > 1,
E
[
sup
0<t≤T
[|µ0(t)|2p + |µ1(t)|2p]
]
<∞.
(iii) There are constants 0 < γ0 < 1/2 and C > 0 so that
• For boundary condition (C1),
E
[
|µi(t)− µi(s)|p
]
≤ C|t− s|pγ0, 0 < t, s ≤ T (1.8)
holds for i = 1, 2;
• For boundary condition (C3), (1.8) holds for i = 0;
• For boundary condition (C4), (1.8) holds for i = 1.
Theorem 1.8 (Joint Ho¨lder continuity) Suppose that (Yt)t≥0 is a weak solution to (1.2)
with one of the boundary conditions (C1) to (C4) and that Condition 1.7 holds and
0 < T1 < T . Then [T1, T ] × [0, 1] ∋ (t, x) 7→ Yt(x) is Ho¨lder continuous with exponent
η1/2 in the time variable and with exponent η2 in space variables, where η1, η2 ∈ (0, 1/2) in
the case of boundary condition (C2) and η1, η2 ∈ (0, γ0) in the case of boundary conditions
(C1), (C3) and (C4). Namely, there exists a random variable K ≥ 0 depending on η1 and
η1 so that
|Yt1(x1)− Yt2(x2)| ≤ K(|t1 − t2|η1/2 + |x1 − x2|η2), t1, t2 ∈ [T1, T ], x1, x2 ∈ [0, 1].
In the following we consider SPDE (1.2) on real semi-axis.
Theorem 1.9 Suppose that Conditions 1.2 and 1.3 hold. Then there is a unique strong
solution (Yt)t≥0 to (1.2) with x ∈ (−∞, 0) (or x ∈ (0,∞)) and one of the following
boundary conditions:
(C1’) Yt(0) = µ0(t) almost surely for all t ≥ 0;
(C2’) ∇Yt(0) = µ0(t) almost surely for all t ≥ 0.
Moreover, if Y0 ≥ 0, G(0) = H(0) = 0 and µ0(t) = µ1(t) = 0 for all t ≥ 0, then P{Yt ≥ 0
for all t ≥ 0} = 1.
The rest of the paper is organized as follows. In Section 2, we state some properties
of the solution to heat equations with boundary conditions, which are used in the proofs
of theorems. Theorem 1.4 is proved in Section 3. In Section 4, we establish the proof of
Theorems 1.6 and 1.9. We derive the proofs of Theorem 1.8 in Section 5.
Notation: Let ∇ and ∆ be the first and the second order spatial differential operators,
respectively. Similarly, ∇x and ∆x denote the first and the second order spatial differential
operators with respect to the variable x. Let ∂x denote the first partial derivative with
respect to the variable x and κ0 := supy1,y2∈[0,1] κ(y1, y2). We use C to denote a positive
constant whose value might change from line to line.
5
2 Heat equations with boundary conditions
In this section we establish some properties of the solutions to the following heat equations
with different boundary conditions:


∂tpt(x, y) =
1
2
∆xpt(x, y), t > 0, x, y ∈ (0, 1),
lim
t↓0
pt(x, y) = δy(x), x, y ∈ [0, 1].
(2.1)
For t > 0 and x, y ∈ R set qt(x) := 1√2pit exp{−x2/(2t)} and qt(x, y) := qt(x− y). For each
t > 0 and x, y ∈ R let
p
(1)
t (x, y) =
∞∑
k=−∞
[qt(2k + x, y)− qt(2k − x, y)], (2.2)
p
(2)
t (x, y) =
∞∑
k=−∞
[qt(2k + x, y) + qt(2k − x, y)] (2.3)
and
p
(3)
t (x, y) = 2
∞∑
k=−∞
[qt(4k + x, y)− qt(4k − x, y)]−
∞∑
k=−∞
[qt(2k + x, y)− qt(2k − x, y)],
(2.4)
p
(4)
t (x, y) = 2
∞∑
k=−∞
[qt(4k + x, y) + qt(4k − x, y)]−
∞∑
k=−∞
[qt(2k + x, y) + qt(2k − x, y)].
(2.5)
It is elementary to check that for each i = 1, 2, 3, 4, p
(i)
t (x, y) is the unique solution to
(2.1) with p
(i)
t (x, ·) satisfying the boundary condition (Di) for all t > 0 and x ∈ R.
For simplicity we write pt(x, y) for p
(i)
t (x, y) when the conclusion is true for all i. We
write Ptf(y) =
∫ 1
0
pt(x, y)f(x)dx for x ∈ [0, 1] and f ∈ B[0, 1]. It is elementary to check
the following two lemmas.
Lemma 2.1 For each t ≥ 0 and f ∈ C[0, 1] we have
pt(x, y) = pt(y, x),
∫ 1
0
|pt(x, y)|dy +
∫ 1
0
|pt(x, y)|dx ≤ 12, x, y ∈ R.
and
lim
t→0
∫ 1
0
f(x)pt(x, y)dx = f(y), lim
t→0
∫ 1
0
f(y)pt(x, y)dy = f(x), x, y ∈ R.
Lemma 2.2 For each t, s ≥ 0 and f ∈ C[0, 1] we have
PtPsf(x) = Pt+sf(x), t, s > 0.
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Lemma 2.3 Let T > 0 be fixed. Then
|pt(x1, y)− pt(x2, y)| ≤ Ct−1|x1 − x2|, t ∈ (0, T ], x1, x2, y ∈ [0, 1]
and
|pt(x, y)| ≤ Ct−1/2, |pt+ε(x, y)− pt(x, y)| ≤ Ct−1ε1/2, t ∈ (0, T ], ε > 0, x, y ∈ [0, 1].
Proof. It is obvious that
∞∑
k=−∞
qt(k + x− y) ≤ Ct−1/2, x, y ∈ [0, 1], t ∈ (0, T ]. (2.6)
It then follows from (2.2)-(2.5) that
|pt(x, y)| ≤ Ct−1/2, x, y ∈ [0, 1], t ∈ (0, T ].
Due to [30, (2.4e)] we obtain
|qt(x1, y)− qt(x2, y)| ≤ Ct−1/2|x1 − x2|[q4t(x1 − y) + q4t(x2 − y)] (2.7)
for x1, x2, y ∈ R and t > 0. From (2.2)-(2.5) it follows that for x1, x2, y ∈ [0, 1] and
t ∈ (0, T ],
|pt(x1, y)− pt(x2, y)|
≤ Ct−1/2|x1 − x2|
+∞∑
k=−∞
[
q4t(4k + x1, y) + q4t(4k − x2, y)
+q4t(2k + x1, y) + q4t(2k − x2, y)
]
≤ Ct−1|x1 − x2|,
which gives the first assertion (2.6). Observe that qt(x) = t
−1/2q1(t−1/2x) and xqt(x) ≤ C
for all t, x > 0. From (2.7) it follows that for 0 < t ≤ T and x > 0,
|qt+ε(x)− qt(x)|
≤ |(t+ ε)−1/2 − t−1/2|q1((t+ ε)−1/2x) + t−1/2|q1((t+ ε)−1/2x)− q1(t−1/2x)|
≤ ε1/2t−1/2(t+ ε)−1/2q1((t+ ε)−1/2x)
+Ct−1/2x|(t + ε)−1/2 − t−1/2| · [q4((t + ε)−1/2x) + q4(t−1/2x)]
≤ ε1/2t−1q1((T + ε)−1/2x) + ε1/2t−1C[q8((T + ε)−1/2x) + q8(T−1/2x)]
≤ Cε1/2t−1[(T + ε)−1/2q8(T+ε)(x) + T−1/2q8T (x)].
Combining this with (2.2)-(2.5) we obtain the second assertion. ✷
Lemma 2.4 We have
sup
0<t≤T, x∈[0,1]
∞∑
n=−∞
∫ t
0
|∇qs(n− x)|ds <∞.
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Proof. Note that for v > 0,
|∇qv(1)| ≤ C(1{v≤1} + v−3/21{v>1}). (2.8)
It then follows from a change of variable that for each y > 0,
∫ t
0
|∇qs(y)|ds =
∫ ty−2
0
|∇qv(1)|dv ≤
∫ ∞
0
|∇qv(1)|dv <∞. (2.9)
For all y > 1,
|∇qs(y)| ≤ y2s−1qs(y) ≤ Cq2s(y),
which leads to
∑
|n|≥2
∫ t
0
|∇qs(n− x)|ds ≤ C
∫ t
0
∑
|n|≥2
|q2s(n− x)|ds ≤ Ct, x ∈ [0, 1].
Combining the above inequality with (2.9) one ends the proof. ✷
Lemma 2.5 Let p ≥ 1 be fixed and (h(t))t≥0 be a stochastic process satisfying
E
[
sup
0<t≤T
|h(t)|p
]
<∞.
Suppose that there is a constant 0 < γ˜0 < 1/2 so that
E
[|h(s+ t)− h(t)|p] ≤ Cspγ˜0 , s, t > 0.
Then
E
[∣∣∣
∫ t
0
h(s)
∞∑
n=−∞
[∇qs(2n− x1)−∇qs(2n− x2)]ds
∣∣∣p
]
≤ C[t−p/2 + 1]|x1 − x2|pγ˜0
for all t ∈ (0, T ] and x1, x2 ∈ [0, 1].
Proof. Let
It(x, y) :=
∫ t
0
h(s)∇qs(x+ y)ds−
∫ t
0
h(s)∇qs(y)ds, 0 ≤ x, y ≤ 1.
We first show that for 0 < x, y ≤ 1,
E [|It(x, y)|p] ≤ C[t−p/2 + 1]xpγ˜0 . (2.10)
By a change of variable and (2.8),
|It(x, y)| =
∣∣∣
∫ t(x+y)−2
0
h(v(x+ y)2)∇qv(1)dv −
∫ ty−2
0
h(vy2)∇qv(1)dv
∣∣∣
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≤
∫ ty−2
t(x+y)−2
|h(vy2)∇qv(1)|dv + It,1(x, y)
≤ C sup
0<v≤T
|h(v)|t−1/2x+ It,1(x, y), (2.11)
where
It,1(x, y) =
∫ t(x+y)−2
0
|[h(v(x+ y)2)− h(vy2)]∇qv(1)|dv.
Taking δ > 0 satisfying γ˜0 + 1/p < 3δ/2 < 1/2 + 1/p, then
3(1− δ)p
2(p− 1) > 1,
3pδ
2
− pγ˜0 > 1.
By Ho¨lder’s inequality and (2.8) we find
E
[|It,1(x, y)|p]
≤
∣∣∣
∫ ∞
0
|∇qv(1)|
(1−δ)p
(p−1) dv
∣∣∣p−1 ·
∫ ∞
0
E
[|h(v(x+ y)2)− h(vy2)|p] · |∇qv(1)|pδdv
≤ Cxpγ˜0
∣∣∣
∫ ∞
0
[
1{v≤1} + v
− 3(1−δ)p
2(p−1) 1{v>1}
]
dv
∣∣∣p−1
∫ ∞
0
[
1{v≤1} + v
pγ˜0− 3pδ2 1{v>1}
]
dv
≤ Cxpγ˜0
for all 0 < x, y ≤ 1 and t > 0, which gives (2.10) by (2.11).
Observe that
|∆qt(x)| ≤ Cq2t(x), t > 0, x ≥ 1.
Then, for all x, t > 0 and y ≥ 1, we have
|∇qt(x+ y)−∇qt(y)| ≤ x
∫ 1
0
|∆qt(y + xθ)|dθ ≤ Cx
∫ 1
0
q2t(y + xθ)dθ ≤ Cxq2t(y),
which implies that for all x, y, t > 0 and x+ y ≤ 1,
∑
|n|≥1
∫ t
0
|∇qs(2n− x− y)−∇qs(2n− y)|ds
≤ Cx
∫ t
0
[ ∑
n≤−1
q2s(2n− y) +
∑
n≥1
q2s(2n− 1− y)
]
ds ≤ Cxt.
Combining this with (2.10) one ends the proof. ✷
3 Proof of Theorem 1.4
In this section we prove Theorem 1.4 by a modification of the Yamada-Watanabe argument
for ordinary stochastic differential equations.
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Proof of Theorem 1.4. For k ≥ 1 put ak = exp{−k(k + 1)/2}. Let ψk ∈ C2c [0, 1] satisfy
supp(ψk) ⊂ (ak, ak−1),
∫ ak−1
ak
ψk(x)dx = 1, and 0 ≤ ψk(x) ≤ 2/(kx) for all x > 0 and
k ≥ 1. Let x+ := x ∨ 0 and φk(x) =
∫ x+
0
dy
∫ y
0
ψk(z)dz for x ∈ R and k ≥ 1. Then for all
x ∈ R, 0 ≤ φ′k(x) ≤ 1, φ′k(x)→ 1{x>0} and φk(x)→ x+ as k →∞.
For x ∈ R define J(x) = ∫
R
e−|y|ρ0(x− y)dy with the mollifier ρ0 given by
ρ0(x) = c0 exp
(− 1/(1− x2))1{|x|<1},
where c0 > 0 is a constant so that
∫
R
ρ0(x)dx = 1. Moreover, due to (2.1) of [22], for each
n ≥ 0 there exist constants C¯n, C˜n > 0 so that
C¯ne
−|x| ≤ |J (n)(x)| ≤ C˜ne−|x|, x ∈ R. (3.1)
For ζ > 0 and x ∈ R let Jζ(x) = (J(x))ζ . Then by using (3.1) one can see that there is a
constant C0 > 0 independent of ζ so that
|J ′′ζ (x)| ≤ C0ζ(ζ + 1)Jζ(x), ζ > 0, x ∈ R. (3.2)
For the solutions (Y
(1)
t )t≥0 and (Y
(2)
t )t≥0 to (1.2) with boundary condition (Ci), let
pt(x, y) denote the solution to (2.1) with the boundary condition (Di). It then follows
that for k = 1, 2,
〈Y (k)t , pxδ 〉 = 〈Y (k)0 , pxδ 〉+
1
2
∫ t
0
[
∆x〈Y (k)s , pxδ 〉+ F (i)s (pxδ )]ds
+
∫ t
0
〈G(Y (k)s ), pxδ 〉ds+
∫ t
0
∫ 1
0
H(Y (k)s (y))p
x
δ (y)W (ds, dy), (3.3)
where pxδ = pδ(x, ·), F (i)s (pxδ ) is defined in (1.4) and (1.5). For each t ≥ 0 and k = 1, 2 we
extend the definition of Y
(k)
t on R by Y
(k)
t (x) = Y
(k)
t (0) for x ≤ 0 and Y (k)t (x) = Y (k)t (1)
for x ≥ 1.
For n ≥ 1, we define stopping time
τn := inf
{
t ≥ 0 : ‖Y (1)t ‖0 + ‖Y (2)t ‖0 ≥ n
}
.
Set vt(x) = Y
(1)
t (x)− Y (2)t (x) and vδt (x) = 〈vt, pxδ 〉. From (3.3) it follows that
vδt∧τn(x) = v
δ
0(x) +
1
2
∫ t∧τn
0
∆xv
δ
s(x)ds+
∫ t∧τn
0
[Gδ,1(x) +Gδ,2(x)]ds
+
∫ t∧τn
0
∫ 1
0
M δs (x, y)W (ds, dy), (3.4)
where
Gδ,1(x) := 〈G1(Y (1)s )−G2(Y (1)s ), pxδ 〉, Gδ,2(x) := 〈G2(Y (1)s )−G2(Y (2)s ), pxδ 〉
and
M δs (x, y) := [H(Y
(1)
s (y))−H(Y (2)s (y))]pxδ (y).
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By (1.7) and Ho¨lder’s inequality we obtain
M δs (x) :=
∣∣∣
∫ 1
0
dy1
∫ 1
0
M δs (x, y1)M
δ
s (x, y2)κ(y1, y2)dy2
∣∣∣
≤ κ0
[ ∫ 1
0
∣∣[H(Y (1)s (y))−H(Y (2)s (y))]pxδ(y)∣∣dy
]2
≤ C
[ ∫ 1
0
|vs(y)|γ · |pxδ (y)|dy
]2
≤ C〈|vs|, |pxδ |〉2γ. (3.5)
It then follows from (3.4) and Itoˆ’s formula that
φk(v
δ
t∧τn(x)) = φk(v
δ
0(x)) +
1
2
∫ t∧τn
0
[
φ′k(v
δ
s(x))∆xv
δ
s(x) + φ
′′
k(v
δ
s(x))M
δ
s (x)
]
ds
+
∫ t∧τn
0
φ′k(v
δ
s(x))[G
δ,1(x) +Gδ,2(x)]ds
+
∫ t∧τn
0
∫ 1
0
φ′k(v
δ
s(x))M
δ
s (x, y)W (ds, dy),
which leads to∫
R
E
[
φk(v
δ
t∧τn(x))
]
Jζ(x)dx−
∫
R
φk(v
δ
0(x))Jζ(x)dx
= E
[ ∫ t∧τn
0
[
2−1
∫
R
φ′k(v
δ
s(x))∆xv
δ
s(x)Jζ(x)dx+ 2
−1
∫
R
φ′′k(v
δ
s(x))M
δ
s (x)Jζ(x)dx
+
∫
R
φ′k(v
δ
s(x))G
δ,1(x)Jζ(x)dx+
∫
R
φ′k(v
δ
s(x))G
δ,2(x)Jζ(x)dx
]
ds
=: E
[ ∫ t∧τn
0
[
2−1Iδ1,k(s) + 2
−1Iδ2,k(s) + I
δ
3,k(s) + I
δ
4,k(s)
]
ds
]
. (3.6)
By integration by parts and (3.2),
Iδ1,k(s) =
∫
R
∆x(φk(v
δ
s(x)))Jζ(x)dx −
∫
R
φ′′k(v
δ
s(x))|∇xvδs(x)|2Jζ(x)dx
≤
∫
R
φk(v
δ
s(x))J
′′
ζ (x)dx ≤ C1ζ(ζ + 1)
∫
R
φk(v
δ
s(x))Jζ(x)dx
for some constant C1 > 0. As G1(y) ≤ G2(y), we have Iδ3,k(s) ≤ 0. Combining the above
inequalities with (3.5) and (3.6) we obtain
∫
R
E
[
φk(v
δ
t∧τn(x))
]
Jζ(x)dx−
∫
R
φk(v
δ
0(x))Jζ(x)dx
≤ E
[ ∫ t∧τn
0
[ ∫
R
[
2−1C1ζ(ζ + 1)φk(vδs(x))
+Cφ′′k(v
δ
s(x))〈|vs|, pxδ 〉2γ
]
Jζ(x)dx+ I
δ
4,k(s)
]
ds
]
.
Letting δ → 0 and using Lemma 2.1 and dominated convergence we get∫
R
E
[
φk(vt∧τn(x))
]
Jζ(x)dx −
∫
R
φk(v0(x))Jζ(x)dx
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≤ E
[ ∫ t∧τn
0
ds
∫
R
[
2−1C1ζ(ζ + 1)φk(vs(x)) + Cφ′′k(vs(x))|vs(x)| · |vs(x)|2γ−1
+φ′k(vs(x))[G2(Y
(1)
s (x))−G2(Y (2)s (x))]
]
Jζ(x)dx
]
.
Recalling the constant r0 in Condition 1.3 and taking suitable ζ > 0 so that r0 =
2−1C1ζ(ζ + 1). Since |v+0 (x)| ≡ 0 and 0 ≤ |y|φ′′k(y) ≤ 2/k for all y ∈ R, letting k →∞ in
the above inequality we get
〈E[v+t∧τn ], C2Jζ〉 = C2
∫
R
E
[
v+t∧τn(x)
]
Jζ(x)dx
≤ C2E
[ ∫ t∧τn
0
ds
∫
R
[r0v
+
s (x) +G2(Y
(1)
s (x))−G2(Y (2)s (x))]1{vs(x)>0}Jζ(x)dx
]
≤
∫ t
0
ds
∫
R
E
[
rn(v
+
s∧τn(x))
]
C2Jζ(x)dx ≤
∫ t
0
rn(〈E[v+s∧τn], C2Jζ〉)ds,
where C2 := 〈Jζ , 1〉−1, v+t (x) := vt(x) ∨ 0 and we used Condition 1.3, concaveness of
y 7→ rn(y) and Jensen’s inequality in the last inequality. It is then easy to show that
∫
R
E
[
v+t∧τn(x)
]
Jζ(x)dx = 0,
and hence,
∫ 1
0
v+t (x)dx = 0 for all t ≤ τn and n ≥ 1. Letting n → ∞ we obtain∫ 1
0
v+t (x)dx = 0, which ends the proof by the continuities of (x, t) 7→ Y (1)t (x) and (x, t) 7→
Y
(2)
t (x). ✷
4 Proof of Theorems 1.6 and 1.9
This section is devoted to the proofs of Theorems 1.6 and 1.9. Recall that κ0 :=
supx,y∈[0,1] κ(x, y). Let T > 0 and p > 1 be fixed. For simplicity we write F
t−s
s (x) :=
Fs(p
x
t−s(·)) := Fs(pt−s(x, ·)) for F (i)s (p(i)t−s(x, ·)) in the rest of this paper.
First we establish Theorem 1.6 under Lipschitz condition.
Proposition 4.1 Suppose that Condition 1.7(i)–(ii) hold, and G and H satisfy the fol-
lowing Lipschitz condition:
|G(x)−G(y)|+ |H(x)−H(y)| ≤ C|x− y|, x, y ∈ R. (4.1)
Then for each boundary conditions (C1) to (C4), (1.2) has a strong solution (Yt)t≥0.
We now proceed to proving Proposition 4.1. Let (Y˜t)t≥0 be the solution to


∂tY˜t(x) =
1
2
∆Y˜t(x), t > 0, x ∈ (0, 1),
Y˜0(x) = Y0(x), x ∈ [0, 1]
(4.2)
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with boundary condition (Ci), i = 1, 2, 3, 4. For n ≥ 0, t > 0 and x ∈ [0, 1] define Y (n)t by
the following:
Y
(n)
t (x) = Y¯
(n)
t (x) + Y˜t(x), (4.3)
where Y¯
(n)
t are defined recursively by Y¯
(0)
t = 0 and
Y¯
(n+1)
t (x) =
∫ t
0
ds
∫ 1
0
G(Y (n)s (y))pt−s(x, y)dy
+
∫ t
0
∫ 1
0
H(Y (n)s (y))pt−s(x, y)W (ds, dy). (4.4)
Recall that Ptf(y) =
∫ 1
0
pt(x, y)f(x)dx for t > 0, y ∈ [0, 1] and f ∈ B[0, 1]. For n, t ≥ 0
and δ > 0 define Y¯
(n,δ)
t := PδY¯
(n)
t . It follows from (4.4) that
Y¯
(n+1,δ)
t (x) =
∫ t
0
ds
∫ 1
0
G(Y (n)s (y))pt−s+δ(x, y)dy
+
∫ t
0
∫ 1
0
H(Y (n)s (y))pt−s+δ(x, y)W (ds, dy). (4.5)
Then for all t, δ > 0 and n ≥ 1, Y¯ (n,δ)t ∈ C2[0, 1] and satisfies boundary condition (Di).
Lemma 4.2 There is a constant C1 > 0 so that
sup
t∈[0,T ]
‖Y˜t‖0 ≤ C1
[
‖Y0‖0 + sup
t∈[0,T ]
[|µ0(t)|+ |µ1(t)|
]
.
Proof. By Definition 1.1, for each f ∈ C2[0, 1] satisfying Condition (Di),
〈Y˜t, f〉 = 〈Y0, f〉+ 1
2
∫ t
0
[〈Y˜s, f ′′〉+ Fs(f)]ds, (4.6)
which can be written into the following mild form
〈Y˜t, f〉 = 〈Y0, Ptf〉+ 1
2
∫ t
0
Fs(Pt−sf)ds.
It follows that
Y˜t(x) = 〈Y0, pxt 〉+
1
2
∫ t
0
F t−ss (x)ds.
Using Lemmas 2.3 and 2.4 we obtain the assertion. ✷
For f ∈ B[0, 1] define ‖f‖2 := ∫ 1
0
|f(x)|2dx.
Lemma 4.3 Suppose that Condition 1.7(i)-(ii) holds. Then
sup
0≤t≤T, n≥1
E
[‖Y¯ (n)t ‖2 + ‖Y (n)t ‖2] <∞.
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Proof. Applying Ho¨lder’s inequality, Lemma 2.1 and Condition 1.7(i), we get
∣∣∣
∫ t
0
ds
∫ 1
0
G(Y (n)s (y))pt−s+δ(x, y)dy
∣∣∣2
≤ Ct
∫ t
0
ds
∫ 1
0
|G(Y (n)s (y))|2 · |pt−s+δ(x, y)|dy
≤ Ct
∫ t
0
ds
∫ 1
0
[|Y (n)s (y)|2 + 1] · |pt−s+δ(x, y)|dy (4.7)
and
M (n)(t, s, x) :=
∣∣∣
∫ 1
0
dy
∫ 1
0
H(Y (n)s (y))pt(x, y)H(Y
(n)
s (z))pt(x, z)κ(y, z)dz
∣∣∣
≤ κ0
[ ∫ 1
0
|H(Y (n)s (y))pt(x, y)|dy
]2
≤ C
∫ 1
0
|H(Y (n)s (y))|2 · |pt(x, y)|dy
≤ C
∫ 1
0
[|Y (n)s (y)|2 + 1] · |pt(x, y)|dy.
It then follows from Doob’s inequality that
E
[∣∣∣
∫ t
0
∫ 1
0
H(Y (n)s (y))pt−s+δ(x, y)W (ds, dy)
∣∣∣2
]
≤ 4E
[ ∫ t
0
M (n)(t− s+ δ, s, x)ds
]
≤ CE
[ ∫ t
0
ds
∫ 1
0
[|Y (n)s (y)|2 + 1] · |pt−s+δ(x, y)|dy
]
.
Now by using (4.4), (4.7) and Lemma 4.2,
E
[‖Y (n+1,δ)t ‖2] ≤ 2E[‖Y˜t‖2]+ 2E[‖Y¯ (n+1)t ‖2] ≤ C + C
∫ t
0
E
[‖Y (n)s ‖2 + 1]ds.
It follows from Lemma 2.1 and Fatou’s lemma that
E
[‖Y (n+1)t ‖2] = E[‖ lim
δ→0
Y
(n+1,δ)
t ‖2
] ≤ lim inf
δ→0
E
[‖Y (n+1,δ)t ‖2]
≤ C + C
∫ t
0
E
[‖Y (n)s ‖2 + 1]ds.
Then by an induction argument one ends the proof. ✷
Lemma 4.4 Under Condition 1.7(i)-(ii), for each f ∈ B[0, 1], δ > 0 and n ≥ 1, we have
〈Y¯ (n+1,δ)t , f〉 =
1
2
∫ t
0
〈∆Y¯ (n+1,δ)s , f〉ds+
∫ t
0
〈G(Y (n)s ), Pδf〉ds
+
∫ t
0
∫ 1
0
H(Y (n)s (y))Pδf(y)W (ds, dy), t ≥ 0.
Proof. In view of (4.5), we deduce
〈Y¯ (n+1,δ)t , f〉 =
∫ t
0
〈G(Y (n)s ), Pt−s+δf〉ds+
∫ t
0
∫ 1
0
H(Y (n)s (y))Pt−s+δf(y)W (ds, dy).
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Put k ≥ 1 and ti := it/k. Then by virtue of Lemma 2.2, for i ≥ 1,
〈Y¯ (n+1,δ)ti , f〉 − 〈Y¯ (n+1,δ)ti−1 , Pti−ti−1f〉
=
∫ ti
ti−1
〈G(Y (n)s ), Pti−s+δf〉ds+
∫ ti
ti−1
∫ 1
0
H(Y (n)s (y))Pti−s+δf(y)W (ds, dy). (4.8)
We deduce from (2.1) that
Pti−ti−1f(y)− f(y) =
∫ ti−ti−1
0
∂s(Psf(y))ds =
1
2
∫ ti−ti−1
0
ds
∫ 1
0
∆x(ps(x, y))f(x)dx
=
1
2
∫ ti−ti−1
0
ds
∫ 1
0
∆y(ps(x, y))f(x)dx =
1
2
∫ ti−ti−1
0
∆y(Psf(y))ds. (4.9)
By the boundary conditions on Y¯
(n+1,δ)
ti−1 and pti−s,
G˜n(i, s) := Y¯
(n+1,δ)
ti−1 (y)∇y(Pti−sf(y))
∣∣1
0
−∇Y¯ (n+1,δ)ti−1 (y)Pti−sf(y)
∣∣1
0
= 0.
Applying integration by parts and (4.9) we get
〈Y¯ (n+1,δ)ti−1 , Pti−ti−1f − f〉 =
1
2
∫ ti
ti−1
〈Y¯ (n+1,δ)ti−1 ,∆(Pti−sf)〉ds
=
1
2
∫ ti
ti−1
[
〈∆Y¯ (n+1,δ)ti−1 , Pti−sf〉+ G˜n(i, s)
]
ds =
1
2
∫ ti
ti−1
〈∆Y¯ (n+1,δ)ti−1 , Pti−sf〉ds.
It thus follows from (4.8) that
〈Y¯ (n+1,δ)t , f〉
=
k∑
i=1
[〈Y¯ (n+1,δ)ti−1 , Pti−ti−1f − f〉
]
+
k∑
i=1
[〈Y¯ (n+1,δ)ti , f〉 − 〈Y¯ (n+1,δ)ti−1 , Pti−ti−1f〉
]
=
1
2
k∑
i=1
∫ ti
ti−1
〈∆Y¯ (n+1,δ)ti−1 , Pti−sf〉ds+
k∑
i=1
∫ ti
ti−1
〈G(Y (n)s ), Pti−s+δf〉ds
+
k∑
i=1
∫ ti
ti−1
∫ 1
0
H(Y (n)s (y))Pti−s+δf(y)W (ds, dy)
=
1
2
∫ t
0
k∑
i=1
1(ti−1,ti](s)〈∆Y¯ (n+1,δ)ti−1 , Pti−sf〉ds
+
∫ t
0
k∑
i=1
1(ti−1,ti](s)〈G(Y (n)s ), Pti−s+δf〉ds
+
∫ t
0
∫ 1
0
k∑
i=1
1(ti−1,ti](s)H(Y
(n)
s (y))Pti−s+δf(y)W (ds, dy).
Letting k →∞, and using Lemma 4.3 and dominated convergence one can conclude the
assertion. ✷
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Proof of Proposition 4.1. For n, s ≥ 0 and δ > 0 let
u(n)s = Y¯
(n+1)
s − Y¯ (n)s = Y (n+1)s − Y (n)s , u(n,δ)s = Pδu(n)s
and
H(n)s (y) := H(Y
(n+1)
s (y))−H(Y (n)s (y)), G(n)s (y) := G(Y (n+1)s (y))−G(Y (n)s (y)).
Then u
(n,δ)
s ∈ C2[0, 1] and satisfies boundary condition (Di) for each fixed s, n, δ. For
λ, δ > 0 let v
(n)
s = e−λs‖u(n)s ‖2 and v(n,δ)s = e−λs‖u(n,δ)s ‖2. In virtue of Lemma 4.4, for each
f ∈ B2[0, 1].
〈u(n,δ)t , f〉2e−λt
=
∫ t
0
〈u(n,δ)s , f〉〈∆u(n,δ)s , f〉e−λsds + 2
∫ t
0
〈u(n,δ)s , f〉〈G(n−1)s , Pδf〉e−λsds
+
∫ t
0
e−λsds
∫ 1
0
dy
∫ 1
0
H(n−1)s (y)Pδf(y)H
(n−1)
s (z)Pδf(z)κ(y, z)dz
+2
∫ t
0
∫ 1
0
e−λs〈u(n,δ)s , f〉H(n−1)s (y)Pδf(y)W (ds, dy)− λ
∫ t
0
〈u(n,δ)s , f〉2e−λsds.
Summing on f over a complete orthonormal system of L2[0, 1] := {f ∈ B[0, 1] : ‖f‖ <∞}
we obtain
v
(n,δ)
t =
∫ t
0
〈u(n,δ)s ,∆u(n,δ)s 〉e−λsds+ 2
∫ t
0
〈u(n,δ)s , PδG(n−1)s 〉e−λsds
+
∫ t
0
e−λsds
∫ 1
0
dy
∫ 1
0
H(n−1)s (y)H
(n−1)
s (z)p2δ(y, z)κ(y, z)dz
+2
∫ t
0
∫ 1
0
e−λsH(n−1)s (y)u
(n,2δ)
s (y)W (ds, dy)− λ
∫ t
0
v(n,δ)s ds. (4.10)
Observe that under boundary conditions (D1) to (D4),
u(n,δ)s (0)∇u(n,δ)s (0) = u(n,δ)s (1)∇u(n,δ)s (1) = 0.
Then by integration by parts,
〈u(n,δ)s ,∆u(n,δ)s 〉 = −‖∇u(n,δ)s ‖2,
which deduces from (4.10) that
v
(n,δ)
t = −
∫ t
0
‖∇u(n,δ)s ‖2e−λsds+ 2
∫ t
0
〈u(n,δ)s , PδG(n−1)s 〉e−λsds
+
∫ t
0
e−λsds
∫ 1
0
dy
∫ 1
0
H(n−1)s (y)H
(n−1)
s (z)p2δ(y, z)κ(y, z)dz
+2
∫ t
0
∫ 1
0
e−λsH(n−1)s (y)u
(n,2δ)
s (y)W (ds, dy)− λ
∫ t
0
v(n,δ)s ds. (4.11)
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It follows that
E[v
(n,δ)
t ] ≤ 2
∫ t
0
e−λsE
[〈u(n,δ)s , PδG(n−1)s 〉]ds− λ
∫ t
0
E[v(n,δ)s ]ds
+
∫ t
0
e−λsds
∫ 1
0
dy
∫ 1
0
E
[
H(n−1)s (y)H
(n−1)
s (z)
]
p2δ(y, z)κ(y, z)dz. (4.12)
Under condition (4.1),
|〈u(n,δ)s , PδG(n−1)s 〉| ≤ C‖u(n,δ)s ‖2 + C‖u(n−1)s ‖2
and
∫ 1
0
dy
∫ 1
0
E
[
H(n−1)s (y)H
(n−1)
s (z)
]
p2δ(y, z)κ(y, z)dz
≤ 2−1κ0
∫ 1
0
dy
∫ 1
0
E
[|H(n−1)s (y)|2 + |H(n−1)s (z)|2]p2δ(y, z)dz
≤ C
∫ 1
0
E
[|H(n−1)s (y)|2]dy ≤ CE[‖u(n−1)s ‖2].
Combining above inequalities and (4.12) we obtain
E
[
v
(n,δ)
t
] ≤ −λ
∫ t
0
E[v(n,δ)s ]ds+ C
∫ t
0
E[v(n,δ)s + v
(n−1)
s ]ds ≤ C
∫ t
0
E[v(n−1)s ]ds
for large λ > 0. From Fatou’s lemma it follows that
E
[
v
(n)
t
] ≤ lim inf
δ→0
E
[
v
(n,δ)
t
] ≤ C
∫ t
0
E[v(n−1)s ]ds.
Then it is elementary to see that (Y
(n)
t )t≥0 and (Y¯
(n)
t )t≥0 are Cauchy sequences, and (Yt)t≥0
and (Y¯t)t≥0 denote the limits. Moreover, Yt(x) = Y¯t(x) + Y˜t(x). Letting n → ∞ in (4.4)
we can obtain
Y¯t(x) =
∫ t
0
ds
∫ 1
0
G(Ys(y))pt−s(x, y)dy +
∫ t
0
∫ 1
0
H(Ys(y))pt−s(x, y)W (ds, dy).
It follows that for any f ∈ C2[0, 1] satisfying (Di), we have
〈Y¯t, f〉 = 1
2
∫ t
0
〈Y¯s, f ′′〉ds+
∫ t
0
〈G(Ys), f〉ds+
∫ t
0
∫ 1
0
H(Ys(x))f(x)W (ds, dx), t ≥ 0.
In view of (4.6), one sees that (Yt)t≥0 is a strong solution to (1.2), which ends the proof.
✷
Next we establish the weak existence part of Theorem 1.6 under a weaker condition.
Proposition 4.5 Suppose that Condition 1.7(i)–(ii) holds. Then for each boundary con-
ditions (C1) to (C4), (1.2) has a weak solution (Yt)t≥0.
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We now proceed to proving Proposition 4.5. For n ≥ 1 and x ∈ R let
Gn(x) =
∫
R
qn−1(x− y)((G(y) ∧ n) ∨ (−n))dy
and
Hn(x) =
∫
R
qn−1(x− y)((H(y) ∧ n) ∨ (−n))dy,
where the function qt(x) is defined in Section 2. Then limn→∞Gn(x) = G(x) and
limn→∞Hn(x) = H(x) for all x ∈ R. Moreover, for each fixed n ≥ 1, Gn and Hn satisfy
Lipschitz condition, and hence by Proposition 4.1, equation (1.2) with G,H replaced by
Gn, Hn has a strong solution (U
(n)
t )t≥0. Let (Y˜t)t≥0 be the solution to (4.2) and
U¯
(n)
t (x) := U
(n)
t (x)− Y˜t(x), t ≥ 0, n ≥ 1, x ∈ R. (4.13)
It follows that for f ∈ C2[0, 1] and t ≥ 0,
〈U¯ (n)t , f〉 =
1
2
∫ t
0
〈U¯ (n)s , f ′′〉ds+
∫ t
0
〈Gn(U (n)s ), f〉ds
+
∫ t
0
∫ 1
0
Hn(U
(n)
s (x))f(x)W (ds, dx), (4.14)
which implies that
U¯
(n)
t (x) =
∫ t
0
ds
∫ 1
0
Gn(U
(n)
s (y))pt−s(x, y)dy
+
∫ t
0
∫ 1
0
Hn(U
(n)
s (y))pt−s(x, y)W (ds, dy) (4.15)
for t ≥ 0 and x ∈ R.
Lemma 4.6 Suppose that Condition 1.7(i)-(ii) holds. Then
sup
n≥1
E
[
sup
0<t≤T
‖U (n)t ‖2p
]
<∞.
Proof. Let U¯
(n,δ)
t = PδU¯
(n)
t and U
(n,δ)
t = PδU
(n)
t . Then U¯
(n,δ)
t ∈ C2[0, 1] satisfies the
boundary condition (Di). As the same argument in (4.11),
‖U¯ (n,δ)t ‖2 = −
∫ t
0
‖∇U¯ (n,δ)s ‖2ds+ 2
∫ t
0
〈U¯ (n,δ)s , PδGn(Y (n)s )〉ds
+
∫ t
0
ds
∫ 1
0
dy
∫ 1
0
Hn(U
(n)
s (y))Hn(U
(n)
s (z))p2δ(y, z)κ(y, z)dz
+2
∫ t
0
∫ 1
0
Hn(U
(n)
s (y))U¯
(n,2δ)
s (y)W (ds, dy). (4.16)
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We finish the proof by the following three steps.
Step 1. For λ, δ > 0, t ≥ 0 and n ≥ 1 put
f δn(t) = ‖∇U¯ (n,δ)t ‖2‖U¯ (n,δ)t ‖2p−2, kδn(t) = ‖U¯ (n,δ)t ‖2p−2〈U¯ (n,δ)t , PδGn(U (n)t )〉,
gδn(t) = ‖U¯ (n,δ)t ‖2p−2
∫ 1
0
dy
∫ 1
0
Hn(U
(n)
t (y))Hn(U
(n)
t (z))p2δ(y, z)κ(y, z)dz,
hδn(t) = ‖U¯ (n,δ)t ‖2p−4
∫ 1
0
dy
∫ 1
0
M δn(t, y)M
δ
n(t, z)κ(y, z)dz,
lδn(t) =
∫ t
0
∫ 1
0
‖U¯ (n,δ)s ‖2p−2M δn(s, y)W (ds, dy),
where M δn(t, y) := Hn(U
(n)
t (y))U¯
(n,2δ)
t (y). In this step we estimate g
δ
n, h
δ
n and k
δ
n.
Under Condition 1.7(i),
|Gn(x)| ≤
∫
R
q1(y)|G(x− y/
√
n)|dy ≤
∫
R
q1(y)(|x|+ |y|/
√
n + 1)dy ≤ C(|x|+ 1)
and
|Hn(x)| ≤ C(|x|+ 1). (4.17)
Then applying Lemmas 2.1 and 4.2, Condition 1.7(ii), and (4.13) one sees that
2|〈U¯ (n,δ)t , PδGn(U (n)t )〉| ≤ ‖U¯ (n,δ)t ‖2 + ‖Gn(U (n)t )‖2
≤ C[‖U¯ (n)t ‖2 + ‖U (n)t ‖2 + 1] ≤ C[‖U¯ (n)t ‖2 + 1]
and
2
∣∣∣
∫ 1
0
dy
∫ 1
0
Hn(U
(n)
t (y))Hn(U
(n)
t (z))p2δ(y, z)κ(y, z)dz
∣∣∣
≤ κ0
∫ 1
0
dy
∫ 1
0
[Hn(U
(n)
t (z))
2 +Hn(U
(n)
t (y))
2]|p2δ(y, z)|dz ≤ C[‖U¯ (n)t ‖2 + 1].
Similarly,
∣∣∣
∫ 1
0
dy
∫ 1
0
M δn(t, y)M
δ
n(t, z)κ(y, z)dz
∣∣∣1/2 ≤ κ1/20
∣∣∣
∫ 1
0
|M δn(t, y)|dy
∣∣∣
≤ C‖Hn(U (n)t )‖2 + C
∫ 1
0
dy
∫ 1
0
|U¯ (n)t (x)|2 · |p2δ(x, y)|dx
≤ C(‖Hn(U (n)t )‖2 + ‖U¯ (n)t ‖2) ≤ C[‖U¯ (n)t ‖2 + 1]. (4.18)
Therefore,
gδn(t) ≤ C(‖U (n)t ‖2 + 1)‖U¯ (n)t ‖2p−2
≤ C[‖U (n)t ‖2p + ‖U¯ (n)t ‖2p + ‖U¯ (n)t ‖2p−2] ≤ C[‖U¯ (n)t ‖2p + 1] (4.19)
and
hδn(t) ≤ C(‖U¯ (n)t ‖2 + 1)2‖U¯ (n)t ‖2p−4 ≤ C[‖U¯ (n)t ‖2p + 1], (4.20)
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where we used the fact xr ≤ x+ 1 and
xy ≤ p−1xp + (p− 1)p−1yp/(p−1), (x+ y)2p ≤ 2px2p + 2py2p
for all x, y ≥ 0 and 0 ≤ r ≤ 1. Similarly,
kδn(t) ≤ C‖U¯ (n)t ‖2p−2 · (‖U¯ (n)t ‖2 + 1) ≤ C[‖U¯ (n)t ‖2p + 1]. (4.21)
Step 2. We show that for all p > 1,
sup
s∈[0,t], n≥1
E
[‖U (n)s ‖2p] <∞, t > 0. (4.22)
It follows from (4.16) and Itoˆ’s formula that
‖U¯ (n,δ)t ‖2p = p
∫ t
0
[
gδn(s)− f δn(s) + 2(p− 1)hδn(s) + kδn(s)
]
ds + plδn(t). (4.23)
Then by (4.19)-(4.21) and (4.23)
E[‖U¯ (n,δ)t ‖2p] ≤ C
∫ t
0
E
[‖U¯ (n)s ‖2p + 1]ds.
Using Lemma 2.1 and Fatou’s lemma,
E[‖U¯ (n)t ‖2p] = E[‖ lim
δ→0
U¯
(n,δ)
t ‖2p] ≤ lim inf
δ→0
E[‖U¯ (n,δ)t ‖2p] ≤ C
∫ t
0
E
[‖U¯ (n)s ‖2p + 1]ds.
Now by Gronwall’s lemma we obtain (4.22).
Step 3. By Doob’s inequality and the arguments in (4.18) and (4.19), for all t ≥ 0,
E
[
sup
s∈[0,t]
|lδn(s)|2
]
≤ 4E
[ ∫ t
0
ds
∫ 1
0
dy
∫ 1
0
‖U¯ (n,δ)s ‖4p−4|M δn(s, y)M δn(s, z)|κ(y, z)dz
]
≤ CE
[ ∫ t
0
‖U¯ (n)s ‖4p−4(‖U (n)t ‖2 + 1)2ds
]
≤ CE
[ ∫ t
0
(‖U¯ (n)s ‖4p + 1)ds
]
.
Combining the above inequality with (4.22) and (4.23) one can obtain
sup
n≥1, δ>0
E
[
sup
s∈[0,t]
‖U (n,δ)s ‖2p
]
<∞.
Now using Fatou’s lemma,
sup
n≥1
E
[
sup
s∈[0,t]
‖U (n)s ‖2p
]
≤ sup
n≥1
E
[
lim inf
δ→0
sup
s∈[0,t]
‖U (n,δ)s ‖2p
]
≤ sup
n≥1
lim inf
δ→0
E
[
sup
s∈[0,t]
‖U (n,δ)s ‖2p
]
<∞,
which finishes the proof. ✷
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Lemma 4.7 Suppose that Condition 1.7(i)-(ii) hold. Then for each α ∈ (0, 1),
E
[|U¯ (n)t (x1)− U¯ (n)t (x2)|2p] ≤ C|x1 − x2|αp, t ∈ (0, T ], x1, x2 ∈ [0, 1], n ≥ 1
and
E
[|U¯ (n)t+ε(x)− U¯ (n)t (x)|2p] ≤ Cεαp/2, t ∈ (0, T ], ε > 0, x ∈ [0, 1], n ≥ 1.
Proof. Since the proofs are similar, we only present the first one. It follows from (4.15)
that
U¯
(n)
t (x1)− U¯ (n)t (x2)
=
∫ t
0
∫ 1
0
Mn(x1, x2, t, s, y)W (ds, dy) +
∫ t
0
ds
∫ 1
0
Gn(U
(n)
s (y))kt−s(x1, x2, y)dy
=: Int (x1, x2) + J
n
t (x1, x2), (4.24)
where
kt(x1, x2, y) := pt(x1, y)− pt(x2, y), Mn(x1, x2, t, s, y) := Hn(U (n)s (y))kt−s(x1, x2, y).
By Lemma 2.3,
|kt(x1, x2, y)| = |kt(x1, x2, y)|1−α|kt(x1, x2, y)|α ≤ Ct−(α+1)/2|x1 − x2|α,
which deduces
∫ 1
0
|kt(x1, x2, y))|2dy ≤ Ct−(α+1)/2|x1 − x2|α
∫ 1
0
[|pt(x1, y)|+ |pt(x2, y)|]dy
≤ Ct−(α+1)/2|x1 − x2|α, (4.25)
where the last inequality follows from Lemma 2.1. Applying Ho¨lder’s inequality, (4.17)
and (4.25), for all n ≥ 1,
∣∣∣
∫ 1
0
dy
∫ 1
0
Mn(x1, x2, t, s, y)Mn(x1, x2, t, s, z)κ(y, z)dz
∣∣∣
≤ κ0
[ ∫ 1
0
|Mn(x1, x2, t, s, y)|dy
]2
≤ κ0‖Hn(U (n)s )‖2
∫ 1
0
|kt−s(x1, x2, y)|2dy
≤ C(‖U (n)s ‖2 + 1)(t− s)−
α+1
2 |x1 − x2|α.
Using Burkholder-Davis-Gundy’s inequality we then get
E
[|Int (x1, x2)|2p] ≤ CE
[∣∣∣
∫ t
0
ds
∫ 1
0
dy
∫ 1
0
Mn(x1, x2, t, s, y)Mn(x1, x2, t, s, z)κ(y, z)dz
∣∣∣p
]
≤ C|x1 − x2|αpE
[
sup
0≤s≤T
[‖U (n)s ‖2p + 1]
]∣∣∣
∫ t
0
s−(α+1)/2ds
∣∣∣p, t ∈ (0, T ].
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Similarly,
E
[|Jnt (x1, x2)|2p] ≤ C|x1 − x2|αpE
[
sup
0≤s≤T
[‖U (n)s ‖2p + 1]
]∣∣∣
∫ t
0
s−(α+1)/2ds
∣∣∣p, t ∈ (0, T ],
which yields the assertion by (4.24) and Lemma 4.6. ✷
Proof of Proposition 4.5. By Lemma 4.7 and Kolmogorov’s criteria (e.g. [17, Corollary
16.9]), for each T > 0, the sequence {U¯ (n)t (x) : (t, x) ∈ [0, T ]× [0, 1]} is tight on C([0, T ]×
[0, 1]) and hence, has a convergent subsequence (U¯
(nk)
t )t≥0 which converges in law to
(U¯t)t≥0. It follows that (U
(nk)
t )t≥0 converges in law to (Ut)t≥0 as k →∞. Thus
M (nk) := (U
(nk)
t ,Wt, µ0(t), µ1(t))t≥0 −→M := (Ut,Wt, µ0(t), µ1(t))t≥0
in law as k → ∞. Applying Skorokhod’s representation, on another probability space,
there are continuous processes
Mˆ (nk) := (Uˆ
(nk)
t , Wˆ
(nk)
t , µˆ
(nk)
0 (t), µˆ
(nk)
1 (t))t≥0 and Mˆ := (Uˆt, Wˆt, µˆ0(t), µˆ1(t))t≥0
with the same distribution as M (nk) and M , respectively. Moreover, Mˆ (nk) converges to
Mˆ almost surely. In the following let f ∈ C2[0, 1] satisfy (Di). Since (U (n)t )t≥0 is a strong
solution to (1.2) with Gn and Hn replaced by G and H by Proposition 4.1, then
〈U (nk)t , f〉 = 〈Y0, f〉+
1
2
∫ t
0
[〈U (nk)s , f ′′〉+ Fs(f)]ds+
∫ t
0
〈Gnk(U (nk)s ), f〉ds
+
∫ t
0
∫ 1
0
Hnk(U
(nk)
s (y))f(y)W (ds, dy).
Define Fˆ
(n)
s (f) and Fˆs(f) similar as Fs(f) with µ0, µ1 replaced by µˆ
(n)
0 , µˆ
(n)
1 and µˆ0, µˆ1,
respectively. Therefore,
〈Uˆ (nk)t , f〉 = 〈Y0, f〉+
1
2
∫ t
0
[〈Uˆ (nk)s , f ′′〉+ Fˆ (nk)s (f)]ds+
∫ t
0
〈Gnk(Uˆ (nk)s ), f〉ds
+
∫ t
0
∫ 1
0
Hnk(Uˆ
(nk)
s (y))f(y)W
nk(ds, dy).
It thus follows from [36, Lemma 2.4] that
〈Uˆt, f〉 = 〈Y0, f〉+ 1
2
∫ t
0
[〈Uˆs, f ′′〉+ Fˆs(f)]ds+
∫ t
0
〈G(Uˆs), f〉ds
+
∫ t
0
∫ 1
0
H(Uˆs(y))f(y)W (ds, dy).
This ends the proof. ✷
Now we are ready to proving
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Proof of Theorem 1.6. The second assertion follows from Theorem 1.4 immediately. Now
let us prove the first one. For each n ≥ 1 define stopping time
τn := inf
{
t ≥ 0 : µ0(t) + µ1(t) ≥ n
}
.
Then τn → ∞ almost surely as n → ∞. By Corollary 1.5 and Proposition 4.5 for each
µn1 (t) := µ1(t ∧ τn) and µn0 (t) := µ0(t ∧ τn), there is a unique strong solution (Y nt )t≥0 to
(1.2) satisfying the boundary condition by [19, Corollary 2.8]. Moreover, Y nt = Y
n+1
t for
all t ≤ τn. Let Yt = Y nt for each t ≤ τn. Then (Yt)t≥0 satisfies (1.2) with the boundary
condition (C1) to (C4). ✷
Proof of Theorem 1.9. The conclusions can be justified by using essentially the same
argument as those in the proofs of Theorems 1.4 and 1.6 with p
(1)
t (x, y) and p
(2)
t (x, y)
replaced by
p
(1)
t (x, y) = qt(x, y)− qt(−x, y), p(2)t (x, y) = qt(x, y) + qt(−x, y),
respectively. We omit the details. ✷
5 Proof of Theorem 1.8
In this section we present the proof of Theorem 1.8. Let (Yt)t≥0 be a weak solution to (1.2)
with the boundary condition (Ci) and (pt)t≥0 be the solution to (2.1) with the bound-
ary condition (Di) for i ∈ {1, 2, 3, 4}. Write F t−ss (x) for F (i)s (p(i)t−s(x, ·)). Let arbitrary
constants T > 0 and p ≥ 1 be fixed and Y0 ∈ C[0, 1]. We will prove our theorem by a
sequence of lemmas.
Lemma 5.1 For each t > 0 and f ∈ C[0, 1],
〈Yt, f〉 = 〈Y0, Ptf〉+
∫ t
0
[2−1〈F t−ss , f〉+ 〈G(Ys), Pt−sf〉]ds
+
∫ t
0
∫ 1
0
H(Ys(y))Pt−sf(y)W (ds, dy). (5.1)
Moreover, for x ∈ (0, 1),
Yt(x) = 〈Y0, pxt 〉+
∫ t
0
[2−1F t−ss (x) + 〈G(Ys), pxt−s〉]ds
+
∫ t
0
∫ 1
0
H(Ys(y))p
x
t−s(y)W (ds, dy) (5.2)
with pxt (y) := pt(x, y).
Proof. Let t > 0 be fixed. By Definition 1.1, for each f ∈ C[0, 1],
〈Yt, Pvf〉 = 〈Y0, Pvf〉+ 1
2
∫ t
0
ds
∫ 1
0
〈Ys,∆xpv(x, ·)〉f(x)dx+ 1
2
∫ t
0
〈F vs , f〉ds
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+∫ t
0
〈G(Ys), Pvf〉ds+
∫ t
0
∫ 1
0
H(Ys(y))Pvf(y)W (ds, dy). (5.3)
Set ti = it/n for 0 ≤ i ≤ n and n ≥ 1. In view of (2.1) and (5.3), we obtain
〈Yt, f〉 − 〈Y0, Ptf〉
=
n∑
i=1
〈Yti, Pt−tif − Pt−ti−1f〉+
n∑
i=1
[〈Yti, Pt−ti−1f〉 − 〈Yti−1, Pt−ti−1f〉]
=
1
2
n∑
i=1
∫ t−ti
t−ti−1
ds
∫ 1
0
〈Yti , ∂sps(x, ·)〉f(x)dx
+
1
2
n∑
i=1
∫ ti
ti−1
ds
∫ 1
0
〈Ys,∆xpt−ti−1(x, ·)〉f(x)dx
+
n∑
i=1
∫ ti
ti−1
[2−1〈F t−ti−1s , f〉+ 〈G(Ys), Pt−ti−1f〉]ds
+
n∑
i=1
∫ ti
ti−1
∫ 1
0
H(Ys(y))Pt−ti−1f(y)W (ds, dy)
= −1
2
∫ t
0
n∑
i=1
1(ti−1,ti](s)
∫ 1
0
[〈Yti ,∆xpt−s(x, ·)〉 − 〈Ys,∆xpt−ti−1(x, ·)〉]f(x)dx
+
∫ t
0
n∑
i=1
1(ti−1,ti](s)[2
−1〈F t−ti−1s , f〉+ 〈G(Ys), Pt−ti−1f〉]ds
+
∫ t
0
n∑
i=1
1(ti−1,ti](s)
∫ 1
0
H(Ys(y))Pt−ti−1f(y)W (ds, dy).
Letting n → ∞ we obtain (5.1). Taking f(y) = pxδ (y) in (5.1) and then letting δ → ∞
and using dominated convergence and Lemma 2.1 we get (5.2). ✷
Lemma 5.2 Under Condition 1.7(i)-(ii), we have
sup
0<t≤T, x∈[0,1]
E
[|Yt(x)|2p] <∞.
Proof. For each n ≥ 1 define stopping time τn by
τn := inf{t ≥ 0 : ‖Yt‖0 ≥ n}.
Then τn →∞ as n→∞. Applying Lemma 5.1 we find
Yt(x)1{t≤τn} = 〈Y0, pxt 〉1{t≤τn} + 2−11{t≤τn}
∫ t
0
F t−ss (x)ds + 1{t≤τn}
∫ t
0
〈G(Ys), pxt−s〉]ds
+1{t≤τn}
∫ t
0
∫ 1
0
H(Ys(y))p
x
t−s(y)W (ds, dy)
=: I1,nt (x) + 2
−1I2,nt (x) + I
3,n
t (x) + I
4,n
t (x). (5.4)
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By applying Lemma 2.1 we find
E
[|I1,nt (x)|2p] ≤ ‖Y0‖2p0 · 〈1, |pxt |〉2p ≤ C‖Y0‖2p0 . (5.5)
Using Lemmas 2.3 and 2.4 and Condition 1.7(ii) one can conclude that
sup
n≥1, 0<t≤T, x∈[0,1]
E
[|I2,nt (x)|2p] ≤ sup
0<t≤T, x∈[0,1]
E
[∣∣∣
∫ t
0
F t−ss (x)ds
∣∣∣2p
]
<∞. (5.6)
By Lemmas 2.1 and 2.3, Ho¨lder’s inequality and Condition 1.7(i),
E
[|I3,nt (x)|2p] ≤ CE
[ ∫ t
0
〈|G(Ys)|2p, pxt−s〉]1{s≤τn}ds
]
≤ CE
[ ∫ t
0
〈|Ys|2p1{s≤τn} + 1, pxt−s〉]ds
]
≤ C
∫ t
0
sup
y∈[0,1]
E
[|Ys(y)1{s≤τn}|2p]ds+ Ct. (5.7)
Applying Lemmas 2.1 and 2.3, Ho¨lder’s inequality and Condition 1.7(i) we obtain
M(t, s, x) :=
∣∣∣
∫ 1
0
dy
∫ 1
0
H(Ys(y))p
x
t (y)H(Ys(z))p
x
t−s(z)κ(y, z)dz
∣∣∣
≤ κ0
∣∣∣
∫ 1
0
|H(Ys(y))pxt (y)|dy
∣∣∣2 ≤ C
∫ 1
0
|H(Ys(y))|2 · |pxt (y)|dy
≤ C
∫ 1
0
[|Ys(y)|2 + 1] · |pxt (y)|dy.
It then follows from Ho¨lder’s inequality again that
∣∣∣
∫ t
0
M(t− s, s, x)1{s≤τn}ds
∣∣∣p ≤ C
∫ t
0
ds
∫ 1
0
[|Ys(y)1{s≤τn}|2p + 1] · |pxt−s(y)|dy
for 0 < t ≤ T and n ≥ 1. Then by virtue of Burkholder-Davis-Gundy’s inequality,
E
[|I4,nt (x)|2p] ≤ E
[∣∣∣1{t≤τn}
∫ t
0
∫ 1
0
H(Ys(y))p
x
t−s(y)W (ds, dy)
∣∣∣2p
]
= E
[∣∣∣1{t≤τn}
∫ t∧τn
0
∫ 1
0
H(Ys(y))p
x
t−s(y)W (ds, dy)
∣∣∣2p
]
≤ E
[∣∣∣
∫ t
0
∫ 1
0
H(Ys(y))p
x
t−s(y)1{s≤τn}W (ds, dy)
∣∣∣2p
]
≤ CE
[∣∣∣
∫ t
0
M(t− s, s, x)1{s≤τn}ds
∣∣∣p
]
≤ C
∫ t
0
sup
x∈[0,1]
E
[|Ys(y)1{s≤τn}|2p]ds+ C
for all 0 < t ≤ T and n ≥ 1. Combining this with (5.4) to (5.7) we have
sup
x∈[0,1]
E
[|Yt(x)1{t≤τn}|2p] ≤ C + C
∫ t
0
sup
x∈[0,1]
E
[|Ys(x)1{s≤τn}|2p]ds, 0 < t ≤ T, n ≥ 1.
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Now applying Gronwall’s lemma we know that
sup
t∈(0,T ], x∈[0,1], n≥1
E
[|Yt(x)1{t≤τn}|2p] <∞.
From Fatou’s lemma it follows that
sup
t∈(0,T ], x∈[0,1]
E
[|Yt(x)|2p] = sup
t∈(0,T ], x∈[0,1]
E
[
lim
n→∞
|Yt(x)1{t≤τn}|2p
]
≤ sup
t∈(0,T ], x∈[0,1], n≥1
E
[
|Yt(x)1{t≤τn}|2p
]
<∞,
which completes the proof. ✷
Lemma 5.3 Suppose that Condition 1.7 holds. Then for boundary condition (C2),
E
[|Yt(x1)− Yt(x2)|2p] ≤ C[t−p + 1]|x1 − x2|p, t ∈ (0, T ], x1, x2 ∈ [0, 1]
and for boundary conditions (C1), (C3) and (C4),
E
[|Yt(x1)− Yt(x2)|2p] ≤ C[t−p + 1]|x1 − x2|2pγ0 , t ∈ (0, T ], x1, x2 ∈ [0, 1].
Proof. Since the proofs are similar, we only state that of boundary condition (C3). By
applying Lemma 5.1,
Yt(x1)− Yt(x2)
= 〈Y0, px1t − px2t 〉+
1
2
∫ t
0
[F t−ss (x1)− F t−ss (x2)]ds +
∫ t
0
〈G(Ys), px1t−s − px2t−s〉ds
+
∫ t
0
∫ 1
0
H(Ys(y))[p
x1
t−s(y)− px2t−s(y)]W (ds, dy)
=:
∑
i=1,2,3,4
I it(x1, x2), t ∈ (0, T ], x1, x2 ∈ [0, 1]. (5.8)
In view of Lemmas 2.1 and 2.3,
〈1, |px1t − px2t |〉 ≤ Ct−1/2|x1 − x2|1/2〈1,
√
|px1t − px2t |〉
≤ Ct−1/2|x1 − x2|1/2
√
〈1, |px1t − px2t |〉 ≤ Ct−1/2|x1 − x2|1/2
for all t > 0, which leads to
|I1t (x1, x2)|2p ≤ ‖Y0‖2p0 〈1, |px1t − px2t |〉2p ≤ Ct−p|x1 − x2|p, t ∈ (0, T ], (5.9)
and by using Condition 1.7(i) and Ho¨lder’s inequality we deduce
E
[|I3t (x1, x2)|2p] ≤ CE
[∣∣∣
∫ t
0
〈|Ys|+ 1, |px1t−s − px2t−s|〉ds
∣∣∣2p
]
≤ CE
[ ∫ t
0
〈(|Ys|+ 1)2p, |px1t−s − px2t−s|〉ds
]
·
∣∣∣
∫ t
0
〈1, |px1t−s − px2t−s|〉ds
∣∣∣2p−1
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≤ Cc0|x1 − x2|p, t ∈ (0, T ], (5.10)
where
c0 := sup
0<t≤T, y∈[0,1]
E
[|Ys(y)|2p + 1] <∞
by Lemma 5.2. Moreover, by Condition 1.7 (i),
Mt,s(x1, x2) :=
∣∣∣
∫ 1
0
dy
∫ 1
0
H(Ys(y))[p
x1
t (y)− px2t (y)]H(Ys(z))[px1t (z)− px2t (z)]κ(y, z)dz
∣∣∣
≤ C
∣∣∣
∫ 1
0
[|Ys(y)|+ 1]|px1t (y)− px2t (y)|dy
∣∣∣2,
which leads to
E
[∣∣∣
∫ t
0
Mt−s,s(x1, x2)ds
∣∣∣p
]
≤ C|x1 − x2|p, t ∈ (0, T ].
Then by Burkholder-Davis-Gundy’s inequality,
E
[|I4t (x1, x2)|2p] ≤ CE
[∣∣∣
∫ t
0
Mt−s,s(x1, x2)ds
∣∣∣p
]
≤ C|x1 − x2|p, t ∈ (0, T ]. (5.11)
Observe that
F t−ss (x1)− F t−ss (x2) = µ0(s)[∇px1t−s(0)−∇px1t−s(0)] + µ1(s)Jt−s(x1, x2)
with Jt(x1, x2) := p
x1
t (1)− px2t (1). Then by using (2.4) and Lemma 2.5,
E
[∣∣∣
∫ t
0
µ0(s)[∇px1t−s(0)−∇px1t−s(0)]ds
∣∣∣2p
]
≤ C[t−p + 1]|x1 − x2|2pγ0. (5.12)
In view of Lemma 2.3,
|Jt(x1, x2)| = |Jt(x1, x2)|1/2 · |Jt(x1, x2)|1/2
≤ Ct−1/4t−1/2|x1 − x2|1/2 = Ct−3/4|x1 − x2|1/2,
which yields
E
[∣∣∣
∫ t
0
|µ1(s)Jt−s(x1, x2)|ds
∣∣∣2p
]
≤ Ctp/2E
[
sup
s∈(0,T ]
|µ1(s)|2p
]
|x1 − x2|p.
Combining the above inequality with (5.12) we obtain
E
[|I2t (x1, x2)|2p] ≤ C[t−p + 1]|x1 − x2|2pγ0, t ∈ (0, T ].
Together this with (5.8)-(5.11) one ends the proof. ✷
Similar argument as in the proof of Lemma 5.3, we can deduce the following lemma
and omit the proof.
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Lemma 5.4 Suppose that Condition 1.7 holds and 0 < T1 < T . Then for boundary
condition (C2),
E
[|Yt1(x)− Yt2(x)|2p] ≤ C|t1 − t2|p/2, t1, t2 ∈ [0, T ], x ∈ [0, 1]
and for boundary conditions (C1), (C3) and (C4),
E
[|Yt1(x)− Yt2(x)|2p] ≤ C|t1 − t2|pγ0, t1, t2 ∈ [T1, T ], x ∈ [0, 1].
Proof of Theorem 1.8. By Kolmogorov’s continuity criteria (see e.g. [32, Corollary 1.2(ii)])
and Lemmas 5.3 and 5.4, the assertion follows immediately. ✷
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