In this paper, the required amount of feedback overhead for multiple-input multiple-output (MIMO) beamforming over time-varying channels is presented in terms of the entropy of the feedback messages. In the case that each transmit antenna has its own power amplifier which has individual power limit, it has been known that only phase steering information is necessary to form the optimal transmit beamforming vector. Since temporal correlation exists for wireless fading channels, one can utilize the previous reported feedback messages as prior information to efficiently encode the current feedback message. Thus, phase tracking information, difference between two phase steering information in adjacent feedback slots, is sufficient as a feedback message. We show that while the entropy of the phase steering information is a constant, the entropy of the phase tracking information is a function of the temporal correlation parameter. For the phase tracking information, upperbounds on the entropy are presented in the Gaussian entropy and the von-Mises entropy by using the theory on the maximum entropy distributions. Derived results can quantify the amount of reduction in feedback overhead of the phase tracking information over the phase steering information. For application perspective, the signal-to-noise ratio (SNR) gain of phase tracking beamforming over phase steering beamforming is evaluated by using Monte-Carlo simulation. Also we show that the derived entropies can determine the appropriate duration of the feedback reports with respect to the degree of the channel variation rates.
I. INTRODUCTION
Consider a multiple-input multiple-output (MIMO) time-varying wireless channel for n-th frame instance: mean and unit variance. The optimal beamforming scheme in terms of maximizing the output signal-to-noise ratio (SNR) is known as eigenbeamforming which utilizes the dominant eigenvector of the channel matrix as a transmit beamforming vector and the maximum ratio combining vector at the receiver side [1] . Since the eigenvector is a unit norm vector (not a unit elemental power on every entry of the vector), the optimal transmit vector satisfies the total power constraint which limits the sum of transmit powers less than a given constant. Utilization of the optimal transmit beamforming method, however, can be limited by practical constraints such as limited data rate feedback links [2] - [5] and transmit power constraints imposed at the transmitter [6] .
Problem known as limited feedback communication has been an active area of research, and one of main ideas to cope with this problem is to use codebook-based precoding methods [7] . Instead of using the channel state information itself for signal processing at the transmitter side, the codebook-based methods only feedback the indices of favorable beamforming vectors to the transmitter, which are already known to both the transmitter and the receiver. In recent years, there have been intensive studies on codebooks construction, such as generalized Lloyd-type vector quantization methods [2] , [3] and Grassmannian line packing methods [4] , [5] .
Instead of considering the total power constraint, imposing per-antenna power constraint (PAPC) is more realistic in practice, since each transmit antenna has its own power amplifier which has individual power limit [6] . Under the PAPC, it is proved that only phase steering values are necessary (without magnitude information) to form the optimal transmit beamforming vector, regardless of the number of receive antennas [8] . This is also referred to as equal gain transmission (EGT), which utilizes identical power but different phase steering values across transmit antennas [9] . Thus we consider beamforming vector satisfying PAPC
where θ i [n] denotes the phase steering value of the i-th transmit antenna [10] - [14] . The optimal phase steering values in terms of maximizing the output SNR are determined by
where θ[n] is the optimal phase steering vector defined as
Without loss of generality θ 0 [n] is set to zero since the optimal vector is derived from the Frobenius norm operation as in (3) . Uniform quantization on each phase steering value is proposed for multiple-input single-output systems in [10] under the assumption that θ i [n]'s are statistically independent and uniformly distributed over [−π, π).
In [9] , EGT is associated with different types of receiver combining schemes which achieve full diversity order for MIMO systems, and an algorithm is proposed to construct codebooks including predetermined quantized equal gain beamforming vectors. The optimal beamforming vector cannot be determined in a closed-form due to the non-convexity of the problem except for some special cases [11] . In [11] , [12] , algorithms to find sub-optimal solution for equal gain beamforming vectors are proposed for MIMO systems with arbitrary number of transmit and receive antennas. Construction methods for EGT codebook with PAPC are proposed by using random search algorithms [13] or combinatorial number theory [14] .
Most of prior works assume block fading channel models, where channel coefficients remain constant for certain amount of time duration and change independently in time to the previous one [1] . In practice, however, since temporal correlation exists between adjacent channel coefficients for wireless fading channels, one can utilize the previous reported feedback messages as prior information to efficiently encode current feedback message. For
Rayleigh fading channels, the correlation coefficient is given by
where h ij [n] represents an (i, j)-th entry of H[n], J 0 (·) is the zero-th order Bessel function of the first kind, and f N denotes the normalized Doppler frequency (NDF) [15] . The NDF is defined as f N = f D,max τ where f D,max is the maximum Doppler frequency and τ is the frame slot duration between h ij [n] and h ij [n − 1]. Hence, considering temporal correlation property of fading channels, we can adopt time evolution channel generation model as
where ρ c = 1 − ρ 2 , and time evolution term u i,j 's are i.i.d. complex Gaussian RV's with zero mean and unit variance. By exploiting the characteristics of temporal correlation, differential encoding schemes are applied to track time-varying channel coefficient [16] and to track Givens parameters for orthogonal frequency division multiplexing (OFDM) systems [17] - [19] . More recently, the time-varying channel is modeled by finite-state Markov chain and analytical results including information rate, bit rate, and effect of feedback delay are presented with the proposal of an algorithm for compressing CSI feedback [20] . In [21] - [22] , codebook switching schemes are proposed to adapt changes in channel distributions. Localized codebook sets based on chordal distance are also utilized to reduce signaling overhead, where feedback index is chosen only from the subset of neighboring codewords from the one at previous time slot [23] . In [24] - [25] , subspaces of channels are recursively fed back to the transmitter by using a simple gradient approach. Subspace tracking is further investigated by analyzing the geodesic trajectory connecting two subspaces located in adjacent time instances [26] . Similar attempts have been made and the performance is evaluated using real data and channel measurements [27] , [28] .
In this paper, we consider EGT (which is optimal under PAPC) for MIMO beamforming to obtain diversity and beamforming gains over time-varying fading channels. The optimal phase steering information for each antenna is chosen by (3) based on the coefficients in H[n] at the receiver side. Then, the phase steering information is encoded as a feedback messages, and reported to the limited feedback link. Due to the temporal correlation property of the fading channels, to efficiently reduce the amount of feedback overhead, differential encoding can be applied to the phase steering values from adjacent time instances. We define the phase tracking vector as
Unlike the uniformity in the distribution of the phase steering vector (4) as in Fig. 1(a) , the distribution of the phase tracking vector (7) is not uniform as shown in Fig. 1(b) . Temporal correlation causes the non-uniformity in the distribution, and it can result that the entropy of the phase tracking vector is smaller than the phase steering vector.
Since the entropy determines the required amount of bits to convey the corresponding information, the required feedback overhead of phase tracking beamforming can be represented by the entropy of the phase tracking vector. From (7), we obtain
where h(·) and I(·) respectively denote the continuous entropy function and the mutual information (MI) function. Equation (9) shows that the continuous entropy is reduced by using differentially encoded feedback messages, and denotes the probability distribution function (PDF) of RV x. The distribution equality is written as X . = Y when the PDF's of X and Y are identical. Continuous and discrete entropy is defined as h(·) and H(·), respectively.
II. STATISTICAL CHARACTERISTICS OF FEEDBACK MESSAGES

A. Phase Steering Information
The objective function in (3) is written as
where h l [n] denotes l-th column vector of channel matrix H[n], and
For given θ i [n]'s with i = l, the optimal phase steering value of l-th antenna is obtained as
Following lemma and theorem provide exact distribution and corresponding entropy for phase steering information. Hence we have h(θ l [n]|θ i∈I [n]) = log 2 2π which is known as the maximum continuous entropy for all RV's
holds with equality, which represents the independency between θ l [n] and θ i∈I [n]'s.
Theorem 1:
Continuous entropy of the phase steering value and the phase steering vector respectively become
Proof: From the uniformity and independency among phase steering values shown in Lemma 1, the entropy of the phase steering value becomes h(θ l [n]) = log 2 2π and the entropy of the phase steering vector becomes
B. Phase Tracking Information
Considering the channel generation model in (6), we let
where the elements in u l are i.i.d. complex Gaussian RV's with zero mean and unit variance and the elements in u l,c are identical but with variance of
Let us further define
where α i 's are the sums of products of two Gaussian RV's, which are assumed to be i.i.d. zero mean complex Gaussian RV's from the central limit theorem for large N R (the discrepancy arising from this assumption is shown to be minimal even for N R = 2 using numerical results). We can rewrite (14) as
where (a) follows from the fact that ∠α 1 represents θ l [n − 1] as shown in (11); γ and φ are respectively defined as the magnitude and the phase of
ρ 2 |α1| α 4 . Considering relation in (7), the tracking value of l-th antenna (for notational convenience, ǫ l [n] is denoted by ǫ) is given as
where
. We define γe jψ as the feedback overhead generator (FOG).
Proposition 1:
The phase of FOG is a uniformly distributed RV over [−π, π).
Proof: Under the assumption that α i 's are i.i.d. zero mean complex Gaussian RV's, the phase φ in (16) is uniformly distributed over [−π, π) and statistically independent to ∠α 1 since it is formed by a weighted sum of α 2 , α 3 , and α 4 . Thus the phase of FOG
Proposition 2:
The distribution of the magnitude of FOG is given by
where k = 
where X . = Y denotes that the PDF's of X and Y are identical; α 5 is a newly defined zero mean complex Gaussian RV which is i.i.d. to α i∈{1,...,4} . Thus γ 2 is the ratio of two exponential RV's. Since the ratio of two i.i.d. exponential
RV's has a probability density function (PDF) of
where k =
Hence the PDF of γ, the ratio of two Rayleigh RV's, is immediately obtained from
Obtaining exact distribution and corresponding entropy of the phase tracking value seems mathematically intractable.
By exploiting the statistical characteristics given in Propositions 1 and 2, we derive analytical upperbounds on the entropy of the phase tracking value in the following section.
III. UPPERBOUNDS ON CONTINUOUS ENTROPY OF PHASE TRACKING INFORMATION
Derivation of continuous entropy of the phase tracking value requires corresponding PDF which is not known. In order to present upperbounds on continuous entropy, theory on maximum entropy distributions is firstly reviewed with following three representative cases.
• Gaussian Distribution: For given variance σ 2 , the continuous entropy is maximized when a RV G has the Gaussian PDF
where µ and σ 2 respectively denote the mean and variance of the RV G. The continuous entropy of the Gaussian PDF is given by
• Uniform Distribution: For given interval [a, b], the continuous entropy is maximized when a RV U follows the uniform PDF f U (x) = 1 |b − a| for a ≤ x ≤ b, and zero otherwise. The continuous entropy of the uniform PDF is known as h(U ) = log 2 |b − a|.
• von-Mises Distribution: For a circular RV with given concentration parameter κ, the continuous entropy is maximized when a RV V follows the von-Mises PDF
whereμ is a mean direction of V . Note thatμ ∈ [−π, π) and κ ≥ 0. The corresponding mean resultant length (MRL) is written asR
For the von-Mises PDF, the continuous entropy is given by
Now we are ready to utilize one of above PDFs to derive upperbounds of the exact entropy for the phase tracking value based on the maximum entropy theory. In Subsection A, we first use the Gaussian PDF to obtain upperbounds in mathematically compact expressions. In Subsection B, we derive tighter upperbounds by using the von-Mises PDF, followed by the asymptotic analysis on the derived results to provide insights on the behavior of the phase tracking value in Subsection C.
A. Upperbound Using Gaussian PDF
From the theory on maximum entropy distributions, the upperbound on continuous entropy can be derived based on the assumption that the phase tracking value has the Gaussian PDF with given variance. The variance of the phase tracking value is calculated from
where σ 2 ǫ (γ) is the conditional variance of ǫ for given γ, and the PDF of the magnitude of FOG f γ (y) is given in Proposition 2.
Theorem 2:
The continuous entropy of the phase tracking value is upperbounded by log 2 2πeσ 2 ǫ h G (ǫ; σ 2 ǫ ). Proof: It is an immediate consequence of the fact that the Gaussian PDF has the maximum continuous entropy for given variance.
However the exact calculation of (22) requires exceedingly complicated probabilistic computations, and can not be written in a closed-form expression as well as the derived upperbound in Theorem 2. Note that the Gaussian entropy log 2 √ 2πeσ 2 is monotonic increasing function with respect to the corresponding variance σ 2 . Hence, instead of using the exact value of σ 2 ǫ , we use an upperbound of it which can be written in a closed-form.
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Lemma 2: Conditional variance of ǫ for given γ is upperbounded as
Proof: From (17), |ǫ| is equal to |ψ| for γ = ∞ and less than |ψ| otherwise, and thus σ
Since it is known that | tan −1 x| ≤ |x|, the variance of ǫ for given γ is upperbounded by
for γ ≤ 1.
By using Lemma 2, the upperbound on σ 2 ǫ is derived as
and the corresponding closed-form upperbound based on the Gaussian PDF is obtained as follows.
Theorem 3:
The continuous entropy of the phase tracking value h(ǫ) and its upperbound h G (ǫ; σ 2 ǫ ) are further upperbounded by log 2 2πeσ 2 u h G (ǫ; σ 2 u ). Proof: In Theorem 2, it is proved that log 2 2πeσ 2 ǫ upperbounds the continuous entropy of the phase tracking value. Since log 2 (·) is a monotonic increasing function and σ 2 ǫ ≤ σ 2 u , we have the desired inequality log 2 2πeσ 2 ǫ ≤ log 2 2πeσ 2 u .
B. Upperbound Using Von-Mises PDF
Note that the phase tracking value ǫ is a RV distributed over angular domain [−π, π). Hence, we can apply directional statistics to analyze the characteristics of ǫ. Let x be a directional data which has a value in the angular domain [−π, π). We further defineC x = E{cos x} andS x = E{sin x}. Then, the MRL and the mean direction are respectively defined asR x = C2 x +S 2 x andμ x = arctan S x /C x to characterize the angular data x [30] . Comparison of exact curve forCǫ(γ) in (27) and its lowerbounds:
then we can obtain ν = 1 + γ 2 + 2γ cos ψ. Thus we have cos ǫ = 
where the last equality comes from the fact that
Hence the MRL and the mean direction for ǫ are respectively given asR ǫ = |C ǫ |, andμ ǫ = 0.
To deriveC ǫ , we first obtain the conditional expectation for given γ as
where g(γ) is defined as
with the aid of the complete elliptic integral of the first kind function E K and the second kind function E E [31] .
The expectation over γ requires to calculatē
For the following theorem, we assume thatC ǫ ≥ 0, and thusR ǫ =C ǫ is satisfied (It will be proved in Proposition 3).
Theorem 4:
Let the inverse function of (20) as A −1 (R ǫ ) = κ ǫ , then the continuous entropy of the phase tracking value is upperbounded by −κ ǫRǫ log 2 e + log 2 (2πI 0 (κ ǫ )) h V (ǫ;R ǫ ).
Proof: It is an immediate consequence of the fact that von-Mises PDF has the maximum continuous entropy of angular data for given concentration parameter.
However, (29) can not be represented in a closed-form expression. Note that the continuous entropy of the vonMises PDF is inversely proportional to the corresponding MRLR ǫ (See Appendix A). Thus we derive a closed-form upperbound on the continuous entropy of the phase tracking value by considering a closed-form lowerbound ofR ǫ , equivalently a lowerbound ofC ǫ due toR ǫ =C ǫ (It will be proved in Proposition 3).
Lemma 3:
The conditional expectationC ǫ (γ) is lowerbounded as
Proof: See Appendix B.
By using the lowerboundsC L1 (γ) andC L2 (γ), we obtain the lowerbound ofC ǫ as
Proposition 3: (a)C ǫ has a non-negative value, (b)R ǫ =C ǫ is satisfied, and (c) the MRLR ǫ is lowerbounded
Proof: (a) The integration values in (31) are non-negative, i.e., c 1 (k) ≥ 0 and c 2 (k) ≥ 0 (See Appendix C).
Thus, from the inequality in (31), we haveC ǫ ≥ c 1 (k) + c 2 (k)≥0. (b) SinceS ǫ = 0 as shown in (26), the MRL is derived asR ǫ = C2 ǫ +S 2 ǫ =C ǫ . (c) Hence we have the lowerbound on the MRL asR ǫ ≥ c 1 (k) + c 2 (k) due to the inequality in (31) and the relation ofR ǫ =C ǫ .
Theorem 5: Let
A −1 (R L ) = κ L ,
then the continuous entropy of the phase tracking value h(ǫ) and its upperbound
h(ǫ;R ǫ ) are further upperbounded by −κ LRL log 2 e + log
Proof: The continuous entropy of the von-Mises PDF is inversely proportional to the corresponding MRL (See Appendix A). Proof completes by noting thatR ǫ ≥R L as proved in Proposition 3.
C. Asymptotic Behavior of the Derived Upperbounds
Since four upperbounds on the continuous entropy of the phase tracking value have been derived based on the assumption that the corresponding PDF is the Gaussian PDF or the von-Mises PDF. Two of them in Theorem 3
and Theorem 5 are closed-form expressions though which are respectively looser than the corresponding numerical bounds in Theorem 2 and Theorem 4. In this subsection, we present the asymptotic behavior of the exact continuous entropy of the phase tracking value along with the derived closed-form upperbounds. Then, the asymptotic tightness are discussed by comparing the derived closed-form upperbounds and the exact one.
1) Exact Entropy:
Since lim ρ→1 γ = 0 and lim ρ→0 γ = ∞ from the distribution equality in (18), the phase tracking value becomes
Thus we have
the continuous entropy of a constant value, and
the continuous entropy of a uniform RV distributed over [−π, π).
2) Gaussian Upperbound in Theorem 3:
The upperbound on the variance of the phase tracking value in (25) is asymptotically written as
where (a) follows from the relation k =
3) von-Mises Upperbound in Theorem 5:
From (32)- (33), we recognize that
Thus the lowerbound on the MRL is asymptotically given as
where (a) follows from k =
becomes infinity asR L goes to one. According to [30] , the von-Mises PDF has a limiting behavior for large κ L as the Gaussian PDF
whereσ 2 = 1/κ L which approaches to zero as κ L goes to infinity. The corresponding continuous entropy is written
On the other hand,
becomes zero asR L goes to zero. Also from [30] , the von-Mises PDF has a limiting behavior for small κ L as the uniform PDF
for x ∈ [−π, π) and zero otherwise. The corresponding continuous entropy is given by
4) Asymptotic tightness of the Derived Upperbounds:
As ρ goes to zero, we found that
In other words, the von-Mises upperbound is asymptotically tight for sufficiently fast-varying channels, while the Gaussian upperbound has the constant gap. The asymptotical tightness of the derived upperbounds for sufficiently slow-varying channels, however, is hard to show since both of derived ones and the exact continuous entropy approach to negative infinity as ρ goes to one. Let us denote H(X) be the discrete version of h(X). Then we can say that
since Pr ǫ (X) = δ(X) holds in the case of (34) . Also Pr ǫ (X) = δ(X) holds both for the Gaussian PDF with zero variance (38) and the von-Mises PDF with unit MRL (44). Thus, we can obtain
and the asymptotic tightness of the discrete entropy of the derived upperbounds are shown as 
since the elements in the phase tracking vector may statistically correlated each other. Note that we have presented the upperbounds on h(ǫ) based on the theory of the maximum entropy distributions in Section IV.
In practical systems, feedback messages should be quantized to be delivered through limited feedback links. It is known [29] that h(X) → H(X) + log 2 ∆ as ∆ → 0 where the gap between two adjacent quantization levels
respectively denote the discrete entropies of the phase steering vector and the phase tracking vector where the elements of each vector are uniformly quantized into L-levels. Since the phase steering values are i.i.d. uniform RV's, the discrete entropy of the phase steering vector is written as
The discrete entropy of the phase tracking vector is approximately upperbounded as
where becomes ≤ for sufficiently large L.
B. Mutual Information and Amount of Reduction in Feedback Overhead
From (9), we know that
) which represents the amount of reduction in feedback overhead for MIMO beamforming obtained from the temporal correlation property of fading channels.
where the approximation becomes accurate for sufficiently large L.
• Lowerbounds on MI with the Derived Results: The MI between θ[n] and θ[n − 1] is lowerbounded as
where the inequality in (a) comes from the inequality in (58); h u (ǫ) in (b) represents one of the derived upperbounds on the continuous entropy of the phase tracking value in the previous section, namely
• Asymptotic Behavior of MI: For sufficiently slow-varying channels, the MI between θ[n] and θ[n−1] becomes
where the approximation in (a) becomes accurate for large L; (b) follows from the fact that
which is not a function of temporal correlation parameter ρ; (c) follows from the fact that
[n] goes to zero as ρ → 1 as shown in (52). On the otherhand, for sufficiently fast-varying channels, the MI becomes
where (a) comes from the fact that (9); (c) from the distribution equality in (18), we know that as ρ goes to zero, γ goes to infinity. Thus θ l [n] becomes independent to θ l [n − 1] when we consider the last equality in (16).
V. DISCUSSION AND NUMERICAL RESULTS
A. Comparison of Entropies
In , which is not zero though it seems negligibly small. Note that the upperbound is tight to the simulation results both for sufficiently slow-varying and fast-varying channels. can be represented as
Now to determine the appropriate feedback duration, firstlyρ should be found which satisfies (64). Then by usinĝ ρ and the relation in (5), we can obtainf N and correspondingτ =f N /f D . Note thatτ represents the appropriate duration of feedback slots which guarantees the quality of the outdated feedback messages. In Fig. 4b , the appropriate feedback durationτ is depicted for η = 0.1, 0.25, and 0. Proof: Let the ratio of two modifided Bessel functions of the first kind be denoted by
for ν ≥ 0. Then the ratio can be rewritten as
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Taking derivative to the ratio, we derive
Since ν ≥ 0 and 0 ≤ R ν+1 ≤ 1, the derivative Proof: By using (65), the continuous entropy of von-Mises PDF in (21) is rewritten as h(V ) = −κr 0 (κ) log 2 e + log 2 (2πI 0 (κ)).
Differentiating w.r.t. κ, we obtain 
B. Proof of Lemma 3
For the range of 0 ≤ γ ≤ 1, the conditional expectationC(γ) is lowerbounded as 
Since γ cos ψ T = −1, we have cos 2 ψ T = 1/γ 2 and sin 2 ψ T = 1 − 1/γ 2 to satisfy sin 2 ψ T + cos 2 ψ T = 1. Thus γ 2 sin 2 ψ T = γ 2 − 1 is obtained. Further since positiveness of γ 2 sin 2 ψ T is guaranteed for ψ T ∈ [0, π], the equality γ sin ψ T = γ 2 − 1 holds. Hence (72) can be written as
Also since γ cos ψ T = −1, we have cos(π −ψ T ) = 1/γ. By using the trigonometry identities, tan(π −ψ T ) = γ 2 −1 is obtained, and thus ψ T = π − tan −1 (γ 2 − 1) can be derived. Hence (73) can be rewritten as 
where (a) follows from the inequality tan −1 (x) > 3x 1+2 √ 1+x 2 in [33] . Since the numerator ofC a (γ) is greater or equal to zero for γ > 1, we need to show that the denominator ofC a (γ) is also greater or equal to zero for the same range of γ. The denominator ofC a (γ) is lowerbounded by π(γ − 1) 2 (1 + 2γ) − 4(γ + 1)(γ − 1) 
