Abstract: Irregularly sampled measurements with variable time delays are a common scenario in various applications in the process industry. The existing ensemble Kalman filter algorithms do not take into account the presence of such delayed measurements to generate improved estimates of the states. In this work, a moving window ensemble Kalman filter (EnKF) formulation is proposed to make use of the delayed and non-uniformly sampled measurements to generate better estimates of the states. In practice, it may also become necessary to account for the physical bounds on the states. A constrained version of the moving window EnKF is also developed to yield state estimates that are consistent with the bounds. The efficacy of the unconstrained moving window EnKF is demonstrated by application on a simulated continuous fermenter problem, while the efficacy of the constrained moving window EnKF is demonstrated by simulation of a benchmark gas-phase batch reactor system.
INTRODUCTION
In many industrial chemical processes, variables related to the process efficiency and product quality (such as concentrations, melt viscosity, average molecular weight) either cannot be directly measured or are too costly to measure online. In some cases, the measurements of such variables may be available with a delay of certain time interval through lab assays and/or off-line calculations.Thus, only a few measurements are available online. It is, therefore, essential that such quality variables or efficiency parameters be estimated directly or indirectly, at faster and regular rates, for efficient monitoring and control of the process. In such a scenario, the development of a dynamic model based state estimator, or soft-sensor, is an attractive alternative. These methods make use of the fast-rate measurements, such as temperature, level, pressure, etc. to reconstruct the unmeasured and/or irregularly measured states.
The problem of state estimation for multi-rate sampled data systems has been studied extensively for linear systems (Raghavan et al., 2006; Li et al., 2006) . However, this problem has not received much attention for nonlinear systems. There is a rich literature available for state estimation of nonlinear systems with no delayed measurements, has been widely studied in the literature (Daum, 2005; Rawlings and Bakshi, 2006; Patwardhan et al., 2007) . However, the scenario where measurement are taken at ir-regularly sampled intervals and being made available after a certain delay is not all that uncommon in the chemical process industry; where some of the measurements, such as concentrations, compositions, etc., require off-line analysis. The issue of making use of the delayed measurements to improve the state estimates is not adequately addressed in the literature of recursive state estimation. A version of the extended Kalman filter (EKF) that can handle delayed and irregularly sampled measurements was proposed by Gudi et al. (1995) . Similar methods available in the literature for dealing with delayed and irregularly sampled measurements (Gopalkrishnan et al., 2011) are essentially variants of the EKF (Li et al., 2008; Ahmed et al., 2008) , which is known to generate poor estimates when the conditional densities of the states are non-Gaussian. Moreover, these EKF formulations cannot deal with constraints on the state estimates.
The unscented Kalman filter (UKF) (Julier and Uhlmann, 2004) alleviates the difficulty presented by the EKF by computing the mean and covariances as sampled statistics obtained from a deterministically chosen set of 'sigma points'. The UKF results in an approximation that are accurate upto the third order moments for Gaussian inputs for all nonlinearities. For non-Gaussian noise, the approximations are accurate upto at least the second order moments, while higher-order accuracies can be improved by using appropriate values of the tuning parameters. The particle filters (PFs) are a new class of filters that approximate the multidimensional integration involved in the propagation and update steps in the Bayesian estimation scheme using Monte Carlo sampling. The PFs can easily deal with state estimation problems that involve non-Gaussian distributions (Arulampalam et al., 2002) . The ensemble Kalman filter (EnKF), proposed by Evensen (2007) belongs to such a class of particle filters. The EnKF is, essentially, a crossover between the particle filters and traditional minimum variance state estimators, which make use of only the first and second order moments, that is mean and covariance, of the states for estimation. While the mean and covariances are computed as sample statistics, using Monte Carlo sampling, the filter gain is computed using the innovations covariance matrix and the cross covariance matrix of the state prediction error and innovations. While the formulations of the EnKF available in literature can handle regular measurements, as well as bounds on the state estimates , appropriate modification is needed in these algorithms to incorporate the use of delayed and irregular measurements to improve the state estimates.
The main contributions of this paper are as follows: A moving window EnKF is proposed to include the delayed and irregularly sampled measurements for recursive state estimation. The conventional approach (Gudi et al., 1995) uses augmented states to accommodate the delayed measurements. This formulation might become computationally intensive, particularly for large-dimensional systems. The proposed moving window EnKF does not need state augmentation, thereby reducing the computation burden. To ensure that the state updates do not violate the physical limits, a constrained moving window EnKF, that retains some of the advantages of the unconstrained moving window EnKF, is also proposed. The use of a moving window of measurements ensures that the delayed measurements can be appropriately placed in the window and hence be used along with the regular fast rate measurements for state estimation. Since both, the unconstrained and constrained moving window EnKF, are derivative-free state estimators, they can also be used for state estimation of systems with discontinuities, for example, in dealing with hybrid systems. The efficacy of both the state estimation schemes is tested on two benchmark simulation case studies. The unconstrained state estimator is evaluated on the continuous fermenter (Chitralekha et al., 2010) , while the constrained state estimator proposed, is evaluated on the gas-phase reactor system (Rawlings and Bakshi, 2006) . The paper is organised as follows. Section 2 describes the process model used and assumptions involved for simulating the process and the nonlinear state estimator. The details of the proposed moving window EnKF and moving window constrained EnKF algorithms for delayed measurements are described in Section 3 and Section 4 respectively . The results of obtained by implementing the proposed algorithm for state estimation of a benchmark continuous fermenter system are discussed in Section 5, followed by concluding remarks.
PRELIMINARIES
The first principles model for a continuous, nonlinear process can be described by the following differential equationsẋ
( 1) x ∈ R n are the states of the process, u ∈ R u denote the manipulated inputs, y ∈ R r are the measurements. The measurement vector y is partitioned as y = y
, where y f is a subsequence of the measurements that are not delayed and y s is a subsequence of the measurements that are available with a certain time delay. The process modelling and simulation is carried out under the following simplifying assumptions 1. The measurement noise, v(t), can be modelled as a white noise with a known distribution. 2. The manipulated inputs are piece-wise constants over the sampling interval u(t) = u k for t k ≤ t < t k + T 3. The choice of the sampling time, T , is small enough so that the variation in unmeasured disturbances can be treated as piece-wise constant functions. The unmeasured disturbances are assumed to evolve as a white noise sequence with a known distribution, whose source is unknown. They are, therefore, modelled to enter the process as additive signals in the states. 4. The time delay involved in obtaining the slow rate measurements is assumed to be an integral multiple of the sampling time, T .
Under Assumptions 1-4, a discrete-time representation of the true process can be obtained as follows
where, w k ∈ R n is a white noise sequence, with a known distribution. The subset of irregularly sampled and delayed measurement is represented in a different manner. Consider the i th irregularly sampled variable, y s,i and let {k i,l : l = 1, 2, . . .} represent the subsequence of sampling instants {k = 0, 1, 2, . . .} for which the measurements of y s,i become available. Now, even though at k = k i,l the measurement of y s,i is available, due to the measurement delay d i , it actually represents a measurement taken at in-
th irregularly sampled variable is represented as follows y s,i,ti = h s,i (x s,i,ti ) + v i,ti where i = 1, 2, . . . , n s . It is further assumed that w k , v f,k and v s,k are mutually uncorrelated, independent and identically distributed random variables with a known distribution. d i denotes the number of sampling instants by which the measurement y s,i is delayed. It may be noted that each element of the vector y s may have a different value of d i .
ENKF FOR DELAYED AND IRREGULAR MEASUREMENTS
To deal with irregularly sampled multi-rate measurements with variable time delays, a concept of moving window is used, which is defined as follows:
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where d i,max represents the maximum anticipated measurement delay for the i th measurement. Then, the moving window length is defined as N = d max + 1. Now consider the set of measurements defined as Y N = {y k−N , . . . , y k }. It may be noted that the measurement vectors within the window can change in dimension, depending upon the delayed measurements becoming available at the k th sampling instant. Suppose a delayed measurement of output y becomes available at sampling instant k after delay of d i , then the vector y k−di is updated to include this new measurement. In other words, when moving from window [k − N − 1, k − 1] to window [k − N, k] the measurement vectors y j belonging to the subset of measurements common to Y N and Y N −1 can have different dimensions depending on the new and/or the delayed measurements that become available at sampling instant k, i.e. y j ∈ R q , where q = {0, 1, . . . , r}. Moreover, the choice of the window length ensures that measurement vectors do not change at sampling instant j in the past such that j ≤ k − N . 
j : l = {1, 2, . . . , N p } ; j = {k − N, . . . , k} are drawn randomly from appropriate distributions for the state and measurement noise. These ensembles, together with the state ensemblesx (l) j−1|j−1 : j = {k − N, . . . , k} are then propagated through the system equations to compute a cloud of transformed particles as followsx
Note that the dimension ofŷ (l) j|j−1 and v (l) j will change depending on the number of measurements available at the j th sampling instant. These particles are then used to estimate sample mean and covariance as follows
where,
The Kalman gain and the cloud of updated particles is computed as follows
It may be noted that these particles are propagated through the entire window j = {k −N, k} and the updated estimate at the j th instant is computed as follows
The steps involved in the implementation at any sampling instant, k, are i. Obtain the measurements that become available at the k th instant and depending on the measurement delay in the individual channel, update the measurement vectors in the window [k − N, k].
ii. Implement the EnKF described above (equations 3-15) over the window [k − N, k].
When going from the k th to the (k +1) th sampling instant, the inputs and measurements from the (k−1+N ) th instant to k th instant and x k−N +1|k−N +1 are retained. It may be noted that if the measurements are not delayed (d max = 0), then the length of the moving window reduces to 1, and the algorithm reduces to the conventional EnKF.

MOVING WINDOW C-ENKF FOR DELAYED AND IRREGULAR MEASUREMENTS
In many practical problems of interest, it becomes necessary to account for the physical bounds on the states and parameters being estimated. The constrained EnKF algorithm, developed by Prakash et al. (2010) proposes the following changes to the unconstrained EnKF-a) to sample the initial statex 0 such that it is consistent with the physical bounds and b) the measurement update step is solved as a constrained optimisation problem, to yield estimates that are within the physical bounds of the states. For the initial state characterised by a Gaussian distribution, Prakash et al. (2010) have described the procedure to generate particles of the initial state, which do not violate the physical bounds. The following modifications are carried out in the moving window EnKF formulation to incorporate the presence of physical constraints.
At the k th sampling instant, the constrained moving window EnKF is implemented over the window [k − N, k]. The state prediction step in the constrained filter is identical to that in the unconstrained moving window EnKF (Eq. 3). Any transformed particle, which lies outside the feasible limits is projected back on to the constrained spacex The following modifications are carried out in the measurement update step. The sample covariance of the predicted state estimates at the j th instant in the window is obtained as
For the l th particle at the j th instant, the constrained optimisation problem is posed as follows
The solution of the above optimisation problem yields the updated particles x (l) j|j , (l = 1, 2, . . . , N ). The updated estimate of the states is then computed using Eq. 13. Remark 1. The dimension of y j and h (·) change according to the number of measurements available at the j th instant in the window. Consequently, the dimension of the weighting matrix R j changes to reflect the number of measurements available.
Remark 2. When the measurement model is linear, i.e. y k = C k x k + v k , then the constrained optimisation formulation defined in Eq. 18 can be reduced to the following quadratic programming problem
5. APPLICATION
Continuous Fermenter
Production of ethanol by fermentation of glucose using saccharomyces cerevisiae yeast is a widely used fermentation process. A simplified version for such a continuous fermenter system can be described by the generalised model proposed by Henson and Seborg (1992) . The model equations are described as followṡ
where, X is the yeast(cell-mass) concentration, S is the glucose(substrate) concentration and C is the alcohol(product) concentration. The dilution rate, D, and feed substrate concentration, S f , are available as manipulated inputs. µ is the specific growth rate, Y X|S is the cellbiomass yield, α and β are yield parameters for the product. The specific growth rate model is assumed to exhibit both substrate and product inhibition:
where, µ m is the maximum specific growth rate, C m is the product saturation constant, K m is the substrate saturation constant and K i is the substrate inhibition constant. The cell mass concentration, X, and product concentration, C, are assumed to be available as measurements.
To simulate the process, the sampling time is chosen as T = 0.25 h. However, the measurements of X are only available after a delay of five sampling instants (1.25 hours). The measurements are also taken at irregular sampling intervals, which are integral multiple of the sampling time, T . The maximum sampling intervals for which the measurement is not available is two sample intervals (30 min or 0.5 hr). The nominal parameters and operating conditions are given in Henson and Seborg (1992) . The initial state of the process is x 0 = [8.094 2.765 28.599]
T . To simulate the effect of process noise, a zero-mean white noise with Gaussian distribution was added to the states. The covariance of the process noise was Q = 10 −2 × diag [1.115 0.0978 8.906]. The measurement noise was simulated by adding a zero-mean Gaussian white noise, with covariance R = 10 −2 × diag [0.563 1.563], to the measurements. The dimension of R changes between 1 × 1 and 2 × 2, depending on whether the measurement of X is available or not at the k th sampling instant. The scenario in which the plant is excited in the open loop by introducing pseudo random binary signals (PRBS) in both the manipulated inputs, simultaneously, is considered to evaluate the state estimator. The amplitude of the PRBS in D is 0.0375 h −1 and that in S f is 5 g/l. The unconstrained moving window EnKF , with number of particles N p = 20, is used as the estimator. Since the delay in measurements is d max = 5 sampling instants the window length, N (= d max + 1), is 6. The initial state for the state estimator is assumed to bex 0 = [7.742 2.644 27.356] T and the uncertainty in the initial state is assumed to be P 0 = 10 −2 × diag [8 8 8] . The irregularity in the availability of the measurement of X was introduced by randomly dropping samples of X from the measurement vector, while maintaining the unavailability of the measurement to a maximum of two consecutive sampling instants. Figures 2, 3 and 4 show the comparison of the true and estimated values of the delayed measurement and irregularly sampled state, X; the unmeasured state, S; and compares the the regularly measured state, C, respectively. The root mean square error (RMSE) of the state estimates is given in Table 1 . To compute the RMSE, the EnKF was run 50 times, to generate state estimates for the same set of data in every run. Different realisations of the state and measurement noise were used in the EnKF algorithm for every run. From the figures and the RMSE values, it can be concluded that the estimator is able to track the states with reasonable accuracy, especially the unmeasured state S and the irregularly measured state X. 
Gas Phase Reactor
Consider the following irreversible gas-phase reaction in a well-mixed, constant volume, isothermal batch reactor (Rawlings and Bakshi, 2006) 2A −→ B (23) The governing equations for the reaction are as follows dp
where, k 1 = 0.16 is the reaction rate constant,
T denotes the partial pressures of A and B respectively. The total pressure P A+B , the sum of p A and p B , is available as the measurement.
To simulate the process, the sampling time is chosen as T = 0.1. The measurement P A+B is available with a delay of two sampling instants. The measurements are available at irregular sampling intervals, which are integral multiple of the smallest sampling time, T . Consecutive samples of the measurement are not available for a maximum of two sampling instants (t = 0.2). The initial state of the process is x 0 = [3 1]
T . Random errors (a zero-mean Gaussian white noise) are assumed to be present in the states as well as the measurements. The covariances of the state and measurement noise are taken as Q = diag 10 and R = 0.01 respectively.
In previous works (Rawlings and Bakshi, 2006; Prakash et al., 2010) it has been demonstrated that the unconstrained state estimation algorithms yield estimates of the partial pressures that are inconsistent with the feasible physical limits, even when the measurements are regularly available, and without delay. Therefore, it is necessary to use the constrained moving window EnKF for state estimation. The number of particles chosen for the filter are N p = 25. Since the delay in measurements is d max = 2 samples, the window length of the state estimator, N = (d max + 1) is 3. The initial state for the T with an uncertainty of P 0 = diag [0.1 0.1]. The irregularity in sampling of measurements of P A+B was introduced by randomly dropping samples of the measurements, while ensuring that the sample is unavailable for atmost two sampling instants. Table 2 . From the figures and the RMSE values, it can be concluded that the constrained moving window EnKF is able to satisfactorily track both the states and maintain them within their physical bounds, despite initial mismatch in the states and in the presence of delayed and irregular measurements. 
CONCLUDING REMARKS
In this work, an unconstrained moving window ensemble Kalman filter formulation to accommodate delayed and irregular measurements has been presented. A constrained version of the moving window EnKF has also been formulated so as to yield state estimates that are consistent with their physical limits. The moving window formulation enables updating the states based on the availability of measurements that are either delayed or irregularly sampled or both. The proposed state estimator formulation was validated on benchmark simulation case studies, considering the case where measurements are delayed as well as irregularly sampled. Simulation studies on the benchmark continuous fermenter show that the unconstrained moving window EnKF is able to satisfactorily track the states, particularly the unmeasured and irregularly measured states. The results obtained by application of the the constrained moving window EnKF on the gas phase reactor also show that the constrained filter yields physically viable estimates of the state and is also able to track the states satisfactorily.
