In this paper coupled implicit initial-boundary value systems of second order partial differential equations are considered. Given a finite domain and an admissible error g an analytic approximate solution whose error is upper bounded by g in the given domain is constructed in terms of the data.
INTRODUCTION
Many physical systems can not be described by a single equation but, in fact are modeled by a coupled system of equations. Coupled systems of second order partial differential equations occur in various fields of applied sciences such as fluid mechanics, theory of elasticity, wave propagation, nonequilibrium thermodynamics, etc. Examples of such type of different coupled systems of partial, differential equations may be found in [2, 3 6 8 10, 13 ,18] Methods to study such coupled systems based on the transformation of the original system into a system of independent or uncoupled partial differential equations may be found in [4 5 ,16 for instance.
However the well-adapted technique of such transformations, called the method of elimination has some basic drawbacks as it has been shown in [5] . This motivates the search of some alternative which avoid the inconveniences and straightforward calculations involved in the method of elimination. In a recent paper [9] a method is proposed to solve coupled systems of partial differential equations avoiding uncoupling techniques. The aim of this paper is to construct analytic approximate solutions for a more general type of equations than the one considered in This paper is organized as follows. In section 2 we provide a series solution of coupled systems of the type AUxx(X,t)-Ut(x,t)=b O<x<a 
The set of all eigenvalues of C is denoted by C) and the identity matrix in mxm is denoted by I.
2.
A SERIES SOLUTION OF THE PROBLEM. 
is a solution of the problem (1.1)-(1.3).
If we look for solutions W(x,t) of the homogeneous boundary value problem (2.10) (2.11), of the form In order to prove that W(x,t) defined by (2.15),(2.17),(2.18), is a solution of the problem (2.10),(2.12), we are going to show that under which conditions such series W(x,t) defines a continuous vector function admits termwise partial derivatives,once with respect to the variable t and twice with respect to the variable x. Note that for the case where the real part of each eigenvalue z of the matrix A has a positive real part, in 19] we proved that in fact W(x,t) is a solution of (2.10),(2.12).
In this paper we assume that the matrix A is singular and satisfies (1. REMARK I. If A is a nonsingular matrix and satisfies Re(z)>O for each eigenvalue of A, then the condition (1.4) is obviously satisfied. Furthermore in this case it is unnecesary to impose the differentiability condition (2.30) because of the inequality (2.25). Thus the results of sections 2 and 3 of 191 area consequence of the previous comments. Concerning to the differentiability of G() and the condition (2.30), it is important to point out that if we do not impose the condition (2.30), from [17] ,p.71 we only can assure that the Fourier sine coefficients d defined by (2.18) satisfy an inequality of the type lldnllMl/n +M2/n2 +'"+Mj+4/nJ+4 Note that if A is a non diagonalizable matrix then the problem (1.1)-(1.3) can not be uncoupled and the uncoupling techniques are not useful to solve the problem.
3.

APPROXIMATE SOLUTIONS AND ERROR BOUNDS
The solution U(x,t) provided by theorem has some numerical drawbacks, first of all U(x,t) is an infinite series and secondly, its general term involves the tationof matrix exponentials what is not an easy task, Ill I. In this section we try to avoid these inconveniences by truncating the infinite series and after approximating in the finite series the matrix exponentials by Pad approxmants of an appropriate degree. (3.14) and from theorem and the previous comments the following result has been established THEOREM 2. Let us consider the hypotheses and the notation of theorem I, let E and t be positive numbers and let l(t tl)=[O a]x[t t If j is defined by ( 3 7) o o' o' n is defined by (3.5) and if q is chosen so that satisfies (3.11) The coefficients d I and d 2 defined by (2.18) may be computed in an explicit analytic way using formulas 2.634 of [20] ,p.184.
