aBStract Providing efficient and easy-to-use 
introduction
Data mining techniques have been proposed and studied to help users better understand and scrutinize huge amounts of collected and stored data. In this respect, extracting association rules has grasped the interest of the data mining community. Thus, the last decade has been marked by a determined algorithmic effort to reduce the computation time of the interesting itemset extraction step. The obtained success is primarily due to an important programming effort combined with strategies for compacting data structures in main memory. However, it seems obvious that this frenzied activity loses sight of the essential objective of this step, i.e., extracting a reliable knowledge, of exploitable size for users. Indeed, the unmanageably large association rule sets compounded with their low precision often make the perusal of knowledge ineffective, their exploitation timeconsuming and frustrating for users. Moreover, unfortunately, this teenaged field seems to provide results in the opposite direction with the evolving "knowledge management" topic.
The commonly generated thousands and even millions of high-confidence rules -among which many are redundant (Bastide et al., 2000; Ben Yahia et al., 2006; Stumme et al., 2001; Zaki, 2004) -encouraged the development of more acute techniques to limit the number of reported rules, starting by basic pruning techniques based on thresholds for both the frequency of the represented pattern and the strength of the dependency between premise and conclusion. Moreover, this pruning can be based on patterns defined by the user (user-defined templates), on Boolean operators (Meo et al., 1996; Ng et al., 1998; Ohsaki et al., 2004; Srikant et al., 1997) . The number of rules can be reduced through pruning based on additional information such as a taxonomy on items (Han, & Fu, 1995) or on a metric of specific interest (Brin et al., 1997 ) (e.g., Pearson's correlation or χ2-test). More advanced techniques that produce only lossless information limited number of the entire set of rules, called generic bases (Bastide et al., 2000) . The generation of such generic bases heavily draws on a battery of results provided by formal concept analysis (FCA) (Ganter & Wille, 1999) . This association rule reduction can be seen as a "sine qua non" condition to avoid that the visualization step comes up short in dealing with large amounts of rules. In fact, the most used kind of visualization categories in data mining is the use of visualization techniques to present the information caught out from the mining process. Graphical visualization tools became more appealing when handling large data sets with complex relationships, since information presented in the form of images is more direct and easily understood by humans (Buono & Costabile, 2004; Buono et al., 2001) . Visualization tools allow users to work in an interactive environment with ease in understanding rules.
Consequently, data mining techniques gain in presenting discovered knowledge in an interactive, graphical form that often fosters new insights.
Interaction, those approaches present an integrated framework covering both steps of the data mining process. This chapter describes and discusses such approaches. Two approaches are described in details: the first one builds a roadmap of compact representation of association rules from which the user can explore generic bases of association rules and derive, if desired, redundant ones without information loss. The second approach clusters the set of association rules or its generic bases, and uses a fisheye view technique to help the user during the mining of association rules. Generic bases with their links or the associated clusters constitute the meta-knowledge used to guide the interactive and cooperative visualization of association rules.
Thus, the user is encouraged to form and validate new hypotheses to the end of better problem solving and gaining deeper domain knowledge (Bustos et al., 2003) . Visual data analysis is a way to achieve such goal, especially when it is tightly coupled with the management of metaknowledge used to handle the vast amounts of extracted knowledge.
It is important that this meta-knowledge has to be expressed in a convenient way, without bothering with the internal representation of knowledge (Pitrat, 1990) . Constituting the basis of many optical illusions, Ralph Waldo Emerson said: "We see only what we are prepared to see"
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. Thus, what can be seen or detected by the user is constrained in large part by the information structure. Avenues for future success of Data Mining techniques in stimulating and delighting the user include the presentation of meta-knowledge to analyze and infer small portions of knowledge.
We describe here research works that exploit generic bases (Bastide et al., 2000) in order to losslessly reduce the number of rules. Such bases contain the most informative association rules of minimal premises (i.e., minimal generators (Bastide et al. 2000a)) and maximal conclusions (i.e., closed itemsets (Pasquier et al., 2005) ). In fact, visualization techniques are frequently employed to present the extracted knowledge in a form that is understandable to humans. This makes graphical visualization tools more appealing when handling large datasets with complex relationships.
In this chapter, we are interested in presenting different works that use meta-knowledge to guide the exploration of association rules. Two approaches are particularly presented in details. The first approach used a graphical-based visualization technique combined with the association rules technique to handle generic bases of association rules (Ben Yahia & Mephu Nguifo, 2008) . The second approach used a fisheye view visualization technique combined with a clustering technique to handle generic bases of association rules (Couturier et al., 2007a) .
The chapter is organized as follows. Section 2 overviews related work on association rules visualization techniques. Section 3 introduces basic notions for extraction of generic bases of association rules. Section 4 presents the metaknowledge based approach for association rules visualization, focusing especially on the two different approaches mentioned above. It also discusses the scalability issue of both approaches when dealing with large number of association rules. Section 5 offers a detailed description of the prototypes we propose. Carried out experiments stressing on the ease of use and the scalability are sketched in Section 6. Finally, Section 7 ends with conclusion and points out avenues for future work.
reLated workS
Compared to the stampede algorithmic effort for extracting frequent (condensed) patterns, only few works paid attention to visualizing association rules (Blanchard et al., 2003; Blanchard et al., 2007; Buono & Costabile, 2004; Chen et al., 2007; Couturier et al., 2005a; Ertek & Demiriz, 2006; Han & Cercone, 2000; Hofmann et al., 2000; Kuntz et al., 2000; Liu et al. 1999; Liu & Salvendy, 2005; Liu & Salvendy, 2006; Singh et al., 2007; Wong et al., 1999) . In (Liu & Salvendy, 2005) , the authors reported a survey of current state of art on the application of visualization techniques to facilitate association rules modelling process in terms of visualization of derived rules, visualization of rule evaluation and visual interactive rule derivation.
As pointed out earlier by Wong et al. (Wong et al., 1999) , few of association rule visualization tools were able to handle more than dozens of rules, and none of them can effectively manage rules with multiple antecedents (see Figure 1a /1b). Thus, it was extremely difficult to visualize and understand the association information of a large data set even when all the rules were available.
In this situation, Wong et al. (Wong et al., 1999) introduced a visualization technique based on the application of the technology to a text mining study on large corpora. Thus, hundreds of multiple antecedent association rules in a three-dimensional display with minimum human interaction may be handled, with low occlusion percentage and no screen swapping. Besides, the approach presented by Buono and Costabile (2004) is noteworthy. In fact, the authors presented a visual strategy that exploits a graph-based technique and parallel coordinates to visualize the results of association rule mining algorithms. This helps data miners to get an overview of the rule set they are interacting with and enables them to deeply investigate inside a specific set of rules.
The work of Hofmann et al. (Hofmann et al., 2000) mainly focused on visual representation of association rules and presentation of the relationships between related rules using interactive mosaic plots (histograms) and double decker plots. In both of these approaches, there is no focus on rule reduction and the user interaction is limited, while, Liu et al. (Liu et al. 1999) presented an integrated system for finding interesting associations and visualizing them. Han and Cercone (2000) proposed an interactive model for visualizing the entire process of knowledge discovery and data mining. They focus mainly on the "parallel coordinates" technique to visualize rule induction algorithms.
Blanchard et al. (Blanchard et al., 2003; Blanchard et al., 2007) proposed an experimental prototype, called ARVIS, which is intended to tackle the association rule validation problem by designing a human-centered visualization method for the rule rummaging task (see Figure  1e ). This proposed approach, based on a specific rummaging model, relies on rule interestingness measures and on interactive rule subset focusing and mining.
In (Couturier et al., 2005a) , Couturier et al. proposed an approach based on a hierarchical association rule mining, using a user-driven approach rather than on an automatic one. In this anthropocentric approach, the user is at the heart of the process by playing the role of an evolutionary heuristic. The work of Zaki et Phoophakdee (2003) , introduced the MIRAGE tool which is the only one handling generic basis of association rules as defined by the authors in (Zaki, 2004 ) (see Figure 1c) . Even though this basis is not informative, as outlined in (Gasmi et al., 2005) , this system presents a new framework for mining and visually exploring the minimal rules. MIRAGE uses lattice-based interactive rule visualization approach, displaying the rules in a very compact form.
Recently different approaches were reported to treat semi-structured data (Chen et al., 2007; Singh et al., 2007) . Chen et al. (Chen et al., 2007) proposed a visual data mining prototype framework to visualize and mine web usage data in order to understand web page access behaviours versus the connectivity structure. Singh et al. (Singh et al., 2007) introduced a new visual mining tool for social network data mining, by integrating a previous graph mining algorithm for interactive visualization.
Actually, all graphical representations present advantages and drawbacks which must be taken into account depending on users' preferences. For example, trees and graphs are easily interpretable thanks to their hierarchical structure. However, they are unreadable on dense data. Both 2D (see Figure 5 ) and 3D matrix (see Figure 1d ) use colours in order to highlight metrics but they require cognitive efforts. Virtual reality allows introducing the user within the process in order to focus on a data subset but the metaphor choice requires a good data comprehension. As stated in the well known "No Free Lunch Theorems" (Wolpert & Macready, 1997) , none of the graphical representations is the most efficient one for all types of data. Nevertheless, 3D matrix is a good compromise. We focused on 3D matrix "itemsets-itemsets". It is based on a 2D matrix but the third dimension is also projected on the screen plan. All these representations have a common limitation: they are not based on a global and detail view principle when displaying learned knowledge. Indeed, detail representations are quickly unreadable, whereas global representations do not present all information.
To sum up, the main moan that can be addressed to the existing representations is that they display all rules in a same screen space. Indeed, the user's visibility and understanding are proportionally reduced according to the number of rules. In addition, these representations are not adapted to clusters visualization, since they often treat only one set of rules that can be reduced with user's constraints.
In the area of information visualization, several kinds of known representations were proposed to study a large set of information as lenses and hyperbolic trees (Lamping et al., 1995) , perspective walls (Mackinlay et al., 1991) , fisheye views (FEV) (Furnas, 2006) or superposition of transparent views (Harrison & Vicente, 1996) . In the literature, it is shown that FEV is adapted to this kind of problem (Couturier et al., 2007a) . Indeed, at a glance Figure 1f highlights that FEV shows the point of interest in detail and the overview of the display in the same representation. This is done by distorting the picture which, for this purpose, is not uniformly scaled. Objects far away from the focus point are shrunk while objects near the focus point are magnified. The degree of visual distortion depends on the distance from the focus point. Several tools implement FEV as AISEE 2 , INFOVIS (Fekete, 2004) and LARM (Couturier et al., 2005a) . A first approach using a FEV in an association rule visualization method was proposed in (Couturier et al., 2007b ) (see Figure 1f ). In this work, authors exploited a merging representation in order to represent a set of association rules, in which the focus point is a detailed rule. One of the approaches that we describe further, CBVAR, also relies on the same idea and makes it of use to visualize the set of clusters (Couturier et al., 2007a) .
In the following, we briefly recall basic notions on association rules and their underlying concepts, borrowed from the order theory. These notions are of need in the definition of the generic bases of association rules.
BACKGROUND KNOWLEDGE: notionS on aSSociation ruLeS
Association rules, first introduced in 1993 (Agrawal et al., 1993) , are used to identify relationships between a set of items in a database. These relationships are not based on inherent properties of the data itself (as with functional dependencies), but rather based on the co-occurrence of the data items. The discovered association rules can be used by management to increase the efficiency (and reduce the cost) of advertising, marketing, inventory, and stock shelving (Agrawal et al., 1993) . Such contagious applicability was widespread to a number of various fields, e.g., failure prediction in telecommunication networks, money laundering, etc.
The formal statement of the problem of mining association rules over basket data can be described as follows (Agrawal et al., 1993) . Let I = {i1, i2, ..., im} be a set of m distinct items. Each transaction t in a database D of transactions, has a unique identifier TID, and contains a set of items, such that t ⊆ I. Itemsets A and B are called, respectively, premise and conclusion of the rule R. Valid association rules are those with support (resp. confidence) value greater than or equal to the associated user-defined minimal threshold, called minsup (resp. minconf ). If the confidence of a rule R is equal to 1 then it is called exact association rule, otherwise it is called approximate association rule.
In most real life databases, thousands or even millions of high-confidence rules are generated, among which many are redundant (Pasquier et al., 2005; Zaki, 2004) . To this end, extracting "condensed" patterns is grasping the interest of the Data Mining community. In fact, avoiding the extraction of an overwhelming knowledge is of primary importance as it ensures extra value knowledge usefulness and reliability. In the association rule extraction domain, rule selection is mainly based on user-defined syntactic templates or on user-defined statistical interestingness metrics (Ohsaki et al., 2004) . Lossless selection is mainly based on the determination of a generic subset of all association rules, called generic basis, from which the remaining (redundant) association rules are generated. In the following, we recall some key results from the Galois lattice-based paradigm in FCA and its connection with generic association rules mining.
Extraction context: An extraction context is a triplet K = (O, I, R), where O represents a finite set of objects (or transactions), I is a finite set of items and R is a binary relation (i.e., R⊆ O ×I). Each couple (o, i) ∈ R expresses that the transaction o ∈ O contains the item i ∈ I. (see Figure 2 for an example).
We define two functions that map sets of objects to sets of items and vice versa.
Both functions φ and ψ form a Galois connection between the respective power sets P(I) and P(O) (Barbut & Monjardet, 1970) . Consequently, both compound operators of φ and ψ are closure operators, in particular ω = φ • ψ.
Closed itemset: An itemset I ⊆ I is said to be closed if I = ω(I). For example, the itemset {a,e,k} is closed, while the itemset {c} is not closed since its closure is equal to {c,g}.
Frequent itemset:
An itemset I ⊆ I is said to be frequent with respect to the user-defined support threshold minsup if
Frequent closed itemset:
An itemset I is said to be frequent closed if it is frequent and closed.
Minimal generator: An itemset g ⊆ I is called minimal generator of a closed itemset I, if and only if ω(g) = I and it does not exist g 1 ⊂ g such that ω(g 1 ) = I.
Iceberg lattice: When only frequent closed itemsets are considered with set inclusion, the resulting structure only preserves the joint operator. In the remaining of the paper, such structure is referred to as "Iceberg lattice" (Stumme et al., 2001) .
With respect to (Guigues & Duquenne, 1986 ) and (Luxenburger, 1991) , given an Iceberg lattice -representing closed itemsets ordered by means of a partial order relation (i.e., ⊆) -generic bases of association rules can be derived in a straightforward manner. We assume that, in such structure, each closed itemset is "decorated" with its associated list of minimal generators. Hence, generic approximate association rules represent "inter-node" implications, assorted with statistical information, i.e., the confidence, from a subclosed-itemset to a super-closed-itemset while starting from a given node in the Iceberg lattice. Conversely, generic exact association rules are "intra-node" implications extracted from each node in the partially ordered structure (Ben Yahia et al., 2006) . (Hamrouni et al., 2005) Figure 2 (Bottom).
Example 1: Consider the extraction context K given by Figure 2 (Top left). By applying the PRINCE algorithm
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It is worth noting that the whole set of valid association rules for minsup = 1 7 and minconf = 1 5
contains 60 rules. 6 From this set, only 16 rules are non-redundant (cf. Figure 2 (Bottom) ). This clearly shows the benefit of relying on generic bases as an efficient step for drastically reducing the number of visualized rules without information loss. In this respect, as an example of redundant rules' derivation, the rule ckg⇒e is redundant w.r.t. the exact generic one ck⇒eg. Indeed, they have the same support (equal to 1 7 )
and confidence (equal to 1). In addition, the premise (resp. conclusion) of the former is a superset (resp. subset) of that of the latter w.r.t. set inclusion. Indeed, ckg ⊇ ck and e ⊆ eg. By adopting the same reasoning, we have for example the approximate rule ek⇒a as redundant w.r.t. the approximate generic rule e⇒ak.
In our work, we intend to show that metaknowledge can help to improve usability of visual data mining tools, when dealing with a huge set of association rules. 
META-KNOWLEDGE BASED interactive viSuaLization of (generic) aSSociation ruLeS
Visualization can be very beneficial to support the user in this task by improving the intelligibility of the large rule sets and enabling the user to navigate inside them. In order to find relevant knowledge for decision-making, the user needs to really rummage through the rules (Blanchard et al., 2007) . During the last few years, different graphical approaches were proposed to present association rules in order to solve the major problem previously quoted. The common main drawback of previously reported works is that they do not offer a global and detailed view at the same time. None of those representations respects this global-detail view principle which is crucial in Human Computer Interaction (HCI) (Shneiderman, 1996) .
Motivation and Proposal
The ultimate goal is to bring the power of visualization technology to every desktop to allow a better, faster, and more intuitive exploration of very large data resources (Bustos et al., 2003) . However, faced with this deluge of association rules, a user may be asked to rely on a tedious and boring application of its perceptual abilities to explore such set of association rules. Even if we consider that we have to visualize a reduced number of generic association rules, their sufficiently high number 7 can dissuade users to perform a detailed exploration.
Thus, the scalability of the graphical visualization is shown to be of paramount importance. However, the use of the "scalability" term in this context may be misleading. Indeed, we mean by this term that a user has actually to explore both large and small amounts of knowledge with the same ease of use. Usually, the foggy and hazy interface that a user has to face when browsing a large amount of association rules is never showed when advertising graphical visualization systems (e.g., the MineSet software 8 , the ASSOCIATION RULE VIEWER 9 and the MIRAGE prototype (Zaki & Phoophakdee, 2003) ).
Visual data exploration -also known as the information seeking mantra -usually follows the three steps as indicated by the Schneiderman's visual design guidelines (Shneiderman, 1996) . The author recommended the following scheduling tasks "Overview first, zoom and filter, then details on demand". In fact, grasping a huge amount of rules can very often encourage the user to perform a superficial exploration instead of an in-depth one. That's why a visualization tool has to provide an overview of the association rules, which permits an overall knowledge direct access and interconnections within the knowledge space. Once the user focused on a portion of rules, a smooth user-zooming capability should be performed. When implementing the fisheye view technique to perform such task, it is very important to keep the context while zooming on the focused portion of knowledge. In addition to the complete description of the desired portion of rules (i.e., premise, conclusion and confidence), the prototype has to display, on user demand, all the derivable rules that can be drawn from such generic association rule set.
The Scalability Issue: Clustering Generic Association Rules
Laying on "divide to conquer" idea, a clustering process makes it possible to portion an association rules set into smaller and, thus, manageable pieces of knowledge that can be easily handled. Thus, the "scalability" issue is tackled by performing a clustering on the generic association rule set. To do so, the K-MEANS algorithm (Steinhaus, 1956 ) is applied on a meta-context. In order to keep track of the confidence information, this meta-context should be a fuzzy binary relation. In this context, each R(t α , j) couple means that the transaction t is covered by the rule R j with a confidence value equal to α∈[0, 1]. Thus we built a fuzzy metacontext where rows are transactions (or objects), columns are extracted generic association rules from the initial context, and a cell (t, j) contains the confidence α of the generic association rule j if it is verified by the transaction t; otherwise it contains zero. Figure 3 presents the fuzzy metacontext built from the generic association rule list given by Figure 2 (Bottom) .
As output, a reduced cardinality set of clusters of generic association rules is obtained. Such a clustering makes possible to scalably handle large quantities of association rules. In addition, it provides a "guided" exploration based on a clustering of association rules.
The choice of K-MEANS algorithm is argued by the fact that it is one of the simplest unsupervised learning algorithms that solve the well known clustering problem. The procedure follows a simple and easy way to classify a given rule set through a certain number of clusters (say k) fixed beforehand. The main idea is to define k centroids, one for each cluster. These centroids should be placed in a cunning way because a different location may cause a different result. So, the better choice is to place them as much as possible far away from each other. The next step is to take each point belonging to a given rule set and to associate it to the nearest centroid (Steinhaus, 1956) . When no point is pending, the first step is completed and an early gathering is done. At this point, we need to re-calculate k new centroids as barycenters of the clusters resulting from the previous step. After we have these k new centroids, a new binding has to be done between the same data set points and the nearest new centroid. As a result of this loop, we may notice that the k centroids change their location step by step until no more changes are done. As roughly described above, the K-MEANS algorithm can be viewed as a greedy algorithm for partitioning the n generic association rules into k clusters so as to minimize the sum of the squared distances to the cluster centers.
Nevertheless, the number of clusters k must be determined beforehand. Unfortunately, there is no general theoretical solution to find the optimal number of clusters for any given data set. To overcome such a drawback, the user currently has to introduce the number of clusters in the prototype and to compare the results of multiple runs with different k classes and choose the best partition matching its satisfactory criterion.
Providing Additional Knowledge on Demand
Let us keep in mind that given a generic association rule set, we aim to set up a graphical visualization prototype permitting to enhance the humanmachine interaction by providing a contextual "knowledge exploration", minimizing a boring large amount of knowledge exploration. Here we come to a turning point: Why is it interesting to try to understand why a user and/or a knowledge expert may be interested in a particular rule, and to determine what interesting information Figure 3 . The associated fuzzy meta-context or knowledge, not explicitly requested, we could provide him, in addition to the proper answer? Indeed, improving human-machine interaction by emulating a cooperative behavior has been proposed by some researchers through various techniques (Cuppens & Demolombe, 1989; Frantz, & Shapiro, 1991; Motro, 1987) .
In (Motro, 1987) 
, the author states: "requests for data can be classified roughly into two kinds: specific requests and goals. A specific request establishes a rigid qualification, and is concerned only with data that matches it precisely. A goal, on the other hand, establishes a target qualification and is concerned with data which is close to the target". For Cuppens and Demolombe (1989), "the basic idea is that when a person asks a question, he is not interested to know the answer just to increase his knowledge, but he has the intention to realize some action, and the answer contains necessary or useful information to realize this action".
In our context, when such additional knowledge is not supplied, this forces the user to retry a tedious rule exploration repeatedly, until obtaining a satisfactory "matching". In this respect, such additional knowledge is provided by a set of fuzzy meta-rules generated from the fuzzy metacontext. To do this, we use an approach of rules generation with constraints, where both premise and conclusion parts refer to classical generic association rules. The premise part is constraint to be a singleton with only one item which is a generic association rule.
The role of such fuzzy meta-rules is to highlight "connections" between association rules without losing rule's confidence information. In what follows, we describe our visualization prototypes.
deScription of the propoSed viSuaLization tooLS
We present here, respectively, GERVIS and CBVAR visualization prototypes as well as some screen snapshots implementing the driving above discussed issues.
gerviS
The main aim of the GERVIS prototype is setting up a visualization tool that allows an effective exploration -of these generic association rules -guided by a back-end meta-knowledge (Ben Yahia & Mephu Nguifo, 2008) . To retrieve such meta-knowledge, a meta-context is built. Once the fuzzy extraction meta-context is built, the associated set of fuzzy association rules (Sudkamp, 2005 ) is extracted. Interestingly enough, fuzzy association rules are very appealing from a knowledge representational point of view (Sudkamp, 2005) .
Even though the user has the possibility to indicate which visualization technique he (she) prefers, the GERVIS tool can advise the user and automatically recommends a suitable visualization technique (Ben Yahia & Mephu Nguifo, 2008) . The main recommendation claim is as follows: for generic rules extracted from sparse contexts, it is better to use 3D visualization technique, while, for those extracted from dense contexts, 2D visualization technique is advisable.
In the 3D histogram based visualization technique, matrix floor rows represent items and columns represent generic association rules (Figure 4) . The red and blue blocks of each column (rule) in Figure 4 represent the premise and the conclusion, respectively 10 . Item identities are shown along the right side of the matrix. The associated confidence and support are represented by a scaled histogram. On a 2D matrix-based visualization technique, rule premise items are on one axis, and the rule conclusion items are on the other axis. The confidence value is indicated by different colors. The higher the confidence value is, the darker the color.
The GERVIS visualization prototype is implemented in JAVA. As input, it takes an XML (eXtensible Markup Language) file complying with the document type definition (DTD). This storing format is argued by the fact that XML has emerged as a new standard for data representation and exchange on the Internet. As output, the set of selected rules can be saved in a file with HTML or TXT format. At a glance, the associated DTD permits some interesting features:
• Represent generic rules in which the premise part is empty, by associating a dedicated symbol. Handling such kind of generic association rule, e.g., the IGB basis (Gasmi et al., 2005) , is of particular interest since it is informative and more compact than other generic basis requiring the non-emptiness of the premise part. The introduced categorization into "factual" and "implicative" also presents an appealing revisiting of generic association rule semantics.
• Represent "generalized" generic association rules, thanks to the "Deg" attribute. If this degree value is set to belong to the unit interval, then we can handle fuzzy itemsets, while if it is equal to -1, then we can handle negative itemsets.
Once the displaying parameters have been set, the user can click on the "Cluster" tab. Next, the clusters are displayed in a new window as depicted in Figure 4 . Once a cluster is of interest to the user, he (or she) can visualize only these intra-cluster generic rules graphically (2D or 3D) by activating the right option in the associated contextual menu. For example, Figure 4 depicts 98 generic association rules split into 5 clusters. If the user focuses on the second cluster, 15 generic association rules are displayed. By activating the right option, only these 15 generic association rules are graphically displayed. By zooming on these rules, their inter-cluster status seems to be meaningful. For example, Figure 4 presents only generic rules extracted from the itemset "a b j g" corresponding to the second cluster. Aiming to fulfill the third recommendation details on user demand, the GERVIS prototype has to display not only all the derivable rules that can be drawn from such generic association rule set, but also all the semantically connected association rules. In what follows, these issues are discussed.
Displaying Derivable Rules
Once a user is interested in the graphical visualization window, then by activating the contextual menu, the first displayed two options "Syntactic Rule derivation" and "Rule derivation" are of interest. If the user selects the first option, then the system provides all syntactically derivable rules 11 in a new window, as shown in figure 5 . Indeed, for these derivable rules the only available information is that their support and confidence values are at least equal, respectively, to those of the generic association rule used to derive them.
Displaying Semantically Connected Rules
Suppose that a user may be interested in a given rule. Then, by activating the contextual menu and selecting the "connected rules" option, all generic rules which are "semantically" connected to the chosen one are textually or graphically displayed in a new window. For example in Figure 6 , four generic association rules are assessed as semantically connected if the user selects the generic association rule: k⇒ae.
cBVAR (Clustering-Based Visualizer of Association Rules)
Starting from the fact that the key to the success of a visualization prototype is to fully comply with the Visual Information-Seeking Mantra illustrated by Shneiderman (1996) : "Overview first, zoom and filter, then details on demand". First of all, graphical tools must provide a global view of the system in order to deduce the main important points. The user must be able to determine the starting point of his analysis thanks to this global view. During his analysis, he must be able to explore in-depth particular areas if desired. Indeed, all details are not of need to be displayed at the same time. Unfortunately, all current representations do not respect this crucial point which is necessary in order to visualize large set of knowledge. The main thrust of CBVAR is to offer a global and detailed view at the same time, which is missing key feature in the approaches surveyed in the related works.
The CBVAR prototype (Couturier et al., 2007a ) is implemented in JAVA and runs on Linux OS. The main feature of CBVAR is that it presents an integrated framework for extracting and shrewdly visualizing association rules. Thus, it avoids modifying the output format of the existing association rule mining algorithms to fit into the visualization module input requirements. The user has only to provide a data file and, at the end of the tunnel, association rules can be visualized.
CBVAR is composed of two independent parts: clustering and visualization of clustered association rules. Briefly, in order to obtain clusters, several existing tools are merged together and which are invocable from a shell-script. The well known K-MEANS algorithm (Steinhaus, 1956 ) is applied on data. As output, non-overlapping clusters are obtained, such that each one contains a reduced cardinality set of association rules.
Cluster Generation
The association rule extraction process takes a text file as input (such those of dat or txt extensions). The file type needs to be a textual one where each line contains the list of the distinct items composing a given object. Correspondent frequent closed itemsets and their associated minimal generators (Bastide et al., 2000a) as well as generic association rule bases are reported in a (.txt) file thanks to the PRINCE algorithm (Hamrouni et al., 2005) . The latter also generates an XML file (.xml) containing information about the input file according to both user-specified minimum thresholds of support (i.e., minsup) and confidence (i.e., minconf ). The xml file complies with the PMML standard (Predictive Model Markup Language 12 ) to avoid limiting the scope of the prototype by using a specific DTD application. The choice of PMML can be argued by the fact that it is an XML-based language which provides a way for applications to define statistical and Data mining models and to share models between PMML compliant applications.
In addition, a meta-context file (.gen) can also be generated thanks to this algorithm. Even though this step is costly, it can be skipped if the meta-context has already been generated. Thus, the prototype keeps track of the generated meta-contexts and automatically uploads them in order to speed up the visualization process. During the latter step, a file (.clu) containing, for each rule, the attributed cluster identifier is generated. Note that the number of clusters k is specified by the user. The last step of the cluster set generation can begin according to the cluster identifier file and the corresponding XML file. k files (.xml) corresponding to the k clusters are then generated with a meta-cluster file (.cluxml) and each one contains the associated part in the previously generated XML file. The package containing the (.cluxml) file and the k (.xml) files will constitute the starting point of the second part of CBVAR which is the visualization of all generated clusters. A complete toy example is described in Figure 7 .
Each used tool is one parameter of the generation of the cluster set. It is possible to modify these intermediate tools by updating the shellscript. This script will be executed by CBVAR with several parameters specified by the user: support, confidence, meta-context file (if any) and the number of clusters.
Association Rule Visualization:
Unravelling from Global to Detailed Views Couturier et al. (Couturier et al., 2007a) have shown that the fisheye view (FEV) visualisation
Figure 7. Cluster generation: the case of the MUSHROOM dataset
method is adapted for association rules visualization. Based on a merging representation, they represent a set of association rules, in which the focus point is a detailed rule. CBVAR relies on the same idea to visualize the set of clusters (see Figure 8) .
CBVAR combines both 2D and 3D representations. The 2D representation allows having a global association rule view of one rule of each cluster. This rule is selected according to interestingness metric such as support or confidence (Agrawal et al., 1996) or lift (Brin et al., 1997) . So, each area represents one rule of the corresponding cluster and we use the focus point of the FEV to detail the corresponding cluster, if the FEV parameter is active. To show it, the magnified focus point displays a 3D cabinet projection representation tackling occlusions appearance (Couturier et al., 2008) and 2D representation, respectively for sparse and dense contexts. It is worth noting that a dense context is characterized by the presence of at least one exact rule since minimal generators are different from their respective closures, which is not the case for sparse contexts. In the case of sparse or dense context, users can change the interestingness metric in real-time: support and confidence. Moreover, main information and rules of the cluster are given in dedicated text areas.
CBVAR is dedicated to cluster visualization. Its purpose is not to detail in-depth information of the current cluster but to visualize all clusters in the Figure 8 . Displaying clustered association rules with CBVAR same time. Thanks to a double click on the chosen cluster, we propose to execute LARM (Couturier et al., 2008) which is able to obtain this detailed information. The main purpose of this hybrid representation is to combine advantages of both representations. The next section puts the focus on an evaluation of the CBVAR prototype.
experimentS
The evaluation of the CBVAR prototype is composed of two parts. Firstly, the intuitiveness and the ease of use of the cluster-based representation are assessed. Secondly, the focus is put on the scalability issue.
Evaluation of the Cluster Representation
The aim of this preliminary evaluation was to assess the intuitiveness of the cluster-based representation. In order to avoid dodging the issue, a set of computer science students, with no preliminary knowledge on data mining visualization, was selected. The set of data used during the evaluation is split into five clusters.
Each test concerns one student and one observer. Each student is concerned by three parts: a free exploration (FE), a demonstration (Demo) and a second exploration (SE). The total evaluating time is equal to 15 minutes. Firstly, during the FE part which lasts five minutes, a person is placed in front of the cluster-based representation which is running on a computer. He (she) has neither instructions on the software nor on its functionalities. Its aim is just to explore as he (she) wish. However, he (she) has to comment its actions and explains what the visualization represents for him (her). Thus, during this step, an observer is needed not to help the student but to transcribe his actions and comments. The major questions which are mentioned on the evaluation form aimed to know whether the student established the links within the subsets of data (i.e., the clusters) or not, and how the student reacts with the 2D and 3D notions. The second step (Demo) is a demonstration of the main functionalities by the observer during three minutes. Finally, the student can realize a last exploration (SE) during seven minutes. In this part, the aim was to interrogate the student, within an informal discussion, about the software (functionalities, easy-to-use points, etc.) .
Even though the sample is reduced and may hamper to lead thorough statistics, the used evaluation methodology (discount usability testing) (Shneiderman & Plaisant, 2005) provides a correct evaluation of initial perceptions of the visualizing methodology of CBVAR by real users. This kind of approach is efficient to highlight the main advantages and drawbacks of a user interface. Some major outlines (Shneiderman & Plaisant, 2005) appeared during this evaluation. A careful scrutiny of the reported discussions with the students points out the following:
• All students understood without explanations that the visualization represents several data subsets. They did not have an a priori knowledge on FEV notions but they used words as groups or sets in order to define their perception of the representation. Eight students discovered that options 2D/3D (sliders and radio buttons) were dependent with the representation. The comments of six students are related to the size of data (much, large, important). We can give two preliminary conclusions. Firstly, CBVAR seems to be intuitive in order to represent subsets of data. Secondly, CBVAR seems to be relevant for the students to analyze large datasets. These two points consolidate the visual approach of CBVAR.
• Three students mentioned that the visual deformation allows to research particular information. However, seven students thought that 2D is more comprehensible than 3D.
Consequently, it is difficult for them to understand the information which is zoomed. However, eight students guessed that colors must have a signification, because they remarked that colors are variable. Several students criticized some functionalities of CBVAR as far as they interacted with the 3D representation in order to get out further detailed information. Six students understood that the cluster details are given in text-way but they thought this representation is not easy-to-understand. A global conclusion is that the visualization process using CBVAR is convivial as well as its global perception is clearly positive. Nevertheless, CBVAR still presents possibilities for improving its functionalities.
cBVAR Scalability Assessment
It was worth the effort to experiment in practice the potential benefits of the proposed prototype. Experiments were conducted on a Pentium IV 3 Ghz with 1 GB of main memory, running the Fedora UNIX distribution. Benchmark datasets used during these experiments are taken from the FIMI website 13 . In the remainder, the focus is put on both the MUSHROOM and the T10I4D100K datasets. The first dataset, composed of 8124 transactions for 119 items, is considered as typical dense dataset. The second dataset, composed of 100, 000 transactions for 1, 000 items, is considered as typical sparse dataset. A large number of association rules is expected to be mined from both datasets, especially when lowering the minsup and minconf values. The number of extracted generic rules (denoted # generic rules) increases as far as we lower these two metrics: from 537 (when minsup = 0.4 and minconf = 0.4) to 7, 057 (when minsup = 0.2 and minconf = 0.2) for the MUSHROOM dataset, and from 594 (when minsup = 0.006 and minconf = 0.006) to 3, 623 (when minsup = 0.004 and minconf = 0.004) for the T10I4D100K dataset. The number of clusters is chosen according to the number x of association rules that will be contained in each cluster. The obtained results are depicted by Table 1 . All XML files are already unreadable in the same screen space due to the relevant number of rules. Our approach allows visualizing these benchmark datasets in the same screen space in approximately the same time with a number of clusters equal to # generic rules 100
Tests with other numbers of clusters (i.e., for x = 25 and x = 50) require in general more time to be displayed. However, they make it possible to reduce the displaying time relative to each cluster, taken separately from the others, since each cluster contains less association rules (less than 100). Table 1 also compares the total number of association rules 1 14 (denoted # rules) with that of In order to interact in real-time, it is necessary to load all rules in main memory. However, we can observe that with a minsup (resp. minconf ) value equal to 0.2 (resp. 0.2) for the MUSHROOM dataset and with a minsup (resp. minconf ) value equal to 0.004 (resp. 0.004) for the T10I4D100K dataset, it is no more possible to load them in a classical visualization without clustering. CBVAR allows visualizing the first dataset in 17, 953 ms with # generic rules 100
clusters. The associated set contains 7, 057 rules which are represented in a same screen space (see Figure 9 (Left)). The second dataset is displayed with our approach for the different values of x used in our tests. In this case, the association rule set contains 3, 623 rules (see Figure 9 (Right)).
concLuSion and future work
In this chapter, we discussed the issue of efficient visualization of large amounts of association rules and presented two visualization prototypes. The driving idea of these prototypes is the use of a back-end meta-knowledge to guide association rule visualization through their clustering. Carried out experiments showed that thousands of rules can be displayed in few seconds and that the proposed clustering-based visualization can be an efficient tool to handle a large number of association rules, thanks to a merging representation which exploits both a 2D representation and a fisheye view (FEV).
Our goal is not to automatically select the best relevant rules as it might be done with other methods that use interestingness measures, but to propose an interactive and intuitive approach that allows the expert-user to be able to visualize the whole set of generated rules, and consequently to shed light on relevant ones. This approach is thus complementary to any kind of selective association rule methods, and can easily integrate any other visualization tool which is suitable for small set of rules. Other avenues for future work mainly address the following issues:
•
The improvement of the clustering step in order to label clusters. In fact, these labels guide the user in the cluster selection in the current blind navigable hierarchy, which does not easily permit recovery from bad decisions. The MULTI-SOM approach (Ghouila et al., 2007) , avoiding to users the setting-up of the number of clusters, may be a possible palliative issue.
The cluster visualization by means of perspective wall-based approach (Lanzenberger et al., 2003; Mackinlay et al., 1991) , which can be considered as an example of a general FEV approach, is a promising perspective. In fact, the perspective wall-based approach can be seen as an effective way of densely displaying large amounts of association rules by placing information on a flat plane which is tilted into the screen so that it shrinks back toward infinity. On focus, likely interesting association rules can be displayed at a closer location and thus appear larger than the less important association rules that are further away.
The application of visualization within a user-driven approach for mining association rules is grasping the interest of the community (Couturier et al., 2007a; Couturier et al., 2008; Liu & Salvendy, 2006; Yamamoto et al., 2008) . For example, in a level-wise exploration-based mining algorithm, getting out nuggets of clustered patterns of interest may be fruitful to withdraw not relevant patterns. Hence, two sighting facts may be outlined from which the mining process will benefit: • According to Hackman and Oldham (1975) , the larger the user's skills involvement during the mining process, the stronger sense of independence and responsibility is.
• The visualization tool is acting as a "background" pruning tool for shedding light on relevant association rules.
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4
The conditional probability that transactions contain the itemset B, given that they contain itemset A.
5
We use a separator-free form for sets, e.g., a e k stands for the set {a, e, k}.
6
Due to size limitation, the reader can easily use an implementation of Apriori (Agrawal et al., 1996) to visualize the whole set of association rules.
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Specially those extracted from sparse contexts.
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In black and white displaying, red blocks are the dark ones while blue blocks are the clearer ones. 14 Provided by the implementation of B. Goethals available at: http://www.adrem.ua.ac. be/∼goethals/software/.
