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Abstract
Random walks in graphs have been applied to various network exploration and network
maintenance problems. In some applications, however, it may be more natural, and more
accurate, to model the underlying network not as a graph but as a hypergraph, and solutions
based on random walks require a notion of random walks in hypergraphs. While random
walks in graphs have been extensively studied, there have been very few results showing
properties of random walks in hypergraphs.
At each step, a random walk on a hypergraph moves from its current position v to a
random vertex in a randomly selected hyperedge containing v. We consider two denitions
of cover time for random walks on a hypergraph H. If the walk sees only the vertices it
moves between, then the usual denition of cover time, C(H), applies. If the walk sees the
complete edge during the transition, then an alternative denition of cover time, the inform
time I(H) is used. The notion of inform time is a reasonable model of passive listening
which ts the following types of situations. The particle is a rumor passing between friends,
which is overheard by other friends present in the group at the same time. The particle is
a message transmitted randomly from location to location by a directional transmission in
an ad-hoc network, but all receivers within the transmission range can hear.
In this paper we give an expression for C(H) which is tractable for many classes of hyper-
graphs, and calculate C(H) and I(H) exactly for random r-regular, s-uniform hypergraphs.
We nd that for such hypergraph whp C(H)=I(H) = 
(s) for large s.
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11 Introduction
The idea of a random walk on a hypergraph is a natural one. The particle making the walk
picks a random edge incident with the current vertex. The particle enters the edge, and exits
via a random endpoint, other then the vertex of entry. Two alternative denitions of cover time
are possible for this walk. Either the particle sees only the vertices it visits, or it inspects all
vertices of the hyperedge during the transition across the edge.
A random walk on a hypergraph thus serves as a model of the following process. The vertices
of a network are associated into groups, and these groups dene the edges of the network. In
the simplest case, the network is a graph so the groups are exactly the edges of the graph. In
general, the groups may be larger, and represent friends, a family, a local computer network, all
receivers within transmission range of a directed transmission in an ad-hoc network, etc. In this
case the network is modeled as a hypergraph, the hyperedges being the group relationships. An
individual vertex can be in many groups, and two vertices are neighbours if they share a common
hyperedge. Within the network a particle (message, rumor, infection, etc.) is moving randomly
from vertex to neighboring vertex. When this transition occurs all vertices in a given group are
somehow aected (infected, informed) by the passage of the particle within the group. Examples
of this type of process include the following. The particle is an infection passed from person to
person and other family members also become infected with some probability. The particle is a
virus traveling on a network connection in an intra-net. The particle is a message transmitted
randomly from location to location by a directional transmission in an ad-hoc network, and
all receivers within the transmission range can hear. The particle is a rumor passing between
friends, which may be overheard by other friends present in the group at the same time.
Let H = (V (H);E(H)) be a hypergraph. For v 2 V = V (H) let d(v) be the degree of v, i.e. the
number of edges e 2 E incident with v, and let d(H) =
P
v2V d(v) be the total degree of H. For
e 2 E = E(H) let jej be the size of hyperedge e, i.e. the number of vertices v 2 e, respecting
multiplicity. Let N(v) be the neighbour set of v, N(v) = fw 2 V : 9e 2 E;e  fv;wgg. We
regard N(v) as a multi-set in which each w 2 N(v) has a multiplicity equal to the number of
edges e containing both v and w. A hypergraph is r regular if each vertex is in r edges, and is
s-uniform if every edge is of size s. A hypergraph is simple if no edge contains a repeated vertex,
and no two edges are identical.
We assume a particle or message originated at some vertex u and, at step t, is moving randomly
from a vertex v to a vertex w in N(v). We model the problem conceptually as a random walk
Wu = (Wu(0);Wu(1);:::;Wu(t);:::) on the vertex set of hypergraph H, where Wu(0) = u,
Wu(t) = v and Wu(t + 1) = w.
Several models arise for reversible random walks on hypergraphs. Assume that the walk W is
at vertex v, and consider the transition from that vertex. In the rst model (Model 1), an edge
e incident with v is chosen proportional to jej 1, where jej is the size of hyperedge e. The walk
then moves to a random endpoint of that edge, other than v. This is equivalent to v choosing a
neighbour w u.a.r. (uniformly at random) from the multi-set of neighbours N(v), where vertex
w is chosen according to its multiplicity. The stationary distribution of v in Model 1 is given by
v =
P
e:v2e(jej   1)
P
e2E(H) jej(jej   1)
:
In the case of graphs this reduces to v = d(v)=2m, where d(v) is the degree of v, and m is the
number of edges in the graph. An alternative model (Model 2), is that when W is at v, edge e is
chosen u.a.r. from the hyperedges incident with v, and then w is chosen u.a.r. from the vertices
2w 2 e;w 6= v. The stationary distribution of v in Model 2 is given by
v =
d(v)
P
u2V (H) d(u)
;
which corresponds to the familiar formula for graphs. If the hypergraph is uniform (all edges
have the same size) then the models are equivalent.
Random walks on graphs are a well studied topic, for an overview see e.g. [1, 9]. Random
walks on hypergraphs were used in [5] to cluster together electronic components which are near
in graph distance for physical layout in circuit design. For that application, edges were chosen
inversely proportional to their size, and then a random vertex within the edge was selected.
A random walk model is also used for generalized clustering in [10]. As before, the aim is to
partition the vertex set, and this is done via the Laplacian of the transition matrix. A paper
which directly considers notions of cover time for random walks on hypergraphs is [3], where
Model 2 is used. We mention the results shown in [3] later in this section after introducing some
necessary terminology.
The (vertex) cover time C(H) of a graph H, is given by C(H) = maxu Cu(H), where Cu(H) is
the expected time to visit all vertices of H for a walk starting at vertex u. The edge cover time
CE(H) is similarly dened as CE(H) = maxu Cu;E(H), where Cu;E(H) is the expected time to
visit all edges of H for a walk starting at vertex u.
For a hypergraph H, we dene the vertex cover time C(H), and the inform time I(H) as follows.
The (vertex) cover time C(H) of a hypergraph H, is given by C(H) = maxu Cu(H), where
Cu(H) is the expected time for the walk Wu to visit all vertices of H. Similarly, the edge cover
time CE(H) = maxu Cu;E(H), where Cu;E(H) is the expected time to visit every edge of G for
a walk starting at vertex u.
Suppose that the walk Wu is at vertex v. Using e.g. Model 2, the walk rst selects an edge e
incident with v and then makes a transition to w 2 e. The vertices of e are said to be informed
by this move. The inform time I(H), introduced in [3] as the radio cover time, is the maximum
over start vertices u, of the expected time at which all vertices of the graph are informed. More
formally, let Wu(t) = (Wu(0);Wu(1);:::;Wu(t)) be the trajectory of the walk. Let e(j) be (the
vertex set of) the edge e(j) used for the transition W(j);W(j+1) at step j. Let Su(t) = [
t 1
j=0e(j)
be the set of vertices spanned by the edges of Wu(t). Let Iu be the step t at which Su(t) = V
for the rst time, and let I(H) = maxu E(Iu). We use the name \inform time" rather than
the name \radio cover time" used in [3] to indicate the relevance of this term beyond the radio
networks.
Several upper bounds on the cover time C(H) are readily obtainable. The rst mimics the upper
bound of O(nm) steps for graphs, [2], based on a twice round the spanning tree argument. For
Model 1, if we replace each edge e by a graph consisting of a clique of size
 jej
2

this gives an
upper bound of O(nms2) for connected hypergraphs. Here s2 is the expected squared edge size
(
P
e2E(H) jej2)=m. Thus C(H) = O(n3m). A better bound of O(nms) = O(n2m) was shown
in [3] for Model 2.
Similarly, a Matthews type bound of O(logn  maxu;v E(Hu;v)) on the cover time exists, where
E(Hu;v) is the expected hitting time of v starting from u. We contribute a bound on the
cover time of a hypergraph given in Theorem 1, which allows us to calculate C(H) for many
classes of hypergraphs H. To prove this bound, we rst observe that we can always write
E(Hu;v) = O(T + E(Hv)), where T is a suitable mixing time and E(Hv) is the expected
hitting time of vertex v from stationarity. Then we bound E(Hv) and apply Matthews' bound.
Theorem 1. Let H be connected and aperiodic with stationary distribution . Let P denote the
3transition matrix for a random walk on H. Let T be a mixing time such that jP
(T)
u (v) vj  v
for all u;v 2 V , and suppose that maxv = o(1). For a walk starting from v, let Rv(T) be the
expected number of returns to v during T. Then
C(H) = logn  O

T + max
v
Rv(T)
v

: (1)
This bound for C(H) can be evaluated for many classes of random hypergraphs. For example, for
random r-regular, s-uniform hypergraphs G(n;r;s), and random s-uniform hypergraphs Gn;p;s
where each edge occurs independently with probability p. Let r  2 and s  3 in G(n;r;s), and
let p  C logn=
 n 1
s 1

in Gn;p;s, where C > 1. Then whp the required mixing time is T = o(n),
v = (1=n), and Rv(T) = 1 + O(1), so Theorem 1 implies that whp C(H) = O(nlogn) for
these classes of graphs. The proof details are not given here.
The calculation of inform time I(H) seems more challenging. Avin et al. [3] consider a spe-
cial type of directed hypergraphs, called radio hypergraphs, and analyse I(H) on one- and two-
dimensional mesh radio hypergraphs, which are induced by a cycle and a square grid on a torus,
respectively. Their result for the two-dimensional mesh can be stated in the following way. For
a random walk on a
p
n
p
n grid such that in each step all vertices within distance k from the
current vertex are informed and the walk moves to a random vertex in this k-neighbourhood,
the inform time is I(H) = O((n=k2)log(n=k2)logn).
In this paper we calculate precisely C(H), I(H) and CE(H) for the case of simple random r-
regular, s-uniform hypergraphs H (a simple hypergraph does not have multiple edges). As far
as we know, this is the rst analysis of cover time and inform time for random walks on classes
of general (undirected) hypergraphs. The proof of the following theorem is the main technical
contribution of this paper. Throughout this paper \log" stands for the natural logarithm.
Theorem 2. Suppose that r  2 and s  3 are constants and H is chosen u.a.r. from the set
of all simple r-regular, s-uniform hypergraphs with vertex set V = [n]. Then whp as n ! 1,
C(H) 

1 +
1
(r   1)(s   1)   1

nlogn;
I(H) 

1 +
s   1
(r   1)(s   1)   1

n
s   1
logn;
and
CE(H) 

1 +
s   1
(r   1)(s   1)   1

rn
s
logn:
Our proof of the above theorem applies also if s and/or r grow (slowly) with n. In particular,
we have the following corollary.
Corollary 3. If r  2, s ! 1, and (rs)4log log log n = o(logn), then
C(H)  nlogn and I(H) 
r
r   1
n
s
logn:
Thus in this case, seeing s vertices at each step of the walk leads to an 
(s) speed up in cover
time. In the case of graphs, I(H) = C(H), and CE(H)  C(H). For hypergraphs, clearly
I(H)  C(H). However there is the possibility that CE(H)  C(H), as every edge can be
visited without visiting every vertex. We must have I(H)  CE(H) as a vertex is informed
whenever the walk covers an edge containing that vertex. Indeed, intuitively we should have
4CE(H) about r times I(H), if every vertex has degree r. We note that our theorem gives
CE(H)  r ((s   1)=s) I(H).
It was shown in [3] that for any n-vertex hypergraph H, I(H) = O(lognmaxu;v E( ~ Hu;v)), where
E( ~ Hu;v) is the expected time when vertex v is informed starting from u, called the radio hitting
time in [3]. For a random walk on an s-uniform hypergraph, in each period of 2maxx E( ~ Hx;v))
steps, the probability that vertex v is visited is at least 1=(2s) (there is a transition within an
edge containing v with probability at least 1=2 and each such transition either leaves from v or
goes to v with probability 1=(s   1)). Hence E(Hu;v) = O(s  maxx E( ~ Hx;v)), implying that
C(H) = O(slogn  maxu;v E( ~ Hu;v)). Thus the speed-up of the inform time over the cover time
is always O(slogn), and is O(s), if I(H) = (logn  maxu;v E( ~ Hu;v)).
2 Proof of Theorem 1
To prove Theorem 1, we use the bound C(H) = O(lognmaxu;v E(Hu;v)), the observation that
E(Hu;v) = O(T +E(Hv)), and the bound on E(Hv) given in Lemma 4 below. The quantity
E(Hv), expected hitting time of a vertex v from the stationary distribution , can be expressed
as E(Hv) = Zvv=v, where
Zvv =
1 X
t=0
(P(t)
v (v)   v); (2)
see e.g. [1]. Let P denote the transition matrix for a random walk on H, and, for a walk Wv
starting from v dene
Rv(T) =
T 1 X
t=0
P(t)
v (v): (3)
Thus Rv(T) is the expected number of returns made by Wv to v during T steps, in the hypergraph
H. We note that Rv  1, as P
(0)
v (v) = 1.
Lemma 4. Let T be a mixing time of a random walk Wu on H satisfying jP
(T)
u (x)   xj  x
for all u;x 2 V . Then, assuming v = o(1),
E(Hv)  2T +
Rv(T)
v
: (4)
Proof Let D(t) = maxu;x jP
(t)
u (x) xj. It follows from e.g. [1] that D(s+t)  2D(s)D(t).
Hence, since maxu;x jP
(T)
u (x)   xj  v; then for each k  1, maxu;x jP
(kT)
u (x)   xj  (2v)k:
Thus
Zvv =
1 X
t=0
(P(t)
v (v)   v) =
X
t<T
(P(t)
v (v)   v) + T
X
k1
(2v)k
 Rv(T) + 2Tv:
2
3 Proof of Theorem 2: preliminaries
We explain the proof of the value of C(H) of Theorem 2; the proofs of I(H) and CE(H) are
similar. We reduce the walk Wu(H) on the hypergraph H to an equivalent walk Wu(G) on a
graph G(H). This is done in Section 3.4.
5In Section 3.1 we state a lemma (Lemma 5) on which the proof of Theorem 2 is based. Lemma 5
gives the probability that a random walk Wu(t) on a graph G, does not visit a given vertex
v within t steps after a suitably dened mixing time T. This lemma is proved in [6]. To use
Lemma 5, we have to calculate the parameter pv of the walk in the associated graph G(H) dened
in (11). We can calculate pv, if v is a tree-like vertex. In Section 3.2 we dene this property
of a tree-like vertex of a hypergraph, which holds for most vertices of H, whp. In Section 3.3
we outline the conguration model for generating a random r-regular s-uniform hypergraph H,
which we use to prove that most vertices of H are indeed tree-like, whp.
In Section 3.5, we establish the conductance of the graph G(H), and hence the value of the
mixing time T on graph G(H) (using the relation between the conductance and the mixing time
given in Section 3.1). We also prove that the conditions of Lemma 5 hold for the associated
graph G(H), provided v is tree-like, and for such vertices, derive the parameter pv. In Section 4
we prove the formula for C(H) stated in Theorem 2, by establishing an upper bound on C(H)
in Section 4.1, and a lower bound in Section 4.2. In Section 5 we sketch how the calculations of
C(H) can be adapted to derive the formulas for I(H) and CE(H) given in Theorem 2.
3.1 Random walk background
Let G = (V;E) denote a xed connected graph with n vertices and m edges. Let P be the
matrix of transition probabilities of the walk and let P
(t)
u (v) = Pr(Wu(t) = v). We assume the
random walk Wu on G is ergodic, and thus the random walk has stationary distribution , where
v = d(v)=(2m), and d(v) is the degree of vertex v.
Let G be the conductance of G i.e. G = minSV;S1=2 G(S) where
G(S) =
P
x2S xP(x;  S)
S
: (5)
Then, with  = G,
jP(t)
u (x)   xj  (x=u)1=2e  2
2 t: (6)
Let T be such that, for t  T
max
u;x2V
jP(t)
u (x)   xj  n 3: (7)
If this inequality holds, we say the distribution of the walk is in near stationarity.
We consider the returns to vertex v made by a walk Wv, starting at v. Let rt = Pr(Wv(t) = v)
be the probability that the walk returns to v at step t = 0;1;:::. In particular note that r0 = 1,
as the walk starts on v. For a walk Wv starting from v dene
Rv(T;z) =
T 1 X
t=0
P(t)
v (v)zt: (8)
Thus Rv(T;1) = Rv(T) in (3).
Let v 2 V . We list the conditions required by Lemma 5.
(o) T is such that maxu;x jP
(T)
u (x)   xj  1=n3.
(i) For some constant  > 0 we have:
min
jzj1+1=KT
jRv(T;z)j  ; (9)
where K is a large constant.
(ii) Tv = o(1) and Tv = 
(n 2).
6Lemma 5. [6] Assume conditions (o), (i), (ii) above hold for a graph G. Let Av(t) be the event
that a walk Wu on graph G, does not visit vertex v at steps T;T + 1;:::;t. Then,
Pr(Av(t)) =
(1 + O(Tv))
(1 + pv)t + O(T2ve t=KT); (10)
where pv is given by the following formula, with Rv = Rv(T):
pv =
v
Rv(1 + O(Tv))
: (11)
3.2 Tree-like vertices
To use Lemma 5, we need the parameter Rv for (11). To calculate Rv, the expected number
of returns made by Wv to vertex v during T steps, we need to identify the local structure of a
typical vertex of a random hypergraph H. Let
! = logloglogn:
A sequence v1;v2;:::;vk 2 V is said to dene a path of length k   1 if there are distinct edges
e1;e2;:::;ek 1 2 E such that fvi;vi+1g  ei for 1  i  k   1. A sequence v1;v2;:::;vk 2
V;k  3 is said to dene a cycle of length k if there are distinct edges e1;e2;:::;ek 2 E such that
fvi;vi+1g  ei for 1  i  k, with vk+1 = v1. A path/cycle is short if it has length at most !.
A vertex v 2 V (H) is said to be locally-tree-like to depth k if there does not exist a path from
v of length at most k to a cycle of length at most k. An edge e 2 E(H) is locally-tree-like to
depth k, if it contains only vertices which are locally-tree-like to depth k. A vertex, or en edge,
is tree-like if it is locally-tree-like to depth !.
We argue that almost all vertices of H are tree-like. The proofs are in Appendix A3.1.
Lemma 6. Whp there are at most (rs)3! vertices in H that are not tree-like.
Lemma 7. Whp there are no short paths joining distinct short cycles.
3.3 Conguration model
We will need a workable model of an r-regular s-uniform hypergraph. We use a hypergraph
version of the conguration model of Bollob as [4]. A conguration C(r;s) consists of a partition
of rn labeled points fa1;1;:::;a1;r; ;an;1;:::;an;rg into unordered sets Ei; i = 1;:::;rn=s of
size s. We assume naturally that s divides rn. We refer to these sets as the hyperedges of the
conguration, and to the sets vi = fai;1;:::;ai;rg as the vertices. By identifying the points of vi,
we obtain an r-regular, s-uniform (multi-)hypergraph H(C). In general, many congurations
map to one underlying hypergraph H(C). Considering the set C(r;s) of all congurations C(r;s)
with the uniform measure, the measure (H(C)) depends only on the number of parallel edges
(if any) at each vertex, and as an example all simple hypergraphs i.e. those without multiple
edges have equal measure in H(C). The probability a u.a.r. sampled conguration is simple is
bounded below by a constant dependent only on r and s.
For the values of r;s considered in this paper, the probability H(C) is simple is 
(e (r 1)(s 1)).
It follows that any almost sure property of H(C) is also an almost sure property of simple
hypergraphs G.
73.4 Construction of an equivalent (contracted) graph
To calculate the quantities C(H);I(H) and CE(H) we replace the hypergraph H with graphs
G(H),  (v) and  (e), where v and e are a tree-like vertex and edge of G, respectively. The
precise construction of these graphs is as follows:
Clique graph G(H). To estimate the cover time of hypergraph H we dene a (multi-)graph
G(H) with the same cover time. To obtain G(H) from H we replace each hyperedge e 2 E(H)
by a clique of size jej on the vertex set of e. This transforms the hypergraph H into a multi-graph
G(H), which we call the clique graph of H. Formally, G(H) = (V;F) where F =
S
e2E
 e
2

.
We can think of Wu as a walk on G(H). Thus, the cover time of G(H) is the cover time of H.
Inform-Contraction graph  (v). This graph will be used in the analysis of the inform time
I(H). Let Sv be the multi-set of edges fw;xg in G(H), not containing v, but which are contained
in hyperedges incident with vertex v in H i.e.
Sv = ffw;xg : 9e 2 E;v 2 e; and w;x 2 e n fvgg:
Since H is r-regular and s-uniform, each Sv has size r
 s 1
2

.
A vertex v is informed if either (i) v is visited or (ii) Sv is visited by Wu. To compute the
probability that v or Sv is visited we subdivide each edge f = fw;xg of Sv by introducing an
articial vertex af. Thus f is replaced by fw;afg;faf;xg. Call the resulting graph Gv(H). Let
Dv = fvg [ faf : f 2 Svg and note that Dv is an independent set in Gv(H). Now contract Dv
to a single vertex  = (Dv). Let  (v) be the resulting multi-graph. The degree of  is then
d() = r

2

s   1
2

+ (s   1)

= r(s   1)2:
Furthermore,
d( (v)) = d(Gv(H)) = r(s   1)n + r(s   1)(s   2):
For a random walk in   =  (v) the stationary distribution of  is thus
() =
s   1
n + s   2
: (12)
Note that mv = jE( (v)j = jE(G(H))j + r
 s 1
2

= r(s   1)n=2 + r
 s 1
2

.
Suppose now that Xu is a random walk in Gv(H) starting at u = 2 Dv. For t  T, let Bv(t) be
the event that the walk Wu in G(H) does not visit Sv [fvg at steps T;T +1;:::;t. Then Bv(t)
is equivalent to ^x2DvAx(t) dened with respect to Xu.
Edge-Contraction graph  (e). This graph will be used in the analysis of the edge cover time
CE(H). Starting from G(H), and given e 2 E(H) form Ge(H) as follows. For each of the edges
f = fu;vg 2
 e
2

, subdivide f using a new vertex af. Thus f is replaced by fu;afg;faf;vg.
The set De = faf : f  e 2 E(H)g gives rise to Ge(H), similarly as for Gv(H) above. Contract
De to a vertex  to form a multi-graph  (e), similalry to  (v). The degree of  is then
d() = s(s   1):
Furthermore,
d( (e)) = d(Ge(H)) = rn(s   1) + s(s   1):
For a random walk in   =  (e) the stationary distribution of  is thus
() =
s
rn + s
: (13)
8Suppose now that b Xu is a random walk in Ge(H) starting at u = 2 De. For t  T, let Be(t) be
the event that the walk Wu in Ge(H) does not visit De at steps T;T + 1;:::;t.
The following lemma is established in the Appendix A1. It is used in conjunction with Lemma
5, which gives Pr(A(t); ).
Lemma 8. Let x = v or e, and let   =  (v) or  (e), respectively. Let Yu be a random walk in
  starting at u 6= . Let T be a mixing time satisfying (7) in both Gx(H) and  . Then
Pr(A(t); ) = Pr(Bx(t);G(H))

1 + O
s
n

;
where the probabilities are those derived from the walk in the given graph.
3.5 Conditions and parameters for Lemma 5
Let Rv = Rv(T) be as dened in (3). To establish Theorem 2 we need precise estimates of Rv in
G(H) and R in  (v) and  (e). Once this is done the theorem will follow from Lemma 5. But
rst we have to estimate the value of T in (7). This is done via lower bounds on conductance of
graphs G(H),  (v) and  (e), derived in Appendix A2, and using (6).
Lemma 9. The conductance G of the graph G(H) is 
(1=s) whp.
The conductance   of the graph   =  (v); (e) is 
(1=s) whp.
We then apply (6) to check (7), and obtain the following lemma.
Lemma 10. Let s = o(logn), and let T = Alog
2 n, where A is a large constant. Then whp T
satises the mixing time condition (7) in each of the graphs G(H); (v); (e).
To apply Lemma 5 it remains to check that the technical condition (i) holds (the condition (ii)
is clear since T = O(log
2 n)) and to obtain the value of pv in (11). The results are given in
the next lemma, and derived in Appendix A3.2-A3.4 (the formulas for pv, p(v) and p(e)) and
Appendix A4 (the proof of the condition (i) of Lemma 5).
Lemma 11.
(i) Let v be tree-like in H, then in G(H) the value of pv is given by
pv = (1 + o(1))
1
n
(r   1)(s   1)   1
(r   1)(s   1)
: (14)
(ii) Let v be tree-like in H, then in  (v) the value of p(v) is given by
p = (1 + o(1))
s   1
n
(r   1)(s   1)   1
r(s   1)   1
: (15)
(iii) Let e be tree-like in H, then in  (e) the value of p(e) is given by
p = (1 + o(1))
s
rn
(r   1)(s   1)   1
r(s   1)   1
: (16)
(iv) Let v (resp. e) be a tree like vertex (resp. edge) in H. Then v (resp (v); (e)) satises
the conditions of Lemma 5 in G(H), (resp.  (v),  (e)).
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4.1 Upper bound on cover time C(H)
We are assuming from now on that the hypergraph H satises the conditions stated in Lemmas 6
and 7, and that the mixing time T satisfying (7) is O(log
2 n) (see Lemma 10).
Let t0 = (1+o(1))
(r 1)(s 1)
(r 1)(s 1) 1nlogn where the o(1) term is large enough so that all inequalities
below are satised. Let TG(u) be the time taken to visit every vertex of G by the random walk
Wu. Let Ut be the number of vertices of G = G(H) which are not visited by Wu in the interval
[T;t]. We note the following:
Cu = Cu(H) = ETG(u) =
X
t>0
Pr(TG(u) > t); (17)
Pr(TG(u) > t) = Pr(Ut > 0)  minf1;EUtg: (18)
It follows from (17) and (18) that for all t  T
Cu  t +
X
t
EU = t +
X
v2V
X
t
Pr(Av()): (19)
Let V1 be the set of tree-like vertices and let V2 = V   V1. We apply Lemma 5. For v 2 V1,
from (14) we have npv 
(r 1)(s 1) 1
(r 1)(s 1) . Hence, with  = 1=(KT),
X
t0
Pr(Av())  (1 + o(1))e t0pv
X
t0
e ( t0)pv + O(e t0=2)
 2p 1
v e t0pv  5:
Furthermore, we see also that,
Pr(Av(3n))  (1 + o(1))e 3npv  e 1: (20)
Suppose next that v 2 V2. It follows from Lemmas 6 and 7 that we can nd w 2 V1 such that
dist(v;w)  !. So from (20), with  = 3n + !, we have
Pr(Av())  1   (1   e 1)(rs) !;
since if our walk visits w, it will with probability at least (rs) ! visit v within the next ! steps.
Thus if  = (1   e 1)(rs) !,
X
t0
Pr(Av()) 
X
t0
(1   )b=c 
X
t0
(1   )=(2)
=
(1   )t0=(2)
1   (1   )1=(2)  3 1: (21)
Thus, for all u 2 V ,
Cu  t0 + 5jV1j + 3jV2j 1 (22)
= t0 + O((rs)4!n) = t0 + o(t0);
assuming for the last bound that (rs)4! = o(logn).
104.2 Lower bound on cover time C(H)
For any vertex u, we can nd a set of vertices S, such that at time t1 = t0(1 o(1)), the probability
the set S is covered by the walk Wu tends to zero. Hence TG(u) > t1 whp which implies that
CG  t0  o(t0). We construct S as follows. Let S  V1 be some maximal set of locally tree-like
vertices all of which are at least distance 2! + 1 apart. Thus jSj  (n   (rs)3!)(rs) (2!+1).
Let S(t) denote the subset of S which has not been visited by Wu in the interval [T;t]. Now,
EjS(t)j  (1   o(1))
X
v2S

1 + o(1)
(1 + pv)t + o(n 2)

:
Setting t1 = (1   )t0 where  = 2! 1, we have
EjS(t1)j = (1 + o(1))jSje (1 )t0pv  (1 + o(1))
n2=!
(rs)2!+1  n1=!: (23)
Let Yv;t be the indicator for the event that Wu has not visited vertex v at time t. Thus P
v2S Yv;t = jS(t)j. Let Z = fv;wg  S. We will show (below) that
E(Yv;t1Yw;t1) =
1 + o(1)
(1 + pZ)t1+2 + o(n 2); (24)
where pZ  pv + pw. Thus
E(Yv;t1Yw;t1) = (1 + o(1))E(Yv;t1)E(Yw;t1): (25)
We have
Pr(jS(t1)j > T) 
(EjS(t1)j   T)2
E((jS(t1)j   T)2)
=

E((jSt1j   T)(jSt1j   T   1))
(EjS(t1)j   T)2 + (EjSt1j   T) 1
 1
and it follows from (23) and (25) that the right-hand side above is equal to 1   o(1). Since at
most T=! of S(t1) can be visited in the rst T steps, the probability that not all vertices are
covered at time t1 is equal to 1   o(1), so C(H)  t1.
Proof of (24). Let G be obtained from G by merging v;w into a single node Z. This node
has degree 2r(s   1) and every other node has degree r(s   1).
There is a natural measure preserving mapping from the set of walks in G which start at u and
do not visit v or w, to the corresponding set of walks in G which do not visit Z. Thus the
probability that Wu does not visit v or w during [T;t] is equal to the probability that a random
walk c Wu in G which also starts at u does not visit Z in the rst t steps.
We apply Lemma 5 to G. That Z = 2
n is clear. The derivation of RT(1) in Appendix A3.2 is
also valid. The vertex Z is tree-like up to distance ! in G. The fact that the root vertex of the
corresponding innite structure is in 2r cliques does not aect the calculation of RT(1).
5 Proof of Theorem 2: computation of I(H) and CE(H)
This is very similar to the previous sections 4.1, 4.2 and so we will be light on details.
We briey outline the upper bound proof for I(H). Let Iu(H) be the expected time for Wu to
inform all vertices. Then for t  T, similarly to (19),
Iu(H)  t +
X
v2V
X
t
Pr(Bv())
11where Bv() is the event that vertex v is not informed in the interval [T;].
Let t0 = (1 + o(1))

1 + s 1
(r 1)(s 1) 1

n
s 1 logn. For tree-like vertices we use p from (15), and
apply Lemma 5. For non-tree-like vertices we use the argument for (21) and obtain, as in (22),
Iu(H)  t0 + 5jV1j + 3jV2j 1 = t0 + o(t0):
We briey outline the upper bound proof for CE(H). Let CE;u(H) be the expected time for Wu
to cover all edges. Then for t  T,
CE;u(H)  t +
X
e2E
X
t
Pr(Be())
where Be() is the event that edge e is not covered in the interval [T;].
Let t0 = (1 + o(1))

1 + s 1
(r 1)(s 1) 1

2rn+s
2s logn. For tree-like edges we use p from (16), and
apply Lemma 5. For non-tree-like edges we use the argument for (21) and obtain as we did for
(22), where E = E1 [ E2 is a partition of E into tree-like edges and the rest,
CE;u(H)  t0 + 5jE1j + 3jE2j 1 = t0 + o(t0):
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12Appendix
A1 Proof of Lemma 8
Lemma 12. Let x = v;e. Let   =  (v); (e). Let Yu be a random walk in   starting at u 6= .
Let T be a mixing time satisfying (7) in both Gx(H) and  . Then
Pr(A(t); ) = Pr(Bx(t);G(H))

1 + O
s
n

;
where the probabilities are those derived from the walk in the given graph.
Proof
We give the proof for  (v). The proof for  (e) is similar. Let Yy(j) (resp. Xy(j)) be the position
of walk Yy (resp. Xy(j)) at step j. Let  = G(H); (v) and let Ps
u(z;) be the transition
probability in , for the walk to go from u to z in s steps.
Pr(A(t); (v)) =
X
y6=
PT
u (y; (v)) Pr(Yy(   T) 6= ; T    t; (v))
=
X
y6=

d(y)
2m
(1 + O(n 3))

Pr(Yy(   T) 6= ; T    t; (v)) (26)
=
X
z62Dv
 
PT
u (z;Gv(H))(1 + O(s=n))

Pr(Xx(   T) 62 Dv; T    t;Gv(H))
(27)
= Pr(^x2DvAx(t);Gv(H))(1 + O(s=n)):
Equation (26) follows from (7). Equation (27) follows because there is a natural measure pre-
serving map  between walks in Gv(H) that start at y 62 Dv and avoid Dv and walks in  (v)
that start at y 6=  and avoid . 2
A2 Mixing time of the random walk
We estimate the conductance of graphs G(H),  (v) and  (e). We need the following lemma.
Lemma 13. Suppose that r = 2;s  3 or that r  3. Let C(r;s) be sampled u.a.r. from C(r;s).
Then there exists  > 0 such that whp there is no set of t  n=2 vertices that contain rt(1 )=s
edges or more.
Proof Let N(t;k;r;s) be the expected number of sets of conguration vertices of size t
which induce at least k hyperedges, where ks = rt(1   ). We will prove the lemma by showing
that in the conguration model
n=2 X
t=1
N(t;k;r;s) = o(n 1=10):
Now
N(t;k;r;s) 

n
t

rt
ks

F(ks)F(rn   ks)
F(rn)
;
13where F(a) = a!=((a=s)!(s!)(a=s)) for s j a. Note that if s j a;b and a > b then
F(b)F(a   b)
F(a)
=
 a=s
b=s

 a
b
 = O(
p
s)

b
a
b(s 1)=s 
1  
b
a
(a b)(s 1)=s
; (28)
and that

n
t

= O(1)
r
n
t(n   t)
n
t
t 
1  
t
n
t n

rt
ks

= O(1)
s
rt
ks(rt   ks)

rt
ks
ks 
1  
ks
rt
ks rt
:
Thus, assuming t  n=2 and that ks = rt(1   ) where  > 0 constant,
N(t;k;r;s) =O

1
p
ks
rn
ks
k n
t
t ks 
1  
ks
rn
(rn ks)(s 1)=s 
1  
ks
rt
ks rt 
1  
t
n
t n
=O(1)

n
(1   )t
rt(1 )=s 
t
n
rt(1 ) t 
1

rt 
1  
t(1   )
n
r(n t(1 ))
s 1
s 
1  
t
n
t n
=O(1)
 
1
1   
(1 )=s 
1

 
1  
t(1   )
n
(1 1=s) 
t
n
(1 )(1 1=s) 1=r!tr
(29)


(1   t(1   )=n)r(1 1=s)
1   t=n
n t
: (30)
To establish an upper bound, we rst consider the term (30). We write
(1   t(1   )=n)r(1 1=s)
1   t=n
=

1 +
t
n   t
r(1 1=s) 
1  
t
n
r(1 1=s) 1
 exp

t
n
(1   r(1   1=s)(1   2)

:
Now r(1   1=s)  4=3 and so if  < 1=8 we nd that the contribution of (30) is less than one.
Considering (29), for t  n=2 it holds that t=n  1   t(1   )=n, and thus (29) is O(	tr
t ) where
	t is given by
	t =

1
1   
(1 )=s 
1

 
t
n
(1 2)(1 1=s) 1=r
:
Provided (1   2)(1   1=s)   1=r > 0, 	 is monotone increasing in t, and putting t = n=2;r =
2;s = 3,
	t 

1
1   
(1 )=3 
1

 
1
2
(1 2)(2=3) 1=2
;
and choosing  = 1=100 we nd 	t < 0:95. Thus
n=2 X
t=1
N(t;k;r;s) 
n=2 X
t=1
	tr
t = o(n 1=10):
2
Going back to (5) we see that if G is a d-regular graph then G(S) =
e(S:S)
djSj , were e(S : S)
denotes the number of edges with one endpoint in S and the other in S = V n S. Note that in
this case (S)  1=2 if jSj  n=2.
14The corollary below follows from Lemma 13, and the denition of the underlying clique graph
G(H) of a hypergraph H.
Corollary 14. The conductance G of the graph G(H) is 
(1=s) whp.
Proof For S  V , jSj = t  n=2,
G(S) =
e(S : S)
djSj

(s   1)rt
 s
2

rt
= 
(1=s): (31)
2
Corollary 15. The conductance   of the graph   =  (v); (e) is 
(1=s) whp.
Proof Note rst that contracting vertices cannot reduce conductance. This is because we
minimise the same (S) value over a smaller collection of sets S. It is a simple matter to see
that subdividing at most r
 s
2

edges within S increases the degree of S by at most rs(s 1) and
thus   = 
(1=s). 2
A3 Returns to a tree-like vertex
A3.1 Tree-like vertices
We argue next that almost all vertices of H are tree-like.
Lemma 16. Whp there are at most (rs)3! vertices that are not tree-like.
Proof We work with the model H(C). The expected number of vertices on cycles of length
k can be bounded above by
! X
k=3
sknk
rs
n
k
 O(s!(rs)!):
The Markov inequality implies that whp there are at most (rs)2! vertices on short cycles. For
each such vertex there are at most (rs)! vertices reachable by a walk of length !. 2
Lemma 17. Whp there are no short paths joining distinct short cycles.
Proof If such a structure exists then there exists a walk v1;v2;:::;vk of length at most 3!
and a pair i;j 2 [k] and edges f1;f2 2 E such that v1;vi 2 f1 and vk;vj 2 f2. The probability
of this is at most
3! X
k=5
s2k2nk
rs
n
k+1
= O

s3!3(rs)3!
n

:
2
A3.2 Returns in G(H)
For a vertex v and integer k  1 let Nk(v) denote the set of vertices w for which there is a
path of length at most k from v to w. The following construction models an innite extension
of the neighbourhood of v in G = G(H), for a tree-like vertex v. Let T 
G be an innite graph
15(with a tree-like structure) dened recursively as a root h joined to each vertex of r   1 disjoint
cliques C1;C2;:::;Cr 1 of size s   1. Each vertex in C1 [  [ Cr 1 is the root of a further
disjoint copy of T 
G. For TG we take a root vertex h and join it to each vertex of r disjoint cliques
C1;C2;:::;Cr of size s 1. Each vertex in C1 [[Cr is the root of a disjoint copy of T 
G. If v
is tree-like, then provided k  !, the subgraph of G(H) induced by Nk(v) is isomorphic to the
rst k levels of TG.
We rst compute the expected number of returns RG to the root for a random walk on TG. We
can then argue as in the proof of Lemma 7 of [6] that Rv = RG + o(1) for a tree-like vertex v
of G(H). We can project a walk on TG onto the non-negative integers by mapping a vertex v of
TG to its distance v from the root. If v 6= h then v has degree (s 1)r, and if the walk is at v,
then it moves to a neighbour w where
w =
8
> <
> :
v + 1 probability r 1
r
v probability s 2
r(s 1)
v   1 probability 1
r(s 1)
(32)
Now RG is the expected number of returns to the origin of a random walk on the non-negative
integers, with probabilities dened as in (32).
We note the following result (see e.g. [8]), for a random walk on the non-negative integers
f0;1;:::g with transition probabilities at k > 0 of q < p for moves left and right respectively.
Starting at vertex 1, the probability of ultimate return to the origin 0 is
 =
q
p
: (33)
It follows that if the walk always moves to 1 from the origin than the expected number of returns
R to the origin is given by
R =
1
1   
=
p
p   q
: (34)
In which case we see that
Rv = RG + o(1) =
(r   1)(s   1)
(r   1)(s   1)   1
+ o(1):
Finally, for tree-like vertices v we have that the value of pv in (11) is given by
pv = (1 + o(1))
1
n
(r   1)(s   1)   1
(r   1)(s   1)
: (35)
A3.3 Returns in  (v)
The following construction models an innite extension of the neighbourhood of  in   =  (v),
for a tree-like vertex v. Let T  be an innite multi-graph consisting of a root h (corresponding
to ) joined to r(s   1) distinct vertices wi;j;i = 1;2;:::;r; j = 1;2;:::s   1 (corresponding to
the vertices in cliques with v) and with s 1 parallel edges between h and each wi;j. Each vertex
w = wi;j is the root of r   1 copies of an innite tree isomorphic to T 
G dened in Section A3.2.
The probability P of a return to h of a walk on T  starting at h is given by
P =
1 X
k=0
k(1   ^ )k^  =
^ 
1   (1   ^ )
(36)
16where  = 1
(r 1)(s 1) (see (32) and (33)) is the probability of a return to the root w of a T 
G and
^  = s 1
s 1+(r 1)(s 1) = 1
r is the probability of moving from a wi;j to the root h in a single step.
Plugging these values into (36) gives
P =
s   1
r(s   1)   1
:
Therefore, using arguments similar to those in Lemma 7 of [6] we see that
R =
1
1   P
+ o(1) =
r(s   1)   1
(r   1)(s   1)   1
+ o(1): (37)
For tree-like vertices v, using (12), the value of p in (11) is given by
p = (1 + o(1))
s   1
n
(r   1)(s   1)   1
r(s   1)   1
: (38)
A3.4 Returns in  (e)
Let T 0
  be an innite multi-graph consisting of a root h (corresponding to ) joined to s distinct
vertices wi;i = 1;2;:::s (corresponding to the vertices in clique of edge e) and with s 1 parallel
edges between h and each wi;. Each vertex w = wi is the root of r   1 copies of an innite tree
isomorphic to T 
G dened in Section A3.2.
We nd R0
 = (1 + o(1))R, that d() = s(s   1) and that d( (e)) = rn(s   1) + s(s   1).
For tree-like vertices v, using (13), and assuming s = o(n), the value of p in (11) is given by
p = (1 + o(1))
s
rn
(r   1)(s   1)   1
r(s   1)   1
: (39)
A4 Technical condition (9) of Lemma 5
We will only verify this for tree-like vertices. Observe rst that if R = Rv;R satises R  2 
for some constant  > 0 then it is easy to verify this condition. Indeed, for jzj  1 + ,
jRT(z)j  r0   (1 + )T
T X
t=1
rt = 1   (1 + )T(R   1)  1   (1 + )T(1   ) > =2:
A4.1 Case of G(H)
We write
Rv = 1 +
1
(r   1)(s   1)   1
+ o(1)
and see that we only need to consider r = 2;s = 3.
For any z,
jRT(z)   RT(1)j 
T X
j=1
rjjzj   1j: (40)
Now Rv  2 in our case, so we only need to show that the RHS of (40) is strictly less than 2.
17Next observe that v = 1=n for v 2 V and that (6) implies that
S0 =
T X
i=!
rjjzj   1j  2
T X
i=!
ri  2
T X
i=!
(i
2 + v) = o(1) (41)
since for the second eigenvalue 2 of the matrix P of transition probabilities we have 2   < 1
for some constant .
Now consider j < !. Fix 0   < 2 and let z = ei, then
jzj   1j = (2(1   cosj))
1=2 = 2jsinj=2j:
Then
S1 =
! 1 X
j=1
rjjzj   1j =
! 1 X
j=1
rj (2(1   cosj))
1=2 = 2
! 1 X
j=1
rjjsinj=2j:
Note that r1 = 0;r2 = 1
4 and r3 = 1
16. Suppose rst that  = 2 I = [3
8 ; 5
8 ] [ [11
8 ; 13
8 ]. Then
jsinj  sin 3
8 and so
S1  2
! 1 X
j=1
rj   r2

1   sin
3
8

: (42)
On the other hand, if  2 I then jsin3=2j  sin 7
16 and then
S1  2
! 1 X
j=1
rj   r3

1   sin
7
16

: (43)
From (6),
RT(1) = 1 +
! 1 X
j=1
rj + O(!
2):
Thus, as RT(1) = 2+o(1), (41), (42), (43) imply that S0+S1  2(RT(1) 1) 1=20 = 39=20 o(1).
This conrms that the RHS of (40) is less than 2 and that technical condition (9) holds.
A4.2 Case of  (v)
From (37) we write
R = 1 +
s   1
(r   1)(s   1)   1
+ o(1):
Once again we see that we only need to consider r = 2;s = 3.
We then use the same argument as in Section A4.1. Equation (42) holds and this time r2 =
1=2;r3 = 0;r4 = 1=3. If  2 I then jsin2j  sin 
4 and then
S1  2
 1 X
j=1
rj   r4

1   sin

4

: (44)
We use (44) in place of (43) to prove that technical condition (9) holds.
A4.3 Case of  (e)
It was noted in Section A3.4 that the value of R0
 in  (e) satises R0
 = (1+o(1))R in  (v), as
given in (37). Thus the results of the above section apply.
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