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ABSTRACT
Information systems are built to last for decades; however, the reality suggests otherwise.
Companies are often pushed to migrate or modernize their systems to reduce costs, meet
new policies, improve the security, or to be competitive in the marketplace. Model-driven
engineering (MDE) approaches are used in several successful projects to modernize or
migrate systems. MDE raises the level of abstraction for complex systems by relying on
models as first-class entities. These models are maintained and transformed using model
transformations (MT), which are expressed by means of transformation rules to transform
models from source to target meta-models.
The migration and modernization process for information systems may take years for
large systems. Thus, many changes are going to be introduced to the transformations to
reflect the new business requirements, fix bugs, or to meet the updated metamodel ver-
sions. Therefore, the quality of MT should be continually checked and improved during
the evolution process to avoid future technical debts.
Most model transformation programs are written as one large module due to the lack of
refactoring/modularization and regression testing tools support. In object-oriented systems,
composition and modularization are used to tackle the issues of maintainability and testa-
bility. Moreover, refactoring is used to improve the non-functional attributes of the soft-
ware, making it easier and faster for developers to work and manipulate the code. Thus, we
proposed an intelligent computational search approach to automatically modularize model
transformations. Furthermore, we took inspiration from a well-defined quality assessment
ix
model for object-oriented design (QMOOD) to propose a quality assessment model for MT
in particular. The results showed a 45% improvement in the developer’s speed to detect or
fix bugs, and developers made 40% less errors when performing a task with the modular-
ized and optimized version.
Since refactoring operations changes the transformation, it is important to apply regres-
sion testing to check their correctness and robustness. Thus, we proposed a multi-objective
test case selection technique to find the best trade-off between coverage and computational
cost. Results showed a drastic speed-up of the testing process while still showing a good
testing performance. The survey with practitioners highlighted the need of such mainte-





1.1 Research context: Model-Driven Engineering
Traditionally, models have been used in software development for documentation pur-
poses Völter et al. (2013).The use of models was emphasized by the rise of Unified Mod-
eling Language (UML) in the mid 90s. Such modeling languages helped create common
guidelines for constructing and visualizing models. Models are effective and widely used
in software engineering because they are providing abstraction for a real system or its en-
vironment, making it easier for different stakeholders (i.e. developers, investors, lawyers,
upper management etc.) to comprehend the system and its internal workings from multiple
points of view and at different levels of abstraction. Also, it is important to anticipate the
consequences of any addition of a new feature or bug fixing at the model level before being
propagated at the code level. It will, in the long run, save companies a huge amount of time
and cost.
Model-Driven Engineering (MDE) is supporting the area of modeling since models are
not only used for documentation purposes; they are also used to both simplify the design
process and increase the productivity as they can be automatically implemented. Thus,
models are as important as code in traditional object-oriented programming. In short, MDE
is meant to decrease the accidental complexity Brooks and Kugler (1987) and increase
the productivity by maximizing compatibility between systems, simplifying the process
1
Figure 1.1: Migrated code percentage in function of time. Figure from Fleurey et al. (2007)
.
of design, and promoting communication between individuals and teams working on the
system by performing model transformations. These model transformations are, in general,
defined as a set of rules to transform models between a source and target languages.
Model transformation technologies, in practice, provide an efficient segue to automate
the migration of legacy information systems to more modernized ones Fleurey et al. (2007);
Reus et al. (2006); Bordbar et al. (2005); Mooij et al. (2015). In fact, the continuous
evolution of software technologies requires an equivalent effort to keep the systems up-to-
date in order to avoid security breaches and reduce future technical debt Kruchten et al.
(2012), which may force companies to perform a full re-implementation of the system.
Figure 1.1 Fleurey et al. (2007) shows a comparison between the time and deliverables rate
for model-driven migration versus manual re-development of the whole application. For
model-driven migration, the first phase is dedicated to planning and tool development or
adjustment. Thus, no deliverables are expected during this phase; however, once the wheels
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start to spin, the migration rate is accelerating rapidly.
What makes model-driven migration profitable, especially for substantially huge sys-
tems, is that a large portion of the legacy system is being transformed automatically using
tools that can be reused with small adjustments for the different parts of the project or fu-
ture ones. To do so, a set of rules of the transformation program needs to be modified (or
added) to reflect the new specifications or requirements. Over the lifetime of a project,
model transformation programs slowly become more complex, less readable, less com-
prehensible, and less maintainable, leading to a possible increase in the maintenance and
testing activities in terms of time and cost Mohamed et al. (2009).
1.2 Problem Statement
The complexity and the maintainability of a software project are two important quality
concepts of modern software projects, to keep the complexity low and the maintainabil-
ity high, we need to continuously perform refactoring operations Brown et al. (1998) to
improve the quality of the code without messing up their behavior.
Model transformation programs are designed differently Gniesser (2012), thus they can
not be directly compared to object-oriented ones. Therefore, most of the existing litera-
ture for the latter needs to be slightly tweaked to accommodate the special properties of
model transformations. This introduces the first problem one might face when working
with model transformations or ATL in particular.
• Problem 1: Lack of methods and tools to refactor model transformations.
Many different model transformation languages emerged in the last decade such as Henshin
Arendt et al. (2010), AGG Taentzer (2003), AToM3 De Lara and Vangheluwe (2002), e-
Motions Rivera et al. (2009), VIATRA Csertán et al. (2002), QVT Greenyer and Kindler
(2010), Kermeta Jézéquel et al. (2009), JTL Cicchetti et al. (2010), and ATL Jouault and
Kurtev (2005). However, there is a gap in the literature to define refactoring methods and
3
tools for these model transformation programs. For instance, there are few studies to define
some quality metrics or refactoring operations for model transformation languages, such
as ATL van Amstel and van den Brand (2010, 2011), but it is up to the developer to locate
the refactoring opportunities and apply them manually making most of the existing ATL
transformations difficult to evolve, test and maintain.
• Problem 2: Lack of formal definition of ATL quality models.
ATL is relatively new language, formal definition of quality model is still missing. There-
fore, it is hard to know what is the best quality metric or attribute to improve and what are
the defects that could be found in an ATL program Wimmer et al. (2012).
• Problem 3: Prioritization of the refactoring solutions
When few design defects are detected then it is not a big deal. However, when the developer
is working on big projects, the number of detected defects might be large. Thus, it is hard
to fix them all especially when there is a time or resources constraint. For that reason, it is
useful to find a way to prioritize the defects based on their importance.
• Problem 4: Refactoring recommendation based on the trade-off between cost and
benefit.
It is important to optimize the process of recommending refactoring solutions for model
transformation programs. Programmers are not interested to fix all the defects in the pro-
gram. They are more interested to fix a maximum of relevant defects in a minimum amount
of time or effort. However, the existing literature do not provide support to find a trade-off
between maximizing the benefits of refactorings and minimizing its cost such the additional
required testing effort.
• Problem 5: Performing an efficient regression testing
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After making changes to a transformation, it is important to validate the changes by
performing regression testing. However, it is not efficient to simply run the entire test suite,
which in some cases could take weeks Elbaum et al. (2000). Since developers, in practice,
have limited time and resources, they have to use other means to perform decent testing
while keeping in mind the aforementioned limitations.
These observations were the main motivations of this thesis. In the following section,
we give an overview of research directions to solve the problems mentioned above.
1.3 Contributions
To address the problems mentioned above, we propose the following solutions which
are organized into three main contributions.
• Contribution 1: Modularization of Model Transformations
Modular design is a desirable property for model transformations as it can signifi-
cantly improve their evolution, comprehensibility, maintainability, reusability, and thus,
their overall quality. We introduced a new automated search-based software engineering
approach based on NSGA-III to tackle the challenge of model transformation modulariza-
tion. Specifically, we formulate the problem as a many-objective problem and use search-
based algorithms to calculate a set of Pareto-optimal solutions based on four quality objec-
tives: the number of modules in the transformation, the difference between the lowest and
highest numbers of responsibilities in a module, the cohesion ratio and the coupling ratio.
• Contribution 2: Automatic Refactoring of ATL Model Transformations
We proposed an automated approach for refactoring ATL programs that find a trade-off
between three different objectives. Our automated approach allows developers to benefit
from search-based refactoring tools without manually identifying refactoring opportunities.
To evaluate the effectiveness of our tool, we conducted a human study on a set of software
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developers who evaluated the tool and compared it with random search and mono-objective
formulation. Our evaluation results provide strong evidence that our tool improves the
applicability and automation of existing ATL refactoring techniques.
• Contribution 3: Test case selection approach for ATL Model transformations
It is important to check the correctness of model transformation programs. Several
approaches have been proposed to generate test cases for model transformations based on
different coverage criteria (e.g., statements, rules, metamodel elements, etc.). However, the
execution of a large number of test cases during the evolution of transformation programs
is time-consuming and may include a lot of overlap between the test cases. Therefore, we
propose a test cases selection approach for model transformations based on multi-objective
search. We use the non-dominated sorting genetic algorithm (NSGA-II) to find the best
trade-offs between two conflicting objectives: (1) maximize the coverage of rules and (2)
minimize the execution time of the selected test cases. We validated our approach on
several evolution cases of medium and large ATL programs.
1.4 Organization of the Dissertation
This thesis is organized as follows. Chapter II introduces the current state of the art
and related work. Chapter III presents our approach to automatically modularize an ATL
program. Chapter IV discusses our proposed approach to refactor ATL programs to im-
prove certain quality attributes. Chapter V, describes our test case selection contribution.
A summary and future research directions are presented in VI.
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CHAPTER II
State of the Art
2.1 Introduction
In this chapter, we cover the necessary background information related to our work
followed by an overview of existing work that intersects with ours.
2.2 Background
2.2.1 Migration of Information Systems
Information systems are crucial for the information flow within modern enterprises.
The accumulative knowledge acquired over several years resides within these systems.
Thus, stopping or freezing one of these systems could influence the business of the or-
ganization entirely. That could be a good reason for most enterprises to avoid making
modifications to their legacy systems, unless they have no other options. Over the life time
of the organization, these information systems slowly become very sensitive to changes,
costly, and too difficult to replace Bisbal et al. (1999); Yeo (2002). However, being com-
petitive in the global market requires continuous evolution and optimization of existing
systems. Another motivation is the skill shortage Hainaut et al. (2008). Since systems
in some cases last for decades, finding experts in an obsolete programming language or
system might be a challenge. Moreover, systems will become a liability when vendors
7
Figure 2.1: Information System Life Cycle. Figure from Comella-Dorda et al. (2000).
no longer support them or their underlying technology, making companies vulnerable to
security breaches and countless performance issues. To overcome these challenges, there
are mainly three system evolution activities Weiderman et al. (1997): maintenance, mod-
ernization, and replacement. Figure 2.1 Comella-Dorda et al. (2000) illustrates how these
three activities are carried out at different times during the life time of the system.
The migration process is not a straightforward task, and many migration efforts fail Bis-
bal et al. (1997) along the way because of the complexity of the interconnected components.
For instance, a migration project Bisbal et al. (1997) includes some or all of the following
tasks: reverse engineering, business re-engineering, schema mapping, data transformation,
application development, human computer-interface, testing, documentation, and training.
For that reason, many migration projects are carried out in an incremental fashion over a
long period of time which typically lasts five to ten years Brodie and Stonebraker (1995).
The modernization tasks can be broadly categorized into black-box and white-box tech-
niques Comella-Dorda et al. (2000). The former requires knowledge of the external in-
terfaces of the legacy system and solutions are often based on wrapping, while the latter
requires extensive understanding of the internals of the legacy system before re-engineering
8
Figure 2.2: Model transformation pattern. Figure from Czarnecki and Helsen (2006).
it.
MDE techniques proved to be helpful in simplifying the migrating tasks Fleurey et al.
(2007); Mooij et al. (2015); Selim et al. (2012) by raising the level of abstraction, automat-
ing many time consuming tasks, and reusing the generated transformation tools across dif-
ferent areas of the project, which are key advantages over traditional migration techniques.
In our work, we focus on refactoring and optimizing the transformation programs/tools
used for migration to extend their reuse lifetime and to reduce the learning time required
before using them. Also, simplifying the transformations reduces the errors that are highly
probable with complex tasks like this.
2.2.2 Model Transformations
Model transformations are key techniques to automate migration tasks in MDE Harman
(2007); Brambilla et al. (2012), by providing the essential mechanisms for manipulating
models. In fact, these mechanisms allow to transform models into other models or into
code, and are essential for synthesizing systems in MDE. In Czarnecki and Helsen (2006);
Mens and Van Gorp (2006), an overview of transformation language concepts as well as
a classification of different transformation types are presented. In this thesis, we focus on
model-to-model (M2M) transformations. Generally speaking, a M2M transformation is a
program executed by a transformation engine which takes one or more models as input to
produce one or more models as output as is illustrated by the model transformation pattern
in Figure 2.2. One important aspect is that model transformations are developed on the
meta-model level and are thus reusable for all valid models.
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In our work, we focus on Atlas Transformation Language (ATL) since it has come to
prominence in the MDE community. This success is due to the ATL’s flexibility, support
of the main metamodeling standards, usability that relies on tool integration with Eclipse,
and a supportive development community Sendall and Kozaczynski (2003).
2.2.3 Meta-models
A meta-model is a model that specifies the concepts of a language, their relationships,
and the structural rules to build valid models. As an example, the meta-model for UML
is a model that contains the elements to describe UML models, such as Package, Class,
Operation, Association, etc. In this way, each model is described in the language defined
by its meta-model, so there should hold a conformance relation between a model and its
meta-model. A meta-model is itself a model, and consequently, it is written in the language
defined by its meta-metamodel. Meta-models allow to specify general-purpose languages
as well as domain-specific languages (DSLs) Mernik et al. (2005). For realizing model
transformations, there exist dedicated DSLs which are explained next.
2.2.4 Atlas Transformation Language (ATL)
ATL Jouault et al. (2008) is a hybrid model transformation language containing a mix-
ture of declarative and imperative constructs. Listing II.1 shows an excerpt of an ATL
transformation (from the ATL Zoo) that generates a relational schema from a class dia-
gram. The input and output meta-models of this transformation are depicted in Figure 2.3.
In this excerpt, we have included two declarative rules (so-called “matched rules”). The
first rule, ClassAttribute2Column, takes elements of type Attribute whose type is a Class
and whose are single-valued. These elements are transformed into elements of type Col-
umn. The value assigned to the name attribute is the same as the name of the Attribute
element concatenated with “Id”. The element referenced by the type relationship is re-
trieved by a helper function.
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(a) Source Meta-model (b) Target Meta-model
Figure 2.3: Meta-models of the Class2Relational transformation
Listing II.1: Excerpt of the Class2Relational Transformation
module Class2Relation;
create OUT : Relational from IN : Class;
helper def : objectIdType : Relational!Type =
Class!DataType.allInstances()
 > select(e | e.name = ’Integer’)  > first();
rule ClassAttribute2Column {
from
a : Class!Attribute (a.type.oclIsKindOf(Class!Class)
and not a.multiValued)
to






out : Relational!Table (
name<  c.name,
col<  Sequence {key} >union(c.attr
 >select(e | not e.multiValued)),
key<  Set {key}),
key : Relational!Column ( name<  ’objectId’,
type<  thisModule.objectIdType) }
The second rule, Class2Table, takes an element of type Class as input and creates two
elements: one of type Table and one of type Column. The name given to the Column is
“objectId”, and its type is also assigned with the helper. Regarding the Table, its key points
to the new Column created. As for its col reference, it also points to the Column and to other
elements. In order to retrieve these other elements, ATL performs a transparent lookup of
output model elements for given input model elements. Thus, since such elements are
of type Class!Attribute, it automatically retrieves the corresponding Relational!Column
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elements that are created from the former elements.
The transparent lookup is performed in ATL by using an internal tracing mechanism.
Thereby, every time a rule is executed, it creates a new trace and stores it in the internal
trace model. This is graphically illustrated in Figure 2.4. In the left-hand side of the figure
there is a sample input model, where elements are given an identifier (e.g., at1 and c1), that
conforms to the meta-model shown in Figure 2.3. The right- hand side shows the model
produced by the Class2Relation transformation and that conforms to the meta-model in
Figure 2.3. In the central part of the figure contains the traces that have been produced from
the execution of the two rules described. The traces keep track of which output elements
are created from which input ones and by which rule. Thus, rule ClassAttribute2Column
creates creates Trace 1 and rule Class2Table creates Trace 2. In order to properly set the
col reference of the element t1, the engine searches in the trace model for the traces where
c1.attr is the input element. It selects those traces of type Trace 1 and retrieves the elements
created from such traces, co1 in our example, so they are selected as target for t1.col.
The elements created by rule Class2Table depend on the elements created by rule Clas-
sAttribute2Column. For this reason, we say that the former rule has a dependency with
the latter. Furthermore, both rules have a dependency with helper objectIdType. These
dependencies are crucial for the approach we present in Chapter III. In fact, from any ATL
transformation, we can obtain a dependency graph showing the dependencies among rules,
between rules and helpers, and among helpers. For the given example, such graph is visu-
alized in Figure 2.5.
2.2.5 Search Based Software Engineering (SBSE)
Search-based software engineering Harman (2007) is a field that applies search-based
optimization techniques to software engineering problems. Search-based optimization
techniques can be categorized as metaheuristic approaches that deal with large or even
infinite search spaces in an efficient manner. These metaheuristic approaches are divided
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Figure 2.4: Representation of a sample transformation execution
Figure 2.5: Class2Relational transformation elements dependencies
in two groups, namely local search methods and evolutionary algorithms. The aim of the
former is to improve one single solution at a time, examples of algorithms of this type
are Tabu Search Glover (1986) or Simulated Annealing Kirkpatrick et al. (1983). On the
other hand, evolutionary algorithms Holland (1992) manage a set of solutions, referred to
as population, at once. Some widely used evolutionary algorithms include NSGA-II Deb
et al. (2002) and NSGA-III Deb and Jain (2014). For many real-world problems, multiple
partially conflicting objectives need to be considered in order to find a set of desirable solu-
tions. In fact, the field of Evolutionary Multi-objective Optimization (EMO) is considered
one of the most active research areas in evolutionary computation Deb and Jain (2012). Es-
pecially in recent years, SBSE has also been applied successfully in the area of model and
program transformations. Examples include the generation of model transformations from
examples, the optimization of regression tests for model transformations, the detection of
high-level model changes or the enhancement of the readability of source code for given
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metrics.
Let us briefly discuss the need for applying metaheuristic search for the given problem.
We can categorize the modularization problem as a problem related to the partitioning of a
set of labeled elements into non-empty modules so that every element is included in exactly
one module. The number of possible partitions, i.e., modules, is given by the Bell number
(cf. Equation 2.1). The nth of these numbers, Bn, counts the number of different ways a
given set of n elements can be divided into modules. If there are no elements given (B0),
we can in theory produce exactly one partition (the empty set, /0). The order of the modules
as well as the order of the elements within a module does not need to be considered as this












Considering the first Bell numbers (cf. sequence A0001101 in the OEIS online database
for Integer sequences), we can see that the number of partition possibilities grows expo-
nentially and is already quite high for a low number of elements. For example, an instance
where you need to assign 15 elements to an unknown amount of modules already yields
1382958545 different possibilities.
2.2.5.1 Multi/Many-objective Problem





Min f (x) = [ f1(x), f1(x), . . . , fM(x)]T
g j(x)  0 j = 1, . . . ,P;
hk(x) = 0 k = 1, . . . ,Q;
xLi  xi  xUi i = 1, . . . ,n;
In this formulation, M is the number of objective functions, P is the number of inequal-
ity constraints, Q is the number of equality constraints, and xLi and x
U
i correspond to the
lower and upper bounds of the decision variable xi. A solution x consists of a set of deci-
sion variables which are optimized by the metaheuristic algorithm. A solution satisfying
the (P+Q) constraints is said to be feasible and the set of all feasible solutions defines the
feasible search space denoted by W. The objective value for a specific solution is calculated
by the provided objective function fi and the aggregation of all objective functions defines
the fitness function f . In this formulation, all objectives need to be minimized. Any ob-
jective that needs to be maximized can easily be turned into an objective that needs to be
minimized by taking its negative value.
Recently, due to the limits of how many objectives different algorithms can handle,
a distinction is made between multi-objective problems and many-objective problems. A
many-objective problem, as opposed to a multi-objective problem, is a problem with at
least four objectives, i.e., M > 3.
2.2.5.2 Pareto-optimal Solutions
Each of the objective functions defined for a multi-objective problem is evaluated for a
concrete solution of the problem. By comparing the objective vectors of two solutions, we
can determine whether one solution is ’better’ than another with respect to these objectives.
A common way to do this comparison is to aggregate all objective values of one solution
and compare it with the the aggregated value of another solution. However, this is only
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possible if all values are on the same scale. Alternatively, in SBSE, we often use the notion
of Pareto optimality. As defined in (2.2) and (2.3) for strict inequality Harman (2007), under
Pareto optimality, one solution is considered better than another if it is better according to
at least one of the individual objective functions and no worse according to all the others.
Using this definition, we can determine whether one solution is better than another, but not
measure by ’how much’ it is better.
F(x1)  F(x2),8i fi(x1)  fi(x2) (2.2)
F(x1)> F(x2),8i fi(x1)  fi(x2)^9i fi(x1)> fi(x2) (2.3)
The algorithms used in SBSE apply the notion of Pareto optimality during the search
to yield a set of non-dominated solutions. Each non-dominated solution can be viewed as
an optimal trade-off between all objective functions where no solution in the set is better
or worse than another solution in the set. It should be noted that in SBSE we assume
that the ’true’ Pareto front of a problem, i.e., the subset of values which are all Pareto
optimal, is impossible to derive analytically and impractical to produce through exhaustive
search Harman and Tratt (2007). Therefore, each set produced using metaheuristic search
is an approximation to this, often unknown, ’true’ Pareto front. Additional runs of such an
algorithm may improve the approximation. In the remaining part of the thesis, we always
refer to the Pareto front approximation.
2.2.5.3 NSGA-II
Most real world optimization problems encountered in practice involve multiple criteria
to be considered simultaneously. These criteria, also called objectives, are often conflicting.
Usually, there is no single solution that is optimal with respect to all these objectives at the
same time, but rather many different designs exist which are incomparable per se. Conse-
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quently, contrary to Single-objective Optimization Problems (SOP) where we look for the
solution presenting the best performance, the resolution of a multi-objective optimization
(MOP) yields a set of compromise solutions presenting the optimal trade-offs between the
different objectives. When plotted in the objective space, the set of compromise solutions
is called the Pareto front.
The resolution of a MOP yields a set of trade-off solutions, called Pareto optimal solu-
tions or non-dominated solutions, and the image of this set in the objective space is called
the Pareto front. Hence, the resolution of a MOP consists in approximating the whole
Pareto front. We use one of the widely used multi-objective algorithms called NSGA-II
Deb et al. (2002). NSGA-II is a powerful search method stimulated by natural selection
that is inspired from the theory of Darwin. Hence, the basic idea of NSGA-II is to make a
population of candidate solutions evolve toward the near-optimal solution in order to solve
a multi-objective optimization problem. NSGA-II is designed to find a set of optimal so-
lutions, called non-dominated solutions, also Pareto set. A non-dominated solution is the
one which provides a suitable compromise between all objectives without degrading any
of them. As described in Figure 2.6, the first step in NSGA-II is to create randomly a
population P0 of individuals encoded using a specific representation (line 1). Then, a child
population Q0 is generated from the population of parents P0 using genetic operators such
as crossover and mutation (line 2). Both populations are merged into an initial population
R0 of size N (line 5). As a consequence, NSGA-II starts by generating an initial population
based on a specific representation that will be discussed later, using the exhaustive list of
possible solutions than can be represented in a sequence or a vector.
To summarize, the main NSGA-II loop goal is to make a population of candidate so-
lutions evolve toward the best sequence of solutions. During each iteration t, an offspring
population Qt is generated from a parent population Pt using genetic operators (selection,
crossover and mutation). Then, Qt and Pt are assembled in order to create a global pop-
ulation Rt . Then, each solution Si in the population Rt is evaluated using our four fitness
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1: Create an initial population P0
2: Generate an offspring population Q0
3: t = 0
4: while stopping criteria not reached do
5: Rt = Pt [Qi
6: F = fast-non-dominated-sort (Rt)
7: Pt+1 = f and i=1;
8: while |Pt+1|+|Fi| N do
9: Apply crowding-distance-assignment(Fi);
10: Pt+1 =Pt+1 [Fi;
11: i = i + 1
12: end
13: Sort(Fi, < n)
14: Pt+1 = Pt+1 [ Fi[1 : (N-|Pt+1|)];
15: Qt+1 = create-new-pop(Pt+1);
16: t = t + 1;
17: end
Figure 2.6: NSGA-II overview
functions.
2.2.5.4 NSGA-III
NSGA-III is a very recent many-objective algorithm proposed by Deb et al. Deb and
Jain (2014). The basic framework remains similar to the original NSGA-II algorithm with
significant changes in its selection mechanism. Figure 2.8 gives the pseudo-code of the
NSGA-III procedure for a particular generation t. First, the parent population Pt (of size N)
is randomly initialized in the specified domain, and then the binary tournament selection,
crossover and mutation operators are applied to create an offspring population Qt . There-
after, both populations are combined and sorted according to their domination level and the
best N members are selected from the combined population to form the parent population
for the next generation.
The fundamental difference between NSGA-II and NSGA-III lies in the way the niche
preservation operation is performed. Unlike NSGA-II, NSGA-III starts with a set of ref-
erence points Zr. After non-dominated sorting, all acceptable front members and the last
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front Fl that could not be completely accepted are saved in a set St . Members in St/Fl are
selected right away for the next generation. However, the remaining members are selected
from Fl such that a desired diversity is maintained in the population. Original NSGA-II
uses the crowding distance measure for selecting well-distributed set of points, however, in
NSGA-III the supplied reference points (Zr) are used to select these remaining members as
described in Figure 2.7. To accomplish this, objective values and reference points are first
normalized so that they have an identical range. Thereafter, orthogonal distance between a
member in St and each of the reference lines (joining the ideal point and a reference point)
is computed. The member is then associated with the reference point having the small-
est orthogonal distance. Next, the niche count p for each reference point, defined as the
number of members in St/Fl that are associated with the reference point, is computed for
further processing. The reference point having the minimum niche count is identified and
the member from the last front Fl that is associated with it is included in the final popula-
tion. The niche count of the identified reference point is increased by one and the procedure
is repeated to fill up population Pt+1.
It is worth noting that a reference point may have one or more population members
associated with it or need not have any population member associated with it. Let us denote
this niche count as p j for the j-th reference point. We now devise a new niche-preserving
Figure 2.7: Normalized reference plane for a three-objective case
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Input: H structured reference points Zs, population Pt
Output: population Pt+1
1: St  /0, i 1
2: Qt  VARIATION(Pt)
3: Rt  Pt [Qt
4: (F1,F2, . . . )  NONDOMINATED SORT(Rt)
5: repeat
6: St  St [Fi
7: i i+1
8: until |St |  N
9: Fl  Fi // last front to be included






14: K N  |Pt+1| // number of points chosen from Fl
// normalize objectives and create reference set Zr
15: NORMALIZE(FM,St ,Zr,Zs)
// Associate each member s of St with a reference point
// p(s) : closest reference point
// d(s) : distance between s and p(s)
16: [p(s),d(s)] ASSOCIATE(St ,Zr)
// Compute niche count of a reference point j 2 Zr
17: p j Âs2St/Fl((p(s)= j) ? 1 : 0)
// Choose K members one by one from Fl to construct Pt+1
18: NICHING(K, p j,p(s),d(s),Zr,Fl,Pt+1)
19: end if
Figure 2.8: NSGA-III procedure at generation t
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operation as follows. First, we identify the reference point set Jmin = { j : argmin j(p j)}
having minimum p j. In case of multiple such reference points, one ( j⇤ 2 Jmin) is chosen
at random. If p j⇤ = 0 (meaning that there is no associated Pt+1 member to the reference
point j⇤), two scenarios can occur. First, there exists one or more members in front Fl that
are already associated with the reference point j⇤. In this case, the one having the shortest
perpendicular distance from the reference line is added to Pt+1. The count p j⇤ is then
incremented by one. Second, the front Fl does not have any member associated with the
reference point j⇤. In this case, the reference point is excluded from further consideration
for the current generation. In the event of p j⇤   1 (meaning that already one member
associated with the reference point exists), a randomly chosen member, if exists, from
front Fl that is associated with the reference point Fl is added to Pt+1. If such a member
exists, the count p j⇤ is incremented by one. After p j counts are updated, the procedure is
repeated for a total of K times to increase the population size of Pt+1 to N.
2.3 Related Work
2.3.1 Modularization of Model Transformations
Concerning the contribution of this area, we discuss main threads of related work. First,
we summarize works considering modularization in the general field of software engineer-
ing. then, we discuss modularization support in different transformation languages.
2.3.1.1 Modularization in Software Engineering
In the last two decades, a large number of research has been proposed to support (semi-
)automatic approaches to help software engineers maintain and extend existing systems. In
fact, several studies addressed the problem of clustering to find the best decomposition of
a system in terms of modules and not improving existing modularizations.
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Wiggerts (1997) provides the theoretical background for the application of cluster anal-
ysis in systems remodularization. He discusses on how to establish similarity criteria be-
tween the entities to cluster and provide the summary of possible clustering algorithms to
use in system remodularization. Later, Anquetil and Lethbridge (1999) use cohesion and
coupling of modules within a decomposition to evaluate its quality. They tested some of
the algorithms proposed by Wiggerts and compared their strengths and weaknesses when
applied to system remodularization. Maqbool and Babri (2007) focus on the application of
hierarchical clustering in the context of software architecture recovery and modularization.
They investigate the measures to use in this domain, categorizing various similarity and
distance measures into families according to their characteristics. A more recent work by
Shtern and Tzerpos (2009) introduced a formal description template for software cluster-
ing algorithms. Based on this template, they proposed a novel method for the selection of a
software clustering algorithm for specific needs, as well as a method for software clustering
algorithm improvement.
There have been several developments in search-based approaches to support the au-
tomation of software modularization Kessentini et al. (2010, 2011); Ouni et al. (2015);
Mkaouer et al. (2016); Kessentini et al. (2011); ben Fadhel et al. (2012); Kessentini et al.
(2010); Boussaa et al. (2013); Kessentini et al. (2013); Ghannem et al. (2013); Ouni et al.
(2017). Mancoridis et al. (1998) presented the first search-based approach to address the
problem of software modularization using a single-objective approach. Their idea to iden-
tify the modularization of a software system is based on the use of the hill-climbing search
heuristic to maximize cohesion and minimize coupling. The same technique has been also
used by Mitchell and Mancoridis (2006, 2008) where the authors present Bunch, a tool
supporting automatic system decomposition. Subsystem decomposition is performed by
Bunch by partitioning a graph of entities and relations in a given source code. To evaluate
the quality of the graph partition, a fitness function is used to find the trade-off between
interconnectivity (i.e., dependencies between the modules of two distinct subsystems) and
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intra-connectivity (i.e., dependencies between the modules of the same subsystem), to find
out a satisfactory solution. Harman et al. (2002) use a genetic algorithm to improve the sub-
system decomposition of a software system. The fitness function to maximize is defined
using a combination of quality metrics, e.g., coupling, cohesion, and complexity. Simi-
larly, Seng et al. (2005) treated the remodularization task as a single-objective optimization
problem using genetic algorithm. The goal is to develop a methodology for object-oriented
systems that, starting from an existing subsystem decomposition, determines a decompo-
sition with better metric values and fewer violations of design principles. Abdeen et al.
(2009) proposed a heuristic search-based approach for automatically optimizing (i.e., re-
ducing) the dependencies between packages of a software system using simulated anneal-
ing. Their optimization technique is based on moving classes between packages. Mkaouer
et al. (2015) proposed to remodularize object oriented software systems using many objec-
tive optimization with seven objectives based on structural metrics and history of changes
at the code level. In this work, we are addressing a different problem since transforma-
tion programs are a set of rules and thus the used objectives are different from those that
can be applied to JAVA programs. Praditwong et al. (2011) have recently formulated the
software clustering problem as a multi-objective optimization problem. Their work aims at
maximizing the modularization quality measurement, minimizing the inter-package depen-
dencies, increasing intra-package dependencies, maximizing the number of clusters having
similar sizes and minimizing the number of isolated clusters.
2.3.1.2 Modularization in Transformation Languages
The introduction of an explicit module concept going beyond rules as modularization
concept Kurtev et al. (2007) has been considered in numerous transformation languages
besides ATL to split up transformations into manageable size and scope. In the following,
we shortly summarize module support in the imperative transformation language QVT-
O OMG (2005), the declarative transformation languages TGGs Klar et al. (2007) and
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QVT-R OMG (2005), and the hybrid transformation languages ETL Kolovos et al. (2008)
and RubyTL Cuadrado and Garcı́a Molina (2008); Cuadrado and Molina (2009). All these
languages allow to import transformation definitions statically by means of explicit key-
words. In QVT-O the keyword extends is provided, in order to base a new transformation
on an existing one. In TGGs, it is possible to merge the rule types, i.e., the high-level cor-
respondences from one transformation with those of a new one. In QVT-R it is possible to
import a dependent transformation file and to extend a certain transformation of this file.
ETL allows to import rules from a different transformation definition and so does RubyTL.
Going one step further, in Cuadrado et al. (2014a) the authors propose transformation com-
ponents which may be considered as transformation modules providing a more systematic
description of their usage context such as required metamodel elements and configurations
of a transformation’s variability.
As for ATL, we are not aware of any automatic modularization support for transforma-
tion written in the aforementioned languages. In general, our proposed approach may be
also applicable for other transformation languages providing a module concept. The only
requirement is to find a transformation from the language to our modularization metamodel.
2.3.2 Automatic Refactoring of ATL Model Transformations
In this subsection, we initially discuss the different kinds of work regarding the eval-
uation of the quality of model transformations. Followed by discussing work specifically
dealing with the refactoring of model transformations.
2.3.2.1 Quality of Model Transformations
Certainly, there is a substantial work regarding the quality of software, thus, we will
only discuss the most closely related work especially those focusing on the quality of model
transformations. The authors in Mohagheghi and Dehlen (2008) defined the characteristics
of a quality framework for model-driven engineering (MDE). In Syriani and Gray (2012),
24
the authors discussed the various challenges that affects the quality of model transforma-
tions and proposed design patterns as well as quantitative metrics to assess the quality of
transformations.
There is a decent amount of work evolving around the definition of metrics to assess
the quality of model transformations in general or for a particular transformation language.
Both Tolosa et al. (2011); Vignaga (2009) defined metrics for ATL, the latter though cat-
egorized ATL metrics into three main groups; rule, unit, and helper metrics. Similarly,
in van Mf Marcel Amstel (2012) metrics were divided into four groups; rule, helper, de-
pendency, and miscellaneous metrics. In van Amstel et al. (2009), however, the authors
defined 27 quality metrics to measure six quality attributes: understandability, modular-
ity, modifiability, reusability, completeness, and consistency. An emphasis of the need to
relate metrics to quality attributes for ATL is detailed in van Amstel and van den Brand
(2011) and the relation between performance and the size and complexity of input model
was put under examination in van Amstel et al. (2011) in addition to a comparison between
the performance of execution engines for three transformation languages: ATL, QVTr, and
QVTo.
In Saeki and Kaiya (2007), the authors evaluated the external quality of transforma-
tion by applying metrics to both source and target models and evaluate the impact of the
transformation on the model’s quality. In Vieira and Ramalho (2014), a set of metrics
were proposed to measure the change impact of ATL model transformations. Other con-
tributions focused on a particular quality attribute; Rahimi and Lano (2011) identified the
differences between transformation languages in terms of comprehensibility, whereas a set
of metrics to measure the maintainability of QVT relational transformations has been pro-
posed in Kapová et al. (2010). Finally, in Lano and Alfraihi (2018) the authors discuss the
concept of technical depth for transformation languages by adapting quality flaws based on
metrics for program code for different model transformation languages. Bad smells based
on metrics for transformations written in the Epsilon Transformation Language (ETL) are
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reported in Bonet et al. (2018).
2.3.2.2 Refactoring in Model Driven Engineering
With respect to the automatic exploration of model transformation refactorings opportu-
nities, we discuss in this section related approaches. Compared to refactorings for different
modeling languages, e.g., cf. Mohamed et al. (2009); Zhang et al. (2005); Misbhauddin
and Alshayeb (2015); Mansoor et al. (2017, 2015); Ghannem et al. (2014), to mention just
a few approaches and surveys, only few dedicated approaches have been developed for
refactoring model transformations.
Dedicated refactoring operators for graph transformations have been presented in Taentzer
et al. (2012) with a concentration on certain quality aspects such as changeability, concise-
ness, and comprehensibility. Henshin-specific model transformation bad smells which have
an impact on the performance have been discussed in Tichy et al. (2013). The authors in
Strüber et al. (2016) proposed clone detection and a merge-based rule refactoring approach
for graph transformations which is related to inheritance-based ATL refactorings. However,
the study focusses on the correctness of the merge-based rule refactorings, while we focus
on the application of inheritance-based ATL refactorings with respect to quality metrics.
Recently, Strüber et al. proposed variability-based model transformation approach, in or-
der to tackle two issues; the maintainability and the performance of model transformations
Strüber et al. (2018).
In Wimmer et al. (2012), the first refactoring catalogue for model transformations is
presented which has been implemented for ATL. In our contributions, we build on the
refactoring operations presented but go beyond the automation support initially proposed
by Wimmer et al. While in the previous work, the refactoring process is semi-automated,
meaning that the refactoring operations have to be explicitly triggered by the user, in our
work we provide a fully automated approach for searching the refactoring space of a model
transformation.
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2.3.3 Test case selection for ATL Model transformations
We discuss main two threads of related work: (i) test case selection and (ii) testing in
MDE.
2.3.3.1 Test Case Selection
There are three main test case management directions in the literature; test case priori-
tization, reduction, and selection. In this section, we consider test case selection work.
Early test case selection approaches using Integer Programming technique are presented
in Fischer (1977); Fischer et al. (1981); Lee and He (1990). Fischer’s algorithm was ex-
tended in Hartmann and Robson (1989, 1990) to be applied for C programs. Several test
case selection techniques have been proposed afterwards including symbolic execution Yau
and Kishimoto (1987), program slicing Agrawal et al. (1993); Bates and Horwitz (1993),
data-flow analysis Gupta et al. (1992); Harrold and Souffa (1988); Taha et al. (1989), path
analysis Benedusi et al. (1988), dependence and flow graphs Rothermel and Harrold (1993,
1994, 1997); Laski and Szermer (1992); Ball (1998). There are works that used heuristics
to select test cases; In Biswas et al. (2009), the authors used genetic algorithms. In Mirarab
et al. (2012); Kumar et al. (2012); Panichella et al. (2015); de Souza et al. (2014); Yoo and
Harman (2007), the authors used multi-objective optimization techniques to select the ap-
propriate cases. The following surveys discussed test case selection techniques in a broader
manner Yoo and Harman (2012); Biswas et al. (2011); Rosero et al. (2016); Kazmi et al.
(2017).
We are inline with test case selection approaches using multi-objective optimization
techniques, but we apply them to a new kind of software artefact, namely model transfor-
mations.
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2.3.3.2 Testing and Model Driven Engineering
Model transformation testing is considered as one of the main challenges in MDE
and several papers discussed the need for a systematic validation of model transforma-
tions Bryant et al. (2011); Baudry et al. (2006, 2010); France and Rumpe (2007); Van
Der Straeten et al. (2008); Fleurey et al. (2004). In Brottier et al. (2006), the authors pre-
sented an automatic approach to generate test model to satisfy certain criteria. Several
papers took this direction afterwards such as the works of Fleurey et al. (2009); Lamari
(2007); Ehrig et al. (2009); Almendros-Jiménez and Becerra-Terón (2016), while others
used GA techniques to make the test case generation more efficient or relevant Jilani et al.
(2014); Shelburg et al. (2013); Wang et al. (2013); Gomez et al. (2012); Sahin et al. (2015).
In Finot et al. (2013), the authors proposed an approach to partially validate the output us-
ing expected target models. A black-box approach was proposed in Vallecillo et al. (2012),
where Tracts are used to certify that test models works for the transformation. The authors
in Rose and Poulding (2013) worked on producing smaller test suits by using probabilis-
tic distributions for generating model samples, while the authors of Kessentini et al. (2011)
discussed the definition of oracle function, and the automatic derivation of well-formedness
rules is presented in Faunes et al. (2013a).
In the context of Model-Based Testing (MBT), a number of contributions was proposed
to manage test suites. In Hemmati et al. (2010), the authors proposed similarity-based
test case selection technique that uses genetic algorithms to minimize similarities between
test cases. However, a test suite minimization framework is proposed in Farooq and Lam
(2009), the authors formalized test case reduction as a combinatorial optimization problem.
A test case prioritizing approach based on GA is proposed in Sharma et al. (2014). Cover-
ing all work is beyond the scope of this dissertation. Thus, we redirect to the survey by Wu
et al. (2012).
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2.3.4 Search-Based Software Engineering and Model Driven Engineering
SBSE has been used to tackle major MDE challenges for a while, as the associated
search spaces have the potential to be very large, SBSE techniques are gaining popularity in
both academia and industry since they are very beneficial in terms of finding good solutions
in a reasonable time Boussaı̈d et al. (2017).
The idea of formalizing model transformations as a combinatorial optimization prob-
lem was first proposed in Kessentini et al. (2008), several work followed this initiative
to use search-based optimization techniques with MT for different intents. The pioneer
contributions applied the search-based techniques to the model transformation by exam-
ple (MTBE) Varró (2006); Wimmer et al. (2007); Kappel et al. (2012) either to generate
transformation rules Kessentini et al. (2010); Faunes et al. (2013b); Baki et al. (2014), re-
cover transformation traces Saada et al. (2013), or to generate target models Kessentini
et al. (2008, 2012). While MTBE approaches do not include the search for modularization
when searching for model transformations, we discussed in chapter III an orthogonal prob-
lem, namely finding the best modules structure for a given transformation. In recent work,
searching for good solutions in terms of transformation rule applications for a particular
transformation in combination with a transformation context is investigated which is used
for in chapter III as a prerequisite by reusing the MOMoT framework. There are two re-
lated approaches to MOMoT. First, Denil et al. (2014) proposes a strategy for integrating
multiple single-solution search techniques directly into a model transformation approach.
In particular, they apply exhaustive search, randomized search, Hill Climbing and Simu-
lated Annealing. Second, Abdeen et al. (2014) also addresses the problem of finding opti-
mal sequences of rule applications, but they deal with population-based search techniques.
Thereby, this work is considered as a multi-objective exploration of graph transformation
systems, where they apply NSGA-II Deb et al. (2002) to drive rule-based design space ex-
ploration. The MOMoT approach follows the same spirit as the previous mentioned two
approaches, however, we aim to provide a loosely coupled framework which is not targeted
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to a single optimization algorithm but allows to use the most appropriate one for a given
transformation problem. In addition, the addressed problem in this work is different from
finding the optimal sequence of transformation rules.
There is a number of studies that used an SBSE approach to detect or recommend
model-refactoring opportunities; The authors in Jensen and Cheng (2010) proposed the
REMODEL approach which uses both genetic programming and software metrics (based
on QMOOD Bansiya and Davis (2002)) to generate design refactorings. The main two
objectives of REMODEL are: (i) using QMOOD metrics to improve the design quality, and
(ii) improving the maintainability of the software by introducing design patterns. A multi-
level refactoring approach was presented in Moghadam and Cinnéide (2012); Moghadam
(2011), where both the source code and the design are taken into consideration during the
refactoring process. The developer initially tailors the desired target design that is better in
terms of quality metrics or developer’s perspective (or both) and the source code will then
be refactored accordingly.
Model transformation testing is considered as one of the main challenges in MDE as
detailed in Straeten et al. (2009); Bryant et al. (2011). The authors in Jilani et al. (2014);
Shelburg et al. (2013); Wang et al. (2013); Gomez et al. (2012); Sahin et al. (2015) focused
on test data generation. Others worked on minimizing the test suite Rose and Poulding
(2013), the definition of oracle function Kessentini et al. (2011), and the automatic deriva-
tion of well-formedness rules Faunes et al. (2013a).
Besides testing and refactoring, the SBSE approach is extended to cover various MDE
challenges such as model versioning or model merging Kessentini et al. (2013); Mansoor
et al. (2015); Debreceni et al. (2016) and transformation rules orchestration Denil et al.




Modularization of Model Transformations
3.1 Introduction
Model-Driven Engineering (MDE) is a methodology that advocates the use of mod-
els throughout the software engineering life cycle to simplifying the design process and
increase productivity. Model transformations are the cornerstone of MDE Czarnecki and
Helsen (2006); Lúcio et al. (2014) as they provide the essential mechanisms for manipulat-
ing and transforming models. Most of these model transformations are expressed by means
of rule-based languages. In MDE, models and model transformations are considered de-
velopment artifacts which must be maintained and tested similar to source code in classical
software engineering.
In object-oriented systems, composition and modularization are used to tackle the is-
sues of maintainability and testability. Similar to any software systems, model transforma-
tion programs are iteratively refined, restructured, and evolved due to many reasons such as
fixing bugs and adapting existing transformation rules to new metamodels version. Thus, it
is critical to maintain a good quality and modularity of implemented model transformation
programs to easily evolve them by quickly locating and fixing bugs, flexibility to update ex-
isting transformation rules, improving the execution performance, etc. Although language
support for modularization in model transformation is emerging Kusel et al. (2015), it has
not been studied in that much detail and has not been widely adopted. For instance, this is
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also reflected by the current application of modularization within the ATL Transformation
Zoo, which does not contain any modularized transformation Kusel et al. (2013). Thus,
most of the existing ATL transformations are difficult to evolve, test and maintain.
We therefore propose an automatic approach to modularize large model transformations
by splitting them into smaller model transformations that are reassembled when the trans-
formation needs to be executed. Smaller transformations are more manageable in a sense
that they can be understood more easily and therefore reduces the complexity of testability
and maintainability. In particular, we focus on the modularization of ATL rules Kurtev et al.
(2007) and helper functions. To the best of our knowledge, the problem of the automated
modularization of model transformations beyond the rule concept has not been tackled so
far.
The modularization of model transformation programs is a very subjective process and
developers has to deal with different conflicting quality metrics to improve the modularity
of the transformation rules. The critical question to answer is what is the best way to re-
group together the rules that are semantically close by reducing the number of intra-calls
between rules in different modules (coupling) and increasing the number of inter-calls be-
tween rules within the same module (cohesion). In such scenario, it is clear that both of
these quality metrics are conflicting. To this end, we leverage the usage of search-based
algorithms Harman (2007) to deal with the potentially large search space of modulariza-
tion solutions. We measure the improvement of both testability and maintainability through
common metrics such as coupling and cohesion, which have been adapted for model trans-
formations and which are also used to guide the search process. Our many objective for-
mulation, based on NSGA-III Deb and Jain (2014), finds a set of modularization solutions
providing a good trade-off between four main conflicting objectives of cohesion, coupling,
number of generated modules and the deviations between the size of these modules.
In our evaluation, we demonstrate the necessity for such approach by outperforming
random search in all selected case studies (sanity check). Furthermore, we investigate
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the quality of our generated solutions by determining their recall and precision based on
comparison with other algorithms and manual solutions, ensuring quality of the produced
results. We consider six different-sized transformations, of which five are available in the
ATL Zoo and one has been created within our research group. Specifically, we show the
configuration necessary to apply our modularization approach and how the different metrics
of the selected transformations can be improved automatically. We found that, on average,
the majority of recommended modules for all the ATL programs are considered correct
with more than 84% of precision and 86% of recall when compared to manual solutions
provided by active developers. The statistical analysis of our experiments over several runs
shows that NSGA-III performed significantly better than multi-objective algorithms and
random search. We were not able to compare with existing ATL modularization approaches
since our study is the first to address this problem. The software developers considered in
our experiments confirm the relevance of the recommended modularization solutions for
several maintenance activities based on different scenarios and interviews. Therefore, the
contributions of this section can be summarized as follows:
1. Problem Formulation. We define the problem of modularizing model transforma-
tions as a many-objective optimization problem.
2. Problem Instantiation. We instantiate our proposed problem formulation for the
use case of ATL, which supports modularization through superimposition, and apply
our approach on six different-sized ATL case studies and investigate their results.
3. Solution Quality. We demonstrate the quality of our approach by comparing the
quality of the automatically generated solutions of NSGA-III with other multi-objective
algorithms, one mono-objective algorithm and manually created solutions.
4. Approach Usability. The qualitative evaluation of the performed user study confirms
the usefulness of the generated modularized solutions based on ATL.
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3.2 Approach
This section presents our generic approach for tackling the model transformation mod-
ularization problem using SBSE techniques as well as how it is instantiated for ATL trans-
formations.
3.2.1 Many-Objective Transformation Modularization
We formulate the model transformation modularization problem as a many-objective
problem using Pareto optimality. For this, we need to specify three aspects. First, we need
to formalize the model transformation domain in which transformations, both unmodu-
larized and modularized, can be defined in a concise way. This formalization should be
independent of any specific transformation language to make the approach more widely
applicable and generic. Second, we need to provide modularization operations which can
be used to convert an unmodularized transformation into a modularized one. Each modu-
larization operation serves as decision variables in our solution. Finally, we need to specify
a fitness function composed of a set of objective functions to evaluate the quality of our so-
lutions and compare solutions among each other. We resort on well-established objectives
from the software modularization domain and adapt them for the model transformation




















































































Figure 3.1: Overview of our modularization approach
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3.2.1.1 Transformation Representation
We formalize the problem domain of transformation modularization in terms of a ded-
icated Modularization domain-specific language (DSL), whose abstract syntax is depicted
in Figure 3.2
NamedElement 





[0..1]     inheritsFrom 
[0..*]       helperDependencies 
helperDependencies ruleDependencies     [0..*] 
Transformation 
  
modules [0..*]  





Figure 3.2: Modularization Metamodel
In this DSL, a transformation is composed of transformation rules and auxiliary func-
tions which are named helpers. A transformation rule can inherit the functionality of an-
other rule and may realize its own functionality by implicitly or explicitly invoking other
transformation rules and helpers. A helper, in turn, provides a piece of executable code
which can be called explicitly by any rule or helper. In our DSL, dependencies between
rules and helpers are made explicit. The identification of the transformation elements, i.e.,
modules, helpers, and rules, is done through a unique name (cf. class NamedElement)
3.2.1.2 Solution Representation
A solution must be able to convert an unmodularized transformation into a transforma-
tion with modules, where the modules names are assigned random strings. To represent
the process of this conversion, we consider a solution to be a vector of decision variables,
where each decision variable in this vector corresponds to one application of a modular-
ization operation. Initially, all rules and helpers of a transformation are contained in one
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module. The modularization operations assign a rule or helper from one existing module
to another existing or newly created module. Thus, the two rules depicted in Figure 3.3 are
sufficient.
(a) ReassignRule Operation to move a rule to another module
(b) ReassignHelper Operation to move a helper to another module
Figure 3.3: Rules realizing the modularization operation
The parameters of these operations are the rule or helper that is shifted and the respec-
tive source and target module. We use an injective matching strategy, i.e., no two left-hand
side nodes are assigned to the same model element, e.g., the source and target module
parameter in the rules can not be assigned to the same module element. The bounds for
helper and rule parameters are given by the set of rules and helpers in the unmodularized
transformation. The bound for the module parameter is a set of modules, where there can
be no more than n modules, where n is the total number of rules and helpers, i.e., the case in
which all rules and helpers are in their own module. By having such a precise upper bound
for the parameters, we can define the length of the solution vector as n, i.e., a solution
where each helper and rule is assigned exactly once.
3.2.1.3 Solution Fitness
To evaluate the quality of the solutions, we consider four objective functions based
on the resulting modularized transformation. An overview of these functions is depicted
36
in Table 3.1. Specifically, we aim to minimize the number of modules (NMT), minimize
the difference between the lowest and the highest number of transformation artifact, i.e.,
rules and helpers, in a module (DIF), minimize the coupling ratio (COP) and maximize
the cohesion ratio (COH). Since the multi-objective problem formulation only deals with
minimization, in practice, we take the negated value of the cohesion ratio.
Table 3.1: Objective functions for a modularization solution
ID Description Type
NMT Number of modules in the transformation Min
DIF Min/Max difference in transformation artifacts Min
COH Cohesion ratio (intra-module dependencies ratio) Max
COP Coupling ratio (inter-module dependencies ratio) Min
The formulas for each objective function are given in (3.1) to (3.4) (adapted from Ma-
soud and Jalili (2014)). In these formulas, M is the set of all modules and n is the number of
all transformations elements. U(m), R(m) and H(m) refer to all transformation elements,
rules, and helpers of a given module m, respectively. Furthermore, DRR(mi,m j) in Bram-
billa et al. (2017), DRH(mi,m j) in Sendall and Kozaczynski (2003), and DHH(mi,m j) in
Mens and Van Gorp (2006) specify the number of rule-to-rule, rule-to-helper and helper-to-
helper dependencies between the given modules mi and m j, respectively; while RR(mi,m j)
Brambilla et al. (2017), RH(mi,m j) Sendall and Kozaczynski (2003), and HH(mi,m j) Mens
and Van Gorp (2006) which represent the ratio of rule-to-rule, rule-to-helper and helper-to-
helper dependencies between the given modules mi and m j, respectively. It means that the
total number of rules and helpers within such modules is taken into account for the calcu-
lation of the ratios (see denominator). Finally, D(mi,m j) in Deb and Jain (2014) represents
the total ratio of dependencies between the given modules mi and m j.
Please note that in the formulae for calculating coupling and cohesion ratios, a zero
can be obtained in the denominators. In such cases, the result assigned to the division is
zero. The reason for this is to favor those solutions that do not have modules with only
one rule or only one helper. Specifically, it is not taken into account, i.e., not considered
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for the calculation of the ratios, the dependencies that the only rule of a module has with
itself, and the same thing for modules with only one helper (cf. equations 3.7 and 3.9
when i = j). This is used to optimize cohesion (which measures the dependencies within
modules). It is not taken into account, either, the dependencies from rules to the only rule
of a module, and those from helpers to the only helper of a module. On the contrary, those
dependencies from the only rule in a module to other rules in modules with more than one
rule, or from the only helper in a module to other helpers with more than one helper, are
taken into account (cf. equations 3.7 and 3.9 when i 6= j). With this strategy, modules
with only one rule or only one helper are partially taken into account for the calculation
of coupling (which measures the dependencies among modules). Finally, when we have a
module with a rule and a helper, the module has more than one artifact, so it is considered
for the calculation of cohesion and coupling. This is the reason why equation 3.8 cannot
have 0 in its denominator. Several different ways of defining coupling and cohesion in
different contexts have been proposed, where we have followed the approach defined by
some of them for solving the class responsibility assignment problem Masoud and Jalili
(2014); Bowman et al. (2007, 2010) due to its similarity to our problem.
The underlying assumption to minimize the NMT objective is that a small number of
modules is easier to comprehend and to maintain. Additionally, distributing the number of
rules and helpers equally among the modules mitigates against small isolated clusters and
tends to avoid larger modules, as also discussed by Praditwong et al. (2011). Furthermore,
we optimize the coupling and cohesion ratios which are well-known metrics in clustering
problems. Both coupling and cohesion ratios set the coupling, i.e., the number of inter-
module dependencies, and the cohesion, i.e., the number of intra-module dependencies,
in relation to all possible dependencies between the associated modules. Typically, a low
coupling ratio is preferred as this indicates that each module covers separate functionality
aspects. On the contrary, the cohesion within one module should be maximized to ensure
that it does not contain rules or helpers which are not needed to fulfill its functionality.
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NMT = |M| (3.1)






















Finally, to define the validity of our solutions, we enforce through constraints that all
transformation artifacts need to be assigned to a module and that each module must contain
at least one artifact. Solutions which do not fulfil these constraints are not part of the
feasible search space, as defined in Section 2.2.5.
3.2.1.4 Change Operators
In each search algorithm, the variation operators play the key role of moving within the
search space. Subsequently, we describe the two main used change operators of crossover
and mutation
Crossover. When two parent individuals are selected, a random cut point is determined
to split them into two sub-vectors. The crossover operator selects a random cut-point in the
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interval [0, minLength] where minLength is the minimum length between the two parent
chromosomes. Then, crossover swaps the sub-vectors from one parent to the other. Thus,
each child combines information from both parents. This operator must enforce the maxi-
mum length limit constraint by eliminating randomly some modularization operations. For
each crossover, two individuals are selected by applying the SUS selection. Even though in-
dividuals are selected, the crossover happens only with a certain probability. The crossover
operator allows creating two offspring P1’ and P2’ from the two selected parents P1 and
P2. It is defined as follows. A random position k is selected. The first k operations of P1
become the first k elements of P1’. Similarly, the first k operations of P2 become the first k
operations of P2’.
Mutation. The mutation operator consists of randomly changing one or more dimen-
sions (modularization operator) in the solution (vector). Given a selected individual, the
mutation operator first randomly selects some positions in the vector representation of the
individual. Then, the selected dimensions are replaced by other operation. When applying
the mutation and crossover, we used also a repair operator to delete duplicated operations
after applying the crossover and mutation operators.
3.2.2 Problem Instantiation: Many-Objective Modularization for ATL Transforma-
tions
We now instantiate our approach for ATL by performing three steps (cf. also Figure
3.4). First, we translate the given ATL transformation into our aforementioned modular-
ization DSL. By doing this translation, we explicate the dependencies within the transfor-
mation. Second, we perform the modularization using the modularization operations and
fitness function as described above. To modularize the transformation we apply our search-
based framework MOMoT with the NSGA-III algorithm. Third, we translate the optimized
modularization model with 1 to n modules to ATL files, i.e., transformation modules and




















Figure 3.4: Overview of the ATL modularization approach
3.2.2.1 Converting ATL Transformations to Modularization Models
ATL provides explicit concepts for modules, rules, and helpers, thus they can be mapped
directly to the modularization DSL. However, the extraction of the dependencies between
transformation elements is more challenging. In fact, we can distinguish between implicit
dependencies based on automatic resolution of matched rules and explicit dependencies
based on explicit invocations of lazy rules, called rules, and helpers Troya et al. (2016).
While explicit invocations are directly manifested in the syntax of ATL transformations,
additional reasoning is needed to statically identify the dependencies among matched rules.
We have automated the way of producing the dependency model with a high-order
transformation (HOT) Tisi et al. (2009) that takes the transformation injected into a model-
based representation as well as the metamodels of the transformation as input and statically
infers information about types in the transformation. As mentioned, the most challenging
task is to extract the dependencies among matched rules. This is done by the HOT in two
steps. First, the types of the rules are statically extracted, i.e., the classes of the metamodels
that participate in the rules. This means that it needs to extract the types of the elements that
are reached by OCL navigations Burgueño et al. (2015). In the second step, after the types
of the different parts of the rules are extracted, we can trivially calculate the dependencies.
Thus, we consider that a rule, R1, depends on another rule, R2, if the intersection of the
types of the bindings of R1 with the ones of the InPatternElements of R2 is not empty.
For instance, in Listing II.1, rule Class2Table depends on ClassAttribute2Column since
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some of the objects retrieved in the second binding of the former rule, c.attr ! select(e |
not e.multivalued), have the same type as the one specified in the InPatternElement of the
latter rule, i.e., Class!Attribute where the multivalued attribute is set to false. For more
information on the dependency types that can take place in ATL transformations and how
we statically obtain the types of the elements appearing in the rules, we kindly refer the
interested reader to Troya et al. (2016). The model produced by the HOT conforms to our
modularization DSL and is composed of one module and the same number of rules and
helpers as the ATL transformation contains. However, all dependencies between rules and
helpers are explicitly declared in this model.
3.2.2.2 Search-based Modularization
Having the modularization model at hand, we apply our search-based framework MO-
MoT Fleck et al. (2015, 2016a), to find the Pareto-optimal module structure. MOMoT1 is
a task- and algorithm-agnostic approach that combines SBSE and MDE. It has been devel-
oped in previous work Fleck et al. (2015) and builds upon Henshin2 Arendt et al. (2010)
to define model transformations and the MOEA framework3 to provide optimization tech-
niques. In MOMoT, DSLs (i.e., metamodels) are used to model the problem domain and
create problem instances (i.e., models), while model transformations are used to manipulate
those instances. The orchestration of those model transformations, i.e., the order in which
the transformation rules are applied and how those rules need to be configured, is derived
by using different heuristic search algorithms which are guided by the effect the transfor-
mations have on the given objectives. In order to apply MOMoT for the given problem,
we need to specify the necessary input. The instance model is the modularization model
obtained in the previous step, while the rules are the modularization operations defined as





to create modules. Thereby, we produce input models with different number of modules in
the range of [1, n], where n is the number of rules and helpers combined. This covers both
the case that all rules and helpers are in one single module and the case in which each helper
and rule is in its own module. The objectives and constraints described in Section 3.2.1.3
are implemented as Java methods to provide the fitness function for MOMoT. Finally, we
need to select an algorithm to perform the search and optimization process. For this task,
we choose the NSGA-III, as it is know to be able to manage many-objective problems
3.2.2.3 Converting Modularization Models to ATL Transformations
After retrieving the solutions produced by MOMoT, each module is translated to an
ATL unit, resulting in n ATL files. Modules solely containing helpers are translated to
libraries and modules which have at least one rule are translated into normal ATL modules.
As mentioned in Section 3.2.1.2, the names given to the different ATL files are random
strings. Of course, users of our tool may decide to change these names and add more
meaningful names after the modularization process finishes. The whole transformation is
again implemented as a HOT
3.3 Evaluation
In order to evaluate our approach by instantiating it for ATL, we answer four research
questions regarding the need for such an approach, the correctness of the solutions and the
usability of the modularization results. In the next sub-sections, we describe our research
questions and the seven case studies and metrics we use to answer these questions. Fi-




Our study addresses the following four research questions. With these questions, we
aim to justify the use of our metaheuristic approach, compare the use of NSGA-III with
other algorithms (Random Search, e-MOEA and SPEA2), argue about the correctness of
the modularization results retrieved from our approach and validate the usability of our
approach for software engineers in a real-world setting.
RQ1: Search Validation: Do we need an intelligent search for the transformation
modularization problem?
To validate the problem formulation of our modularization approach, we compared
our many-objective formulation with Random Search (RS). If Random Search outperforms
a guided search method, we can conclude that our problem formulation is not adequate
Harman et al. (2012); Arcuri and Briand (2014); Harman et al. (2012). Since outperforming
a random search is not sufficient, the question is related to the performance of NSGA-III,
and a comparison with other multi-objective algorithms.
RQ2 Search Quality: How does the proposed many-objective approach based on
NSGA-III perform compared to other multi-objective algorithms?
Our proposal is the first work that tackles the modularization of model transformation
programs. Thus, our comparison with the state of the art is limited to other multi-objective
algorithms using the same formulation. We elect two algorithms, e-MOEA and SPEA2, to
do this comparison. We have also compared the different algorithms when answering the
next questions.
RQ3.1 Solution Correctness: How close are the solutions generated by our ap-
proach to solutions a software engineer would develop?
To see whether our approach produces sufficiently good results, we compare our gen-
erated set of solutions with a set of manually created solutions by developers based on
precision and recall.
RQ3.2 Solution Correctness: How good are the solutions of our approach based
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on manual inspection?
While comparison with manually created solutions yields some insight into the cor-
rectness of our solutions, good solutions which have an unsuspected structure would be
ignored. In fact, there is no unique best modularization solution, thus a deviation with the
expected manually created solutions could be just another good possibility to modularize
the ATL program. Therefore, we perform a user study in order to evaluate the coherence of
our generated solutions by manually inspecting them.
The goal of the following two questions is to evaluate the usefulness and the effec-
tiveness of our modularization tool in practice. We conducted a non-subjective evaluation
with potential developers who can use our tool related to the relevance of our approach for
software engineers:
RQ4.1 Approach Usability: How useful are modularizations when identifying or
fixing bugs in a transformation?
Identifying and fixing bugs in a transformation is a common task in MDE, where trans-
formations are seen as development artifacts. As such, they might be developed incremen-
tally and by different people, leading to potential bugs in the transformation. We investigate
whether the performance of this task can be improved through modularization.
RQ4.2 Approach Usability: How useful are modularizations when adapting trans-
formation rules due to metamodel changes?
During the lifecycle of an application, the input and/or output metamodel of a model
transformation might change, e.g., due to new releases of the input or output language.
When the input or output metamodel changes, the model transformation has to be adapted
accordingly not to alter the system semantics. We evaluate whether the adaptation of the
transformation rules can be improved through modularization.
In order to answer these research questions we perform experiments to extract several
metrics using seven case studies and two user studies. The complete experimental setup is




Our research questions are evaluated using the following seven case studies. Each case
study consists of one model transformation and all the necessary artifacts to execute the
transformation, i.e., the input and output metamodels and a sample input model. Most of
the case studies have been taken from the ATL Zoo, a repository where developers can
publish and describe their ATL transformations.
CS1 Ecore2Maude: This transformation takes an Ecore metamodel as input and gener-
ates a Maude specification. Maude Clavel et al. (2007) is a high-performance reflec-
tive language and system supporting both equational and rewriting logic specification
and programming for a wide range of applications.
CS2 OCL2R2ML: This transformation takes OCL models as input and produces R2ML
(REWERSE I1 Markup Language) models as output. Details about this transforma-
tion are described in Milanović et al. (2007).
CS3 R2ML2RDM: This transformation is part of the sequence of transformations to
convert OCL models into SWRL (Semantic Web Rule Language) rules Milanović
(2007). In this process, the selected transformation takes a R2ML model and obtains
an RDM model that represents the abstract syntax for the SWRL language.
CS4 XHTML2XML: This transformation receives XHTML models conforming to the
XHTML language specification version 1.1 as input and converts them into XML
models consisting of elements and attributes.
CS5 XML2Ant: This transformation is the first step to convert Ant to Maven. It acts as
an injector to obtain an xmi file corresponding to the Ant metamodel from an XML
file.
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CS6 XML2KML: This transformation is the main part of the KML (Keyhole Markup
Language) injector, i.e., the transformation from a KML file to a KML model. Be-
fore running the transformation, the KML file is renamed to XML and the KML tag
is deleted. KML is an XML notation for expressing geographic annotation and visu-
alization within Internet-based, two-dimensional maps and three-dimensional Earth
browsers.
CS7 XML2MySQL: This transformation is the first step of the MySQL to KM3 transfor-
mation scenario, which translates XML representations used to encode the structure
of domain models into actual MySQL representations.
We have selected these case studies due to their difference in size, structure and num-
ber of dependencies among their transformation artifacts, i.e., rules and helpers. Table 3.2
summarizes the number of rules (R), the number of helpers (H), the number of dependen-
cies between rules (DRR), the number of dependencies between rules and helpers (DRH)
and the number of dependencies between helpers (DHH) for each case study.
ID Name R H DRR DRH DHH
CS1 Ecore2Maude 40 40 27 202 23
CS2 OCL2R2ML 37 11 54 25 8
CS3 R2ML2RDM 58 31 137 68 17
CS4 XHTML2XML 31 0 59 0 0
CS5 XML2Ant 29 7 28 33 5
CS6 XML2KML 84 5 0 85 2
CS7 XML2MySQL 6 10 5 16 5
Table 3.2: Size and structure of all case studies.
3.3.2.2 Evaluation Metrics
To answer our research questions, we use several metrics depending on the nature of
the research question.
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Search Performance Metrics: In order to evaluate research questions RQ1 and RQ2,
we compare the results of NSGA-III with Random Search, e-MOEA and SPEA2 based on
Hypervolume and Inverted Generational Distance for all case studies.
• Hypervolume (IHV) corresponds to the proportion of the objective space that is dom-
inated by the Pareto front approximation returned by the algorithm and delimited by
a reference point. The larger the proportion, the better the algorithm performs. It is
interesting to note that this indicator is Pareto dominance compliant and can capture
both the convergence and the diversity of the solutions. Therefore, IHV is a common
indicator used when comparing different search-based algorithms.
• Inverse generational distance (IGD) is a convergence measure that corresponds to
the average Euclidean distance between the Pareto front approximation produced by
the algorithm and the reference front. We can calculate the distance between these
two fronts in an M-objective space as the average M-dimensional Euclidean distance
between each solution in the approximation and its nearest neighbor in the reference
front. Better convergence is indicated by lower values.
Solution Correctness Metrics: In order to evaluate research questions RQ3.1 and
RQ3.2, we inspect our solutions with respect to manual solutions and as standalone so-
lutions. Ideally, we would compare our solutions with ATL modularized solutions. How-
ever, as mentioned in Section 3.1, there is no single modularized solution in the ATL Zoo,
what made us follow this approach. Specifically, for RQ3.1, we automatically calculate the
precision (PR) and recall (RE) of our generated solutions given a set of manual solutions.
Since there are many different possible manual solutions, only the best precision and recall
value are taken into account, as it is sufficient to conform to at least one manual solution.
For answering RQ3.2 with the manual validation, we asked groups of potential users to
evaluate, manually, whether the suggested solutions are feasible and make sense given the
transformation. We therefore define the manual precision (MP) metric
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• To automatically compute precision (PR) and recall (RE), we extract pair-wise the
true-positive values (TP), false-positive values (FP) and false-negative values (FN)
of each module. TPs are transformation artifacts which are in the same module and
should be, FPs are artifacts which are in the same module but should not be and FNs









Higher precision and recall rates correspond to results that are closer to the expected
solutions and are therefore desired.
• Manual precision (MP) corresponds to the number of transformation artifacts, i.e.,
rules and helpers, which are modularized meaningfully, over the total number of
transformation artifacts. MP is given by the following equation
MP =
|coherent artifacts|
|all artifacts| 2 [0,1]
A higher manual precision indicates more coherent solutions and therefore solutions
that are closer to what a user might expect.
For each case study and algorithm, we select one solution using a knee point strategy
Bechikh et al. (2011). The knee point corresponds to the solution with the maximal trade-
off between all fitness functions, i.e., a vector of the best objective values for all solutions.
In order to find the maximal tradeoff, we use the trade-off worthiness metric proposed by
Rachmawati and Srinivasan Rachmawati and Srinivasan (2009) to evaluate the worthiness
of each solution in terms of objective value compromise. The solution nearest to the knee
point is then selected and manually inspected by the subjects to find the differences with an
expected solution. Then, we evaluated the similarity between that knee point solution and
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the expected ones based on Precision and Recall. When two expected solutions have the
same average of Precision and Recall, we presented in the results the average of Precision
and the average of Recall. However, this scenario never happens in our experiments since
in that case the two expected solutions are very different (which is very rare to happen in
practice).
Modularization Usability Metrics: In order to evaluate research questions RQ4.1 and
RQ4.2, we consider two dimensions of usability: the estimated difficulty and the time that
is needed to perform each task. These tasks are related to bug fixing in the transformations
(T1) and adapting the transformations due to metamodel changes (T2).
• Subjects in the usability study (cf. Section 3.3.2.4) are able to rate the difficulty to
perform a certain task (DF) using a five-point scale. The values of this scale are very
difficult, difficult, neutral, easy and very easy. The more easy or less difficult in the
rating, the better the result.
• In order to get a better estimate about the efficiency a modularized transformation
can provide, we ask our study subjects (cf. the Section 3.3.2.4) to record the time
that is needed to perform each of the tasks. The time unit we use is minutes and the
less time is needed, the better the result.
As a helpful remainder for the rest of this evaluation, Table 3.3 summarizes, for each
research question, the evaluation metrics that are used and the type of study it is – the
meaning of ST is explained in Section 3.3.3.5.
3.3.2.3 Statistical Tests
Since metaheuristic algorithms are stochastic optimizers, they can provide different
results for the same problem instance from one run to another. For this reason, our experi-
mental study is performed based on 30 independent simulation runs for each case study and
the obtained results are statistically analyzed by using the Mann-Whitney U test Arcuri and
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Briand (2011) with a 99% significance level (a = 0.01). The Mann-Whitney U test Mann
and Whitney (1947), equivalent to the Wilcoxon rank-sum test, is a nonparametric test that
allows two solution sets to be compared without making the assumption that values are
normally distributed. Specifically, we test the null hypothesis (H0) that two populations
have the same median against the alternative hypothesis (H1) that they have different me-
dians. The p-value of the Mann-Whitney U test corresponds to the probability of rejecting
the H0 while it is true (type I error). A p-value that is less than or equal to a means that
we accept H1 and we reject H0. However, a p-value that is strictly greater than a means
the opposite. Since we are conducting multiple comparisons on overlapping data to test
multiple null hypotheses, p-values are corrected using the Holm’s correction Holm (1979).
This correction procedure sorts the p-values obtained from n tests in an ascending order,
multiplying the smallest value by n, the next one by n 1, etc
For each case study, we apply the Mann-Whitney U test for the results retrieved by the
NSGA-III algorithm and the results retrieved by the other algorithms (Random Search, e-
MOEA and SPEA2). This way, we determine whether the performance between NSGA-III
and the other algorithms is statistically significant or simply a random result.
3.3.2.4 User Studies
In order to answer research questions RQ3.1 to RQ4.2, we perform two studies, a cor-
rectness study for RQ3.1 and RQ3.2 and a usability study for RQ4.1 and RQ4.2. The
RQ | Evaluation Metric Type of Study
RQ1 | IHV, IGD Performance Study
RQ2 | IHV, IGD Performance Study
RQ3.1 | PR, RE, MP Correctness Study
RQ3.2 | PR, RE, MP Correctness Study
RQ4.1 | DF, T, ST Usability Study
RQ4.2 | DF, T, ST Usability Study
Table 3.3: Evaluation metric and type of study for each Research Question (RQ).
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correctness study retrieves the precision, recall and manual precision of our generated so-
lutions in order to evaluate how good these solutions are. The usability study consists of
two tasks that aim to answer the question of usefulness of modularized transformations.
Solution Correctness Study: For RQ3.1, we produce manual solutions to calculate the
precision and recall of our automatically generated solutions (cf. Section 3.3.2.2). These
manual solutions are developed by members of our research groups which have knowl-
edge of ATL but are not affiliated with this work. Our study involved 23 subjects from the
University of Michigan. Subjects include 14 undergraduate/master students in Software
Engineering, 8 PhD students in Software Engineering, 2 post-docs in Software Engineer-
ing. Nine of them are females and 17 are males. All the subjects are volunteers and familiar
with MDE and ATL. The experience of these subjects on MDE and modeling ranged from
2 to 16 years. All the subjects have a minimum of 2 years experience in industry (Software
companies).
For RQ3.2 we need transformation engineers to evaluate our generated solutions, inde-
pendent from any solution they would provide. More precisely, we asked the 23 subjects
from the University of Michigan to inspect our solutions manually. The manual precision
is computed not with respect to the best manual solutions (that is used for the precision and
recall). The manual precision is computed by asking the developers to give their opinion
about the correctness of the knee point solution by validating the modularization operations
one by one. In fact, a deviation with expected solutions may not mean that the recom-
mended operations are not correct, but it could be another possible way to re-modularize
the program. We computed the average k-agreement between the developers for all the
votes on all the evaluated operations and the average Cohen’s kappa coefficient is 0.917.
Thus, there is a consensus among the developers when manually evaluating the correctness
of the modularization operations. The subjects were asked to justify their evaluation of the
solutions and these justifications are reviewed by the organizers of the study. Subjects were
aware that they are going to evaluate the quality of our solutions, but were not told from
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which algorithms the produced solutions originate. Based on the results retrieved through
this study, we calculate the manual precision metric as explained in Section 3.3.2.2.
Modularization Usability Study: In order to answer RQ4.1 and RQ4.2, we perform
a user study using two of the seven case studies: Ecore2Maude (CS1) and XHTML2XML
(CS4). These two case studies have been selected because they represent a good diversity of
case studies as they differ in their size and structure. The Ecore2Maude transformation has
a balanced and high number of rules and helpers and quite a high number of dependencies
of all kinds. The XHTML2XML transformation, on the other hand, only consists of rules
and has a comparatively low number of rule dependencies. In this study, subjects are asked
to perform two tasks (T1 and T2) for each case study and version, once for the original,
unmodularized transformation and once for the modularized transformation:
T1 Fixing a Transformation: The first task (T1) is related to fixing a model transfor-
mation due to bugs that have been introduced throughout the developing cycle. Such
bugs usually alter the behavior of a transformation without breaking it, i.e., the trans-
formation still executes but produces a wrong output. To simulate such a scenario,
we introduced two bugs into the XHTML2XML transformation and four bugs into
the Ecore2Maude transformation since it is larger and, therefore, it is more likely
to contain bugs. The bugs have been created according to some mutation operators
Troya et al. (2015); Mottu et al. (2006); Alhwikem et al. (2016), and the same bugs
have been introduced both in the original and modularized versions. They are all of
equal size and simulate bugs that are likely to be caused by developers. In this sense,
a study of the specific faults a programmer may do in a model transformation is pre-
sented in Mottu et al. (2006). Out of the several different faults, we have applied
changes in the navigation (according to the relation to another class change mutation
operator Mottu et al. (2006)) and in the output model creation. Specifically, in the
XHTML2XML transformation, one bug has to do with the incorrect initialization of
a string attribute, while the other bug has to do with the incorrect assignment of a
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reference (the reference should point to a different element). In the Ecore2Maude
transformation, three bugs have to do with the incorrect initialization of a string at-
tribute and the fourth one with the incorrect assignment of a reference. In order to
avoid distorting the results for the comparison, all the bugs have been introduced in
bindings, so the difficulty in finding them should be similar. To gain more insight
in our evaluation, we split this task into two subtasks: the task of locating the bugs
(T1a) and the task of actually fixing the bugs (T1b).
T2 Adapting a Transformation: The second task (T2) we ask our subjects to perform
is to adapt a model transformation due to changes introduced in the input or output
metamodels. These changes can occur during the lifecycle of a transformation when
the metamodels are updated, especially when the metamodels are not maintained by
the transformation engineer. In many cases, these changes break the transforma-
tion, i.e., make it not compilable and therefore not executable. Furthermore, either
only one or both the input and output metamodels may evolve in real settings. To
simulate reality, we have modified the input metamodel of the XHTML2XML trans-
formation and the output metamodel of the Ecore2Maude transformation. Thus, we
have changed the name of three elements in the XHTML metamodel and of two el-
ements in the Maude metamodel (since this metamodel is a bit smaller). Therefore,
the changes are again equal in nature.
The usability study was performed with software engineers from the Ford Motor Com-
pany and students from the University of Michigan. The software engineers were interested
to participate in our experiments since they are planning to adapt our modularization pro-
totype for transformation programs implemented for car controllers. Based on our agree-
ment with the Ford Motor Company, only the results for the ATL case studies described
previously can be shared in this chapter. However, the evaluation results of the software
engineers from Ford on these ATL programs are discussed in this section. In total, we had
32 subjects that performed the tasks described above including 9 software engineers from
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the IT department and innovation center at Ford and 23 participants from the University
of Michigan (described previously). All the subjects are volunteers and each subject was
asked to fill out a questionnaire which contained questions related to background, i.e., their
persona, their level of expertise in software engineering, MDE and search-based software
engineering. We have collected the data about the participants when completing the ques-
tionnaire about their background including the years/months of professional experience.
The experience of these subjects on MDE and modeling ranged from 2 to 16 years. All
the subjects have a minimum of 2 years experience in industry (Software companies). To
rate their expertise in different fields, subjects could select from none (0-2 years), very low
(2-3 years), low (2-4 years), normal (4-5 years), high (5-10 years) and very high (more than
10 years). After each task, in order to evaluate the usability of the modularized transfor-
mations against the original, unmodularized transformations, subjects also had to fill out
the experienced difficulty to perform the task and the time they spent to finish the task (cf.
metric description in Section 3.3.2.2).
For our evaluation, we divided the 32 subjects into four equal-sized groups, each group
containing eight people. The first group (G1) consists of most software engineers from
Ford, the second and third groups (G2 and G3) are composed of students from the Uni-
versity of Michigan and the fourth group (G4) contains one software engineer from Ford,
2 post-docs and 5 PhD students from the University of Michigan. All subjects have high
to very high expertise in software development, model engineering and software modular-
ization and on average a little bit less experience in model transformations and specifically
ATL. To avoid the influence of the learning effect, no group was allowed to perform the
same task on the same case study for the modularized and unmodularized versions. The
actual assignment of groups to tasks and case studies is summarized in Table 3.4.
Please note that since the bugs introduced in the transformations are semantic bugs,
neither the syntax nor the runtime analyzers of ATL will throw any error. This means
that the participants will have to spot the errors by inspecting the ATL transformations,
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CS Task Original Modularized
CS1 Task 1 Group 1 Group 3
Task 2 Group 2 Group 4
CS4 Task 1 Group 3 Group 1
Task 2 Group 4 Group 2
Table 3.4: Assignment of groups to tasks and case studies. No group is allowed to perform
a task on the same case study twice.
for which we expect a modularized ATL transformation to be useful with respect to a
non-modularized one. Regarding available search tools for ATL, users can rely on the
out-of-the-box tools offered by Eclipse. Eclipse allows to search for text in the current
opened file as well as to search for text in a group of files. For better navigability and
comprehensibility, ATL offers the possibility of realize code navigation and shows the text
using syntax coloring. Syntax errors should also appear highlighted in the IDE.
3.3.2.5 Parameter Settings
In order to retrieve the results for each case study and algorithm, we need to configure
the execution process and the algorithms accordingly. To be precise, all our results are re-
trieved from 30 independent algorithm executions to mitigate the influence of randomness.
In each execution run, a population consists of 100 solutions and the execution finishes
after 100 iterations, resulting in a total number of 10,000 fitness evaluations.
To configure all algorithms except Random Search, which creates a new, random pop-
ulation in each iteration, we need to specify the evolutionary operators the algorithms are
using. As a selection operator, we use deterministic tournament selection with n = 2. De-
terministic tournament selection takes n random candidate solutions from the population
and selects the best one. The selected solutions are then considered for recombination. As
recombination operator, we use the one-point crossover for all algorithms. The one-point
crossover operator splits two parent solutions, i.e., orchestrated rule sequences, at a ran-
dom position and merges them crosswise, resulting in two, new offspring solutions. The
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underlying assumption here is that traits which make the selected solutions fitter than other
solutions will be inherited by the newly created solutions. Finally, we use a mutation op-
erator to introduce slight, random changes into the solution candidates to guide the search
into areas of the search space that would not be reachable through recombination alone.
Specifically, we use our own mutation operator that exchanges one rule application at a
random position with another with a mutation rate of five percent. With these settings, the
NSGA-III algorithm is completely configured. However, the e-MOEA takes an additional
parameter called epsilon that compares solutions based on e-dominance Laumanns et al.
(2002) to provide a wider range of diversity among the solutions in the Pareto front ap-
proximiaton. We set this parameter to 0.2. Furthermore, in SPEA2 we can control how
many offspring solutions are generated in each iteration. For our evaluation, we produce
100 solutions in each iteration, i.e., the number of solutions in the population.
As fitness function we use the four objectives described in Section 3.2.1.3. As a re-
minder, these objectives are the number of modules in the transformation (NMT), the dif-
ference between the number of transformation artifacts, i.e., rules and helpers, in the mod-
ule with the lowest number of artifacts and the module with the highest number of artifacts
(DIF), the cohesion ratio (COH) and the coupling ratio (COP). The initial objective values
for each case study are listed in Table 3.5.
ID Name NMT # DIF # COH " COP #
CS1 Ecore2Maude 1 0 0.15830 0.0
CS2 OCL2R2ML 1 0 0.17469 0.0
CS3 R2ML2RDM 1 0 0.79269 0.0
CS4 XHTML2XML 1 0 0.06344 0.0
CS5 XML2Ant 1 0 0.31609 0.0
CS6 XML2KML 1 0 0.30238 0.0
CS7 XML2MySQL 1 0 0.48888 0.0
Table 3.5: Initial objective values for all seven case studies. The arrow next to the objective
name indicates the direction of better values.
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3.3.3 Result Analysis
3.3.3.1 Results for RQ1
In order to answer RQ1 and therefore evaluate whether a sophisticated approach is
needed to tackle the model transformation problem, we compare the search performance
of our approach based on NSGA-III with the performance of Random Search (RS). If RS
outperforms our approach, we can conclude that there is no need to use a sophisticated
algorithm like NSGA-III. Comparing an approach with RS is a common practice when
introducing new search-based problem formulations in order to validate the search effort
Harman et al. (2012). Specifically, in our evaluation we investigate the Hypervolume indi-
cator (IHV) and the Inverted Generational Distance indicator (IGD), cf. Section 3.3.2.2, on
30 independent algorithm runs for all case studies.
The results of our evaluation are depicted in Figure 3.5. The details of p-value and effect
for each case study for the IHV and IGD metrics are given in Table 3.7 and in Table 3.8,
respectively. In figure 3.5, each box plot shows the minimum value of the indicator (shown
by the lower whisker), the maximum value of the indicator (shown by the upper whisker),
the second quantile (lower box), the third quantile (upper box), the median value (horizontal
line separating the boxes) and the mean value of the indicator (marked by an ’x’). We can
clearly see that for the IHV indicator, RS has lower and therefore worse values than NSGA-
III for all case studies. To investigate these results, we have deployed the Mann-Whitney
U test with a significance level of 99%. As a result, we find a statistical difference between
NSGA-III and RS for all case studies, except XHTML2XML. One reason for this result
might be that the XHTML2XLM case study has a rather simple structure compared to most
of the other case studies. To further investigate the differences between RS and NSGA-III
we calculate the effect size for both indicators using Cohen’s d statistic Cohen (1988).
Cohen’s d is defined as the difference between the two mean values x1  x2 divided by the
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Figure 3.5: Hypervolume (IHV) and Inverted Generational Distance (IGD) indicator for
all case studies and algorithms. The 'x'marks the mean value retrieved from a specific
algorithm for a specific case study. All results are retrieved from 30 independent algorithm
runs.
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(1) small if 0.2  d < 0.5, (2) medium if 0.5  d < 0.8, or (3) large if d   0.8. For IHV,
all differences are considered large.
Interestingly, when we compare RS and NSGA-III for the IGD indicator the same way,
the results are different. Please note that for IGD, lower values are considered better, as they
indicate an overall better convergence of the algorithm. For IGD, there is no significant
difference between the results of NSGA-III and RS, except for the simplest case study,
XML2MySQL, where also the effect size yields a large difference. At the same time,
in none of the cases the results of RS were significantly better due to the huge number
of possible solutions to explore (high diversity of the possible remodularization solutions).
Also interesting is the fact that RS produces solutions with a much lower variance of values.
While IHV and IGD capture the efficiency of the search, we are also interested in the
solutions found by each algorithm. To be more precise, we look at the median value of
each objective value and its standard deviation. The results are depicted in Table 3.6, the
bottom two lines of each case study. The arrow next to the objective name indicates the
direction of better values. As we can see from the table, in the median case, the results
of NSGA-III are better for NMT, COH and COP by a factor of around 2 in some cases.
The only exception is DIF, where RS yields lower values in most case studies. This may
be explained through the way NSGA-III tries to balance the optimization of all objective
values and by doing so yields good results for all objectives, but may be outperformed
when looking only at single objectives.
In conclusion, we determine that the transformation modularization problem is com-
plex and warrants the use of a sophisticated search algorithm. Since in none of the cases
RS significantly outperforms NSGA-III, while on the other hand there are many instances
where NSGA-III dominates RS, we further infer that our many-objective formulation sur-
passes the performance of RS thus justifying the use of our approach and metaheuristic
search.
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CS Approach NMT # DIF # COH " COP #
CS1
SPEA2 28 10.09 40 15.08 1.89 1.22 31.14 27.45
e-MOEA 21 7.81 45 12.00 2.72 1.42 10.37 13.87
NSGA-III 23 7.96 44 12.48 3.72 1.72 13.10 11.87
RS 35 4.26 28 5.28 2.66 1.26 49.66 19.62
CS2
SPEA2 14 4.96 27 8.03 2.68 1.38 3.91 5.15
e-MOEA 13 4.51 28 7.45 3.44 1.17 0.84 3.75
NSGA-III 13 2.94 23 3.77 5.23 1.03 3.09 2.31
RS 19 3.56 21 4.72 2.56 1.15 5.80 4.58
CS3
SPEA2 30 9.76 49 14.76 1.12 0.87 12.17 12.88
e-MOEA 27 8.09 50 12.60 1.28 0.91 2.83 6.20
NSGA-III 25 3.54 46 6.56 3.22 1.19 7.31 5.84
RS 39 4.82 32 5.65 1.45 1.01 19.13 12.24
CS4
SPEA2 7 2.76 21 3.85 0.78 0.54 1.35 2.80
e-MOEA 7 2.74 20 3.66 0.57 0.36 0.36 2.01
NSGA-III 7 3.00 18 4.38 1.06 0.66 0.43 2.64
RS 6 2.31 22 2.97 0.52 0.34 0.31 1.87
CS5
SPEA2 10 3.99 19 6.58 1.55 0.86 4.95 4.30
e-MOEA 8 3.36 19 5.48 1.76 1.01 2.06 2.80
NSGA-III 9 2.18 18 3.89 2.76 0.98 3.05 2.05
RS 13 3.03 15 3.98 1.53 0.89 6.60 4.67
CS6
SPEA2 23 9.38 57 13.70 0.73 0.69 10.11 8.30
e-MOEA 18 7.00 59 10.32 1.50 0.85 7.30 5.88
NSGA-III 19 3.25 55 6.82 2.08 0.96 11.13 4.63
RS 30 5.30 47 6.92 1.00 0.82 19.17 6.73
CS7
SPEA2 5 1.78 6 2.84 2.93 1.30 1.50 2.23
e-MOEA 4 1.72 7 2.70 3.04 1.16 1.33 1.84
NSGA-III 4 1.75 6 3.16 3.42 1.48 1.05 2.16
RS 6 1.73 5 2.61 2.23 1.16 3.17 2.35
Table 3.6: Median objective values and standard deviations for all objectives in the fitness
functions, all algorithms and all case studies. The arrow next to the objective name indicates
the direction of better values. All results are retrieved from 30 independent algorithm runs.
3.3.3.2 Results for RQ2
To answer RQ2, we compared NSGA-III with two other algorithms, namely e-MOEA
and SPEA2, using the same quality indicators as in RQ1: Hypervolume (IHV) and the
Inverted Generational Distance (IGD). All results are retrieved from 30 independent algo-
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rithm runs and are statistically evaluated using the Mann-Whitney U test with a significance
level of 99%.
A summary of the results is illustrated in Figure 3.5. The details of p-value and ef-
fect for each case study for the IHV and IGD metrics are given in Table 3.7 and in Table
3.8, respectively. As Figure 3.5 shows, NSGA-III and e-MOEA produce better results than
SPEA2 for the IHV indicator. In fact, the statistical analysis shows that NSGA-III produces
significantly better results than SPEA2 and is on par with e-MOEA for most case studies.
While e-MOEA has a more efficient search for CS1 and CS6, NSGA-III is the best algo-
rithm for CS7. A slightly reversed picture is shown for the IGD indicator, where e-MOEA
always produces the best results and NSGA-III produces worse results than SPEA2. An
exception to that is CS4 where e-MOEA and NSGA-III are equally good and SPEA2 is
worse and CS5 and CS7 where NSGA-III and SPEA2 produce statistically equivalent re-
sults. One possible explanation for this might be that these case studies are small comparing
to the remaining ones. According to Cohen’s d statistic, the magnitude of all differences is
large.
Investigating the results further on basis of the retrieved objective values (cf. Table 3.6),
we see that NSGA-III and e-MOEA produce similar median values and standard deviations
for most objectives and case studies, closely followed by SPEA2. For NMT, the difference
between NSGA-III and e-MOEA is very small while for DIF NSGA-III produces better
median results for all case studies. The reverse is true for COH and COP where e-MOEA
produces the best results.
In conclusion, we can state that NSGA-III produces good results, but is occasionally
outperformed by e-MOEA. This is interesting as NSGA-III has already been applied suc-
cessfully for the remodularization of software systems Mkaouer et al. (2015). However, in
the case of software remodularization, the authors used up to seven different objectives in
the fitness function which makes the difference of using many-objective algorithms com-
pared to multi-objective algorithms more evident. Therefore, we think that NSGA-III is
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still a good choice of algorithm for our model transformation problem as it allows to ex-
tend the number of objectives without the need to switch algorithms. Nevertheless, we also
encourage the use of other algorithms. If necessary, only little work is needed to use our
approach with a different algorithm Fleck et al. (2015).
3.3.3.3 Results for RQ3.1
In order to provide a quantitative evaluation of the correctness of our solutions for
RQ3.1, we compare the produced modularizations of NSGA-III, e-MOEA , SPEA2 and
RS with a set of expected modularization solutions. Since no such set existed prior to this
work, the expected solutions have been developed by the subjects of our experiments (cf.
Section 3.3.2.4). We had a consensus between all the groups of our experiments when
considering the best manual solution for every program. In fact, every participant proposed
a possible modularization solution then after rounds of discussions we selected the best one
for every ATL program based on the majority of the votes and we computed the average
k-agreement between the developers for all the votes on all the proposed manual solutions.
The average Cohen’s kappa coefficient was 0.938, meaning there was a consensus among
the developers when selecting the best manual solution. Then, to quantify the correctness of
our solutions, we calculate the precision and recall of our generated solutions as described
in Section 3.3.2.2.
Our findings for the average precision (PR) for each algorithm and for all case studies
are summarized in Figure 3.6. From these results, we can see that independent of the
case study NSGA-III has the solutions with the highest precision value, while RS produces
solutions that are rather far away from what can be expected. More precisely, our approach
based on NSGA-III produces solutions with an average of 89% precision and significantly
outperforms the solutions found by the other algorithms. The solutions found by e-MOEA
have an average precision of 75% and the solutions found by SPEA2 have an average
precision of 73%. The modularizations produced by RS have the least precision with an
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average of 43% which can not be considered good. Based on the average and individual
values for all case studies, a ranking of the algorithms would be NSGA-III on the first







CS1 CS2 CS3 CS4 CS5 CS6 CS7
PR-SPEA2 PR-eMOEA PR-NSGAIII PR-RS
Figure 3.6: Qualitative correctness evaluation using precision (PR) for all case studies and
algorithms. Higher values indicate better results.
A similar result can be seen for recall (RE) depicted in Figure 3.7, where NSGA-III
produces solutions with the highest values, followed by e-MOEA and SPEA2, and RS
produces solutions with the lowest values. Particularly, the average recall of the solutions
found across all case studies by NSGA-III is 90%, for e-MOEA it is 82%, for SPEA2 it
is 72% and for RS it is 48%. The performance of all algorithms is stable independent of
the case study size, the highest standard deviations are RS and SPEA2 with 4%. As with
precision, the values produced by the sophisticated algorithms can be considered good
whereas RS solutions have a too small recall to be considered good. Based on the average
and individual values for all case studies, a ranking between the algorithms would look the
same as for the precision value.
Concluding, we state based on our findings that our approach produces good modular-
ization solutions for all cases studies in terms of structural improvements compared to a set
of manually developed solutions. In fact, NSGA-III produces the solutions with the high-
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Figure 3.7: Qualitative correctness evaluation using recall (RE) for all case studies and
algorithms. Higher values indicate better results.
e-MOEA and SPEA2. Furthermore, all sophisticated algorithms significantly outperform
RS. It is interesting to note, that the quality of the solutions and the ratio among the algo-
rithms are quite stable across all case studies.
3.3.3.4 Results for RQ3.2
In RQ3.2, we focus more on the qualitative evaluation of the correctness of our solutions
by gaining feedback from potential users in an empirical study (cf. Section 3.3.2.4) as
opposed to the more quantitative evaluation in RQ3.1. To effectively collect this feedback,
we use the manual precision metric which corresponds to the number of meaningfully
modularized transformation artifacts as described in Section 3.3.2.2.
The summary of our findings based on the average MP for all considered algorithms
and for all case studies is depicted in Figure 3.8. From these results, we can see that
the majority of our suggested solutions can be considered meaningful and semantically
coherent. In fact, for NSGA-III, the average manual precision for all case studies is around
96% and for the smaller case studies, i.e, XML2Ant (CS5) and XML2MySQL (CS7), even
100%. This result is significantly higher than that of the other algorithms. To be precise,
e-MOEA yields solutions with an average of 85% MP and SPEA2 has an average of 77%
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MP over all case studies. On the other hand, the solutions found by RS only yield solutions
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Figure 3.8: Qualitative correctness evaluation using manual precision (MP) for all case
studies and algorithms. Higher values indicate better results.
In conclusion, we state that our many-objective approach produces meaningfully mod-
ularized transformation solutions with respect to the MP metric. While other sophisticated
algorithms also yield satisfactory results that can be considered good, our approach based
on NSGA-III clearly outperforms these algorithms.
3.3.3.5 Results for RQ4.1
In order to answer RQ4.1 to evaluate how useful modularizations are when faced with
the task of fixing bugs in a transformation, we have performed a user study as described in
Section 3.3.2.4. In this study, subjects first needed to locate several bugs in the transfor-
mation (T1a) and then fix those bugs by changing the transformation (T1b). Both subtasks
were performed for the original and the modularized version of the Ecore2Maude (CS1)
and XHTML2XML (CS4) case studies. For the evaluation, we focused on the experienced
difficulty and the time that was spent to perform the task.
The results retrieved from the questionnaires for the experienced complexity to perform
the task are depicted in Figure 3.9, CS1-T1a Original to CS4-T1b Modularized. The sta-
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CS IHV SPEA2 eMOEA RS
CS1 p-value 4.05E-17 3.09E-21 5.97E-37effect 0.813 0.834 0.881
CS2 p-value 3.3405E-19 2.37E-24 4.83E-40effect 0.824 0.806 0.837
CS3 p-value 5.12E-22 4.72E-24 5.87E-37effect 0.811 0.919 0.892
CS4 p-value 4.71E-28 2.19E-27 5.04E-37effect 0.861 0.937 0.849
CS5 p-value 3.09E-19 4.19E-21 3.97E-36effect 0.891 0.829 0.884
CS6 p-value 2.05E-19 3.69E-31 5.94E-37effect 0.810 0.836 0.894
CS7 p-value 3.39E-25 1.89E-26 4.46E-40effect 0.836 0.943 0.916
Table 3.7: Detailed values of adjusted p-value, using the Holm correction, and effect of
the Hypervolume indicator (IHV) for each case study based on 30 independent runs for all
case studies (NSGA-III vs. SPEA2, eMOEA, and RS, respectively).
tistical test concerning the p-value and effect is provided in Table 3.9. In Figure 3.9, we
see how many of the eight people in each group have rated the experienced difficulty from
very easy to very difficult. As can be seen, the modularized version only received ratings
between very easy and neutral while the original, unmodularized version received only rat-
ings from neutral to very difficult. This is true for both subtasks, i.e., locating a bug and
actually fixing the bug.
The second dimension we investigate to answer RQ4.1 is the time that is spent to per-
form the task. To gain this data, subjects were asked to record their time in minutes. The
results of this part of the study are depicted in Figure 3.11, CS1-T1a Original to CS4-T1b
Modularized. In the figure, each subtask performed by a group for a specific case study
and a specific version is shown as a boxplot indicating the minimum and maximum time
recorded by each member of the group as well as the respective quartiles. The mean value
is marked by an 'x'. As we can see, there is a significant difference between the time needed
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CS IHV SPEA2 eMOEA RS
CS1 p-value 2.95E-22 1.09E-21 3.96E-40effect 0.816 0.913 0.891
CS2 p-value 1.91E-29 2.32E-24 2.16E-40effect 0.819 0.812 0.881
CS3 p-value 3.42E-29 2.19E-27 2.91E-37effect 0.819 0.914 0.914
CS4 p-value 3.15E-31 2.01E-29 4.16E-37effect 0.917 0.811 0.926
CS5 p-value 1.85E-29 3.49E-30 1.98E-40effect 0.947 0.812 0.823
CS6 p-value 2.55E-29 2.19E-27 2.96E-40effect 0.843 0.911 0.914
CS7 p-value 3.14E-31 2.04E-30 3.76E-37effect 0.861 0.814 0.924
Table 3.8: Detailed values of adjusted p-value, using the Holm correction, and effect of the
Inverted Generational Distance indicator (IGD) for each case study based on 30 indepen-
dent runs for all case studies (NSGA-III vs. SPEA2, eMOEA, and RS, respectively).
CS Approach Original Program
CS1-T1a p-value 2.19E-35effect 0.882
CS4-T1a p-value 1.77E-31effect 0.803
CS1-T1b p-value 2.24E-31effect 0.883
CS4-T1b p-value 3.14E-33effect 0.922
CS1-T2 p-value 1.13E-35effect 0.891
CS4-T2 p-value 3.41E-31effect 0.884
Table 3.9: Detailed values of p-value, using the Holm correction, and effect for the time
needed for tasks for Ecore2Maude (CS1) and XHTML2XML (CS4) based on all the sub-
jects: original vs modularized transformation.
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very easy easy neutral difficult very difficult
Figure 3.9: Evaluation of experienced difficulty to fulfill the user study tasks for
Ecore2Maude (CS1) and XHTML2XML (CS4): Original vs Modularized Transformation.
to perform the tasks on an unmodularized transformation compared to a modularized trans-
formation. In fact, the data shows that in all cases, the time needed for the modularized
version is around 50% and less of the time needed in the unmodularized version. This
seems to be true for both subtasks, even though the distribution within one group may vary.
Concluding, we state that the results clearly show that, independent of the group that
performed the evaluation and independent of the respective case study, the task of bug fixing
in a model transformation is much easier and faster with a modularized model transforma-
tion than with an unmodularized transformation. In this aspect, we think our approach can
help model engineers to automate the otherwise complex task of transformation modular-
ization and therefore increase the investigated aspects of the usability when working with
model transformations.
Since evaluating the time to complete the tasks may not be sufficient, we have checked
the completeness and correctness of the tasks by the developers as described in Figure
3.10. In 4 out of the 6 tasks for Ecore2Maude (CS1) and XHTML2XML (CS4), all the
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Figure 3.10: Evaluation of the number of participants who completed the tasks T1 and T2
successfully (ST) for Ecore2Maude (CS1) and XHTML2XML (CS4): original vs modu-
larized transformation
participants completed the tasks successfully when working on the modularized programs.
However, less than half of the 8 participants successfully completed the tasks on the same
programs before modularization. These results confirm that it is less difficult to work on
the modularized programs comparing to the original versions.
3.3.3.6 Results for RQ4.2
To answer RQ4.2 which is concerned with the adaptability of model transformations
due to metamodel changes, we have performed a user study as described in Section 3.3.2.4.
In this part of the study, subjects were asked to adapt a model transformation after the input
or output metamodel has been changed. The necessary changes have been introduced by
us, as described previously. As for RQ4.1, the task was performed for the original and the
modularized versions of the Ecore2Maude (CS1) and XHTML2XML (CS4) case studies
and we focused on the experienced difficulty and the necessary time.
The results retrieved for the experienced complexity are depicted in Figure 3.9, CS1-T2
Original to CS4-T2 Modularized. The statistical test concerning the p-value and effect is
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provided in Table 3.9. Similar to what we have seen for the task of fixing a transformation,
there is a significant difference between performing this task for the original, unmodu-
larized transformation and for the modularized transformation. The modularized version
received ratings between very easy and neutral while the original, unmodularized version
received ratings from neutral to very difficult. Compared to the bug fixing task, the results
may suggest that the gain in modularizing transformations when adapting transformations
is a bit higher. This difference, however, may be caused by the personal interpretation of a
few subjects in one group and can not be said to be statistically significant.
The time the subjects spent on adapting the transformation for each case study and
version is depicted in Figure 3.11, CS1-T2 Original to CS4-T2 Modularized. Here we can
see the same trend as with the bug fixing task: a significant reduced time of around 50%
and more for the modularized version of the transformation compared to the unmodularized
version. Interestingly, we can see that while the time needed to adapt the larger of the
two transformations (Ecore2Maude, CS1) is higher than for the smaller transformation as
expected, the gain for the larger transformation is also higher, resulting in a reversed result
for the two case studies.
In conclusion, we determine that modularizing a transformation has a significant impact
on the complexity and time needed to perform model transformation adaptations. There-
fore, we think our approach can be useful for model engineers to automate the otherwise
complex task of transformation modularization and improve these two metrics with respect
to the investigated task.
3.3.4 Discussion
Despite the module concept is still not a wide-spread used transformation language con-
cept, we believe it is important for keeping evolving the MDE community. The fact that the
modularization of model transformations is not known by many MDE practitioners may be
related to the maturity of the MDE field itself. Indeed, the lack of any modularized version
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Figure 3.11: Time needed for tasks for Ecore2Maude (CS1) and XHTML2XML (CS4):
original vs modularized transformation.
in the transformations of the ATL Zoo, despite the fact that ATL offers the superimposition
mechanism, proves this.
However, while in the previous years the focus was on the functionality of model trans-
formations and how to encode this functionality, there is currently a stronger trend to rea-
son not only about the correctness Troya Castilla and Vallecillo Moreno (2011); Cuadrado
et al. (2014b); Oakes et al. (2018), but also about the non-functional aspects of model
transformations Lúcio et al. (2016); Nalchigar et al. (2013). We see the proper usage of
modularization for transformations as a major cornerstone for reaching a transformation
engineering discipline. This claim is supported by the results of our survey, which clearly
show the need of automation support for modularization. Furthermore, as there are hidden
dependencies in declarative transformation code Troya et al. (2016), having an automated
way to reason about the quality of different modularization possibilities is considered im-
portant. Indeed, the alternative of doing this by a manual approach is not realistic as the
benefit of the abstraction power of declarative languages is lost when designers have to
reason about the operational semantics that is needed to fully uncover the dependencies.
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3.3.5 Threats to Validity
According to Wohlin et al. (2012), there are four basic types of validity threats that can
affect the validity of our study. We cover each of these in the following paragraphs.
3.3.5.1 Conclusion Validity
Conclusion validity is concerned with the statistical relationship between the treatment
and the outcome. We use stochastic algorithms which by their nature produce slightly dif-
ferent results with every algorithm run. To mitigate this threat, we perform our experiment
based on 30 independent runs for each case study and algorithm and analyze the obtained
results statistically with the Mann-Whitney U test with a confidence level of 99% (a =
0.01) to test if significant differences existed between the measurements for different treat-
ments. This test makes no assumption that the data is normally distributed and is suitable
for ordinal data, so we can be confident that the statistical relationships we observed are
significant.
3.3.5.2 Construct Validity
Construct validity is concerned with the relationship between theory and what is ob-
served. Most of what we measure in our experiments are standard metrics such as precision
and recall that are widely accepted as good proxies for quality of modularization solutions.
A possible construct validity threat is related to the absence of similar work to modularize
model transformations. For that reason we compared our proposal with random search and
other search algorithms. Another construct threat can be related to the corpus of manually
defined modularization solutions since developers may have different opinions. We will ask
some new experts to extend the existing corpus and provide additional feedback regarding
the manually defined solutions.
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3.3.5.3 Internal Validity
There are several internal threats to validity that we would like to mention. For instance,
even though the trial-and-error method we used to define the parameters of our search al-
gorithms is one of the most used methods Eiben and Smit (2011), other parameter settings
might yield different results. Therefore, we need to investigate this internal threat in more
detail in our future work. In fact, parameter tuning of search algorithms is still considered
an open research challenge. ANOVA-based techniques could be an interesting direction to
study the parameter sensitivity. Also, the order in which we placed the objectives might
influence the outcome of the search. We plan to further investigate this influence by evalu-
ating different combinations of the objectives in future work. Furthermore, our objectives
are limited to static metrics analysis to guide the search process. The use of additional met-
rics that also capture the runtime behavior of a transformation, e.g., execution time, might
yield different results. While it is quite easy to introduce new objectives into our approach,
we need to further investigate the use of other metrics in future work, e.g., capturing the
performance of a transformation before and after modularization. Moreover, there are four
threats to the validity of the results retrieved from the user studies: selection bias, learn-
ing effect, experimental fatigue, and diffusion. The selection bias is concerned with the
diversity of the subjects in terms of background and experience. We mitigate this threat by
giving the subjects clear instructions and written guidelines to assert they are on a similar
level of understanding the tasks at hand. Additionally, we took special care to ensure the
heterogeneity of our subjects and diversify the subjects in our groups in terms of expertise
and gender. Finally, each group of subjects evaluated different parts of the evaluation, e.g.,
no group has worked on the same task or the same case study twice. To avoid the influ-
ence of the learning effect, no group was allowed to perform the same task on the same
case study for the modularized and unmodularized versions. Different cases are solved by
different participants in one task. There may be learning between the different tasks, how-
ever the types of bugs to identify and fix are different and related to different levels (rules,
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model/metamodel elements, etc.). The same observation is valid for the features to imple-
ment into the ATL programs. The used ATL programs are also completely different in the
context and structure. All these factors may minimize the risk of the learning mitigation
The threat of experimental fatigue focuses on how the experiments are executed, e.g., how
physical or mentally demanding the experiments are. Since the two case studies used in
the experiments differ in size and number of bugs introduced, fatigue could have had an
impact in the results. We have tried to prevent the fatigue threat with two strategies. First,
we provided the subjects enough time to perform the tasks and fill out the questionnaires.
All subjects received the instructions per e-mail, were allowed to ask questions, and had
two weeks to finish their evaluation. Second, to try to balance the effort performed by all
the four groups, each group realized two tasks, one with each of the case studies (cf. Table
3.4). Finally, there is the threat of diffusion which occurs when subjects share their expe-
riences with each other during the course of the experiment and therefore aim to imitate
each others results. In our study, this threat is limited because most of the subjects do not
know each other and are located at different places, i.e., university versus company. For
the subjects who do know each other or are in the same location, they were instructed not
to share any information about their experience before a given date.
3.3.5.4 External Validity
The first threat in this category is the limited number of transformations we have eval-
uated, which externally threatens the generalizability of our results. Our results are based
on the seven case studies we have studied and the user studies we have performed with
our expert subjects. None of the subjects were part of the original team that developed the
model transformations and to the best of our knowledge no modularized transformations
exist for the evaluated case studies. Therefore, we can not validate the interpretation of the
model transformation and what constitutes a good modular structure of our subjects against
a “correct” solution by the transformation developers. We cannot assert that our results can
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be generalized also to other transformations or other experts. In any case, additional ex-
periments are necessary to confirm our results and increase the chance of generalizability.
Second, we focus on the ATL transformation language and its superimposition feature,
what allows to divide a model transformation into modules. However, ATL is not the only
rule-based model transformation language. In order for our approach to be generalized also
to other model transformation languages, we aim to apply it also to other popular model
transformation languages which also provide the notion of modules, such as QVT-O, QVT-
R, TGGs, ETL, and RubyTL.
3.4 Conclusion
In this chapter, we proposed an automated search-based approach to modularize model
transformations based on higher-order transformations. Their application and execution are




Automatic Refactoring of ATL Model Transformations
4.1 Introduction
Model-driven engineering (MDE) is a methodology using models as executable de-
velopment artifacts. MDE is becoming recently more popular in industry within diverse
domains Völter et al. (2013); Czarnecki and Helsen (2006). This relatively new approach
helps creating high-level abstractions in which they later can be executed or transformed
using model transformations Schmidt (2006); Brambilla et al. (2017). Due to the evolution
of languages and metamodels, model transformations -like any regular software- continu-
ously adapt to changes. Therefore, model transformation programs slowly become more
complex, less readable, less comprehensible, and less maintainable, leading to a possible
increase in the maintenance activities both in time and cost Mohamed et al. (2009). In fact,
most existing model transformation programs are still written in one module containing all
the complex transformation rules despite their large number.
One of the most popular model transformation languages is the ATLAS Transformation
Language (ATL) which is broadly used in both academia and industry Allilaire et al. (2006).
ATL is a hybrid language, extensively used to write model transformation programs. Yet,
few studies have been proposed refactoring techniques for ATL programs to improve the
quality of model transformation. Most of these studies are mainly providing a manual
support to apply few types of refactoring such as extract rule and rename elements to only
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improve few metrics such as Fan-in and Fan-out van Amstel and van den Brand (2010,
2011); Porres (2003); Taentzer et al. (2012); Strüber et al. (2016); Wimmer et al. (2012);
Cuadrado et al. (2017). However, manual refactoring is error-prone, time-consuming and
not scalable which may explain the current low quality of existing model transformations
programs.
Recently, there are some attempts to automated the refactoring of ATL programs Wim-
mer et al. (2012); Fleck et al. (2017) including our MODELS 2016 paper “Automated
refactoring of ATL model transformations: a search-based approach” Alkhazi et al. (2016).
We proposed an automated approach for refactoring ATL programs that find a trade-off
between four different objectives related to fan-in, fan-out, reducing the number of rules
and suggested refactorings. Thus, the search is guided based on those metrics. While the
results are promising on refactoring ATL programs, our previous work was still limited to
few basic metrics and refactoring types to mainly improve the modularity of ATL programs
similar to Fleck et al. (2017).
In this chapter, we are extending our previous work Alkhazi et al. (2016) by (i) defining
a new quality model for model transformation programs taking inspiration from the hier-
archical quality model QMOOD Bansiya and Davis (2002) to consider important quality
attributes beyond just the use of coupling and cohesion. We first select the most affected
quality attributes by the design of an ATL program before adapting the formula associated
with each attribute —following the same model detailed on the aforementioned paper. (ii)
We adapted our multi-objective formulation to consider the new ATL-based quality metrics
and refactoring types as detailed in section 4.3. To find the optimal trade-off between the
various –and possibly conflicting— objectives and to deal with this large search space of
possible refactoring solutions, we propose to use a multi-objective formulation based on
NSGA-II Deb et al. (2002). (iii) We extended our validation with seven case studies from
the ATL Zoo Project (2015) to evaluate the performance of our approach. We compared
our approach with our previous multi-objective formulation not based on QMOOD Alk-
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hazi et al. (2016), and also an existing semi-automated refactoring approach not based on
heuristic search Wimmer et al. (2012).
Statistical analysis of our experiments showed that our proposal performed significantly
better than random search, our previous multi-objective work not based on QMOOD Alk-
hazi et al. (2016), a mono-objective formulation and Wimmer et al. (2012) with an average
precision and recall of 89% and 95% respectively when compared to manual solutions pro-
vided by a set of developers. The software developers, who participated in our experiments,
confirmed also the relevance of the suggested refactorings as an outcome of a survey study.
4.2 Motivating Example and Challenges
In this section, we present a motivating example, and discuss the challenges of refac-
toring ATL transformations.
4.2.1 Motivating Example
To further introduce ATL as well as to motivate the need of automatically refactoring
ATL transformations, an excerpt of an example ATL model transformation is shown in
Listing IV.1. The transformation has been extracted from the ATL transformation zoo
which is a public repository for collecting ATL transformations frequently used for research
purposes. The transformation is, in essence, a simple copy transformation which converts
MOF-based metamodels into KM3-based metamodels. The output metamodel excerpt for
this transformation excerpt is shown in Figure 4.1. Please note that the input metamodel
excerpt has the same class structure and inheritance hierarchy with slight name differences
as can be observed in the ATL transformation. As can be further seen in the transformation,
several duplicated bindings for the rules transforming attributes and references are used.
The reason for this is simple. The two concepts share many common features which are
defined by common superclasses.
Similar as using inheritance between classes in metamodels, ATL also allows to use rule
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inheritance to introduce abstract rules for defining, for instance, the bindings for setting
the features of the TypedElement class, namely for setting the type, lower bound, upper
bound, and ordered features. Furthermore, it can be also observed that the name binding
is occurring for all three rules in the transformation excerpt which could be also defined
for the ModelElement class by introducing a top rule for the transformation definition from
which all other rules directly or indirectly inherit. Rule inheritance is then used to build
a hierarchy of transformation rules whereas the subrules inherit the input pattern elements
including the filter conditions as well as the output pattern elements including the bindings
of the superrules. Listing IV.2 gives an idea on how rule inheritance may be introduced for
the Attribute and Reference transformation rules. In particular, the refactoring operations as
shown in Table 4.1 are applied to produce the new transformation design. Please note that
the refactoring operations are reused from previous work and the full refactoring catalogue
for ATL can be found in Wimmer et al. (2012) and additional refactorings concerning the
module concept of ATL are presented in Fleck et al. (2017). The refactorings presented in
Wimmer et al. (2012) are classified into renaming, restructuring, inheritance-related, and
OCL-related. In the motivating example, we focus on two inheritance-related refactoring
operations – see Table 4.1.
By using rule inheritance, the binding duplicates can be removed. On the one hand,
this has a positive impact on certain design metrics which have been discussed for ATL
in Wimmer et al. (2012). The average number of bindings per rule is reduced as several
feature bindings are pushed to the superrules. On the other hand, it has also a negative
impact on other design metrics. For instance, the number of rules is increased which may
lead to a higher complexity w.r.t. understanding how a particular rule may be executed by
considering the exact rule inheritance semantics of ATL.
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Listing IV.1: Excerpt of the initial Ecore 2 KM3 transformation
module Ecore2KM3;
create OUT : KM3 from IN : MOF;
rule Class {
from i : MOF!EClass








from i : MOF!EAttribute









from i : MOF!EReference










Figure 4.1: Metamodels of the transformation example; (a) excerpt of the KM3 metamodel
and (b) excerpt of the Ecore metamodel.
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Listing IV.2: Excerpt of the refactored Ecore 2 KM3 transformation
module Ecore2KM3;
create OUT : KM3 from IN : MOF;
abstract rule ModelElement {
from i : MOF!ENamedElement




rule Class extends ModelElement {
from i : MOF!EClass







abstract rule TypedElement extends ModelElement {
from i : MOF!ETypedElement







rule Attribute extends TypedElement {
from i : MOF!EAttribute
to o : KM3!Attribute ()
}
rule Reference extends TypedElement {
from i : MOF!EReference







Extract Superrule Rules may have several commonalities which should be extracted in
one unique definition. The precondition for extracting a superrule is
to have common supertypes for the input and output pattern elements
of the selected rules. The postcondition is to have a new rule which
is becoming the superule for the selected set of rules sharing the
commonalities.
Pull Up Binding A binding which is duplicated in all subrules of a superrule can be
pulled up to the superrule in order to eliminate duplicates. The pre-
condition is to have the feature which is computed as well as the
features used in the value computation defined as features of the
types used in the superrule. The postcondition is to have the binding
presented in the superrule and the binding deleted in all subrules.
Table 4.1: List of considered refactorings for our motivating example based on Wimmer
et al. (2012)
4.2.2 Challenges
This simple example already points out the main challenges of refactoring ATL trans-
formations. Optimizing the different design metrics which have been proposed for ATL
Wimmer et al. (2012); van Amstel and van den Brand (2010, 2011); Fleck et al. (2017) may
lead to different potentially conflicting decisions how to refactor a particular ATL transfor-
mation. Even more challenging, there may not only exist one refactoring solution, but a
huge set of possible refactored solutions which provide different design metrics configu-
rations. As ATL transformations may become large containing over 80 rules and several
helper definitions Kusel et al. (2013) as well as a large set of ATL refactoring operations
has been proposed Wimmer et al. (2012); Fleck et al. (2017), the refactoring space of ATL
transformations is enormous and enumerative approaches may fail to successfully explore
this space efficiently. Therefore, we propose in Section 4.3 a search-based approach to
refactoring of ATL transformations. Before introducing the search-based approach, a com-
prehensive quality model is required for ATL in order to extend existing work on design
metrics for ATL in our search based framework.
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4.3 Search-Based Model Transformations Refactoring
In this section, we start introducing an adaptation of the QMOOD model for model
transformations, then we give an overview of our approach, followed by detailed descrip-
tion of how we formulated the refactoring recommendation process as a multi-objective
optimization problem in addition to the multi-objective algorithm’s (NSGA-II) adaptation.
4.3.1 QMOOD for Model Transformations
The quality of a software heavily relies on its design. In software, assessing qual-
ity means measuring several conflicting attributes. The quality value, however, depends
on multiple factors and circumstances. For instance, what is considered very critical to
one developer or designer might be less important for others since people have different
preferences when they are designing or implementing a system. For instance, when the
requirements of the transformations are not very clear (e.g., some rules need to be added or
deleted), the flexibility attribute could be very important. When we are close to the release
date, other attributes might be more critical to maintain. Thus, it is useful to somehow be
able to quantify the quality of model transformations in order to make it easier for develop-
ers to compare and select between multiple refactoring paths. If we know where we stand
—in terms of design quality— then we would be able to take better decisions as to where
to move forward and what correction steps need to be performed to improve the model
transformation programs.
In this regard, the authors of Bansiya and Davis (2002) linked object-oriented design
properties to quality attributes in an effort to measure the quality of the software’s design
formally and validated the QMOOD model empirically on many projects. In this paper,
we are adapting the QMOOD model to assist the computation of the quality of model
transformations (i.e., ATL). It is important to note that model transformation languages are
different than object-oriented programming languages, and thus, some design properties
and metrics need to be mapped to their closest equivalent counterparts in the context of
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ATL. In other words, we are using the hierarchical model, QMOOD, as a foundation for
the quality attributes computation formulas (Table 4.2), ATL design metrics (Table 4.3) and
the relationships between them (Table 4.4).
The equations of Table 4.2 provide explanations on how the different quality attributes
are calculated. The details regarding how we are going to use this QMOOD model in
practice to improve the quality of model transformation programs, in our automated ATL
refactoring endeavours, will be described in the following sub-sections.
4.3.2 Approach Overview
The approach can be illustrated in the high-level overview shown in Figure 4.2. An ATL
Analyser is applied to the ATL code in order to come up with the various design metrics
listed in Table 4.3. These values are used later to measure the quality attributes shown in
Table 4.2, which will eventually be used in the fitness function. The other input of the
algorithm is the possible refactoring operations along with their pre- and post-conditions.
The main target of the approach is to find the best sequence of refactorings that meets the
following optimization objectives: (1) Maximize the quality attributes values (Table 4.2),
(2) minimize the number of rules, and (3) minimize the number of changes.
The objectives mentioned above are not necessarily proportional. In fact, most of them
are contrasting with each other. What makes the matters more complicated is the fact that
there are multiple refactoring routes. In other words, the order in which we apply the
refactoring operations makes a significant difference. Thus, with the substantial number of
possible refactorings routes, and the conflicting objectives, we use a multi-objective genetic
algorithm (NSGA-II) which is detailed in subsection 2.2.5.3.
4.3.3 Search-Based Formulation
Solution representations: A solution consists of a sequence of n refactoring operations
involving one or multiple rules/modules of the ATL program to refactor. The vector-based
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Quality Attribute Index Computation Equation
Reusability 0.415 * Cohesion – 0.085 * Coupling + 0.67 * Design Size
Flexibility 0.583 * Composition – 0.166 * Coupling + 0.583 * Polymorphism
Understandability 0.385 * Cohesion – 0.275 * Abstraction – 0.275 * Coupling – 0.275
* Polymorphism – 0.275 * Complexity – 0.275 * Design Size
Functionality 0.175 * Cohesion + 0.275 * Polymorphism + 0.275 * Design Size
+ 0.275 * Hierarchies
Extendibility 0.5 * Abstraction – 0.5 * Coupling + 0.5 * Inheritance + 0.5 *
Polymorphism
Effectiveness 0.25 * Abstraction + 0.25 * Composition + 0.25 * Inheritance +
0.25 * Polymorphism
Table 4.2: Computation Formulas for Quality Attributes.
ATL Metric Name Description
DSM Design Size in Mod-
ules
The count of the total number of modules
in the program
NOH Number of Hierar-
chies
The count of the number of rule hierarchies
ANA Average Number of
Ancestors
The average number of rules from which a
rule inherits information.
DMC Direct Module Cou-
pling
The count of the number of different mod-
ules that a module is directly related to.
CAR Cohesion Among
Rules
The metric computes the relatedness
among rules of a module.
MOA Measure of Aggrega-
tion
The metric counts the number helpers in
ATL programs
MFA Measure of Func-
tional Abstraction
The metric is the ratio of the number of
rules inherited by another rule to the to-
tal number of rules accessible by member
rules of the module.
NOP Number of Polymor-
phic Rules
This metric is a count of the rules that can
exhibit polymorphic behavior.
NOR Number of Rules Total number of rules defined in a module
Table 4.3: Design Metrics Description.
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Design Property Derived Design Metric
Design Size Design Size in Modules (DSM)
Hierarchies Number of Hierarchies (NOH)
Abstraction Average Number of Ancestors (ANA)
Coupling Direct Module Coupling (DMC)
Cohesion Cohesion Among Rules (CAR)
Composition Measure of Aggregation (MOA)
Inheritance Measure of Functional Abstraction (MFA)
Polymorphism Number of Polymorphic Rules (NOP)
Complexity Number of Rules (NOR)
Table 4.4: Relationship Between Design Properties and Design Metrics.
Figure 4.2: Overview of the multi-objective ATL refactoring approach.
representation is used to define the refactoring sequence. Each vector’s dimension has a
refactoring operation and its index in the vector indicates the order in which it will be ap-
plied. For every refactoring, pre- and post-conditions are specified to ensure the feasibility
of the operation as detailed in Wimmer et al. (2012). The initial population is generated
by randomly assigning a sequence of refactorings to a randomly chosen set of rules or
modules. The different types of refactorings considered in our experiments are Extract
Helper/Rule, Inline Helper/Rule, Merge Rule, Split Rule, Extract Superrule, Eliminate Su-
perrule, Pull Up Binding, Pull Up Filter, Push Down Binding, Push Down Filter Wimmer
et al. (2012), Extract Module, Merge Modules, and Move Rule/Helper Fleck et al. (2017).
The size of a solution, i.e., the vector’s length is randomly chosen between upper and
lower bound values. The determination of these two bounds is similar to the problem of
bloat control in genetic programming where the goal is to identify the tree size limits. Since
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Figure 4.3: Example of a simplified solution representation.
the number of required refactorings depends mainly on the size and quality of the ATL
program, we performed, for each target project, several trial and error experiments using
the HyperVolume (HP) performance indicator Deb et al. (2002) to determine the upper
bound after which, the indicator remains invariant. For the lower bound, it is arbitrarily
chosen. The experiments section will specify the upper and lower bounds used in this
study.
Figure 4.3 shows a simplified example of a solution including three refactorings applied
to the ATL program described in Listings IV.1 and IV.2. The solution includes two refac-
toring types with the following controlling parameters: ExtractSuperrule(name, inputType,
outputType, subrules), PullUpBinding(binding, subrules, superrules).
Solution variation: In each search algorithm, the variation operators play the key role
of moving within the search space with the aim of driving the search towards optimal
solutions.
For the crossover, we use the one-point crossover operator. It starts by selecting and
splitting at random two parent solutions. Then, this operator creates two child solutions
by putting, for the first child, the first part of the first parent with the second part of the
second parent, and vice versa for the second child. This operator must ensure the respect
of the length limits by eliminating randomly some refactoring operations. It is important
to note that in multi-objective optimization, it is better to create children that are close to
their parents in order to have a more efficient search process. An example of this operation
is illustrated in figure 4.4.
For mutation, we use the bit-string mutation operator that picks probabilistically one
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Figure 4.4: Example of crossover operation.
Figure 4.5: Example of the mutation operation.
or more refactoring operations from its or their associated sequence and replaces them
by other ones from the initial list of possible refactorings as shown in figure 4.5. When
applying the change operators, the different pre- and post-conditions are checked to ensure
the applicability of the newly generated solutions. For example, to apply the refactoring
operation extract rule a number of necessary pre-conditions should be satisfied such as the
rule should exist. A post-condition example is to check that the rule exists and a new rule
was created containing some of the metamodel elements of the original rule. More details
about the adapted pre- and post-conditions for refactorings can be found in Wimmer et al.
(2012). We also apply a repair operator that randomly selects new refactorings to randomly
replace those creating conflicts.
Solution evaluation: The generated solutions are evaluated using three fitness func-
tions as detailed in the following.
Maximize the quality attributes values: the formulas listed in Table 4.2 gives us the
advantage of calculating the values of the various quality attributes easily. Worth men-
tioning that we are treating the quality attributes equally in this paper. Whereas in some
practical situations, the developer might want to give more weight to one or more attributes
depending on the circumstances and the objective of the refactoring operations.
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FF1: Max(x) where x is the sum of Reusability, Flexibility, Understandability, Func-
tionality, Extendibility, and Effectiveness.
Minimize the number of recommended refactorings: The application of a specific sug-
gested refactoring sequence may require an effort that is comparable to that of re-implementing
part of the system from scratch. Taking this observation into account, it is essential to mini-
mize the number of suggested refactorings in the solution since the designer may have some
preferences regarding the percentage of deviation with the initial ATL program design. In
addition, most developers prefer solutions that minimize the number of changes applied to
their design and rules modification. Thus, we formally defined the fitness function as the
number of recommended refactorings.
FF2: Min (n) where n is the number of recommended refactorings.
Minimize the number of rules: the metric can be easily calculated on ATL programs.
The reason to use this metric is to avoid that some refactorings such as split rule or extract
rule will generate a high number of new rules when optimizing the remaining objectives.
FF3: Min(r) where r is the number of rules.
In fact, the use of multiple quality attributes to guide the search for relevant refactorings
may increase dramatically the number of rules such as an intensive use of extract rules to
improve the extendibility quality attributes.
4.4 Evaluation
In order to evaluate the ability of our automated refactoring approach to generate good
refactoring recommendations for ATL programs, we conducted a set of experiments based
on several transformation programs available in the ATL Zoo. Each experiment is repeated
30 times, and the obtained results are subsequently statistically analyzed. In this section,




We defined five research questions that address the applicability, performance, and the
usefulness of our multi-objective formulation. The five research questions are as follows:
RQ1: Search validation (sanity check). To validate the problem formulation of our
approach, we compared our multi-objective formulation with a random search algorithm
(RS). If RS outperforms an intelligent search method, we can conclude that there is no need
to use a metaheuristic search.
RQ2: To what extent can the proposed approach improve the quality of ATL pro-
grams using the combination of multi-objective search and QMOOD?
RQ3: How does our multi-objective ATL-based refactoring formulation perform
compared to a mono-objective one and our previous multi-objective refactoring work
Alkhazi et al. (2016)?
A multi-objective algorithm provides a trade-off between the four objectives where
developers can select their desired refactoring solution from the Pareto-optimal front. A
mono-objective approach uses a single fitness function that is formed as an aggregation
of the four normalized objectives and generates as output only one refactoring solution.
This comparison is required to ensure that the solutions provided by NSGA-II provide a
better trade-off between the four objectives than a mono-objective approach. Otherwise,
there is no benefit to our multi-objective adaptation. Furthermore, it is important to com-
pare the performance of our new multi-objective QMOOD formulation to our previous
multi-objective work of MODELS2016 Alkhazi et al. (2016) to evaluate the relevance of
considering new quality attributes on the relevance of recommended refactoring recom-
mendations.
RQ4: How does the proposed multi-objective ATL refactoring approach perform
compared to existing semi-automated approach not based on heuristic search?
While it is interesting to show that maybe our proposal outperforms random search or a
mono-objective refactoring approaches, developers will consider our approach useful, if it
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can outperform other existing tools that are not based on optimization techniques. Thus, we
compared our approach to the semi-automated refactoring approach proposed in Wimmer
et al. (2012).
The last research question is related to the benefits of our approach for software engi-
neers.
RQ5 (Insight): Can our ATL refactoring approach be useful for software develop-
ers in practice?
We conducted a post-study questionnaire with the subjects of our experiments that col-
lects their opinions of our tool.
4.4.2 Case Studies
Our research questions are evaluated using the following seven case studies. Each case
study consists of one model transformation and all the necessary artifacts to execute the
transformation, i.e., the input and output metamodels and a sample input model. Most of
the case studies have been taken from the ATL Zoo Project (2015), a repository where
developers can upload and describe their ATL transformations. We briefly describe in the
following the different ATL transformation programs used in our study.
Ecore2Maude: This transformation takes an Ecore metamodel as input and generates
a Maude specification. Maude is a high-performance reflective language and system sup-
porting both equational and rewriting logic specification and programming for a wide range
of applications.
OCL2R2ML: This transformation takes OCL models as input and produces R2ML
(REWERSE I1 Markup Language) models as output.
R2ML2RDM: This transformation is part of the sequence of transformations to convert
OCL models into SWRL (Semantic Web Rule Language) rules. In this process, the selected
transformation takes a R2ML model and obtains an RDM model that represents the abstract
syntax for the SWRL language.
92
XHTML2XML: This transformation receives XHTML models conforming to the XHTML
language specification version 1.1 as input and converts them into XML models consisting
of elements and attributes.
XML2Ant: This transformation is the first step to convert Ant to Maven. It acts as an
injector to obtain an XMI file corresponding to the Ant metamodel from an XML file.
XML2KML: This transformation is the main part of the KML (Keyhole Markup Lan-
guage) injector, i.e., the transformation from a KML file to a KML model. Before running
the transformation, the KML file is renamed to XML and the KML tag is deleted. KML is
an XML notation for expressing geographic annotation and visualization within Internet-
based, two-dimensional maps and three-dimensional Earth browsers.
XML2MySQL: This transformation is the first step of the MySQL to KM3 transforma-
tion scenario, which translates XML representations used to encode the structure of domain
models into actual MySQL representations.
We have selected these case studies due to their difference in size, structure and number
of dependencies among their transformation artifacts, i.e., rules and helpers. Table 4.5
summarizes the number of rules, the number of helpers and the number of dependencies
between rules.
To answer RQ1, RQ2, RQ3 and RQ4, it is important to validate the proposed refactoring
solutions from both quantitative and qualitative perspectives. For the quantitative valida-
tion, we evaluated the improvements of the different quality metrics used by our approach
before and after refactorings. Since the metrics improvement evaluation is not sufficient,
we asked a group of developers, as detailed later, to manually identify several refactoring
opportunities and apply several refactorings to fix the detected possible quality improve-
ments on the five transformation programs. Table 4.5 summarizes the number of expected
refactorings for every ATL program. Then, we calculated precision and recall scores to
compare between refactorings recommended by our approach and those suggested manu-
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ally by the subjects:
RCRecall =




suggested operations\ expected operations
suggested operations
2 [0,1] (4.2)
For the qualitative validation, we asked the group of potential users of our tool to evalu-
ate, manually, whether the suggested refactorings are feasible and efficient at improving the
ATL programs quality and achieving their maintainability objectives. We define the metric
Manual Correctness (MC) to mean the number of meaningful/relevant refactorings divided





To avoid the computation of the MC metric being biased by the developer’s feedback,
we asked the developers to manually evaluate the correctness of the recommended refac-
torings on the ATL programs that they did not refactor using our tool.
To answer the first research question RQ1, a random multi-objective algorithm was
implemented where at each iteration the population is randomly created without the use
of change operators. The random search used the same fitness functions of our QMOOD
formulation but without the use of the change operators. The obtained best refactoring so-
lution was compared for statistically significant differences with NSGA-II using PR, RC,
MC and the execution time (CT). To answer RQ2, we evaluate the results of our NSGA-
II algorithm using all the above evaluation metrics. To answer RQ3, we compared our
approach to a mono-objective Genetic Algorithm where all the four objectives were nor-
malized in the range [0..1] and aggregated into one objective to minimize. To answer RQ4,
we compare NSGA-II to an existing semi-automated ATL refactoring approach Wimmer
et al. (2012) where the refactoring operations have to be explicitly triggered by the user
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and only the execution of the manually identified refactorings is automated. We used all
the above evaluation metrics to perform the comparisons in RQ3 and RQ4 as well.
Case Study #Rules #Helpers #Dependencies #Expected
Refactorings
Ecore2Maude 40 40 27 19
OCL2R2ML 37 11 54 16
R2ML2RDM 58 31 137 22
XHTML2XML 31 0 59 18
XML2Ant 29 7 28 16
XML2KML 84 5 0 37
XML2MySQL 6 10 5 9
Table 4.5: Statistics of the Case Studies.
Our study involved 27 participants from the University of Michigan. Participants in-
clude 21 master students and 8 Ph.D. students in Software Engineering. All the participants
are volunteers and familiar with ATL and model transformations. All the graduate students
have strong background in refactoring and software quality since they all took a graduate
course on Software Quality Assurance extensively covering these topics. The experience
of these participants on programming and refactoring ranged from 2 to 16 years in industry.
Eleven out the twenty-seven participants are active programmers in software companies.
To answer RQ5, we used a post-study questionnaire that collects the opinions of devel-
opers on our tool. Participants were first asked to fill out a pre-study questionnaire con-
taining five questions. The questionnaire helped to collect background information such
their programming experience, their familiarity with software refactoring and ATL. In ad-
dition, all the participants attended one lecture about ATL and software refactoring, and
passed six tests to evaluate their performance to evaluate and suggest refactoring solutions
for ATL programs.
Each participant in the study received a questionnaire, a manuscript guide to help them
to fill the questionnaire, the tools and results to evaluate, and the ATL source code of
the studied transformations. Since the application of refactoring solutions is a subjective
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process, it is normal that not all the developers have the same opinion. In our case, we
considered the majority of votes to determine if suggested solutions are correct or not.
Each participant evaluates different refactoring solutions for the different techniques and
systems.
We asked every participant to manually suggest and apply refactorings to improve the
quality of the ATL programs. As an outcome of this first scenario, we calculated the differ-
ences between the recommended refactorings and the expected ones (manually suggested
by the developers). In the second scenario, we asked the developers to manually evalu-
ate the best recommended solution by our algorithm and the remaining techniques. We
performed a cross-validation between the participants to avoid the computation of the MC
metric being biased by their manual recommendations. In the third scenario, we asked the
participants to use our tool during a period of two hours on the different programs and then
we collected their opinions based on a post-study questionnaire that will be detailed later.
The participants were asked to justify their evaluation of the solutions and these justifica-
tions are reviewed by the organizers of the study.
For each case study and algorithm, we select one solution using a knee point strategy
Rachmawati and Srinivasan (2009). The knee point corresponds to the solution with the
maximal trade-off between all fitness functions, i.e., a vector of the best objective values for
all solutions. In order to find the maximal trade-off, we use the trade-off worthiness metric
proposed by Rachmawati and Srinivasan (2009) to evaluate the worthiness of each solution
in terms of objective value compromise. The solution nearest to the knee point is then
selected and manually inspected by the subjects to find the differences with an expected
solution. While the knee point selection may not be the perfect way, it is the only strategy
to ensure a fair comparison with the mono-objective and deterministic approaches since
they generate only one solution (sequence of refactorings) as output. Subjects were aware
that they are going to evaluate the quality of our solutions, but were not told from which
algorithms the produced solutions originate.
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4.4.3 Experimental Setting
Parameter setting influences significantly the performance of a search algorithm on a
particular problem. For this reason, for each algorithm and for each ATL program, we
perform a set of experiments using several population sizes: 50, 100, 200, 300 and 500.
The stopping criterion was set to 100,000 evaluations for all algorithms in order to ensure
fairness of comparison. The other parameters’ values were fixed by trial and error and are
as follows: crossover probability = 0.7; mutation probability = 0.4 where the probability
of gene modification is 0.2. Each algorithm is executed 30 times with each configuration
and then the comparison between the configurations is done using the Wilcoxon test. The
upper and lower bounds on the chromosome length used in this study are set to 10 and 50
respectively.
4.4.4 Statistical test methods
Since metaheuristic algorithms are stochastic optimizers, they can provide different
results for the same problem instance from one run to another. For this reason, our experi-
mental study is based on 30 independent simulation runs for each problem instance and the
obtained results are statistically analyzed by using the Wilcoxon rank sum test with a 95%
confidence level (a = 5%). The latter tests the null hypothesis, H0, that the obtained results
of two algorithms are samples from continuous distributions with equal medians, against
the alternative that they are not, H1. The p-value of the Wilcoxon test corresponds to the
probability of rejecting the null hypothesis H0 while it is true (type I error). A p-value that
is less than or equal to a ( 0.05) means that we accept H1 and we reject H0. However, a
p-value that is strictly greater than a (> 0.05) means the opposite. In fact, for each prob-
lem instance, we compute the p-value obtained by comparing the results of the different
algorithms with our approach. In this way, we determine whether the performance differ-
ence between our technique and one of the other approaches is statistically significant or
just a random result. The results presented were found to be statistically significant on 30
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independent runs using the Wilcoxon rank sum test with a 95% confidence level (a < 5%).
The Wilcoxon rank sum test verifies whether the results are statistically different or not;
however, it does not give any idea about the difference in magnitude. Thus, we used the
Vargha-Delaney A measure which is a non-parametric effect size measure. In our context,
given the different performance metrics (such as PR, RC, MC, etc.), the A statistic mea-
sures the probability that running an algorithm B1 (NSGA-II based on QMODD) yields
better performance than running another algorithm B2 (such as RS, Mono-objective GA,
etc.). If the two algorithms are equivalent, then A = 0.5.
Overall, we have found the following results: a) on small scale ATL programs (XML2MySQL,
XHTML2XML and XML2Ant) our approach is better than all the other algorithms based
on all the performance metrics with an A effect size higher than 0.92; and b) on medium and
large scale ATL programs (XML2KML, Ecore2Maude, OCL2R2ML and R2ML2RDM),
our approach is better than all the other algorithms with an A effect size higher than 0.89.
4.4.5 Results and Discussions
Results for RQ1: The results for the first research questions are summarized in Fig-
ures 4.6, 4.7 and 4.8. It is clear that QMOOD-NSGA-II is better than random search based
on the different metrics of PR, RC and MC on all the 7 ATL case studies. The average
precision, recall and manual correctness values of random search on the different ATL pro-
grams are lower than 28%. This can be explained by the huge search space to explore
to generate relevant refactorings. Figure 4.9 shows that the execution time (CT) of ran-
dom search is lower than QMOOD-NSGA-II however the difference is just limited to an
average of 15 minutes. Furthermore, ATL refactoring is not requiring a strict time con-
straints unlike real-time application which is not the case here. We do not dwell long in
answering the first research question, RQ1, which involves comparing our approach based
on QMOOD-NSGA-II with random search. The remaining research questions will reveal
more about the performance, insight, and usefulness of our approach. We conclude that
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Figure 4.6: Median Manual Correctness (MC) over 30 runs on all the 7 ATL programs
using the different ATL refactoring techniques with a 95% confidence level (a < 5%).
there is empirical evidence that our multi-objective formulation based on QMOOD sur-
passes the performance of random search thus our formulation is adequate (this answers
RQ1).
Results for RQ2: As reported in Figure 4.6, the majority of the refactoring solutions
recommended by our multi-objective approach were correct and approved by develop-
ers. On average, for all of our seven studied projects, 94% of the proposed ATL refac-
toring operations are considered as feasible, improve the quality and are found to be useful
by the software developers of our experiments. The highest MC score is 100% for the
XML2MySQL program and the lowest score is 89% for XML2KML program. Thus, it
is clear that the results are independent of the size of the ATL programs and the number
of recommended refactorings. Most of the refactorings that were not manually approved
by the developers were found to be either violating some post-conditions or introducing
design incoherence.
Since the MC metric just evaluates the correctness and not the relevance of the recom-
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Figure 4.7: Median Precision (PR) over 30 runs on all the 7 ATL programs using the
different ATL refactoring techniques with a 95% confidence level (a < 5%).
Figure 4.8: Median Recall (RC) over 30 runs on all the 7 ATL programs using the different
ATL refactoring techniques with a 95% confidence level (a < 5%).
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Figure 4.9: Median execution time (CT) over 30 runs on all the 7 ATL programs using the
different ATL refactoring techniques with a 95% confidence level (a < 5%).
mended refactorings, we also compared the proposed operations with some expected ones
defined manually by the different participants for several ATL code fragments extracted
from the seven programs. Figure 4.7 and Figure 4.8 summarize our findings. We found
that a considerable number of proposed refactorings, with an average of more than 91% in
terms of precision and 96% of recall, were already applied by the software development
team and suggested manually (expected refactorings). The recall scores are higher than
precision ones since we found that the refactorings suggested manually by developers are
incomplete compared to the solutions provided by our automated approach and this is was
confirmed by the qualitative evaluation (MC). In addition, we found that the slight devi-
ation with the expected refactorings is not related to incorrect operations but to the fact
that different refactoring strategies are equivalent in terms of quality even if the applied
refactoring types are different. Furthermore, the use of the fitness function to minimize the
number of refactorings may helped to reduce the noise in the recommended solutions and
focus mainly on the refactorings which improved the quality metrics.
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We decided to evaluate the performance of our approach using evaluation metrics dif-
ferent than the fitness functions (quality metrics) to ensure a fair comparison with existing
techniques as detailed in the next research questions. To summarize and answer RQ2, the
experimentation results confirm that our QMOOD based multi-objective approach helps the
participants to refactor their ATL programs efficiently by finding the relevant refactorings
and improve the quality of all the five programs.
Results for RQ3: Figures 4.6, 4.7 and 4.8 confirm the average superior performance of
our QMOOD multi-objective approach compared to our previous work based on NSGA-II
(and limited to fan-in and fan-out) Alkhazi et al. (2016) and a mono-objective GA aggre-
gating all the objectives in an equal way. Figure 4.6 shows that our approach provides
significantly higher manual correctness results (MC) than NSGA-II (as used in Alkhazi
et al. (2016)), a mono-objective formulation having MC scores between 89% and 79% on
the different ATL programs. The same observation is valid for the precision and recall
as described in Figures 4.7 and 4.8. Thus, it is clear that all the four different objectives
considered in our formulation are conflicting justifying the outperformance of NSGA-II
whether based on QMOOD or not. Furthermore, the results confirm that the QMOOD met-
rics formulation are more aligned with the preferences of ATL developers than the limited
use of fan-in and fan-out.
Since our proposal is based on multi-objective optimization, it is important to evaluate
the execution time (CT). It is evident that both NSGA-II adaptations require higher exe-
cution time than RS and GA since NSGA-II is considering higher number of objectives
and change operators. In addition, the use of QMOOD metrics made the execution time
slower comparing to our previous multi-objective work. All the search-based algorithms
under comparison were executed on machines with Intel Xeon 3 GHz processors and 8
GB RAM. Overall, RS, GA and NSGA-II algorithms were faster than QMOOD-NSGA-
II. In fact, the average execution time for QMOOD-NSGA-II NSGA-II, GA and RS were
respectively 23, 19, 15 and 10 minutes. However, the execution for QMOOD-NSGA-II is
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reasonable because the algorithm is not executed daily by the developers and the refactoring
of ATL programs is not a real-time problem.
To conclude, our QMOOD multi-objective approach provides better results, on average,
than our previous multi-objective work, a mono-objective refactoring algorithm aggregat-
ing the different objectives (answer to RQ3).
Results for RQ4: Since it is not sufficient to compare our proposal with only search-
based work, we compared the performance of QMOOD-NSGA-II with the semi-automated
refactoring approach proposed in Wimmer et al. (2012). Figures 4.6, 4.7 and 4.8 summa-
rizes the results of the precision, recall and manual correctness obtained on the 7 ATL
programs. The precision of the semi-automated refactoring approach is slightly lower than
NSGA-II in all the programs in average of 90%; however the precision scores are lower
than our proposal on all the programs. The manual precision of both approaches is compa-
rable and almost the same.
In fact, the good precision achieved by the semi-automated approach can be easily
explained by the fact that the refactoring are manually detected by the programmers but just
automatically executed. In addition, the recall is lower than QMOOD-NSGA-II because
it is time consuming for the programmers to identify a large set of relevant refactorings
which is automatically generated using QMOOD-NSGA-II. It is also clear that the semi-
automated refactoring approach Wimmer et al. (2012) is time consuming with an average
of more than 45 minutes however our QMOOD-NSGA-II algorithms can recommend and
apply relevant refactorings in a time frame lower than 25 minutes as described in Figure 4.9.
To conclude, our QMOOD-NSGA-III adaption also outperforms, on average, an existing
approach not based on meta-heuristic search (RQ4).
Results for RQ5: We have asked the participants to take a post-study questionnaire
after completing the refactoring tasks using our multi-objective refactoring tool and all
the techniques considered in our experiments. The post-study questionnaires collected the
opinions of the participants about their experience in using our approach compared also to
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the semi-automated refactoring tool Wimmer et al. (2012) and our previous multi-objective
work not based on QMOOD Alkhazi et al. (2016). The post-study questionnaire asked
participants to rate their agreement on a Likert scale from 1 (complete disagreement) to 5
(complete agreement) with the following statements:
• The automated refactoring recommendations are a desirable feature in ATL.
• The multi-objective automated manner of recommending refactorings by our ap-
proach is a useful and flexible way to refactor ATL model transformation programs
compared to semi-automated or manual refactorings.
• The use of QMOOD quality attributes is relevant to improve the quality of ATL
programs.
The agreement of the participants was 4.8, 4.4 and 4.8 for the three statements, respec-
tively. This confirms the usefulness of our approach for the software developers considered
in our experiments. The remaining questions of the post-study questionnaire were about
the benefits and also limitations (possible improvements) of our multi-objective approach.
In addition, the questionnaire confirms that the developers found the use of QMOOD at-
tributes is relevant to identify refactoring opportunities for model transformation programs.
We summarize in the following the feedback of the developers. Most of the participants
mention that our automated approach is faster than semi-automated or manual refactoring
since they spent a long time with these techniques to find the locations where refactorings
should be applied and which ones to select. For example, developers spend time when they
decide to extract a rule to find the elements to move to the newly created rule. Thus, the
developers liked the functionality of our tool that helps them to automatically recommend
the refactorings and finding quickly the right controlling parameters based on the recom-
mendations. Furthermore, refactorings may affect several locations in the ATL source code,
which is a time-consuming task to perform manually, but they can perform it instantly using
our tool.
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Another important feature that the participants mentioned is that our approach allows
them to take the advantages of using multi-objective optimization for ATL refactoring with-
out the need to learn anything about optimization and exploring explicitly the Pareto front
to select one “ideal” solution. The implicit exploration of the Pareto front using the Knee
point strategy represents an important advantage of our tool.
The participants also suggested some possible improvements to our multi-objective
ATL refactoring approach. Some participants believe that it will be very helpful to extend
the tool by adding a new feature to apply automatically some regression testing techniques
on ATL programs to generate test cases to test applied refactorings. Another possibly
suggested improvement is to use some visualization techniques to evaluate the impact of
applying a refactoring sequence. In addition, they did not appreciate sometimes the long
list of refactoring suggested by our tool since they want to take control of modifying and
rejecting some refactorings. In addition, the validation of this long list of refactorings is
time-consuming. Finally, the developers also highlighted that it will be interesting to conis-
der the quality attributes of QMOOD with different weights since they may not be equally
important.
4.4.6 Threats to Validity
Following the methodology proposed by Wohlin et al. (2012), there are four types of
threats that can affect the validity of our experiments. We consider each of these in the
following paragraphs.
4.4.6.1 Conclusion Validity
Conclusion validity is concerned with the statistical relationship between the treatment
and the outcome. We addressed conclusion threats to validity by performing 30 indepen-
dent simulation runs for each problem instance and statistically analyzing the obtained
results using the Wilcoxon rank sum test with a 95% confidence level (a = 5%). However,
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the parameter tuning of the different optimization algorithms used in our experiments cre-
ates another internal threat that we need to evaluate in our future work. The parameters’
values used in our experiments are found by trial-and-error. However, it would be an inter-
esting perspective to design an adaptive parameter tuning strategy for our approach so that
parameters are updated during the execution in order to provide the best possible perfor-
mance. In addition, our multi-objective formulation treats the different types of refactoring
with the same weight in terms of complexity when calculating one of the fitness functions.
However, some refactoring types can be more complex than others to apply by developers.
4.4.6.2 Internal Validity
Internal validity is concerned with the causal relationship between the treatment and the
outcome. We dealt with internal threats to validity by performing 30 independent simula-
tion runs for each problem instance. This makes it highly unlikely that the observed results
were caused by anything other than the applied multi-objective approach.
4.4.6.3 Construct Validity
Construct validity is concerned with the relationship between theory and what is ob-
served. To evaluate the results of our approach, we selected solutions at the knee point
when we compared our approach with the mono-objective GA and random search, but
the developers may select a different solution based on their preferences to give different
weights to the objectives when selecting the best refactoring solution. The different devel-
opers involved in our experiments may have divergent opinions about the recommended
refactorings in terms of correctness and readability. We considered in our experiments the
majority of votes from the developers. For the selection threat, the participant diversity in
terms of experience could affect the results of our study. We addressed the selection threat
by giving a lecture and examples of ATL refactorings already evaluated with arguments
and justification. For the fatigue threat, we did not limit the time to fill the questionnaire
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and we also sent the questionnaires to the participants by email and gave them the required
time to complete each of the required tasks.
4.4.6.4 External Validity
External validity refers to the generalizability of our findings. In this study, we per-
formed our experiments on seven different ATL programs belonging to different domains
and having different sizes. However, we cannot assert that our results can be generalized to
other programs, and to other practitioners. Future replications of this study are necessary
to confirm our findings. In addition, our study was limited to the use of specific refactoring
types and ATL metrics. Future replications of this study are necessary to confirm our find-
ings, e.g., if the general approach is also applicable for OCL-related refactorings Correa
et al. (2007); Correa and Werner (2004, 2007); Reimann et al. (2012).
4.5 Conclusion
In this chapter, we propose a novel set of quality attributes to evaluate refactored ATL
programs based on the hierarchical quality model QMOOD. We used these conflicting
quality attributes to guide the selection of the best refactorings to refactor ATL programs
using multi-objective search. We validate our approach on a comprehensive dataset of
model transformations. The statistical analysis of our experiments shows that our auto-
mated approach recommended useful refactorings based on a benchmark of ATL transfor-
mations and compared to random search, mono-objective search formulation, a previous
work based on a different formulation of multi-objective search with few quality metrics,
and a semi-automated refactoring approach not based on heuristic search.
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CHAPTER V
Test Case Selection for ATL Model Transformations
5.1 Introduction
Model-driven engineering (MDE) Bézivin and Gerbé (2001); Brambilla et al. (2017)
raised the portability, and maintainability of software systems by using models as first-
class entities Hutchinson et al. (2011). The used models can be executed, manipulated, or
migrated using recent model transformations advances Schmidt (2006). Nowadays, model
transformations are used in a wide spectrum of critical industrial projects Mohagheghi and
Dehlen (2008), making their correctness and robustness as a top priority.
To check the correctness of model transformations, several testing techniques have been
proposed Lin et al. (2005); Cabot et al. (2010); Guerra et al. (2013); Wimmer and Bur-
gueño (2013); Sahin et al. (2015). Besides the conventional software testing difficulties
Bertolino (2007), model transformations have their own additional testing challenges Lin
et al. (2005); Baudry et al. (2010) making it harder to automatically generate test cases and
execute them efficiently. Several research contributions have discussed the test cases gen-
eration issue for model transformations Wang et al. (2013); Fleurey et al. (2009); González
and Cabot (2012). The main challenge is the large number of test cases required to ensure
the coverage of the source and target meta-model elements as well as of the model transfor-
mation rules. The overlap between test cases may results in days or even weeks to complete
executing their test suite Elbaum et al. (2000). In practice, developers and testers usually
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have limited time to complete certain tasks; the increased pressure to minimize the prod-
uct’s time to market may pose risks of overlooking major expensive defects. Therefore,
the quality of test cases is not the only factor to be considered, execution cost is equally
important. Furthermore, the overlap between the test cases covering the same rules and
elements increases the execution time without improving the efficiency to identify errors.
Currently, the current state of the art did not address the problem of test cases selection
for model transformations unlike other paradigms such as Object Oriented programming
languages.
One possible way to reduce the cost of testing is test cases selection that provided
promising results at the code level Bates and Horwitz (1993); Binkley (1995); Yau and
Kishimoto (1987); Seawright and Gerring (2008); Goodenough and Gerhart (1975); Yoo
and Harman (2007). The primary objective of these techniques is to select a subset of the
test cases that maximizes the coverage criteria and minimizes the number of selected test
cases. However, test cases selection and prioritization received not enough attention in the
MDE community.
In this chapter, we propose a test case selection technique for model transformation
programs. We formulate the problem of test cases selection as a multi-objective problem,
using NSGA-II, that finds the best combinations of test cases that satisfies two conflicting
objectives: (i) maximizing rule coverage and (ii) minimizing test suite’s execution time.
We evaluated our approach based on a set of model transformation programs extracted
from the ATL zoo and previous studies. The results confirm that our test cases selection
approach significantly reduce the time to test ATL programs while keeping a high level of
coverage.
The primary contributions of this chapter can be summarized as follows:
1. This work introduces one of the first studies for selecting test cases for model trans-
formations. To handle the conflicting objectives of coverage and cost, we adapted a
multi-objective algorithm to select the test cases maximizing the coverage and mini-
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mizing the execution time.
2. We report the results of an empirical study on an implementation of our approach.
The obtained results provide evidence to support the claim that our proposal is more
efficient, on average, than existing test cases generation approaches in terms of re-
ducing the execution time with high coverage.
5.2 Motivating Example
The ATLAS Transformation Language (ATL) has been chosen as transformation lan-
guage demonstrator for this work, because it is one of the most widely used transformation
languages, both in academia and industry, and there is mature tool support1 available. ATL
is a rule-based language which builds heavily on the Object Constraint Language (OCL),
but provides dedicated language features for model transformations which are missing in
OCL, like the creation of model elements.
An ATL transformation is mainly composed by a set of rules. A rule describes how a
subset of the target model should be generated from a subset of the source model. Conse-
quently, a rule consists of an input pattern—having an optional filter condition—which is
matched on the source model and an output pattern which produces certain elements in the
target model for each match of the input pattern. OCL expressions are used to calculate the
values of target elements’ features, in the so-called bindings.
To further illustrate ATL, we use the BibTeXML to DocBook transformation example,
a prominent ATL program taken from ATL Zoo Project (2015). As the name suggests,
BibTeXML to DocBook generates a DocBook document from a BibTeXML model. Bib-
TeXML is a schema that describes the model contents of BibTeX using XML syntax to
allow users to extend the bibliography data with custom ones. The BibTeXML to Doc-
Book transformation’s objective is to create a DocBook document that consists of four
1http://www.eclipse.org/atl
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Figure 5.1: The BibTeXML metamodel (taken from INRIA (2005))
sections: (i) reference list, (ii) author list, (iii) title list, and (iv) journal list. An excerpt
of the transformation is shown in Listing V.1 and the metamodels of the source and target
models are shown in Figures 5.1 and 5.2, respectively. The full details can be found on the
documentation section at Eclipse’s ATL Transformations Zoo INRIA (2005).
Having this transformation specified, testing is required to find out if the transformation
is working as expected for all possible inputs or if there are bugs in the transformation
leading to unintended output models for certain input models Baudry et al. (2010). Testing
ATL transformations has been discussed in several papers in the past González and Cabot
(2012); Guerra (2012); Gogolla et al. (2015); Gogolla and Vallecillo (2011) to mention just
a few. However, due to the complex input and output parameters (i.e., the input and output
models) as well as sophisticated language semantics of ATL, testing ATL transformations
is still a challenge. In particular, different coverage metrics have been proposed such as
metamodel element coverage as well as transformation element coverage McQuillan and
Power (2009); Guerra (2012). Moreover, many different approaches for test case generation
have been proposed in the past showing different advantages and disadvantages (cf. Selim
et al. (2012) for a survey). As a result, different approaches may be used to generate test
cases, and still, often manually developed test cases for testing particular situations are
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doc : DocBook!DocBook (
books<  Sequence{boo}
) ,
boo : DocBook!Book (
articles<  Sequence{art}
) ,
art : DocBook!Article (
title<  ’BibTeXML to DocBook’,
sections_1<  Sequence{se1, se2, se3, se4}
) ,
se1 : DocBook!Sect1 (
title<  ’References List’,
paras<  BibTeX!BibTeXEntry.allInstances() >sortedBy(e | e.id)
) ,




se3 : DocBook!Sect1 (
title<  ’Titles List’,
paras<  thisModule.titledEntrySet >collect(e | thisModule.resolveTemp(e, ’title para’))
) ,
se4 : DocBook!Sect1 (
title<  ’Journals List’,




















entry_para : DocBook!Para (
content<  e.buildEntryPara()
) ,
title_para : DocBook!Para (
content<  e.title
) ,






Figure 5.2: The DocBook metamodel (taken from INRIA (2005))
created.
For instance, for the ATL program shown in Listing V.1, we have collected a total of
111 test models where most of them are reused from a previous study on fault localization
for ATL Troya et al. (2018a) and some additional models are created to improve the trans-
formation rule coverage. Each model covers specific parts of the transformation program
and of the metamodels. An example model is shown in Listing V.2 which should activate
the rules dealing with InProceedings entries as well as Article entries.
The number of rules in the example transformation is 9 and the total number of input
and output metamodel classes is 29. With the given test suite, we can have a good coverage
of the rules and metamodel elements. However, the next question arises: are all given
models actually needed for testing the given transformation or is a subset equally effective?
Therefore, we propose in the next section an approach which help transformation tester to
build and maintain an effective test suite for their ATL transformations.
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Listing V.2: Sample Input Test Data
<?xml version=”1.0” encoding=”ASCII”?>
<xmi:XMI xmi:version=”2.0” xmlns:xmi=”http://www.omg.org/XMI” xmlns:BibTeX=”BibTeX”>
<BibTeX:InProceedings id=”a” year=”2016” title =”Automated refactoring of ATL model transformations” booktitle =”MODELS16”>
<authors author=”Alkhazi, B.”/>
<authors author=”Ruas, T.”/>













5.3 Test-Cases Selection for Model Transformation
In this section, we first present an overview of our approach including the multi-objective
formulation and the solution approach. We also describe briefly our adaptation of NSGA-II
to apply on the test case selection problem for ATL transformations.
5.3.1 Approach Overview
The primary objective of our approach is to analyze a test suite and optimize it in order
to satisfy certain criteria as illustrated in Figure 5.3. As an input, we take an ATL program
and a number of test cases. Then, we pre-process each test case to collect some data about
their coverage and execution time, which later will be used as the main constraints for the
algorithm. Since these goals are inherently conflicting and we are potentially dealing with a
huge search space, consequently, a multi-objective algorithm(NSGA-II) is used to find the
Pareto-optimal solutions for this problem. This algorithm and its adaptation to the selection
problem is described in the next subsection.
5.3.2 Solution Approach
To illustrate the approach, in particular how we perform the adaptation of NSGA-II to
the problem of test case selection, with an example, we will use the example introduced in
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Figure 5.3: Test cases selection overview.
Section 5.2.
Solution Representation: A solution is a sequence of n test cases that are represented
in a vector-based fashion, where each dimension represents a test case. A sample test model
that are used as an input to the test case is shown in Listing V.2. An example of a solution
vector is depicted in Table 5.1. Each vector’s dimension represents an execution of a test
case to analyze its impact in terms of execution time and rule coverage (Case ID, Execution
Time, Covered Rules). For instance, executing the case shown in Listing V.2 (cf. Section
5.2) will cover three rules out of nine (33.33%) and the execution time is 219.7421 ms.
The initial population is randomly selected. The size of the vector V is bound by a
maximum number VMAX that is proportional to the program size and the number of test
cases.
1 TestCase(8, 342.08, Rules[R7,R1,R5,R7,R7])
2 TestCase(30, 202.11, Rules[R1,R4])
3 TestCase(2, 542.43, Rules[R10,R9,R3,R7,R8,R2])
Table 5.1: Example of solution representation
Solution Evaluation: Solutions need to be evaluated to keep the fittest ones and elim-
inate/replace the lowest. We have two objectives; thus we are using two fitness functions:
f1 = Max(RuleCoverage)
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Objective 1: Maximize rules coverage, we trace the triggered rules during the execution
of every test case to determine the rules covered by the entire test suite. We then measure
the percentage of rule coverage after eliminating duplicates.
f2 = Min(ExecutionTime)
Objective 2: Minimize test suite execution time. As the test cases are executed, we
keep track of the time needed to complete the testing activities; solutions that require less
time are preferred.
Solution Variation: Exploring the search space to look for better potential candidate
solutions requires using variation operations such as the crossover and mutation. A one-
point crossover operation is used as follows: two parent solutions are selected and each
one is split at a random point before crossing the split parts between the two parents to
create two new children. We use the bit-string mutation operator to pick at least one of the
vector’s dimensions and replace it randomly with a test case. An illustration to the mutation
operator is depicted in Table 5.2.
1 TestCase(8, 342.08, Rules[R7,R1,R5,R7,R7])
2 TestCase(30, 202.11, Rules[R1,R4])
3 TestCase(2, 542.43, Rules[R10,R9,R3,R7,R8,R2])
1 TestCase(8, 342.08, Rules[R7,R1,R5,R7,R7])
2 TestCase(6, 170.05, Rules[R8,R6])
3 TestCase(2, 542.43, Rules[R10,R9,R3,R7,R8,R2])
Table 5.2: Example of applying mutation operator to the vector previously shown in Ta-
ble 5.1
5.4 Evaluation
In order to evaluate our approach for test case selection, we conducted a set of experi-
ments based on six ATL transformation programs, their size and structures are detailed in
Subsection 5.4.2. The following subsections describe the research questions, followed by
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the experimental setup and the obtained results. Finally, a discussion on threats to validity
of our experiments is given.
5.4.1 Research Questions
We defined three research questions that address the performance, suitability, and scal-
ability ISO (2011). The three research questions are as follows:
• RQ1: How does our proposed multi-objective approach perform compared to a
mono-objective selection algorithm? To ensure that the objectives are conflicting,
we use a single fitness function by aggregating the two normalized objectives. If the
results are the same or the mono-objective formulation performed better than their
multi-objective counterparts, we conclude that the latter is not needed.
• RQ2: What is the cost-effectiveness of using our multi-objective test case se-
lection approach? Reducing the test suite is clearly beneficial when it comes to
execution time, however, we need to keep an eye on the ability of the new test suite
to reveal faults as it contain less number of test cases. Moreover, the selection pro-
cess should not take more than the time gained by reducing the test suite Leung and
White (1989).
• RQ3: How does our proposed approach perform compared to a retest-all ap-
proach? Since our hypothesis is to reduce the time and number of test cases for
testing model transformation, we compared our approach with a traditional testing
technique for ATL model transformations consisting of running all the pre-defined
test cases after every change made to the transformations program.
5.4.2 Case Studies
To evaluate our research questions, six case studies have been used. Four cases taken
from the ATL Zoo repository Project (2015), the remaining programs were taken from an
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existing work for spectrum-based fault localization Troya et al. (2018b). The transforma-
tions used are diverse in terms of size, application domain, number of dependencies among
their transformation artifacts, and structure. We briefly describe in the following the differ-
ent transformation programs used.
• UML2ER: This transformation generates Entity Relationship (ER) diagrams from
UML Class diagrams.
• XSLT2XQuery: The XSLT to XQuery transformation produces models based on
the XQuery meta-model from XSLT code.
• BibTeX2DocBook: This transformation generates a DocBook composed document
from a BibTeXML model. We have already introduced this transformation in Sec-
tion 5.2.
• XML2MySQL: XML to MySQL transformation translates XML representations of
the structure of domain model into actual MySQL representations.
• CPL2SPL: This program is a relatively complex transformation as it handles several
aspects of two telephony DSLs: SPL and CPL Project (2015).
• Ecore2Maude: In this transformation, Ecore metamodels are used to generate Maude
Clavel et al. (2007) specifications.
Table 5.3 summarizes the number of rules, number of helpers, number of lines of code
(LoC), and number of classes in both input and output metamodels for every case study.
5.4.3 Experimental settings
The efficiency of search algorithms can be significantly influenced by parameter set-
tings Arcuri and Fraser (2013). Selecting the right population size, stopping criterion,
crossover and mutation rate is essential to avoid premature convergence. We used MOEA
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Framework v2.12 Hadka (2012) for our experiments, and performed several experiments
with various population sizes; 50, 100, 250, 500. The stopping criterion was set to 100k
evaluations for all algorithms. For crossover and mutation, we used 0.7 and 0.3 probabili-
ties, respectively.
MOEA Framework’s default parameter setting values were used for all other parame-
ters. Metaheristic algorithms are stochastic optimizers and may provide different results for
the same problem. Thus, for each configuration, we performed 30 independent runs for ev-
ery problem instance. Later, we statistically analyzed the obtained results using Wilcoxon
test Arcuri and Fraser (2013) with a = 5% (i.e. 95% confidence level). All experiments
have been executed on Macbook Pro machine with 2.5 GHz Intel Core i7 processor, 16 GB
1600 MHz DDR3 RAM, and 500 GB SSD. The Eclipse Modeling Tools version Neon.3
(Release 4.6.3) was used in addition to ATL plugin (version 3.7.0) and ATL/EMFTVM
(version 4.0.0).
5.4.4 Results and Discussions
Results for RQ1. In this subsection, we evaluate the performance of our NSGA-II
adaptation to a mono-objective genetic programming formulation, where the normalized
values of the time and coverage metrics are aggregated into one fitness function. Tables 5.6
and 5.7 show an overview of the average results of the 30 runs for each algorithm.
The mono-objective algorithm reduced test suite size 92.31% to 98.82% of the original
ID Name #Rules #Helpers #LoC #MM Classes
Input - Output
CS1 UML2ER 8 0 55 4 - 8
CS2 XSLT2Query 7 0 170 16 - 18
CS3 BibTex2DocBook 9 0 263 21 - 8
CS4 XML2MySQL 6 10 294 5 - 8
CS5 CPL2SPL 19 6 518 33 - 77
CS6 Ecore2Maude 39 41 1372 13 - 45
Table 5.3: Case studies and their sizes and structures.
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test suite. Also, the computational cost is reduced by percentages ranges between 26.02%
for CS4 to up to 97.99% for CS6. In all case studies, mono-objective’s computational time
was better, which is intuitive as more objectives usually requires more computation time to
evaluate the different Pareto front options.
An other factor that influenced the computational time is the number of selected cases;
higher number of test cases in a test suite leads to a higher computational cost. In all case
studies, NSGA-II selected more cases compared to mono-objective GA formulation. An
interesting observation here is that when the size of the case study increases, the difference
in time reduction vanishes between the two algorithms as shown in larger cases such as
CS5 and CS6. Worth mentioning that the time for both algorithms is calculated by adding
the test suite execution time to the algorithms analysis time. If we have a closer look at
CS2 and CS4, we see that the multi-objective time reduction was 12.97% and 15.61%,
respectively. Both case studies have small number of test cases already (Table 5.4), thus
the algorithm’s computational time nearly exceeded the time gained by reducing the test
suite.
In regard to rules coverage (Table 5.6), however, values are significantly better in our
adaptation’s favor, regardless of the test case’s size or structure. The average coverage
for the six case studies are 82.4% compared to 57.8% on average for the mono-objective
formulation.
From these results, we conclude that the two considered objectives are conflicting and




CS1 105 100 697.99
CS2 13 100 304.46
CS3 111 100 4358.36
CS4 17 100 617.02
CS5 108 94.73 9120.79
CS6 171 100 34994.96
Table 5.4: Test cases data for each case study.
120
therefore a multi-objective formulation is necessary to balance between the cost and cover-
age, which answers RQ1.
Results for RQ2. To answer this question, we created multiple mutations for each
case study by manually introducing bugs at different locations in the transformations using
the approach and operators proposed in Mottu et al. (2006); Troya et al. (2015). Table
5.5 summarizes the mutation operations used in our experiments, further details about the
operators and their possible impact on the transformation is discussed in Troya et al. (2015).
In addition to the manually created mutants, we also reused some of the existing mutations
proposed in Troya et al. (2018b).
In total we had 104 mutants, where each mutant consist of one or more changes com-
pared to the original transformation. Note that these are semantic mutations, thus, there
will be no compilation or run-time error and we will wait until the execution of the trans-
formation is complete to evaluate the results.
Table 5.8 summarizes the results for both approaches. Mono-objective algorithm was
able to reveal faults 53.5% on average for all case studies. Mono-objective formulation
already covers less rules as shown in table 5.6 and that automatically led to hindering
its ability to detect bugs 46.5% of the time. In contrast, the multi-objective adaptation,
reveals faults in 85.49% of the time. From these results, we see that reducing test suite cost
by 54.26% on average, provides a good fault revealing percentage. This summarizes the
answer to RQ2.
Results for RQ3. Running all test cases is the safest route, assuming no changes in
Concept Mutation Operators
Matched Rule Addition, Deletion, Name Change
In Pattern Element Addition, Deletion, Class Change, Name Change
Filter Addition, Deletion, Condition Change
Out Pattern Element Addition, Deletion, Class Change, Name Change
Binding Addition, Deletion, Value Change, Feature Change
Table 5.5: Mutations for ATL Transformations (From Troya et al. (2015)).
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the specs have been made. However, this demands the most computational time and often
companies do not have this option. Table 5.7 shows the significant size reduction in all case
studies, this suggests that there are some unnecessary test cases in the original test suite.
Which might be due to overlapping cases or because of changes in the transformation Le-
ung and White (1990), without updating the test suite by updating the correlated test cases
leading to obsolete ones. Also, we can see that the computational time was substantially
reduced (>70%) for some case studies (CS3, CS5, and CS6), and reduced by double digits
for the rest. We see that the larger search space (application size and test suite), the better
results we are getting for our multi-objective adaptation.
As discussed for the results of RQ1 and RQ2, the coverage results (Table 5.6) and fault
revealing capability (Table 5.8) shows strong evidence that we are getting high coverage
and fault detection rates despite the big reduction in size and computational time. Note that
for CS5, the maximum possible coverage when we run all available test cases is 94.73%
(Table 5.3). Thus, the coverage and fault revealing results have room for improvement
with more test cases to select from. Furthermore, in our formulation, we gave the same
importance to both metrics (time and coverage). However, in certain practical applications,
more weight may be given to the coverage, which will help in revealing more bugs.
ID Retest-All Mono-objective Multi-objectiveCoverage Time Coverage Time Coverage Time
CS1 100 697.99 60.0 262.41 86.0 433.24
CS2 100 304.46 57.14 168.26 79.4 264.99
CS3 100 4358.36 55.55 327.45 81.4 559.57
CS4 100 617.02 50 456.47 84.7 520.70
CS5 94.73 7339.36 63.15 417.21 77.4 736.70
CS6 100 23522.79 61.53 473.65 85.6 903.99
Table 5.6: Average coverage and execution time for the three approaches.
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5.4.5 Threats to validity
Internal Validity. This threat is concerned with the factors that might influence the
results of our evaluation. The stochastic nature of our approach and the parameter tuning
might be considered an internal validity threat. To address this problem, we performed 30
independent simulation for each problem instance, making it unlikely that the observations
are not caused by the multi-objective formulation. Another internal threat to consider is
concerned with using search-algorithms for test suite optimization. No particular meta-
heuristic approach is recommended for test case selection problems, however, evolutionary
algorithms proved to be successful for various multi- and many-objectives search problems
in previous studies Kalyanmoy et al. (2001).
Construct Validity. The relationship between what we observe and theory is within the
domain of this threat. We used well known performance measures such as computational
cost and code coverage in our objective functions. To compare the different approaches, we
additionally used test suite size and fault coverage to compare the performances. We plan
to further investigate different metrics and performance measures in our future work. The
absence of similar work in the area of model transformation to select test cases is another
construct threat, thus we compared our work with mono-objective algorithm and retest-all
approach to tackle this issue.
Conclusion Validity. Our ability to draw conclusions for the observed data is governed
ID Mono-objective Multi-objectiveTime (%) Size (%) Time (%) Size (%)
CS1 62.41 96.88 37.93 93.75
CS2 44.73 92.31 12.97 84.62
CS3 84.17 97.62 72.95 95.24
CS4 26.02 94.12 15.61 87.65
CS5 94.32 98.82 89.96 97.65
CS6 97.99 98.18 96.16 96.36
Table 5.7: Average percentage of time and test suite size reduction.
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by conclusion validity. To address this threat, we analyzed the obtained results statistically
with Welch’s t-test with 95% confidence level (a = 5%). We used a popular trial-and-error
method in the literature Eiben and Smit (2011), however, choosing different parameters
may affect the results. However, we may use in the future an adaptive parameter tuning
strategy where the values are updated during the execution to find the best possible combi-
nations for an ultimate performance.
External Validity. This threat is concerned with our ability to generalize the findings.
We used six case studies, four of them are taken from ATL Zoo repository which is widely
used in research. The remaining two test cases are also used previously by a number of
researchers in the field of MDE. The test cases are different in size, structure and application
domain. Yet, we can not assert that our results are generalizable for all cases. Future
empirical studies are required to confirm our findings.
5.5 Conclusion
In this chapter, we propose a test cases selection approach for model transformations
based on multi-objective search. We used the non-dominated sorting genetic algorithm
(NSGA-II) to find the best trade-offs between two conflicting objectives: (1) maximize
the coverage of rules and (2) minimize the execution time of the selected test cases. We
validated our approach on several evolution cases of medium and large ATL programs.
The results showed a significant reduction on the execution time while maintaining a good
ID # Mutations Mono-objective Multi-objective
CS1 13 61.1 86.6
CS2 14 45.0 78.5
CS3 28 66.6 89.16
CS4 10 56.25 85.62
CS5 22 62.5 83.52
CS6 17 40.9 89.54







The main contribution of this dissertation is to propose a framework to enable the auto-
matic modularization, refactoring and testing of model transformation programs. The main
three components are summarized in the next subsections.
6.1.1 Modularization of Model Transformations
Modularizing large transformations can improve readability, maintainability and testa-
bility of transformations. However, most publicly available transformations do not use
modularization even though most transformation languages support such a concept. One
reason for this lack of adoption may be the complexity this task entails. In chapter III,
we introduced a new automated search-based software engineering approach based on
NSGA-III to tackle the challenge of model transformation modularization. Specifically,
we formulate the problem as a many-objective optimization problem and use search-based
algorithms to calculate a set of Pareto-optimal solutions based on four quality objectives:
the number of modules in the transformation, the difference between the lowest and highest
numbers of responsibilities in a module, the cohesion ratio and the coupling ratio. We have
applied and evaluated our approach for ATL, a rule-based model transformation language.
The evaluation consists of seven case studies and two user studies with participants from
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academia and engineers from Ford. Our results show that modularizing model transforma-
tions require a sophisticated approach and that our approach produces good results. Fur-
thermore, the use of modularized transformations versus non-modularized ones can reduce
the complexity to perform common tasks in model-driven engineering and can improve
productiveness in terms of time needed to perform these tasks.
6.1.2 Automatic Refactoring of ATL Model Transformations
In chapter IV, we proposed an automated approach for refactoring ATL programs to
find a trade-off between different conflicting objectives. We have also adapted an exist-
ing quality model, QMOOD, for the case of model transformations to guide the search for
relevant refactorings. Our automated approach allows developers to benefit from search-
based refactoring tools without manually identifying refactoring opportunities. To evaluate
the effectiveness of our tool, we conducted a user study on a set of software developers
who evaluated the tool and compared it with random search, a multi-objective adaption
based on two quality metrics, an existing mono-objective formulation, and an approach not
based on heursitic search. Statistical analysis of our experiments showed that our proposal
performed significantly better than random search, our previous multi-objective work not
based on QMOOD Alkhazi et al. (2016), a mono-objective formulation and Wimmer et al.
(2012) with an average precision and recall of 89% and 95% respectively when compared
to manual solutions provided by a set of developers. The software developers, who partici-
pated in our experiments, confirmed also the relevance of the suggested refactorings as an
outcome of a survey study.
6.1.3 Test case selection for ATL Model transformations
In chapter V, we proposed a test case selection approach for model transformations by
considering transformation rule coverage as well as execution time spent for executing the
test cases. The evaluation based on several cases shows a drastic speed-up of the testing
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process while still showing a good testing performance.
6.2 Future Work
The promising results of our approach in chapter III raise to several future research
lines. First of all, we will further investigate the possibilities for refactoring ATL transfor-
mations based on quality metrics. In particular, we plan to optimize ATL transformations
through refactoring using performance and memory consumption. Furthermore, we are in-
terested in how our proposed modularization metamodel can be generalized as a template in
which developers can integrate other transformation languages, making our approach more
broadly accessible. In particular, what is needed for adding support for additional transfor-
mation languages is the conversion transformations from language X to the modularization
metamodel and vice versa. Of course, the main challenge is to detect dependencies which
are not explicitly represented in the transformation programs. Estimating the complexity
of the dependency discovery in other transformation languages such as QVT and ETL is
considered as an interesting line of future work. Moreover, the modularization metamodel
may be further abstracted to form a general framework for modularization problems which
may be instantiated for particular structures. Such an approach would allow not only to
modularize transformations but other artefacts used in MDE such as models, metamodels
Fleck et al. (2016b), and even megamodels Bézivin et al. (2004).
A different approach could be followed to give names to the modules created by our ap-
proach. In this version, such names are random String values, what can be changed by users
in a post-processing step. We will further study if assigning other names is more useful for
the modularization usability Feldthaus and Møller (2013); Thies and Roth (2010), such
as assigning names composed of rules names within the module or names of the classes
from the input and output pattern elements of the rules. In any case, our evaluation has
demonstrated that it is easier and faster for developers to localize the relevant rules using
modularized ATL programs because they regroup together semantically similar rules and
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helpers. Thus, the name of the created modules is not as important as the way how the rules
and helpers are grouped together. For instance, we found that most of the changes to fix
specific bugs were localized in rules that are part of the same module.
Secondly, future work inspired from the work in chapter IV involves the extension of
our approach to support additional refactoring types. Also, an integration of an automated
regression testing mechanism is useful since it is important to test the refactorings intro-
duced to the ATL programs. Furtheromore, we will address the problem of identifying
antipatterns in ATL programs rather than just relying on quality attributes.
Finally, in regard to test case selection, we see several dimensions to explore. First,
the combination of test generation and test selection techniques is of interest. This would
allow to automatically reduce the test suits when they are generated which would allow
to concentrate the generation on cases which are not already covered. Second, adding
further objectives such as trace diversity in the search process may be helpful for other
approaches such as fault localization approaches Troya et al. (2018b). Moreover, further
studies considering other model transformation languages may be of interest to see how
generalizable our approach is.
129
BIBLIOGRAPHY
Abdeen, H., Ducasse, S., Sahraoui, H., and Alloui, I. (2009). Automatic package coupling
and cycle minimization. In 2009 16th Working Conference on Reverse Engineering,
pages 103–112. IEEE.
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Ehrig, K., Küster, J. M., and Taentzer, G. (2009). Generating instance models from meta
models. Software & Systems Modeling, 8(4):479–500.
Eiben, A. E. and Smit, S. K. (2011). Parameter tuning for configuring and analyzing evo-
lutionary algorithms. Swarm and Evolutionary Computation, 1(1):19–31.
Elbaum, S., Malishevsky, A. G., and Rothermel, G. (2000). Prioritizing test cases for
regression testing, volume 25. ACM.
Farooq, U. and Lam, C. P. (2009). Evolving the quality of a model based test suite. In
Proceedings of the International Conference on Software Testing, Verification, and Vali-
dation Workshops, pages 141–149. IEEE.
Faunes, M., Cadavid, J. J., Baudry, B., Sahraoui, H. A., and Combemale, B. (2013a).
Automatically searching for metamodel well-formedness rules in examples and counter-
examples. In Proceedings of the 16th International Conference on Model-Driven Engi-
neering Languages and Systems - Volume 8107, pages 187–202.
Faunes, M., Sahraoui, H. A., and Boukadoum, M. (2013b). Genetic-programming ap-
proach to learn model transformation rules from examples. In International Conference
on Theory and Practice of Model Transformations, pages 17–32.
Feldthaus, A. and Møller, A. (2013). Semi-automatic rename refactoring for javascript. In
ACM SIGPLAN Notices, volume 48, pages 323–338. ACM.
Finot, O., Mottu, J.-M., Sunyé, G., and Attiogbé, C. (2013). Partial test oracle in model
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