Abstract. For any integer k ≥ 2, we prove combinatorially the following Euler (binomial) transformation identity
Introduction
There has been recent interest in the distributions of k-crossings (k-nestings) and enhanced k-crossings (enhanced k-nestings) on set partitions. Using the RSK-like insertion/deletion algorithms, Chen, Deng, Du, Stanley and Yan [4] developed two fundamental bijections between partitions and vacillating or hesitating tableaux, from which the symmetry of the joint distributions of k-crossings (resp. enhanced k-crossings) and k-nestings (resp. enhanced k-nesting) follows. Their results were successfully put in a larger context of fillings of Ferrers shape by Krattenthaler [11] via the growth diagram construction of Fomin. As applications of the two bijections of Chen et al., Bousquet-Mélou and Xin [2] enumerated set partitions avoiding usual or enhanced 3-crossings. They also made the conjecture that for every k > 3, the generating function of k-noncrossing partitions is not D-finite, which is still open. Recently, Burrill, Elizalde, Mishna and Yen [3] carried out a different approach to the usual and enhanced k-nonnesting partitions through generating trees and open arc diagrams of partitions.
In this paper, we prove combinatorially the following Euler (binomial) transformation identity, which indicates the numbers of usual and enhanced k-noncrossing partitions are closely related. 0 (t) = 1 by convention. The t = 1 case of (1.1) implies that the D-finiteness (see [17, Theorem 6.4.10] ) of the generating function of k-noncrossing partitions is the same as that of the generating function of enhanced k-noncrossing partitions. There are several partial results that lead to the discovery of (1.1). Before we state our motivation, some definitions on set partitions are required. Let Π n be the set of all partitions of [n] . Any P ∈ Π n can be identified with its arc diagram defined as follows: Definition 1.2 (Arc diagram of a partition). Nodes are 1, 2, . . . , n from left to right. There is an arc from i to j, i < j, whenever both i and j belong to a same block, say B ∈ P , and B contains no l with i < l < j. There is a loop from i to itself if {i} is a block in P . A partition has a crossing (resp. nesting) if there exist two arcs (i 1 , j 1 ) and (i 2 , j 2 ) in its arc diagram such that i 1 < i 2 < j 1 < j 2 (resp. i 1 < i 2 < j 2 < j 1 ). It is well known (cf. [15] ) that the number of partitions in Π n with no crossings (or with no nestings) is given by the n-th Catalan number
The crossings (resp. nestings) of partitions have a natural generalization called k-crossings (resp. k-nestings) for any fixed integer k ≥ 2.
Definition 1.4 (k-crossing and enhanced k-crossing).
A k-crossing of P ∈ Π n is a k-subset
The k-crossings and the weak k-crossings of P are collectively called the enhanced kcrossings of P . A partition without any k-crossings (resp. enhanced k-crossings) is called k-noncrossing (resp. enhanced k-noncrossing). The k-nestings and the enhanced k-nestings of a partition are defined similarly by replacing the above two inequalities with
Example 1.5. A 3-crossing and a weak 3-crossing are depicted below:
Note that enhanced 2-noncrossing partitions in Π n are noncrossing partial matchings of [n], i.e. noncrossing partitions for which the blocks have size one or two. Since noncrossing partial matchings of [n] are counted by the n-th Motzkin number M n = ⌊n/2⌋ i=0 n 2i C i (see [15, Page 43]), identity (1.1) reduces to
when k = 2 and t = 1. This Motzkin-Catalan identity was first discovered by Donaghey [7] , who interpreted it a generating function counting plane trees by number of branches. Many other interpretations in terms of different models are found later in [5, 6, 8] and lately in [9] . Let NC
n ) be the set of all k-noncrossing (resp. enhanced k-noncrossing) partitions in Π n . If k is sufficently large, i.e. k > n+1 2
, then we have NW
where S(a, b) denotes the Stirling number of the second kind. The first not so trivial case of (1.1) is when k = 3 and t = 1, which arises naturally in establishing an equinumerosity conjecture of Yan [18] and Martinez-Savage [14] . It was proved in [13] analytically that inversion sequences with no weakly decreasing subsequence of length 3 and enhanced 3-noncrossing partitions have the same cardinality, from which, together with the connections with 021-avoiding ascent sequences, this special case of (1.1) follows. Moreover, the t = 1 case of (1.1) for general k was also conjectured in [13] . On the other hand, even the k = 2 case of (1.1), which is a t-extension of (1.2), seems new:
Here C n (t) and M n (t) denote respectively the generating functions of noncrossing partitions of [n] and noncrossing partial matchings of [n], where t corresponds to a block in partitions or matchings. Note that C n (t) is the n-th Narayana polynomial n k=1 1 n n k n k−1 t k , while M n (t) turns out to be the γ-polynomial of C n+1 (t) as we shall see in Section 2.1.
It should be pointed out that Theorem 1.1 is not true (except when t = 1) if one replaces "enhanced k-noncrossing partitions" by "enhanced k-nonnesting partitions", as distributions of the number of blocks on these two objects are different (see also [4, Theorem 4.3] ).
The rest of this paper is organized as follows. In Section 2, we will show how the t = 1 case of (1.1) and Eq. Figure 1 . Two 01-filling representations C(P ) and E(P ) for the set partition P = {{1, 5, 8}, {2}, {3, 7}, {4, 9}, {6}}.
through the introduction of two well-designed operations on k-noncrossing partitions. We conclude our paper with two related open problems in Section 4.
Via 01-filling of triangular shape
We shall review two representations of set partitions as 01-fillings of a triangular shape from [11] (see also [19] ), from which one can see the special t = 1 case of (1.1) directly.
A triangular shape of order n, denoted by △ n , is the Young diagram of the staircase partition (1, 2, . . . , n) in the French notation. For a triangular shape, we number its rows from top to bottom and its columns from left to right and identify cells using matrix coordinates. For example, the triangular shape △ 5 is depicted below with rows and columns numbered (the cell (4, 2) is colored blue):
A triangular shape △ n with each cell filled by either a 0 or a 1 is called a 01-filling of △ n . For better visibility, we will represent a 01-filling by replacing a 1 with a • but suppressing all occurrences of 0. An SE-chain (South-East chain) of a 01-filling of △ n is a set of 1's such that any 1 in the sequence is below and to the right of the preceding 1 in the sequence. Moreover, an SE-chain is said to be proper if the smallest rectangle containing the chain is contained in △ n . For instance, the 01-filling in left side of Fig. 1 has two SE-chains of length 3, one chain containing 1's in cells (4, 1) , (6, 3) , (7, 5) and the other chain containing 1's in cells (4, 1) , (6, 3) , (8, 4) , where only the latter chain is proper.
A set partition P ∈ Π n can be encoded by a 01-filling of △ n−1 (resp. of △ n ), denoted C(P ) (resp. E(P )), which is the 01-filling with a 1 in cell (j − 1, i) (resp. (j, i)) if and only if (i, j) with i < j (resp. i ≤ j) is an arc in the arc diagram of P . See Fig. 1 for the 01-filling Figure 2 . An example of f .
representations C and E of partition {{1, 5, 8}, {2}, {3, 7}, {4, 9}, {6}} ∈ Π 9 . Denote by C (k) n the set of 01-fillings F of △ n satisfying three conditions: (1) each row in F contains at most one 1, (2) each column in F contains at most one 1, and (3) F has no proper SE-chain of length k. Let E
n consisting of all elements F such that, for each i, either the i-th row or the i-th column of F contains a 1. The crucial properties of C and E lie in the following fact first realized by Krattenthaler [11] .
For each j ∈ [n], the hook of △ n formed by the j-th row and the j-th column is called the j-th corner hook of △ n . A corner hook of a 01-filling is said to be zero, if it contains no 1; otherwise, nonzero. It is clear that E n to the disjoint union of the cartesian products of (i + 1)-compositions of n + 1 and
Recall that an i-composition of n is a sequence c 1 c 2 · · · c i of positive integers summing to n. Let Com i (n) denote the set of all i-compositions of n. For each 01-filling
: the j-th corner hook of F is nonzero}, and D(F ) is obtained from F by removing all the cells in zero corner hooks and compressing the remaining cells.
See Fig. 2 for an example of f . It is easy to see that f is invertible.
is a bijection.
Since the cardinality of Com i+1 (n + 1) is n i , Theorem 2.2 and Theorem 2.1 together provide a combinatorial proof of (1.1) for t = 1.
2.1.
On identity (1.3) and γ-expansion of Narayana polynomials. A polynomial
can be written uniquely as
where γ i ∈ Z. If γ i ≥ 0 for all i, then H(t) is said to be γ-positive. It is well known and not difficult to see that γ-positivity implies unimodality, namely
Many polynomials arising from algebraic combinatorics and discrete geometry have been shown to be γ-positive. The reader is referred to the book exposition by Petersen [15] for further information on γ-positivity. Note that Narayana polynomials C n (t) are γ-positive. For instance,
In general, we have the following γ-expansion of C n+1 (t) (cf. [1] or [16] ):
C i . More interestingly, the coefficient γ n+1,i has several combinatorial interpretations, one of which shows γ n+1,i is the number of Motzkin paths of length n with i up steps (cf. [12, Lemma 18] ). It is somewhat surprising that γ n+1,i appears as a coefficient of M n (t), even though the proof of this relationship is simple. 
Proof. We will apply a classical bijection between noncrossing partial matchings of [n] and Motzkin paths of length n.
Recall that a Motzkin path of length n is a lattice path in N 2 starting at (0, 0), ending at (n, 0), with three possible steps:
(1, 1) = U (up step), (1, −1) = D (down step), and (1, 0) = H (horizontal step).
For a noncrossing partial matching P ∈ NW (2) n , define the corresponding Motzkin path M = s 1 s 2 . . . s n , represented as a word on the alphabet {U, D, H}, by
For an example of this correspondence, see This correspondence is one-to-one and maps the number of loops and the number of non-loop arcs of P to the number of horizontal steps and the number of up steps of M, respectively. The result then follows from the fact that γ n+1,n−i is the number of Motzkin paths of length n with n − i up steps.
It is possible to deduce identity (1.3) from Theorem 2.2 and the palindromity of the Narayana polynomials. Let arc(P ) (resp. arc 2 (P )) be the number of arcs (resp. non-loop arcs) in the arc diagram of partition P . It is clear that |P | = n − arc 2 (P ) for any P ∈ Π n , where |P | denotes the number of blocks of P . Let one(F ) be the number of 1's in a 01-filling F . By the palindromity of C n+1 (t) and the constructions of bijections C, E and f , we have
where the last equality follows from the fact that arc(P ) = |P | for any P ∈ NW (2) i . This shows identity (1.3), as desired.
In general, we have arc(P ) ≥ |P | for any partition P and NC
is not palindromic anymore for k ≥ 3. This is the reason why we could not prove identity (1.1) for k ≥ 3 by utilizing Theorem 2.2. However, we have been able to prove (1.1) via an intriguing bijection on k-noncrossing partitions which we shall introduce next.
3. Bijective proof of (1.1) This section forms the most interesting part of our paper. We will first illustrate our bijective proof of (1.1) for noncrossing partitions and then extend it to all k-noncrossing partitions. The extension of our construction from k = 2 to general k is highly nontrivial.
We believe it is better to show our framework for the noncrossing partition case first, even though one can skip Section 3.1 and go to Section 3.2 directly.
In this section, we let Π n denote the set of partitions of {0, 1, . . . , n − 1} rather than partitions of [n], for convenience's sake.
3.1. Noncrossing partitions. We give a combinatorial interpretation of identity (1.3).
First we interpret the sum t n i=0 n i M i (t) as the generating function of all pairs (A, µ) such that A is a subset of {1, 2, . . . , n} and µ is a noncrossing (partial) matching whose nodes are elements of A placed on the line in the natural order. A pair (A, µ) is weighted by t |µ|+1 , where |µ| is the number of blocks of µ. If A is the empty set, then µ is the empty matching with weight t.
We now define a combinatorial bijection Ψ from noncrossing partitions in Π n+1 to the set of all pairs (A, µ) in the above. As it is often the case, an example will do. Let n = 10 and
This π is a noncrossing partition as can be seen below:
Consider all blocks in π which do not contain 0: {{1, 2, 7}, {3, 5, 6}, {4}, {9}}. From each block, delete all integers which are neither the smallest nor the largest in the block. Let the resulting set be µ, and let A be the union of all blocks in µ:
The next figure shows the elements of A, in blue, and the (partial) matching µ. Let Ψ(π) = (A, µ). Clearly, this is weight-preserving. The above procedure is reversible. Let (A, µ) be a pair such that A is a subset of {1, 2, . . . , n} and µ is a noncrossing (partial) matching whose nodes are elements of A placed on the line in the natural order.
We will construct the corresponding partition π of {0, 1, 2, . . . , n} as follows. Interpret each block β in µ as an interval I(β) = {i : min{β} ≤ i ≤ max{β}}. Let the block of π containing 0 be {0, 1, 2, . . . , n} \ ∪ β∈µ I(β).
As an example, let n = 10 and (A, µ) = ({1, 3, 4, 6, 7, 9}, {{1, 7}, {3, 6}, {4}, {9}} Other blocks of π are obtained by extending blocks in µ by the rule: i ∈ {1, 2, . . . , n} \ A belongs to the block originating from a block β ∈ µ if I(β) is the smallest interval containing i. In our example, two blocks {1, 7} and {3, 6} are enlarged, shown in blue below. So Ψ −1 (π) = {{0, 8, 10}, {1, 2, 7}, {3, 5, 6}, {4}, {9}}.
3.2. k-crossing and weak k-crossing. Since the block containing 0 is important in our discussion, we fix the following terminology. Recall that the arc diagram of a partition has been defined in Definition 1.2. A (weak) k-crossing is called a black (weak) k-crossing, if all its arcs are black; a red (weak) k-crossing, otherwise. A partition is called k-crossing if it has at least one k-crossing.
Recall that NC (k)
n is the set of all k-noncrossing partitions in Π n and NW (k) n is the set of all enhanced k-noncrossing partitions in Π n . Let BNW (k) n be the set of all partitions P in Π n whose colored arc diagram, D(P ), has neither black k-crossings nor black weak k-crossings, i.e., has no black enhanced k-crossings.
For any subset A of {1, 2, . . . , n − 1}, define a subset Π A of Π n by Π A = {P ∈ Π n : red(P ) = {0, 1, . . . , n − 1} \ A}.
Note that Π n is partitioned into {Π A } A⊆{1,2,...,n−1} , and there is a natural correspondence between Π A and Π |A| : if A = {a 1 < a 2 < · · · < a l }, then the correspondence is obtained by mapping a i to i − 1 for each i. This correspondence reduces the number of blocks by 1, since the red block is ignored. Let us define a subset BNW
We can see that BNW Define a weight function w on Π n by w(P ) = t |P | for each P ∈ Π n , where |P | denotes the number of blocks in P . Since we have
identity (1.1) is equivalent to the following theorem.
Theorem 3.2. For all n and k, there exists a weight-preserving combinatorial bijection Φ : BNW
w(P ).
3.3.
The combinatorial bijection Φ. Recall that a weak k-crossing of P ∈ Π n is a k-subset (i 1 , j 1 ), (i 2 , j 2 ), . . . , (i k , j k ) of arcs such that
The position c, c = i k = j 1 , is called the center of the weak k-crossing. We will say that a node a is under a k-crossing
Since a (k − 1)-noncrossing partition has no enhanced k-crossings and an enhanced knoncrossing partition has no k-crossings,
is constructed by the following steps:
n+1 and we can set Φ(P ) = P . Otherwise, P ∈ BNW on D(P ), i.e.,
• find the rightmost red arc in a k-crossing, say (i, j), j 2 ) , . . . , (i k , j k ) be the greatest, in the lexicographic order of (j 1 , j 2 , . . . , j k ), k-crossing with (i p , j p ) = (i, j) (here p never be 1 during the process).
• change arcs forming a k-crossing
where (i p , j 1 ) is recolored red, • color j p black, j 1 red, and recolor the nodes in the blocks containing j p and j 1 accordingly.
Repeat this process until the resulting colored arc diagram has no red k-crossing. The partition P ′ corresponding to the resulting colored arc diagram has no black k-crossing, which is proved in Lemma 3.7.
(5) Finally we end up with a partition P ′ in NC
n+1 has a (k − 1)-crossing then so does Φ(P ) but the converse is not true. The reader is invited to check that Φ agree with Ψ −1 when k = 2, even though they are defined differently. Red 8 is under four black 2-crossings of which the innermost is (3, 10), (6, 13) . Make 8 the center of a black weak 3-crossing, (3, 8) , (6, 10) , (8, 13) , and uncolor 8. The last colored arc diagram corresponds to Φ(P ) ∈ NC
17 : Φ(P ) = ({0, 4, 8, 13}, {1, 3, 11}, {2, 15}, {5, 16}, {6, 10}, {7, 9, 12, 14} ).
The crucial reason why Φ is reversible is that any 'cyclic rotation' to a red k-crossing leaves a trace, i.e., a red node under a black (k − 1)-crossing. In the following, we show that Φ is a bijection by defining its inverse explicitly:
If there is a red node under a black (k − 1)-crossing in D(P ), then undo 'cyclic rotation', i.e.,
• let a be the smallest such node and a ′ the largest node among nodes in red(P ) which are smaller than a, • let (i 1 , j 1 ), (i 2 , j 2 ), . . . , (i k−1 , j k−1 ) be the innermost black (k − 1)-crossing with
and find t such that 1 ≤ t < k − 1 and i t < a ′ < i t+1 , • change arcs
into arcs
and adjust the colors of nodes and arcs of the resulting diagram so that the block containing 0 is red and others are black, and let the corresponding partition be P ′ . Repeat this step with D(P ′ ) until the colored arc diagram of the resulting partition has no red node under black (k − 1)-crossings. (4) If D(P ′ ) has no black weak k-crossing, then set Φ −1 (P ) = P ′ ; otherwise, • let a be the largest node among the centers of black weak k-crossings of D(P ′ ),
• change arcs of the outermost black weak k-crossing with center a
into arcs of a (k − 1)-crossing
set B 0 = B 0 ∪ {a}, and letP denote the resulting partition. Repeat this step until the resulting partition has no black weak k-crossings. The last colored arc diagram corresponds to Φ −1 (P ) ∈ BNW
17 : Φ −1 (P ) = {{0, 3, 9, 11, 15}, {1, 5, 10, 16}, {2, 6, 8, 13}, {4, 12}, {7, 14}}.
It can be checked routinely that Φ −1 (Φ(P )) = P for each P ∈ BNW (k) n+1 , i.e., Φ is injective. Therefore, Φ is bijective due to the cardinality reason in view of Theorem 2.2. Moreover, it is clear that each step of Φ preserves the number of blocks, which completes the proof of Theorem 3.2. In the rest of this section, we will prove two technical lemmas which insure that the algorithm Φ is well-defined.
3.4. Two technical lemmas. For two arcs α = (i, j) and α ′ = (i ′ , j ′ ) of a partition, it is convenient to use the notation α ≺ α ′ whenever i < i ′ and j < j ′ . Some parts of the discussion below become more intuitive if one uses the representation C (introduced in Section 2), as 01-fillings of triangular shapes, for set partitions. Under the representation C, an arc is identified with a 1, while a k-crossing is identified with a proper SE-chain of length k.
Lemma 3.5. The 'enhanced left shift' operation defined in the algorithm Φ does not create any black k-crossing for a partition without any black k-crossing.
Proof. Suppose that a is a red node under an innermost black (k − 1)-crossing
in D(P ), the colored arc diagram of a partition P without any black k-crossing. Let
be the corresponding black weak k-crossing with a as the center in the partitionP after applying the 'enhanced left shift'. Now we proceed to show thatP has no black k-crossing. If not, suppose thatP contains a black k-crossing γ = (γ 1 , γ 2 , . . . , γ k ), where γ i = (r i , s i ). The following fact is crucial in our approach.
Proof. There is nothing to prove if {γ i :
which is more internal than α 1 , α 2 , . . . , α k−1 , a contradiction. If s v > j u , then D(P ) contains the black k-crossing
a contradiction again. This finishes the proof.
It follows from Fact 3.6 that one can choose the black k-crossing γ ofP properly so that the intersection
. . for some 1 ≤ u ≤ u ′ and u ′ − u = v ′ − v. We need to distinguish two cases according to whether s 1 is greater than a or not. In the following, we will use the 01-filling representation C (see Fig. 4 ). Case 1: s 1 < a. In this case, there is the smallest w, u ′ ≤ w ≤ k − 1, such that in C(P ) no arc from {γ i : v ′ < i ≤ k} appears to the northeast of β w+1 . By Fact 3.6,
Thus, we have α w ≺ γ w+v−u+1 = γ w+v ′ −u ′ +1 and so C(P ) contains the proper (black) SEchain γ 1 , γ 2 , . . . , γ v−1 , α u , α u+1 , . . . , α w , γ w+v−u+1 , γ w+v−u+2 , . . . , γ k of length k, a contradiction. Case 2: s 1 > a. In this case, there is the greatest w, 1 ≤ w ≤ u − 1, such that in C(P ) no arc from {γ i : 1 ≤ i < v} appears to the northeast of β w . Then by Fact 3.6, we have
Therefore, γ v−u+w ≺ α w and so C(P ) contains the proper (black) SE-chain
Since both cases lead to the contradiction, we conclude thatP can not contain any black k-crossing. This proves the lemma.
Lemma 3.7. The partition P ′ obtained in step (4) of algorithm Φ has no black k-crossing. In other words, the 'cyclic rotation' does not create any black k-crossing.
Proof. Recall thatP has no red node under a black (k − 1)-crossing and that it has no black k-crossing. Let
be the greatest red k-crossing involved in the 'cyclic rotation' to obtain P ′ fromP . Let us consider the colored arc diagram D * which is obtained from D(P ) by changing the above red k-crossing into arcs
where (i p , j 1 ) is recolored red.
To prove this lemma, it is sufficient to show that D * has no black k-crossing. This is because if we let P * denote the partition whose D(P * ) is obtained from D * by coloring j p black, j 1 red, and recoloring the nodes together with the arcs in the blocks containing j p and j 1 accordingly, then any (new) red arc to the right of β p in P * will never be involved in a red k-crossing (since D * has no black k-crossing). Moreover, it is not difficult to see that P * has no red k-crossing whose first arc is red. Therefore, the next red arc involved in a red k-crossing of P * must occur strictly to the left of j p and so after finite steps of 'cyclic rotation' we will obtain P ′ , which has no black k-crossing. Now we proceed to show that D * has no black k-crossing. If not, suppose that D * contains a black k-crossing γ = (γ 1 , γ 2 , . . . , γ k ), where γ i = (r i , s i ). We have the following property similar to Fact 3.6.
and s v > j u+1 ), a contradiction. This completes the proof.
It follows from Fact 3.8 that one can choose the black k-crossing γ of D * properly so that {β i : 1 ≤ i ≤ k} ∩ {γ i : 1 ≤ i ≤ k} = {β u = γ v ≺ β u+1 = γ v+1 ≺ · · · ≺ β u ′ = γ v ′ } for some 1 ≤ u ≤ u ′ ≤ p − 1 and v ′ − v = u ′ − u. We will distinguish two cases and use the 01-filling representation C ofP and D * (see Fig. 5 ).
•
. . .
. .
. . Otherwise, if w = min{i : j 1 < s i , γ i ≺ β u }, then the red k-crossing ofP γ w , γ w+1 , . . . , γ w+u−1 , α u+1 , α u+2 , . . . , α k is greater than α 1 , α 2 , . . . , α k , which is a contradiction. Thus, the proper (black) SE-chain in C(P ) γ 1 , γ 2 , . . . , γ w−1 , α 1 , α 2 , . . . , α u ′ , γ v ′ +1 , γ v ′ +2 , . . . , γ k has length at least k, which contradicts to the fact thatP has no black k-crossing. Case 2: there is no arc of γ to the southwest of β 1 in C(D * ). Let w, 2 ≤ w < u, be the smallest index such that some arcs of γ appear to the southwest of β w . If such an index does not exist, then simply set w = u. Let w ′ = max{i : γ i ≺ β w }. It then follows from Fact 3.8 that |{γ i : β w−1 ≺ γ i ≺ β u }| ≤ u − w and so the proper (black) SE-chain γ 1 , γ 2 , . . . , γ w ′ , α w , α w+1 , . . . , α u ′ , γ v ′ +1 , γ v ′ +2 , . . . , γ k of C(P ) has length at least k, which is a contradiction again.
We get the contradiction in both cases, which concludes that D * can not contain any black k-crossing. The proof of the lemma is complete.
Final remarks, open problems
The main achievement of this paper is a delicate bijective proof of (1.1) that extends several known special cases. At this point, we would like to pose the following two open problems.
Problem 4.1. Is there any generating function approach to (1.1)?
It would be interesting to develop a generating tree approach to the usual and enhanced k-noncrossing partitions analogous to [3] which may lead to a functional equation proof of (1.1).
There is a q-analogue of the γ-expansion of Narayana polynomials, which has interpretation in terms of statistics on noncrossing partitions, Dyck paths and 321-avoiding permutations (see [1, 12] ). In view of the relationship in Section 2.1 between the γ-expansion of Narayana polynomials and the identity (1.3), it is natural to ask the following question.
Problem 4.2. Is there any nice q-analogue of (1.3) which has a nice combinatorial interpretation?
Very recently, Gil and Tirrell [10] found a bijective proof of (1.1) when t = 1. Their bijection, though described directly using arc diagrams of partitions, is essentially the same as our f in Theorem 2.2.
