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Riassunto 
La prima sezione della Tesi definisce lo "Stato dell'Arte" ed i temi più interessanti nel 
settore delle indagini geofisiche per lo studio e la caratterizzazione degli acquiferi, ponendo 
particolare attenzione alle zone costiere. La letteratura del settore riporta l'utilizzo di diverse 
tecniche geofisiche per problematiche di questo tipo, in particolare il Georadar (o Ground 
Penetrating Radar- GPR), la Geoelettrica e la Sismica. Per ogni metodo vengono valutate le 
potenzialità ed i limiti per applicazioni in diversi acquiferi, che sono classificati in funzione 
del tipo di porosità: acquiferi in roccia (porosità soprattutto secondaria), acquiferi in sedimenti 
sciolti o parzialmente sciolti (porosità essenzialmente primaria) considerando sia acquiferi 
liberi (freatici) che confinati (artesiani). 
Dali' analisi della recente letteratura sul tema emergono numerose potenzialità dei 
metodi geofisici per lo studio di acquiferi in particolare per aree costiere, tra cui: 
• Possibilità di ricavare informazioni con elevato campionamento spaziale, 
ovvero con alta risoluzione dell'informazione nel sottosuolo; 
• Minimo grado di distruttività e interferenza con i· processi legati all'acquifero; 
• Possibilità di monitorare i processi nel tempo lasciando inalterate le condizioni 
al contorno, ovvero non perturbando l'acquifero; 
• Adattabilità della scala dei rilievi alla scala del problema oggetto di studio. 
Coerenza e significatività della misura rispetto alle dimensioni del modello 
idro-geologico; 
• Costo relativamente contenuto delle prospezioni se comparato con le tecniche 
di indagine di tipo diretto (pozzi, trincee, piezometri); 
• Possibilità di utilizzo di metodologie integrate adattando le tecniche di 
indagine al problema da analizzare sulla base dei risultati attesi. 
Ci sono però anche limitazioni che possiamo chiamare "intrinseche" (Binley, 2005) in 
quanto dipendono dalle basi teoriche e dalla struttura stessa dei metodi geofisici nonché dalle 
tecniche di elaborazione utilizzate. Tra queste possiamo ricordare le seguenti: 
• Per poter ottenere misure significative deve esistere un contrasto di parametri 
geofisici collegato con parametri idro-geologici; 
• Le relazioni, le leggi ed i modelli petrofisici e idrologici sono spesso 
fortemente dipendenti dal sito (site-dependent) e non possono essere applicati 
acriticamente da fonti bibliografiche; 
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• Misure ripetute nel tempo devono avere significatività rispetto al parametro 
fisico monitorato; 
• La risoluzione e la coerenza dei risultati è variabile in funzione del rumore 
presente e della profondità di indagine. Normalmente vi sono limiti sulla 
massima profondità raggiungibile e la qualità dell'informazione che può essere 
estratta decresce con la distanza dalla superficie; 
• I metodi che prevedono l'inversione dei dati misurati (ad esempio le misure di 
resistività) hanno numerose (in teoria infinite) possibili soluzioni ugualmente 
valide dal punto di vista matematico, ma di scarso significato fisico e 
geologico; 
• L'inversione dei dati è fortemente legata all'algoritmo utilizzato, ai parametri 
del modello di partenza e allivello di rumore presente nelle misure. 
Dato che i limiti di applicabilità e di significatività dei vari metodi dipendono 
essenzialmente da diversi parametri fisici dei solidi e dei fluidi presenti nel sottosuolo, è stato 
creato, sulla base di dati sperimentali pubblicati, un database con le proprietà 
elettromagnetiche ed elastiche dei materiali geologici più comuni e dei più diffusi fluidi 
presenti considerando anche alcune categorie di inquinanti (Appendice-l). 
Sulla base delle ricerche sopra descritte si è deciso di considerare per questa Tesi l'uso 
integrato del Georadar a copertura singola e multipla e della Tomografia Elettrica, 
sviluppando metodologie di analisi e di trattamento originali, che sono state sperimentate su 
dati acquisiti in Tre Siti Test selezionati sulla base delle caratteristiche geologiche, 
idrologiche e logistiche (Capitolo-l). 
La risoluzione verticale, parametro cruciale nella ricostruzione 3D ad alta risoluzione 
delle proprietà fisiche del sottosuolo, è il primo tema di ricerca affrontato nell'ambito della 
Tesi. La necessità di disporre di dati molto dettagliati per la corretta interpretazione del 
sottosuolo rende, infatti, assai importante la compressione del transiente elettromagnetico, 
specie in ambienti fortemente attenuanti come quelli in cui sia presente acqua. Un'ampia 
gamma di soluzioni è stata proposta in letteratura per incrementare la risoluzione in dati 
sismici. Non esiste un parallelo approfondimento nel settore GPR, metodologia scelta 
nell'ambito di questa Tesi per il suo ineguagliato livello risolutivo nel campo degli studi 
superficiali. Partendo da algoritmi implementati per dati sismici, attraverso numerosi test 
sperimentali su dati con diverse caratteristiche, sono state identificate le procedure idonee per 
il trattamento di tali dati e sono state adattate ed ottimizzate per l'applicazione al caso GPR 
(Capitolo-2). 
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Il secondo tema di ricerca affrontato, è lo sviluppo di metodologie innovative per 
definire il campo di velocità delle onde elettromagnetiche nel sottosuolo a partire da dati 
Georadar a copertura singola e multipla (Capitolo-3). L'importanza della determinazione del 
campo di velocità è molteplice in quanto risulta indispensabile per una esatta conversione dei 
dati da doppi tempi di percorso (TWT) a profondità, per poter parametrizzare in maniera 
corretta numerosi algoritmi di elaborazione (Correzioni statiche e dinamiche, Migrazione) e 
perché il parametro velocità è strettamente legato alle caratteristiche elettromagnetiche del 
mezzo (in particolare costante dielettrica e tangente di perdita). Queste proprietà nei comuni 
mezzi geologici non sono tanto influenzate dalla matrice solida del materiale, quanto 
soprattutto dalla presenza di fluidi. Una volta stimato correttamente il campo di velocità, è 
possibile ottimizzare l'effetto degli algoritmi di elaborazione e ricavare informazioni sul 
contenuto in fluidi e su alcune loro caratteristiche (ad esempio grado di saturazione, zone di 
accumulo e deflusso). 
Per poter ottenere dati non solo qualitativi, ma anche quantitativi a partire da sezioni o 
volumi Georadar, è stato affrontato il calcolo e l'analisi di alcuni attributi (Capitolo-4). Si è in 
particolare cercato di adattare al caso GPR, introducendo opportune modifiche concettuali e di 
implementazione, alcuni attributi o categorie di attributi utilizzati in sismica a riflessione. 
Sono stati considerati attributi che potessero essere di aiuto per l'analisi di situazioni legate 
agli acquiferi (differenti livelli di saturazione, frangia capillare, barriere idrauliche). Oltre alla 
definizione della funzione e dell'algoritmo per il calcolo degli attributi, sono stati anche 
considerati gli aspetti applicativi, cercando di trarre informazioni con validità generale dai 
risultati ottenuti nei Siti Test. 
Nel Capitolo-5 vengono descritti i risultati teorici e sperimentali riguardanti 
l'applicazione di tecniche di tomografia elettrica 2D e 3D. Sono stati valutati diversi algoritmi 
di inversione e i problemi legati alla loro parametrizzazione, con la finalità di ottenere un 
risultato realistico non solo dal punto di vista computazionale, ma anche da quello fisico e 
geo-idrologico. 
Sulla base delle analisi teoriche e dei risultati sperimentali ottenuti, sono state definite 
potenzialità, limiti dei metodi proposti e future possibilità di sviluppo e di ricerca. 
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Introduzione 
L'acqua è essenziale per la vita umana, oltre che per la produzione alimentare e le 
attività economiche. Eppure stiamo facendo fronte a un'emergenza globale nella quale oltre 
un miliardo di persone non ha accesso a una disponibilità minima di acqua pulita e potabile 
(ONU, 2003). Il problema della reperibilità di acque di buona qualità e la sua protezione 
dall'inquinamento e dal sovrasfruttamento è diventato impellente tanto che si prevede una 
crisi mondiale dell'acqua (orizzonte temporale 2015-2020), (ibidem). Sulla base di queste 
previsioni, più di metà della popolazione mondiale (circa 4 miliardi di persone su un totale di 
quasi 8 miliardi) non avrà accesso all'acqua potabile (ibidem). 
Lo studio degli acquiferi costituisce, quindi, un tema di ricerca importante ed attuale per 
il ruolo che la risorsa "acqua" tende sempre più ad avere. Risulta infatti basilare utilizzare 
questo bene in maniera intelligente potendo disporre di informazioni adeguate circa la sua 
disponibilità, qualità e vulnerabilità, in modo da poter meglio prevedere gli scenari futuri e 
pianificare eventuali interventi. 
In particolare, nelle zone costiere, i problemi legati alla caratterizzazione e all'utilizzo 
degli acquiferi risultano ancor più pressanti a causa di fenomeni di ingressione marina, di 
subsidenza e, più in generale, di degrado delle risorse idriche. Le zone prossime alla linea di 
costa rivestono poi, spesso, grande importanza dal punto di vista naturale (habitat peculiari, 
biodiversità, endemismi), paesaggistico e/o alta densità abitativa e/o elevata vocazione 
turistica. 
I tradizionali metodi di studio degli acquiferi si basano sulla correlazione di misure 
puntuali, ottenute in un certo lasso temporale all'interno di pozzi. Molto spesso il numero di 
misure disponibili è troppo esiguo per ottenere una caratterizzazione adeguata e si è costretti a 
ricorrere ad interpolazioni spesso arbitrarie e fuorvianti. Questo problema risulta ancor più 
determinante in zone costiere in cui le variazioni sedimentologiche e idrologiche sia in senso 
verticale che orizzontale sono, di norma, molto marcate ed i modelli con strati sub-orizzontali 
infinitamente estesi non sono applicabili. 
Le tecniche geofisiche sono state largamente usate già da molti anni per indagini legate 
alle acque sotterranee e alla loro interazione con i sedimenti sia dalla superficie che entro 
pozzi (log geofisici di pozzo). Molte metodologie, tuttavia, forniscono solamente indicazioni 
di tipo qualitativo sulla presenza di fluidi, sulle loro caratteristiche e sui parametri 
idrogeologici dell'acquifero. Negli ultimi anni si sta sviluppando una nuova scienza 
multidisciplinare: 1'/drogeo.fisica, che studia l'implementazione e l'applicazione di metodi 
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geofisici per caratterizzare il sottosuolo determinandone le proprietà idrogeologiche e 
monitorando i processi legati al moto di fluidi ed ai meccanismi da esso innescati (Binley, 
2005; Rubin e Hubbard, 2005). 
Questo lavoro di ricerca mtra a sviluppare e sperimentare un tnsteme di tecniche 
geofisiche che, utilizzate in maniera integrata, possano essere di aiuto nello studio e nel 
monitoraggio delle risorse idriche in ambienti costieri. La ricerca si basa principalmente 
sull'utilizzo innovativo di metodologie geofisiche (con metodi diretti tradizionali con finalità 
di taratura) per poter ottenere informazioni con il grado di dettaglio desiderato sia nei primi 
metri di terreno, sia a profondità maggiore. A tal fine viene proposto l'uso del Georadar (o 
Ground Penetrating Radar- GPR) con tecnologia Single e Multi-Fold, principalmente per la 
caratterizzazione di acquiferi liberi (freatici), con tavola d'acqua a limitata profondità e della 
Geoelettrica (e più in dettaglio della Tomografia Elettrica o Electrical Resistivity Tomography 
- ERT) per lo studio da qualche metro fino a diverse decine di metri. L'utilizzo delle 
prospezioni geofisiche permette di ricavare informazioni di tipo areale e volumetrico, senza la 
necessità di dover operare con tecniche distruttive (metodi diretti). 
I dati Georadar vengono, spesso, utilizzati dopo una breve elaborazione solamente per 
ricavare indicazioni qualitative sul sottosuolo. Per poter ottenere un dettaglio maggiore è 
necessario incrementare la risoluzione, soprattutto verticale, ovvero la capacità di evidenziare 
come distinti due oggetti posti uno al di sopra dell'altro. A tal proposito numerosi Autori 
hanno sviluppato e sperimentato (spesso solo su dati sintetici) algoritmi di deconvoluzione per 
ridurre l'estensione temporale dell'ondina GPR (Fisher at al., 1992; Tumer, 1994; Tumer e 
Siggins, 1994; Irving e Knight, 2003). Tuttavia molte volte i risultati non sono soddisfacenti 
(Fisher et al., 1992; Maijala, 1992; Irving e Knight, 2003) in quanto gli algoritmi utilizzati 
sono stati originariamente proposti per dati sismici e molte assunzioni accettabili nel caso di 
onde elastiche non sono più valide per segnali elettromagnetici. Inoltre, non ci sono confronti 
esaustivi tra i diversi metodi applicati ad uno stesso dataset. N el presente lavoro di Ricerca si 
sono sperimentati diversi approcci di deconvoluzione, valutando in maniera critica pregi e 
difetti e le effettive possibilità di applicazione per lo studio e la caratterizzazione di acquiferi. 
Un altro tema di ricerca affrontato ha l'obiettivo di definire metodologie facilmente 
applicabili a dati Georadar, a copertura singola e multipla, per calcolare il campo di velocità 
delle onde elettromagnetiche nel sottosuolo. L'importanza di una corretta determinazione 
delle velocità è molteplice in quanto risulta indispensabile per una esatta conversione dei dati 
in profondità, per la parametrizzazione di numerosi algoritmi di elaborazione e perché la 
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velocità è strettamente legata alle proprietà elettromagnetiche dei materiali (in particolare 
permettività dielettrica e tangente di perdita). Questi parametri, nei comuni mezzi geologici, 
non sono tanto influenzati dalla matrice solida, quanto dai fluidi presenti. L'acqua, infatti, ha 
valori di permettività dielettrica relativa pari a circa 81, ovvero un ordine di grandezza 
maggiore rispetto ai materiali anidri. Sono state sviluppate numerose metodologie per stimare 
la velocità dell'onda elettromagnetica da dati GPR a copertura multipla, soprattutto basate su 
eventi riflessi (Greaves et al., 1996; Pipan et al., 1999; Cai e McMechan, 1999; Reppert et al., 
2000; Leparoux et al., 2001; Perroud e Tygel, 2005; Van der Kruk et al., 2006), ma anche 
rifratti (Bohidar e Hemance, 2002) o diretti (Speri, 1999). Alcuni Autori hanno sperimentato 
metodi per stimare il campo di velocità anche a partire da dati a copertura singola, basandosi 
sulle iperboli di diffrazione (Capineri et al., 1998; Bradford e Harper, 2005; Grasmueck et al., 
2005; Windsor et al., 2005). Molte metodologie sono però applicabili solo in casi particolari e 
richiedono acquisizioni con geometrie non convenzionali. Vengono pertanto proposte due 
procedure innovative: una dedicata specificatamente a dati Georadar e copertura singola e una 
a quelli a copertura multipla. N el primo caso, si è considerato che la maggior parte dei dati 
GPR disponibili è singlefold, ovvero ogni punto in profondità viene illuminato un'unica volta. 
Si è quindi definita una procedura integrata che si basa sull'analisi delle iperboli causate da 
diffrazioni da oggetti di piccole dimensioni rispetto alle lunghezze d'onda utilizzate ed un 
"Migration Velocità Scan", ovvero l'uso di velocità di migrazione costanti e la valutazione 
per ogni evento diffratto di quale velocità produca la focalizzazione ottimale. Se si vogliono 
ottenere informazioni di dettaglio sul sottosuolo è necessario disporre di dati multifold. Le 
usuali tecniche di analisi di velocità mutuate dalla sismica sono condizionate dal numero di 
tracce dei Common MidPoint gather - CMP (copertura) e da quante sono le riflessioni 
presenti. E' stata quindi implementata e sperimentata su dati reali una nuova procedura che 
prevede la possibilità di ottimizzare il campo di velocità ottenuto con l'analisi dei CMP 
(spettri di velocità, CVS, CVG, fitting diretto delle iperboli di riflessione) utilizzando in 
maniera ricorsiva l'analisi dei Common Image Gather (CIG) risultanti dall'applicazione di 
algoritmi avanzati di migrazione pre-stack in profondità da un lato e la valutazione della 
corrispondenza tra riflessioni e variazioni di velocità dalr altra, con un tipico processo di 
interpretive processing. Questo schema di analisi costituisce un'innovazione metodologica e 
permette di ottenere, in maniera parzialmente automatizzabile e controllata, valori di velocità 
molto più precisi e coerenti con la situazione idrogeologica del sottosuolo. Inoltre, gli 
algoritmi di migrazione pre-stack in profondità se parametrizzati con valori corretti di 
velocità, portano ad un imaging ottimale anche in presenza di riflettori molto inclinati e 
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variazioni laterali della velocità. Una volta definito il parametro "velocità dell'onda 
elettromagnetica" è possibile stimare il grado di saturazione e la porosità media dei sedimenti 
(Topp, 1980; Feng e Sen, 1985; Greaves et al., 1996). Sono state qui applicate diverse 
relazioni valutandone criticamente i risultati, anche sulla base di misure dirette di taratura. 
Allo scopo di estrarre informazioni non solo qualitative ma anche quantitative dalle 
registrazioni geofisiche, viene sperimentato sui dati Georadar il calcolo di diversi "attributi'' e 
la loro possibile correlazione con parametri geologici e fisici dei solidi e dei fluidi indagati. 
Gli "attributi'' sono stati originariamente sviluppati per analisi di dati sismici a riflessione sia 
2D che 3D. Attualmente solo pochi studi hanno utilizzato attributi su dati Georadar. Inoltre, 
sono stati applicati solamente attributi molto semplici quali quelli "istantanei" su dati 
bidimensionali (Lemke, 2000; Senechal et al., 2000; Corbeanu et al., 2002; Schmalz et al., 
2002). Questa ricerca mira ad estendere l'uso degli attributi istantanei anche a volumi GPR e 
ad implementare attributi che possano risultare utili nell'analisi di acquiferi permettendo di 
ricavare informazioni altrimenti non raggiungibili. Con finalità diverse sono stati calcolati in 
varie situazioni idrogeologiche attributi quali l'Energia, la Similarity, la Frequency Slope Fa/l 
e tecniche di Edge Detection abbinate ad Edge Preserving Filters. Gli attributi sono stati 
definiti su volumi o su sezioni arbitrarie per non introdurre gradi di soggettività al problema e 
sono stati confrontati con gli originari dati in ampiezza o con gli attributi istantanei. 
L'obiettivo finale non era solamente quello di rendere più evidenti alcuni orizzonti, ma legare 
i valori calcolati per un certo attributo a uno o più parametri fisici del sottosuolo ed in 
particolare ai fluidi in esso presenti, alla loro quantità e tipologia. In altri termini si è cercato 
di definire alcuni "indicatori" capaci di relazionare in maniera biunivoca il dato GPR alla 
situazione idrogeologica considerata, al pari di quanto avviene in sismica petrolifera dove 
alcuni attributi sono ben correlati a parametri dei reservoir (Taner at al., 1979; Cheng e 
Sidney, 1997; de Rooij e Tingdahl, 2002; Rankey e Mitchell, 2003). 
Per quanto riguarda le tecniche di tomografia elettrica un problema aperto è legato alle 
metodologie di inversione più idonee ed ai loro parametri. Sono stati sperimentati e valutati 
criticamente diversi algoritmi applicati su dati bidimensionali e tridimensionali in ambienti 
con differenti caratteristiche idro-geologiche. La scelta di utilizzare questa metodologia 
rispetto ad altre pure valide (Potenziali Spontanei, Polarizzazione Indotta, Time Domain 
Rejlectometry, Frequency Domain Rejlectometry, metodo magnetotelluriche) deriva da 
diverse considerazioni. Prima di tutto la Tomografia Elettrica si basa su strumenti molto 
diffusi, frutto di una tecnologia matura e di relativo basso costo. Inoltre, molti studi hanno 
dimostrato (soprattutto per applicazioni bidimensionali) la possibilità di utilizzare questa 
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tecnica per analizzare e monitorare processi legati all'idrologia del sottosuolo come il 
contenuto in acqua dei sedimenti o le concentrazioni delle soluzioni in essi presenti (ad 
esempio Slater et al., 1998; Zhou et al., 2001; Binley et al., 2002; Yeh et al., 2002; Singha e 
Gorelick, 2006). La Tomografia Elettrica, almeno in teoria, può essere utilizzata per studiare 
sia gli aspetti statici, sia quelli dinamici dell'acquifero, senza limitazioni di profondità. 
Tuttavia, vi sono limiti legati alla risoluzione del metodo che, inevitabilmente, decresce con 
l'aumentare della distanza dalla superficie di misura e connessi con l'inversione del dato. 
Come molti problemi di inversione di misure geofisiche, anche in questo caso abbiamo una 
tipica situazione in cui i dati acquisiti non sono sufficienti a parametrizzare in maniera 
univoca il modello, ovvero, la procedura non è sufficientemente vincolata (undetermined). Per 
ovviare, almeno in parte, a ciò sono state sperimentate varie forme di regolarizzazione del 
modello e numerosi algoritmi di inversione finalizzati ad ottenere una soluzione 
geologicamente plausibile ed univoca. Una possibilità promettente è quella di utilizzare altre 
misure dirette o indirette per vincolare il modello e definire correttamente i parametri del 
modello iniziale che condizionano in maniera pesante l'intero processo. Sono stati 
sperimentati algoritmi di inversione sia bidimensionali che tridimensionali in modo da poter 
ottenere indicazioni sulle variazioni della resistività (e delle proprietà fisiche ad essa 
correlate) nello spazio. 
La ricerca, quindi, viene articolata su due filoni che procedono parallelamente: da un 
lato la messa a punto di metodologie basate su algoritmi innovativi, capaci di estrarre dal dato 
geofisico informazioni altrimenti difficilmente ricavabili, dall'altro la sperimentazione su aree 
di test con problematiche reali legate alle risorse idriche ivi presenti. Sono stati a tal proposito 
selezionati tre Siti Test in ambiente costiero o prossimo alla foce di corsi d'acqua, 
caratterizzati da un acquifero freatico entro sedimenti sciolti con diverse caratteristiche 
granulometriche. Si è deciso di non considerare acquiferi in roccia in quanto, essendo 
dipendenti essenzialmente dalla porosità secondaria, che è strettamente legata alla situazione 
geologica e tettonica locale, non permettono di ricavare indicazioni con validità generale e di 
estrapolare i risultati ad altri ambienti simili. 
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CAPITOLO-l 
ANALISI DEI METODI E SCELTA DEI SITI DI PROVA 
1.1 INTRODUZIONE 
Si è deciso di iniziare l'attività di ricerca con un'accurata analisi bibliografica, per 
definire lo "Stato dell'Arte" ed i terni più interessanti nel settore delle indagini geofisiche per 
lo studio e la caratterizzazione degli acquiferi, ponendo particolare attenzione alle zone 
costiere. 
Lo studio è stato suddiviso per tipologia di acquifero in funzione del tipo di porosità: 
acquiferi in roccia (porosità secondaria), acquiferi in sedimenti sciolti o parzialmente sciolti 
(porosità essenzialmente primaria). Questa seconda categoria è stata ulteriormente suddivisa 
utilizzando lo schema degli acquiferi liberi (freatici) e confinati (artesiani). Per ognuna delle 
categorie descritte sono state valutate le potenzialità ed i limiti, relativamente a tre categorie 
di rnetodologie geofisiche: Georadar, Geoelettrica e Sismica. 
E' evidente che i risultati ottenuti "mediando" le informazioni ricavate dalla letteratura 
specializzata consultata costituiscono solamente indicazioni di massima in quanto l'estrema 
variabilità dei siti dal punto di vista geologico, geomorfologico, idrologico, idro-geologico 
rende, di fatto, arbitraria qualsiasi schernatizzazione. 
In Figura-l viene riportata, in forma schernatica, la sintesi delle informazioni ottenute. 
Questo documento, una volta integrato con le nuove indicazioni derivanti dal lavoro di 
ricerca, costituirà una sorta di "Supporto alle Decisioni" (Decision Support System) che potrà 
essere utilizzato da addetti ai lavori e non, per avere un'indicazione preliminare di massima di 
quali siano le tecniche più convenienti per un dato problema e di quali siano i limiti e i 
vantaggi per lo studio e la caratterizzazione di acquiferi in ambienti costieri. 
Dall'analisi delle diverse fonti bibliografiche emergono numerose potenzialità dei 
metodi geofisici per lo studio di acquiferi in particolare per aree costiere, tra cui: 
• Possibilità di ricavare informazioni con elevata risoluzione spaziale; 
• Minimo grado di distruttività e interferenza con i processi legati all'acquifero; 
• Possibilità di rnonitorare i processi nel tempo lasciando inalterate le condizioni 
al contorno, ovvero non perturbando l'acquifero; 
• Adattabilità della scala dei rilievi alla scala del problema oggetto di studio. 
Coerenza e significatività della misura rispetto alle dimensioni del modello 
idro-geologico; 
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• Costo relativamente contenuto delle prospezioni se comparato con le tecniche 
di indagine di tipo diretto (pozzi, trincee, piezometri); 
• Possibilità di utilizzo di metodologie integrate adattando le tecniche di 
indagine al problema da analizzare sulla base dei risultati attesi. 
Ci sono però anche limitazioni che possiamo chiamare "intrinseche" (Binley, 2005) in 
quanto dipendono dalle basi teoriche e dalla struttura dei metodi geofisici e delle tecniche di 
elaborazione utilizzate. Tra queste possiamo ricordare: 
• Per poter ottenere misure significative deve esistere un contrasto di parametri 
geofisici collegato con parametri idro-geologici; 
• Le relazioni, le leggi ed i modelli petrofisici e idrologici sono spesso 
fortemente dipendenti dal sito (site-dependent) e non possono essere applicati 
acriticamente basandosi solo su fonti bibliografiche; 
• Misure ripetute nel tempo devono avere significatività rispetto al parametro 
fisico monitorato; 
• La risoluzione e la coerenza dei risultati è variabile in funzione del rumore 
presente e della profondità di indagine. Normalmente vi sono limiti sulla 
massima profondità raggiungibile e la qualità dell'informazione che può essere 
estratta decresce con la distanza dalla superficie; 
• I metodi che prevedono l'inversione dei dati misurati (ad esempio le misure di 
resistività) hanno numerose (in teoria infinite) possibili soluzioni ugualmente 
valide dal punto di vista matematico, ma di scarso significato fisico e 
geologico; 
• L'inversione dei dati dipende fortemente dali' algoritmo utilizzato, dai 
parametri del modello di partenza e dal livello di rumore presente nelle misure. 
Per quanto riguarda i limiti di applicabilità e di significatività dei vari metodi essi 
dipendono essenzialmente da diversi parametri fisici dei solidi e dei fluidi presenti nel 
sottosuolo e oggetto di studio. 
Per questo motivo è stato organizzato un database con le proprietà elettriche, 
elettromagnetiche e acustiche dei materiali geologici più comuni e dei più diffusi fluidi 
presenti considerando anche alcune categorie di inquinanti. Le informazioni sono state tratte 
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da dati sperimentali pubblicati in oltre 30 articoli che sono stati consultati e in un database 
pubblico. 
In Appendice-l viene riportato il contenuto del database organizzato in Tabelle. Il 
database è stato redatto in lingua inglese, sia perché molti termini tecnici non sono traducibili, 
sia per un'eventuale diffusione alla comunità internazionale. 
Per quanto riguarda le proprietà di interesse per le metodologie Georadar e Geoelettriche 
sono state considerate: la permettività dielettrica relativa (chiamata anche, impropriamente, 
"costante" dielettrica) er, e la conduttività a. Ove possibile sono stati tabulati più dati in 
funzione della frequenza di misura del parametro fisico (molte delle proprietà sopra citate 
sono, infatti, fortemente dispersive), del grado di saturazione e del tipo di fluido o fluidi 
saturanti. 
Tra i parametri fisici di interesse per le prospezioni sismiche è stata considerata la 
velocità delle onde P ed S, il "Quality Factor" per le onde P ed S (Qp e Qs rispettivamente) e 
la densità p. Anche in questo caso sono stati riportati gli intervalli di variazione in funzione 
delle frequenze utilizzate e le variazioni legate al grado di saturazione ed ai fluidi presenti. 
Tra i materiali geologici considerati sono stati privilegiati i sedimenti sciolti, 
trascurando le rocce litoidi che presentano parametri globali relativi alla "massa rocciosa" 
distintamente diversi rispetto a quelli del campione di laboratorio. 
Per quanto riguarda i fluidi sono state considerate le proprietà dell'aria e dell'acqua con 
diverso grado di salinità e contenuto organico. Tra gli inquinanti sono state inserite 
informazioni relative ad alcuni tra i più comuni Light Non Aqueous Phase Liquids (LNAPL) e 
Dense Non Aqueous Phase Liquids (DNAPL) tra i quali Metanolo, Etanolo, Benzene, cloruri 
di benzene, Esano, composti clorurati, petrolio grezzo, gasolio, benzina.Per sua stessa natura 
questo documento non può considerarsi esaustivo o con dati direttamente applicabili in 
situazioni geologiche simili, ma costituisce un 'utile base per effettuare stime e correlazioni di 
massima. 
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STATO DELL'ARTE PER LO STUDIO GEOFISICO 
~ "'t::s ..... ~ 'C ~ (\) ~ ~ N .... s· ..... '"6· ...._ .... ~: ~ .... 
(\) 
1:) 
C) .... 
.t:) 
t: ...._ 
"S; §• 
(\) .... 
'"-: ..... ~ -. 
DELLE CARATTERISTICHE DI UN ACQUIFERO 
TIPO DI ACQUIFERO INDAGINI CONSIGLIATE RISULTATI E INFORMAZIONI LIMITI E VINCOLI 
E METODI DI LAVORO RAGGIUNGIBILI DI APPLICABILITA' 
Mappatura prindp.ali discontinuit• della Massa Rocciosa Risoluzione direttamente proporzionale alla frequenza delle a ntenne utilizzate 
(stratificulone, fratture, faglie) Profonditi dt irwestign ione lnvernmente propor:zionale alle antenne utilizzate 
GEORAOAR (GROUNO PENETAATING RADAR) 
Individuuione dt c:•vd e determin.u1ont dallo sviluppo Profondità m.uslma di Indagine In ogni c.aso entro 50-100 metri (nei casi più favorevoli) 
volumetrlco (3·0 ) Scarsa a pplicabilità in presenza d i topertura argntora o llmoso·lf9tllose. 
Slnole Fold, Multi Fold, 3· 0 Determinazione del livello di Base dell'acquifero Scaru applicabilità In presenu di •eque salate o salmastre. 
lndividuulone d i vt~riazionllitologlche In verdcale e In orizzontale 
ACQUIFERO IN ROCCIA Oisctiminallone tra zone prive di ac.qu•, p,u2Jalm*'lte ntu~t• (Vadose)o complet<~mente s;ature 
GEOELETIRICA 
Jndfviduazione uvitì con indicazioni sullo sviluppo Profonditi d1 indt~QIM teoric•m•nte llllmltatt~, In pratka qualche centfnalo di metri 
volumetnco (l·D) Ofmlnuzlone della risoluzione con l'<~umento della profondità 
Tomogr• fi• 2·0 e 3·0 Determinazione del livello di Base de ll'acquifero Surn attendfbtht• In presenza di reJMnt1ne vt~ riazionllitologlche latera li 
Discnmlnu lone trtl zone pnve di acqua o comple ti mente uture Influenza 'legativ~ .sul risultati della topografia. Il m~odo non risulta quindi 
f} Indlvldulzlone di zone con lnoresslone marina e di acque salmastre applicabile in aree molto accidentate Oef.nlzlone approssimativa della profondlt• 
::::::::: 
(\) 
~ 
(\) 
B' 
§-
~ 
~· 
Q 
(\) 
Cl 
~ 
~ 
-'"'~ 
Q 
(\) 
Cl 
tndìvlduazlone d1 variazioni litotoolche m vertkale e In orlzzont .. e Risoluzione direttamente proporzionale alta frequenza delle antenne utflinate 
Oiscrim•nnlone tra zone prive d1 ac:4ua o completamente Ub..n'"e Profondità dilnvutigazione inversamente proponìon~e alle t~ntenne ut11Jnate 
GEORAOAR (GROUNO PENETRAT!NG RADAR) 
OetermlnuJo,e dettaglìata defla prafondit.l d eU a superlide fre~a Profond1t1 mani ma dt mdaqme In 09nl caso entro 10·20 metrt 
("tavola d'acqua•) e mt~ppatura aretlle dellt~ stessa (nel cui più favorevoli • ubble) 
Slngle Fold, Multi Fold, 3·0, tn pozzo (8o,.hole) Monttora<ggio 4·0 (nel tempo) deiJ~ vatf.uionl del livello freatico su Sursa appllcabilità in presenza di coperture argtllose o timoso·argtllose. 
vasta sc.la Scarsa ~icabUtti In pri"Senzt di acque ul•~ o safmest .... 
tn<hviduntone d1 zone a d1verso gnc:lo di saturazione (Borekde), Sc.rsa applicabtfiti In acqu1fert conf~nati .ntro terTeni medto·f~nt (sabbte fine o stlt), 
stima della poroslt.' a granulometria molto eterogenet~, o entro ;h\11e grouol•ne (dtffrazio!'l) 
Per lnd.lglnlin pozzo necessiti di numerosi .sondaggi e molto rawiclnab (max 20 metri) 
Determinazione della superficie freatica, enche su vesta scale ProfondltA di Indagine teoricamente JlllmitaU, in pratica quakhe cenbnt~lo di m<etn 
UBERO 
tndMduarlone dl"'•nornalie'" locali, ma con scarsa accur.atena DiminUzione deha nsolutlone con l'aumet1tO della profondtti 
GEOELfTTRICA nell.1 definlziòne della profondtti SCtr.s. attendibilità In presenu di repentlrte variatlori granulometriche laterali 
(FREATICO) Tomo;r•fla 2·0 e 3·0 Oiscrimtnez:lone tr• zone prive di acqu• o eompletamente sature Influenza negativa sul risun•a della topograflt~. Il metodo non nsult.a qutndf 
l 
Ind•Vidu.az.lone dJ zone con ingr6Slone marina e df .eque saimastre ~ppfic•btie in u .. molto t~eddenttlte 
Forte dipendenza d agO al9onbnl di Inversione e da1 parametri del modello iniziale 
Dllinì:Vooe a.pJWoss:imtltiv• defl<l protondd 
AppltctbthU margln•le In aree fortemente urbanlzzate. 
ACQUIFERO IN SEDIMENTI l Oetet"mlnadone della successione strabgraflca Profonditi dllndtgtM pratktmente llhrnit•t•, funzfone soprattutto delf.1 so~te IndiV'iduukH\e d_.l• suplfficle freatictl (eonfronto onde P td S) otJIJzzata SISMICA 8\10n4 risposta In presenr• di ~rcate varia ZIOnllt~terall ScArN risoluzione specitln profondtt~. 
A.lfru:lone, A.if'lessjoner Onde P ed S, In pozzo (sopr•ttvtto R.lfleutone) Onde S non utlllzzablll .al di sotto de!lt1 superflde freatica 
lndtvlduaztone del.bedrock" "l'IO a oratld<e profondità Vtncoli soll'utillno di sorgenti <1d atta enef91a (Hpfo,lvi, vtbron~s) ~aree antropiZZate 
Po$$lbllità di acquìsizloni tomoorafiche anche su •reall estest 
(\) 
~ ..... 
~ c:;· 
1:) 
(\) 
V:l c:;· 
~ .... 
C) 
1:) 
Determinazione del volume dell'acquifero anche S\.1 fiUti areali (3·0) ProfondiU di lndaoln• ttonc.mente 11tlm1t•ta. in pr•dca queic:he centinalo di metri 
IndtvlduuiOne di "anom•ll•'" loc:a\1., m• con scaru AC:cur•tez%1 0\mlnuttone dell4 rbolurione con l'aumento de.U.. profondità 
' nella defmJZione detl• profonditi Scarsa Mtend1bllità in presenu d ì repentine vanaziorK granulometrKht laterali GEOELETIRICA l tndlvldunione di zone con lf19res.slone marina • di acque nlmutre lnftuenz• negattvtl sul nsl.lltati detla t~oorafta. Il metodo non rtsulta QUindi Tomografl• 2~0 " 3·0, SEV Happ<~tunt dei Umlte superior. td •nfenore deU'•cqulfero. appMcabtfe In aree motto ..:ddenUte 
l 
PosslbUI~ dl fndl'ttldu•re più •cqulferf SO'IITapposti, OellniDone approsSimativa diti t~ protoncht• 
CONFINATO 
anche di t1po 1entiforme Appllcablht• marginale ln .1ree fortemente urb.anluate. 
(ARTESIANO) 
l O.termlnu1one delf• succesSione str~•ftca ProtondiU. dllnd•g:lne pratlc•mente lltimltata, funzione soprattutto della sorgente tndMduazlone detta superlìde rreatka (confronto onde P ed S) ut!ltza.t• SISMICA Buon• risposta m pr.~ .. lza d• marcate van1 ,onllater•li SC1rs1 risoluzione specie fn profondtt.•. RtfrtzJone, Rlfteuione. Onde P td S, In pozzo (sop(attutto Rlfleulone) Onde S non utilizzabi/1 al di sotto della aupertlcle freatiC<l 
l lndlvkfuulone del "'bedrodc• fino a gr .ande profondiU Vancoh suU'utdlno d1 iOrQentl tld alta enlfQtl (esplosivi, vibrosels) In ar'le antropfzzate Poulbtlltà di .cquCsltiOrll tomogrliftche anche su are•ll eSUSI 
' 
1:) .... 
1.2 SCELTA DELLE METODOLOGIE GEOFISICHE E DEI SITI DI PROVA 
Sulla base delle indicazioni derivanti dall'analisi dei dati bibliografici sugli studi 
geofisici per la definizione della caratteristiche degli acquiferi, e dei temi di ricerca delineati, 
si è scelto di sperimentare in questo lavoro di ricerca le possibilità dei metodi Georadar a 
copertura singola e multipla 2D e 2.5D e delle misure di resistività 2D e 2.5D. 
Il metodo GPR è stato selezionato in quanto altamente risolutivo e sensibile a parametri 
fisici fortemente influenzati dali' acqua e dalle sue caratteristiche chimico-fisiche (permettività 
dielettrica relativa Er [adimensionale] e la conduttività a [ S/m]. Tale metodo permette di 
analizzare in dettaglio vaste zone, anche se la massima profondità di indagine è fortemente 
limitata dalla presenza di materiali conduttivi in superficie. 
Il metodo di resistività (o Tomografia elettrica o Electrical Resistivity Tomography -
ERT), si basa anch'esso su un parametro fisico, quale la resistività p [Qm], fortemente 
dipendente dal contenuto e dalle caratteristiche dell'acqua entro un certo materiale. Il metodo 
non ha, in teoria, limitazioni di profondità, anche se la risoluzione decresce con l'aumentare 
della distanza dalla superficie. Con i moderni sistemi multielettrodo digitali è possibile 
acquisire notevoli quantità di dati in tempi relativamente brevi. Il metodo richiede l'inversione 
del dato misurato per poter ricavare i reali valori di resistività del sottosuolo. 
Per sperimentare i risultati ottenibili con l'uso integrato dei metodi sopra descritti, anche 
grazie all'applicazione di algoritmi di elaborazione e di analisi specifici sviluppati durante il 
lavoro di ricerca, sono stati utilizzati Tre Siti Test nei quali sono stati acquisiti dati geofisici di 
diversa natura e con varie modalità. I Siti sono stati scelti in ambiente costiero o, comunque, 
non lontano dal mare sulla base dei seguenti criteri: 
• Rappresentatività su scala ridotta di situazioni geologiche e idrologiche tipiche 
• Presenza di un acquifero freatico entro i primi metri dalla superficie 
• Possibilità di effettuare tarature con osservazioni e indagini dirette 
• Accessibilità e logistica 
Di seguito vengono descritte le caratteristiche peculiari di ciascun sito ed i parametri dei 
diversi dati geofisici e non acquisiti. Per ogni sito viene inoltre riportata una mappa 
schematica dei rilievi ed altre indicazioni utili per inquadrare al meglio i risultati riportati 
negli altri Capitoli di questa Tesi. 
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1.2.1 SITO TEST-l 
Il Sito Test-l si trova su una spiaggia attiva non lontana dalla città di Venezia. N o n può 
essere qui fornito un posizionamento più dettagliato in quanto è stato concesso l'utilizzo dei 
dati senza indicazioni precise sulla loro ubicazione. Il sito è caratterizzato in superficie da 
assenza di vegetazione e da sedimenti sabbiosi non consolidati. 
Nel Sito Test-l sono state effettuate misure Georadar a copertura singola e multipla e 
profili di resistività su un'area di circa 2500 m2 (34m x 7lm). Lo schema di acquisizione e la 
posizione relativa dei dati geofisici, nonché la loro numerazione è riportata in Figura-2. 
E ..... ,._ 
34m 
PO 
P1 
P2 
P1 
P3 
P4 
P2 
P5 P3 
P8 
---+~~--~+-~~-c-"~··~--- --~- P7 
P8 P4 
;-------+-------+-------+------ ~0 P5 
P11 
P12 P8 
P13 
P14 
P15 P7 
~-+----+----t-----1----- ~' P8 
P38 P37 P36 
O.Om 10.0m 
P35 
P18 
P1g pg 
P20 
MARE+ 16m 
N 
~ 
Figura-l Schema di acquisizione dati Georadar (in rosso) e di resistività (in blu) nel Sito 
Test-l . 
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La Tabella-l che segue riporta i parametri delle misure Georadar effettuate. 
~ b Il l P l' a e a- arametrz utz zzzatl per acquzszzwne d ·d rG d ez a l eora ar ne 1s· r, ti l t O es-
Numero totale di profili 39 (37 sin~lefòld; 2 multifold) 
Numero totale di CMP Wide offset 12 
Offset (Multi-Fold) Da 50 cm fino a 95 cm 
Offset (CMP) Da 35 cm fino a 380cm 
Intervallo spaziale di 5cm 
campionamento 
Numero di campioni per traccia 512 
Time window 104.09 ns 
Antenne utilizzate 250 e 500 MHz 
Stack verticale 16 
In Tabella-2 sono riportate le specifiche delle misure di tornografia elettrica effettuate. 
abella-2 Parametri per l'acguisizione dei dati di tomo~afia elettrica nel Sito Test- l. 
Numero totale profili 15 
Numero elettrodi 32 
Configurazione di acquisizione Wenner automatico 
Spaziatura tra gli elettrodi l metro- 5 metri 
Intensità massima di corrente (l) 130mA 
Voltaggio massimo (V) 50 V 
Numero di misure per singolo 70 
profilo 
N massimo 5 
I profùi GPR sono stati acquisiti con un Georadar della Ma/a Geoscience equipaggiato 
con antenne schermate da 250 e 500 MHz. I profùi sono stati acquisiti sia parallelamente alla 
linea di costa (Prof0-Prot34) sia perpendicolarmente ad essa (Prot35-Prof38), in modo tale da 
ottenere un grigliato di acquisizione che non poteva essere a spaziatura regolare in quanto 
erano presenti ostacoli. 
Sono stati anche acquisiti 15 profili di resistività in corrispondenza di alcuni profili 
GPR. E' stato utilizzato un georesistivimetro multielettrodo Pasi 16G con energizzatore ad 
accumulatori. E' stata scelta la modalità di acquisizione tipo Wenner, con spaziatura degli 
elettrodi da l metro a 5 metri (N, parimenti da l a 5). 
In Figura-3 è riportata un'immagine relativa all'acquisizione dei dati geoelettrici. 
Sulla base dei primi risultati dei dati geofisici acquisiti sono state scavate nel Sito alcune 
trincee mediante pala meccanica con la finalità di verificare la profondità della falda ed il 
grado di salinità dell'acqua che è risultato essere molto basso (0.8 g/1) rispetto alla posizione 
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prossima alla linea di costa. La falda acquifera aveva una profondità compresa tra 80-85cm 
dalla superficie topografica (Figura-4) nella zona più a Sud e quasi 200cm poco più a Nord 
dell'area indagata. 
Figura-3 Documentazione fotografica dell'acquisizione geoelettrica nel Sito Test-l. 
Figura-4 Fotografia della trincea scavata nel Sito Test-l con la falda acquifera a 115cm 
dalla superficie topografica. 
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1.2.2 SITO TEST-2 
Il Sito Test-2 è ubicato m zona golenale tra la sponda sinistra del fiume Isonzo e 
l'argine, a circa 16 chilometri dalla sua foce, in località Poggio Terzarmata, comune di 
Sagrado (GO). Pur non essendo rappresentativo di un acquifero "costiero", questo sito è stato 
scelto in quanto può rappresentare in scala ridotta una situazione tipica della zona di costa in 
cui si hanno spesso variazioni verticali e laterali di litologie e di fluidi presenti. 
Figura-5 Mappa topografica del Sito Test-2 con evidenziata in rosso l'area di indagine. 
Figura-6 Fotografia aerea del Sito Test-2 con evidenziata in rosso l'area di indagine. 
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In Figura-5 viene riportata la mappa topografica dell'area con evidenziata in rosso l'area 
di indagine, mentre la Figura-6 mostra una fotografia aerea. In Figura-7 viene riportato uno 
schema con l'ubicazione delle misure geofisiche effettuate. 
+--------------------------Proj20 
+-------------------------hofl9 
+--------------------------Profl8 
~------nnnnn7~m.~pr.r.n.nhofl7 
+-------r'-------------------Profl6 
+----L---------------------Profl5 
+--------------------------Profl4 
+--------------------------Profl3 
+---~~~~~~~~~~~Profll 
+-~~--~--~.----.----.-Profi 
+-~~ .. ~ .. ~ .. ~ .. ~ .. .-Proj2 
+-~~--~--~.----.----.- Profl 
+-~~ .. ~ .. ~ .. ~ .. ~ .. .-Profi 
O 2 4 6 8 lOm 
Figura-7 Schema di acquisizione dei dati Georadar (in nero) e di resistività (in rosso) nel 
Sito Test-2. 
Nel Sito Test-2 sono stati acquisiti con un Georadar della Ma/a Geoscience 26 profili 
con diverse antenne (100 MHz non scbermate; 250 e 500 MHz schermate) e 11 profili di 
tomografia elettrica, con un georesistivimetro multielettrodo Pasi 16G, su una superficie di 
oltre 1600 m2 . Le Tabelle 3 e 4, che seguono riportano i dettagli delle misure Georadar e 
Geoelettriche, rispettivamente. 
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T, b Il 3 P a e a- arametrz ut1 1zzat1 per l' acquZSizwne e1 ati d eora ar ne 1 s· I'< 2 l tO est- . 
Numero totale di profili 26 
Offset (Multi-Fold) Da 70 cm fino a 160 cm 
Intervallo spaziale di 5 cm - lO cm 
campionamento 
Numero di campioni per traccia 512 
Time window 104.09 ns 201.23ns e 398.12ns 
Antenne utilizzate l 00, 250 e 500 MHz 
Stack verticale 16 
abella-4 Parametri p er l'acquisizione dei dati di tomografia elettrica nel Sito Test-2. 
Numero totale profili 11 
Numero elettrodi 16 
Configurazione di acquisizione Wenner automatico e Dipolo 
Dipolo 
Spaziatura tra gli elettrodi l metro 
Intensità massima di corrente (I) 160mA 
Voltaggio massimo (V) lOOV 
Numero di misure per singolo variabile 
profilo 
N massimo 5 (Wenner) 
Alcuni profili GPR sono stati ripetuti a distanza di l O giorni in due diverse situazioni di 
impinguamento della falda freatica: la prima serie di misure è stata effettuata in un periodo 
particolarmente secco, mentre la seconda serie dopo alcuni giorni di forti precipitazioni. 
Il superficie al momento dell'acquisizione era presente un livello di terreno vegetale di 
recente aratura a granulometria mista con ciottoli aventi diametro fino a 3cm in matrice 
limoso-sabbiosa (Figura-8). 
Figura-8 Documentazione dell 'area di acquisizione nel Sito Test-2. 
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1.2.3 SITO TEST-3 
Il Sito Test-3 è ubicato in località Marina Julia, in comune di Monfalcone (GO), parte in 
una spiaggia attiva, parte neJl ' immediata zona interna, oltre l'argine artificiale di 
conterminazione. 
In Figura-9 viene riportata la mappa topografica dell'area con i profili Georadar (in 
colore rosso), le misure di resistività (in verde) e le sezioni sismiche (in blu, non utilizzate nel 
presente lavoro di tesi). 
La Figura-lO mostra una fotografia aerea con sovrapposta la carta topografica. L'area di 
indagine è evidenziata in rosso. 
Nel Sito Test-3 sono stati acquisiti profili Georadar con antenne schermate da 250MHz 
(20 profili multifold spaziati di lm lungo un grigliato - PO-P19 e 2 profili isolati - Profl e 
Prof2), profili di resistività e sismici (questi ultimi non sono stati utilizzati in questo lavoro di 
tesi) . La Tabella-5, riporta i parametri utilizzati per l'acquisizione GPR, mentre la Tabella-6, 
quelli d eli' acquisizione geoelettrica. 
Figura-9 Mappa topografica relativa al Sito Test-3. In rosso i profili GPR, in verde le 
tomografie elettriche (in blu i profili sismici). 
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Figura-lO Fotografia aerea del Sito Test-3 con sovrapposta la mappa topografica. In rosso è 
evidenziata la zona de/l 'acquisizione dei dati geofisici. 
T.bll 5P t · rt r a e a- ararne rz u z zzza l per l' acquzszzzone d ·drG ez az d 1 s·t r, t 3 eora ar ne l o es-
Numero totale di profili 22 (grigliato di 20 profili) +2 
Offset (Multi-Fold) Da 50 cm fino a 140 cm 
Intervallo spaziale di 10 cm 
campionamento 
Numero di campioni per traccia 512 
Time window 201.23ns 
Antenne utilizzate 250 MHz 
Stack verticale 16 
T. abella-6 Parametri per l'acquisizione dei dati di tomof?rafia elettrica nel Sito Test-3. 
Numero totale profili 2 
Numero elettrodi 16 
Configurazione di acquisizione Wenner automatico 
Spaziatura tra gli elettrodi l metro/2 metri 
Intensità massima di corrente (l) 200mA 
Voltaggio massimo (V) lOOV 
Numero di misure per singolo variabile 
profilo 
N massimo 5 (Wenner) 
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Il superficie, sono presenti sedimenti sabbiosi con locali ciottoli fino a 2cm di diametro 
nell' area di spiaggia; oltre l'argine in superficie ci sono terreni rimaneggiati a matrice limoso-
sabbiosa prevalente. L'argine è in terra, ricoperto da manto erboso. Verso mare è presente al 
limite dell'argine un muro in calcestruzzo che affiora. In Figura-li è riportata una veduta 
dell' area di indagine durante l'acquisizione dei dati geofisici. 
Figura-Il Veduta del Sito Test-3 al momento dell 'acquisizione dei dati geofisici. 
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CAPITOL0-2 
DECONVOLUZIONE DI DATI GPR 
2.1 INTRODUZIONE 
La deconvoluzione è il processo tramite il quale si rimuove dalla traccia sismica o 
Georadar registrata la componente legata alla forma dell'ondina immessa che si propaga nel 
terreno (Sheriff, 1984). Le antenne utilizzate nelle prospezioni GPR producono un transiente 
(wavelet od ondina) con estensione temporale inversamente proporzionale alla frequenza 
nominale del dispositivo utilizzato, dell'ordine di qualche nanosecondo. Inoltre, l'ondina non 
è monofasica, ma ha solitamente tre o più fasi. Per questi motivi l'informazione legata alle 
variazioni dei coefficienti di riflessione nel sottosuolo non può essere direttamente estratta in 
maniera accurata dal dato registrato prima di aver rimosso (cioè deconvoluto) il segnale. 
Molti algoritmi di deconvoluzione, fondati su basi teoriche ed assunzioni diverse, sono 
stati originariamente proposti per dati sismici e implementati poi per applicazioni GPR. 
L'ondina GPR è, infatti, assai diversa rispetto a quella sismica e molte delle assunzioni 
accettabili nel caso elastico non sono più utilizzabili per segnali elettromagnetici. D'altra 
parte, la necessità di disporre di dati con elevata risoluzione laterale e verticale per poter 
estrarre informazioni quantitative rende importante la compressione dell'ondina, specie in 
ambienti fortemente attenuanti come quelli in cui sia presente acqua. Nel presente lavoro di 
ricerca si sono sperimentati diversi approcci al problema valutandone in maniera critica pregi 
e difetti e le effettive possibilità di applicazione per lo studio e la caratterizzazione di 
acquiferi. 
2.2 BASI TEORICHE DELLA DECONVOLUZIONE 
Nelle prospezioni GPR i segnali sono registrati come valori di ampiezza in funzione del 
tempo trascorso dall'origine della perturbazione (ondina). L'insieme di tali valori, riferiti ad 
un unico punto di acquisizione, costituisce una "traccia Georadar". Dal punto di vista 
concettuale le tracce registrate possono essere considerate la convoluzione della risposta 
impulsiva del terreno (e) con l'ondina (w) e la risposta del sistema di registrazione (y). Quello 
descritto è il cosiddetto modello convolutivo della traccia esprimibile con la relazione 
seguente in cui "*"rappresenta una convoluzione (o prodotto convolutivo ): 
(2.2.1) 
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A sua volta la risposta impulsiva del terreno è la convoluzione della sene dei 
coefficienti di riflessione (r) con le caratteristiche della sorgente (c) e le caratteristiche di 
propagazione del terreno (p). 
(2.2.2) 
Quindi, il segnale registrato è la convoluzione di questi fattori con l'aggiunta di una 
certa quantità di rumore (n). 
(2.2.3) 
L'obiettivo finale della deconvoluzione è ricostruire dalla traccia registrata (t) la 
sequenza dei coefficienti di riflessione (r). Per poter giungere a questo risultato è necessario 
fare alcune assunzioni che rendono praticamente realizzabile il procedimento: 
• Il terreno è formato da strati orizzontali a velocità costante. 
• L'ondina è stazionaria, cioè non varia nel tempo. 
• Il rumore è nullo: 
• L'ondina è nota. 
• La serie dei coefficienti di riflessione è casuale, ovvero non correlata. 
• L'ondina è a fase minima. 
In realtà queste assunzioni non sono mai perfettamente verificate, ma, utilizzando 
opportuni accorgimenti, è possibile ugualmente cercare di ricavare la serie dei coefficienti di 
riflessione dai dati registrati. Da un punto di vista matematico avremo: 
[rn * Wn] ::::>In ::::> ltn * Wn J=> rn (2.2.4) 
w n è il filtro inverso esatto tale che: 
+oo 
wn * Wn =L wk ·Wn-k = on (2.2.5) 
o 
In cui on è la sequenza impulsiva definita dalla relazione 
on ={l n= o 
O n;t:O 
(2.2.6) 
In realtà non si utilizzano filtri inversi esatti che hanno un numero infinito di coefficienti 
e non possono essere troncati, ma filtri approssimati con numero finito di coefficienti. 
2.3 FILTRI DI WIENER 
I filtri di Wiener sono filtri che producono risultati prossimi a uscite di forma nota e con 
valore prefissato. 
x n --7 [x n * wn] --7 y n :::::; d n (2.3.1) 
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Wn, Yn, dn sono rispettivamente il filtro di Wiener, la risposta ottenuta e la risposta 
prefissata. 
Nel caso in esame dn sarà l'impulso~- E' possibile definire una sequenza degli errori en 
come: 
(2.3.2) 
Affinché l' output effettivo risulti circa uguale all' output prefissato dovrà essere nullo il 
valore della derivata rispetto ai coefficienti di riflessione del filtro dell'energia della sequenza 
E= Ln(dn- Yn y' cioè: 
aE =O 
aw1 
(2.3.3) 
Calcolando la derivata si giunge, dopo alcuni passaggi, all'espressione generale dei filtri 
di Wiener che è: 
Ovvero la crosscorrelazione dell'ingresso con la risposta prefissata è uguale 
all'autocorrelazione dell'ingresso convoluta con il filtro di Wiener. In forma matriciale, per 
un filtro con M coefficienti, considerando che l'autocorrelazione è simmetrica, avremo: 
Se l'ondina W n è nota i coefficienti dell'autocorrelazione sono effettivamente quelli 
dell'ondina, che sono noti, se invece l'ondina non è nota si procede con metodi statistici e si 
assume che, in prima approssimazione, i coefficienti dell'autocorrelazione della traccia siano 
uguali a quelli dell'ondina. Questa assunzione è valida qualora la sequenza dei coefficienti di 
riflessione sia una sequenza casuale, ovvero non correlata. 
2.4 DECONVOLUZIONE SPIKE 
Questa deconvoluzione ha l'obiettivo di trasformare l'ondina in un impulso (spike). 
Avremo pertanto dn =iSn e <1> 1 (xn,i5n)= L:kxk,Jk+J =x-n, dal momento che, in generale la 
In forma matriciale: 
(2.4.1) 
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L'uscita avrà un unico valore non nullo x0 visto che i coefficienti da x_J a X-M valgono 
zero perché la sequenza in ingresso è causale, ovvero è definita solo a partire da n=O. 
Tramite questo tipo di deconvoluzione solo in teoria è possibile arrivare all'impulso. 
L'antenna trasmittente, infatti, irradia nel terreno un'ondina di durata finita, spesso con più 
fasi, pertanto quando si tenta di comprimere fino all'impulso questo segnale si introdurrà 
molto rumore senza un effettivo aumento della risoluzione verticale che è lo scopo primario 
della deconvoluzione. Risulterà pertanto conveniente utilizzare altri tipi di algoritmi che 
consentiranno un miglioramento della qualità del dato, pur senza giungere alla riduzione 
dell'ondina originaria ad un impulso, ovvero ad un solo campione. 
2.5 DECONVOLUZIONE PREDITTIVA 
L'obiettivo della deconvoluzione predittiva è quello di rimuovere dalla traccia una parte 
dell'ondina che viene considerata il risultato di repliche successive dell'ondina fondamentale. 
Questa assunzione è fisicamente razionale non solo per il caso sismico, ma anche per le 
applicazioni GPR, se pensiamo ad esempio ai fenomeni di ringing dell'antenna che, 
effettivamente, provocano una dilatazione temporale, anche notevole, della wavelet. 
Definiamo un filtro di predizione tale che 
A 
xn * Pn =Xn*a (2.5.1) 
Passando al dominio Z-trasformato si avrà: 
(2.5.2) 
in cui E(Z) è la z-trasformata della sequenza degli errori di predizione e 1- z-a P(Z) è la 
z-trasformata del filtro errore di predizione che, nel dominio del tempo, ha la seguente 
struttura: 1,0, ... ,0,-po, ... ,-pn con a -I zeri ed il coefficiente -p0 all'istante -a. Il filtro "errore 
di predizione" determina la parte non prevedibile di una sequenza (che è proprio quello che 
interessa in una prospezione GPR) ad un istante n +a . Il filtro P n viene classicamente 
calcolato utilizzando la teoria dei filtri di Wiener. In questo caso si considera: d n = xn+a e la 
matrice (2. 3. 5) assume la forma: 
(2.5.3) 
in cui a è la "distanza di predizione". Si può dimostrare che se a = l il filtro errore di 
predizione è uguale al caso della deconvoluzione spike. L'ondina che aveva in entrata 
M + a + l campioni avrà in uscita un unico valore. Per a -:t: l il sistema assume la forma: 
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l Lo 
[ ~o ~~~M l o La-l (2.5.4) 
<Pa+M <P o 
- Po o 
-pM o 
Applicando un filtro di questo tipo, si riduce alla lunghezza a la parte non nulla 
dell'autocorrelazione della sequenza in entrata che aveva una lunghezza di M+ a+ l 
campioni. Dal punto di vista pratico per ridurre l'espansione temporale dell'ondina si 
sceglierà una distanza di predizione a pari al secondo o terzo zero dell'autocorrelazione della 
traccia (che è simile all'autocorrelazione della wavelet), mentre la lunghezza dell'operatore M 
dovrà essere uguale alla parte che si vuole eliminare. Nella deconvoluzione si dovrà in 
sostanza moltiplicare lo spettro in entrata per il suo inverso, infatti, 
h *hn =8 n n (2.5.5) 
e, nel dominio z-trasformato 
H(Z)·H(Z) =l (2.5.6) 
Per ricavare il filtro inverso si deve procedere alla divisione seguente: 
H(Z)--1-
H(Z) 
(2.5. 7) 
Quando il denominatore di questa espressione assume valori prossimi a zero il filtro 
diventa instabile. Si applica quindi una procedura chiamata pre-whitening, ovvero 
l'introduzione di una percentuale di rumore bianco nei dati. Questo rumore ha la caratteristica 
di avere tutte le componenti in frequenza con uguale ampiezza (spettro bianco). In questo 
modo, tutti i valori dello spettro del segnale in ingresso vengono incrementati di un valore 
costante pari all'ampiezza del rumore bianco. Lo spettro così ottenuto non presenta termini 
con valori prossimi allo zero e, pertanto, l'operatore inverso sarà stabile. Dal punto di vista 
matematico questa procedura corrisponde ad aggiungere un valore costante e alla matrice 
dell'autocorrelazione della sequenza in ingresso: dal momento che, per definizione, lo spettro 
bianco non è correlato, la sua autocorrelazione ha un unico valore non nullo posizionato 
sull'origine. Quindi il valore e viene sommato ai coefficienti della matrice che si trovano 
lungo la diagonale principale: 
(2.5.8) 
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Terminata l'operazione di deconvoluzione il rumore aggiunto vtene rimosso. 
Operativamente la percentuale di rumore da introdurre sarà tra 0,1-1%. Valori maggiori fanno 
calare l'efficacia del filtro inverso. 
In ogni caso l'effetto della deconvoluzione predittiva su dati GPR è, solitamente, 
piuttosto limitato in quanto, come vedremo in seguito, è possibile ridurre l'estensione 
temporale dell'ondina, ma introducendo una notevole quantità di rumore e deformando le 
caratteristiche stesse del segnale. 
2.6 ALTRI TIPI DI DECONVOLUZIONE 
Gli algoritmi di deconvoluzione si dividono in due grandi categorie: 
• Metodi deterministici 
• Metodi statistici 
Nei metodi deterministici l'ondina è nota perché è stata registrata opportunamente; se ne 
conoscono quindi caratteristiche di frequenza, fase e ampiezza. I metodi statistici, invece, non 
prevedono che le caratteristiche dell'ondina siano note, ma queste vengono ricavate 
direttamente dai segnali registrati dopo opportune assunzioni. 
Per quanto riguarda le caratteristiche di fase, alcuni algoritmi assumono che l'ondina sia 
a fase o a ritardo minimo, mentre altri non necessitano di questa ipotesi di partenza. Si 
defmisce a fase minima una forma d'onda che abbia l'energia concentrata nei pressi 
dell'origine; un segnale a fase zero avrà il picco massimo centrato esattamente sull'origine. 
Sulla base del teorema di Robinson si può affermare che una sequenza a fase minima è anche 
a ritardo minimo (Robinson, 1966). L'energia cumulativa di un segnale è definita dalla 
relazione 
(2.6.1) 
Se l'energia cumulativa è massima per piccoli valori di k la sequenza sarà a fase minima 
ed avrà un filtro inverso convergente, ovvero formato da coefficienti che diminuiscono in 
valore assoluto tendendo a zero man mano che i coefficienti temporali aumentano. Solo in 
questa situazione il filtro potrà essere troncato e risulterà quindi effettivamente realizzabile. I 
filtri inversi per sequenze a ritardo misto o massimo saranno divergenti e non potranno essere 
troncati, risultando quindi fisicamente irrealizzabili. 
Tra i metodi di deconvoluzione più comuni quelli basati su filtri di predizione, il metodo 
di Burg, il filtraggio tipo Kalman e vari algoritmi adattivi prevedono che il segnale sia a fase 
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minima, mentre la deconvoluzione a minima entropia e quella omomorfica non richiedono 
alcuna assunzione sugli spettri di fase. 
Un altro aspetto fondamentale della deconvoluzione riguarda le caratteristiche 
dell'ondina rispetto al tempo. Di solito si assume che l'ondina sia stazionaria, cioè non vari 
nel tempo. In realtà questa assunzione non è mai perfettamente verificata specie nelle 
prospezioni GPR. L'ondina, infatti, subisce distorsioni in frequenza e in ampiezza a causa 
dell'effetto filtrante del terreno che è particolarmente intenso in presenza di fenomeni di 
polarizzazione e di materiali conduttivi. L'ondina, quindi, nel corso della sua propagazione 
cambia forma e muta progressivamente il proprio spettro di frequenza. I metodi "classici" di 
deconvoluzione, che assumono una wavelet stazionaria, non potranno essere molto efficaci 
nell'elaborazione di dati GPR. Un possibile espediente consiste nel suddividere la traccia in 
varie finestre temporali, all'interno delle quali l'assunzione dell'ondina stazionaria si può 
ritenere verificata. Questo metodo, però, non sempre porta a risultati accettabili in quanto 
risulta difficile definire i limiti delle finestre e, comunque, si verificano problemi nelle zone di 
raccordo. 
Più ngoroso è l'approccio dei metodi adattivi che utilizzano filtri che "adattano", 
ovvero si modificano in base a parametri solitamente stabiliti dall'operatore. Queste 
metodologie, sebbene siano dal punto di vista teorico molto indicate per l'elaborazione di dati 
del tipo di quelli ottenuti con le prospezioni GPR, non sempre offrono risultati soddisfacenti. 
Ogni volta sarà pertanto necessario testare le varie procedure valutando se e quali siano più 
vantaggiose. 
2.6.1 DECONVOLUZIONE A MASSIMA ENTROPIA (o di Burg) 
La deconvoluzione a massima entropia è un approccio alternativo per la risoluzione 
dell'equazione (2.5.1). Il calcolo tramite i filtri di Wiener viene effettuato valutando 
l'autocorrelazione della traccia registrata che è simile all'autocorrelazione dell'ondina 
nell'ipotesi che la sequenza dei coefficienti di riflessione del terreno sia casuale. Questa 
metodologia, basandosi evidentemente su un modello statistico, permetterà una precisione 
tanto maggiore quanto più è grande la finestra temporale di registrazione dei dati. Per dati 
disponibili soltanto su periodi brevi, come nel caso GPR, la risoluzione tenderà ad essere 
scarsa ed è proprio per queste ragioni che la deconvoluzione e massima entropia non fornisce 
molte volte risultati apprezzabili ( Jurkevics e Wiggins, 19 84). 
In Figura-12 viene mostrato un esempio di deconvoluzione a massima entropia 
confrontandolo con la deconvoluzione predittiva classica e la sezione originale, non 
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deconvoluta (rispettivamente Figura-12C, B, A). Si noti come, m questo caso, la 
deconvoluzione a massima entropia produca risultati apprezzabili, restringendo in maniera 
notevole l'ondina. Non viene praticamente introdotto rumore ad alta frequenza (come invece 
accadeva nel caso della deconvoluzione predittiva con la creazione di artefatti caratterizzati da 
rumori coerenti con tempo di arrivo costante; caso B). Nella porzione più profonda, dove il 
livello di rumore presente sul dato originario è maggiore, il risultato della deconvoluzione è 
meno evidente. Un particolare che mette in luce in maniera chiara gli effetti della 
deconvoluzione a massima entropia su una porzione di profilo stack relativo al Sito Test-l 
( deconvoluzione pre-stack), confrontandolo con la sezione stack non deconvoluta, è riportato 
in Figura-13. Gli effetti della deconvoluzione sono una riduzione del numero di fasi tranne 
nella parte iniziale delle tracce, che nel caso in esame ha ampiezza minore in quanto non sono 
presenti grossi contrasti di impedenza elettrica e non subisce variazioni apprezzabili a parte 
l'introduzione di una certa quantità di rumore coerente a modesta ampiezza. 
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Figura-12 Esempio di deconvoluzione a massima entropia su un profilo GPR relativo al Sito 
Test-l (C) confrontato con la deconvoluzione predittiva (B) ed il profilo non 
deconvoluto (A). La deconvoluzione a massima entropia restringe la durata 
temporale dell 'ondina senza introdurre rumore ad alta frequenza, come invece 
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avviene applicando la deconvoluzione predittiva (B). Una certa quantità di 
rumore coerente (bande orizzontali) viene tuttavia introdotta nell'intervallo 0-
25ns circa. 
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Figura-13 Esempio di deconvoluzione a massima entropia applicata prima dello stack su una 
porzione di profilo Multifold GPR relativo al Sito Test-l (B) confrontato con lo 
stesso tratto di sezione stack senza deconvoluzione (A). L 'aumento di risoluzione è 
evidente specie sui riflettori al di sotto dei 40 ns circa. 
L'effetto della deconvoluzione vtene evidenziato molto bene anche considerando 
l'analisi spettrale dei dati prima e dopo l'applicazione degli algoritmi. La Figura-14 riporta lo 
spettro di ampiezza (in Db) relativo alla stessa porzione di profilo riportato nella Figura-13 
già analizzata. La Figura-14A, B, C si riferisce allo spettro prima della deconvoluzione, dopo 
la deconvoluzione predittiva e dopo la deconvoluzione a massima entropia, rispettivamente. 
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Figura-14 Esempio di analisi spettrale sulla stessa porzione di profilo della figura 
precedente: A) dati stack non deconvoluti; B) dati con deconvoluzione predittiva 
pre-stack; C) dati con deconvoluzione a Massima Entropia pre-stack. In C) la 
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larghezza di banda è maggiore rispetto ai dati prima del!' applicazione 
del!' algoritmo ed il rumore introdotto appare trascurabile, a differenza di quanto 
avviene del caso B). 
Entrambi gli algoritmi di deconvoluzione portano ad un allargamento verso le alte 
frequenze della banda spettrale, ma si può notare come la deconvoluzione predittiva introduca 
componenti non trascurabili di rumore ad alta frequenza. Inoltre lo spettro ottenuto dopo al 
deconvoluzione a massima entropia è più bilanciato nel senso che tutte le componenti di 
frequenza hanno valori simili di ampiezza, mentre dopo la deconvoluzione predittiva le 
frequenze inferiori sono dominanti. 
2.6.2 DECONVOLUZIONE ADATTIVA 
La deconvoluzione adattiva tiene conto della non stazionarietà dell'ondina ed è basata 
su un operatore di predizione lineare che si modifica (adatta) in modo continuo con 
coefficienti che vengono aggiornati tramite algoritmi di varia natura ( Griffiths et al, 1977; 
Prasad e Mahalanabis, 1980). Queste procedure sono del tutto simili a quelle utilizzate nelle 
telecomunicazioni e si basano fondamentalmente su due approcci diversi: 
l) Procedure che tendono a minimizzare l'errore quadrati co medio tra un segnale 
in uscita desiderato ed il segnale filtrato tramite un filtro adattivo; 
2) Procedure che tendono a minimizzare l'ampiezza in uscita di un filtro adattivo, 
basandosi su una limitazione lineare dei coefficienti del filtro. 
Forniremo ora un esempio di filtraggio adattivo basato sulla seconda di queste 
procedure, che è quella maggiormente utile per dati GPR. 
Consideriamo un insieme X(n), n=1,2, ... ,N che rappresenta N dati da elaborare. Se x(n) è 
stazionaria, si può procedere alla deconvoluzione predittiva risolvendo un'equazione del tipo 
della (2.3.5), (Peacock e Treitel, 1969), che può venir riscritta nella forma seguente: 
rx(O) rx(l) rx(P -l) a0 (0) rx(d) 
rx(l) rx(O) rx(P- 2) a0 (l) ~'((d+ l) (2.6.2.1) 
rx(P -l) ~T(p-2) rx(O) a0 (p-l) ~,(d+ p+l) 
dove rx(i) è l'autocorrelazione dei dati x(n) al ritardo i, a0 (i) è l'i-esimo coefficiente 
dell'operatore di predizione e d ~ l è la distanza di predizione. 
In forma più compatta si potrà scrivere 
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(2.6.2.2) 
dove è il valore atteso di X(n)Xr (n), essendo 
xr (n)= [x(n),x(n -l), ... ,x(n- p+ l)] e P_,(d) è il valore atteso di x( n+ d)X(n). 
Il calcolo di A0 viene effettuato tramite l'algoritmo di Levinson (Peacock e Treitel, 
1969) e la traccia deconvoluta sarà data dall'espressione 
1\ 
y(n) =x( n)- x( n) (2.6.2.3) 
che indica come la traccia in uscita sia uguale alla differenza tra la traccia in ingresso e 
il filtro di predizione. 
Con il metodo adattivo, invece, la soluzione dell'equazione (2. 6.2.2) si ottiene tramite 
un algoritmo schematizzato dalla seguente relazione: 
A(n +l)= A( n)+ p[Px(d)- RxxA(n)] (2.6.2.4) 
che inizia con un valore Ao arbitrario. 
Si può dimostrare che per O < fL < 2 l ÀMAX dove ÀMAX è il maggior autovalore della 
matrice Rxx, A(n) tende asintoticamente ad A 0. Considerando i valori istantanei di P_,(d) e 
Rxx dati dalle relazioni 
P_,(d) =x( n+ d)X(n) 
Rxx = X(n)XT (n) 
(2.6.2.5) 
(2.6.2.6) 
l'equazione (2.6.2.4) assume la forma 
A(n +l)= A(k) + ,u[ x( n+ d)-~(n +d) Jx(n) 
1\ 
(2.6.2.7} 
dove x( n+ d)= xr (n)A(n) è la stima del valore della traccia x(n+d} basata sul 
coefficiente A(n). Si può dimostrare che questo algoritmo può avere problemi di convergenza, 
ovvero vi possono essere instabilità nel tendere ad Ao. La costante temporale di convergenza 
dell'algoritmo dipende dal valore di 11 : un valore elevato assicura una rapida convergenza, 
ma introduce molto rumore. Nelle applicazioni pratiche si può normalizzare il valore di 11 per 
il power spectrum (la trasformata di Fourier dell'autocorrelazione della traccia) del segnale, 
in simboli: 
a 
fl=---
pCY 2 (n) 
x 
(2.6.2.8) 
Per assicurare la convergenza il parametro a dovrà essere compreso tra zero e due. Più 
in particolare un valore pari a due produce rapida convergenza, ma tende ad introdurre molto 
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rumore, mentre un valore troppo vicino a zero porterà ad una scarsa efficacia del metodo 
(Griffiths et al., 1977). Nell'applicazione pratica ai dati GPR se il periodo delle variazioni 
temporali dell'ondina è dell'ordine di grandezza del tempo di convergenza o maggiore, 
l'algoritmo potrà trattare in modo efficiente queste variazioni, fornendo come risultato 
un'approssimazione più accurata rispetto ai metodi che considerano l'ondina stazionaria. 
In Figura-15 viene riportato un esempio di applicazione adattiva con diversi parametri di 
convergenza (adaptation rate) relativo ad un profilo acquisito nel Sito Test-l. Si noti come 
rispetto al profilo non deconvoluto (A) la risoluzione verticale sia effettivamente maggiore in 
quanto l'estensione totale dell'ondina decresce. Nel caso di valori del parametro a troppo 
vicini allo zero (caso D) il risultato non porta sostanziali miglioramenti rispetto alla sezione 
non deconvoluta, mentre per un valore pari a 1.2 (caso C) il risultato è notevole in quanto si 
ottiene una buona compressione dell'ondina specie nella parte più profonda della sezione, 
senza introdurre rumore ad alta frequenza, come invece avviene nel caso della 
deconvoluzione predittiva (caso B). Tutte le sezioni deconvolute (B, C, D) utilizzano la 
medesima distanza di predizione (di partenza nel caso della deconvoluzione adattiva), pari a 
4ns (l O campioni). 
Utilizzando l'intero dataset di dati GPR deconvoluti con la deconvoluzione adattiva, 
parametrizzata come sopra descritto, è possibile effettuare dettagliate analisi tridimensionali 
ed evidenziare l'andamento areale di riflettori di interesse. In particolare, la migliore 
risoluzione verticale rende possibile l'individuazione e la definizione delle terminazioni 
laterali di riflettori inclinati o con andamento lentiforme. Un esempio dei risultati ottenuti sul 
volume (3D) contenente tutti i dati GPR del Sito Test-l deconvoluti è riportato in Figura-16. 
E' possibile identificare molto bene i rapporti spaziali tra i diversi orizzonti e definirne 
l'esatta posizione. In Figura-16, in rosso, viene evidenziata la sommità della falda acquifera. 
2.6.3 DECONVOLUZIONE OMOMORFICA 
La deconvoluzione omomorfica parte da un approccio totalmente diverso rispetto a 
quelle descritte in precedenza: si tratta di un filtraggio non lineare il quale non richiede che 
siano soddisfatte le ipotesi di fase minima dell'ondina e di distribuzione casuale dei 
coefficienti di riflessione del terreno, ma si basa sul presupposto che lo spettro dell'ondina sia 
separabile da quello dei coefficienti di riflessione. 
Se si considera lo spettro di ampiezza di un segnale come una serie temporale, piuttosto 
che come un insieme di frequenze, le componenti derivanti dai coefficienti di riflessione si 
possono considerare legate ai segnali di alta frequenza, mentre l'effetto dovuto al sistema sarà 
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concentrato alle basse frequenze. Questo ragionamento che illustra le basi della 
deconvoluzione omomorfica, viene in realtà esteso ai numeri complessi derivanti dalla 
trasformata di Fourier del segnale, in modo da prendere in considerazione anche le fasi. Per 
evitare fraintendimenti in questo nuovo dominio, dato dallo spettro di potenza del logaritmo 
dello spettro di potenza del segnale, si è soliti assumere una nuova terminologia: lo spettro 
prende in nome di "cepstrum", la frequenza diviene la "quefrenza" e la fase viene denominata 
"safe". 
Come già evidenziato precedentemente, nel dominio del tempo la sequenza registrata si 
può considerare la convoluzione della sequenza originale con la risposta impulsiva del 
sistema, mentre applicando la trasformata di Fourier si considerano i prodotti semplici degli 
spettri d'ampiezza e le somme degli spettri di fase. La trasformata di Fourier permette di 
considerare ogni segnale nel tempo come somma di un insieme di componenti in frequenza, 
tuttavia la trasformata di F ourier di uno spettro non soddisfa questa caratteristica. 
N ella pratica si procede alla trasformazione dello spettro in logaritmi, in modo tale che 
esso possa, effettivamente, essere considerato la somma dell'insieme dei logaritmi degli 
spettri di ampiezza che lo compongono. In particolare, l'assunzione che lo spettro d'ampiezza 
sia composto da una frazione a bassa frequenza legata al sistema ed una ad alta frequenza 
connessa con i coefficienti di riflessione fa sì che anche il cepstrum si possa considerare 
formato da due componenti: le basse quefrenze derivano essenzialmente dal sistema, mentre 
le quefrenze elevate sono effettivamente rappresentative di quanto andiamo cercando, ovvero 
la serie dei coefficienti di riflessione. 
La deconvoluzione omomorfica deve pertanto ricavare dai dati originali il loro 
cepstrum, eliminare le basse quefrenze, ritrasformare il cepstrum in spettro, calcolare gli 
antilogaritmi e, tramite l'antitrasformata di Fourier, riportare i dati nel dominio del tempo. 
Per quanto riguarda le fasi, se il sistema è a fase minima si può calcolare lo spettro di fase 
delle componenti del sistema che andrà sottratto allo spettro di fase della traccia registrata. In 
simboli, il processo di può schematizzare nel modo seguente: 
x(n) ~*(D)+~ ~(n)~ +(L)+~ ~(n)~ +(D-1)* ~ y(n) (2.6.3.1) 
in cui x(n) è la traccia registrata e y(n) è la traccia deconvoluta. Con il sistema (D) s1 
passa dal dominio convolutivo a quello additivo agendo così: 
x(n) ~ (zr) ~ X(Z) ~ (log) ~ X(Z) ~ (zr-l) ~~(n) (2.6.3.2) 
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Figura-15 Esempio di deconvoluzione adattiva su un profilo GPR relativo al Sito Test-l. A) 
profilo non deconvoluto,· B) deconvoluzione predittiva con distanza di predizione 
pari a 4ns; C) deconvoluzione adattiva con distanza di predizione iniziale pari a 
4ns e adaptation rate pari a 1.2; D) deconvoluzione adattiva con distanza di 
predizione iniziale pari a 4ns e adaptation rate pari a 0.1. Per i dettagli si veda il 
testo. 
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Figura-16 Ricostruzione 3D a partire dall 'intero dataset del Sito Test-l. Dati deconvoluti 
con deconvoluzione adattiva. In rosso è evidenziato il top della falda acquifera. 
Considerando che nel dominio del tempo x(n) è la convoluzione della sene dei 
coefficienti di riflessione r(n) con l'ondina w(n), otteniamo: 
1\ 1\ 
x( n)=> w( n) * r(n) --7 X(Z) = W(Z)R(Z) --7 X (Z) = W(Z) = 
1\ A 1\ 
= W(Z)R(Z) => x( n) = w(n) + r(n) (2.6.3.3) 
Con il sistema (L) le componenti dello spettro vengono sovrapposte in maniera additiva 
e con un filtraggio si possono eliminare le componenti non desiderate con tecniche del tutto 
analoghe a quelle comunemente utilizzate per le sequenze temporali. 
Tramite il sistema (D-1) si ritorna alla fine nel dominio convolutivo nel modo seguente: 
y(n) => (zr) --7 Y(Z) --7 (exp) --7 Y(Z) --7 (zr-1) => y (n) (2.6.3.4) 
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ovvero 
1\ 1\ 1\ 1\ 1\ 1\ 
y(n) = w(n) + r(n) => Y(Z) = W(Z) + R(Z) __, Y(Z) = 
= W(Z) · R(Z) => y(n) =w( n)* r(n) (2.6.3.5) 
Tramite la deconvoluzione omomorfica si può quindi rimuovere una componente 
indesiderata del segnale lasciando virtualmente inalterate le altre. Se il sistema non è a fase 
minima, cadendo così un'ipotesi fondamentale, l'algoritmo non darà risultati soddisfacenti. 
Problemi sorgeranno anche in presenza di tracce con scarso rapporto segnale-rumore, in 
quanto ci saranno distorsioni negli spettri di ampiezza e di fase nei quali non sarà facile 
riconoscere le componenti effettivamente legate ai parametri elettromagnetici del mezzo e 
quelle che invece andranno eliminate. E' per queste ragioni che l'applicazione a dati GPR 
della deconvoluzione omomorfica non è di solito in grado di portare risultati apprezzabili e 
convenienti rispetto agli artefatti che vengono introdotti. 
2. 7 DECONVOLUZIONE DI PROPAGAZIONE (Q COMPENSATI O N) 
Un algoritmo del tutto diverso da quelli descritti in precedenza, chiamato 
Deconvoluzione di Propagazione o Q-Compensation, può essere utilizzato per ottenere il 
duplice scopo di incrementare la risoluzione verticale e recuperare l'ampiezza del segnale che 
viene attenuato da numerosi fenomeni concomitanti. Questa procedura è quindi simile da un 
lato ad una "deconvoluzione" e dall'altro ad un "guadagno". 
Per le onde sismiche si è visto che l'attenuazione dell'ondina e il suo cambiamento di 
forma a causa dell'attenuazione e dell'effetto filtrante legato ai materiali attraversati, possono 
venir descritti da due parametri: il parametro qualitativo di attenuazione (Q) e dalla velocità 
di fase ad una data frequenza di riferimento (Tumer e Siggins, 1994). Nel caso sismico il 
parametro Q è definito dalla seguente relazione: 
(J) 
Q=- (2.7.1) 
2ca 
nella quale c rappresenta la costante di fase e a il coefficiente di attenuazione. Per le 
onde sismiche Q risulta praticamente indipendente dalla frequenza anche se questo 
comportamento è il risultato di meccanismi di attenuazione dipendenti singolarmente dalle 
frequenze. Il parametro Q descrive un'attenuazione che cresce linearmente con le frequenze, 
ovvero rappresenta il coefficiente angolare di una retta passante per l'origine nel piano 
frequenze-attenuazione. 
Un simile modello è stato proposto anche per il GPR (Turner e Siggins, 1994; Turner, 
1994a). In quest'ambito anche se l'attenuazione risulta solitamente maggiore si è visto che il 
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suo andamento è praticamente lineare rispetto alle frequenze normalmente utilizzate nella 
maggior parte dei materiali geologici. Anche nel caso delle onde elettromagnetiche vi sono 
molti meccanismi che contribuiscono all 'attenuazione, tra cui i vari tipi di polarizzazione che 
producono correnti indotte, fenomeni di riflessione parziale, di divergenza sferica, solo per 
citarne alcuni. Tali fenomeni, tuttavia producono una conduttività reale esprimibile con la 
relazione: 
(2. 7.2) 
Sperimentalmente si è visto che, in un' ampia banda di frequenze, n è un numero 
positivo che per la maggior parte dei materiali vale circa l . Ad alte frequenze, per le quali 
tan o < l, questa relazione indica che l'attenuazione è direttamente proporzionale alle 
frequenze, ovvero, in altri termini, che Q è costante. Studi sperimentali confermano questo 
comportamento, almeno nell ' intervallo di frequenza comunemente usato per le prospezioni 
GPR. In Figura-17 vengono riportati dati relativi a diversi materiali geologici per i quali 
l 'attenuazione varia a seconda del materiale, ma sempre linearmente con la frequenza (per 
frequenze maggiori di circa l OMHz). 
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Figura-17 Risultati sperimentali dell 'attenuazione di onde elettromagnetiche a diversa 
frequenza entro sedimenti di diverso tipo (da Turner e Siggins, 1994, modificata). 
Questo comportamento dell 'attenuazione e quindi del cambiamento di forma 
dell' ondina GPR con la propagazione nei materiali, può essere descritto da un unico 
parametro simile al parametro Q del caso sismico, definito dalla relazione (2. 7. 1) , da cui si 
n cava: 
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O) 
a=--
2cQ 
(2.7.3) 
Essendo Q per le onde elettromagnetiche strettamente collegato con la tangente di 
perdita, con una relazione del tipo: 
l Q::::- (2.7.4) 
tana 
si potrà definire un nuovo parametro Q* come 
Q*= ~O) (2. 7.5) 
2c~a 
Questo parametro rappresenta il coefficiente angolare della retta che meglio approssima 
l'attenuazione in funzione della frequenza nella banda di interesse. Tale retta che, in generale, 
non passa per l'origine degli assi è descritta dall'equazione: 
O) 
a=a +--
0 2cQ* 
(2. 7.6) 
Quando a 0 =O Q*=Q. Pertanto Q* è una generalizzazione del parametro Q. Nel caso 
GPR, a parte materiali perfettamente anidri, l'attenuazione sarà diversa da zero anche per 
frequenze relativamente basse e, di conseguenza, la retta non passerà per l'origine del sistema 
di riferimento. Nei comuni mezzi geologici Q* assume valori compresi tra 2 e 30 circa 
(Tumer e Siggins, 1994), mentre in sismica Q varia tra 50 e 300 circa. Ancora una volta, 
quindi, si evidenzia come l'attenuazione delle onde elettromagnetiche dovuta all'effetto 
filtrante del terreno sia un problema ben più marcato nelle prospezioni GPR. 
La compensazione Q è una metodologia molto efficace per l'elaborazione dei dati GPR, 
nei quali l'approssimazione che l'ondina si mantenga inalterata durante la propagazione non è 
generalmente valida. Per questo, molti algoritmi comunemente utilizzati per le onde elastiche 
non producono risultati apprezzabili nella compressione dell'ondina, ma spesso introducono 
rumore ed artefatti (Maijala, 1992; Fischer et al., 1992). L'ipotesi che la funzione di 
trasferimento del terreno possa venire approssimata tramite un modello a Q* costante ha 
trovato conferme sia teoriche che sperimentali (Tumer, 1992). Con questa procedura si ottiene 
un recupero delle frequenze ed una correzione di ampiezza tempo variante. 
Se assumiamo che la funzione di trasferimento del terreno sia approssimata in modo 
adeguato da un modello di questo tipo, il parametro di base sarà, ovviamente, Q*; ci sono 
tuttavia anche altri parametri che devono essere considerati nell'applicazione ai dati. 
Scegliendo Q* troppo grande non si ottiene un completo recupero dell'ondina degradata, 
mentre se Q* è eccessivamente piccolo si introdurranno cicli aggiuntivi nella forma d'onda 
ongtnana. E' inoltre importante stabilire il limite superiore della banda di frequenze da 
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utilizzare, perché se questo è troppo alto si può introdurre nei dati molto rumore. Anche il 
rapporto segnale/rumore non dovrà essere troppo basso per non correre il rischio che alcune 
componenti in frequenza del segnale abbiano ampiezza inferiore alle corrispondenti 
componenti del rumore. Pertanto è utile applicare la compensazione Q su dati già 
preventivamente filtrati in frequenza o, direttamente, sulle sezioni stack nel caso di dati 
Multifold (Irving e Knight, 2003). 
In Figura-18 è riportato un esempio di applicazione della compensazione Q su un profilo 
del Sito Test-l , con valore di Q* pari a 13. Questo valore, applicato fino a frequenze di 
400MHz, è stato scelto sulla base di opportuni test e calcolando il valore medio 
dell' attenuazione (in Db/ns) direttamente dall'ampiezza del dato originale. TI risultato porta ad 
un discreto recupero delle alte frequenze con l'ampiezza del riflettore tra 30 e 50ns che 
diventa nettamente superiore agli altri segnali posti alla stessa profondità. Questo risultato è 
corretto dal punto di vista fisico, in quanto tale orizzonte corrisponde con la superficie 
dell'acquifero che è connessa con un coefficiente di riflessione molto elevato. Alcuni artefatti 
sono inevitabilmente introdotti sia nella parte iniziale della traccia che nella porzione più 
profonda. 
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Figura-18 Esempio di applicazione della compensazione-Q (B), con Q*=J3 e massima 
frequenza di applicazione limitata a 400MHz, su un profilo del Sito Test-l , 
confrontato con il medesimo profilo guadagnato tramite l 'inverso della curva di 
decadimento e non deconvoluto (A). Per il commento si veda il testo. 
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2.8 CONCLUSIONI 
Sono stati sperimentati numerosi algoritmi di deconvoluzione per poter incrementare la 
risoluzione di dati GPR restringendo la lunghezza temporale del transiente elettromagnetico e 
diminuendone il numero di fasi. L'aumento del dettaglio raggiungibile permette di 
discriminare orizzonti altrimenti non identificabili, definire terminazioni laterali di strati 
inclinati o di lenti, di analizzare zone in cui i parametri fisici variano gradualmente. 
Sulla base dei risultati ottenuti applicando i diversi algoritmi su dati reali acquisiti nei 
Siti Test, si possono ricavare alcune indicazioni di validità generale. 
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• Gli algoritmi di deconvoluzione tradizionali, ( deconvoluzione spike e predittiva) 
provocano un ottimo accorciamento dell'ondina, ma introducono rumori sia 
coerenti, sia incoerenti in quantità non accettabile. 
• La deconvoluzione a Massima Entropia fornisce risultati apprezzabili, 
restringendo in maniera notevole la durata temporale dell'ondina. Non viene 
praticamente introdotto rumore ad alta frequenza né artefatti quali rumori 
coerenti con tempo di arrivo costante. L'algoritmo sembra sensibile alla quantità 
di rumore presente. N ella porzione più profonda dei dataset, dove il livello di 
rumore è solitamente maggiore, il risultato della deconvoluzione è meno 
evidente. 
• La deconvoluzione Adattiva fornisce risultati fortemente dipendenti dal dato di 
partenza e dai parametri utilizzati. L' adaptation rate va scelto con attenzione: un 
valore prossimo a due produce rapida convergenza, ma tende ad introdurre 
molto rumore, mentre un valore troppo vicino a zero porterà ad una scarsa 
efficacia del metodo. Valori tra l e 1.2 generano i risultati migliori con una 
buona compressione dell'ondina specie nella parte più profonda delle sezioni, 
senza introduzione di rumore ad alta frequenza. 
• La Q Compensation (o Deconvoluzione di Propagazione) è un algoritmo che, 
almeno in teoria, permette non solo di restringere la durata dell'ondina, ma 
anche un recupero dell'ampiezza in funzione della profondità. I risultati 
sperimentali sono abbastanza buoni purché il rapporto segnale/rumore non sia 
troppo basso e si possa considerare corretta l'approssimazione dell'ondina 
stazionaria. Tali condizioni si verificano per materiali non eccessivamente 
conduttivi. 
CAPITOL0-3 
DETERMINAZIONE DEL CAMPO DI VELOCITA' 
DELL'ONDA ELETTROMAGNETICA E DEI PARAMETRI 
FISICI AD ESSO CORRELATI A PARTIRE DA DATI GPR A 
COPERTURA SINGOLA E MULTIPLA 
3.1 INTRODUZIONE 
Un altro tema di ricerca affrontato, consiste nel tentativo di mettere a punto metodologie 
facilmente applicabili per calcolare il campo di velocità delle onde elettromagnetiche nel 
sottosuolo a partire da dati Georadar a copertura singola e multipla. L'importanza della 
determinazione del campo di velocità è molteplice in quanto risulta indispensabile per una 
corretta conversione dei dati da doppio tempo di percorso (TWT) a profondità, per l'efficacia 
e la validità di numerosi algoritmi di elaborazione e perché il parametro velocità è 
strettamente legato alle proprietà elettromagnetiche del mezzo (in particolare costante 
dielettrica e tangente di perdita). Queste proprietà nei comuni mezzi geologici non sono tanto 
influenzate dalla matrice solida del materiale, quanto dalla presenza di fluidi. Una volta 
stimato correttamente il campo di velocità, è possibile quindi ricavare interessanti 
informazioni sul contenuto in fluidi e su alcune loro caratteristiche. 
3.2 VELOCITA' DELLE ONDE ELETTROMAGNETICHE 
La teoria del campo elettromagnetico può venire sintetizzata In quattro leggi 
fondamentali note come equazioni di Maxwell che, nel vuoto, assumono la forma seguente 
(Tabella-7). Il campo elettromagnetico, caratterizzato dal vettore campo elettrico E e dal 
vettore induzione magnetica B , può venire definito come lo stato di eccitazione che viene 
instaurato nello spazio dalla presenza di cariche elettriche. La relazione esistente tra i due 
campi viene espressa dalla legge di Lorentz: 
ft =q( E+ v x B) (3.2.1) 
dove q indica una carica puntiforme in moto con velocità istantanea v . 
- - p V·E=-
c 
Tabella-7 -Equazioni di Maxwell in forma differenziale. 
Legge di Gauss per il campo elettrico (3.2.2) 
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V·B =O Legge di Gauss per il campo magnetico (3.2.3) 
- - aB V x E=--
d t 
Legge di Faraday-Henry (3.2.4) 
- - - ai 
Legge di Ampere-Maxwell (3.2.5) V x B = f.1J + EJ1-
d t 
Le grandezze che compa1ono nelle formule sopra indicate espresse in forma 
differenziale sono: p e j che indicano rispettivamente la densità di carica elettrica e la densità 
di corrente elettrica, mentre c e J1 sono rispettivamente la permettività, o permeabilità elettrica, 
e la permeabilità magnetica assolute. 
L'equazione 3.2.2 descrive il teorema di Gauss per il campo elettrico, ossia descrive il 
comportamento delle linee del campo elettrico che divergono da una carica positiva mentre 
convergono in una carica negativa. 
L'equazione 3 .2.3 stabilisce che la divergenza del vettore induzione magnetica B è 
nulla: ciò sperimentalmente significa che le linee di questo vettore non divergono da alcun 
punto nello spazio e pertanto non esistono monopoli magnetici. 
La 3.2.4, scritta come uguaglianza del rotore del campo elettrico con la derivata 
cambiata di segno del vettore induzione magnetica rispetto al tempo, descrive il modo in cui 
le linee del campo elettrico abbracciano un'area attraverso la quale il flusso dell'induzione 
magnetica varia, legando le due grandezze vettoriali. 
Infine l'equazione 3.2.5 enunciata da Ampere e poi generalizzata da Maxwell, pone in 
relazione il rotore del vettore induzione magnetica con la derivata del vettore campo elettrico 
rispetto al tempo e il vettore densità di corrente, descrivendo come le linee di B interessano 
un'area attraverso la quale passa una corrente o varia il flusso elettrico. 
Le equazioni viste in precedenza descrivono il comportamento di un campo 
elettromagnetico nel vuoto; nel caso in cui si debba considerare uno spazio nel quale sia 
presente un mezzo supposto infinitamente esteso, omogeneo ed isotropo, tali equazioni 
devono essere modificate. Si introducono così due nuovi vettori ovvero: lo spostamento 
elettrico D e l'intensità di campo magnetico H ; tali vettori tengono conto dei fenomeni di 
polarizzazione e magnetizzazione che avvengono ali' interno della materia quando questa sia 
interessata da radiazione elettromagnetica. 
Le equazioni di Maxwell possono allora venir riscritte nel seguente modo: 
V·i5=p (3.2.6) 
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v. ii= o (3.2.7) 
- - aB VxE+-=0 (3.2.8) a t
- - - aE VxH -aE-E-=0 a t (3.2.9) 
Data una certa distribuzione di carica e di correnti, poiché le equazioni sopra indicate 
non sono sufficienti a definire univocamente le quantità che legano reciprocamente E, ii, 
- - -
B, D, J, è necessario introdurre alcune nuove relazioni che descrivono il comportamento 
della materia sotto l'influenza di un campo elettromagnetico. Le equazioni che soddisfano tali 
condizioni sono dette equazioni materiali che, nel caso in cui siano presenti corpi in quiete o 
con velocità relativa moderata, possono essere scritte come: 
l=aE (3.2.10) 
jj = t:E (3.2.11) 
- -
B = f.1ll (3.2.12) 
dove con (J si indica la conducibilità, con c la permettività dielettrica e con Jl la 
permeabilità magnetica. Sulla base dei valori di (J, c e Jl è possibile classificare i materiali 
rispetto alloro comportamento in presenza di un campo Elettrico e Magnetico. 
In una zona dello spazio dove non esistono cariche (p=O) né correnti (j=O), attraverso 
le equazioni materiali possiamo esprimere le equazioni di Maxwell nel seguente modo: 
V·D=O (3.2.13) 
v. ii= o (3.2.14) 
- - aii 
VxE+p-=0 (3.2.15) a t
- - ae -VxH-E--aE=O (3.2.16) a t
Con alcuni passaggi matematici possiamo ricavare le espressioni che rappresentano le 
equazioni d'onda del campo elettromagnetico come: 
2- -
z- aH aH 
V H= f.lE-- + pa-
at2 at 
(3.2.17) 
z- ..... 
nz- a E aE 
v E = f.lE-- + pa-
at2 at 
(3.2.18) 
Nel caso in cui venga considerato un dielettrico perfetto ( (J=O) infinitamente esteso, 
omogeneo ed isotropo, tali equazioni si possono semplificare nella forma seguente: 
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(3.2.19) 
(3.2.20) 
Queste equazioni rappresentano l'equazione di un'onda, che si propaga con una velocità 
pana: 
l 
v= .J&; (3.2.21) 
N el vuoto avremo quindi che: v = - 1- = c = Jh; 
.J&; &oJlo 
La velocità dell'onda elettromagnetica In un mezzo non conduttivo sarà quindi 
ricavabile dalle seguenti equazioni: 
l l c 
v - - ---==== 
m - ~emJlm - ~&oerJloJlr - ~erJlr (3.2.22) 
ere/ =e/ co e llrel = Jl/ Ilo indicano rispettivamente la permettività dielettrica e la permeabilità 
magnetica relativa. 
Dalla 3.2.22 si deduce che la velocità dell'onda elettromagnetica in un mezzo è una frazione 
di quella nel vuoto. Nei comuni materiali geologici Jlm ~ Jlo per cui Jlr ~l (Brewster e 
Annan, 1994). In mezzi non conduttivi (di solito si considera come valore limite 0.1 S/m) e 
non magnetici l'espressione 3.2.22 si riduce quindi a: 
c 
v=--
Ji: 
(3.2.23) 
In cui c è la velocità dell'onda elettromagnetica nel vuoto pari a circa 30cm/ns e &r è la 
permettività dielettrica relativa chiamata anche costante dielettrica. Da questa relazione si 
ricava ad esempio che n eli' acqua la velocità dell'onda elettromagnetica ( &r = 81) è pari a 
circa 3.3 cm/ns, mentre nei mezzi geologici anidri varia tra 6.7 e 13.5 circa ( &r compreso tra 
20 e 5 circa). 
Nel caso di dielettrici conduttivi conviene considerare il problema da un altro punto di 
vista. Un'onda che si propaga in un mezzo (far fie/d), ad una certa distanza dalla sorgente 
(near fie/d) può essere approssimata in molte applicazioni come un'onda piana o come una 
serie di onde piane sovrapposte. N el caso GPR, ad una distanza tanto più grande quanto più è 
bassa la frequenza dominante dell'antenna trasmittente, comunque nell'ordine di qualche 
metro al massimo, l'onda elettromagnetica che si propaga nel sottosuolo può essere 
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considerata come una serie di onde piane monofrequenza sovrapposte. La forma generale di 
un'onda piana monocromatica che si propaga in un 'unica dimensione x è espressa dalla 
relazione seguente: 
A= A0 exp(-m)expim(t -xl p) (3.2.24) 
In cui A è l'ampiezza d eli' onda, t il tempo di percorso, x la distanza dali' origine, P il 
coefficiente di fase, A0 l'ampiezza all'origine, a il coefficiente di attenuazione, ro la 
frequenza angolare pari a 2 Jif e i l 'unità immaginaria. In generale a e P sono dispersivi e, 
assumendo valori diversi in funzione della frequenza, provocano una variazione della forma 
d'onda che si propaga, sia in senso dinamico che cinematico. 
Se consideriamo onde elettromagnetiche che si propagano in un mezzo con perdite il 
campo elettrico E ed il campo magnetico B (da questo punto in poi per semplicità non 
indicheremo il soprassegno per le grandezze vettoriali) possono venir descritti in ogni punto 
dello spazio dalle relazioni seguenti: 
E= E0 expi(OJt- kx) 
H= H 0 expi(OJt-kx) 
(3.2.25) 
(3.2.26) 
dove k è una costante di propagazione complessa avente la forma seguente: 
. mR 
k=P-za=-
c 
in cui R è l'indice di rifrazione complesso, mentre p ed a rappresentano rispettivamente 
il coefficiente di attenuazione e di fase che possono venir calcolati in base alle relazioni 
seguenti: 
(3.2.27) 
(3.2.28) 
In queste equazioni e e f.1 possono venire considerate come grandezze scalari solamente 
nel caso in cui il mezzo considerato si possa ritenere omogeneo ed isotropo rispetto al 
problema in esame, altrimenti assumono la forma di tensori. 
Nelle relazioni 3.2.27 e 3.2.28 tan t5 rappresenta la tangente dell'angolo di perdita 
(complementare ali' angolo di fase) che, in generale, è dipendente dalla frequenza ed è legata 
alla conduttività e alla permettività dielettrica del mezzo dalla relazione seguente: 
tanb'=~ 
me 
(3.2.29) 
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Sia la conduttività che la permettività dielettrica sono, in generale, grandezze complesse 
e dipendenti dalla frequenza e possono venir espresse nella forma: 
CI= CI'- iCI 
E =i -iE" 
(3.2.30) 
(3.2.31) 
Gli effetti di conduzione e di polarizzazione nei materiali non possono venir misurati 
separatamente per cui è conveniente definire una conduttività effettiva ed una permettività 
dielettrica effettiva, rispettivamente come: 
(3.2.32) 
(3.2.33) 
La tangente di perdita può essere quindi espressa dall'equazione seguente: 
! " 
CI CI +mc 
taniS=-e-= , " (3.2.34) 
mce mc +CI 
Dal punto di vista fisico si può anche esprimere la tangente dell'angolo di perdita come 
la somma di due termini: uno legato alle perdite per conduzione ed uno legato alle perdite 
dipolari. 
taniS = CI Dc + c"(f) 
2~E0Er c'(j) 
In cui CI Dc = limf~o CI 
(3.2.35) 
Pertanto, l'equazione 3.2.23, nel caso di materiali conduttivi e/o con perdite dielettriche, 
privi di fenomeni magnetici rilevanti, assume la forma più complessa seguente: 
c 
(3.2.36) v = ----;========-
Sulla base di questa equazione è possibile osservare che la velocità di fase di un'onda 
elettromagnetica decresce all'aumentare della tangente di perdita e della permettività 
dielettrica relativa. 
In mezzi in cui la conduttività sia bassa (solitamente inferiore a 0.1 S/m) e siano presenti 
fenomeni di polarizzazione, il primo termine dell'equazione 3.2.35 può essere trascurato e la 
velocità può essere espressa dalla relazione: 
c 
(3.2.37) 
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N el caso delle applicazioni GPR in cui le frequenze utilizzate hanno un intervallo tra 
circa IOMHz e 2 GHz, e"(j) è di solito piccolo rispetto a e'(j) e molti suoli non presentano 
evidenti fenomeni di dispersione nell'intervallo sopra indicato, per cui l'equazione 3.2 .3 7 si 
riduce alla 3.2.23. 
E' evidente che la velocità di fase di un'onda composta da più frequenze che si propaga 
in un mezzo dispersivo non rappresenta correttamente la velocità con cui l'energia si propaga 
attraverso il mezzo. Quest'ultima viene chiamata velocità di gruppo e può essere calcolata 
come la variazione della frequenza in funzione della costante di fase. 
Un comportamento simile è legato ai fenomeni di attenuazione, a cui qui solo 
accenniamo. L'impedenza elettrica intrinseca 1] di un mezzo è data dal rapporto tra campo 
elettrico E ed intensità del campo magnetico H e, per un generico materiale è una grandezza 
complessa legata a f.l, e e a dalla relazione seguente: 
(3.2.38) 
Per un materiale a bassa conduttività la 1.3 8 può essere riscritta nella forma 
approssimata: 
(3.2.39) 
Per un dielettrico quasi perfetto, poi, l'equazione assume la forma semplificata seguente: 
(3.2.40) 
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3.3 DETERMINAZIONE DELLA VELOCITA' DELL'ONDA 
ELETTROMAGNETICA SULLA BASE DI DATI GPR 
I dati GPR vengono acquisiti con diverse modalità in funzione degli offset utilizzati, 
della reciproca disposizione delle antenne e della direzione di misura rispetto ai target. In ogni 
caso, però, i dati sono registrati in funzione del tempo a partire da un istante iniziale. Ogni 
singola registrazione così ottenuta è chiamata "traccia GPR" ed è composta da un certo 
numero di campioni aventi tra loro un intervallo di tempo costante (sampling interval). La 
lunghezza della registrazione (time window) viene stabilita dall'operatore sulla base degli 
obiettivi di indagine, mentre l'intervallo di campionamento deve essere definito tenendo conto 
della massima frequenza presente nel transiente inviato nel sottosuolo dall'antenna 
trasmittente. La seguente relazione definisce la massima frequenza (nota come Frequenza di 
Nyquist) che può essere correttamente campionata utilizzando un generico intervallo di 
campionamento !l.t : 
F =-l-
n 2/l.t 
(3.3.1) 
Per poter ricavare la profondità dei riflettori presenti in una registrazione GPR è 
necessario convertire il tempo di percorso (in realtà si tratta di un tempo di percorso doppio in 
quanto legato alla propagazione verso il basso dell'onda elettromagnetica ed alla sua 
riflessione verso la superficie - TWT) in profondità. Mentre la profondità di investigazione e 
la risoluzione sia verticale che laterale sono legate a parametri strumentali, ma anche a 
parametri fisici dei materiali attraversati, la corretta determinazione della profondità dei 
riflettori e quindi degli oggetti presenti nel sottosuolo non ha nessuna limitazione né fisica (a 
parte i limiti di risoluzione), né strumentale, ma richiede la conoscenza dettagliata delle 
velocità di propagazione dell'onda elettromagnetica nel sottosuolo. Questo dato può essere 
ricavato direttamente dai dati GPR registrati, con diverse procedure. 
Molte volte il GPR viene utilizzato solamente per evidenziare la presenza o meno di un 
oggetto; altre volte le sezioni GPR sono interpretate solo in funzione del tempo o effettuando 
una conversione approssimativa in profondità, magari utilizzando valori di permettività 
dielettrica ricavati da dati bibliografici, senza considerare la natura complessa del sottosuolo, 
la presenza di fluidi, l'alterazione dei materiali e i fenomeni di conduzione. 
E' evidente che, su queste basi, si possono ottenere solamente indicazioni qualitative ed 
è impossibile ricavare le reali profondità dei riflettori evidenziati. Inoltre, anche la forma degli 
oggetti è falsata, soprattutto nel caso vi siano variazioni laterali di velocità marcate e per 
riflettori profondi, per i quali gli errori nel campo di velocità vengono cumulati. 
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La corretta determinazione del campo di velocità è anche indispensabile in molte fasi 
dell'elaborazione del dato GPR, soprattutto se multicanale. Basti ad esempio considerare la 
Migrazione del dato che risulta valida solamente se l'algoritmo è stato scelto correttamente 
rispetto alla situazione geologica e se il campo di velocità è stato determinato con sufficiente 
grado di accuratezza. 
La conoscenza della velocità di propagazione dell'onda elettromagnetica nel sottosuolo 
è anche estremamente utile per ricavare informazioni sui materiali presenti e sulle loro 
caratteristiche fisiche in termini di permettività dielettrica e di conduttività. Inoltre, è possibile 
valutare la presenza di fluidi e la loro natura, nonché stimare la porosità e il contenuto d'acqua 
del sottosuolo. 
Numerosi sono i metodi proposti e sperimentati per la determinazione della velocità 
dell'onda elettromagnetica nel sottosuolo. Una sintesi viene riportata nell'elenco che segue. 
Per le metodologie più recentemente presentate sono stati inseriti anche alcuni riferimenti 
bibliografici. 
Analisi su dati Common-O(fset 
l. Fitting di iperboli di diffrazione (ad esempio Grasmueck et al, 2005). 
2. Hough Transform (Capineri et al., 1998; van Kempen et al., 2000; Windsor 
et al., 2005 ). 
3. Calcolo diretto basato sulla conoscenza in maniera indipendente della 
distanza percorsa. 
4. Migration Velocity Scan (Bradford e Harper, 2005). 
5. Riflessione dalla superficie del suolo (Redman et al., 2002). 
Analisi su dati Multi-Offset 
l. Uso de/ronda diretta a terra (Ground Wave)- (ad esempio Speri, 1999). 
2. Uso di onde rifratte (Bohidar e Hermance, 2002). 
3. Uso di onde riflesse e diffratte: 
a. Analisi di coerenza su spettri di velocità (semblance, 
crosscorrelazione normalizzata, .. .). 
b. Fitting di iperboli di riflessione. 
c. Constant Velocity Gather (GVG), valutazione della rimozione del 
NMO. 
d. Rejlection Tomography (Cai e McMechan, 1999). 
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e.Analisi di Common Image Point Gather nella migrazione pre-stack 
(Leparoux et al, 2 00 l). 
f Common Rejlection Surface (CRS) - (Perroud e Tygel, 2005). 
g. Analisi della dispersione (V an der Kruk et al, 2006). 
h. Analisi dell'angolo di Brewster (Reppert et al., 2000). 
Analisi su dati di pozzo 
l. Profili ad offset costante (onde dirette). 
2. Profili ad offset variabile (tomografia). 
3. Vertical Radar Profiling- VRP (Pipan et al, 2001). 
Metodi misti che prevedono l'uso di più procedure integrate 
I sistemi di analisi proposti sono stati classificati in quattro categorie principali che 
raggruppano: 
l. Analisi su dati Common Offset (Single Fold) 
2. Analisi su dati Multi Offset (Multi Fold) 
3. Analisi su dati di pozzo 
4. Tecniche miste che integrano più procedure. 
Per quanto concerne i dati Multi Offset è stata effettuata un 'ulteriore suddivisione 
considerando il tipo di onda utilizzato. Sono state considerate: le onde dirette a terra ( Ground 
W ave), le onde rifratte e le onde riflesse e diffratte. 
Prima di descrivere alcune metodologie sopra riportate, con particolare dettaglio per 
quelle che sono state proposte, sviluppate e sperimentate in questa ricerca, forniremo in 
seguito alcune considerazioni legate all'uso e al significato del termine "velocità" nel contesto 
geofisico e sul senso di alcune approssimazioni che comunemente vengono introdotte. 
Nei lavori sperimentali che utilizzano il GPR il termine "velocità" si riferisce, 
normalmente, alla "velocità media dell'onda elettromagnetica entro un mezzo". Quando noi 
consideriamo una "velocità" possiamo fare riferimento alla "velocità istantanea" v; definita 
come vi = lim ~ . N elle usuali acquisizioni GPR la velocità istantanea non può venire 
M~OtJ..t 
misurata e normalmente si utilizzano la "velocità intervallare" o la "Velocità Root Mean 
Square". La velocità intervallare è la velocità media che è possibile assegnare ad un livello 
del sottosuolo. Se il materiale all'interno dell'intervallo considerato fosse omogeneo ed 
isotropo la velocità intervallare coinciderebbe con la velocità istantanea in ogni punto 
all'interno dell'intervallo considerato. I mezzi reali tuttavia non soddisfano le assunzioni 
sopra esposte e, pertanto, nelle applicazioni pratiche la velocità intervallare può essere 
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considerata una media calcolata entro un intervallo omogeneo, almeno in pnma 
approssimazione, dal punto di vista geologico, ma non necessariamente fisico. Nei dati GPR 
la velocità intervallare può avere bruschi aumenti o diminuzioni in corrispondenza dei limiti 
tra un intervallo e quello successivo. Ad esempio, possiamo considerare due mezzi geologici 
con costante dielettrica er pari a 9 e 36 (valori tipici per un calcare e per una sabbia satura in 
acqua), conduttività O"= O S/m e permeabilità magnetica relativajlr =l. In tali condizioni la 
velocità può essere calcolata utilizzando l'equazione 3.2.23 che fornisce valori di velocità pari 
a O.ln/ns e 0.05m/ns, nei due rispettivi casi. Pertanto si vede che al passaggio tra il primo 
mezzo (calcare) ed il secondo (sabbia satura in acqua), la velocità dell'onda elettromagnetica 
si dimezza. Nelle prospezioni GPR vengono registrati vari eventi legati a diversi percorsi, dei 
quali solamente alcuni risultano utili per investigare il sottosuolo. E' quindi possibile 
determinare una velocità che è la media delle velocità intervallari dalla superficie fino alla 
discontinuità delle proprietà elettromagnetiche che ha causato l'evento, pesata in funzione 
della distanza considerata. Normalmente nei dati sismici e GPR si considera una media 
quadratica (Root Mean Square o RMS) che, per la base di un generico strato N assume la 
forma seguente: 
VRMS = (3.3.2) 
In cui t n è il doppio tempo verticale nell'ennesimo strato, V n è la velocità (costante) 
dell'ennesimo strato e T è il doppio tempo totale verticale dalla superficie alla base dello 
N 
strato N, ovvero: T= L: t n 
n=l 
Considerando i due mezzi dell'esempio precedente ed un semplice modello geologico di 
due soli strati con spessore di l m e 2m rispettivamente, otteniamo, per la base del secondo 
strato, un valore di VRMS pari a circa 0.06m/ns, mentre, come già visto, i valori di velocità 
intervallari per i due strati considerati erano pari a O.lm/ns e 0.05m/ns. 
Un altro importante aspetto che deve sempre essere tenuto in considerazione è legato al 
fatto che, normalmente, i comuni mezzi geologici non sono omogenei né isotropi, anche se si 
considerano volumi molto piccoli. La velocità di propagazione assumerà quindi valori diversi 
a seconda della direzione di propagazione all'interno del materiale (Tsvankin, 1995). Più in 
dettaglio, le velocità variano con l'azimut secondo un andamento ellittico del tutto simile a 
quanto osservato nel caso di propagazione di onde elastiche. L'asse maggiore dell'ellissoide 
(caso tridimensionale) corrisponde alla Vmax, mentre l'asse minore alla Vmin (Al-Dajani et 
al., 1999). 
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Pertanto il termine "velocità" o l'espressione "campo di velocità'' possono assumere un 
significato diverso a seconda del grado di complessità del problema e in funzione delle 
assunzioni e approssimazioni di base considerate nelle diverse fasi di trattamento del dato. 
N eli' ambito di questo lavoro, ove non differentemente specificato, indicheremo con il 
termine "velocità" la "velocità intervallare di un dato livello", considerata costante e non 
dipendente dalla direzione di propagazione dell'onda. 
Passeremo ora a descrivere alcune procedure proposte per la determinazione della 
velocità a partire da dati GPR. Considereremo dapprima il caso di dati singlefold nei quali 
cioè ogni punto in profondità è illuminato da un unico raggio d'onda per poi passare a 
considerare il caso multifold, in cui vi sono più raggi che illuminano uno stesso punto 
(copertura). Particolare risalto verrà dato a quei metodi che sono stati utilizzati nella parte 
sperimentale di questo lavoro di ricerca che ha portato alla definizione di due procedure 
parzialmente iterative e automatizzabili applicabili rispettivamente ai casi single e multifold. 
Dal momento che la grande maggioranza di dati GPR viene correntemente registrata in 
modalità singlefold, sono state messe a punto alcune procedure per stimare, anche da questi 
dati, i valori di velocità dell'onda elettromagnetica nel sottosuolo. 
Un sistema molto semplice si basa sulla conoscenza a priori della profondità di uno o 
più target GPR. In questo caso la velocità media di propagazione dalla superficie fino agli 
oggetti di cui è nota la profondità può essere determinata semplicemente in base alla relazione 
seguente, valida per il caso di antenna trasmittente e ricevente coincidenti (zero offset): 
2d 
Vsoil =-t - {3.3.3) 
RW 
in cui tRw è il doppio tempo di percorso d eli' onda riflessa e d è la profondità del 
riflettore determinata in maniera indipendente (ad esempio la profondità della tavola d'acqua 
misurata entro una perforazione). 
N el caso di un o !fs et non trascurabile la relazione 3.3 .3 diventa: 
2~d2 +(a /2) 2 
vsoil = t (3.3.4) 
RW 
in cui a è l'o !fs et tra le antenne. 
Il metodo esposto risulta ovviamente vincolato alla conoscenza di dati pregressi che non 
sempre sono disponibili. D'altra parte l'esecuzione di indagini dirette per ricavare tali dati è 
spesso antieconomica e non giustificabile. In ogni caso, anche a prescindere da queste 
considerazioni, la metodologia è largamente imprecisa in quanto permette di determinare solo 
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un valore di velocità media che può essere fuorviante specie in presenza di contrasti verticali e 
orizzontali di velocità. 
Un sistema più accurato e che ben si adatta ai dati GPR prevede l'analisi delle iperboli 
di diffrazione su profili ad offset costante. Nelle prospezioni con GPR, l'energia trasmessa nel 
sottosuolo viene in parte diffratta, qualora siano presenti oggetti aventi dimensioni nell'ordine 
della lunghezza d'onda media dell'ondina utilizzata (ad esempio Grasmueck et al., 2005). In 
un materiale sono possibili diversi fenomeni di diffusione (scattering) a seconda della 
dimensione delle particelle o oggetti presenti e delle frequenze della radiazione utilizzate. 
Comunemente si utilizza il prodotto ( k · a ) dove a è il diametro medio degli oggetti presenti, 
k è il numero d'onda che è legato alla velocità v, alla lunghezza d'onda A, alla frequenza f e 
alla frequenza angolare m dalle relazioni seguenti: 
k = 2JC = 27if = OJ 
À v v 
Se k ·a< 0.01 il materiale è quasi omogeneo rispetto alla radiazione incidente e, quindi, 
non si verificano fenomeni di diffusione, se k ·a< 0.1 si hanno fenomeni di scattering di tipo 
Rayleigh con attenuazione parziale dell'onda, mentre se k ·a> 0.1 si ha scattering di tipo 
Mie con elevata dissipazione di energia in quanto gli oggetti diventano sorgenti secondarie di 
energia e provocano diffrazioni. N el caso GPR è facile verificare che si avrà scattering di 
quest'ultimo tipo, soprattutto con antenne di alta frequenza ed in presenza di materiali 
eterogenei come ad esempio una ghiaia. Gli eventi diffratti su una sezione Georadar common 
offset hanno andamento iperbolico. La forma dell' iperbole dipende in parte dalle 
caratteristiche del lobo di radiazione dell'antenna trasmittente, ma soprattutto dalla velocità 
dell'onda nel mezzo considerato. Pertanto, analizzando la forma dell'evento diffratto, è 
possibile ricavare informazioni sulla velocità. 
La velocità RMS tra la superficie ed un oggetto diffrattore può venire determinata nel 
caso di una sezione GPR ottenuta con antenne trasmittenti e riceventi coincidenti (zero offset) 
operando un fitting dell' iperbole utilizzando i diversi tempi di arrivo t x relativi a diverse 
posizioni x in base alla relazione seguente: 
2.J x 2 + h2 
VR,Uç =----
lx 
(3.3.5) 
h rappresenta la profondità del diffrattore. 
E' importante notare che l' iperbole di una diffrazione ha una diversa curvatura rispetto 
ali' iperbole di una riflessione; l'equazione di un'onda riflessa è infatti: 
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2~(x l 2)2 + h 2 
V RMS = ----"-----
t X 
(3.3.6) 
Se la sezione GPR è stata ottenuta utilizzando antenne con un offset a non trascurabile, 
la velocità dovrà essere determinata in base alla formula seguente: 
VRMS = ~(x-a/2)+h2 +~(x+a/2)+h 2 
t x 
(3.3.7) 
I più comuni pacchetti software di analisi e trattamento dati GPR prevedono moduli per 
la determinazione manuale e interattiva della velocità sulla base delle iperboli di diffrazione 
presenti entro i profili registrati. I dati devono essere stati corretti in modo da rimuovere 
qualsiasi deriva temporale del primo arrivo ( drift removaf) legata di solito a fattori 
strumentali, ed in modo da ricostruire il corretto tempo iniziale di registrazione. Una 
procedura che viene spesso utilizzata con tali finalità è la seguente: l) controllare 
l'allineamento degli arrivi legati all'onda d'aria ed eventualmente correggere le variazioni 
presenti; 2) Stimare il tempo medio di arrivo dell'onda d'aria e 3) calcolare il tempo di arrivo 
sulla base dell'o !fs et utilizzato. 
Il metodo del fitting delle i per boli è molto semplice e può essere applicato per qualsiasi 
evento diffratto presente all'interno di una sezione GPR. In situazioni in cui le riflessioni sono 
praticamente assenti, come ad esempio in alcune aree urbane caratterizzate da terreni 
superficiali di riporto, questo può essere l'unico metodo applicabile. Le limitazioni maggiori 
sono legate all'accuratezza raggiungibile, dal momento che è possibile ottenere solo valori 
medi tra la superficie ed il diffrattore. Inoltre le iperboli sono distribuite in maniera irregolare 
e spesso sono presenti fenomeni di interferenza tra eventi diversi e con diffrazioni derivanti da 
oggetti posti al di sopra della superficie, in particolare se si utilizzano antenne non schermate. 
In questi casi i risultati possono non essere corretti ed il grado di indeterminazione elevato. 
Un altro aspetto è legato al fatto che se un oggetto diffrattore ha una dimensione 
sensibilmente più grande delle altre, come ad esempio una tubazione, il segnale registrato avrà 
forma perfettamente iperbolica solo se il profilo di acquisizione è perpendicolare alla 
dimensione maggiore. N el caso limite in cui il profilo fosse invece stato acquisito lungo la 
direzione di massima estensione d eU' oggetto, si registrerà una riflessione. La ricerca manuale 
e l'analisi delle diffrazioni può risultare molto lunga specie in presenza di grandi dataset con 
lunghe registrazioni temporali. Sono stati pertanto proposti sistemi alternativi di ricerca e 
riconoscimento degli eventi diffratti che possono venir, almeno parzialmente, automatizzati. 
Uno di questi metodi si basa sulla Trasformata di Hough (HT} che è una tecnica di 
estrazione di informazioni normalmente utilizzata nell'elaborazione di immagini digitali. La 
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trasformata classica permette di identificare linee all'interno di un'immagine, ma può essere 
estesa per determinare la posizione di forme arbitrarie (Windsor et al., 2005). Questa tecnica è 
stata anche proposta per l'identificazione automatica di iperboli su profili GPR common offset 
(B-scan), (Capineri et al., 1998; van Kempen et al., 2000, Windsor et al., 2005), con differenti 
finalità tra cui quella di ricavare informazioni sul campo di velocità. L'equazione 3.3. 7 può 
essere riarrangiata nella forma seguente in cui x rappresenta la posizione dell'oggetto 
diffrattore e X a la posizione delle antenne (approssimazione quasi monostatica): 
t
= 2~h2 + (xa -x)2 
(3.3.8) 
Dal momento che tutti gli assi di riferimento hanno valori discreti dt, dx e dh, avremo 
che t=idt, x=jdx e h=kdh. Questa discretizzazione permette di ottenere un'equazione 
parametrica di un'iperbole del tipo seguente (van Kempen et al., 2000) 
i2 =a+ {J(j- y)2 (3.3.9) 
in cui i 3 parametri a, fJ e ysono definiti dalle equazioni: 
a= 4z 2 l dt2v~Ms 
fJ = 4dx2 l dt2v~s 
r=i 
(3.3.1 Oa,b,c) 
Effettuando un picking casuale di triplette di punti distinti sull'immagine, si possono 
ottenere i valori per a, fJ e y. Le combinazioni delle triplette rappresentano i possibili percorsi 
iperbolici. I valori più alti nello spazio di accumulazione (a, fJ, rJ forniscono i parametri che 
identificano i più probabili archi di iperbole. Per ciascuna iperbole così trovata è possibile 
ricavare il valore della velocità RMS dalla superficie fino alla posizione dell'apice 
dell'iperbole utilizzando l'equazione 3.3.10b, nella forma: 
2dx 
VRMS = dt.[jf (3.3.11) 
Questo metodo può essere implementato in modo da individuare automaticamente forme 
iperboliche e definire qual è l'iperbole che meglio approssima un dato evento diffratto, 
tuttavia nelle sperimentazioni condotte vi sono alcuni "falsi positivi" dovuti essenzialmente 
alla presenza di rumore, a riflessioni laterali o a riverberazioni dovute a oggetti metallici. 
Inoltre, confrontando i valori di velocità ottenuti con diversi metodi si è visto che la HT 
applicata su dati reali tende a valori sottostimati di velocità. Un problema intrinseco è 
sicuramente legato alla diversa estensione nel tempo delle iperboli che possono avere rami 
poco estesi a causa di fenomeni di attenuazione e/o di interferenza. 
59 
Un altro metodo parzialmente automatizzabile ed applicabile a dati a copertura singola è 
quello chiamato "Migration Velocity Se an". 
Come già ricordato, le iperboli di diffrazione hanno sul piano t-x una forma che dipende 
dalla velocità dei materiali al di sopra dell'oggetto che origina l'evento diffratto. Tutti gli 
algoritmi di migrazione, sviluppati originariamente per l'imaging di dati sismici a riflessione 
mirano a focalizzare l'energia diffratta nel punto che da cui è avvenuta la diffusione (l'apice 
dell'iperbole), oltre, ovviamente, a ricollocare i riflettori nella corretta posizione spaziale, 
raccorciando li, spostando li verso la superficie ed aumentandone l'inclinazione. Perché 
l'energia sia correttamente focalizzata, senza fenomeni di sotto o sovramigrazione è 
determinante che il campo di velocità sia sufficientemente definito. D'altro canto è possibile 
utilizzare questa dipendenza dalla velocità per ricavare informazioni sulla distribuzione delle 
velocità stesse. 
Su dati GPR common offset (e dunque singlefold) una procedura di analisi della velocità 
di migrazione (Migration Velocity Analysis - MVA) può essere implementata nei seguenti 
punti. 
Si applicano diverse migrazioni, ognuna con un valore costante di velocità su un unico 
profilo GPR. E' opportuno che l'operatore stabilisca il limite inferiore e superiore delle 
velocità da applicare e l'intervallo tra una velocità e la successiva. Si potrà quindi valutare 
quale è il valore di velocità che permette la miglior focalizzazione di ogni evento diffratto di 
interesse. Questo passo può essere automatizzato, come verrà descritto analizzando i dati 
sperimentali, considerando che la migliore migrazione non solo provoca la sparizione della 
diffrazione (e non causa effetti tipo smiles ), ma focalizza in maniera ottimale l'energia nel 
punto di diffrazione. Valutando quindi la posizione del massimo (o del minimo) relativo di 
ampiezza per ogni diffrazione considerata, sarà possibile, in maniera automatizzata stabilire 
qual è il valore di velocità più corretto. Si otterranno quindi una serie di punti definiti in 
maniera univoca sia nelle coordinate orizzontali (spazio) che verticali (doppio tempo), ai quali 
è collegato un valore di velocità. Questi valori si riferiscono alle velocità RMS relative ai 
materiali presenti al di sopra dei punti ai quali sono riferiti (Bradford e Harper, 2005). Questo 
campo di velocità sarà tanto più accurato e quindi realistico, quanto più numerose e 
ravvicinate saranno le iperboli su cui è stata fatta l'analisi. Dai valori ottenuti è possibile 
ricavare le velocità intervallari utilizzando l'equazione di Dix (Dix, 1955) o altre relazioni più 
complesse (ad esempio Grenchka et al., 1997). 
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Questo metodo può essere chiamato "Migration Velocity Scan" perché è 
concettualmente analogo al noto metodo "Constant Velocity Stacli' (CVS) per la 
determinazione della velocità di stack (si veda ad esempio Montalbetti, 1971). 
La procedura risulta ovviamente ottimale per ambienti altamente diffrattivi, in cui le 
riflessioni non sono evidenti o risultano discontinue: questa situazione è molto comune nel 
caso di sedimenti glaciali (Bradford e Harper, 2005), in ambito urbano ed in aree 
archeologiche (Pipan et al., 1999). 
Per quanto riguarda i dati Multifold, esistono numerose procedure per la determinazione 
del campo di velocità, la maggior parte delle quali sono state originariamente sviluppate per 
dati sismici a riflessione. Un gruppo di metodi si basa sul Mormal Move Out (NMO) ovvero 
sulle differenze tra i tempi di percorso degli eventi riflessi in condizioni a zero offset e quelli 
ad ojfset maggiori. In questa categoria rientrano i metodi di fitting diretto delle riflessioni, gli 
spettri di velocità e l'analisi dei Constant Velocity Gather (CVG). Questi metodi sono 
finalizzati alla determinazione della velocità, per applicare, dopo la correzione di NMO, lo 
stacking dei dati. Un altro gruppo di metodi si basa invece sulla determinazione del campo di 
velocità per ottenere l'imaging a partire dal dato pre o post stack. In questo lavoro tratteremo 
in particolare una procedura creata ed ottimizzata per dati GPR che integra l'analisi degli 
spettri di velocità e dei CVG con lo studio dei Common lmage Point Gather (CIP o CIG) 
ottenuti durante la migrazione pre-stack. 
Passiamo dunque a considerare brevemente i metodi basati sul NMO sottolineando 
soprattutto le diversità esistenti nel caso GPR rispetto a quello sismico. 
La generica equazione di NMO, nel caso di riflettori con inclinazione arbitraria e offset 
qualsiasi che lega il tempo di percorso relativo ad un generico offset t(x) a quello relativo 
all' offset zero t(O) include una serie che è funzione degli spessori, delle velocità e delle 
inclinazioni degli strati del tipo (Hubral e Krey, 1980): 
2 
t
2 (x) =t 2 (0)+-+-+C2 x
4 +C3x
6 + ... 
V NMO 
(3.3.12) 
In cui, nel caso generale, la VMNo è definita dalla relazione seguente: 
v~MO = l 2 • I vj2 M;(O). u(cos: ak J 
t( O)· cos fio i=l k=l cos Pk 
(3.3.13) 
Nelle ipotesi di offset piccolo rispetto alla profondità (small spread approximation) e di 
inclinazione moderata degli strati (small dip approximation) l'equazione 3.3 .12 può essere 
troncata alla seconda potenza dell' offset e l'equazione diventa quella di un'iperbole del tipo: 
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(3.3.14) 
La velocità necessaria per la correzione di NMO è circa uguale alla velocità RMS, 
ovvero v NMo = v RMS . 
Anche nei casi ideali più semplici di singolo o multipli strati sub-orizzontali e di singolo 
strato inclinato il Moveout è in prima approssimazione iperbolico. E' interessante notare che, 
mentre nell'esplorazione sismica le approssimazioni di Small Spread e di Small Dip sono 
spesso ragionevoli, nel caso GPR questo, spesso, non avviene (Bradford, 2003). Infatti, 
l' offtet molte volte è dello stesso ordine di grandezza delle profondità di indagine, soprattutto 
utilizzando antenne a bassa frequenza per le quali gli offtet utilizzabili devono 
necessariamente essere superiori ad una soglia minima inversamente proporzionale alla 
frequenza centrale delle antenne utilizzate, per essere al di fuori del near fie/d. Le pendenze 
poi possono essere molto elevate, soprattutto nell'indagine di aree ove siano presenti 
manufatti o interventi antropici. In questi casi il Moveout non sarà iperbolico, ma avrà una 
forma più complessa. N elle ipotesi di cui sopra, le velocità di MNO ottenute nei diversi casi 
saranno diverse e dipenderanno dalla situazione geologica presente come schematizzato in 
Tabella-8. 
Tabella-8 Velocità di NMO per diverse situazioni geologiche. 
Singolo strato orizzontale 
Strati multipli orizzontali 
Singolo strato inclinato 
Strati multipli con inclinazione 
arbitraria 
Velocità del mezzo al di sopra del 
riflettore 
Velocità RMS (Small Spread 
A roximation 
Velocità del mezzo divisa per il 
coseno dell'angolo di inclinazione 
dello strato 
Velocità RMS (Small Spread e Small 
Dip Approximation) 
Altrimenti V=funzione com lessa 
Considerando l'equazione 3.3 .14 avremo nel caso GPR, analogamente a quello sismico, 
che l' offtet di ogni traccia è noto e quindi se si seguono gli eventi iperbolici riflessi presenti in 
un Common Midpoint Gather (CMP) si possono ricavare t(x) e t(O) e l'equazione può essere 
risolta per ottenere la V NMO· L'obiettivo è determinare l'andamento delle velocità con il tempo 
ovvero ottenere una V NMo(t). In linea teorica sarebbero sufficienti i tempi di arrivo su due sole 
tracce, ma per disporre di una stima più vincolata è opportuno utilizzare l'intero Gather a 
disposizione. Vengono utilizzati vari metodi, il più semplice dei quali prevede il fitting 
manuale delle iperboli e l'eventuale verifica del risultato mediante la valutazione dell'effettiva 
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orizzontalizzazione dell'evento una volta applicata la correzione di NMO con la velocità 
scelta. Questo approccio risulta poco preciso e altamente soggettivo soprattutto se i Gather 
hanno un numero limitato di tracce aventi differenze di Moveout piccole, come è la norma per 
le prospezioni GPR. Pertanto si utilizzano di solito in maniera integrata due approcci 
alternativi basati comunque sui principi sopra esposti. 
Un sistema utile è quello degli ''Spettri di Velocità". Uno Spettro di Velocità è un 
diagramma Velocità-Tempo che viene costruito a partire da un CMP. La stima delle velocità 
che si effettua tramite questa analisi è basata sul calcolo della coerenza lungo l'orizzontale, 
ovvero a tempi costanti. Nel caso generale viene definito "coerente" qualsiasi segnale che 
abbia rapporti di fase definiti e quantificabili. Lo spettro di velocità è ottenuto correggendo i 
tempi di arrivo delle diverse tracce con un intervallo di valori diversi e predefiniti. Per ogni 
velocità di prova viene calcolata la correzione di NMO, la quale viene applicata alle tracce 
che poi sono sommate. Se per un dato riflettore posto ad un determinato tempo, la velocità 
utilizzata è corretta, il segnale sarà opportunamente allineato e la sua somma darà un valore 
elevato. Se invece la velocità non è esatta, il segnale presenterà uno sfasamento (correzione 
eccessiva per velocità inferiori a quella corretta e sottocorrezione per velocità troppo elevate) 
e la somma fornirà valori più bassi. I valori di ampiezza che si ottengono per ciascuna coppia 
Velocità-Tempo vengono riportati all'interno dello spettro di velocità che costituisce quindi 
un diagramma dei valori di coerenza in funzione delle velocità e dei tempi di arrivo. Esistono 
diverse possibili misure del grado di coerenza oltre all'ampiezza di stack sopra descritta che 
in termini matematici può essere definita come: 
N M 
Ast =I Iau (3.3.15) 
i=l J=l 
in cui au è l'ampiezza di un singolo campione al tempo i-esimo e sulla tracciaj-esima. 
La somma semplice non è molto adatta ai dati GPR perché la risoluzione in termini di 
velocità non è sufficientemente accurata. In altri termini avremo massimi di coerenza molto 
dilatati lungo l'asse delle velocità. Una misura di coerenza più accurata, anche se sensibile a 
variazioni laterali di ampiezza, per cui è importante applicare ai dati un recupero di ampiezza 
in funzione dell' offset, è la Semblance definita come: 
N (M J2 I L:aY s = l i=l j=l 
M NM 
IL: a~ 
(3.3.16) 
i=l J=l 
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La Semblance può assumere valori compresi tra O e l; In quest'ultimo caso la 
correlazione è perfetta. 
Un metodo alternativo, abbastanza simile come risultati, è l'uso della cross-
correlazione, normalizzata per il numero di tracce definita dall'equazione: 
2t( .f aifaikJ 
t= l J ,k=l ':t:k C= ; 
NM 
M(M-l)IIa: 
(3.3.17) 
i=l j=l 
Una tecnica complementare, che può essere applicata in maniera integrata assieme al 
fitting diretto delle iperboli di riflessione e agli spettri di velocità, è l'analisi dei Constant 
Velocity Gather (CVG). Si tratta di applicare ad un dato CMP una serie di velocità costanti di 
correzione Vi, comprese entro un intervallo definito dall'operatore e con passo Llv arbitrario, 
ma sufficientemente piccolo in modo da avere un buon dettaglio nella stima. Per ciascuna 
velocità viene calcolata la correzione di NMO sull'intero CMP. Nelle porzioni temporali in 
cui la velocità risulta appropriata, il riflettore è reso orizzontale, dove la velocità è errata il 
riflettore sarà sotto o sovra corretto. La valutazione viene quindi fatta sulla base del grado di 
allineamento orizzontale dei diversi eventi riflessi. Questo metodo non è molto preciso per 
dati GPR, tuttavia può costituire un valido aiuto per definire bruschi cambi di velocità ad 
esempio legati alla presenza di zone sature in acqua. 
In aree dove i riflettori non siano approssimabili a strati orizzontali, ma VI siano 
pendenze rilevanti od orizzonti a profondità simile, ma con pendenza diversa ( conjlicting 
dips ), i metodi fin qui illustrati non permettono di definire in maniera sufficientemente 
accurata il campo di velocità nel sottosuolo (ad es. Tillard e Dubois, 1995). In questi casi si 
possono ancora utilizzare i metodi descritti, ma dopo aver effettuato una correzione che tenga 
conto delle inclinazioni degli strati. Un sistema estremamente efficace, mutuato dalla sismica 
è il Dip Move Out (DMO) le cui basi teoriche vengono qui sinteticamente illustrate. 
In Tabella-8 si evidenzia che la velocità di NMO per un riflettore avente generica 
inclinazione tJ è legata alla velocità reale del mezzo dalla semplice relazione 
v NMO = v mezzo l cos tJ da cui si deduce che per riflettori non orizzontali la velocità di NMO è 
sempre maggiore di quella reale. Se consideriamo l'equazione di NMO per un singolo 
riflettore inclinato: 
2 2 ~O 
2 ( ) 2 (O) x cos v t x =t + 2 v 
(3.3. 18) 
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notiamo che il termine del Moveout può essere diviso In due parti utilizzando la 
relazione sen 2 a+ cos 2 a = l . Avremo quindi: 
2 2 ~O 2 2 2 2 ~O 
2( ) 2 (0) x cos u 2 (0) x (t 2 ~0) 2 (0) x x sen u t x =t + v2 =t + v2 - sen u =t + v2 + v2 (3.3.19) 
'---v-----' ~ 
(a) (b) 
In cui il termine (a) corrisponde al termine di Moveout nel caso di un riflettore 
orizzontale, mentre il termine (b) è legato ali' inclinazione del riflettore ed è pertanto chiamato 
Dip Moveout (DMO), (Levin, 1971). 
A differenza della correzione di NMO, che viene applicata sui CMP, la correzione di 
NMO deve essere implementata in un dominio in cui le inclinazioni possano essere 
riconosciute, come avviene nel dominio dei Common Offset Gather. Si noti che, nel caso del 
GPR i dati a copertura multipla sono spesso acquisiti proprio come sezioni Common Offset 
successive e poi riorganizzati in CMP, in quanto molti strumenti commerciali non permettono 
l'acquisizione contemporanea di più canali. Per questa ragione l'applicazione del DMO può 
avvenire in maniera molto precisa utilizzando direttamente le coordinate di acquisizione. 
Dall'equazione 3.3.19 si deduce che la correzione di DMO non ha alcun effetto su dati 
zero offset, indipendentemente dalla pendenza dei riflettori; per valori di offset diversi da zero, 
maggiore è l'inclinazione, maggiore è l'entità della correzione e minore è la velocità, 
maggiore è la correzione. Quest'ultima considerazione è molto importante qualora si 
eseguano prospezioni GPR in ambienti saturi d'acqua che, essendo caratterizzata da valori di 
costante dielettrica elevati ha velocità sensibilmente inferiori rispetto ai comuni mezzi 
geologici. Pertanto, la correzione di DMO può diventare rilevante in condizioni umide o di 
saturazione, anche con inclinazioni modeste dei riflettori. 
Nel trattamento dei dati sismici a riflessione il NMO è stato originariamente 
implementato come una tecnica di migrazione parziale pre-stack (Deregowski, 1986). Il DMO 
può essere infatti considerato un operatore di migrazione in quanto sposta gli eventi in base 
alle loro inclinazioni temporali su sezioni Common Offset in modo che essi migrino nelle 
rispettive posizioni a zero offset. La procedura classica prevede quindi l'applicazione della 
correzione di DMO a dati pre-stack già corretti per il NMO; si esegue successivamente lo 
stack delle tracce su CMP, ottenendo una sezione sismica non migrata in condizioni di offset 
zero, con le inclinazioni preservate, infine si applica una migrazione post-stack. Il risultato 
finale è molto simile ad una migrazione completa pre-stack, con il vantaggio di richiedere 
tempi di elaborazione sensibilmente inferiori e di avere l'utile passaggio intermedio della 
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sezione stack. Con le attuali risorse informatiche e con gli algoritmi implementati, la 
migrazione pre-stack non costituisce più un problema computazionale specie se applicata a 
dataset di grandezza limitata come usualmente sono quelli GPR. La correzione di DMO 
risulta però molto utile ai fini della determinazione della velocità di propagazione dell'onda 
elettromagnetica nel sottosuolo in presenza di riflettori molto inclinati. Il DMO è in grado di 
trasformare, infatti, un dataset pre-stack in maniera tale che ciascun CMP diventi analogo ai 
Common Depth Point (CDP). E' noto che, se i riflettori sono inclinati, i CMP non contengono 
eventi con punti comuni di riflessione (CDPs), ma le riflessioni sono distribuite su un 
segmento finito del riflettore (rejlection point smear). L'analisi di velocità effettuata sui CMP 
sarà complicata in quanto, ad esempio, gli spettri di velocità avranno valori dispersi ed i 
risultati non potranno essere precisi. Una procedura ottimizzata di analisi di velocità viene 
schematizzata in Figura-19. 
Analisi di Velocita' 
preliminare 
Figura-19 Schema concettuale per migliorare l'analisi di velocità nel caso di riflessioni 
inclinate mediante il D MO. 
Dopo un'analisi di velocità preliminare, sicuramente inesatta nel caso di riflettori 
inclinati, si applicano le correzioni di NMO e di DMO utilizzando questo modello iniziale di 
velocità. Si rimuove quindi il NMO e si ripete l'analisi di velocità sui CMP che a questo 
punto coincidono con i CDP. Con la nuova tavola di velocità ottenuta si applica nuovamente 
la correzione di NMO e si opera lo stack dei dati. I valori di velocità finali saranno 
sicuramente più corretti e permetteranno non solo di ottenere una sezione stack migliore, ma 
anche di ricavare informazioni più realistiche sui parametri fisici del sottosuolo. 
In letteratura sono noti numerosi algoritmi implementati per l'applicazione del DMO 
che è, come abbiamo visto, un processo dipendente dall'inclinazione dei riflettori. Il dominio 
delle frequenze e dei numeri d'onda (o, semplicemente, f,k) è particolarmente adatto 
all'applicazione di processi dipendenti dall'inclinazione, poiché tutte le riflessioni con una 
data pendenza nel dominio originario (t,x) sono mappati su un'unica linea radiale tramite la 
trasformata bidimensionale di Fourier. Questo concetto è il fondamento dei metodi di DMO 
che si basano sul dominio (j,k), tra cui quello proposto da Hale (1984). Un approccio 
alternativo consiste nell'implementazione di algoritmi basati su metodi integrali tipo 
Kirchhoff (Deregowski e Rocca, 1981 ). I metodi integrali si basano sulla somma 
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(integrazione) di risposte impulsive di DMO che sono funzioni complesse di più variabili 
quali: tempo, offset, posizione dei CMP. Sono state pertanto sviluppate varie soluzioni 
approssimate entro un determinato intervallo di inclinazioni. 
Tutti i metodi di DMO riescono a trattare in maniera adeguata situazioni in cui siano 
presenti variazioni verticali, anche complesse, di velocità, ma non forniscono risultati 
altrettanto accurati nel caso di forti gradienti laterali di velocità. Nei dati GPR, come già 
osservato, questi sono presenti soprattutto in ambienti antropizzati, mentre nelle consuete 
condizioni geologiche le variazioni, se presenti, sono più blande. Pertanto per lo studio di 
acquiferi entro sedimenti la procedura risulta in generale valida, sempre che si consideri 
un'adeguata scala di applicazione del problema. 
Dal punto di vista teorico, ma con interessanti ricadute anche nell'applicazione pratica 
delle procedure di DMO, è possibile definire quali sono gli obiettivi ed i risultati raggiungibili 
(Deregowski, 1986). Passeremo ora in rassegna questi risultati con particolare riferimento 
all'applicazione proposta per dati GPR. 
l. Tutte le tracce sono migrate ad offset zero, cosicché ogni sezione Common-Offset 
diventa identica ad una sezione ad offset zero. Pertanto, nel caso GPR si arriva ad 
una situazione in cui, pur acquisendo sezioni con offset diversi (e quindi percorsi 
diversi dei fronti d'onda) si arriva a ricostruire solo sezioni analoghe a quelle che si 
otterrebbero con l'antenna trasmittente e ricevente coincidenti. 
2. I CMP dopo la correzione di DMO contengono riflessioni da punti comuni In 
profondità definite da raggi ad incidenza normale. Viene quindi rimossa la 
dispersione del punto di riflessione che, nei dati GPR può essere molto marcata 
anche a causa del pattern di radiazione tridimensionale e variabile delle antenne. 
3. La definizione in corrispondenza di variazioni accidentali o volute nella direzione di 
acquisizione del profilo viene migliorata perché una traccia a zero-offset è la stessa 
indipendentemente dalla direzione degli offset dai quali essa è derivata. Questa 
considerazione è solo parzialmente valida nel caso GPR a causa delle caratteristiche 
variabili del pattern di radiazione delle antenne qualora esse vengano orientate con 
angolazioni non costanti. 
4. Il rumore coerente con pendenze prive di un significato reale può essere rimosso 
senza introdurre artefatti. Allo stesso tempo orizzonti ad elevata pendenza che 
delimitano orizzonti meno pendenti vengono meglio definiti. 
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5. La velocità di NMO diventa indipendente dall'inclinazione. Pertanto è possibile un 
corretto stacking anche di eventi con tempi di arrivo analoghi e diverse inclinazioni 
(conjlicting dips). 
6. Come già osservato, l'analisi di velocità viene migliorata e fornisce un campo di 
velocità più realistico. 
7. L'operazione di stack effettuata dopo l'applicazione del DMO preserva le 
diffrazioni. Questo punto è molto importante specie per dati GPR in cui le 
diffrazioni, come già visto, possono essere addirittura dominanti rispetto agli eventi 
riflessi e possono costituire l'obiettivo principale dell'indagine (ad esempio nella 
ricerca di sottoservizi e reti tecnologiche). 
Per ricavare da dati multi-fold il campo di velocità nel sottosuolo è stata sviluppata 
un'altra categoria di metodi che si basa sull'analisi delle velocità di migrazione. In particolare 
si utilizzano algoritmi di migrazione pre-stack in profondità nei quali possono venir sfruttate 
le informazioni ricavabili dai diversi offset per ottenere direttamente una sezione migrata in 
profondità. Al pari della migrazione post-stack e della migrazione pre-stack in tempo, la 
migrazione pre-stack in profondità (PSDM) focalizza l'energia diffusa e sposta i riflettori 
inclinati nella loro corretta posizione spaziale. Il vantaggio maggiore della PSDM rispetto agli 
altri algoritmi di imaging è legato alla possibilità di trattare correttamente variazioni sia 
verticali che orizzontali di velocità. Assumendo che le proprietà elettriche del sottosuolo non 
dipendono dalla frequenza, gli stessi algoritmi sviluppati per la sismica a riflessione possono 
venir applicati ai dati GPR. L'assunzione sopra formulata si può ritenere valida a meno di non 
trovarci in dielettrici estremamente conduttivi. Di solito si considera il limite massimo 
accettabile per la conduttività pari a 0.1 S/m (Pipan et al., 2003). I risultati della PSDM sono 
strettamente dipendenti dal modello di velocità (v,z): è proprio questa dipendenza marcata dal 
modello che, come vedremo in seguito, può essere utilizzata per determinare il campo di 
velocità nel sottosuolo. 
I più comuni GPR commerciali operano in modalità Transverse Electric (TE), ovvero 
con antenne disposte in maniera tale che il piano di oscillazione del campo elettrico sia 
perpendicolare alla direzione di acquisizione. Più in dettaglio, come schematicamente indicato 
in Figura-20, la modalità più utilizzata è quella "TE Broadside" (Van Gestel e Stoffa, 2001), 
ovvero quella riportata in Figura-20D. 
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Figura-20 Schemi di acquisizione GPR in funz ione della diversa disposizione delle antenne. 
Per dati GPR acquisiti in questa modalità, in un dielettrico perfetto, le variazioni del 
campo elettrico E possono essere descritte dall' equazione: 
(3.3.20) 
in cui il fronte d'onda si propaga sul piano (x1,x3) e x2 è la direzione perpendicolare. 
E x2 (xi> x3 , t) rappresenta la componente trasversale del campo elettrico, é è la perrnettività 
dielettrica del mezzo (assunta come un numero reale) e J.L è la permeabilità magnetica del 
mezzo. 
Dal momento che il valore della permeabilità magnetica J1 dei comuni materiali 
geologici è simile a quello del vuoto J.Lo l'equazione può essere riscritta come: 
a 2 2 
éJ.Lo dt2 E x2 -V' E ,2 =O (3.3.21) 
che rappresenta l' equazione scalare di propagazione dell' onda elettromagnetica ed è del 
tutto simile all'equazione di propagazione di un'onda sismica. 
Siccome il problema diretto può essere descritto in modo analogo al caso sismico, è 
possibile fare altrettanto anche per il problema inverso (migrazione), a patto di formulare 
alcune assunzioni che tengano conto delle diversità fisiche dei due fenomeni . In particolare un 
vincolo da introdurre è legato alla resistività dei materiali che nelle equazioni sopra esposte è 
considerata infinita, mentre, ovviamente questo non avviene in realtà. Inoltre è necessario 
assumere che la permettività sia reale ed indipendente dalla frequenza. 
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Se consideriamo il caso 3D avremo che x=(x1,x2,x3) rappresenta la generica coordinata 
spaziale mentre le posizioni dell'antenna trasmittente T, della ricevente R e di ogni generico 
punto m possono venir descritte come R=R(x), T=T(x) e m=m(x). Se consideriamo la sorgente 
come impulsiva e la indichiamo come 8(x,t), avremo che la soluzione dell'equazione 3.3.20 
sarà data dalla funzione di Green del mezzo (Leparoux et al., 200 l). Assumendo la velocità v 
dell'onda nel mezzo pari a t/~ J10E in generale si avrà che: 
l l ~( ) =~( ) + f(x) (3.3.22) 
v x v0 x 
in cui f(x) è una perturbazione presente nel mezzo chiamata potenziale di scattering. La 
soluzione dell'equazione di propagazione in tale mezzo sarà quindi data in un determinato 
punto (ad esempio il punto di ricezione) dalla somma del campo primario e di quello diffratto. 
Il campo diffratto nella posizione r del ricevitore è dato da: 
Ed(R,S,w) = OJ2 J d 3xG 
0 
(R,m,w)J(x)E(m,S,w) 
in cui G 0 (R, m, OJ) è la funzione di Green definita per la frequenza angolare OJ 
dall'oggetto che causa scattering nella posizione m fino al ricevitore r mentre E(m, S, OJ) è il 
campo elettrico totale dasa m. 
Il problema inverso (migrazione) può essere affrontato in molti modi, al pari di quanto 
avviene per il caso sismico. Il punto chiave che qui interessa sottolineare è legato alla marcata 
dipendenza degli algoritmi dal campo di velocità utilizzato. Quando i dati sono migrati con il 
campo di velocità corretto le riflessioni, se analizzate su Common Image Gather (CIG), 
(definiti anche in letteratura come Common Rejlection Point Gather - CRP) appaiono 
perfettamente orizzontali, mentre se la velocità è anche di poco troppo elevata le riflessioni 
sono pendenti verso il basso e, al contrario, per velocità troppo basse le riflessioni pendono 
verso l'alto. Questa apparente dipendenza della profondità con l' offtet viene chiamata 
Residua! Moveout o, più correttamente Migration Moveout (MMO). Questo avviene perché 
un dato CIG contiene tutte le tracce ottenute per una data posizione di un CDP, migrando le 
varie coppie trasmittente-ricevente relative a offtet diversi (Figura-21 ). Un esempio degli 
effetti di un errore percentuale pari a ±10% per dati sintetici è riportato in Figura-22. E' 
quindi possibile utilizzare questa dipendenza della forma dei CIG dalla velocità per effettuare 
un controllo sulla correttezza dei valori di velocità stimati. Dopo aver migrato una sezione con 
un modello di velocità "iniziale" approssimato è possibile rimuovere in maniera iterativa il 
MMO, procedendo dalla superficie verso profondità maggiori con una procedura nota in 
letteratura come "layer stripping". La sezione viene di volta in volta migrata con il campo di 
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velocità ottimizzato ed i risultati sono controllati sui CIG. li campo di velocità di migrazione 
può considerarsi ottimale quando i CIG presentano eventi approssimativamente orizzontali. 
Con questa procedura si giunge, quindi, non solo ad un migliore risultato in termini di 
imaging delle strutture, ma si ottengono anche dettagliate e controllate informazioni sul 
campo di velocità presente. 
Common Image Gather (CIG) 
Seismic Li ne 
Dista n~ 
Conunon OtTset lmage (COl) 
Figura-21 Schema che illustra il MMO. Per i dettagli vedasi il testo. (da Bradford, 2006). 
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Figura-22 Esempio degli effetti di un errore nel campo di velocità pari a ±l 0% del valore 
corretto, su un CIG sintetico {da Bradford, 2006). 
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In questo lavoro di ricerca sono state sviluppate e sperimentate due distinte procedure 
per la stima delle velocità dell 'onda elettromagnetica basate rispettivamente su dati a 
copertura singola e multipla. 
La necessità di proporre procedure affidabili, ma nello stesso tempo sufficientemente 
rapide per determinare il campo di velocità nel sottosuolo, deriva dal fatto che il parametro 
"velocità" non solo è essenziale per l'applicazione corretta di molti algoritmi, come già 
evidenziato in precedenza, ma è anche indispensabile per ricavare la reale profondità dei 
riflettori evidenziati che costituisce il vero obiettivo fmale dell'indagine geofisica. 
3.3.1 SPERIMENTAZIONE SU DATI A COPERTURA SINGOLA 
Dal momento che la grande maggioranza di dati Georadar disponibili è a copertura 
singola, ovvero ogni punto in profondità viene illuminato un'unica volta e, spesso, i dati 
Georadar contengono alloro interno un numero esiguo di riflessioni su cui effettuare l'analisi 
di velocità, si è cercato di mettere a punto una metodologia, applicabile anche ai casi in cui si 
disponga solamente di dati a copertura singola che, al limite, non contengano riflessioni 
evidenti, ma soltanto diffrazioni. In Figura-23 viene riportato lo schema concettuale relativo 
alla metodologia proposta, defmito nella maniera più generale possibile. 
SEZIONE GPR SINGLE FOLD ELABORATA ] 
D 
INDIVIDUAZIONE IPERBOLI DI DIFFRAZIONE _ ___. 
MIGRA TION VELOCITY SCAN l [ANALISI VELOCIT A' IPERBOLI 
D 
INDIVIDUAZIONE 
VELOCITA'MIGLIORE 
6 DEFINIZIONE CAMPO DI VELOCI T A' ....._____,_...___, 
gi OTTIMIZZAZIONE ~-----:...c---
~IGRAZION_D CONVERSIONE IN PROFONDITA' 
Figura-23 Schema di base che sintetizza i passaggi concettuali relativi alla metodologia di 
analisi di velocità proposta e sperimentata nella presente Tesi per dati GPR 
Singlefold. 
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La metodologia che viene qui proposta si basa sull'integrazione di due sistemi 
alternativi che consentono di determinare con precisione la corretta velocità di migrazione di 
un'iperbole di diffrazione. Le diffrazioni sono spesso presenti nei dati Georadar, anche 
quando non vi siano riflettori estesi, in quanto, viste le frequenze e le lunghezze d'onda in 
gioco, vi sono nel sottosuolo molti oggetti che hanno dimensioni comparabili con le 
lunghezze d'onda utilizzate per le prospezioni. La "forma" delle diffrazioni è di tipo 
iperbolico, con apertura maggiore o minore in funzione della velocità media degli strati 
sovrastanti l'oggetto che ha causato la diffrazione stessa. E' proprio sfruttando questa 
proprietà che è possibile utilizzare le iperboli per stimare il campo delle velocità presenti nel 
sottosuolo. Il sistema più semplice (descritto nel ramo destro dello schema in Figura-23) 
prevede di effettuare un fitting delle curve, sul piano t-x, tramite funzioni iperboliche la cui 
apertura rappresenta la velocità. Qualora si disponga di un numero adeguato di diffrazioni, in 
particolare con eventi anche sovrapposti, risulta possibile definire già a questo livello il 
campo di velocità in maniera sufficientemente adeguata. Per ottimizzare la procedura è stato 
proposto però un sistema alternativo da utilizzarsi in maniera integrata (ramo di sinistra in 
Figura-23), chiamato "Migration Velocity Scan" (MVG). Questo sistema è simile, 
concettualmente, al ben noto Constant Velocity Stack o CVS che viene utilizzato in sismica 
per determinare le velocità appropriate per la correzione di Norma! MoveOut. Nel nostro caso, 
invece, si possono determinare le velocità che portano alla focalizzazione delle iperboli di 
diffrazione senza lasciare residui di iperbole ( sottomigrazione) né introdurre "smiles" 
(sovramigrazione). Estendendo questo scan all'intera sezione ed integrando i dati con quelli 
ottenuti grazie alla procedura sopra descritta, si ottiene un primo Campo di Velocità. Questo 
verrà poi "ottimizzato" mediando i valori localmente contrastanti ed applicando adeguate 
funzioni di smooting per prevenire effetti di bordo ed evitare salti troppo bruschi di velocità. Il 
Campo di Velocità così ottenuto potrà essere utilizzato sia per la migrazione della sezione che 
per la conversione in profondità dei dati. Inoltre, in fase di interpretazione, le indicazioni sulla 
velocità potranno costituire un valido ausilio per determinare i litotipi ed i fluidi presenti. 
Dato che l'acqua è, infatti, caratterizzata dal punto di vista elettromagnetico da valori di 
velocità molto bassi (3cm/ns) rispetto ai comuni mezzi geologici (6+15cm/ns), si comprende 
come il dato sulla velocità sia particolarmente importante nello studio di acquiferi ed in 
particolare nella zona vadosa. In Figura-24 sono riportate curve iperboliche legate a velocità 
variabili tra 4cm/ns e 30cm/ns. Si vede che anche per piccole variazioni di velocità la forma 
delle iperboli si modifica in maniera significativa, per cui la procedura proposta può essere 
sufficientemente sensibile e dettagliata. Un parametro basilare è rappresentato dal numero di 
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tracce che campionano l'iperbole: è evidente che tanto maggiore è questo numero, tanto più 
accurata potrà essere la stima delle velocità. Per ottenere un buon dettaglio è poi importante 
disporre di o !fs et de Il' antenna ricevente rispetto al diffrattore sufficientemente grandi. Questo 
è tuttavia un parametro che può essere in parte controllato dall'operatore, ma dipende 
fortemente dal tipo di oggetto diffrattore e dalle caratteristiche elettromagnetiche del materiale 
in cui risulta immerso. In ogni caso a parità di velocità, come descritto in precedenza, 
l'iperbole di diffrazione è sempre più inclinata rispetto a quella di riflessione, permettendo 
quindi una più precisa analisi di velocità. 
Distanza in metri 
-2.0 -1.0 0.0 1.0 2.0 
~c, 1ol --f.-~ ::::~ ~~[?; ~\ ~~ 1-i-r-3::~ ~ 
~/ ;:;:~ ~/ v Il \~ Ì' "-~~ ~f::: re~::~: /l/ Vj """'n' 
lns 
v v )'"v v !\ \ \ r\Ì' r-. , •4ttft'n~ v l Ì' 11c' ;ns 
v / v 1\ \ \ \101 ' ~ ' l 1\ [\ i 
2ns 
v v \ \ \~c l l 
v \ 1\ Il 
3ns 
l 1\ tiCI• Il' 
l 
l \ 
4ns 
Il 1\ ~mtrs 
Figura-24 Curve iperboliche sintetiche calcolate per un unico diffrattore puntuale con 
velocità tra 30cmlns e 4cmlns. 
Un esempio di applicazione dell'intera procedura al caso del Sito Test-l viene riportato 
nelle Figure 25+29, che seguono. 
Si è considerata una sezione Georadar elaborata nella quale non ci fossero riflessioni 
evidenti e caratterizzate da una certa continuità, ma in cui fossero presenti numerose iperboli 
di diffrazione a diversa profondità e con forma variabile. Si sono poi scelti dieci punti di 
diffrazione che sono stati utilizzati per la determinazione approssimata del campo di velocità 
mediante fitting diretto e Migration velocity scan (Figura-25) . In Figura-26 è riportato un 
tratto di profilo GPR acquisito nel Sito Test- l, perpendicolarmente alla costa, di soli 3 metri 
di estensione lineare. Sono evidenti oltre varie riflessioni a varia ampiezza, almeno 14 iperboli 
di diffrazione sulle quali è possibile effettuare unfitting diretto e/o uno scan di migrazione per 
determinare in maniera molto accurata il campo di velocità. 
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Nell'esempio di Figura-27, si nota come lo scan di migrazione permette di raggiungere 
un livello di precisione sulla velocità dell'ordine di ±0.5cm/ns, che costituisce un'ottima 
approssimazione nelle comuni applicazioni. I risultati di queste due procedure parallele 
permettono di ottenere il campo di velocità riportato in Figura-28. Per quanto il campo 
presenti brusche variazioni non troppo realistiche, i risultati in termini di migrazione sono 
piuttosto buoni, a parte agli estremi di sezione, come è evidente in Figura-29, dove ai dati è 
stata applicata una migrazione di Kirchhoff. 
Figura-25 Profilo Georadar parallelo alla linea di costa, relativo al Sito Test-l con 
evidenziate le iperboli di diffrazione utilizzate per la determinazione del campo 
di velocità. 
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Figura-26 Tratto di sezione GPR perpendicolare alla linea di costa del Sito Test-l di 3 
metri lineari di lunghezza. A} tratto di profilo originale; B) Tratto di profilo 
come in A} con evidenziate in blu 14 iperboli di diffrazione aventi diversa 
apertura ed intensità. 
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Figura-27 Migration Velocity Scan relativo alle iperboli 7 (sopra) e 5 (sotto) della Figura-
8. In rosso viene riquadrato il pannello con la migliore migrazione; il pannello 
non migrato viene riportato per confronto. 
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Figura-28 Esempio di campo di velocità ottenuto dal/ 'analisi delle iperboli di diffrazione 
su un profilo longitudinale del Sito Test-l . Si noti come siano presenti variazioni 
verticali e laterali di velocità, poco realistiche. 
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Figura-29 Esempio di migrazione mediante algoritmo di Kirchhoff applicato su un profilo 
a copertura singola nel Sito Test-l. Agli estremi laterali si notano effetti di 
bordo non facilmente eliminabili. 
Le immagini riportate nelle Figure 25+29 danno un'idea sull'applicazione pratica della 
procedura proposta e sui risultati raggiungibili. In questo caso è stato possibile non solo 
ottenere risultati soddisfacenti in termini di migrazione, ma anche evidenziare un netto calo 
delle velocità con la profondità. In particolare al di sotto di circa 60ns il segnale risulta 
fortemente attenuato e la velocità di propagazione è dell'ordine di 4.5cm/ns, valore tipico per 
sedimenti saturi in acqua. 
3.3.2 SPERIMENTAZIONE SU DATI A COPERTURA MULTIPLA 
Per poter ottenere dati di buona qualità e, di conseguenza, informazioni di dettaglio sul 
sottosuolo, soprattutto per quanto riguarda i fluidi in esso presenti, è necessario poter disporre 
di dati a copertura multipla. In questo caso, infatti, si può raggiungere una stima accurata delle 
velocità di propagazione dell'onda elettromagnetica nel sottosuolo che risulta indispensabile 
per la corretta parametrizzazione di alcuni algoritmi di elaborazione. Nell'ambito di questo 
lavoro di ricerca viene quindi proposta una procedura basata su dati Georadar a copertura 
multipla che prevede la possibilità di ottimizzare il campo di velocità ottenuto con l'analisi di 
velocità su Common MidPoint gather (CMP), utilizzando in maniera ricorsiva l'analisi dei 
Common Image Gather (CIG) da un lato e l'interpretazione del dato dall'altro, con una 
tecnica di interpretive-processing, secondo lo schema sintetico riportato in Figura-30. 
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Figura-30 Schema concettuale che sintetizza fa procedura proposta nella presente Tesi per 
f'imaging e fa determinazione del modello di velocità del sottosuolo a partire da 
dati GPR Multifold. 
Il punto di partenza è costituito da CMP (che dovranno avere una sufficiente copertura, 
per lo meno l 000%) su cui viene effettuata una prima analisi di velocità utilizzando diverse 
metodologie ed in particolare la misura diretta su CMP, l'analisi degli spettri di velocità, 
solitamente mediante una Semblance velocity anafysis e l'analisi su Costant Velocity Stack 
(CVS). La procedura più precisa su dati GPR con copertura puntuale inferiore a 2000% circa è 
di gran lunga l'analisi degli spettri di velocità, di cui un esempio, ottenuto su due CMP a 
copertura l 000% nel Sito Test-2 è riportato in Figura-31. Dall'esempio si evince che i picchi 
di coerenza (pannelli A e D) sono ben definiti ed un ulteriore controllo per la corretta scelta 
della velocità si ha valutando l' effettiva orizzontalizzazione degli eventi riflessi dopo 
l'applicazione della correzione di Norma/ MoveOut (pannelli C e F). Un problema spesso 
riscontrato è legato ad erronee brusche variazioni laterali di velocità. Non sempre, infatti, i 
valori di coerenza sugli spettri sono ben circoscritti e le riflessioni hanno andamento 
realmente iperbolico. Una volta definito il campo di velocità RMS, è possibile effettuare la 
correzione di NMO e operare lo stack dei dati (ramo sinistro dello schema riportato in Figura-
30). A questo punto si può procedere sia alla migrazione in tempi sia a quella in profondità 
per ottenere la sezione finale da interpretare. E' questa una sequenza di elaborazione consueta 
per dati GPR multifold, tuttavia, in aree complesse, con variazioni marcate di velocità e 
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"conjlicting dips", ovvero pendenze opposte dei riflettori, i risultati spesso non sono 
soddisfacenti. Un esempio di sezione stack migrata in tempi, ottenuta sul profilo PlO con 
antenne da 250MHz relativo al Sito Test-2 è riportato in Figura-32. 
Figura-31 Esempio di Semblance velocity analysis effettuata su due CMP a copertura 
1000% relativi al Sito Test-2. A) e D) Pannelli di Semblance, con valori di 
coerenza maggiori in rosso e curva di velocità indicata in bianco; B) ed E) CMP 
originali; C) ed F) CMP corretti per il NMO con le velocità definite dalle curve 
riportate. 
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Figura-32 Esempio di sezione stack migrata in tempi (Profilo P l O, Sito Test-2). 
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Viene qui proposta e sperimentata una metodologia innovativa (ramo destro dello 
schema riportato in Figura-30) adattando con le opportune modifiche ai dati GPR uno schema 
di elaborazione utilizzato nell'esplorazione sismica petrolifera. 
Questa procedura ha due scopi principali: 
l) Ottenere un campo di velocità realistico e coerente con le strutture geo-idrologiche 
presenti; 
2) Ottenere un imaging ottimale dei dati con sez1on1 finali paragonabili a vere e 
proprie sezioni geo-idrologiche del sottosuolo. 
Inizialmente è necessario passare dai valori di velocità RMS a quelli intervallari, per 
ricavare un modello iniziale (sicuramente non ottimale) di velocità puntuali. La conversione 
da velocità RMS ad intervallare può essere effettuata a meno di notevoli inclinazioni delle 
strutture, applicando l'equazione approssimata seguente, nota come formula di Dix (Dix, 
1955). 
V. = m t 
V
2 t - V2 t 
RMSn n RMSn-1 n-l 
t -t 
n n-l 
(3.3.2.1) 
Il risultato della conversione non sempre è realistico in quanto sono presenti spesso 
brusche inversioni di velocità, valori poco credibili e variazioni laterali legate solamente alla 
distanza in termini di CMP con cui è stato determinato il campo di velocità RMS. In Figura-
33 viene riportato il modello iniziale di velocità intervallari (nell'intervallo 0-90ns) ottenuto 
convertendo le velocità di stack del profilo Georadar PIO con antenne da 250 MHz del Sito 
Test-2. La velocità media mostra un decremento con la profondità. Più in particolare 
nell'intervallo 0-20ns circa, le velocità sono omogenee, tra 20 e 40ns circa, sono presenti 
inversioni di velocità e valori variabili lateralmente, al di sotto dei 40ns fino a circa 70ns le 
velocità hanno un valore medio pari a circa 5 .5cm/ns, con marcate variazioni locali. Più in 
profondità le velocità si attestano su valori di circa 4.5cm/ns. Questo campo di velocità, non 
sembra, già ad una prima analisi, coerente con l'andamento delle riflessioni presenti. 
La procedura di elaborazione ed analisi procede quindi applicando un algoritmo di 
migrazione pre-stack in profondità, che, senza passare per la sezione stack migra tutte le 
tracce convertendo nel contempo i tempi di percorso in profondità. Questi algoritmi 
permettono di ottenere ottimi risultati di imaging anche in presenza di riflettori molto inclinati 
e strutture complesse a patto di utilizzare valori corretti per le velocità di migrazione. 
Ab biamo però sopra osservato che il campo di velocità intervallari ottenuto semplicemente 
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convertendo le velocità RMS ottenute dall 'analisi dei CMP è ben lontano da essere corretto in 
termini di coerenza con le strutture geologiche e valori assoluti di velocità (Figura-33). 
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Figura-33 Modello iniziale di velocità intervallari (tra 0-90ns) ottenuto convertendo le 
velocità di stack del profilo Georadar P l O del Sito Test-2. 
Pertanto è importante poter disporre di una metodologia per controllare ed affinare 
questo "campo di velocità iniziale". Vengono qui proposti, sperimentati e valutati 
criticamente due procedimenti alternativi e complementari applicati in parallelo (Figura-30). 
Da un lato si analizzano i Common Image Gather (CIG) che, come già osservato, dovrebbero 
mostrare, se le velocità utilizzate sono corrette, andamento orizzontale per tutti gli eventi 
riflessi. Operativamente si controlla la loro effettiva orizzontalità sia in maniera soggettiva, 
sia effettuando stime di coerenza del tutto simili concettualmente a quelle solitamente 
utilizzati per gli spettri di velocità. Si noti che questa metodologia di analisi e di controllo è 
molto precisa in quanto può essere condotta anche tu tutti i CIG che hanno spaziatura pari a 
quella dei CMP, ovvero, nelle comuni prospezioni GPR tra 2 e 20cm circa e può essere 
d'altro canto assai rapida in quanto si può decidere di non considerare porzioni di profilo con 
stratificazione sub-orizzontale o, comunque, semplice. E' evidente che tanto maggiore sarà il 
numero di tracce di ogni CIG, che è a sua volta legato alla copertura, tanto più semplice sarà 
verificare l'effettiva orizzontalità o meno degli eventi. Se i CIG non presentano andamento 
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orizzontale si dovrà procedere in mamera ncors1va a modificare in mamera adeguata il 
modello iniziale di velocità, aumentandone o diminuendone i valori. Questo processo, in 
realtà viene affiancato, in modo parallelo dall'analisi della sezione stack. Un metodo molto 
efficace è quello di sovrapporre a questa sezione il campo di velocità o le variazioni tra un 
passo e l' altro della procedura iterativa in modo da visualizzare immediatamente se si procede 
nella giusta direzione. E' questo un tipico procedimento di interpretive-processing, che 
considera la validità geologica dei parametri fisici esaminati: in questo caso la velocità. Il 
processo viene applicato in maniera iterativa fino all' ottenimento di CIG ragionevolmente 
orizzontali da un lato e di un campo di velocità congruente con i riflettori presenti. Con questa 
metodologia è quindi possibile limitare le scelte arbitrarie dell' elaboratore/interprete, 
vincolando il più possibile le decisioni a parametri oggettivi e quantificabili. 
Analizzando i CIG ottenuti migrando i CMP con la velocità del modello "iniziale", si 
nota che, specie nella prima parte della sezione, dove ci sono riflettori molto inclinati e, come 
abbiamo osservato, variazioni verticali e laterali di velocità, essi risultano migrati non 
correttamente (Figura-34A). Modificando in maniera iterativa il modello di velocità si 
possono ottenere i CIG mostrati in Figura 34-B. L'esempio si riferisce alla terza iterazione. Si 
può notare che i CIG sono effettivamente sub-orizzontali, anche se presentano una residua 
sovracorrezione, specie nelle porzioni più superficiali. Questo comportamento è tipico dei dati 
GPR, in quanto gli offset utilizzati normalmente (tra 50cm e 2m circa) tendono a degradare le 
porzioni più superficiali di sezione che hanno CIG con raggi d'onda estremamente inclinati. 
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In Figura-35 viene riportato il modello di velocità intervallari ottenuto dopo la prima 
correzione dei CIO (prima iterazione della procedura) . Si noti che rispetto al modello 
" iniziale" (Figura-33) Nella zona tra O e 30ns si individuano variazioni laterali coerenti con la 
sezione stack migrata in tempi (Figura-32), mentre sono molto attenuate le variazioni laterali 
non realistiche. 
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Figura-35 Modello di Velocità intervallari dopo la prima correzione dei CIG, relativo al 
profilo Geo radar P l O, Sito Test 2. 
Il modello di velocità intervallari relativo alla terza iterazione è riportato in Figura-36. 
Si può notare che l'intervallo di velocità è più realistico (soprattutto verso l' estremo inferiore) 
e le variazioni sono più graduali. 
Sulla base degli esperimenti condotti, si è osservato che la procedura di iterazione del 
processo di migrazione pre-stack con campi di velocità via via ottimizzati, può essere 
condotta inizialmente considerando l'analisi di un CIO ogni 50 o l 00, per poi valutare la 
corrispondenza tra variazioni della velocità intervallari e riflettori geologici analizzando tutti i 
CIO. Questa procedura può sembrare particolarmente lenta e laboriosa, ma in realtà già alla 
terza o quarta iterazione (quindi terzo o quarto test di migrazione) converge verso risultati 
molto buoni. 
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Figura-36 Modello di Velocità intervallari dopo la terza iterazione relativo al profilo 
Georadar P l O, Sito Test-2. 
Un risultato di questo tipo è stato ottenuto nel Sito Test-2 ed è riportato in Figura-37 in 
cui alla sezione migrata in profondità e riconvertita in tempi è stato sovrapposto in campo di 
velocità ottenuto alla terza iterazione (analogo a quello di Figura-36). Si può osservare 
un'ottima corrispondenza tra strutture geologiche e idrogeologiche e velocità intervallati. 
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Figura-37 Modello di velocità intervallari, dopo la terza iterazione, sovrapposto al profilo 
Geo radar P l O dopo la migrazione pre-stack in profondità, tempo convertita. 
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Più in particolare, si evidenzia con continuità il limite superiore della falda acquifera 
(linea a tratteggio in Figura-37) che è caratterizzato da un forte segnale sub-orizzontale a poco 
meno di l OOns, ovvero a circa 3 metri di profondità. al di sopra di questo orizzonte è presente 
una zona a bassa velocità (tra 4 e 5 cm/ns) interpretabile come zona vadosa (V), con grado di 
saturazione decrescente verso la superficie. Infatti, osservando la distribuzione laterale della 
velocità nella porzione di sezione tra circa 50 e 80ns si evidenziano segnali GPR simili in 
termini di ampiezza e di andamento, ascrivibili a sedimenti di uno stesso tipo. La variazione 
di velocità osservata è quindi essenzialmente legata al contenuto in acqua, ovvero al grado di 
saturazione del materiale. Lo spessore di questa zona parzialmente satura è di circa 40-SOcm, 
con velocità fmo a 5.5-6.0cm/ns. Inoltre, è evidente all'inizio della sezione una zona a 
velocità elevata interpretabile come un canale fluviale successivamente riempito con 
sedimenti diversi rispetto a quelli presenti lateralmente. 
E' quindi possibile ottenere sezioni (e volumi) grazie ai quali suddividere in dettaglio 
varie zone con caratteristiche stratigrafiche diverse. In Figura-38 sono evidenziate tali zone, 
che dimostrano come le variazioni laterali e verticali nel sito esplorato siano effettivamente 
molto marcate e possano essere individuate in modo dettagliato con metodologie geofisiche. 
Nella Figura-38 la zona a) corrisponde a terreni arati di superficie, b) ad una zona a 
stratificazione debolmente inclinata o sub-orizzontale, c) e d) a zone con riflettori fortemente 
inclinati correlati probabilmente con un paleo canale, e) ad una zona con lenti di piccole 
dimensioni con andamento fortemente irregolare ed f) alla superficie della falda acquifera. Al 
di sotto di quest'orizzonte risultano interpretabili altri riflettori a bassa ampiezza di riflessione 
con andamento orizzontale o lentiforme. 
Figura-38 Profilo Geo radar P l O dopo la migrazione pre-stack con sovrapposta 
l'interpretazione. a) Terreni arati di superficie; b) Zona a strati.ficazione 
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debolmente inclinata o sub-orizzontale; c) e d) Zone con riflettori fortemente 
inclinati correlati probabilmente con un p a leo canale sub-parallelo ali' alveo 
attuale del fiume; e) Zona con lenti di piccole dimensioni con andamento 
fortemente irregolare; f) Superficie della falda acquifera. 
Si può quindi ribadire come la procedura proposta risulti valida ed efficace, soprattutto 
se si dispone di dati con sufficiente copertura (almeno l 000%) acquisiti su strutture 
geologiche aventi una certa continuità laterale e riflessioni sufficientemente continue. 
Questa metodologia è molto utile non solo in termini di analisi, ma anche come 
elaborazione del dato. Confrontando infatti le sezioni common offset (single fold), stack e 
migrate post-stack in tempo e pre-stack in profondità (Figura-39 A, B, C e D, rispettivamente) 
si può osservare che solamente la migrazione pre-stack in profondità fornisce un risultato in 
cui i riflettori, anche molto inclinati, sono correttamente definiti e la continuità degli orizzonti 
è molto più elevata rispetto alla sezione stack e migrata post-stack in tempo. Confrontando poi 
la sezione a copertura singola (Figura-39A) rispetto alla sezione stack e a quelle migrate, 
notiamo un rapporto segnale/rumore completamente diverso, con scarse possibilità di 
giungere ad una corretta interpretazione basandosi solo su dati single-fold. Si osservi ad 
esempio come sulla sezione single-fold la riflessione del limite superiore dell'acquifero 
(tavola d'acqua) sia estremamente discontinua e difficilmente individuabile. In generale, 
infatti, la superficie piezometrica può apparire sui dati GPR in maniere diverse a seconda 
delle caratteristiche granulometriche dei sedimenti e del contrasto di proprietà 
elettromagnetiche tra matrice solida e fase fluida. Se la frangia capillare non è presente ed il 
limite della falda è netto, la riflessione avrà forte ampiezza, mentre se il passaggio saturo-
insaturo è più graduale, la riflessione avrà ampiezza minore, sarà più discontinua o, in casi 
limite, addirittura assente. Anche per queste ragioni, è importante analizzare non solo gli 
eventi presenti sulle sezioni GPR, ma anche valutare attentamente le variazioni di velocità. 
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Figura-39 Profilo Georadar P l O Sito Test-2. A) Sezione Common Offset elaborata; B) 
sezione Stack; C) Sezione Migrata post-stack in tempo con algoritmo di 
Kirchhoff; D) sezione migrata pre-stack in profondità. 
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In Figura-40 vengono riportati due particolari relativi ai primi 7.5 metri del profilo P l O 
stack non migrato (A) e dopo la migrazione pre-stack in profondità (terza iterazione), 
convertita in tempi per confronto (B). Sulla sezione migrata si individuano molto meglio i 
riflettori, in particolare quelli fortemente inclinati relativi alla zona del paleo-canale. E' anche 
possibile distinguere tra orizzonti a diversa pendenza di cui si possono identificare molto 
accuratamente le terminazioni laterali. 
Distance [m] 7.5 Distance [m] 7.5 
Figura-40 Confronto tra un particolare del profilo P l O dopo lo stack (A) e la PSDM (B). 
La procedura proposta risulta quindi particolarmente efficace in zone con stratigrafia 
complessa o con fenomeni tettonici, non solo per ottenere dati di qualità superiore, ma 
soprattutto per ricavare valide informazioni aggiuntive sui materiali presenti, sul loro 
contenuto in fluidi e, più in generale, sull'assetto geo-idrologico dell'area di indagine. La 
metodologia non è particolarmente lunga in termini di tempi di elaborazione necessari anche 
perché gli attuali algoritmi, ottimizzati per dati di sismica a riflessione, gestiscono in maniera 
agevole i dataset GPR che sono, normalmente di piccole dimensioni rispetto a quelli sismici. 
D'altro canto il dato multi-fold rispetto a quello single-fold richiede sicuramente tempi di 
acquisizione, di analisi e di trattamento sensibilmente maggiori, ma, in casi complessi, è il 
solo in grado di fornire informazioni corrette e dettagliate sul sottosuolo. 
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3.4 STIMA DI ALCUNI PARAMETRI FISICI SULLA BASE DEL CAMPO DI 
VELOCITA 'DELL'ONDA ELETTROMAGNETICA 
Una volta defmito il campo di velocità dell'onda elettromagnetica nel sottosuolo è 
possibile, dopo aver convertito i dati da tempi a profondità, ricavare su sezioni o volumi GPR 
la posizione corretta di qualsiasi orizzonte o singolo oggetto. 
In Figura-41 viene riportato, ad esempio, il valore di profondità della falda acquifera in 
una zona di circa 2000m2 all'interno del Sito Test-l, ricavata dal volume dei dati GPR. Si noti 
l'estremo grado di dettaglio raggiungibile e la congruenza dei risultati. Sono state effettuate 
alcune trincee con finalità di taratura che hanno messo in evidenza la buona corrispondenza 
tra dato indiretto (geofisico) e diretto. Le zone "anomale" presenti in Figura-41 non sono 
artefatti, ma sono probabilmente legate ad aree di pregresso scavo, ove i sedimenti presentano 
caratteristiche di compattazione e quindi di porosità e capillarità diverse rispetto alle aree 
indisturbate o a barriere idrauliche di modesta entità (Figura-43). 
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Figura-41 Profondità della falda acquifera ricavata da dati GPR in una porzione del Sito 
Test-l. La .freccia rossa indica la posizione di una trincea (Figura-42). 
Nelle Figure-42 e 43 vengono riportate due fotografie relative a trincee scavate nel Sito 
Test-l per tarare e verificare i dati GPR. In Figura-42, al fondo della trincea si osserva la 
sommità della falda acquifera posta a circa ll5cm dalla superficie. Tale valore è in accordo 
con quanto ricavato dai dati GPR (Figura-41 ; la freccia rossa indica la posizione della 
trincea). 
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Figura-42 Sommità della falda acquifera all 'interno della trincea scavata nel Sito Test-l . La 
profondità misurata è pari a 115cm dalla superficie. 
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Figura-43 Fotografia di una trincea scavata nel Sito Test-l in cui sono evidenti tre tubazioni 
a diversa profondità (frecce gialle) . La tubazione con diametro maggiore (T) 
viene evidenziata sul tratto di profilo GPR acquisito nella zona della trincea 
assieme alla tavola d 'acqua (in azzurro). Tali tubazioni, assieme agli scavi 
effettuati per la loro posa, possono essere correlate con locali variazioni della 
profondità della falda (Figura-41) e della porosità dei sedimenti (Figura-44). 
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Dai valori di velocità è possibile stimare il contenuto in acqua del sedimento e la sua 
porosità totale. 
Sono state proposte diverse relazioni empiriche che legano il contenuto in acqua e la 
porosità alla pennettività dielettrica relativa (costante dielettrica) e quindi (relazioni 3.2.23 o 
3.2.27) alJa velocità. Le più utilizzate sono l'equazione di Topp (Topp, 1980): 
(3.4.1) 
in cui 8 è contenuto volumetrico in acqua definito come B = Vw / VT che, in condizioni 
di saturazione, coincide con la porosità e &"' la permettività dielettrica relativa (costante 
dielettrica) della matrice solida (sedimento). La relazione fornisce risultati abbastanza 
attendibili per suoli a basso contenuto organico e di tipo non argilloso (Bosch, 2004). 
Un esempio di risultato ottenuto applicando la (3.4.1) al volume di dati relativi al Sito 
Test-l è riportato in Figura-44. La porosità media è pari a circa 42% con moderate variazioni 
laterali. Questo valore è tipico di sabbie non consolidate come quelle di spiaggia. 
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Figura-44 Valori di porosità totale ricavati da dati GPR (campo di velocità) nel Sito Test-l 
utilizzando l'equazione di Topp. 
Un'altra relazione molto usata è quella riportata solitamente in bibliografia come CRIM 
( Complex Refractive Index Method), (ad esempio Greaves et al., 1996): 
.[&; = (1- et> ).F,; + Sct>.J&: + (l-S)j&: (3.4 .2) 
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1n cui cc è la permettività relativa del complesso solidi-fluidi, cm la permettività 
relativa della matrice solida cw la permettività relativa dell'acqua (pari a circa 81), ca la 
permettività relativa dell'aria (pari a circa l), <l> la porosità definita come volume dei pori sul 
volume totale (<l> =v p l VT) e s il grado di saturazione ( s =v w l v p). Il contenuto 
volumetrico in acqua tJ è quindi dato dall'equazione tJ = S<l>. In caso di condizioni di 
saturazione l'equazione 3.4.2 si riduce alla: 
(3.4.3) 
E' stata proposta anche un'altra relazione che lega la permettività elettrica alla porosità, 
considerando anche l'effetto della tessitura del mezzo, valida per miscele sature e per 
particelle di forma approssimativamente sferica (Sen et al. 1981 ): 
f/J = (E -cm J(~J 113 
Ew -cm E 
La validità di tale modello è applicabile solamente se si possono considerare presenti 
solo due fasi (ad esempio aria-particelle solide, acqua-particelle solide). Nel caso più generale 
di forma qualsiasi delle particelle ed in presenza di tre fasi (acqua-olio e particelle solide), 
Feng e Sen (1985) hanno proposto una formulazione, che si basa sugli stessi principi teorici 
della relazione precedente, con l'inserimento di un parametro che tiene conto, statisticamente, 
della forma e della distribuzione delle particelle solide: 
Sf/J = (E -Em J(~Jm 
Ew - Em E 
m è una costante dipendente dalla forma delle particelle del mezzo: 
quando la forma delle particelle è la sferica, m = 1 l 3 . 
Per grani di forma sferoidale, O ~ m ~ l l 2 . 
Più di recente, Endress e Knight ( 1991) hanno mostrato che gli effetti di distribuzione dei 
fluidi nei pori possono essere considerati in una formulazione matematica della permettività 
di un sistema parzialmente saturo, mediante impiego di semplici modelli che descrivono la 
configurazione geometrica dei pori e delle particelle solide. 
Si vede quindi che le leggi empiriche per legare parametri elettromagnetici a proprietà 
fisiche dei solidi e dei fluidi presenti nel sottosuolo sono molto numerose, ma ulteriori 
ricerche dovranno essere indirizzate per trovare modelli con validità più generale e non così 
dipendenti dalle specifiche condizioni per le quali sono stati originariamente definiti. 
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3.5 CONCLUSIONI 
La stima della velocità di propagazione dell'onda elettromagnetica nel sottosuolo è 
necessaria se si vogliono estrarre dai dati GPR tutte le informazioni che essi contengono. 
Dopo aver analizzato le diverse possibili tecniche per la stima della velocità a partire da dati 
GPR singlefold e multifold, sono state proposte e sperimentate due diverse metodologie per 
definire in maniera iterativa i valori di velocità nel sottosuolo. La prima procedura, 
utilizzabile su dati singlefold, si basa sull'analisi delle iperboli di diffrazione. Si procede in 
parallelo utilizzando due modalità: da un lato il fitting diretto delle iperboli con curve 
sintetiche calcolate per diverse velocità, dall'altro una procedura chiamata Migration Velocity 
Scan, concettualmente non dissimile dagli scan di velocità utilizzati per definire le velocità di 
stack su dati sismici a riflessione. L'efficacia del metodo è condizionata dal numero di 
diffrazioni presenti sulle sezioni. In ogni caso, nelle prospezioni Georadar gli oggetti che 
causano diffrazione sono spesso numerosi anche dove non vi siano evidenti riflettori. 
Una procedura più complessa che richiede dati multifold è stata implementata e 
sperimentata con successo. La metodologia prevede la possibilità di ottimizzare il campo di 
velocità ottenuto con l'analisi di velocità su Common MidPoint gather (semblance, CVS, 
CVG) utilizzando in maniera ricorsiva l'analisi dei Common Image Gather (CIG) da un lato e 
l'interpretazione del dato dall'altro, con una tecnica di interpretive-processing. E' quindi stato 
evidenziato come, partendo da un macromodello di velocità iniziale, solitamente non 
realistico e contenente artefatti sia possibile, in maniera iterativa, ricavare un modello finale 
molto più rispondente alla situazione idrogeologica del sottosuolo. L'analisi dei CIG ottenuti 
mediante algoritmi di migrazione pre-stack, permette inoltre un controllo ncorstvo non 
soggettivo dei risultati ottenuti e fornisce la base per le successive iterazioni. 
Il campo di velocità così ottenuto è molto dettagliato e permette di effettuare analisi 
precise sulle variazioni del grado di saturazione oltre che sulle differenze sedimentologiche 
presenti, come dimostrato dalle sperimentazioni condotte. E' anche possibile definire la 
corretta profondità e morfologia di un qualsiasi orizzonte di interesse (come il limite dei 
sedimenti saturi) in quanto gli algoritmi di migrazione pre-stack proposti sono sensibilmente 
più efficaci e precisi di quelli post-stack a patto che si utilizzino le corrette velocità. 
A tale proposito sulla base dei dati analizzati è possibile notare che la superficie 
piezometrica può apparire sui dati GPR in maniere diverse a seconda delle caratteristiche 
granulometriche dei sedimenti e del contrasto di proprietà elettromagnetiche tra matrice solida 
e fase fluida. Se non è presente una frangia capillare ed il limite della falda è netto, la 
riflessione sarà di solito continua e a forte ampiezza, mentre se il passaggio saturo-insaturo è 
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più graduale, la riflessione avrà ampiezza minore, sarà meno evidente o, in casi limite, 
addirittura assente. Anche per queste ragioni, è importante analizzare non solo gli eventi 
presenti sulle sezioni GPR, ma anche valutare attentamente le variazioni di velocità. 
Abbiamo infine applicato alcune relazioni empiriche che legano la velocità a parametri 
quali la porosità totale ed il grado di saturazione. I risultati ottenuti sono coerenti con le 
informazioni dirette, e forniscono importanti indicazioni di massima, anche se non possono 
essere considerati come valori di dettaglio. 
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CAPITOL0-4 
ANALISI DI ATTRIBUTI SU DATI GPR A COPERTURA 
SINGOLA E MULTIPLA 
4.1 INTRODUZIONE 
Per "attributo sismico" si intende qualsiasi misura derivante dalle caratteristiche 
geometriche, cinematiche, dinamiche o statistiche di un dato sismico (Chen e Sydney, 1997a). 
Un "attributo sismico" può anche essere considerato una caratteristica descrivibile e 
quantificabile di un dato sismico, che può essere visualizzato alla medesima scala e con 
modalità analoghe al dato stesso. Gli attributi rappresentano pertanto una porzione o un 
sottoinsieme dell'informazione totale contenuta nel dato sismico originale. L'analisi degli 
"attributi sismici" è, quindi, la decomposizione dei dati sismici negli "attributi" che li 
costituiscono (Bames, 1999). 
Gli Attributi vengono calcolati ed analizzati per due ragioni principali: rimuovere 
informazioni erronee e spurie; rivelare o evidenziare aspetti e strutture non visibili sui dati 
originari. 
L'analisi degli attributi sismici è cominciata alla fine degli anni '60 e nei primi anni '70 
per la ricerca dei bright spots nei campi petroliferi. Gli attributi inizialmente utilizzati erano 
semplicemente l'analisi dell'ampiezza e delle caratteristiche di fase e di frequenza del segnale 
(Taner e Sheriff, 1977; Taner et al., 1979). Successivamente, furono utilizzati estensivamente 
gli "Attributi Istantanei", basati come vedremo, sull'analisi della traccia complessa (Chen e 
Sidney, 1997b ). Negli anni '80 e '90 sono stati implementati numerosissimi algoritmi per il 
calcolo di attributi basati su considerazioni ed assunzioni diverse, compresi multi-attributi ed 
attributi multi-dimensionali. Questi nuovi attributi sono stati implementati spesso con finalità 
specifiche ad esempio per evidenziare particolari situazioni geologiche, quali orizzonti fagliati 
o pattern sismici significativi. N egli ultimi anni, con l'aumentare delle possibilità offerte dalla 
tecnologia, anche il numero di attributi calcolabili è incrementato in maniera esponenziale. 
Attualmente sono state proposte centinaia di attributi non solo per estrarre dai dati sismici 
informazioni qualitative, ma anche per dettagliate analisi quantitative (Rankey e Mitchell, 
2003). Metodi di calcolo automatici o semi-automatici sono stati proposti per estrarre attributi 
da dati di vario tipo. Inoltre sono stati definiti alcuni "meta-attributi" con l'obiettivo di 
raggruppare più attributi singoli per semplificare e rendere oggettiva l'analisi, diminuendo il 
numero totale di variabili da considerare (de Groot et al., 200 l; de Rooij e Tingdahl, 2002). 
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Con queste premesse anche il significato stesso dell'espressione "attributo sismico" si è 
modificata. Inizialmente ci si riferiva solamente agli "attributi istantanei", calcolati sulle 
tracce o porzioni di traccia, successivamente si sono sperimentati attributi calcolati su 
superfici (come orizzonti sismici o piani di faglia). Quest'ultima categoria di attributi si è 
enormemente sviluppata con l'avvento dei dataset sismici 3D. Attualmente anche numerosi 
attributi specifici che richiedono elaborazioni mirate o inversioni del dato, sono stati 
considerati appartenenti alla categoria degli "attributi sismici''. 
Dal momento che gli attributi possono essere calcolati modificando vari parametri è 
possibile attenerne un numero elevatissimo. Diverse classificazioni degli attributi sismici 
sono state proposte per cercare di razionalizzarne la suddivisione, ma l'enorme incremento di 
parametri attualmente calcolabili fa si che sia molto difficile creare delle classificazioni 
esaustive. Un esempio di classificazione su basi genetiche, ovvero basata sull"'origine" 
dell'attributo e sviluppata per dati sismici in tempi o in profondità, 1-D, 2-D o 3-D e di tipo 
istantaneo o locale, è riportata in Figura-45 (Barnes, 1997). 
\,;IOSsmcanon or secsmiC armoures 
seismic data 
l 
l 
noomigrated (lime) 
. l 
IDJgrated (2-D & 3-0) 
l 
l l 
l 
1-0 
~ ~ 2-D ~ 
···llllpfitudc pl1as< 
; l l 
pl1as< 
l 
ph&1e 
l 
phase 
l 
bandwidlb li<quoncy velocily 'ldocily l>oJtdwùJllt fr<lfiWOCJ' : .......... ----
: thidmcos tbi<:lcDeso 
cip clip 
~ aliOlutl! 
III [rt_,I . ·> locaJ ... ••..•..•.•.••••. • ·• local 
vdocily 'YCiocily 
llimulh lliroulb 
y 
: 
·-· l l ala. sel.1oo 
amp. dlan&e l l 
l 1...-:r- --
···'>lo<:al········> locaJ 
ava-age average 
l l ....................... 
thidtness thl<laless 
dip dip 
12inUh llimulh 
l l 
l 
local bandwidlh local <Xlhem>ce 
geophysical geologica l 
Figura-45 Classificazione degli Attributi Sismici su basi genetiche (da Barnes, 1997). 
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Un altro tipo di classificazione, basata sulle caratteristiche cinematico-dinamiche del 
dato sismico quali ampiezza, frequenza, attenuazione, caratteristiche di fase, ... ) è riportata in 
Figura-46 (Chen e Sidney, 1997a). 
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Figura-46 Classificazione degli Attributi Sismici sulla base delle caratteristiche dinamiche e 
cinematiche del segnale sismico (da Chen e Sidney, 1997a). 
L'approccio opposto è quello di valutare e quindi suddividere gli attributi sulla base 
della loro "utilità", ovvero considerando per quali scopi ed in quali situazioni geologiche 
possono essere utilizzati con profitto. Un a suddivisione di alcuni attributi sismici basata su 
questo criterio è riportata in Figura-47 (Chen e Sidney, 1997a). 
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Figura-47 Suddivisione di alcuni Attributi Sismici sulla base della loro utilità p er l'analisi di 
diverse situazioni geologiche (da Chen e Sidney, 1997a). 
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4.2 ATTRIBUTI ISTANTANEI 
Il problema fondamentale è, in ogni caso, quello di correlare una o più proprietà fisiche 
ad un dato attributo. Questo, allo stato attuale delle ricerche è stato possibile solo per pochi e 
semplici attributi utilizzati nella sismica di esplorazione petrolifera, in particolare per i 
cosiddetti attributi istantanei. Tra questi i più utilizzati sono l'Ampiezza Istantanea (o Trace 
Envelope ), la Fase Istantanea e la Frequenza Istantanea, che, storicamente, sono stati calcolati 
perpnm1. 
Un qualsiasi segnale analitico può essere rappresentato dalla variabile complessa, 
funzione del tempo u(t) come: 
u(t}=x(t}+iy(t) (4.2.1) 
in cui x(t) è il segnale registrato (reale), i è l'unità immaginaria e y(t) è la sua quadratura, 
ovvero il segnale registrato con un ritardo di fase pari a 90°, che può essere ottenuto 
applicando la trasformata di Hilbert a x(t): 
l 
y(t) =-*x( t) (4.2.2) 
m 
u(t) può essere espresso nella forma: 
u(t) = R(t)eitP(t) (4.2.3) 
con R(t) = [x 2 (t) + y 2 /(t)~ (4.2.4) 
e f/J(t) = arctan(y(t) l x( t)] (4.2.5) 
R(t) e t/J(t) rappresentano l'ampiezza istantanea e la fase istantanea, rispettivamente, in 
quanto sono la logica estensione della definizione di questi termini a partire dalla semplice 
oscillazione armonica nel tempo, ovvero, nel caso sismico, dalla traccia sismica registrata. 
La frequenza istantanea, quindi, viene definita come: 
m( t) = dt/J(t) 
d t 
(4.2.6) 
La traccia reale x(t) e la sua quadratura y(t) possono essere visualizzate come due 
componenti su due piani perpendicolari nello spazio complesso, in cui la traccia complessa 
ha, in funzione del tempo, un andamento elicoidale asimmetrico (Figura-48, da Taner et al., 
1979). 
Dal punto di vista applicativo, l'Ampiezza Istantanea è funzione della riflettività del 
sottosuolo ed è proporzionale alla radice quadrata dell'energia del segnale sismico per un dato 
istante temporale. Ha sempre valore positivo (o nullo) ed è indipendente dalla fase. Può 
quindi avere un massimo (o minimo) locale non corrispondente con il picco (o la valle) della 
traccia sismica reale, specialmente se l'evento considerato è il risultato dell'interferenza di più 
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riflessioni. L'Ampiezza Istantanea è spesso associata con le maggiori discontinuità litologiche 
e variazioni nei fluidi presenti, in particolare gas. Per queste ragioni viene spesso utilizzata 
per evidenziare bright spot e dim spot. Nell'esplorazione sismica, inoltre, l'ampiezza 
istantanea evidenzia con un andamento graduale, variazioni laterali di spessori che provocano 
interferenza tra le riflessioni del tetto e del letto dello strato. Modificazioni laterali marcate 
sono caratteristiche di faglie o di accumulo di idrocarburi al limite di trappole geologiche. 
Figura-48 Visualizzazione schematica della traccia complessa in funzione del tempo (da 
Taner et al., 1979). 
La Fase Istantanea è un valore associato ad ogni campione della traccia sismica ed ha un 
significato piuttosto diverso dalla fase del segnale originario. Dal momento che la Fase 
Istantanea è indipendente dali' ampiezza della riflessione, essa tende a enfatizzare la continuità 
laterale degli orizzonti anche in condizioni di scarso rapporto segnale/rumore. Inoltre, fornisce 
un'ottima risoluzione su riflettori sottili ( Thin bed indicator) e per l'identificazione di faglie, 
discontinuità o terminazioni laterali tipo pinchout o fenomeni di progradazione. 
La Frequenza Istantanea ha, al pari della Fase Istantanea, un valore per ogni singolo 
campione della traccia sismica. Molte riflessioni sismiche sono in realtà la combinazione di 
una serie di riflettori ravvicinati caratterizzati da una variazione graduale dei valori di 
impedenza acustica e quindi dei coefficienti di riflessione. In questi casi la frequenza 
istantanea evidenzia anche piccoli cambiamenti dei parametri elastici del mezzo (Taner et al., 
1979). Spesso riflettori sottostanti a reseivoir di idrocarburi, in particolare gassosi, mostrano 
uno spostamento verso basse frequenze istantanee rispetto all'intera traccia, descritte in 
esplorazione petrolifera come "low-frequency shadow". In molti casi, tuttavia, la frequenza 
istantanea ha variazioni rapide e casuali sia nel tempo che laterali risultando di difficile 
utilizzo applicativo. 
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Sulla base delle similitudini tra il metodo sismico a riflessione ed il GPR, evidenziate in 
modo esaustivo da molti Autori (ad esempio Ursin, 1983), si è voluta valutare criticamente 
l'utilità degli Attributi Istantanei, applicandoli ai dati Georadar. La differenza principale del 
segnale elettromagnetico rispetto a quello sismico, in questo contesto, è legata alle 
caratteristiche di attenuazione dei materiali. Nel caso del GPR, infatti, l'attenuazione è, 
spesso, estremamente elevata, con valori dell'ordine di 10-30Db/m in molti sedimenti, specie 
se saturi in acqua. Se poi la conduttività è superiore a valori di circa O .l S/m, si originano 
fenomeni di dispersione, per cui abbiamo una distorsione dell'onda elettromagnetica durante 
la propagazione nel mezzo, con cambiamento della forma d'onda sia per attenuazione 
differenziale delle varie componenti in frequenza, sia per valori di velocità diversi per le varie 
frequenze (dispersione in senso stretto), (Davis e Annan, 1989). In tali situazioni, l'analisi 
degli attributi istantanei non può essere significativa in quanto evidenzierebbe variazioni di 
segnale impossibili da interpretare. Si è pertanto deciso di calcolare gli Attributi Istantanei su 
tracce GPR relative al Sito Test-l, dove, come specificato in dettaglio nel Capitolo-l (1.2.1), 
sono presenti sabbie con valori modesti di conduttività, come dimostrato dalla buona 
penetrazione di segnale. Sono state considerate sia le sezioni parallele alla linea di riva, sia 
quelle perpendicolari. In Figura-49 viene riportata una sezione stack esemplificativa, parallela 
alla linea di riva, caratterizzata da media qualità generale di segnale ed acquisita nella parte 
centrale della spiaggia, mentre in Figura-50 una sezione perpendicolare alla costa, avente 
elevato rapporto Segnale/Rumore ed acquisita dal mare verso l'interno. L'analisi è stata fatta 
per tutti i casi utilizzando sezioni stack con copertura pari a 1200%. Analizzando la sezione 
stack in ampiezza parallela alla linea di riva (Figura-49A) possiamo notare una riflessione 
molto evidente sub-orizzontale a circa 30ns e, a partire da 50ns fino al termine delle tracce, 
una serie di eventi riflessi aventi debole pendenza (massimo 6°) verso l'inizio della sezione. 
Questi orizzonti non appaiono continui, ma presentano marcate variazioni di ampiezza spesso 
legate a iperboli di diffrazione dovute probabilmente a piccoli oggetti presenti all'interno del 
sedimento sabbioso (accumuli di gusci di conchiglie, materiali organici). Nella sezione è 
anche presente uno "scattering diffuso" non riconducibile a singoli diffrattori che, in ogni 
caso, peggiora notevolmente l' interpretabilità generale della sezione stessa. Se analizziamo 
l'ampiezza istantanea (Figura-49B) osserviamo che: da un lato le riflessioni sono molto 
evidenti, in particolare quelle inclinate, dall'altro i rami delle iperboli di diffrazione sono 
attenuati rispetto al punto di diffrazione, che risulta avere valori molto elevati. In altri termini, 
l'effetto generale è simile ad una migrazione con focalizzazione degli eventi diffratti al loro 
apice. Inoltre, il fatto che l'ampiezza istantanea sia solamente positiva, facilita 
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l'interpretazione dal momento che non abbiamo varie fasi positive e negative per un unico 
evento, ma un solo indicatore sempre positivo. Ulteriori dettagli possono venir evidenziati 
analizzando la fase istantanea (Figura-49C). La continuità laterale dei riflettori risalta 
notevolmente e così pure gli eventi diffratti, con iperboli che sembrano più estese 
lateralmente. Quest'ultima caratteristica è molto utile per evidenziare i segnali diffratti che, in 
qualche caso potrebbero essere scambiati per riflessioni primarie e si può sfruttare ad esempio 
per un più preciso fitting, finalizzato alla determinazione della velocità del sottosuolo 
(Paragrafo 3.3). D'altro canto, il numero di riflettori sembra aumentato e non è facile 
discriminare tra reali riflessioni e fasi successive di uno stesso evento. Per questo motivo la 
fase istantanea non deve mai venire utilizzata senza considerare nel contempo anche 
l'originaria sezione in ampiezza. 
La frequenza istantanea (Figura-49D) presenta un valore medio di cuca 200MHz, 
comparabile con la frequenza media del segnale, che è stato parzialmente filtrato nelle 
componenti a frequenza più elevata da parte del terreno. Tuttavia questo attributo non risulta 
molto utile, anche se mette in luce le riflessioni principali ed evidenzia un generale 
incremento di rumore incoerente nella porzione di sezione al di sotto dei 70ns circa. 
Se analizziamo le sezioni perpendicolari alla linea di costa di cui quella riportata in 
Figura-50A è uno stack esemplificativo, notiamo alcune analogie con quanto osservato in 
precedenza, ma anche alcune interessanti differenze. Le sezioni che dal mare vanno verso 
l'interno presentano, in generale, riflettori relativamente inclinati, legati alla deposizione dei 
sedimenti sabbiosi e a discontinuità dovute a diverso contenuto in acqua. Anche in questo 
caso si può notare un riflettore continuo ad elevata ampiezza che diminuisce bruscamente 
oltre i 40m da inizio sezione. E' presente qualche diffrazione, ma si osserva soprattutto uno 
scattering diffuso. L'ampiezza istantanea (Figura-50B) in questo caso non aggiunge 
informazioni di rilievo, anche se mette in evidenza gli eventi maggiori. Più interessante è la 
fase istantanea (Figura-50C), in quanto permette di evidenziare rapporti stratigrafici laterali 
altrimenti non evidenti. Ad esempio, oltre i 40m il riflettore ad ampiezza elevata descritto in 
precedenza, mostra un suo collegamento in contropendenza con un riflettore sottostante, al di 
sopra del quale termina in onlap. Inoltre, nella porzione iniziale del profilo, grazie ali' analisi 
della fase istantanea è possibile definire con precisione i rapporti stratigrafici tra i vari livelli 
di sedimenti presenti e capire con chiarezza le loro terminazioni laterali. Pertanto, il livello di 
risoluzione raggiungibile è maggiore rispetto ali' analisi del solo dato in ampiezza. N ella 
sezione esemplificativa considerata, si evidenziano strutture complesse, con stratificazioni 
incrociate e lenti che si chiudono lateralmente. 
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Figura-49 Esempio di sezione GPR stack parallela alla linea di costa relativa al Sito Test-l 
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(A) e suoi attributi istantanei: B) Ampiezza istantanea; C) Fase istantanea; D) 
Frequenza istantanea. In blu è indicato il punto di intersezione con il profilo in 
Figura-50. 
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F igura-50 Esempio di sezione GPR stack perpendicolare alla linea di costa, relativa al Sito 
Test- l {A) e suoi attributi istantanei: B) Amp iezza istantanea; C) Fase istantanea; 
D} Frequenza istantanea. In blu è indicato il punto di intersezione con il profilo in 
Figura-49. 
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La frequenza istantanea (Figura-50D) non fornisce informazioni di interesse, a parte 
dare una prova indiretta del buon rapporto segnale rumore presente nella sezione. Infatti, i 
segnali riflessi principali mostrano frequenza istantanea praticamente costante, mentre le zone 
a scattering diffuso valori variabili e non correlati. 
In sintesi, gli esempi riportati e analizzati dimostrano l'utilità degli attributi istantanei 
calcolati su dati GPR. Dalle esperienze fatte si evince in particolare che: 
l) L'Ampiezza Istantanea mette in evidenza gli eventi riflessi principali e, nel 
contempo, la posizione degli oggetti diffrattori. Le sezioni risultano in generale 
più facilmente interpretabili in quanto hanno campioni solo positivi. 
2) La fase istantanea è, forse, l'attributo più interessante per indagini GPR su 
sedimenti contenenti fluidi. La continuità spaziale delle riflessioni viene 
notevolmente incrementata anche in condizioni rumorose ed è possibile 
ottenere livelli molto elevati di risoluzione nel caso di terminazioni laterali e 
strutture complesse. E' importante sottolineare che questo attributo non va mai 
considerato da solo in quanto elimina tutte le informazioni legate all'ampiezza 
di riflessione, a loro volta connesse con i valori dei coefficienti di riflessione e 
con le caratteristiche elettromagnetiche dei materiali. 
3) La Frequenza Istantanea non presenta particolari pregi e indicazioni d'uso, 
anche se evidenzia le riflessioni principali e le porzioni di sezione con elevato 
livello di rumore incoerente. 
4.3 ATTRIBUTI NON ISTANTANEI 
Di norma le acquisizioni Georadar sono finalizzate ali' individuazione e localizzazione 
di oggetti sepolti, estraendo quindi dal dato solamente un'informazione di tipo qualitativo 
(presenza o assenza di un certo oggetto ed eventualmente caratteristiche geometriche e 
postztone spaziale). Attualmente, molte ricerche sono finalizzate a cercare di ricavare 
informazioni più quantitative dal dato ed in particolare ad ottenere informazioni legate alla 
variazione delle proprietà fisiche nel sottosuolo. A tal fine sono stati proposti approcci diversi. 
Un primo sistema, mutuato dalle indagini sismiche di tipo petrolifero, è basato 
sull'analisi AVO (Amplitude Versus Offset) e AVA (Amplitude Versus Azimuth) dei dati 
(Baker, 1998; Jordan e Baker 200 l; Zeng et. al., 2000; Kreuse e Jol, 2003) o su analisi di tipo 
polarimetrico e/o multi-componente (Lehmann et al., 2000; Tsoflias et. al., 2004; van der 
Kruk et al., 2003) per valutare la variazione dei parametri fisici. Questi sistemi possono essere 
validi, anche se devono ancora venir adeguatamente sperimentati, ma hanno il grosso limite di 
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essere piuttosto complessi e di richiedere un'acquisizione dati molto lunga e dispendiosa, per 
cui risultano di difficile applicazione pratica. 
Un altro approccio si basa sulla modellizzazione di dati Georadar sintetici, per valutare 
la somiglianza con dati reali o predire il comportamento delle onde elettromagnetiche in un 
determinato ambiente (Goodman, 1994; Powers e Olhoeft, 1994; Cai e McMechan, 1995; 
Giannopoulos et al. 1995; Carcione, 1996a e 1996b; Xu e McMechan, 1997; Lampe et. al., 
2003; Baradello et al., 2004; Sena et. al., 2004). Molto spesso è però assai complesso 
modellare dei dati in maniera realistica, specie in presenza di fluidi con diverso grado di 
saturazione e di geometrie complesse, perché i parametri fisici da considerare sarebbero 
troppo numerosi e non noti a priori. 
Alcuni esperimenti sono stati indirizzati alla stima delle proprietà fisiche delle rocce a 
partire da relazioni statistiche, utilizzando cluster analysis o modelli stocastici (Rea e Knight, 
1996; Knight et al., 1997; Lemke, 2000; Szerbiak et al., 2001). Questo approccio si può 
adattare molto bene a casi particolari, ma i risultati sono difficilmente estendibili ad ambienti 
diversi e non possono essere generalizzati. Allo stato attuale molto pochi studi considerano la 
determinazione di attributi per quantificare alcune proprietà fisiche del sottosuolo (Lemke, 
2000; Senechal et al., 2000; Charlton M., 2000; Corbeanu et al., 2002; Schmalz et al., 2002). 
Finora sono stati considerati solamente attributi "classici" e molto semplici, come l'ampiezza, 
la fase o la frequenza istantanea applicati alle singole tracce Georadar. Nella nostra ricerca si 
è cercato di utilizzare anche attributi di volume, calcolati mutuando algoritmi già sviluppati 
per il caso sismico ed adattati ai dati GPR, dal momento che le similitudini tra i due metodi 
sono state dimostrate in modo esaustivo già da molti anni. Più in dettaglio le proprietà 
cinematiche dei due metodi sono simili e le maggiori differenze riguardano i fattori di scala ed 
i parametri fisici quali la velocità, le frequenze e le caratteristiche del campo d'onda (Ursin, 
1983). Questo comportamento similare permette di applicare a dati GPR tecniche di 
elaborazione e di interpretazione originariamente sviluppate per l'esplorazione sismica a 
riflessione ed utilizzate per stimare la geometria dei reservoir, i materiali presenti e le loro 
proprietà fisiche. Si è cercato quindi di adattare al caso GPR, introducendo opportune 
modifiche concettuali e di implementazione, alcuni attributi o categorie di attributi utilizzati in 
sismica. N ella scelta di quali algoritmi privilegiare, si è partiti da alcune considerazioni di 
carattere generale basate sulle caratteristiche peculiari del segnale GPR. 
Oltre alla definizione della funzione e dell'algoritmo per il calcolo di un dato attributo, è 
indispensabile stabilire lo spazio entro cui l'attributo stesso può essere calcolato. A seconda 
delle finalità e delle caratteristiche della funzione considerata, infatti, lo spazio di calcolo 
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assume un significato diverso. Oltre a quelli sopra citati, numerostsstmt attributi stsmtct 
possono venir estratti a partire da dati di tipo diverso. 
Gli attributi di traccia o di sezione (Section-Based Attributes) vengono calcolati sulla 
traccia o su porzioni di questa, di solito, per un'intera sezione. Essi non considerano in alcun 
modo l'influenza di più tracce vicine, ma solo i campioni ali' interno di una singola traccia. 
Pertanto, permettono di ricavare informazioni rispetto: al tempo di registrazione, ai valori di 
ampiezza e fase dei singoli segnali e a caratteristiche intrinseche quali il periodo o la 
frequenza. Un esempio tipico di attributi di traccia, è quello degli attributi istantanei, 
analizzati in precedenza, che, di norma vengono calcolati su tutte le tracce, considerate 
singolarmente, di una o più sezioni. 
I cosiddetti "Event-Based Attributes" vengono estratti da dati associati ad una superficie 
e forniscono informazioni su come una certa grandezza vari ove ci siano contatti di tipo 
geologico, stratigrafico, tettonico o tra diversi fluidi o uno stesso fluido con diverso grado di 
saturazione. Questa categoria di attributi può essere calcolata su sezioni 2D o su volumi 3D di 
dati. N el primo caso, solitamente, dopo aver definito un orizzonte si calcola su esso, o su una 
finestra temporale centrata su di esso, l'attributo considerato, mentre nel caso tridimensionale 
si considera la superficie che nello spazio defmisce un orizzonte. 
Gli attributi di volume (Volume-Based Attributes) vengono calcolati con un singolo 
passaggio, o con procedure più complesse, a partire da un volume di dati senza che sia 
necessario definire o interpretare nessuna superficie. Essi sono quindi defmiti in tutti i punti 
del volume considerato e vengono di norma visualizzati mediante sezioni arbitrarie (ad 
esempio sezioni a tempo costante - "timeslice") o superfici aventi valore costante per quel 
dato attributo (ad esempio superfici di iso-intensità). 
Gli attributi legati a superfici sono, in genere di difficile applicazione a dati Georadar 
dal momento che gli orizzonti, quando presenti, sono molto discontinui e non ben definiti. 
Inoltre, questi attributi impongono un'interpretazione preliminare del dato, che può avere un 
grado di soggettività non trascurabile e falsare le conclusioni. Pertanto, si è deciso di 
considerare e sperimentare attributi di volume che possono essere analizzati secondo sezioni 
arbitrarie dei dati, senza introdurre nessun grado di soggettività. 
Una corretta interpretazione di dati GPR 2D, 2.5D (ovvero serie di profili paralleli 
considerati nel loro insieme) o 3D è molto complessa da raggiungere basandosi solamente su 
informazioni legate all'ampiezza di riflessione del segnale, specie in zone con discontinuità 
laterali, con scattering diffuso e sovrapposizione verticale di corpi e strutture con 
caratteristiche diverse. Si è pertanto cercato di estrarre dal dato alcuni attributi in grado di 
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migliorare l'interpretabilità generale, di definire correttamente l'estensione spaziale e 
volumetrica dei corpi geo-idrologici di interesse e di stimarne in maniera accurata alcuni loro 
parametri fisici. Gli attributi sono stati calcolati su volumi pseudo-3D, ovvero ottenuti 
considerando serie di profili acquisiti lungo le due direzioni ortogonali di un grigliato. Questi 
volumi sono stati ottenuti utilizzando sezioni a copertura singola o multipla migrate con varie 
tipologie di algoritmi, basandosi sulle stesse assunzioni tipiche dei dati sismici: Attributi 1-D 
(ovvero di traccia) calcolati su dati non migrati e attributi 2-D e 3-D definiti su dati migrati in 
tempo o in profondità (Bames, 1997). 
4.4 DEFINIZIONE DEGLI ATTRIBUTI IMPLEMENTATI PER INDAGINI GPR E 
SPERIMENTAZIONE SU DATI REALI 
Uno dei problemi più frequenti legati ai dati GPR è la scarsa continuità laterale di eventi 
legati in realtà ad orizzonti continui. L'ampiezza del segnale, in molti casi, non è costante e 
non è solo funzione dei valori dei coefficienti di riflessione del sottosuolo, ma anche 
dell'accoppiamento delle antenne con il terreno e delle caratteristiche della porzione più 
superficiale di quest'ultimo. Nei primi metri di terreno al di sotto della superficie sono 
presenti materiali di riporto o rimaneggiati e, spesso, numerosi oggetti e strutture antropiche, 
che influenzano anche i livelli sottostanti con riverberazioni ed interferenze di varia natura. Si 
è quindi cercato di individuare un attributo piuttosto robusto e versatile in grado da un lato di 
rendere meno evidenti le variazioni laterali in ampiezza non realmente dovute a cambi 
litologici, dall'altro di facilitare l'interpretazione del volume di dati considerato. Si è quindi 
considerata l"'Energia" di un segmento di traccia al posto dell'ampiezza dei singoli campioni. 
Questo attributo è definito per un generico segmento di traccia contenente n campioni come: 
n 2 
I ai 
E(n)=-i-
n 
(4.4.1) 
Cioè come il rapporto tra la sommatoria del quadrato dei valori all'interno di una 
finestra temporale ed il numero di campioni all'interno della finestra. 
Un esempio della differenza tra il dato in ampiezza e la sua energia, calcolato sull'intero 
volume di dati acquisiti nel Sito Test-l viene riportato in Figura-51A e B, rispettivamente. Si 
noti come l'orizzonte a maggiore ampiezza risulti enfatizzato in termini di Energia. 
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Figura-51 Confronto tra A) l 'ampiezza del dato GPR su diverse sezioni del volume di dati 
relativo al Sito Test l e B) l'Energia calcolata su finestre temporali di l O 
campioni. 
Questo attributo può risultare anche molto utile per discriminare oggetti e orizzonti 
discontinui che sono difficili da individuare sulle usuali timeslice. 
In Figura-52 è riportato un esempio relativo a dati GPR acquisiti all'interno del Sito 
Test-3, in una zona con barriere idrauliche (muri e altri manufatti) sepolte, che difficilmente 
possono essere messe in luce valutando solo l'ampiezza (Figura-52A), mentre si evidenziano 
bene soprattutto in Figura-52C). Per quanto riguarda la lunghezza della fmestra temporale 
ottimale, come evidenziato in Figura-52, si vede che i risultati migliori si possono ottenere 
con finestre temporali aventi lunghezza pari circa al periodo relativo alla frequenza dominante 
del dato, o leggermente maggiori, Nel caso riportato la frequenza dominante è pari a 170 MHz 
ed il periodo pari a circa 6ns. Con una velocità di 7cm/ns questo corrisponde ad una 
lunghezza d'onda di 42cm. Finestre più corte producono dati discontinui con spike, mentre 
finestre troppo lunghe fanno calare la risoluzione e mostrano artefatti in quanto considerano 
più segnali distinti come uno solo. 
L'Energia, è un parametro molto robusto e stabile anche in presenza di elevato rumore, 
specie se incoerente, in quanto media su più campioni e, statisticamente, questo tipo di 
rumore, che è casuale, tende ad annullarsi. Sulla base dell'equazione (4.4.1), si vede che 
l' energia essendo calcolata sulla base di una somma di valori al quadrato, è sempre positiva. 
Pertanto risultano valide le considerazioni già fatte per quanto riguarda l'ampiezza istantanea, 
nel senso che i massimi ed i minimi relativi assumono valori simili e risultano più facilmente 
visualizzabili e riconducibili ad un unico evento. 
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Figura-52 Confronto tra una Time Slice, A) e tre "Energy Slices" calcolate su diverse 
finestre temporali: 2, 4, 8 e 16ns, B), C) e D), rispettivamente. Tutte le immagini 
hanno la medesima scala. I risultati migliori si hanno per una finestra temporale 
pari a 8ns, pannello C). 
L'Energia è più efficace rispetto all'ampiezza istantanea perché è "mediata" sm 
campioni relativi, come abbiamo osservato, all'incirca ad una lunghezza d'onda di segnale. In 
questo modo rumori ad alta frequenza e disallineamenti legati a piccole variazioni di velocità 
o a variazioni dell'altezza delle antenne rispetto alla superficie topografica tendono a venir 
minimizzati. L'Energia tende quindi ad enfatizzare le macrostrutture presenti nel dato o, in 
altre parole, le informazioni a carattere "regionale" rispetto ai dettagli localizzati. Un esempio 
di tale effetto è riportato in Figura-53 in cui è rappresentata una Energy Slice calcolata 
sull'intero volume di dati GPR migrati relativo al Sito Test- l. In questo caso la matrice solida 
è praticamente omogenea essendo costituita (vedasi Capitolo-l per i dettagli) da sabbie ben 
classate. Le variazioni nei coefficienti di riflessione sono quindi legate localmente ad 
accumuli di materiale organico in particolare di tipo algale o a gusci conchigliari, ma, 
globalmente, a variazioni nel grado di saturazione in fluidi. In particolare, per l'onda 
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elettromagnetica, l'ampiezza della riflessione sarà massima all'interfaccia secco-saturo ed il 
valore del coefficiente di riflessione (e quindi dell'ampiezza dell'onda riflessa) sarà tanto 
maggiore quanto più netto è questo passaggio. Un attributo come l'Energia, in grado di 
enfatizzare questo comportamento rispetto alle numerose piccole variazioni locali sopra citate, 
ci permetterà quindi di ricavare interessanti informazioni sul contenuto in acqua e sul grado di 
saturazione di sedimenti tendenzialmente omogenei. 
Figura-53 Analisi dell'Energia su una porzione del volume GPR migrato del Sito Test-l. La 
zona "A" (massimo valore) si può interpretare come satura in acqua, ovvero 
all 'interno dell 'acquifero, mentre l'area ''B " (minimo valore) è secca (o per lo 
meno non satura), perché al di sopra della sommità dell'acquifero. 
In Figura-53 la zona "A" (massimo valore dell'energia) può essere interpretata come 
satura in acqua, mentre quella "B" (minimo valore dell'energia) può essere considerata priva 
di contrasti elettromagnetici di rilievo rispetto ai sedimenti soprastanti e quindi secca o non 
satura. E' evidente che tale interpretazione non può essere basata sull'analisi di questo singolo 
attributo, ma devono essere considerate anche le informazioni legate ad altri parametri ricavati 
dal dato GPR (in primis la velocità di propagazione dell'onda elettromagnetica nel sottosuolo) 
o da altri dati geofisici a disposizione (ad esempio valori si resistività). 
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Allo scopo di definire in maniera più accurata i limiti laterali di strutture sepolte (come 
ad esempio barriere idrauliche), sono stati testati su dati GPR alcuni attributi sviluppati in 
origine per enfatizzare discontinuità degli orizzonti sismici (faglie). L'idea di base è che le 
discontinuità sismiche possano, dal punto di vista della risposta di segnale, essere assimilate 
ai limiti dei corpi sepolti individuabili con l'indagine Georadar. Questo problema è molto 
interessante per lo studio di acquiferi superficiali in quanto manufatti o strutture di origine 
naturale, presenti spesso a scarsa profondità costituiscono barriere idrauliche o comunque 
interferiscono con l'acquifero presente variandone localmente il livello piezometrico e le linee 
di flusso. Per poter fare stime attendibili sull'effetto di queste strutture sull'acquifero è 
indispensabile conoscerne l'esatta posizione ed estensione spaziale. Queste informazioni non 
sempre possono essere ottenute in maniera sufficientemente precisa dalla sola analisi di 
sezioni GPR bidimensionali. In Figura-54A è visualizzato un esempio di sezione GPR mono-
offset (single-fold) dopo l'applicazione di un AGC, relativa al Sito-Test-3, mentre in Figura-
54 B viene riportata la sezione ottenuta lungo lo stesso profilo utilizzando dati multifold 
migrati. Le lettere in giallo si riferiscono ad un'interpretazione schematica di alcuni dei 
principali oggetti sepolti presenti. Si noti come sulla sezione multifold migrata i numerosi 
corpi sepolti presenti (a-l), alcuni dei quali riconducibili a strutture murarie, siano molto più 
evidenti rispetto alla sezione mono-offset, ma non sia semplice identificarne i limiti laterali e 
soprattutto la loro base. 
Si è cercato pertanto di valutare l'applicabilità di attributi sismici che evidenzino da un 
lato limiti laterali più o meno netti (nel caso qui proposto contatto tra muratura e sedimento), 
dall'altro sottolineino la continuità spaziale delle strutture (nel presente caso le dimensioni 
laterali dei manufatti). Nell'esplorazione sismica, singoli attributi che evidenziano piani di 
faglia (ovvero discontinuità nette tra due materiali o all'interno dello stesso litotipo), sono 
basati sulla capacità di fornire valori diversi in punti dove l'evento sismico mostra delle 
variazioni o delle discrepanze con quanto avviene nel volume circostante. La "Semblance" è 
uno degli attributi più utilizzati per l'individuazione di faglie (jault-related attributes): 
segmenti di traccia relativi a due o più posizioni adiacenti vengono comparati per fornire una 
valutazione quantitativa numerica della loro coerenza, ovvero della loro somiglianza. In 
questo contesto il termine "coerenza" indica che esistono relazioni di fase costanti (o 
debolmente variabili) lungo una data direzione (o superficie, o volume) di analisi, mentre dati 
incoerenti tendono ad avere relazioni di fase casuali. 
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Figura-54 Confronto tra una sezione esemplificativa a copertura singola relativa al Sito 
Test-3, A) e la medesima sezione a copertura multipla dopo la migrazione, B). Le 
lettere minuscole in giallo a-l indicano alcuni dei corpi sepolti presenti. 
Con le finalità sopra esposte abbiamo sperimentato una particolare misura di coerenza 
chiamata "Similarity". Dal punto di vista analitico, la Similarity S(u, v) tra due tracce o 
segmenti di traccia u(x,y,z) e v(x,y,z) viene calcolata utilizzando l'espressione seguente: 
(4.4.2) 
Una formulazione alternativa, spesso indicata in letteratura come "Similarity" (ad 
esempio Tingdahl e de Rooij , 2005) è data dall'espressione seguente: 
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Che rappresenta al numeratore la distanza euclidea nello spazio considerato, 
normalizzata rispetto alla somma delle lunghezze dei vettori. 
L'espressione fornisce valore l se i due segmenti considerati risultano identici e valore O 
se sono completamente diversi, ovvero se hanno fasi ruotate di 180°. Questo attributo è in 
parte simile alla cross-correlazione di due segmenti di traccia, ma tiene anche conto 
dell'ampiezza delle tracce (considerate come vettori). 
Questa quantità può essere calcolata su più segmenti di traccia, In particolare 
considerando un ''pattern" attorno ad una traccia "centrale". E' cioè un tipico esempio di 
attributo multi traccia (Chen e Sidney, 1997). 
In Figura-55 sono riportati sei pattern che risultano utili nell'analisi delle caratteristiche 
di fase e quindi nella valutazione della continuità o meno di strutture in dati Georadar. 
INLINE 
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DIA GO NALS MATRIX 
Figura-55 Sei pattern per il calcolo di attributi multitraccia su dati sismici o Georadar. 
E' evidente che pattern asimmetrici permetteranno di individuare somiglianze o 
differenze lungo direzioni preferenziali, stabilite dall'operatore, a differenza di quanto 
avviene utilizzando pattern simmetrici. 
La Similarity può essere calcolata su una finestra temporale, normalmente costante, 
definita in maniera di solito simmetrica rispetto ad un valore centrale, ad esempio rispetto ad 
una timeslice (Figura-56). Dopo il calcolo del volume di coerenza, si possono visualizzare i 
massimi o i minimi locali o differenti tipi di medie o di funzioni più complesse. 
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Figura-56 Esempi di diverse possibili finestre di calcolo rispetto ad orizzonti di varia 
natura. A) Finestra simmetrica su orizzonte a tempo o profondità costante 
(timeslice) ; B) Finestra asimmetrica su orizzonte a tempo o profondità costante; 
C) Finestra simmetrica su orizzonte a tempo o profondità variabile;D) Finestra 
asimmetrica su orizzonte a tempo o profondità variabile. 
Un esempio di applicazione ed utilizzo della Similarity su dati relativi al Sito Test-3 è 
riportato in Figura-57, in cui una timeslice in ampiezza viene confrontata con la Similarity 
calcolata sulla stessa posizione centrale. L' obiettivo era quello di valutare se la Similarity 
fosse in grado di evidenziare le murature sepolte, parzialmente discontinue, che costituiscono 
delle barriere idrauliche notevoli e risultano di difficile individuazione e delimitazione con la 
sola analisi dei dati in ampiezza. Per non introdurre nell'analisi elementi di soggettività, è 
stato scelto ed applicato un pattern simmetrico, costituito da una matrice 3x3. L'estrazione 
della Similarity è stata effettuata su una fmestra temporale di l Ons, sulla base delle 
considerazioni già fatte a proposito dell'Energia. Le zone con valori di Similarity superiori a 
circa 0.75 sono ben correlate spazialmente e sono interpretabili come strutture murarie sepolte 
ad andamento regolare, mentre bassi valori di Similarity evidenziano zone più caotiche, prive 
di manufatti. Si noti in particolare come i limiti dei corpi sepolti risultino ben definiti, come 
pure ]e loro variazioni spaziali, quali, ad esempio, gli angoli di 90° chiaramente individuabili 
in Figura-57B e praticamente impossibili da percepire sulla timeslice in ampiezza (Figura-
57 A). D'altro canto l'attributo considerato non sembra creare false coerenze, ma anzi, 
evidenzia come caotiche le zone effettivamente tali. 
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Confronto tra una timeslice e la Similarity calcolata su una finestra di l Ons, 
centrata sulla stessa timeslice. Valori di Similarity maggiori di circa O. 75 
evidenziano strutture murarie sepolte che interferiscono con l 'acquifero 
presente costituendo delle vere e proprie barriere idrauliche. 
Per valutare le potenzialità della Similarity quando non siano presenti corpi regolari 
costruiti dall'uomo, ma strutture geologiche di origine naturale, abbiamo preso in 
considerazione il volume dei dati GPR relativo al Sito Test-l. La Figura-58 mostra questo 
attributo calcolato su una timeslice (nell'intervallo ±5ns), A) e su sezioni t-x, B). 
Figura-58 A) Similarity calcolata su una timeslice; B) Similarity calcolata su sezioni t-x. 
SitoTest-1. 
Analizzando la Figura-58 si vede come, su sez10m a tempo costante sta possibile 
valutare la continuità laterale dei riflettori e definirne con precisione i limiti. Gli eventi riflessi 
presentano, infatti, valori di Similarity molto alti, mediamente maggiori di 0.75, mentre nelle 
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zone prive di orizzonti significativi non sono presenti valori >O .25 circa. E' pertanto possibile 
seguire con facilità, anche in maniera automatica o semi automatica, le riflessioni, una volta 
definiti valori di soglia per questo attributo. Caratteristiche parzialmente diverse si 
evidenziano applicando la Similarity a sezioni t-x (ovvero le consuete sezioni GPR, nelle 
medesime coordinate con cui vengono acquisite). In questo caso valori elevati di similarity 
sono legati alle riflessioni maggiori, ma anche ad interfacce con minor riflettività. Tale 
comportamento è tutt'altro che sorprendente se si considera che questo attributo non valuta 
l'ampiezza di riflessione in senso assoluto, ma la somiglianza in termini di ampiezza tra 
porzioni di traccia vicine. Per questo motivo in presenza di rumori coerenti, cioè "simili" o 
"costanti" questo attributo va utilizzato con attenzione in quanto può portare a considerazioni 
erronee e fuorvianti. 
Per evidenziare le discontinuità presenti nei dati GPR e definirne i rapporti spaziali è 
stata sperimentata anche un'altra procedura. Abbiamo implementato e modificato alcune 
tecniche di edge detection sperimentate con successo nell'esplorazione petrolifera (Luo et al., 
200 l; Markfurt et al., 2002) e, più in generale per il trattamento di immagini digitali. Il 
principio di base per queste metodologie è che una discontinuità può essere interpretata come 
una repentina variazione laterale di fase e si può quindi evidenziare in quanto "edge". 
Abbiamo adattato all'analisi del dato GPR un algoritmo basato sulle differenza tra segnali 
spazialmente vicini (Luo et al., 1996), applicandolo su un volume di dati migrati o non 
migrati. Abbiamo poi confrontato i risultati ottenuti con quelli raggiunti utilizzando il 
medesimo algoritmo su dati a cui era stato preliminarmente applicato un filtraggio in grado di 
preservare le discontinuità laterali (edge detection preservingfiltering), (Luo et al., 2002). Nei 
dati sismici è importante eliminare o per lo meno ridurre il rumore casuale presente sul 
volume di dati analizzati, specialmente nelle sue componenti di alta frequenza prima di 
applicare qualsiasi algoritmo di edge detection, dal momento che i dati relativi a zone di 
discontinuità sono solitamente più complessi e disomogenei (cioè rumorosi) rispetto alle aree 
con stratigrafia regolare. Questo smussamento è una sorta di pre-elaborazione prima 
dell'applicazione del filtro vero e proprio. E' importante che la riduzione del rumore non vada 
a modificare sostanzialmente la discontinuità rendendola meno evidente o più graduale, nello 
spazio. La Figura-59 chiarisce questo concetto. A) rappresenta uno schema teorico di una 
discontinuità in assenza di rumore. In questa condizione, l'ampiezza del segnale, ad esempio 
in una timeslice posizionata come in Figura-59 A, varia bruscamente da un valore costante per 
la parte destra (ad esempio l) ed un valore costante per la parte sinistra (ad esempio 0). Se 
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consideriamo anche le componenti di rumore sempre presenti nei dati reali avremo per la 
situazione sopra descritta un dato schematizzato in Figura-59B, in cui la discontinuità, seppur 
presente è di più difficile interpretazione ed individuazione. Le tecniche normalmente 
utilizzate per ridurre questi rumori sono la deconvoluzione fx, medie mobili calcolate su un 
certo numero di campioni o altri filtri basati sugli errori di predizione di un dato segnale 
(Prediction-Error Filtering, PEF). Il risultato è buono in termini di eliminazione del rumore, 
ma la discontinuità risulta falsata (Figura-59C). Un Edge Preserving Filter (EPF) è finalizzato 
a minimizzare il rumore senza deformare il segnale legato al punto dove c'è la variazione del 
materiale (edge). Una versione ottimizzata di una media mobile calcolata su un numero 
opportuno di campioni è in grado di raggiungere questo risultato (Figura-59D). 
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Figura-59 Schema di applicazione di Edge Preserving Filters, caso mano-dimensionale. A) 
Dato sintetico e rappresentazione dell 'ampiezza per una faglia in assenza di 
rumore; B) Aggiunta di rumore casuale; C) Applicazione di una media mobile per 
la rimozione del rumore; D) Applicazione di una media mobile ottimizzata sulla 
base dei valori della deviazione standard. (da Luo et al., 2002, modificata). Per 
altri dettagli si veda il testo. 
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L'algoritmo utilizzato per attenuare il livello di rumore, mantenendo, per quanto 
possibile indeformato il punto di discontinuità (EPF) consiste nel calcolare, dopo aver definito 
la lunghezza del filtro (come numero di campioni, o come finestra temporale), la deviazione 
standard per ogni posizione ottenuta muovendo il filtro dal primo campione all'ultimo 
campione considerati. In termini più rigorosi, in un caso monodimensionale per un operatore 
di filtraggio di N campioni si calcola la deviazione standard per tutte le i-esime posizioni 
ottenute muovendo l'operatore di lunghezza N dal campione si+(N-1) al campione si-(N-1)· 
Successivamente, sulla finestra con il minimo valore della deviazione standard viene 
calcolata l'ampiezza media che viene assegnata come valore di uscita per la posizione i-
esima. Ripetendo questa procedura per tutte le posizioni si ottengono dati filtrati con 
l'attenuazione del rumore casuale (Figura-59D). 
Questo schema generale può essere esteso al caso 2-D considerando le posizioni di 
calcolo come funzioni del campione i-esimo e della traccia j-esima. Un esempio di 
applicazione bidimensionale della procedura sopra descritta con una media mobile 5x5 su dati 
sintetici con aggiunta di rumore casuale è descritto dalla Figura-60. In A) viene riportato un 
caso teorico privo di rumore in cui le discontinuità laterali sono rappresentate da una 
scacchiera regolare di 4 campioni lungo l'asse x e 4 campioni lungo l'asse y. In B) viene 
aggiunto rumore con ampiezza e distribuzione casuale lungo entrambe le direzioni. C) riporta 
il risultato ottenuto applicando una media mobile semplice. Il pattern originario viene 
parzialmente ricostruito, ma i limiti laterali nelle due direzioni sono distorti. In D) viene 
applicata la stessa media mobile, ma con calcolo del minimo valore della deviazione standard 
e utilizzo di quella finestra per assegnare il valore finale filtrato, come descritto in precedenza. 
In questo caso, anche se vi sono ancora residui di rumore casuale, i limiti laterali nelle due 
direzioni sono perfettamente ricostruiti e potranno essere più facilmente individuati con un 
algoritmo di edge detection. 
In questa ricerca abbiamo sperimentato un algoritmo di edge detection proposto 
originariamente per dati sismici, basato su una generalizzazione della trasformata di Hilbert 
(Luo et al., 2001). Nell'esplorazione sismica, la metodologia è stata utilizzata per definire con 
precisione posizione ed andamento di superfici di faglia e limiti laterali di paleo canali. Per il 
dato GPR è quindi sembrato logico sperimentare questi algoritmi con l'obiettivo di 
evidenziare nette variazioni laterali non tanto di natura geologica e idrogeologica, ma di tipo 
antropico. Strutture di questo tipo sono importanti da localizzare perché formano barriere 
idrauliche o setti di divisione tra aree con comportamenti diversi. Alla scala GPR, invece, 
variazioni del grado di saturazione entro uno stesso materiale non possono, di norma, essere 
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considerate discontinuità sufficientemente nette e quindi rilevabili con questo tipo di 
approccio. D'altro canto questo metodo potrebbe essere utile in ambito GPR per definire i 
rapporti spaziali di strutture sovrapposte non collegate, in analogia con le informazioni 
ricavabili da dati sismici su come una superficie di faglia si modifica in profondità (Bahovich 
e Farmer, 1995). 
Figura-60 Schema di applicazione di Edge Preserving Filters, caso 2D. A) Dato sintetico con 
pattern a scacchiera in assenza di rumore; B) Aggiunta di rumore casuale; C) 
Applicazione di una media mobile 2D per la rimozione del rumore; D) 
Applicazione di una media mobile 2D ottimizzata sulla base dei valori della 
deviazione standard (da Luo et al. , 2002). 
Un esempio di applicazione dell ' intera metodologia sopra descritta applicata ai dati reali 
acquisiti nel Sito Test-3 è riportata in Figura-61. La Figura-61A mostra una timeslice in 
ampiezza ricavata dall ' intero volume di dati. Non si evidenziano particolari elementi di 
continuità, ma anzi sembra che i valori di ampiezza varino molto rapidamente (cioè con 
elevata frequenza spaziale) lungo la direzione x (inline) ed y (crossline). 
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Figura-61 Esempio di applicazione della metodologia di Edge Detection con {C) e senza 
applicazione di un Edge Preserving Filter (B) . In A) viene riportato l'originario 
dato in ampiezza per confronto. 
In B) è visualizzata la stessa timeslice dopo l'applicazione diretta dell'algoritmo di 
"Edge Detection", mentre in C) dopo l'applicazione di un Edge Preserving Filter (EPF) con 
estensione 7x3 seguito dall 'Edge Detection analogo al caso B). Nell'ultimo caso descritto 
sono evidenti molte strutture difficilmente individuabili sul dato in ampiezza. Inoltre, 
l'applicazione del EPF incrementa il rapporto segnale/rumore rimuovendo in maniera 
selettiva alcune componenti di rumore casuale aventi le stesse caratteristiche in frequenza del 
segnale e di conseguenza non eliminabili con l'applicazione di un semplice filtraggio in 
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frequenza. I limiti laterali delle strutture sono molto più evidenti rispetto ali' applicazione 
diretta dell'algoritmo di edge detection (Caso C, rispetto aB in Figura-61). I corpi sepolti di 
interesse spiccano rispetto ai sedimenti che li circondano e mostrano carattere tra loro 
comune, il che facilita l'interpretazione. L'EPF è stato testato su diverse lunghezze 
dell'operatore bidimensionale, ma i risultati migliori si ottengono invariabilmente con 
operatori aventi estensione di pochi campioni. Se la loro lunghezza supera i 5-7 punti il dato 
finale appare eccessivamente smussato con una netta diminuzione della risoluzione laterale. 
Questo comportamento è dovuto al numero di dati a disposizione nelle prospezioni GPR che è 
solitamente molto più piccolo rispetto ai dataset sismici. N ella progettazione dei filtri EPF si 
può tenere conto che i dati GPR sono normalmente sovracampionati spazialmente lungo la 
direzione di acquisizione (infine), mentre tendono ad essere sottocampionati nella direzione 
perpendicolare (crossfine). Questo avviene perché durante l'acquisizione del dato la densità di 
campionamento per unità spaziale lungo il profilo non è un parametro che richiede particolari 
vincoli e quindi può essere molto elevato (di norma tra 2 e 20 cm circa), mentre la spaziatura 
dei profili condiziona pesantemente i tempi globali necessari per acquisire l'intero dataset e 
non viene spinta al di sotto di l m o 50cm anche nel caso di rilievi di oggetti piccoli e di 
elevato dettaglio. L'uso di un filtro rettangolare allungato nella direzione delle infine è quindi 
in grado di raggiungere risultati migliori, senza perdita di risoluzione e di informazione, ma 
anzi con l'effetto aggiuntivo di rendere più omogeneo il dato. 
Altri attributi sono stati analizzati e sperimentati con il tentativo di estrarre informazioni 
aggiuntive dal dato. In particolare abbiamo sperimentato la ''Frequency Slope Falf' (FSF). 
Questo attributo si ottiene dopo l'applicazione della Trasformata di Fourier sui dati, 
all'interno di finestre temporali con lunghezza stabilita dall'operatore. Gli spettri così ottenuti 
possono venir normalizzati per rendere confrontabili zone con elevato o scarso valore di 
ampiezza. E' definita matematicamente dalla seguente espressione: 
2 N 2 
Pmax- LP(mJ 
FSF =l+ i=l 
2 N 2 
Pmax +L p(mi) 
(4.4.4) 
i=l 
In cui Pmax è il valore del più alto picco nel dominio della frequenza. Se tutta l'energia è 
concentrata nel picco con intensità maggiore il valore della FSF sarà prossimo a l, mentre più 
picchi articolati forniranno valori vicini allo zero. 
Per quanto riguarda l'applicazione su dati GPR, la FSF può essere interessante in 
quanto evidenziando variazioni del contenuto in frequenza su porzioni di traccia, può essere 
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correlata con cambiamenti del contenuto in fluidi e/o con diversi gradi di porosità in 
sedimenti sciolti. Questo è legato all'attenuazione selettiva delle frequenze più elevate da 
parte di materiali che presentano alti valori di perdita dielettrica a causa della saturazione in 
acqua, specie se ricca in ioni disciolti. 
Un esempio di calcolo della FSF su dati relativi al Sito Test-l è riportato in Figura-62. 
Dalle misure dirette entro trincee, la superficie freatica dell'acquifero è posta ad una 
profondità pari a circa l 05cm, che, con il campo di velocità presente corrisponde ad un 
doppio tempo di percorso di circa 26-28ns. Effettivamente, al di sotto di questa profondità 
evidenziata a tratto bianco in Figura-62, osserviamo valori mediamente più bassi e poco 
omogenei della FSF rispetto ai valori presenti a tempi più piccoli. In realtà si osserva anche 
che a tempi ancora maggiori i valori medi della FSF tendono nuovamente a crescere, 
probabilmente a causa di residui di rumore coerente presenti nei dati (ringing delle antenne). 
L'analisi della FSF su timeslice mostra un comportamento simile (Figura-62B) che conferma 
]e considerazioni fatte in precedenza. 
Figura-62 Frequency Slope Fall calcolata su profili infine (A) e su timeslice (B) del Sito Test-
l. La parte più superficiale dei dati mostra valori tendenti all 'unità, mentre, 
andando verso profondità maggiori si ha una variazione piuttosto netta verso 
valori medi più bassi. I due segmenti bianchi rappresentano la profondità della 
superficie dell'acquifero ricavata da dati diretti. Il limite tra valori medi di FSF 
maggiori, o minori di 0.30-0.35 è posto poco sopra questa superficie ed è quindi 
probabilmente legato proprio al passaggio saturo-insaturo. 
Gli attributi possono anche venire utilizzati in maniera diretta per mappare sezioni o 
superfici del volume di dati. Una volta calcolato uno o più attributi è possibile, infatti, 
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utilizzare il "nuovo" volume di valori dell'attributo per effettuare analisi non solo di tipo 
qualitativo, ma anche quantitativo. Ad esempio è possibile mappare su sezioni qualsiasi 
all'interno del volume, anche in maniera automatica, discontinuità, orizzonti o zone aventi 
valori definiti dell'attributo o degli attributi considerati. Una metodologia semplice, ma assai 
efficace è quella di definire le superfici di iso-valore di un dato attributo. Queste superfici si 
possono visualizzare in vari modi tra cui quello di assegnare in maniera automatica una 
densità di punti crescente in funzione del valore dell 'attributo considerato. In questo modo 
orizzonti e superfici aventi caratteristiche diverse possono non solo venir identificati in 
maniera oggettiva ed univoca, ma anche essere caratterizzati quantitativamente e rapportati tra 
loro. Un esempio riferito al Sito Test-l, in cui la densità dei punti blu è proporzionale al 
valore di Energia, mentre quella dei punti verdi, al massimo dell'ampiezza istantanea è 
riportato in Figura-63. I valori massimi sono individuati all'interno di fmestre temporali di 
l Ons. Ai risultati è stata applicata una soglia automatica, diversa nei due casi, al di sotto della 
quale non viene mappato nulla. Si noti come, in maniera automatica e del tutto non soggettiva 
si riescono ad evidenziare in maniera congruente gli orizzonti principali. TI limite della 
procedura è legato a dati "rumorosi" in cui i valori della variabile considerata siano dispersi e 
non caratterizzanti in maniera chiara gli eventi di interesse. Nei casi più semplici è sufficiente 
stabilire valori di soglia per la mappatura dell'attributo, ma in talune situazioni non è possibile 
ottenere un picking automatico significativo ed è necessaria la valutazione soggettiva 
d eli' operatore. 
Figura-63 Picking automatico dei valori massimi dell'Energia (A) e dell 'ampiezza istantanea 
(B), calcolati su finestre temporali mobili di JOns su dati relativi al Sito Test-l . 
Nei due casi sono stati fissati due livelli di soglia al di sotto dei quali non 
effettuare alcun picking. 
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4.5 CONCLUSIONI 
Dalle ricerche condotte calcolando attributi su volumi di dati GPR si possono trarre 
alcune conclusioni di validità generale. 
Non è possibile scegliere un unico attributo come "ottimale" ed "esaustivo", per estrarre 
tutte le informazioni dal dato, ma è necessario normalmente analizzare secondo piani diversi e 
con più attributi l'intero volume a disposizione. 
L'uso dell'"energia" al posto dell'ampiezza sulle timeslice risulta utile in quanto l'energia 
assume solo valori positivi ed in ambienti rumorosi fornisce maggiore continuità laterale alle 
strutture. E' evidente che questo tipo di analisi ha senso solamente se viene effettuata su 
volumi di dati elaborati in true amplitude, senza cioè introdurre variazioni di ampiezza 
artificiose non legate alla serie dei coefficienti di riflessione del sottosuolo. 
Misure di coerenza, ed in particolare l'attributo della Similarity, forniscono ottime indicazioni 
nell'evidenziare la continuità laterale di orizzonti che hanno ampiezza variabile spesso legata 
a eterogeneità nei materiali più superficiali. Questa situazione è molto comune quando si 
analizzano acquiferi la cui sommità è posta a profondità relativamente bassa, in quanto i 
terreni superficiali sono spesso rimaneggiati, presentano alterazioni differenziali, o includono 
materiali di riporto. Questa categoria di attributi permette quindi di riconoscere come 
identiche strutture che appaiono erroneamente differenti se definite solo sulla base 
dell'ampiezza di riflessione. 
Algoritmi di edge detection risultano utili per identificare manufatti che costituiscono barriere 
idrauliche all'interno della falda acquifera e per evidenziare una netta variazione laterale, 
come ad esempio limiti di paleo aste drenanti. 
La Frequency Slope Fa/l appare piuttosto ben correlata con il contenuto in fluidi e/o con 
variazioni di porosità in sedimenti non consolidati. Questo comportamento è probabilmente 
legato all'attenuazione selettiva delle frequenze più elevate da parte di materiali saturi, che 
presentano elevata conduttività e quindi distorsione dell'ondina e delle sue caratteristiche 
spettrali. 
L'analisi integrata di più attributi di volume permette un utilizzo ottimizzato di algoritmi 
di interpretazione "supervised'' e "unsupervised" grazie ai quali è possibile in maniera rapida 
e assolutamente oggettiva interpretare non solo in maniera qualitativa, ma anche quantitativa 
il dato in esame. 
Ulteriori ricerche potranno essere condotte con l'obiettivo di trovare una corrispondenza 
sempre più stretta e chiara tra singolo attributo e parametro fisico di interesse. 
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Inoltre, la definizione, implementazione e calcolo di attributi derivati a cascata da altri 
attributi potrebbe migliorare ancor più l'estrazione di informazione dal dato. In quest'ottica 
anche i "Meta-Attributi'', possono assumere un ruolo importante per i dati GPR, condensando 
per mezzo di reti neurali o altri procedimenti logici, caratteristiche proprie di attributi diversi 
in un unico parametro informativo (de Rooij e Tingdahl, 2002). 
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CAPITOL0-5 
INVERSIONE DI DATI DI RESISTIVITA' ELETTRICA 
PER LA STIMA DI PARAMETRI IDROGEOLOGICI 
DELSOTTOSUOLO 
5.1 INTRODUZIONE 
I metodi geofisici che utilizzano proprietà elettriche per ricavare informazioni sul 
sottosuolo sono molteplici e basati su principi fisici differenti. Numerose sono le possibili 
classificazioni che distinguono tra metodi che prevedono, o meno, l'immissione di correnti 
elettriche nel terreno, tra proprietà fisiche indagate, frequenze e dispositivi strumentali 
utilizzati. Ali' interno di questo lavoro di ricerca si sono utilizzate tecniche attive, ovvero 
basate sull'immissione di correnti elettriche nel terreno, ed in particolare metodi tomografici 
di resistività (o, con denominazione anglosassone, Electrical Resistivity Tomography- ERT). 
Le prime applicazioni di metodi basati su misure di resistività risalgono ai primi anni del 
secolo scorso, ma i recenti sviluppi tecnologici hanno consentito con l 'uso di cavi 
multielettrodo e strumentazione digitale di acquisire notevoli quantità di dati in tempi 
decisamente contenuti. Inoltre, le capacità dei moderni calcolatori permettono di ricavare 
tramite inversione del dato non solo modelli bidimensionali del sottosuolo (sezioni), ma anche 
tridimensionali (volumi). 
La scelta di utilizzare questa metodologia rispetto ad altre, pure valide, possibili 
(Potenziali Spontanei, Polarizzazione Indotta, Time Domain Rejlectometry, Frequency 
Domain Rejlectometry, analisi delle correnti magnetotelluriche, ed altre ancora) deriva da una 
serie di considerazioni di diversa natura. Prima di tutto quelli utilizzati nella presente Tesi 
sono metodi che utilizzano strumentazioni tecnologicamente mature e ben collaudate, oltre 
che di ampia diffusione e di relativo basso costo. Inoltre, molti studi hanno dimostrato 
(soprattutto con applicazioni bidimensionali) la possibilità di utilizzare la tomografia elettrica 
per analizzare e monitorare processi legati ali' idrologia del sottosuolo come il contenuto in 
acqua nei sedimenti o le concentrazioni delle soluzioni in essi presenti (tra gli altri Slater et 
al., 1997; Park, 1998; Zhou et al., 200 l; Binley et al., 2002; Yeh et al., 2002; Singha e 
Gorelick, 2006). La Tomografia Elettrica, almeno in linea teorica, può quindi essere utilizzata 
per descrivere e caratterizzare il sottosuolo dal punto di vista idro-geologico, per quanto 
riguarda sia gli aspetti statici sia quelli dinamici del problema. Tra i fattori che non cambiano 
nel tempo (fattori stati ci) abbiamo diversi parametri legati alle proprietà fisico-chimiche della 
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matrice solida, mentre le variabili dinamiche sono legate a variazioni in quantità e 
composizione di fasi fluide. Come vedremo, in ogni caso, l'estrazione di informazioni 
quantitative da dati ERT, specie in 3D rimane a tutt'oggi un campo aperto di ricerca. Le 
problematiche da risolvere per poter raggiungere risultati affidabili e dettagliati sono, infatti, 
ancora numerose e dipendono da vari fattori tra i quali si sottolineano i seguenti: 
• La variabilità spaziale delle condizioni del complesso sedimento-fluidi 
• La differenza di scala tra misure di laboratorio e leggi empiriche da esse ricavate 
e le misure sul campo alle quali tali leggi vengono spesso applicate 
• La scarsa possibilità di tarare fenomeni e parametri fortemente variabili nel 
tempo 
• La risoluzione del metodo ERT che, inevitabilmente, decresce con la profondità 
o, meglio, con la distanza dagli elettrodi. 
• I limiti degli algoritmi utilizzati per l'inversione del dato originario. Per poter 
valutare correttamente di dati acquisiti è, infatti, indispensabile procedere 
ali' inversione dei valori registrati di resistività apparente per determinare il 
modello di resistività reale del sottosuolo. 
Tutti questi problemi rivestono una certa importanza sia teorica sia applicativa, tuttavia 
l'ultimo punto citato è quello forse maggiormente determinante ai fini di un corretto risultato. 
Come molti problemi di inversione di dati geofisici, anche in questo caso abbiamo una 
tipica situazione in cui i dati acquisiti, per quanto numerosi, non sono sufficienti a 
parametrizzare in maniera univoca il modello. In altri termini la procedura è "undetermined'', 
ovvero non sufficientemente vincolata. Per ovviare a ciò sono state proposte numerose forme 
di regolarizzazione del modello e vari algoritmi di inversione finalizzati ad ottenere una 
soluzione geologicamente plausibile ed univoca. 
Dopo una breve sintesi delle proprietà elettriche di rocce e sedimenti sottolineando la 
marcata dipendenza dai fluidi presenti, passeremo ad analizzare le metodologie di inversione 
dal punto di vista teorico ed applicativo. I risultati ottenuti sui dati acquisiti nel Sito Test-l, 2 
e 3 verranno valutati criticamente con lo scopo di ricavare informazioni il più possibile valide 
in generale, per casi 2D e 3D. 
5.2 CARATTERISTICHE ELETTRICHE DEI MATERIALI GEOLOGICI 
I comuni materiali geologici hanno caratteristiche molto varie dal punto di vista elettrico 
in quanto composti da minerali di diversa natura, ma anche da fasi fluide. All'interno di una 
massa rocciosa si instaurano naturalmente differenze di potenziale elettrico e quindi correnti 
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elettriche legate a diversi meccanismi piuttosto complessi ed i cui effetti non sono separabili 
né del tutto compresi. In prima approssimazione la matrice solida di rocce e sedimenti può 
considerarsi un dielettrico. Questo è vero nella stragrande maggioranza dei casi, a parte per gli 
elementi nativi, o se sono presenti minerali contenenti elementi metallici all'interno del 
reticolo cristallino. Nelle reali condizioni naturali le masse rocciose, intese come: Roccia (o 
sedimento) + Discontinuità + Fluidi presenti + Alterazioni, hanno caratteristiche globali 
diverse da quelle della sola matrice solida non alterata ed in particolare dipendono 
grandemente dai fluidi presenti e dal loro contenuto in ioni. Esistono numerose relazioni 
empiriche che legano le caratteristiche elettriche di una roccia ai fluidi in essa contenuti. Tra 
le più note vi è, ad esempio, la cosiddetta legge di Archie (Archie, 1942) che permette di 
stimare la resistività globale di una roccia porosa (pe) sulla base della resistività dell'acqua 
(/Jw), della porosità della roccia ( 1/J), del grado di saturazione (S) e di alcuni parametri 
dipendenti dalla roccia stessa (a, m, n): 
- a<t>-m s-n Pe- Pw (5.2.1) 
Il parametro a varia tra 0.5 e 2.5, m, chiamato fattore di cementazione, esprime quanto il 
materiale è sciolto o cementato e varia tra 1.3 e 2.5, n-::::;2. L'espressione fornisce risultati 
soddisfacenti per sedimenti di tipo limoso o con contenuto in sabbia <25%. La formula 5 .2.1 è 
un caso particolare che definisce il dettaglio della relazione tra Pe e Pw· Una formulazione 
alternativa dovuta sempre ad Archie utilizza il fattore di formazione F definito come 
F=po/fJw (5.2.2) 
In cui po rappresenta la resistività della matrice secca. Per materiali granulari la 
relazione empirica seguente, detta di Humble dà buoni risultati: 
F=0.62ftll·15 (5.2.3) 
Per rocce carbonatiche, che si possano considerare prive di porosità secondaria, si può 
utilizzare la relazione di Shell: 
F=1/f[/1.87-HJ.OJ9/f/J) (5.2.4) 
La resistività oltre che dal contenuto in acqua dipende dalla quantità di ioni in essa 
disciolti e, in subordine, dalla loro tipologia, tendendo a calare mano a mano che il residuo 
fisso cresce. L'effetto della composizione chimica degli ioni è, di solito, trascurabile in quanto 
dal punto di vista elettrico la mobilità degli ioni comunemente presenti nelle acque naturali è 
pressoché costante. Si può quindi trascurare il tipo di sale considerandone solamente la 
quantità. Alcuni Autori sostengono sulla base di misure di laboratorio che esiste una 
dipendenza a seconda del tipo di sali presenti, specie in sedimenti non saturi (Doolittle e 
Collins, 1995). In Figura-64 viene riportata una tabella in cui sono mostrati i valori di 
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resistività per diverse soluzioni acquose con NaCl disciolto a diversa concentrazione. Si 
osservi come la resistività vari di più ordini di grandezza anche per piccole differenze di 
concentrazione. Questo comportamento è importante per prospezioni in acquiferi con 
ingressioni marine e con un certo gradiente alino. In ogni caso questi dati si riferiscono a 
misure di laboratorio considerando materiali omogenei o, comunque, miscele di materiali 
omogenei. In natura avremo, invece, ad ogni scala, discontinuità dei parametri fisici e della 
composizione stessa dei materiali geologici. 
CONCENTRAZIONE RESISTIVITA' Q*cm 
NaCl [g!l] 
0.005 1.5 10) 
0.05 1.1 10
4 
0.5 1.2 l 0,; 
l. O 5.8 102 
10.0 65 
50.0 12 
Figura-64 Valori di resistività per una soluzione di NaC/ (da Parkhomenko, 1967, 
modificata). 
La diminuzione della resistività con l'aumentare de11a temperatura per lo studio dei 
normali fenomeni geologici, escludendo aree vulcaniche o con gradienti termici anomali, può 
essere trascurata. 
Per quanto riguarda i potenziali che spontaneamente si originano in natura i più comuni 
sono i seguenti: 
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• Potenziale Elettrocinetico. Si origina quando una soluzione con resistività p e 
viscosità 77 si muove entro un capillare di un mezzo poroso. La differenza di 
potenziale tra gli estremi del capillare è data dal1'espressione: 
(Mép E -k -
4m] 
(5.2.5) 
In cui (è il potenziale di adsorbimento, L1P è la differenza di pressione ed é 
è la costante dielettrica della soluzione. 
• Potenziale di Diffusione (Liquid-Junction) E' dovuto alla differenza di mobilità 
di vari ioni in soluzioni a differente concentrazione. Il suo valore può essere 
calcolato dall' espressione: 
(5.2.6) 
In cui R è la costante dei gas, F la costante di Faraday, T la temperatura 
assoluta, n il numero di valenza, la e le la mobilità di anioni e cationi, 
rispettivamente, e C1, C2 le concentrazioni della soluzione. 
• Potenziale di Nemst (o shale potential). Si ha quando la concentrazione di una 
stessa soluzione varia tra due posizioni. Il potenziale risultante è pari a : 
E = - RT ln(_s_. J 
s Fn C
2 
(5.2. 7) 
• Potenziale di Mineralizzazione. Si ongtna quando due elettrodi metallici 
differenti sono immersi in una soluzione omogenea. In pratica è presente in zone 
mineralizzate a solfuri, grafite o alcuni ossidi e assume valori superiori al Volt, 
si pensa anche, almeno in parte, per movimento di elettroni delocalizzati in 
analogia con quanto avviene nei metalli. 
Le rocce, quindi, si possono considerare degli elettroliti solidi in cui la conduzione 
elettrica avviene per movimento di ioni essenzialmente contenuti nei fluidi presenti. Questo 
fenomeno rappresenta a differenza della conduzione elettronica, propria dei metalli, un vero e 
proprio trasporto di materiale con conseguenti trasformazioni chimiche. La resistività dipende 
dunque prima di tutto dalla quantità di ioni presenti, ovvero dalla loro concentrazione, e in 
subordine dalla mobilità e dal grado di dissociazione di anioni e cationi. 
5.3 ALGORITMI PER L'ANALISI E L'INVERSIONE DI DATI DI RESISTIVITA' 
Le prospezioni ERT si basano su misure ottenute mediante elettrodi che immettono 
corrente nel sottosuolo ed elettrodi che misurano le differenze di potenziale derivanti che sono 
funzione della geometria utilizzata e della resistività del sito. Sono state sviluppate varie 
tecniche di misura, ciascuna con propri vantaggi dal punto di vista operativo e logistico o in 
termini di precisione e affidabilità del risultato. I dispositivi elettrodici più comuni, in 2 
dimensioni, sono quelli tipo Wenner, Schlumberger, Polo-Dipolo, Dipolo-Dipolo, Mise a la 
masse ed altre combinazioni dei precedenti. 
I risultati ottenuti con qualsiasi delle disposizioni sopra elencate, sono misure di "valori 
di resistività apparente" per ogni posizione di elettrodi considerata. I moderni strumenti di 
misura in realtà prevedono di conficcare nel terreno varie decine di elettrodi i quali sono 
collegati tramite un cavo multielettrodo. Per mezzo di un algoritmo idoneo gli elettrodi 
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verranno attivati in maniera selettiva in modo da poter realizzare molte diverse combinazioni 
di misura in tempi decisamente brevi. Non ci soffermeremo ulteriormente su questi aspetti, 
così come su quelli relativi alla progettazione del rilievo e alla scelta dei parametri (Intensità 
di corrente, ripetizione di misure, inversione di polarità, forma d'onda della corrente elettrica, 
tempo di misura, soppressione dei potenziali spontanei, ... ). Analizzeremo con maggiore 
dettaglio gli algoritmi per l'inversione del dato che costituiscono il passaggio chiave per poter 
ricavare, a partire da dati correttamente acquisiti, la distribuzione reale della resistività nel 
sottosuolo. 
Il processo di inversione di un dato permette di stimare da una serie di valori misurati di 
una certa grandezza, un'altra grandezza che fornisce informazioni sul sottosuolo ed è 
collegata con la prima. N el caso elettrico la quantità misurata è la "resistività apparente", che, 
una volta invertita, fornisce un modello della distribuzione dei valori di resistività reale. 
Simulando un'acquisizione elettrica sulla base di questo modello si dovrebbero ottenere valori 
di resistività apparente "simili" a quelli effettivamente misurati. Quanto più i valori calcolati 
saranno "simili" a quelli misurati, tanto più il modello di resistività reale ottenuto potrà essere 
considerato corretto. 
L'inversione di dati di resistività è condizionata dalla sensitività del metodo, ovvero dal 
suo risultato che è funzione della distanza dagli elettrodi e dagli effetti della regolarizzazione, 
che viene utilizzata per stabilizzare gli algoritmi di inversione e vincolare sulla base del dato 
di partenza alcune caratteristiche del modello finale, come ad esempio la sua estensione in 
profondità. Le tomografie elettriche dipendono in primo luogo dalla distribuzione della 
resistività reale nel sottosuolo, che costituisce il parametro di interesse dell'intera prospezione 
ed è la base dell'inversione, ma anche da come i dati vengono acquisiti, dal tipo e dalla 
disposizione geometrica degli elettrodi, dalla parametrizzazione del modello, dai criteri 
utilizzati per l'inversione. Pertanto esistono molte soluzioni al problema inverso, ovvero più 
modelli (in linea teorica, infiniti) possono originare uno stessa serie di misure di resistività 
apparente. E' questo il vero limite intrinseco del metodo, che è proprio di tutte quelle 
prospezioni che utilizzano campi di potenziale (gravimetria, magnetometria). Il risultato dovrà 
quindi necessariamente essere valutato anche in base ad altre informazioni, che serviranno a 
vincolare il modello, e sulla base della verosimiglianza geologica. 
Sono stati implementati numerosi algoritmi per l'inversione di dati di diversa natura, tra 
cui, i più diffusi sono quelli basati sul calcolo di differenze finite. L'algoritmo si basa su 
differenze finite ed elementi finiti per calcolare i valori della resistività apparente, mentre per 
132 
l' ottimizzazione della routine di inversione è stata usata una funzione non lineare dei minimi 
quadrati (Loke e Barker, 1996). 
In particolare, sono stati testati minimi quadrati con smussamento vincolato (de Groot-
Hedlin e Constable 1990; Sasaki, 1992) o, in alternativa, una nuova implementazione del 
metodo dei minimi quadrati basata su una tecnica di ottimizzazione quasi-Newtoniana (Loke 
e Barker, 1996). Quest'ultima è decisamente più veloce in termini di tempi-macchina del 
tradizionale metodo dei minimi quadrati. Il metodo dei minimi quadrati con smussamento 
(smooting) vincolato si basa sulla seguente equazione: 
(Jr Ji + ÀiCrC)pi = Jr gi (5.3.1) 
In cui i rappresenta il numero di iterazione, Jt è la matrice Jacobiana delle derivate 
parziali, gi è il vettore di discrepanza che contiene le differenze tra i logaritmi della resistività 
apparente misurata e calcolata, Àt è il fattore di smorzamento, Pt è il vettore di perturbazione 
dei parametri del modello alla i-esima iterazione, C è il filtro utilizzato per lo smussamento 
vincolato (Sasaki, 1992). 
La matrice del filtro C risulta composta da un filtro orizzontale e uno verticale abbinati, 
utilizzando questo metodo quasi-Netwtoniano, sia il fattore di smorzamento che i filtri, 
orizzontale e verticale, possono essere definiti e variati a seconda del dato di partenza (Gorge 
e Liu, 1981). 
L'algoritmo di inversione non è vincolante rispetto alla disposizione elettrodi ca e può 
quindi essere impiegato per disposizioni Wenner, Schlumberger, Polo-Polo, Polo-Dipolo e 
Dipolo-Dipolo, con qualsiasi angolazione e spaziatura. 
Poiché la risoluzione dei metodi di resistività decresce esponenzialmente con la 
profondità, il fattore di smorzamento utilizzato dal metodo di inversione ai minimi quadrati 
viene normalmente incrementato anch'esso per ogni strato in profondità. Sulla base di dati 
sperimentali si è visto che il valore ottimale per tale fattore risulta compreso tra 0.20 e 0.04. 
La scelta soggettiva di come regolarizzare i dati in realtà condiziona il risultato, in particolare 
per quanto riguarda la stima delle proprietà idrogeologiche sulla base delle relazioni che 
legano la resistività al contenuto in acqua e alla concentrazione dei soluti. In particolare, se 
non si tiene adeguatamente in considerazione il calo di risoluzione con la profondità, i risultati 
dell'inversione saranno inevitabilmente di scarsa utilità (Singha e Gorelick, 2006). 
Il modello 2-D viene definito entro un certo numero di celle a forma quadrata o 
rettangolare stabilite sulla base del dato originario, della disposizione elettrodica utilizzata e di 
eventuali vincoli posti dall'operatore. L'obiettivo dell'inversione è quello di determinare la 
resistività di ciascuna cella, minimizzando la differenza tra i valori di resistività apparente 
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calcolata sulla base del modello, e i valori di resistività apparente misurata (Lines e Treitel, 
1984). 
Per le disposizioni di Wenner e Scblumberger, lo spessore del primo livello di celle 
viene solitamente calcolato come la metà della distanza tra gli elettrodi. Nel caso delle 
configurazioni polo-polo, dipolo-dipolo e polo-dipolo è invece fissato rispettivamente come 
0.9, 0.3 e 0.6 volte la distanza interelettrodiche. Lo spessore degli strati successivi viene 
normalmente aumentato di una percentuale compresa tra il l 0%-30%. La profondità e lo 
spessore dei livelli di celle può comunque essere variata manualmente dall'operatore, sulla 
base di informazioni pregresse sull'area in esame. 
Una misura quantitativa della validità del risultato dell' inversione è data dallo scarto 
quadratico medio (RMS), calcolato per tutte le celle, tra i valori di resistività apparente 
ca1colati sulla base del modello di resistività reali assunto e quelli misurati. L'errore RMS è 
dato da: e i = (ci - Ei+J) k in cui e; ed Ei+J rappresentano gli errori RMS per alla iterazione i ed 
i+ l . Di norma il processo di inversione viene interrotto ed il risultato può essere considerato 
accettabile, quando e; risulta minore del 5%. Peraltro, aumentando il numero di iterazioni del 
processo e forzando il modello di resistività fino a raggiungere valori di errore RMS prossimi 
allo zero, può portare a grandi ed irrealistiche variazioni nel modello di resistività del 
sottosuolo e quindi non sempre è il miglior modello in prospettiva geologica (Figura-65). In 
generale, l' approccio più prudente è di scegliere un modello ad un' iterazione i-esima, dopo la 
quale l' errore RMS non cambia più significativamente. Questo, di solito, succede già tra la 
terza e la quinta iterazione. 
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Figura-65 Esempio di forzatura del modello p er numero di iterazioni eccessivo. Anche se il 
valore medio dell'errore RMS decresce tra l 'iterazione n.5 (A) e quella numero 
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(6), il modello in (A) appare geologicamente più realistico. Si notino, a tal 
proposito, le due diverse scale di resistività che nel caso (B) presentano valori 
eccessivamente bassi (<25 Ohm*m) da un lato ed eccessivamente alti (> 4500 
Ohm*m) dall'altro per essere compatibili con la situazione geologica del Sito 
considerato. Inoltre il modello (B) contiene artefatti e distorsioni irrealistiche, 
segnalate dalle frecce in giallo. 
In Figura-66 viene riportato il valore RMS medio calcolato su un profilo relativo al 
Sito-Test-2 per le diverse iterazioni. Si osserva che già alla terza iterazione la RMS assume un 
valore sufficientemente basso che non varia in maniera significativa nelle iterazioni 
successive. Questo comportamento, di solito, testimonia la stabilità del modello ottenuto. 
The IIIOdel has 8 la9ers and 74 blocks . 
Iteration 1 : RMS error 37.18. 
Iteration 2 : RMS error 12.92. 
Iteration 3 : RMS error 4.59. 
Iteration 4 : RMS error 3 .41. 
Iteration 5 : RMS error 2.85. 
Iteration 6 : RMS error 2.65. 
Iteration 7 : RMS error 2.5 o. 
Iteration 8 : RMS error 2.39. 
Iteration 9 : RMS error 2.29. 
Iteration 10 : RMS error 2.20. 
Iteration 11 . RMS error 2.13. . 
Iteration 12 : RMS error 2. 06. 
Iteration 13 : RMS error 2.00. 
Iteration 14 . RMS error 1.94. . 
Figura-66 Variazioni del valore dell'errore quadratico medio (RMS) per iterazioni 
successive dell'inversione di un profilo bidimensionale relativo al Sito Test-2. Già 
dopo le prime 3 iterazioni il valore raggiunto è sufficientemente basso e non muta 
significativamente con le iterazioni successive. 
Un ulteriore controllo che risulta molto utile è la valutazione, oltre che dell'errore 
quadrato medio calcolato sull'intero modello, l'errore RMS per ogni punto. In questo modo è 
possibile valutare se ci sono singoli valori del modello calcolato che si discostano in maniera 
significativa dai dati misurati. Se tali discrepanze permangono anche dopo le prime iterazioni, 
sarà opportuno eliminare questi dati, introducendo un valore di soglia massimo di RMS. La 
Figura-67 mostra un esempio di un istogramma che rappresenta il numero di punti per le varie 
classi di errori RMS alla prima (A) e alla quinta iterazione (B) su un dataset del Sito Test-2. Il 
risultato ottenuto è soddisfacente in quanto, alla quinta iterazione, c'è un unico punto con 
errore RMS>5%. 
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Figura-67 lstogrammi esemplificativi che descrivono la distribuzione degli errori RMS alla 
prima (A) e alla quinta iterazione (B), Sito Test-2. 
Il logaritmo della resistività r0 del modello ideale di partenza su cui si basano le 
iterazioni successive è calcolato sulla media dei logaritmi della resistività apparente misurata 
Ji secondo l'equazione: 
l " 
logp0 =-'LJ; 
n i=l 
(5.3.2) 
Un esempio di discretizzazione del modello ottenuto per un profilo Dipolo-Dipolo 
acquisito nel Sito Test-2 è riportato in Figura-68. La dimensione delle celle incrementa con la 
profondità per tener conto del calo di risoluzione. Inoltre, sono presenti ai bordi del modello 
celle prive di valori misurati di resistività utili per stabilizzare il risultato ed evitare distorsioni 
ai bordi (side effects). In particolare vengono solitamente aggiunte celle molto grandi nella 
parte più profonda della sezione dove il numero di dati è molto basso. Infatti, con cavi 
multielettrodo e procedure automatizzate o semi-automatizzate di acquisizione, si registra 
so1itamente un unico valore per il livello più profondo connesso con l'attivazione dei primi e 
degli ultimi due elettrodi. 
Oltre alla dimensione delle celle viene utilizzato un parametro detto "Sensibilità" (o 
Sensitività) . TI valore della sensibilità di una cella è una misura della quantità di informazioni 
contenuta nella cella. Più alto è tale valore, maggiore sarà il peso della cella nel processo di 
inversione. In genere i blocchi più superficiali sono quelli con i valori più alti, in quanto la 
funzione sensibilità ha dei valori molto alti in prossimità degli elettrodi, mentre diminuisce 
con la profondità ed agli estremi dello stendimento. 
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Figura-68 Esempio di suddivisione in celle del modello p er l'inversione, ottenuto per un 
profilo di resistività nel Sito Test-2. 
In Figura-69 v1ene riportato un esempio di sensibilità relativo ad un profilo del Sito 
Test-2. Si noti come i valori del livello di celle più superficiali siano l O volte maggiori 
rispetto a quelli più profondi. 
O HOdfl bl ott 
x Oat:IJA point 
!boiler of ""del blocks 1-
~llber of datuo points 91 
~ober of 110del liljl•rs is 8 Unit tltctrode spacing is 1.1 
••••• • ••• • o•m••• • 
1.21 1.28 0.39 1.53 0.7- 1. 0 1.- 1.9 
Rotati~• sensit ioit9 •alues 
R~er~ge sensitbitg uolue is 3.65 
Hlnbiuo pseudodeptb l s D.'o2. ll.lxilllt pseuoooepth 1s a.a. 
Hùllber of tlfctradps is 16 . 
Figura-69 Esempio dei valori di sensibilità delle celle del modello per l 'inversione di un 
profilo di resistività nel Sito Test-2. 
Molto importante per un buon risultato finale di inversione è l'eliminazione di dati 
erronei o deteriorati a causa di correnti spurie presenti nel sottosuolo. Cause di errore 
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abbastanza comuni dipendono da errori di collegamento degli elettrodi o loro insufficiente 
infissione nel terreno o fenomeni di dispersione di correnti nel terreno. Quest'ultimo 
fenomeno è frequente soprattutto quando si opera in aree urbane o in siti industriali. Un 
sistema semplice ed immediato per evidenziare misure errate è quello di visualizzare i dati su 
serie di grafici sovrapposti, ognuno dei quali si riferisce ad una certa distanza elettrodica 
costante. In questo modo si evidenziano variazioni "anomale" sia in senso verticale che 
orizzontale (Figura-70). 
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Figura-70 Esempio di visualizzazione dei dati misurati p er evidenziare eventuali misure 
erronee riferito al Sito Test-2. In questo caso le variazioni verticali e orizzontali 
sono graduali e ben correlate e si possono quindi considerare solamente funzione 
delle caratteristiche del sottosuolo. 
L'espressione (5.3.3), utilizzata per il calcolo dei minimi quadrati, applica uno 
smussamento vincolato soltanto al vettore di perturbazione del modello d, e non direttamente 
ai valori del modello di resistività. Nella maggior parte dei casi questo produce un modello 
con delle variazioni dei valori di resistività ragionevolmente smussate e realistiche, in alcuni 
casi però, soprattutto con dati variabili nello spazio o molto rumorosi, un risultato migliore 
può essere ottenuto applicando uno smussamento vincolato anche direttamente ai valori 
originari del modello. In questo caso l'equazione dei minimi quadrati assumerà la forma: 
(5.3.3) 
dove r è un vettore contenente il logaritmo dei valori del modello. Modificando il 
fattore di smorzamento si può produrre un aumento dello scarto quadratico medio della 
resistività apparente, mentre il termine qui introdotto provoca soltanto una variazione più 
blanda dei valori di resistività del modello risultante. 
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La matrice Jacobiana J può essere calcolata con diversi metodi. L'algoritmo più veloce 
è quello basato su una soluzione approssimata di tipo quasi-Newtoniano, mentre un metodo 
più preciso, ma lento, consiste nel ricalcolare la matrice Jacobiana per ogni iterazione. Visto 
che i maggiori cambiamenti della matrice J avvengono solitamente per le prime iterazioni, è 
possibile ricalcolare la matrice soltanto per le prime iterazioni ed utilizzare per 
l'aggiornamento nelle iterazioni successive il metodo quasi-Newtoniano. Con le attuali 
possibilità di calcolo e le quantità di dati normalmente a disposizione, che sono relativamente 
piccole, i tempi macchina richiesti per l'inversione su un normale personal computer sono di 
qualche secondo. 
E' possibile ottimizzare il fattore di smorzamento (u) scegliendo per ogni iterazione 
quello che produce il valore minore di RMS. In questo modo il numero di iterazioni 
necessarie per convergere verso un valore RMS accettabile, diminuisce notevolmente. 
Comunque, l'utilizzo di tale opzione deve essere valutata bene, perché come detto 
precedentemente, non sempre il modello con il minor valore RMS è anche il modello più 
realistico, soprattutto per set di dati molto rumorosi. E' possibile anche calcolare il miglior 
valore di u rispetto alle diverse profondità. Il fattore di smorzamento, infatti, tende ad 
aumentare con la profondità per compensare alla perdita di risoluzione che decresce 
esponenzialmente con la profondità; in generale se il dataset risulta "rumoroso" si utilizzano 
valori del fattore di smorzamento pari a 0.3-0.5, mentre nel caso di dati omogenei, questo 
valore può essere pari a circa O .1-0.15. 
Risultati di inversione più controllati e di conseguenza affidabili, si possono ottenere 
utilizzando in maniera combinata algoritmi di inversione diversi (Loke e Barker, 1996). Tale 
metodologia è particolarmente utile in situazioni nelle quali la sensibilità delle celle del 
modello è notevolmente distorta da grandi variazioni dei valori di resistività. Questo può 
succedere, ad esempio, in prospezioni sopra ad un corpo a bassissima resistività, dove le linee 
di corrente vengono distorte notevolmente e gli strati sottostanti tale mezzo non vengono 
mappati correttamente. Combinando ad esempio i metodi di inversione di Marquardt 
(chiamato anche di ridge regression) e di Occam (a smussamento vincolato), si può ridurre, 
tale distorsione. Infatti, specie se i dati sono molto variabili lateralmente, l 'utilizzo del solo 
algoritmo di Marquardt porta a risultati instabili e non convergenti. 
Il metodo utilizzato, normalmente tende a minimizzare il quadrato della differenza tra la 
resistività apparente misurata e quella calcolata. Solitamente tale metodo dà risultati 
ragionevoli per dati con rumori casuali o con distribuzione di tipo gaussiano. Tuttavia, se il 
dataset considerato contiene dei rumori non casuali, come possono essere errori 
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dell'operatore o problemi della strumentazione di acquisizione, i risultati sono meno 
soddisfacenti. I dati erronei possono avere una grande influenza sul modello risultante. Per 
ridurre l'effetto di tali rumori, si può utilizzare un metodo di inversione che minimizza il 
valore assoluto delle differenze tra valori misurati e calcolati di resistività apparente. Questa 
opzione utilizza un fattore che regola il vincolo restrittivo, controllabile dall'operatore; se si 
utilizza, ad esempio, il valore pari al l 0%, l'effetto di tutti i valori, la cui differenza tra 
resistività apparente misurata e calcolata risulta maggiore del l 0%, verrà drasticamente 
ridotto. 
Il metodo convenzionale dei minimi quadrati mtntmtzza anche il quadrato delle 
differenze dei valori di resistività del modello. Questo produrrà un modello con una 
variazione attenuata dei valori di resistività. Tuttavia, se nel sottosuolo sono presenti corpi con 
limiti netti, tale metodo tenderà a smussar li e a produrre sezioni non corrispondenti al reale. 
Se si hanno a disposizione informazioni pregresse sulla distribuzione nel sottosuolo dei 
materiali e sui loro valori di resistività, è possibile vincolare il modello. Si possono introdurre 
vincoli di forma, definire la posizione di superfici di discontinuità che devono essere 
mantenute fisse oppure stabilire valori di resistività o, più spesso, intervalli massimi entro cui 
la resistività può variare. Introducendo questi vincoli è possibile definire molto bene i limiti di 
un corpo, ma spesso si introducono artefatti nel modello. Il processo di inversione cioè, 
tenendo conto del limite imposto, è forzato a convergere verso una soluzione, introducendo, 
spesso, effetti irrealistici. Questo comportamento, esemplificato in Figura-71, è legato a limiti 
verticali od orizzontali vincolati in maniera molto netta sia come posizione, che come valori 
di resistività, senza considerare che le variazioni presenti in natura sono molte volte graduali. 
Pertanto, a meno di non essere a conoscenza della presenza di corpi con valori marcatamente 
"anomali" rispetto ai materiali circostanti (come un oggetto metallico che è caratterizzato da 
resistività in pratica nulla o, all'opposto un volume pieno d'aria la cui resistività tende 
all'infinito), non risulta conveniente vincolare in maniera restrittiva il modello. 
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Figura-711nversione non vincolata {A) e vincolata (B) su un profilo relativo al Sito Test-2. Il 
vincolo consiste in una superficie orizzontale posta a 0.8m di profondità, 
interrotta a 4m dal! 'inizio della sezione che rappresenta la posizione della 
superficie dell'acquifero al momento dell'acquisizione, ottenuta da misure dirette. 
Al), BI) Sezioni di resistività misurata; A2}, B2) Sezioni di resistività calcolate 
sulla base dei modelli A3} e B3), rispettivamente. Si noti come nel caso vincolato, 
anche se il valore medio di RMS è più basso si introducono, soprattutto all'inizio 
della sezione, artefatti irrealistici. 
5.4 RISULTATI SPERIMENTALI 
Le sperimentazioni condotte per l'inversione dei dati di tomografia elettrica acquisiti nei 
3 Siti Test, hanno mostrato risultati in gran parte simili, anche se sono presenti interessanti 
differenze legate ai diversi materiali presenti, al loro grado di saturazione, alla salinità delle 
acque e alla presenza o meno di una frangia capillare. Prenderemo ora in esame alcune sezioni 
tomografiche bidimensionali, paradigmatiche rispetto ai risultati ottenuti. 
Il Sito Test-l, costituito da una spiaggia attiva con sedimenti sabbiosi tendenzialmente 
ben classati, mostra valori di resistività nel sottosuolo molto simili tra sezioni diverse e valori 
di errore RMS molto bassi (Figura-72) . 
Dai dati riportati si osserva, come ci si attendeva, una diminuzione abbastanza graduale 
dei valori di resistività con la profondità. In superficie la resistività ha valori attorno a 300 
Ohm*m, mentre i valori minimi sono pari a circa 80 Ohm*m. Questo risultato è molto 
interessante perché dimostra che l'acquifero contenuto nei sedimenti sabbiosi è di acque dolci 
anche in prossimità della linea di riva; inoltre, non ci sono variazioni trasversali rispetto alla 
spiaggia né del tipo di sedimento né del grado di saturazione. Dal solo dato di resistività 
risulta in questo caso difficile stabilire la profondità della superficie freatica, in quanto non si 
osservano cambiamenti netti dal punto di vista geoelettrico. Questo comportamento potrebbe 
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essere legato ad una frangia capillare piuttosto estesa che collega la porzione satura a quella 
vadosa. 
Sezione 2 Sezione 15 
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Figura-72 Risultati dell 'inversione dei profili di resistività 2 e 15 relativi al Sito Test-l . I 
due profili sono paralleli e distanti 54 m uno dali 'altro. Il profilo 15 è parallelo 
alla linea di costa e distante 16m. 
Nel Sito Test-2 si osserva una situazione abbastanza simile al caso precedente dal punto 
di vista geoelettrico, anche se sono presenti alcune interessanti differenze. In Figura-73 viene 
riportato il risultato d eli' inversione ovvero il modello di resistività reale del sottosuolo 
relativo al profilo l O (A3) e le sezioni di resistività apparente misurata e calcolata 
(rispettivamente Al e A2). Anche in questo caso si osserva un'ottima corrispondenza dei dati 
calcolati rispetto a quelli misurati e valori di resistività che decrescono rapidamente con la 
profondità. Mentre in superficie vi sono resistività fino a 2000 Ohrn*m, già a l .5-2rn si 
osservano valori di circa 50 Obm*rn. Questi risultati possono essere interpretati come 
sedimenti di tipo sabbioso-ghiaioso asciutti in superficie e di sedimenti sabbiosi con 
granulometria forse inferiore, saturi in acqua in profondità. In questo caso è possibile 
identificare con una certa precisione il limite superiore dell ' acquifero, in quanto il gradiente di 
resistività è molto netto (segmento bianco a tratteggio in Figura-73C). Ciò è perfettamente 
compatibile con una frangia capillare praticamente inesistente entro sedimenti grossolani. Si 
osserva, inoltre una marcata variazione laterale dei valori di resistività tra i primi metri ed il 
resto della sezione. Ciò è, probabilmente, dovuto a variazioni granulometriche entro un paleo-
canale. Questa interpretazione è basata sul confronto dei vari profili di resistività acquisiti. 
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Figura-73 Risultati del/ 'inversione del profilo di resistività l O relativo al Sito Test-2. Al) 
resistività apparenti misurate; A2) resistività apparenti calcolate sul modello di 
resistività reali A3). Il segmento a tratteggio bianco si riferisce a/limite superiore 
dell'acquifero. In nero viene evidenziata una porzione di profilo con marcate 
variazioni laterali di resistività. 
In Figura-74 vengono riportati i modelli dei profili 2 e l O, distanti 16 metri, alla quinta 
iterazione. Si noti che i due profili evidenziano una situazione simile con una discontinuità 
laterale netta verso l'inizio dei profili stessi. Tale zona "anomala" a resistività molto elevata 
appare quindi ben correlata e continua. 
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Figura-74 Risultati dell 'inversione sui profili di resistività 2 e l O relativi al Sito Test-2. I due 
profili sono paralleli e distanti 16m uno dal! 'altro. 
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In Figura-75 sono riportati i risultati delle prospezioni geoelettricbe (A) e i profili GPR 
acquisiti nelle medesime posizioni, in condizioni di massimo (B) e minimo (C) 
impinguamento della falda. I dati di geoelettrica sono stati acquisiti contestualmente con 
quelli GPR in condizioni di massimo impinguamento e, infatti, la Figura-75A e B mostrano 
risultati congruenti: sul dato GPR è molto evidente, tra l' inizio del profilo e 15 metri circa, la 
superficie freatica, posta a circa 40ns. Verso l' estremo opposto della sezione questo livello 
non è più visibile i quanto sono presenti vari orizzonti inclinati ad andamento lentiforme 
sovrapposti. Più in profondità vi sono livelli stratigrafici sub-orizzontali. I bassi valori di 
resistività (e quindi forte conduttività), già a 1-1 .5 metri dalla superficie topografica, causano 
un'attenuazione elevata nel profilo GPR acquisito nelle medesime condizioni (B). Si noti, 
infatti come, soprattutto nella porzione iniziale della sezione, non sia quasi possibile 
distinguere alcun orizzonte al di sotto della superficie freatica. Nel caso di minimo (o, 
semplicemente, minor impinguamento), C), la penetrazione del segnale GPR è decisamente 
maggiore ed è possibile distinguere molto bene i diversi livelli stratigrafici. 
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Figura-75 Confronto tra un modello di resistività in condizioni di massimo impinguamento 
della falda(A), un profilo GPR acquisito lungo la stessa sezione nelle medesime 
condizioni, B) ed in condizioni di minore impinguamento, C). In B) la superficie 
dell 'acquifero è a circa 40ns, in C) a circa 90ns. 
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In questo caso la superficie della falda è stata correlata alla riflessione sub-orizzontale 
presente a circa 90ns. Tale correlazione è stata possibile anche sulla base delle analisi di 
velocità GPR (vedasi anche Capitolo-3). Nella prima parte della sezione, si evidenzia una 
zona con riflessioni molto inclinate e scarsa continuità di segnale correlabile con la zona ad 
alta resistività (paleo canale). 
Nel Sito Test-3, sono stati acquisiti due profili di resistività perpendicolarmente 
all'argine che delimita la spiaggia per evidenziare se vi fossero sostanziali differenze, o, 
all'opposto, una certa somiglianza tra i sedimenti della spiaggia attiva e quelli più interni. 
Sono state testate metodologie di acquisizione automatizzate di tomografie elettriche in 
modalità ibrida tra i classici sistemi Wenner (spaziatura costante tra gli elettrodi) e 
Schlumberger (distanza tra gli elettrodi di potenziale molto minore di quella tra gli elettrodi di 
corrente). Tali sistemi permettono di ottenere, a parità di numero totale di elettrodi a 
disposizione un maggior numero di misure su più livelli di profondità. Un esempio dei 
risultati è riportato in Figura-76. 
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Figura-76 Modello di resistività, ottenuto p er i dati acquisiti perpendicolarmente all'argine 
nel Sito Test-3. Si notino i valori di resistività estremamente bassi sia verso mare 
che all 'interno dell'argine a testimonianza della presenza di acqua salata. 
Si noti come i valori di resistività del corpo arginale abbiano valori maggiori di 25 
Ohm*m circa, mentre verso il mare, ma anche al di sotto dell'argine stesso e in terraferma i 
valori siano anche inferiori a l O hm *m, indicando, in modo inequivocabile, la presenza di 
acqua salata e fenomeni, seppur limitati, di ingressione marina. Nell'area di indagine la quota 
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topografica della terraferma è inferiore (di circa l metro) rispetto al livello medio marino, 
mentre l'argine di eleva rispetto a quest'ultimo di circa 2.5 metri. E' quindi presente una 
topografia piuttosto accidentata (variazioni di circa 4m su un profilo di 30m) di cui bisogna 
tenere conto nell'inversione del dato. Questo provoca, inevitabilmente, un margine maggiore 
di incertezza nel risultato legato alla deformazione delle linee di corrente per la topografia. 
L'errore RMS percentuale osservato è, infatti, elevato e pari a 12.6. 
I valori di resistività estremamente bassi misurati limitano notevolmente le possibilità di 
penetrazione dell'onda elettromagnetica nel sottosuolo a causa dell'elevata attenuazione che 
essa subisce. In questi casi il GPR non potrà essere utilizzato e la tomografia elettrica diventa 
la metodologia di elezione. 
Un procedimento alternativo di inversione del dato di resistività consiste nel 
raggruppare una serie di profili acquisiti parallelamente (ed eventualmente anche 
perpendicolarmente) gli uni rispetto agli altri, mantenendo ovviamente le corrette 
informazioni geometriche ed effettuare un'inversione tridimensionale, ovvero finalizzata ad 
ottenere un modello 3D. Questa procedura è un'approssimazione, in quanto per acquisire un 
vero dataset 3D sarebbe necessario disporre gli elettrodi ai vertici di un grigliato regolare ed 
acquisire quante più combinazioni di misure possibili. La tecnica di riunire serie di profili 
singoli è una sorta di estensione da 2D a 2.5D, ovvero con estrapolazione alla terza 
dimensione. Dal punto di vista dell'inversione avremo un caso ancor più sottocampionato e 
quindi meno affidabile rispetto al caso 2D, ovvero avremo scarse informazioni per poter 
ricavare il modello di resistività reale 3D. Tuttavia, anche se gli errori RMS saranno, di solito, 
più elevati rispetto al caso bidimensionale, l'inversione 3D è utile per ricavare informazioni 
sulla continuità laterale o sulla variazione della geometria e delle caratteristiche dei corpi idro-
geologici. L'algoritmo di inversione utilizzato è basato sui minimi quadrati con 
ottimizzazione quasi-Newtoniana, in analogia con quanto visto per il caso bidimensionale 
(Loke e Barker, 1996). 
Per sperimentare la procedura abbiamo applicato un'analisi tridimensionale ai dati 
acquisiti nel Sito Test-2 in quanto erano quelli che evidenziavano maggiori variazioni 
spaziali. 
In Figura-77 è riportata una sene di piani verticali (A) e orizzontali (B) ottenuti 
sezionando il modello di resistività ottenuto alla quinta iterazione. 
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Figura-77 Sezioni verticali (A) e orizzontali (B) ottenute a partire dal volume dei dati 
invertiti relativo al Sito Test-2. 
Dalla Figura-77, ed in particolare dalle sezioni orizzontali (B), si evidenzia molto bene 
come in superficie vi siano materiali piuttosto eterogenei e rimaneggiati, mentre da circa un 
metro di profondità si evidenzia una zona continua con resistività maggiore rispetto alle 
resistività medie osservate per una data profondità. Questo paleo canale, riempito con 
sedimenti a granulometria diversa rispetto a quelli circostanti e caratterizzato da un contenuto 
in fluidi differente in quanto, verosimilmente, è diversa la porosità, si evidenza con ancora 
maggiore chiarezza in Figura-78. 
Il modello risultante è stato, infatti, visualizzato in prospettiva "asportandone" una 
porzione al fme di evidenziare l'andamento della resistività al suo interno. Con questo tipo di 
visualizzazione, che in ogni caso rappresenta sempre il modello dei valori di resistività reale 
ottenuto invertendo il volume tridimensionale (2.5D) dei dati di resistività apparente misurati, 
si possono quindi evidenziare andamenti e correlazioni lungo piani del tutto arbitrari che 
possono essere di valido aiuto per l'interpretazione di dettaglio dei risultati. 
In Figura-79 sono state suddivise porzioni del dato aventi valori di resistività > l 000 
Ohm*m, compresi tra 200 e 1000 Ohm*m e <200 Ohm*m. Il livello a resistività più alta è 
presente con uno spessore di circa lm su tutta l' area esplorata, a parte una piccola zona a 
Ovest in cui i valori sono più bassi. A Est, lo spessore è maggiore. Lo strato a resistività 
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intermedia può essere correlato con i sedimenti a stratificazione inclinata evidenziati dalla 
prospezione GPR, parzialmente, o completamente saturi. Lo spessore varia da circa lm a oltre 
3m nella parte orientale dell'area di indagine. Il livello a bassa resistività è legato a sedimenti 
all'interno della falda. 
Grazie a questo tipo di analisi è possibile quindi evidenziare corpi e strutture di 
interesse. E ' evidente che la scelta degli intervalli di resistività da considerare è soggettiva e 
legata all' operatore. E' pertanto importante cercare di vincolare il più possibile tale decisione 
basandola su informazioni derivanti da altre tecniche geofisiche (come abbiamo visto, ad 
esempio, i valori di velocità dell 'onda elettromagnetica ricavati da dati GPR) o a misure 
dirette in situ (ad esempio misure piezometriche o stratigrafie di pozzo). 
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Figura-78 Visualizzazione prospettica del volume di resistività ottenuto invertendo l 'intero 
dataset di resistività del Sito Test-2. Per evidenziare i valori di resistività 
ali 'interno del volume stesso, ne è stata asportata una parte. Le variazioni laterali 
sono molto evidenti e ben correlate. 
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Figura- 79 Suddivisione del volume di resistività del Sito Test-2 per intervalli di valori; 
dali 'alto: resistività > l 000 O hm *m; resistività compresa tra 200 e l 000 O hm *m; 
resistività inferiore a 200 O hm *m. 
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I modelli di resistività ottenuti invertendo le misure originarie, forniscono quindi valide 
indicazioni sulle caratteristiche idrogeologiche del sottosuolo, ma non permettono 
normalmente di evidenziare oggetti di piccole dimensioni (al di sotto del metro) a meno di 
non avere a disposizione misure ottenute con spaziature elettrodiche di qualche decina di 
centimetri, molto lunghe da acquisire e spesso imprecise per variazioni superficiali della 
resistività. Integrando i risultati dell'ERI con quelli Georadar è spesso possibile ottenere tutte 
le informazioni di interesse, sia a grande che a piccola scala. Inoltre, le due metodologie 
forniscono informazioni complementari che sono di aiuto per l'interpretazione e aumentano il 
grado di affidabilità finale. Un esempio di risultati ottenuti integrando le misure di resistività e 
quelle GPR relative al Sito Test-l è riportato in Figura-80. 
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Figura-80 Sintesi dei risultati ottenuti nel Sito Test-l integrando l'ERT con i dati Georadar. 
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A) Posizione delle zone di pregresso scavo e tubazioni; B) Posizione oggetti di 
piccole dimensioni (diffrattori); C) Profondità della superficie piezometrica; D) 
porosità stimata da dati GPR. 
Sono state riconosciute e ubicate le zone con pregressi scavi o tubazioni sepolte (vedasi 
Figura-43), A); è stata definita la posizione dei diffrattori, B); è stata determinata la profondità 
della falda acquifera rispetto alla superficie, C) ed è stata stimata la porosità dei sedimenti 
sub-superficiali. I risultati sono tra loro coerenti ed in accordo con le indagini dirette 
effettuate. 
5.5 CONCLUSIONI 
Le sperimentazioni condotte su dati di resistività acquisiti con sistemi multielettrodo 
automatizzati forniscono indicazioni di immediato utilizzo sulle variazioni del contenuto in 
acqua nel sottosuolo. In tutti i Siti Test si osserva un evidente decremento di resistività al 
passaggio dalla zona insatura a quella satura. Questo calo è graduale se è presente una frangia 
capillare legata a granulometrie fini, mentre è più repentino entro sedimenti grossolani dove il 
contatto tra la falda e la zona vadosa è netto. Le acque salmastre o salate sono 
immediatamente riconoscibili, indipendentemente dalle caratteristiche sedimentologiche dei 
materiali che le contengono, in quanto sono responsabili di valori estremamente bassi di 
resistività, dell'ordine di qualche Ohm*m o anche meno, come evidenziato nel Sito Test-3. 
Per questo motivo le tecniche di tomografia elettrica possono ben evidenziare fenomeni di 
ingressione marina superficiali o più profondi. 
Un punto cruciale del metodo risiede nell'algoritmo e nei parametri di inversione 
utilizzati. E' emerso, infatti, che non è sufficiente ottenere valori di resistività calcolati simili 
a quelli misurati per considerare un modello corretto. La sua validità va infatti valutata non 
solo su basi matematiche, ma anche considerando gli aspetti fisici, geologici ed idrologici. 
L'integrazione con altri dati diretti o indiretti permette di vincolare il modello e di definire 
correttamente i parametri del modello iniziale che sono il punto chiave per poter ottenere 
risultati finali realistici. 
L'analisi di sezioni bidimensionali e volumi ottenuti riunendo profili tra loro paralleli e 
perpendicolari permette di definire con sufficiente grado di risoluzione l'assetto idrogeologico 
del sottosuolo, isolando intervalli con parametri geoelettrici omogenei. 
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Conclusioni 
Gli esperimenti condotti in questo lavoro di ncerca, integrando diverse tecniche 
geofisiche, sono stati finalizzati ad ottenere informazioni sul sottosuolo per l'analisi e la 
caratterizzazione di acquiferi. A tale scopo sono stati implementati e sperimentati numerosi 
algoritmi e varie metodologie applicate su dati Georadar e di tomografia elettrica. Vengono di 
seguito enucleati i risultati raggiunti per i diversi temi, fornendo anche alcune possibili, 
ulteriori, prospettive di ricerca. 
Il problema basilare della risoluzione verticale dei dati Georadar, cruciale in studi su 
acquiferi a causa dell'elevata eterogeneità e corrispondente livello di dettaglio richiesto, è 
stato risolto utilizzando algoritmi di deconvoluzione in grado di incrementare la risoluzione 
dei dati, restringendo la lunghezza temporale del transiente elettromagnetico, diminuendone il 
numero di fasi, limitando allo stesso tempo il livello di rumore introdotto. Gli algoritmi di 
deconvoluzione tradizionali ( deconvoluzione spike, deconvoluzione predittiva) creano, infatti, 
rumori sia coerenti, sia incoerenti in quantità non accettabile. La deconvoluzione a Massima 
Entropia fornisce risultati apprezzabili, restringendo temporalmente in maniera notevole 
l'ondina, senza introdurre rumori né incoerenti ad alta frequenza né coerenti. L'algoritmo 
sembra tuttavia sensibile alla quantità di rumore originariamente presente e non permette di 
ottenere risultati apprezzabili nelle parti terminali delle tracce. La deconvoluzione Adattiva 
fornisce risultati fortemente dipendenti dal dato di partenza e dai parametri utilizzati. La Q 
Compensation (o Deconvoluzione di Propagazione) è un algoritmo che, almeno in teoria, 
permette non solo di restringere la durata dell'ondina, ma anche un recupero dell'ampiezza in 
funzione della profondità. I risultati sperimentali sono validi, purché il rapporto 
segnale/rumore non sia troppo basso e si possa considerare corretta l'approssimazione 
dell'ondina stazionaria. L'aumento del dettaglio raggiunto permette di discriminare orizzonti 
altrimenti non identificabili, definire terminazioni laterali di strati inclinati o di lenti, 
analizzare zone in cui i parametri fisici variano gradualmente. 
La stima della velocità di propagazione dell'onda elettromagnetica nel sottosuolo è 
necessaria se si vogliono convertire in profondità i dati GPR ed estrarre tutte le informazioni 
che essi contengono. Sono state proposte e sperimentate due diverse metodologie per definire 
in maniera iterativa i valori di velocità sub-superficiali. La prima procedura, utilizzabile su 
dati singlefold, si basa sul fitting diretto delle iperboli di diffrazione con curve sintetiche 
calcolate per diverse velocità, e su una procedura chiamata Migration Velocity Scan. Dopo 
un'opportuna ottimizzazione dei risultati è possibile ottenere valori di velocità 
sufficientemente accurati. E' ovvio che l'efficacia del metodo è condizionata dal numero di 
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iperboli di diffrazione presenti sulle sezioni. Una procedura più complessa, che richiede dati 
multifold, prevede la possibilità di ottimizzare il campo di velocità ottenuto con l'analisi di 
velocità su Common MidPoint gather (tramite semblance, CVS, CVG) utilizzando in maniera 
ricorsiva l'analisi dei Common lmage Gather (CIG) da un lato e l'interpretazione del dato 
dali' altro, applicando una tecnica di interpretive processing. Rispetto agli usuali metodi di 
analisi di velocità su dati multifold (Spettri di velocità, CVS, CVG) i risultati ottenuti 
evidenziano come, partendo da un macromodello di velocità iniziale solitamente non 
realistico e contenente artefatti, è possibile, in maniera iterativa, ricavare un modello finale 
ben correlato alla situazione idrogeologica del sottosuolo. L'analisi dei CIG, ottenuti mediante 
algoritmi di migrazione pre-stack, permette, inoltre, un'analisi non soggettiva dei risultati e 
fornisce la base per le successive iterazioni. Il campo di velocità finale è estremamente 
dettagliato e consente valutazioni molto precise sulla variazione del grado di saturazione oltre 
che sulle differenze sedimentologiche presenti. E' anche possibile definire l'andamento nello 
spazio di un qualsiasi orizzonte oggetto di interesse (come ad esempio la superficie 
piezometrica) e valutarne la corretta profondità e morfologia in quanto gli algoritmi di 
migrazione pre-stack proposti sono sensibilmente più efficaci e precisi di quelli post-stack. 
Analizzando le sole riflessioni su profili GPR bidimensionali, non sempre è possibile 
individuare il limite superiore dell'acquifero in quanto, specie se vi è una frangia capillare ed 
il livello di saturazione varia in maniera graduale, l'evento riflesso non sarà continuo ed 
evidente, ma, al limite, assente. Sono state anche applicate alcune relazioni empiriche che 
legano la velocità a parametri quali la porosità totale ed il grado di saturazione. I risultati 
ottenuti sono coerenti con le informazioni dirette, e forniscono importanti indicazioni di 
massima, pur con un certo grado di approssimazione. Vi sono numerose prospettive di ricerca, 
finalizzate all'automatizzazione delle procedure e a trovare nuove relazioni e modelli 
generalizzati che correlino parametri geo-idrologici alla velocità e all'attenuazione dell'onda 
elettromagnetica. 
Per quanto riguarda l'uso di attributi si è evidenziato che i più adatti per dati GPR sono 
quelli calcolati su volumi. Non è possibile scegliere un unico attributo come "ottimale" per 
estrarre tutte le informazioni dal dato, ma è necessario analizzare secondo piani diversi e con 
più attributi l'intero volume a disposizione. L'uso dell'Energia al posto dell'ampiezza risulta 
utile in quanto fornisce maggiore continuità laterale alle strutture anche in situazioni 
rumorose. Misure di coerenza, ed in particolare l'attributo della Similarity, forniscono ottime 
indicazioni nell'evidenziare la continuità laterale di orizzonti che hanno ampiezza variabile 
spesso legata a eterogeneità nei materiali più superficiali. Questa situazione è molto comune 
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quando si analizzano acquiferi la cui sommità è posta a profondità relativamente bassa, in 
quanto i terreni superficiali sono spesso rimaneggiati, presentano alterazioni differenziali, o 
includono materiali di riporto. Questa categoria di attributi permette quindi di riconoscere 
come identiche strutture che appaiono erroneamente differenti se definite solo sulla base 
dell'ampiezza di riflessione. Algoritmi di edge detection risultano utili per identificare 
manufatti che costituiscono barriere idrauliche all'interno della falda acquifera e per 
evidenziare nette variazioni laterali. Essi sono particolarmente efficaci se preceduti da Edge 
Preserving Filters. La Frequency Slope F al! appare piuttosto ben correlata con il contenuto in 
fluidi e/o con variazioni di porosità in sedimenti non consolidati, probabilmente a causa 
dell'attenuazione se letti va delle frequenze più elevate da parte di materiali saturi. Questo 
attributo si può quindi considerare un utile "indicatore" del grado di saturazione variabile 
entro un sedimento omogeneo. L'analisi integrata di più attributi di volume permette un 
utilizzo ottimizzato di algoritmi di interpretazione "supervised" e "unsupervised" grazie ai 
quali è possibile, in maniera rapida e oggettiva, interpretare non solo in maniera qualitativa, 
ma anche quantitativa il dato in esame. E' stato dimostrato, infatti, che mediante l'uso 
integrato di più attributi, è possibile evidenziare su sezioni qualsiasi, discontinuità, orizzonti 
o, più in generale, zone aventi valori definiti dell'attributo o degli attributi considerati. La 
procedura sperimentata si basa sull'assegnazione automatica entro finestre mobili di un 
numero di punti proporzionale al valore dell'attributo considerato, se questo è superiore ad un 
valore di soglia definito dali' operatore. I risultati sono promettenti, purché il rapporto segnale-
rumore non sia troppo basso. Ulteriori ricerche potranno essere condotte con l'obiettivo di 
definire una corrispondenza sempre più stretta e chiara tra singolo attributo e parametro fisico 
di interesse, per raggruppare più attributi in un unico parametro informativo e per 
automatizzare le procedure. 
Le sperimentazioni condotte su dati di resistività acquisiti con sistemi multielettrodo 
automatizzati, forniscono indicazioni di immediato utilizzo sulle variazioni del contenuto in 
acqua nel sottosuolo. In tutti i Siti Test si osserva un evidente decremento di resistività al 
passaggio dalla zona insatura a quella satura. Questo calo è graduale se è presente una frangia 
capillare legata a granulometrie fini, mentre è più repentino entro sedimenti grossolani dove il 
contatto tra la falda e la zona vadosa è netto. Le acque salmastre o salate sono 
immediatamente riconoscibili sul dato geofisico, indipendentemente dalle caratteristiche 
sedimentologiche dei materiali che le contengono, in quanto sono responsabili di valori 
estremamente bassi di resistività, dell'ordine di qualche O hm *m. Per questo motivo le 
tecniche di tomografia elettrica possono ben evidenziare fenomeni di ingressione marina 
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superficiali o più profondi. Un punto cruciale del metodo risiede nell'algoritmo e ne1 
parametri di inversione utilizzati. Non è sufficiente ottenere valori di resistività calcolati, 
simili a quelli misurati per considerare un modello corretto. La sua validità va infatti valutata 
non solo su basi matematiche, ma anche esaminando gli aspetti fisici, geologici ed idrologici. 
L'integrazione con altri dati diretti o indiretti permette di vincolare il modello e di definire 
correttamente i parametri del modello iniziale che sono il punto chiave per poter ottenere 
risultati finali realisti ci. L'analisi di sezioni bidimensionali e volumi ottenuti riunendo profili 
tra loro paralleli e perpendicolari permette di definire con sufficiente grado di risoluzione 
l'assetto idrogeologico del sottosuolo, isolando intervalli con parametri geoelettrici omogenei. 
La possibilità di utilizzare grandi quantità di dati realmente tridimensionali e di procedere alla 
loro inversione potrà essere un passaggio futuro determinante per incrementare la risoluzione 
del metodo ed ottenere risultati sempre più precisi e controllati. 
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Appendice-l Database di alcune proprietà elettromagnetiche ed elastiche per 
materiali e fluidi di interesse idrogeologico 
The electrical properties, collected in Part-1, are: 
The relative dielectric permittivity Er ( dimensionless) 
The electrical conductivity a (S/m) 
The acoustic properties, collected in Part-2, are: 
P- or compressional- wave velocity (m/s) 
S - or shear wave - velocity ( m/s) 
P-wave quality factor Qp 
S-wave quality factor Qs 
Density p (gr/cm3) 
The state of the rocks for which the measures had been taken was dry or saturated. Dry state 
means air-saturated, while filling fluids considered are water or LNAPL (Light Non Aqueous 
Phase Liquid) and DNAPL (Dense Non Aqueous Phase Liquid) contaminants. 
165 
Part-I 
Electrical properties 
The values of the relative dielectric permittivity and electrical conductivity are reported in 
Table-1, where they are grouped by lithology and filling state (dry or saturated). For each 
value, we report the reference and, when it is available, the frequency values or the frequency 
range in which the electrical properties were measured. 
166 
TABLE ... J f(MHz) 
.. 
Refi 
· . 
o-(Sim) 
·. 
f(MHz) ref e,. .· ... . 
1.0 12 2.5·10-17 12 
Air 
Water 83 .8(T= l 0°C) 11, 12 from l o-s ( distilled 100 16 
80.1 (T=20°C) water) to ""'30 (sea 
water) 
Dry sand (sand+ air) 3 11 4·10-4 100 3(10) 
2.4 100 3(10) 1·1 o-5 100 16 
4 13(10) 1 o-7 -l o-3 7 
---4 50 4 1·1 o-5 -2·1 o-5 lO 6 
---4 100 4 
---4 1000 4 
3-5 100 16 
4-6 100 7 
3-3.6 lO 6 
2.01-3.0 200-2000 7 
---3 4000 9 
---2.5 10000 9 
Water saturated sand 20-30 100 16 1 o-4-1 o-3 16 
Water saturated sand ---20 1(10) ---2·10-3 lO 6 
porosity 35% ---20 lO 6 
W ater saturate d sand 20.7 100-1000 5 
porosity 37% 35-37 200-2000 7 
Water saturated sand ---23 1(10) 
porosity 40% 
Water saturated sand ,_,28 1(10) 
porosity 45% 
l ,,, f{MHzl·.•.·, . ,···, .. ,Ref.·.··•· tx{Sim}.•'•·· ..... 
,· 
f.(AIH.t) i ref 
... 
[······,··········•,.··.·.· .. . ····.• .. ·•· .. 
.. '. ' ·Et· ··.i' ·. ' 
Water saturated sand ---28 lO 6 --- 2·1 o-3 lO 6 
porosity 50% 41.7-44.8 200-2000 7 
Sand (weight 83.6%) + 12.1 100 2(10) 3.7·10-3 100 2(10) 
water (16.4%) 
Sand (weight 80. 7%) + 14.0 100 2(10) 8·1 o-3 100 2(10) 
water (19.3%) 
Sand (weight 79%) + 19.1 100 3(10) 7 .5·10-3 100 3(10) 
water (21%) 
Dry clay (clay + air) 1.7 100 3(10) < 2·10-4 100 3(10) 
---5.5 50 4 < 1·10-2 10-1000 8 
---5.3 100 4 
---5.0 1000 4 
2-3 30-3000 15 
4-6 100 7 
2.6-3.1 10-2500 8 
--- 3.0 500-4000 9 
""'2.5 l 0000-26000 9 
Dry clay ,_, 5.0 lO 6 4·10-4 lO 6 
lporosity 45% 
Dry clay ,_, 3.0 lO 6 2·10-4 lO 6 
porosity 70% 
Water saturated clay 35 50 8 "'0.1 50 8 
30 100 8 "'0.1 100 8 
20-25 1000 8 "'0.3 1000 8 
.· ': 
f(MHz) Ref. a(S!m) f(MHz) ref E, .··· 
Clay (weight 28%) + 53.4 100 3(10) 0.286 100 3(10) 
water (72%) 
Clay (weight 22.9%) + 62.6 100 2(10) 0.3 100 2(10) 
water (77.1%) 
Clay + water (satura); "'30 lO 6 1·1 o-2 lO 6 
porosity 45% 
Clay + water (satura); "'50 lO 6 1·1 o-2 lO 6 
porosity 70% 
Sand+ clay (dry) "'4 lO 6 1·1 o-4 lO 6 
"'5.3 50 4 
"'4.5 500 4 
"'4.5 1000 4 
Sand+ clay + water 25-30 lO 6 3 ·l o-3- 7 ·l o-3 lO 6 
(saturated) 
Sand (weight 79.5%) + 16.4 100 2(10) 6·1 o-2 100 2(10) 
clay (4.9%) + water 
(15.6%) 
Sand (weight 17.9%) + 52.8 100 2(10) 0.23 100 2(10) 
clay (16.5%) + water 
(66.4%) 
Dry silt 3.4 10-500 8 < 0.01 10-500 8 
Water saturated silt ,..., 80 50 8 "'4.0 50 8 
,..., 70 100 8 ""'4.0 100 8 
..... ·· .. .. . . . .· 
f(k(Hz) Ref.··· .. a{Sim) 
.. . .. · f(MH~) l· .... ~>~.· ref . ·.··. .. . . ••· .. : ..... ·.·· · ... . . 
Clayloam 2.7-3.9 30-3840 17 ,..., 1·1 o-3 -1·1 o-2 240-3840 17 
Different dry loams 2.5 1400-18000 18 
(sand+clay+silt in "'3 1400,5000 19 
different %) 
Diesel oil 2.3 1000 7 3·10-6 7 
Methanol 33.0 11 3.8·1 o-4 14 
33.7 14 
Benzene 2.28 l o, 11' 7 1.1·1 o-4 14 
2.24 14 
Hexane 1.88 14 5·1 o-4 14 
Dichloromethane 8.30 14 1.1·1 o-3 14 
O il "'2.0 14,4 5·1 o-4 14 
Sand (porosity 37%) + 11.3 100- 1000 5 
Methanol (saturated) 
Sand (weight 82%) + 9.8 100 3(10) 2.2·1 o-3 100 3(10) 
methanol (18%) 
Sand (weight 81%) + 3.2 100 3(10) < 2·10-4 100 3(10) 
benzene (19%) 
Clay (weight 40%) + 21.5 100 3(10) 3.7·10-2 100 3(10) 
methanol (60%) 
Clay (weight 36%) + 2.3 100 3(10) 7.5·10-4 100 3(10) 
benzene (64%) 
. . 
e, f(illRz) ·.· ··.· Ref. .·a(Sim) l(MHz) ref 
Sand (weight 70%) + clay ""'6.6 50 4 
(10%) + oil (20%) "'6.4 100 4 
,._, 3.7 1000 4 
3.65 200 7 
Sand+ diesel oil 3.5 500 7 
(saturated) 3.4 1000 7 
3.3 2000 7 
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Part-2 
The acoustic properties 
The values of: 
P or compressional waves velocity (m/s) 
S or shear waves velocity (m/s) 
P waves quality factor Qp 
S waves quality factor Qs 
Density pgr/cm3) 
are reported in Table-II, w h ere they are grouped by lithology an d filling state (dry or 
saturated). For each value the reference is reported. 
In this database P eff means differential or effective pressure: 
Perr =P c-Pp 
Where: 
P c = confining or overburden pressure and 
P P = por e or hydrostatic pressure 
All the values reported in this database are referred to a maximum P eff of l MPa, which 
correspond to a depth of"' l 00 m and to conditions of the shallow surface. 
In some articles the attenuation coefficient a or a instead of the quality factor Q is given. In 
these cases to converta (Nepers/m) or q(dB/m) to Q (dimensionless) we used the following 
conversion formulas: 
1/Q=(av)/(Jif) 
or: 
1/Q=( av)/(8. 6867if) 
where: 
v = waves velocity 
f= frequency (Hz) 
(l( dB/m) = 8.686 a (Nepers/m) 
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TABLE-11 
" 
Vp(mls) ~(mis) "" ." "" Qp Qs p"(grlcm3) 
Air 
331.8 (T=Oo C) (28) Dry: 
355.3 (T=40° C) (28) 582 (f=lOOHz) (28) 
3485 (f=l OkHz) (28) 
l 00% humidity: 
4139 (f=lOOHz) (28) 
1434 (f=lOkHz) (28 
Water r--J 1497 (T=25° C) (28) Fresh:21 0000 (f=l OOkHz) l 
(28) 
Salt:63000 (f=l OOkHz)(28) 
Dry sand (sand+ air) r--J 570-700 (21) ~ 300-380 (21) r--J 13-18 (21) ~ 22-62 (21) 1.5-1. 7 (29) 
400-700 (28) l 00-400 (28) - 9.5-11 (26) 
400-1200 (29) l 00-500 (29) 
300-500 (24) 220-360 (24) 
300-480 (26) 
r--J 200-300 (31) 
Water saturated sand ~ 1770-2000 (21) ~310-380(21) ~ 20-70 (21) ~ 13-52 (21) 1.9-2.1 (29) 
1830 (22) l 00-400 (28) 29-44 (25) 1.91-2.03 (24) 
1500-2200 (28) 400-600 (29) ~ 33-77 (27) 
1500-2000 (29) ~ 100 (24) 
2500 (23) 
1711-1836 (24) 
1734 (27) 
1693-1737 (25) 
Brine saturated sand 1800-2000 (24) 200-300 (24) 
Dry clay (clay + air) ~ 1000 (30) ~ 500-600 (30) 
.·· Vv(mls) f<v.(nt{$) Qp Qs .·. : p(gr!cln3) 
Water saturated clay 1100-2500 (29) 200-800 (29) 8-13 (28) 2.0-2.4 (29) 
1491-1505 (24) 600-800 (30) 1.24-1.42 (24) 
1500 (30) 
Water saturated silt 1548 (25) 54.7 (25) 
Water saturated sand+ 1578 (24) 31-368 (25) 
silt + clay 
Gasoline oil 1250 (28) 0.803 (28) 
Petroleum 1295 (28) 0.825 (28) 
O il 1280 (28) 0.6-0.9 (29) 
1200-1250 (29) 
Freon 716 (22) 1.560 (22) 
n-dodecane 1290 (22) 0.745 (22) 
Iso-octane 1120 (22) 0.690 (22) 
Oil saturated sand 
2000-3000 (23) 
1260 (22) 
Freon saturated sand 
n-do decane 
1500 (22) 
saturated sand 
1100 (22) 
Iso-octane 
saturated sand 
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