Waterborne disease outbreaks have been associated with periods of heightened source water pathogen concentrations in treated drinking-water supplies. For their management it is necessary to identify and quantify the impacts of events which lead to adverse concentration fluctuations.
INTRODUCTION
Quantitative Microbial Risk Assessment (QMRA) offers a means to estimate communicable disease/infection risks to consumers of treated drinking-water (e.g. Rose et al. 1991; Teunis et al. 1997; Crabtree et al. 1997; Barbeau & Payment 2000; Teunis & Havelaar 2002; Pouillot 2004) . Defining source water quality is an integral part of QMRA. Source water quality fluctuates with time and environmental conditions, and such variability can have a major impact on the long-term health risk estimate .
Particularly, contaminant concentrations in catchment surface waters increase following periods of rainfall (e.g. Poulton et al. 1991; Atherholt et al. 1998; Kistemann et al. 2002; Signor et al. 2005 ) and epidemiologic studies have linked waterborne disease outbreaks with periods of high precipitation (e.g. Curriero et al. 2001; Rose et al. 2001; Naumova et al. 2005) .
Storage reservoirs often serve as one of the first barriers to the transportation of microbial pathogens through a water supply system. Mechanisms include dilution of the incoming flow and provision of storage time allowing particle settling & pathogen decay (Hipsey et al. 2005) .
Governed by diverse environmental factors, the reservoir's doi: 10.2166/aqua. 2007.107 barrier effect varies between systems and with time, e.g. periods of lower sunlight intensity (Sinton et al. 1999; Linden et al. 2001 ) and cooler temperature (Buswell et al. 1998; Walker & Stedinger et al. 1999 ) may enhance a pathogen's survivability. Following rainfall, the contaminant loading rate into the reservoir may be many orders of magnitude greater than during the preceding dry weather (e.g. Roser & Ashbolt 2004) . High inflows can also cause reservoir short-circuiting, where rather than mixing, inflows travel as a constrained plume along the reservoir depthsenhancing the possibility of viable pathogens being transported the length of the reservoir (Hipsey et al. 2005) .
Mechanistically characterising the pathogen protection offered by reservoir storage processes is complex (Hipsey et al. 2005) . It has been for QMRA purposes estimated empirically by comparing microbial count data collected at a stream's point of entry into a reservoir with that at a downstream water treatment plant (WTP) off-take (Teunis & Havelaar 1999; . Considering the numerous processes which influence a waterborne pathogen's ability to survive within a reservoir (Hipsey et al. 2005) , the approach is rudimentary, yet is conceptually sound and suits the QMRA purpose. Not considered in prior empirical applications however is what may cause the reservoir transformation ratio to vary. For example, in a catchment which experiences more frequent rainfall events, cooler temperatures and more cloudy days in winter than in the summer months, intuitively the reservoir may be expected to serve more poorly as a pathogen barrier in the winter. If typical daily pathogen loads entering the reservoir were also greater in winter than summer due to more frequent runoff events, this may enhance the health risks to water consumers over this period. Capturing these links may be important for the QMRA.
The primary aim of this work was to adapt QMRA principles to estimate the impact on health risks arising from rainfall-induced runoff events entering a surface water reservoir for a case-study from southern Australia. A methodology was developed that involved: (i) distinguishing historical reservoir inflow 'runoff events' from 'baseflow' conditions; (ii) quantifying concentrations entering the reservoir under each condition for Escherichia coli as well as three reference pathogens (Cryptosporidium parvum, Giardia lamblia, Campylobacter jejuni); (iii) estimating the microbial transportation "barrier effect" of the reservoir; and (iv) inputting results from the three previous steps into a QMRA model to assess the relative health risks to consumers posed under dry weather and rainfall event conditions.
STUDY AREA
The main study area is a 76-km 2 catchment draining to a drinking-water reservoir (ca. 27 GL capacity) located in the Adelaide Hills of South Australia (Figure 1 ). The reservoir's total catchment area including the reservoir foreshores is 140 km 2 . The region has a warm temperate climate with mean daily maximum temperatures ranging from 138C in July to 278C in January. The mean annual rainfall is 767 mm with heavier rainfall in the winter. Consequently, the average daily flow entering the reservoir was much greater in winter (68 ML in July) than summer (0.87 ML in 
Microbiological data
Microbial data collected between 2000 and 2005 from two locations: within the main river 0.5 km upstream of the reservoir inlet (denoted as SP1) and from within the reservoir at the water treatment plant off-take (SP2) ( Figure 1) were made available. Water quality analyses were undertaken by the Australian Water Quality Centre's (AWQC's) Analytical Laboratory (Bolivar, South Australia) using their standard procedures for E. coli, Cryptosporidium, Giardia, and Campylobacter spp. (AWQC methods 2246 (AWQC methods -19/2247 (AWQC methods -50/2248 88-01 and 81-07 respectively). In brief, protozoa were concentrated by flocculation of 10 L samples, immunomagnetic separation and centrifugation, and then counted using USEPA Method 1623 (USEPA 1999) . A fluorescently labelled control (either 'EasySeedY' or 'ColorSeedY') of known concentration were used to assess the efficacy of the method for each protozoa assay. E. coli was enumerated from either 100 or 1 ml samples using IDEXX Colilert w . Campylobacter spp. were assayed by enrichment in 3 £ 3 most probable number tubes followed by polymerasechainreaction based confirmation.
DATA ANALYSIS
All numerical operations for this study were performed using Mathematica w 5.0.1.0 software (Wolfram Research Inc., Champaign, Illinois, USA).
Defining 'runoff events'
Runoff event periods were defined using a time-step based hydrograph filtering algorithm applied to the flow data to separate the baseflow component of the total flow (Chapman 1999) . While there are several variations used by hydrologists for such purposes, the most common is:
where Q s,i is the flowrate runoff component at time step i, Q i is the total recorded flow at time step i, and K is the baseflow recession constant for the stream. During baseflow conditions (periods of no runoff contribution) the hydrograph recession curve is expressed as:
where Q t is the total flow at time t, and Q 0 the total initial flowrate. Estimating K requires first identifying periods of baseflow recession (Tallaksen 1995) . Ten flow recession periods were identified from the 5-year hydrograph representing all seasons and record years, ranging from 15 to 143 h duration (average ¼ 60.9 h). Such periods were identified as recessive sections of the hydrograph which appeared linear on a semi-logarithmic hydrograph plot (Chapman 1999) . At other times, the flow condition was defined as 'baseflow'.
The probability of the total flow being in either the runoff or baseflow states was summarised by the parameters A R and A B respectively, estimated as the proportion of time the hydrograph corresponded to each state within the period studied.
Organism concentrations entering reservoir
All microbial data collected from SP1 were time-matched with flow data and categorised as either 'runoff event' or 'baseflow' depending on the corresponding state of the river. When multiple samples were collected over the course of a single runoff event or baseflow period, they were grouped and summarised by a single arithmetic mean pathogen concentration for that period, similar to an Event Mean Concentration (Huber 1993; Signor et al. 2005) .
Probability density functions were employed to describe the variability of the microbial source water quality data. It was assumed the mean organism concentration L of whole runoff events or baseflow periods varied between independent periods according to a probability density function f so
Results from each protozoan sample were reported as a set of: the number of (oo)cysts counted in the sample n; the sample volume v; the number x of fluorescent (oo)cysts seeded into a parallel sample to assess the recovery fraction; and the number s of seeded (oo)cysts recovered by the same enumeration method from the parallel sample. Random distribution of the (oo)cysts in the water body at the time of sampling was modelled by a Poisson probability distribution. The mixed Poisson likelihood function L c used to estimate Q (by maximum likelihood methods) was based on those described by Haas et al. (1999: 195) -also refer to the bold text in the Addendum for more detail:
where (n ij , v ij , x ij , s ij ) are the given data from the ith of m samples taken during the jth of k observed independent runoff or baseflow periods and L(XjY) is the likelihood function L to estimate parameters X given dataset Y.
E. coli data were reported as most probable numbers (MPN)/ml or 100 ml and always as a whole integer estimate. Campylobacter spp. data were also reported as MPN/100 ml, though as a continuous rather than discrete number. The following likelihood function (Haas et al. 1999 : 216, Cook et al. 2000 ) L d was optimised to obtain estimates of Q for the bacteria data:
where l j is the estimated average organism concentration from m samples taken within the jth of k observed baseflow or runoff periods, F(.) is the probability density's cumulative function, d j is a binary indicator variable set to zero when one or more of m samples taken within the jth period were reported 'negative' (i.e. reported as 'below detection limit'), otherwise d j ¼ 1, and l up.j and l lo.j are inferred upper and lower bounds of the observed average concentration for the jth period.
For input to Equation 4 l j was estimated as follows:
Consider z ij as the MPN reported from the ith of m samples taken during the jth of k observed independent runoff or baseflow periods. When all m samples taken within the jth period were positive, d j ¼ 1, and:
Otherwise if one or more of m samples taken within the jth period were 'negative' then d j ¼ 0, and: † all l lo.j were estimated from the same equations used for l j , but where all 'negative' z ij were set to zero; † all l up.j were estimated from the same equations used for l j , but where all 'negative' z ij were set to the reported MPN method detection limits (of 0.3-MPN/100-ml for Campylobacter spp. data, and 1 MPN/100-ml for E. coli).
The lognormal:
m; s are scale; shape parameters and the gamma:
a GðaÞ
; NB : L . 0; Gð:Þ is the gamma function a; b are scale; shape parameters probability density functions were the candidates used to describe the water quality variability (Ott 1995) . Numerical optimisation techniques were used to maximise the likelihood functions and estimate the function parameters. The candidate probability function which produced the largest optimised likelihood value was adopted as the representative function (Kappenman 1982) . To assess the significance of differences in microbial concentrations between baseflow & runoff event periods overall and between seasons (summer, autumn, winter, spring), a deviance statistic-based likelihood test was used as described by Haas et al. (1999: 297) . When an event or baseflow period overlapped multiple seasons, it was classed as having occurred within the season that the period began.
Reservoir transformation ratio
The many processes which dictate the reservoir's ability to act as a barrier against pathogen transport were summarised by a transformation ratio. The transformation ratio was estimated separately for each season, using season-specific datasets. Hence, the variability of 1 r , rather than described by a continuous probability density function, was considered here as a possible variance between seasons of a specific ratio value.
QMRA
Where d was the pathogen dose ingested by a consumer over a daily period:
and V' was an individual's long-term average daily water consumption, 1 0 WTP was the fraction of pathogen organisms which successfully pass through physico-chemical water (Table 1) .
The estimates of d were input to dose-response relationships ( Table 2) to estimate long-term average daily probability of infection P daily to consumers. Assuming consumers ingest one independent pathogen dose per day, the probability of infection to a consumer from a series of independent exposures P ann over 365 days is (Haas et al. 1999) :
The contribution of runoff events and the seasonal differences in health risks to water consumers from this system was assessed using Equations 5 & 6 and the relationships in Table 2 with season-specific estimates of the parameters of interest as inputs. (Table 3) .
RESULTS & DISCUSSION

Microbial concentrations and loads entering the reservoir
The charts in Figure 3 are a plot of the average reported organism concentration and flowrate for each identified continuous baseflow or runoff event period. Organism concentrations in the stream entering the reservoir were greater during 'runoff event' periods.
A data summary is displayed in Table 4 . Differences in concentrations were significant between baseflow and Roseberry & Burmaster (1992) a The source water is treated by coagulation & flocculation, floc removal (by flotation), rapid sand filtration and chlorine disinfection. b Chlorination provides protection against pathogen transmission though Cryptosporidium spp. are quite resistant (Korich et al. 1990 ). Giardia spp. (Clark et al. 1989 ) and especially
Campylobacter spp. (Blaser et al. 1986 ) are more susceptible. Conservative relative density reductions due to chlorination were assumed, which was considered sufficient for modelling purposes. Mean ¼ arithmetic mean, SD ¼ normal standard deviation, of the mean densities from k independent baseflow or runoff periods. Each period mean density was estimated by assuming all 'negative' samples had a density of 0-organisms per unit volume. Each protozoa sample was adjusted by multiplying the organism count by the inverse of that sample's recovery fraction.
concentrations (k ¼ 4) did not capture the extent of the true variation -an important consideration if the distribution were used in a probabilistic QMRA model, where high percentile values of skewed stochastic inputs heavily influence overall risk estimates (Haas 1997; Teunis et al. 2004 ). More Campylobacter spp. data would have benefited this analysis.
Estimates of the total annual microbial load entering the reservoir from the catchment upstream of SP1 under each flow condition and for each season were made using the product of the average flowrate, expected mean organism concentration and the estimated amount of time that the particular flow condition occurred for that season (Figure 5) . In excess of 70 % of the Campylobacter and more than 90 % of the E. coli and protozoa loads occurred during the runoff events. Forty to sixty percent of the total micro-organism loading into the reservoir occurred in the three winter months.
Reservoir transformation ratio E. coli concentrations at SP2 were highest in the winter, and the few observed positive protozoa samples at SP2 occurred in those months (Table 5 ). Though the reservoir transformation ratio was assessed seasonally, as micro-organism concentrations entering the reservoir under 'baseflow' and 'runoff event' conditions respectively were not significantly different between seasons, all microbial data collected at SP1 were used as inputs to Equation A.1 regardless of the season of interest.
However, the A R & A B estimates and the SP2 data inputs were season-specific. As no protozoa were detected at SP2 in any Figure 4 | Exceedance probability charts of mean pathogen densities entering the reservoir at SP1 for independent event/baseflow periods. Solid lines are in the maximum-likelihood variability estimates and correlate to the relevant probability density function (lognormal or gamma) listed below the charts. Dashed lines represent 90% confidence limits derived from Markov-chain Monte Carlo method application (Gilks et al. 1996) . Only data points with values greater than the highest recorded detection limit and where all samples in the event/baseflow period were positive are plotted. season other than the winter, the maximum likelihood protozoa transformation ratio estimates for the other seasons approached zero and were not meaningful estimates, which is a limitation of the approach adopted, and only the winter estimates were considered further.
Best-estimates and 90 % confidence intervals for each transformation ratio are summarised in Table 6 . There were a greater proportion of E. coli detects from samples at SP2 over all seasons (Table 5 ) and the maximum-likelihood pointestimates of ratios had a range 0.0020-0.0073. It was unanticipated that the seasonal ratio estimates would be so similar, given the seasonal disparity in flow and microbial reservoir loadings. Winter ratio estimates for Cryptosporidium Despite the larger datasets, the transformation ratio estimates for protozoa had wider 90 % confidence bands than the estimates for E. coli, due to a combination of low counts at SP1 and the large number of zero (oo)cyst counts in 10 L samples at SP2. Amongst the E. coli seasonal estimates, the autumn and summer ratios had widest uncertainty bands, which corresponded to the seasons with the greatest percentage of negative samples at SP2. The methods described to estimate the transformation ratios and the associated outcomes reflected a pragmatic, conceptual approach to work with our specific (small and censored) datasets. Methods based on Teunis et al.'s (1999) unpaired data likelihood models were used. In such unpaired data likelihood models, the maximum-likelihood point estimate of the transformation ratio is largely unaffected by the assumed distributional form of the variability of the data at SP1 and SP2 . Hence here the reservoir transformation ratios were defined simply as the ratio of the observed mean micro-organism concentrations at SP2 to those at SP1. define the transformation ratio slightly differently, primarily because they have used the model to estimate not only the ratio, but also the variable pathogen concentrations of the water prior to a treatment process. Adopting the same approach here would have meant that the data collected at SP2 affected not only the transformation ratio estimates used in the subsequent QMRA, but also the estimates of the baseflow and runoff pathogen concentrations entering the reservoir respectively. As it was not possible to categorise the SP2 data as pertaining wholly to (Gilks et al. 1996). runoff or baseflow conditions it was our preference to use only SP1 data to characterise inflow concentrations, and SP1 þ SP2 data to estimate the transformation ratio only.
QMRA results
For the protozoa, the winter data-derived transformation ratios were assumed to apply for all seasons. For Campylobacter spp. the E. coli transformation ratios were assumed applicable. Two other qualifications must be emphasised.
Firstly, the QMRA results are indicative of the time period over which data was collected only. Secondly, the approach adopted was intended to quantitatively summarise the overall effects of runoff events on overall infection risks to consumers averaged out over a certain time period (either seasonal or annual). Shorter-term impacts of individual event scenarios were not assessed.
The QMRA results were expressed in two ways (Table 7 ). The P daily to a consumer is tabulated as the theoretical daily risk to a consumer on days when the source water corresponded wholly to a 'runoff event', a 'baseflow' period, and the overall combined daily infection risk taking into account the seasonal probability of the flow being in either state, respectively. The second way was the expected annual number of infections per population of 10,000 people for each scenario, accounting for the number of days per year that the scenario was expected to occur.
The proportion of annual infections attributable to 'runoff event' periods for Cryptosporidium, Giardia and
Campylobacter spp. were 57 %, 80 %, and 28 % respectively, and Giardia at SP2 that had zero (oo)cyst counts.
Risk management implications
The quantitative results suggest that source water quality entering and within the case study reservoir was poorest in the winter months, stemming from more frequent runoff events. All else being equal, this translated to greater potential infection risks to the receiving population over the same period. Others have demonstrated that pathogen concentrations in surface waters in other regions can have seasonal fluctuations (e.g. Westrell et al. 2004 ) and have described seasonal patterns in waterborne enteric disease occurrence in humans (Lopman et al. 2004; Naumova et al. 2005 ). An issue then is whether it is sufficient to adopt an annualised health target alone, or whether to implement additional targets for identified shorter-term periods when the infection risks are greater and there is heightened outbreak potential. Future efforts to set health-targets could explore the merits of setting goals pertaining to both annual and episodic risks.
Results from this and similar QMRAs which aim to assess impacts of specific factors on risks to consumers provide other important management information. For example, having identified that winter coincides with heightened risk periods and that rainfall-induced 'runoff events' are primarily responsible offers at least two possible ways to reduce risks.
The utility may compare the economic and risk mitigation viability of adopting enhanced physical treatment methods over the winter period against adopting catchment management initiatives to minimise the amount of contaminants which can potentially be mobilised by rainfall. For the case study, other important information needs were identifiedparticularly the need for more microbial data (especially Campylobacter spp.) to reduce QMRA outcome uncertainties, and larger volume sampling at SP2 for protozoa in order to better quantify health risks from the system.
CONCLUSION
Of more general significance than the quantified results is the following premise: QMRA undertaken with an aim to assess impacts of explicitly identified and defined events on health risks to consumers can provide important information for risk management. QMRA has here provided awareness as to when higher-risk periods occur. Following application of a hydrograph separation technique to define and identify periods of runoff contribution entering a reservoir, QMRA was performed to conceptually quantify the relative health risks to drinking-water consumers emanating from rainfallinduced 'runoff events' entering a surface water reservoir.
While the details of the approach were developed to suit the characteristics of the case study catchment and the available data, adaptation to other sites with different available data should be possible. Pertaining to the case study, the major proportion of annual infection risk was attributable to runoff event periods. Daily infection risks were greater in winter primarily due to the higher frequency of runoff events over those months. Under the model assumptions, the reservoir's bacterial concentration transformation ratio did not substantially differ between seasons, abstractly suggesting that the heightened loading during the winter was primarily responsible for the associated higher risks.
