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HOMOLOGICAL REALIZATION OF RESTRICTED KOSTKA
POLYNOMIALS
B.FEIGIN AND E.FEIGIN
Abstract. In this paper we give two realizations of restricted Kostka poly-
nomials for sl2. Firstly we identify restricted Kostka polynomials with charac-
ters of the zero homology of the current algebra with coefficients in the certain
modules. As a corollary we reobtain the alternating sum formula. Secondly we
show that restricted Kostka polynomials are q-multiplicities of the decomposi-
tion of the certain integrable ŝl2-modules to the irreducible components. This
allows to write a kind of fermionic formula for the Virasoro unitary characters.
Introduction
For m ∈ Zk≥0 let Kl,m(q) be a Kostka polynomial for sl2 and K
(k)
l,m(q) be a level
k restricted Kostka polynomial (we follow the notations in [FJKLM]; see also [SS]).
Let Vm be the fusion product,
Vm = π1 ∗ · · · ∗ π1∗︸ ︷︷ ︸
m1
· · · ∗ πk ∗ · · · ∗ πk︸ ︷︷ ︸
mk
,
where πi is irreducible (i+1)-dimensional representation of sl2 (see [FL, FF1, CP]).
Recall that Kl,m(q) is the q-multiplicity of πl in Vm (see [FJKLM]). Therefore,
Kl,m(q) is equal to the character of the sl2-invariants in Vm ⊗ πl. We consider the
induced module Ind
sl2⊗C[t]
sl2
πl. Note that Vm ⊗ Ind
sl2⊗C[t]
sl2
πl is a free sl2 ⊗ tC[t]-
module, and therefore, the relative homology
H0(sl2 ⊗ C[t], sl2;Vm ⊗ Ind
sl2⊗C[t]
sl2
πl)
is isomorphic to the sl2-invariants in the tensor product Vm ⊗ πl. We obtain
(1) Kl,m(q) = chqH0(sl2 ⊗ C[t], sl2;Vm ⊗ Ind
sl2⊗C[t]
sl2
πl).
We now replace the induced module in (1) by its quotient, which is isomorphic
to some irreducible integrable representation of ŝl2. Namely, let Ll,k, 0 ≤ l ≤ k be
the set of irreducible level k integrable ŝl2-modules. We show that
(2) K
(k)
l,m(q) = chqH0(sl2 ⊗ C[t], sl2;Vm ⊗ L
∗
l,k),
and the higher homology vanish:
(3) Hp(sl2 ⊗ C[t], sl2;Vm ⊗ L
∗
l,k) = 0, p > 0.
We note that L∗l,k = U(sl2 ⊗ C[t]) · v
∗
l,k (vl,k is a highest weight vector of Ll,k).
Therefore, L∗l,k is a quotient of Ind
sl2⊗C[t]
sl2
πl.
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Formulas (2), (3) and the BGG resolution allows us to reobtain the alternating
sum formula
K
(k)
l,m(q) =
∑
i≥0
q(k+2)i
2+(l+1)iK2(k+2)i+l,m(q)−
∑
i>0
q(k+2)i
2−(l+1)iK2(k+2)i−l−2,m(q).
The left-hand side is equal to
∑
p≥0(−1)
pchqHp(sl2 ⊗ C[t], sl2;Vm ⊗ Ll,k), while
the right-hand side coincides with the Euler characteristics of the certain complex,
counting H∗(sl2 ⊗ C[t], sl2;Vm ⊗ Ll,k).
We now describe the realization of restricted Kostka polynomials as q-multipli-
cities. Let Lm,k be an integrable module induced from the fusion product Vm:
(4) Lm,k =
(
Indŝl2
sl2⊗C[t]
Vm
)
/〈K − k, e(z)k+1〉,
whereK is the central element. We show that this module coincides with the induc-
tive limit of a fusion products (see [FF2]). Recall that there exists an embedding
Vm → V(m1,...,mk−1,mk+2). We prove that Lm,k = lims→∞ V(m1,...,mk+2s). Consider
the decomposition of Lm,k into the direct sum of irreducible modules
(5) Lm,k =
k⊕
l=0
Nl,m ⊗ Ll,k
(Nl,m is spanned by highest weight vectors of the weight l). It was proved in [FF2]
that the following equality is true in the level k Verlinde algebra V (k)
[1]m1 [2]m2 · · · [k]mk = [0] dimN0,m + · · ·+ [k] dimNk,m,
where [l] corresponds to the (l + 1)-dimensional representation of sl2. We show
that the character of Nl,m coincides with a reversed Kostka polynomial K˜
(k)
l,m(q) =
qh(m)K
(k)
l,m(q
−1) for the certain function h : Zk≥0 → Z≥0. This agrees with the fact
that K
(k)
l,m(1) are the structure constants of V
(k) (see [HKKOTY, FJKLM]).
We now apply the decomposition of Lm,k to the coset construction (see [GKO])
to obtain a finitization of the characters of the minimal unitary Virasoro models.
Our finitization is expressed in terms of Kostka polynomials (see also [ABF], [B],
[S]). We give some details below. (For the connection of the branching functions
and Kostka polynomials in a more general settings see [SS]. See also [K, FKRW]
for the slN case and WN instead of the Virasoro algebra).
The decomposition of Lm,k can be applied to the study of the coset constructions
(ŝl2)k1 ⊗ · · · ⊗ (ŝl2)kn/(ŝl2)k1+···+kn .
For example, we can get fermionic and bosonic formulas for the corresponding
conformal theories. In this paper we are dealing with the simplest case n = 2 and
k1 = 1.
Consider the decomposition of the tensor product Li,1 ⊗ Lj,k =
⊕k+1
l=0 Nl ⊗
Ll,k+1. Each Nl is a representation of the Virasoro algebra. Namely, each Nl is
isomorphic to the certain minimal model Mr,s(k + 2, k + 3) (see [KW]). We prove
that Li,1 ⊗ Lj,k = limN→∞ L(1N (j+1)),k+1, where L(1m1 ···kmk ),k = Lm,k. This gives
a finitization of the characters of Nl in terms of Kostka polynomials. We also show
that the Rocha-Caridi formula for the characters of the minimal models (see [RC])
is a corollary from the alternating sum formula. There also exists the fermionic
formula for restricted Kostka polynomials (see [SS, FJKLM]). The limit of this
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formula gives the fermionic type formula for the characters of the minimal unitary
models (see [B]). As mentioned in [JMT], Kostka polynomials finitization for j = 0
coincides with the finitization in [ABF]. We study this connection for general j in
Appendix A.
We note that the fermionic formula for Kostka polynomials naturally appears as
q-multiplicity in the decomposition of Lm,k. Namely, in [FF2] the defining relations
in principal subspaces were described. This gives the fermionic formula for Lm,k.
We use a certain space of coinvariants to find the highest weight vectors of the
weight l in the decomposition (5). This leads to the fermionic formula for the
character of Nl,m.
We finish the introduction with a discussion of possible generalizations. Let ĝ
be an affine Kac-Moody algebra. Fix λ˜ = (λ1, . . . , λk) to be a vector of the highest
weights of the irreducible representations πλi of g. Let Vλ˜ be the corresponding
fusion product πλ1 ∗ · · · ∗ πλk (the adjoint graded space of the tensor product of
the evaluation representations, which is conjecturally independent of the evaluation
parameters, see [FL, FF1, K, CL]). Let Lµ be a level k irreducible integrable highest
weight representation of ĝ with highest weight µ. Define
(6) K
(k)
µ,λ˜
(q) = H0(g⊗ C[t], g;Vλ˜ ⊗ Lµ).
(As above, g ⊗ C[t] are the generating operators in Lµ). We conjecture that this
definition of the restricted Kostka polynomials coincides with one in [FJKLM], as
far as in [SW].
Another possibility is to use the induced module as in (4). Namely, restricted
Kostka polynomials can be defined as the q-multiplicities of the irreducible compo-
nents in the decomposition of
(7)
(
Indĝ
g⊗C[t]Vλ˜
)
/〈K − k, I〉.
Here I →֒ U(ĝ) is the ideal which vanishes in any highest weight integrable level k
ĝ-module.
Our paper is organized as follows:
In Section 1, we settle our notations and collect the main properties of the fusion
products.
In Section 2, we give a homological realization of restricted Kostka polynomials
and prove the vanishing theorem for the higher homology.
In Section 3, we derive the alternating sum formula from the BGG resolution.
Section 4 is devoted to the decomposition of Lm,k into the direct sum of irre-
ducible modules.
In Section 5, we obtain the finitization of the Virasoro unitary characters in
terms of Kostka polynomials and describe the coinvariants approach to the fermionic
formula.
In Appendix, the connection between the ABF and Kostka polynomials finitiza-
tions of the unitary characters is studied.
Acknowledgment. The first author was partially supported by the RFBR
grants 04-01-00303 and 05-01-01007, SS 2044.2003.2 and the INTAS grant 03-51-
3350. The second named author was partially supported by the RFBR grant 03-
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1. Preliminaries
1.1. Fusion products. In this section, we fix our notations and recall the main
results in [FL, FF1, FF2].
Let e, h, f be the standard basis of sl2, and let ŝl2 be the affine Kac-Moody
algebra,
ŝl2 = sl2 ⊗ C[t, t
−1]⊕ CK ⊕ Cd,
where K is a central element, and [d, xi] = −ixi. We set xi = x ⊗ t
i for x ∈ sl2,
i ∈ Z.
Let πl be (l + 1)-dimensional irreducible representation of sl2. We fix some
n-tuple (z1, . . . , zn) of pairwise distinct complex numbers and consider the tensor
product
πa1(z1)⊗ · · · ⊗ πan(zn)
of the evaluation representations of sl2 ⊗ C[t]. Then the fusion product
πa1 ∗ · · · ∗ πan
is an adjoint graded module with respect to the filtration
Fs = span〈x
(1)
i1
· · ·x
(t)
it
vA, x
(j) ∈ sl2, i1 + · · ·+ it ≤ s, 〉
where A = (a1, . . . , an) and vA is the tensor product of the lowest weight vectors
of πai(zi).
Suppose now that ai ≤ k for any i. Then we also use a following notation. Let
m = (m1, . . . ,mk) be some k-tuple of non-negative integers. Set
Vm = π1 ∗ · · ·π1︸ ︷︷ ︸
m1
∗ · · · ∗ πk ∗ · · · ∗ πk︸ ︷︷ ︸
mk
.
We recall that Vm is cyclic with respect to the algebra C[e0, e1, . . .]. Denote the
corresponding cyclic vector by vm (note that this vector coincides with vA). We
use a notation um for a cyclic vector with respect to the algebra C[f0, f1, . . .]. Note
that vm (um) is the vector of the minimal (maximal) h0-eigenvalue. We recall that
Vm is bigraded, namely
(8)
V α
m
= {v ∈ Vm : h0v = αv}, V
α,s
m
= V α
m
∩span{ei1 · · · eipvm : i1+ · · ·+ip = s}.
For v ∈ V α,s
m
set degz v = α, degq v = s, and define the character of a homogeneous
subspace V →֒ Vm by
(9) chV =
∑
α,s
dim(V ∩ V α,s
m
)zαqs, chqV =
∑
α,s
dim(V ∩ V α,s
m
)qs.
We now recall some exact sequences of fusion products.
Let 1 ≤ a1 ≤ · · · ≤ an. Then there exist an exact sequences of sl2⊗C[t]-modules:
(10)
0→ πa2−a1 ∗πa3 ∗· · ·∗πan → πa1 ∗πa2 ∗· · ·∗πan → πa1−1∗πa2+1 ∗πa3 ∗· · ·∗πan → 0
and
(11) 0→ πa1 ∗ · · · ∗ πan−2 ⊗ πan−an−1 → πa1 ∗ · · · ∗ πan →
→ πa1 ∗ · · · ∗ πan−2 ∗ πan−1−1 ∗ πan+1 → 0.
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Now suppose that ai = ai+1. Then we also have an exact sequence of sl2 ⊗C[t]-
modules
(12) 0→ πa1 ∗ · · · ∗ πai−1 ∗ πai+2 ∗ · · · ∗ πan → πa1 ∗ · · · ∗ πan →
→ πa1 ∗ · · · ∗ πai−1 ∗ πai−1 ∗ πai+1+1 ∗ πai+2 ∗ · · · ∗ πan → 0.
We note that each of (10), (11), and (12) contains the piece
πa1 ∗ · · · ∗ πan → πa1 ∗ · · · ∗ πai−1 ∗ πai−1 ∗ πai+1+1 ∗ πai+2 ∗ · · · ∗ πan
in some special case. For the general case see [FF3].
We now recall some facts about a subspace
C[e1, e2, . . .] · vA →֒ πa1 ∗ · · · ∗ πan .
Note that C[e1, e2, . . .]·vA is invariant with respect to the subalgebra a1 →֒ sl2⊗C[t]
generated by e1 and f0. Let a2 →֒ sl2⊗C[t] be the subalgebra generated by e0 and
f1. Fix an isomorphism ı : a1 → a2 sending e1 to e0 and f0 to f1. Then we have
an isomorphism of a2-modules
(13) C[e1, e2, . . .] · vA ≃ πa1 ∗ · · · ∗ πan−1 ,
where the action of a2 on the left-hand side is a composition of ı
−1 and the natural
action of a1. In addition we have an exact sequence of a1-modules
(14) 0→ C[e1, e2, . . .] · vA → πa1 ∗ · · · ∗ πan → πa1 ∗ · · · ∗ πan−1 → 0.
We describe an inductive limits of fusion products. Using (12) we obtain a
sequence of embeddings
(15) V(m1,...,mk) →֒ V(m1,...,mk+2) →֒ V(m1,...,mk+4) →֒ · · · .
We denote the inductive limit of (15) by Lm,k. This space can be endowed with
the structure of a level k integrable ŝl2-module (the action of the affine algebra is
compatible with the natural action of the annihilation operators sl2 ⊗ C[t]). We
consider the decomposition
(16) Lm,k = L0,k ⊗N0,m ⊕ · · · ⊕ Lk,k ⊗Nk,m,
where Li,k, 0 ≤ i ≤ k are level k irreducible highest weight representations of ŝl2
with highest weight vectors vi,k: h0vi,k = ivi,k, Kvi,k = kvi,k, dvi,k = 0. Then
the dimensions of Nl,m are given in terms of the level k Verlinde algebra V
(k) for
sl2. Let [0], [1], . . . , [k] be a basis of V
(k) ([l] corresponds to the (l+ 1)-dimensional
representation of sl2). Introduce the notation
(17) [1]m1 [2]m2 · · · [k]mk = [0]c0,m + · · ·+ [k]ck,m.
The following theorem is proved in [FF2].
Theorem 1.1. We have an equality
(18) dimNl,m = cl,m.
We finish this subsection with a remark on our characters notations. For any
homogeneous V →֒ Lm,k set
chV (z, q) =
∑
α,s
zαqs dim{v ∈ V : h0v = αv, dv = sv}, chqV = chV (1, q).
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We recall that the character chqVm is given by (9). We also need the ”reversed”
character, coming from the embedding  : Vm →֒ Lm,k. Namely, set
c˜hqVm(q) = chq( · Vm).
Obviously, c˜hqVm(q) = q
h(m)chqVm(q
−1) for some h : Zk≥0 → Z≥0 (see Lemma 5.5
for the computation of h(m)).
1.2. The Weyl group and Kostka polynomials. We first settle our notations
concerning ŝl2 (see [Kac]). Let h = span{h0,K, d} →֒ ŝl2 be the Cartan subalgebra,
n be the nilpotent subalgebra, n = sl2 ⊗ t
−1C[t−1]⊕ Cf0, and u = sl2 ⊗ t
−1C[t−1].
Let s0, s1 ∈W be simple reflections, where W is the Weyl group of ŝl2. Let ρ ∈ h
∗
be the element, defined by ρ(α∨i ) = 1, i = 0, 1, where α
∨
0 and α
∨
1 are the simple
coroots. We set w ∗α = w(α+ρ)−ρ for the shifted action of the Weyl group on h∗.
Define (i, k,m) ∈ h∗ by (i, k,m)h0 = i, (i, k,m)K = k, and (i, k,m)d = m. Then
ρ = (1, 2, 0) and
(19) s0∗(i, k,m) = (−i+2k+2, k,m+k−i+1), s1∗(i, k,m) = (−i−2, k,m).
The following lemma gives the shifted action of an arbitrary element of W on h∗.
Lemma 1.1.
a). s0(s1s0)
n(i, k,m) = (−i−2+2(n+1)(k+2), k,m+(n+1)2(k+2)−(n+1)(i+1)).
b). (s0s1)
n(i, k,m) = (i+ 2n(k + 2), k,m+ n2(k + 2) + n(i+ 1)).
c). s1(s0s1)
n(i, k,m) = (−i− 2− 2n(k + 2), k,m+ n2(k + 2) + n(i+ 1)).
d). (s1s0)
n(i, k,m) = (i− 2n(k + 2), k,m+ n2(k + 2)− n(i+ 1)).
In our paper we use notations for Kostka polynomials as in [FJKLM]. Let us
recall the connection between the notations in [SS] and [FJKLM]. For m ∈ (N∪0)k
we set
|m| =
k∑
i=1
imi, 2‖m‖ = −|m|+
∑
1≤i,j≤k
min(i, j)mimj.
Now let 0 ≤ l ≤ k. Denote
λ =
(
|m|+ l
2
,
|m| − l
2
)
, R(m) = (kmk , . . . , 1m1).
We have
Kl,m(q) = q
‖m‖KλR(m)(q
−1), K
(k)
l,m(q) = q
‖m‖KkλR(m)(q
−1),
where the right-hand side stands for Kostka and level-restricted Kostka polynomials
in the notations of [SS].
2. Homological realization of restricted Kostka polynomials
In this section, we consider the fusion product Vm as sl2⊗C[t
−1]-module via the
isomorphism
sl2 ⊗ C[t
−1]→ sl2 ⊗ C[t] xi 7→ x−i.
Our goal is to show that
(20) chqHp(n, Vm ⊗ Ll,k)
0 = δ0,pK
(k)
l,m(q),
whereHp(n, Vm⊗Ll,k)
α denotes an eigenspace of the operator h0 with an eigenvalue
α. To prove this statement in the case p = 0 we use the theorem in [FJKLM]:
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Theorem 2.1. chqVm/〈h0 + l, e0, e
k−l+1
−1 〉 = K
(k)
l,m(q).
Lemma 2.1. chqH0(n, Vm ⊗ Ll,k)
0 = K
(k)
l,m(q).
Proof. In view of Theorem 2.1 it is enough to prove that
chqH0(n, Vm ⊗ Ll,k)
0 = chqVm/〈h0 + l, e0, e
k−l+1
−1 〉.
We recall the first terms of the BGG-resolution
(21) 0← Ll,k ←M(l,k,0)
∂
←−M(−l−2,k,0) ⊕M(−l+2k+2,k,k−l+1) ← · · · ,
where Mα is the Verma module with a highest weight α. We set vα to be a highest
weight vector of Mα. Note that the differential ∂ is given by
(22) ∂v(−l−2,k,0) = f
l+1
0 v(l,k,0), ∂v(−l+2k+2,k,k−l+1) = e
k−l+1
−1 v(l,k,0).
We tensor (21) by Vm and obtain the free resolution of the n-module Ll,k ⊗ Vm
0← Ll,k ⊗Vm ←M(l,k,0)⊗ Vm ← (M(−l−2,k,0)⊕M(−l+2k+2,k,k−l+1))⊗ Vm ← · · · .
Therefore, H0(n, Vm ⊗ Ll,k)
0 is isomorphic to the homology of the complex
0←
[
C⊗U(n)
(
M(l,k,0) ⊗ Vm
)]0
←
←
[
C⊗U(n)
(
M(−l−2,k,0) ⊗ Vm ⊕M(−l+2k+2,k,k−l+1) ⊗ Vm
)]0
,
where U(n) is the universal enveloping algebra. We note that M(i,k,m) is a free
U(n)-module with one generator with z-degree i. Hence, because of (22)
H0(n, Vm ⊗ Ll,k)
0 ≃ Vm/〈f
l+1
0 , e
k−l+1
−1 , h0 + l〉.
But [
Vm/〈f
l+1
0 〉
]−l
≃ [Vm/〈e0〉]
−l .
This finishes the proof of the lemma. 
Our next step is the proof of the statement (20) in the case m1 + · · ·+mk = 1,
i.e., when Vm is a single representation πn. For this, we first recall the homology
of u.
Lemma 2.2. Hp(u, Ll,k) is isomorphic to πp(k+2)+l for even p and to πp(k+2)+k−l
for odd p as a representation of sl2.
Proof. We recall (see [GL],[Kum]) thatHp(u, Ll,k) is irreducible sl2-module with the
highest weight (wp ∗ (l, k, 0))(h0), where wp = s0s1s0 · · ·︸ ︷︷ ︸
p
. But Lemma 1.1 gives that
(wp∗(l, k, 0))(h0) = p(k+2)+l+1 for even p and (wp∗(l, k, 0))(h0) = p(k+2)+k−l+1
for odd p. 
Proposition 2.1. Hp(n, πn ⊗ Ll,k)
0 is one-dimensional if
p is even and n = p(k + 2) + l or p is odd and n = p(k + 2) + k − l,
and vanishes otherwise.
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Proof. We note that u is an ideal in n. Consider the Hochschild-Serre spectral
sequence (see [CE]) with
E2p,q = Hp(n/u, Hq(u, πn ⊗ Ll,k)).
We first note that u acts trivially on πn. Therefore,
Hq(u, πn ⊗ Ll,k) ≃ πn ⊗Hq(u, Ll,k).
In addition, n/u is one-dimensional algebra Cf0. We obtain that
(23)
dimHp(n, πn⊗Ll,k)
0 = dim coker
(
[πn ⊗Hp(u, Ll,k)]
0 f0
←− [πn ⊗Hp(u, Ll,k)]
2
)
+
dim ker
(
[πn ⊗Hp−1(u, Ll,k)]
0 f0
←− [πn ⊗Hp−1(u, Ll,k)]
2
)
.
This gives that dimHp(n, πn ⊗ Ll,k)
0 vanishes unless n+ 1 = dimHp(u, Ll,k), and
in this case (because of Lemma 2.2) the dimension is equal to 1 for n = p(k+2)+ l
with even p or n = p(k + 2) + k − l with odd p. Proposition is proved. 
From the proof of the proposition we obtain a following corollary.
Corollary 2.1. Hp(n, πn ⊗ Ll,k)
−1 = 0 for any p, n ≥ 0.
Proof. We note that for any n, n1 ≥ 0 the operator
f0 : [πn ⊗ πn1 ]
1
→ [πn ⊗ πn1 ]
−1
is an isomorphism. Now our corollary follows from the formula (23). 
Corollary 2.2. For any m ∈ (N ∪ 0)k
′
we have Hp(n, Vm ⊗ Ll,k)
−1 = 0, p ≥ 0.
Proof. Our corollary follows from Corollary 2.1 and a fact that Vm has a filtration
such that each quotient is irreducible finite-dimensional sl2-module. 
Remark 2.1. We note that Corollary 2.2, p = 0 follows from the exact sequence
(21). In fact, in the same way as in the proof of Lemma 2.1 we get
H0(n, Vm ⊗ Ll,k)
−1 ≃ Vm/〈e
k−l+1
−1 , f
l+1
0 , h0 + l + 1〉.
But for any v ∈ Vm ⊗ Ll,k with h0v = −(l + 1)v there exists v1 ∈ Vm ⊗ Ll,k such
that v = f l+10 v1. Therefore, H0(n, Vm ⊗ Ll,k)
−1 = 0.
To prove that Hp(n, Vm⊗Ll,k)
0 = 0 for p > 0 we need one more technical lemma.
Let m be some k′-tuple with ms 6= 0 and ms+1 = · · · = mk′ = 0. Introduce the
notation for k′-tuple m1 = (m1, . . . ,ms − 1, 0, . . . , 0). We set
V˜m1 = U(n) · vm →֒ Vm
(recall that in this section fusion products are considered as modules over the
generating operators xi, i ≤ 0).
Lemma 2.3. Hp(n, V˜m1 ⊗ Ll,k)
α ≃ Hp(n, Vm1 ⊗ Lk−l,k)
k−s−α.
Proof. Consider the Lie algebra automorphism φ : n → n, φ(e−1) = f0, φ(f0) =
e−1. We note that φ induces an automorphism of the universal enveloping algebra
U(n). Denote this automorphism by the same letter. Let vl,k be a highest weight
vector of Ll,k and vm, um ∈ Vm be lowest and highest (with respect to the operator
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h0) weight vectors. Then we have an isomorphism I : V˜m1 ⊗ Ll,k → Vm1 ⊗ Lk−l,k
defined by
x(vm)⊗ y(vl,k) 7→ φ(x)um1 ⊗ φ(y)vk−l,k , x, y ∈ U(n).
We note that I is an isomorphism of n-modules, where the action of n on Vm1 ⊗
Lk−l,k is a composition of φ and a standard action.
We need to show that I identifies (V˜m1 ⊗Ll,k)
α and (Vm1 ⊗Lk−l,k)
k−s−α. Note
that [h0, φ(f0)] = 2φ(f0) and [h0, φ(e−1)] = −2φ(e−1). Therefore, for x ∈ U(n)
with [h0, x] = βx (β ∈ C) we have [h0, φ(x)] = −βφ(x). In addition, in view of
h0vm = (−
∑k′
i=1 imi)vm and h0um = (
∑k′
i=1 imi)um, we obtain
(24) h0(vm ⊗ vl,k) = (l −
k′∑
i=1
imi)vm ⊗ vl,k,
h0(I(vm ⊗ vl,k)) = h0(um1 ⊗ vk−l,k) =
(
k′∑
i=1
im1i + k − l)vm ⊗ vl,k = (−l +
k′∑
i=1
imi + k − s)vm ⊗ vl,k.
This finishes the proof of the lemma. 
Corollary 2.3. Let m ∈ Zk+1≥0 , mk+1 6= 0. Then Hp(n, Vm ⊗ Ll,k)
0 = 0 for any
p ≥ 0.
Proof. We set m1 = (m1, . . . ,mk+1 − 1), m
2 = (m1, . . . ,mk +1,mk+1− 1). Recall
the exact sequence (14) of n-modules
0→ V˜m1 → Vm → Vm2 → 0.
We note that the map Vm → Vm2 is defined by um 7→ um2 (because Vm is cyclic n-
module with the cyclic vector um). In addition, degz um2 = degz um−1. Therefore,
for any α we obtain an exact sequence
0→ V˜ α
m1
→ V α
m
→ V α−1
m2
→ 0.
This gives an exact sequence of homology
(25) 0← H0(n, Vm2 ⊗ Ll,k)
α−1 ← H0(n, Vm ⊗ Ll,k)
α ←
H0(n, V˜m1 ⊗ Ll,k)
α ← H1(n, Vm2 ⊗ Ll,k)
α−1 ← · · ·
Now let α = 0. Then because of Lemma 2.3 and Corollary 2.2 we obtain
Hp(n, Vm2 ⊗ Ll,k)
−1 = 0, Hp(n, V˜m1 ⊗ Ll,k)
0 ≃ Hp(n, Vm1 ⊗ Lk−l,k)
k−k−1 = 0.
In view of the exact sequence (25) our corollary is proved. 
We now prove the main theorem of this section.
Theorem 2.2. Let m ∈ Zk≥0. Then
chqHp(n, Vm ⊗ Ll,k)
0 = δ0,pK
(k)
l,m(q).
Proof. Because of Lemma 2.1 we only need to prove that Hp(n, Vm⊗Ll,k)
0 vanishes
for p > 0. We use the induction on m. We order a k-tuples by the rule
m > n if
k∑
i=1
mi >
k∑
i=1
ni or
k∑
i=1
mi =
k∑
i=1
ni and
k∏
i=1
imi >
k∑
i=1
ini .
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For
∑k
i=1mi = 1 our theorem follows from Proposition 2.1. Now let Vm = πa1 ∗
· · · ∗ πan and 1 ≤ a1 ≤ · · · ≤ an. We recall the exact sequence (10)
(26)
0→ πa2−a1 ∗πa3 ∗· · ·∗πan → πa1 ∗πa2 ∗· · ·∗πan → πa1−1∗πa2+1∗πa3 ∗· · ·∗πan → 0.
We denote the first fusion product in (26) by V
m(1) and the third one by Vm(2) .
From (26) we obtain a long exact sequence
(27) 0← H0(n, Vm(2) ⊗ Ll,k)← H0(n, Vm ⊗ Ll,k)← H0(n, Vm(1) ⊗ Ll,k)←
H1(n, Vm(2) ⊗ Ll,k)← H1(n, Vm ⊗ Ll,k)← H1(n, Vm(1) ⊗ Ll,k)← · · ·
We note that m(1) < m, and therefore, Hp(n, Vm(1) ⊗ Ll,k)
0 vanishes for p > 0
by induction assumption. In addition, m(2) < m, and V
m(2) is either the fusion
product of the representations of dimension at most k + 1 or one of the fused
representations is of the dimension k +2. In the latter case Corollary 2.3 gives the
vanishing of the higher homology. Hence, because of the exact sequence (27), the
theorem is proved. 
Corollary 2.4. We have
chqHp(sl2 ⊗ C[t
−1], sl2;Vm ⊗ Ll,k) = δ0,pK
(k)
l,m(q).
Proof. We note that as sl2-module Vm ⊗ Ll,k decomposes into the direct sum of
finite-dimensional representations. Therefore,
chqHp(sl2 ⊗ C[t
−1], sl2;Vm ⊗ Ll,k) = chq(Hp(u, Vm ⊗ Ll,k)
sl2)
(the right-hand side is a subspace of sl2-invariants). In view of the Hochschild-Serre
spectral sequence we also obtain
Hp(n, Vm ⊗ Ll,k)
0 = H0(Cf0, Hp(u, Vm ⊗ Ll,k))
0 = Hp(u, Vm ⊗ Ll,k)
sl2 .
Corollary is proved. 
Remark 2.2. We note that our theorem concerns only the case of a homology
with the coefficients in πa1 ∗ · · · ∗ πan ⊗ Ll,k with ai ≤ k. For the general ai the
corresponding homology are not concentrated in one dimension.
3. The BGG resolution and alternating sum formula for Kostka
polynomials
In this section, we give a homological interpretation of the alternating sum for-
mula (see [SS, FJKLM])
(28)
K
(k)
l,m(q) =
∑
i≥0
q(k+2)i
2+(l+1)iK2(k+2)i+l,m(q)−
∑
i>0
q(k+2)i
2−(l+1)iK2(k+2)i−l−2,m(q).
We note that in view of Theorem 2.2 the left-hand side coincides with the Euler
characteristics
∑
p≥0(−1)
pchqHp(n, Vm⊗Ll,k)
0. The idea is that the right-hand side
is also the Euler characteristics of the complex, counting the homology Hp(n, Vm⊗
Ll,k)
0.
Consider the BGG-resolution of Ll,k (see [BGG, Kum])
(29) 0← Ll,k ← F0 ← F1 ← · · · , Fp =
⊕
l(w)=p
M(w ∗ (l, k, 0)),
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where l(w) is a length of the element of the Weyl group of ŝl2. Tensoring (29) with
Vm we obtain the resolution for Vm⊗Ll,k. Therefore, the following complex counts
H∗(n, Vm ⊗ Ll,k)
0
(30) 0← (C⊗U(n) (F0 ⊗ Vm))
0 ← (C⊗U(n) (F1 ⊗ Vm))
0 ← · · ·
Recall that Fp is a free U(n)-module. Therefore, we can rewrite (30) as
0← ((C⊗U(n) F0)⊗ Vm)
0 ← ((C⊗U(n) F1)⊗ Vm)
0 ← · · ·
Lemma 3.1. chq((C⊗U(n) Fp)⊗ Vm)
0 =
∑
l(w)=p q
(w∗(l,k,0))dchqV
−(w∗(l,k,0))h0
m .
Proof. Fp is a free U(n)-modules with a generators labeled by w such that l(w) = p.
In addition, the z-degree of the generator equals to (w ∗ (l, k, 0))h0. This proves
our lemma. 
Lemma 3.2. Kl,m(q) = chqVm/〈e
l+1
0 , h0 + l〉, i.e., Kl,m(q) is a q-multiplicity of
πl in decomposition of Vm as sl2-module to the irreducible components.
Proof. Follows from Theorem 2.1 and a fact limk→∞K
(k)
l,m(q) = Kl,m(q). 
Corollary 3.1. Kl,m(q) = chqV
l
m
− chqV
l+2
m
.
Proposition 3.1.
(31)
∑
p≥0
(−1)pchq(C⊗U(n) (Fp ⊗ Vm))
0 =
∑
p≥0
q(k+2)p
2+(l+1)pK2(k+2)p+l,m −
∑
p>0
q(k+2)p
2−(l+1)pK2(k+2)p−l−2,m.
Proof. In view of Lemma 3.1 and Lemma 1.1 we obtain that the left-hand side of
(31) is equal to∑
p≥0
(
q(p+1)
2(k+2)−(p+1)(l+1)chq(Vm)
2p(k+2)−l+
qp
2(k+2)+p(l+1)chq(Vm)
−2p(k+2)−l
)
−∑
p≥0
(
q(p+1)
2(k+2)−(p+1)(l+1)chq(Vm)
−(2p+1)(k+2)+l−k+
qp
2(k+2)+p(l+1)chq(Vm)
(2p+1)(k+2)−k+l
)
=∑
p≥0
qp
2(k+2)+p(l+1)
(
chq(Vm)
2p(k+2)+l − chq(Vm)
2p(k+2)+l+2
)
+
∑
p≥1
qp
2(k+2)−p(l+1)
(
chq(Vm)
2p(k+2)−l − chq(Vm)
2p(k+2)−l−2
)
=
∑
p≥0
qp
2(k+2)+p(l+1)K2p(k+2)+l,m(q)−
∑
p≥1
qp
2(k+2)−p(l+1)K2p(k+2)−l−2,m(q),
where Corollary 3.1 is used. 
As a corollary we obtain the alternating sum formula (28).
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4. The decomposition of Lm,k
We introduce the notations K˜l,m(q) and K˜
(k)
l,m(q) for the ”reversed” Kostka poly-
nomials:
(32) K˜
(k)
l,m(q) = q
h(m)K
(k)
l,m(q
−1), K˜l,m(q) = q
h(m)Kl,m(q
−1),
where h(m) = max{degq v, v ∈ Vm} (see Lemma 5.5 for the computation of h(m)).
Therefore, ”reversed’ polynomials are Kostka polynomials in notations in [SS] up
to a power of q.
We recall the decomposition (16)
Lm,k = L0,k ⊗N0,m ⊕ · · · ⊕ Lk,k ⊗Nk,m.
Lemma 4.1. chqNl,m = K˜
(k)
l,m(q).
Proof. We first note that K
(k)
l,m(1) = dimNl,m, because both sides are structure
constants of the Verlinde algebra (see (18)).
We show that chqNl,m = c˜hqVm/〈f0, h0 − l, f
k−l+1
1 〉. Recall that Lm,k =
lims→∞ Vm(s), where m(s) = (m1, . . . ,mk−1,mk + 2s). We denote
Nsl,m = {v ∈ Lm,k : e0v = f1v = 0, h0v = lv, v ∈ Vm(s)}.
Note that Nsl,m is a subspace of the space of highest weight vectors of the weight l.
Therefore, any v ∈ Nsl,m is not the element of 〈f0, h0 − l, f
k−l+1
1 〉Vm (because for a
highest weight vector vl,k ∈ Ll,k we have vl,k /∈ 〈f0, h0 − l, f
k−l+1
1 〉Ll,k). We thus
obtain that
chqN
s
l,m ≤ chqVm(s)/〈f0, h0 − l, f
k−l+1
1 〉
(the difference of the right-hand side and left-hand side is a polynomial with non-
negative coefficients). In addition, there exists s0 such that N
s0
l,m = Nl,m. Hence,
chqNl,m ≤ K˜
(k)
l,m(s0)
(q). Let cl,m denote the structure constants of the level k Ver-
linde algebra:
[1]m1 · · · [k]mk =
k∑
l=0
cl,m[l].
In view of [k]2 = [0] we get chqNl,m(1) = cl,m = K˜
(k)
l,m(s0)
(1) (for the second equality
see [HKKOTY], [FJKLM]). Therefore, there exists s0 such that
chqNl,m = K˜
(k)
l,m(s0)
(q).
To complete the proof we need to show that
(33) K˜
(k)
l,m(q) = K˜
(k)
l,m(1)(q).
We recall an exact sequence of sl2 ⊗ C[t]-modules
0→ Vm → Vm(1) → V(m1,...,mk−2,mk−1+1,mk,1) → 0.
Because of Corollary 2.3 the corresponding long exact sequence of n-homology is of
the form
0← 0← H0(n, Vm(1) ⊗ Ll,k)
0 ← H0(n, Vm ⊗ Ll,k)
0 ← 0← · · · .
Because of Lemma 2.1 the equation (33) is shown. 
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We finish this section with the identification of Lm,k with the induced module
from the fusion product Vm. We first need one lemma.
Lemma 4.2. Let 1 ≤ a1 ≤ · · · ≤ an and an ≥ k + 1. Then πa1 ∗ · · ·πan/〈e0, h0 +
l, ek−l+11 〉 = 0 for any 0 ≤ l ≤ k.
Proof. We prove our lemma by induction on a pair (n,
∏n
i=1 ai). We set (n1, s1) >
(n2, s2) if n1 > n2 or n1 = n2 and s1 > s2. Let n = 1. Then for any 0 ≤ l ≤ k
we have πa/〈h0 + l, e0〉 = 0 if a ≥ k + 1. We now consider an exact sequence of
sl2 ⊗ C[t]-modules
0→ πa2−a1 ∗ πa3 ∗ · · · ∗ πan → πa1 ∗ · · · ∗ πan → πa1−1 ∗ πa2+1 ∗ πa3 ∗ · · · ∗ πan → 0.
By induction assumption our lemma is true for the submodule and for the quotient
module. Therefore, it also holds for πa1 ∗ · · · ∗ πan . 
Proposition 4.1. Let m ∈ Zk≥0. Then
(34) Lm,k =
(
Indŝl2
sl2⊗C[t]
Vm
)
/〈e(z)k+1,K − k〉,
where the right-hand side is a quotient of the induced module (with fixed K = k) by
the action of the coefficients of the series e(z)k+1 = (
∑
i eiz
i)k+1. In addition
(35)
(
Indŝl2
sl2⊗C[t]
πa1 ∗ · · · ∗ πan
)
/〈e(z)k+1,K − k〉 = 0,
if a1 ≤ · · · ≤ an and an ≥ k + 1.
Proof. Note that the right-hand side of (34) is a level k integrable ŝl2-module (be-
cause e(z)k acts by 0). Therefore, it can be decomposed into the direct sum of
irreducible modules Ll,k. We show (34) by checking that the q-multiplicity of Ll,k
is equal to c˜hqVm/〈e0, h0 + l, e
k−l+1
1 〉.
Consider ŝl2 homomorphisms from Ll,k to the right-hand side of (34). They
coincide with the homomorphisms Ll,k → Ind
ŝl2
sl2⊗C[t]
Vm/〈K−k〉, which are labeled
by the elements of the quotient Vm/〈e0, h0+l, e
k−l+1
1 〉 (because of the highest weight
condition for Ll,k). The first part of our proposition is verified.
We note that (35) can be checked in the same manner, taking into account
Lemma 4.2. 
5. Virasoro unitary models
5.1. The alternating sum formula. We first recall the coset construction (see
[GKO]). Consider the decomposition of the tensor product Li,1⊗Lj,k into the sum
of irreducible ŝl2-modules
Li,1 ⊗ Lj,k =
k+1⊕
l=0
Nl ⊗ Ll,k+1,
where Nl is spanned by a highest weight vectors of the weight l. Let L
(1)
i , L
(2)
i
and Ldiagi be the Sugawara operators, acting on Li,1, Lj,k and Li,1 ⊗ Lj,k. Then
operators
Li = L
(1) ⊗ Id + Id⊗ L
(2)
i − L
diag
i
form the Virasoro algebra, which acts on the tensor product Li,1 ⊗ Lj,k with the
central charge 33+2 +
3k
k+2 −
3(k+1)
k+3 =
k2+5k
(k+2)(k+3) . The important property is that Li
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commute with the diagonal action of ŝl2. Therefore, each Nl is a representation of
the Virasoro algebra. Using the alternating sum formula we derive a formula for
the character of Nl. This formula coincides with the Rocha-Caridi formula for the
character of the minimal model Mj+1,l+1(k + 2, k + 3) (see [KW]).
We first recall the Rocha-Caridi formula for the character of Mr,s(p, p
′) (see
[RC]). Here p, p′ are relatively prime numbers and 1 ≤ r ≤ p− 1, 1 ≤ s ≤ p′ − 1.
Let t = p
′
p . Then the central element c of the Virasoro algebra acts on Mr,s(p, p
′)
as a scalar 13− 6(t+ 1t ). Let △r,s =
(rt−s)2−(t−1)2
4t and
χr,s = chMr,s(p, p
′) =
∑
d∈Z≥0+△r,s
qd dim{v : L0v = dv}.
We set
(q)n =
n∏
α=1
(1− qα), (q)∞ =
∞∏
α=1
(1− qα),
[
m
n
]
q
=
(q)m
(q)n(q)m−n
.
Then
χr,s =
q△r,s
(q)∞
(∑
n∈Z
qpp
′n2+(p′r−ps)n −
∑
n∈Z
qpp
′n2+(p′r+ps)n+rs
)
.
We note that in the case (p, p′) = (k + 2, k + 3) the central charge is equal to
k(k+5)
(k+2)(k+3) .
We now recall the embedding of Vm and Lm,k into the tensor product of the
level one irreducible modules. In what follows we use the notation L(1m1 ···kmk ),k
for Lm,k. Let v(p) ∈ L0,1 ⊕ L1,1 be the set of extremal vectors, h0v(p) = −pv(p).
Then we have the isomorphisms
Vm ≃ U(sl2 ⊗ C[t]) · (v(m1 + · · ·+mk)⊗ v(m2 + · · ·+mk)⊗ · · · ⊗ v(mk)),(36)
Lm,k ≃ U(ŝl2) · (v(m1 + · · ·+mk)⊗ v(m2 + · · ·+mk)⊗ · · · ⊗ v(mk)).(37)
This gives an embedding of Vm and Lm,k into the tensor product Li1,1⊗· · ·⊗Lik,1,
where iα = 0, 1. For example, in view of Lj,k = L(j1),k we obtain
Lj,k ≃ U(ŝl2) · (v(1)
⊗j ⊗ v(0)⊗(k−j)) →֒ L⊗j1,1 ⊗ L
⊗(k−j)
0,1 .
Lemma 5.1. We have an isomorphism of ŝl2-modules
(38) Li,1 ⊗ Lj,k ≃ lim
n→∞
U(ŝl2) · (v(2n+ i)⊗ v(1)
⊗j ⊗ v(0)⊗(k−j)).
Proof. We first note that v(2n+ i)⊗ [v(1)⊗j ⊗ v(0)⊗(k−j)] is the tensor product of
extremal vectors of Li,1 and Lj,k. In addition,
U(ŝl2) · (v(2n+ i)⊗ v(1)
⊗j ⊗ v(0)⊗(k−j)) =
U(ŝl2) · (v(2n+ i+ 2s)⊗ v(2s+ 1)
⊗j ⊗ v(2s)⊗(k−j))
for any integer s. Therefore, to prove our lemma it suffices to show that
v(2n+ i)⊗ v(1)⊗j ⊗ v(0)⊗(k−j) →֒ U(ŝl2) · (v(2n+ 2 + i)⊗ v(1)
⊗j ⊗ v(0)⊗(k−j))
(in this case all the products of the extremal vectors of Li,1 and Lj,k are the elements
of (38)).
We recall that eN−1v(N) = v(N − 2) and e≥Nv(N) = 0. Hence,
ei+2n−1(v(2n+ i)⊗ v(1)
⊗j ⊗ v(0)⊗(k−j)) = (v(2n− 2 + i)⊗ v(1)⊗j ⊗ v(0)⊗(k−j)).
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Lemma is proved. 
Corollary 5.1. Li,1 ⊗ Lj,k ≃ limn→∞ L(12n+i−1(j+1)),k+1.
Proof. Because of the formula (37)
U(ŝl2) · (v(2n+ i)⊗ v(1)
⊗j ⊗ v(0)⊗(k−j)) ≃ L(12n+i−1(j+1)),k+1.

Consider the decomposition
L(1N (j+1)),k+1 =
k+1⊕
l=0
Nl,(1N (j+1)) ⊗ Ll,k+1.
Corollary 5.2. We have
chqNl = lim
n→∞
chqNl,(12n+i−1(j+1)).
We now compute the limit from the above corollary. Because of Lemma 4.1
chqNl,(1N (j+1)) = K˜
(k+1)
l,(1N (j+1))(q).
Recall that L0vi,k =
i(i+2)
4(k+2)vi,k for the highest weight vector vi,k ∈ Li,k. In view
of the alternating sum formula (28) and the formula (32) we obtain
(39) chqNl,(12n+i−1(j+1)) = q
i(i+2)
12 +
j(j+2)
4(k+2)−
l(l+2)
4(k+3) K˜
(k+1)
l,(12n+i−1(j+1))(q) =
= q
i(i+2)
12 +
j(j+2)
4(k+2)
− l(l+2)
4(k+3)
(∑
p≥0
q−(k+3)p
2−(l+1)pK˜2(k+3)p+l,(12n+i−1(j+1))(q)−
∑
p>0
q−(k+3)p
2+(l+1)pK˜2(k+3)p−l−2,(12n+i−1(j+1))(q)
)
We want to compute the limit of the above expression while n→∞.
Lemma 5.2. Let a(q) =
∑
i≥0 aiq
i. We write a(q) = O(qN ) if ai = 0 for i < N .
Then
K˜2s+i+j,(12n+i+1(j+1))(q) − (chqL
2s+i
i,1 − chqL
2s+i+2j+2
i,1 ) = O(q
n+s(s+i−1)).
Proof. Consider the embeddings
(40) V(12n+i) ⊗ πj →֒ V(12n+i+1(j+1)) →֒ V(12n+2+i) ⊗ πj ,
where the first embedding comes from (11) and the second from (36). We note that
(40) means that limn→∞ V(12n+i+1(j+1)) ≃ Li,1 ⊗ πj . Note that
c˜hqV
2s+i
(12n+i) = q
s(s+i)
[
2n+ i
n− s
]
q
.
Therefore,
c˜hqV
2s+i
(12n+i) − chqL
2s+i
i,1 = q
s(s+i)
([
2n+ i
n− s
]
q
−
1
(q)∞
)
= O(qn+s(s+i−1)).
We obtain that
c˜hq(V(12n+i+1) ⊗ πj)
2s+i+j − chq(Li,1 ⊗ πj)
2s+i+j = O(qn+s(s+i−1)).
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To finish the proof it suffices to use (40) and the formula
K˜2s+i+j,(12n+i+1(j+1))(q) = c˜hqV
2s+i+j
(12n+i+1(j+1)) − c˜hqV
2s+i+j+2
(12n+i+1(j+1)).

We derive from this lemma that in (39) we can replace reversed Kostka polyno-
mials by the difference of the characters of the weight subspaces of Li,1.
Let i = 0. Then for such l that j + l is even we obtain
lim
n→∞
chNl,(12n+i−1(j+1)) = q
j(j+2)
4(k+2)
− l(l+2)
4(k+3)×(∑
p≥0
q−(k+3)p
2−(l+1)p 1
(q)∞
(q(k+3)p+(l−j)/2 − q(k+3)p+(l+j+2)/2)−
∑
p>0
q−(k+3)p
2+(l+1)p 1
(q)∞
(q(k+3)p−(l+j+2)/2 − q(k+3)p+(j−l−2)/2)
)
=
q
j(j+2)
4(k+2)
− l(l+2)
4(k+3)
+ (l−j)
2
4
(q)∞
(∑
p∈Z
qp
2(k+2)(k+3)+p((k+3)(j+1)−(k+2)(l+1))−
∑
p∈Z
qp
2(k+2)(k+3)+p((k+3)(j+1)+(k+2)(l+1))+(l+1)(j+1)
)
=
q△j+1,l+1
(∑
p∈Z
qp
2(k+2)(k+3)+p((k+3)(j+1)−(k+2)(l+1))−
∑
p∈Z
qp
2(k+2)(k+3)+p((k+3)(j+1)+(k+2)(l+1))+(l+1)(j+1)
)
= chMj+1,l+1(k + 2, k + 3)
One can repeat the same computation for i = 1. We obtain
Li,1 ⊗ Lj,k =
k+1⊕
l=0
Ll,k+1 ⊗Mj+1,l+1(k + 2, k + 3),
where the sum is taken over l such that l + i+ j is even.
5.2. The fermionic formula. Recall (see [SS, FJKLM]) that
(41) K
(k)
l,m(q) =
∑
s∈Zk
≥0
2|s|=|m|−l
qsAs+vs
[
A(m − 2s)− v + s
s
]
q
,
where Aα,β = min(α, β), vα = max(0, α − k + l), |m| =
∑k
α=1mα and for two
vectorsm,n ∈ Zk≥0 we set
[
m
n
]
q
=
∏k
α=1
[
mα
nα
]
q
. We now explain how this formula
naturally appears as a q-multiplicity.
Lemma 5.3. Denote by e(z)is the coefficient in front of the power z
s in the series
(
∑
j∈Z ejz
j)i. Then
chqLm,k/〈es, s ≤ 0; e(z)
k−l+1
s , s ≤ k − l+ 1; h0 + l〉 = K˜
(k)
l,m(q).
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Proof. We recall an embedding Vm →֒ Lm,k. Let vm be a lowest weight vector of
Vm. We consider the principal subspace
W = C[eN , eN−1, . . .] · vm,
where N is fixed by eNvm 6= 0 and eN+1vm = 0. It is proved in [FF2] that the
defining relations in W are e(z)k+1vm = 0 and
e(z)ivm = z
Ni−im1−···−miq(z−1), i = 1, · · · , k,
where q is some series. This means that the dual space of the quotient
W/〈es, s ≤ 0; e(z)
k−l+1
s , s ≤ k − l + 1; h0 + l〉
can be identified with a subspace of symmetric polynomials satisfying the conditions
(1) The number of variables is s = 12 (
∑k
i=1 imi − l),
(2) f(z, . . . , z︸ ︷︷ ︸
k+1
, zi+1, . . . , zs) = 0,
(3) degz f(z, . . . , z︸ ︷︷ ︸
a
, zi+1, . . . , zs) ≤
∑k
i=1 min(a, i)mi − a,
(4) f(0, z2, . . . , zs) = 0,
(5) f(z, . . . , z︸ ︷︷ ︸
k−l+1
, zi+1, . . . , zs)÷ z
k−l+2.
But this space of symmetric polynomials coincides with the dual space (Vm/〈h0 +
l, e0, e
k−l+1
1 〉)
∗ from [FJKLM], and the character of the latter coincides with the
corresponding restricted Kostka polynomial.
We recall that Lm,k = limN→∞ V(m1,...,mk−1,mk+2N). Now our lemma follows
from the equality (33). 
Lemma 5.4. The q-multiplicity of Ll,k in the decomposition of Lm,k is equal to
the character of
(42) Lm,k/〈es, s ≤ 0; e(z)
k−l+1
s , s ≤ k − l+ 1; h0 + l〉.
Proof. We first note that the character of the space of the highest weight vectors
in Lm,k of the weight l is less or equal then the character of the quotient (42). But
their dimensions coincide. 
It is shown in [FJKLM] that the character of the space of symmetric polynomials
with the conditions from Lemma 5.3 is given by the fermionic formula (41). This
means that the q-multiplicities from Lemma 5.4 are given by the fermionic formula.
5.3. The limit of the fermionic formula. We want to find the limit
lim
N→∞
K˜
(k+1)
l,(1N (j+1))
(q), N + 1 = l+ j mod 2.
Up to a power of q this limit coincides with the unitary Virasoro character.
Lemma 5.5. Let p(m) = #{α = 1, . . . , k : mα + · · ·+mk is odd }. Define
h(m) = max{degq v : v ∈ Vm}.
Then h(m) = mAm−p(m)4 .
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Proof. We use the embedding (36). Note that h(1N ) = N
2
4 −
p(1N )
4 . Therefore, it
follows from (36) that
(43) h(m) ≤
(m1 + · · ·+mk)
2
4
+ · · ·+
m2k
4
−
p(m)
4
=
mAm− p(m)
4
.
To prove that in (43) we have an equality it suffices to show that
v(i1)⊗ · · · ⊗ v(ik) ∈ U(sl2 ⊗ C[t]) · (v(m1 + · · ·+mk)⊗ · · · ⊗ v(mk))
(iα = 0 if mα + · · ·+mk is even and iα = 1 otherwise). But this follows from the
formula
1
s!
esm1+···+mk−1(v(m1 + · · ·+mk)⊗ · · · ⊗ v(mk)) =
v(m1+ · · ·+mk−2)⊗· · ·⊗v(ms+ · · ·+mk−2)⊗v(ms+1+ · · ·+mk)⊗· · ·⊗v(mk),
where s is determined by m1 = · · · = ms−1 = 0 and ms 6= 0. 
In view of Lemma 5.5 and a fact
[
a
b
]
q−1
= q−b(a−b)
[
a
b
]
q
we get:
q
p(m)
4 K˜
(k+1)
l,m (q) = q
mAm
4
∑
s∈Zk
≥0
2|s|=|m|−l
q−sAs−vs
[
A(m− 2s)− v + s
s
]
q−1
=
∑
s∈Zk
≥0
2|s|=|m|−l
q
mAm
4 −sAs−vs−s(A(m−2s)−v+s))
[
A(m − s)− v + s
s
]
q
=
∑
s∈Zk
≥0
2|s|=|m|−l
q(
m
2 −s)A(
m
2 −s)
[
A(m − 2s)− v + s
s
]
q
.
Now let m = (1N (j+1)) ∈ Zk+1, N +1 = j+ l mod 2. We first rewrite the power
of q in the last line of the above formula using the relation 2|s| = N + j + 1− l:
(
m
2
−s)A(
m
2
−s) =
k+1∑
α,β=1
sαsβ+
1
4
(N2+j+1+2N)−N
k+1∑
α=1
sα−
k+1∑
α=1
min(α, j+1)sα.
Replacing s1 by
N+j+1−l
2 −
∑k+1
α=2 αsα we get
(44)
k+1∑
α,β=2
max(α, β)(min(α, β) − 1)sαsβ+
k+1∑
α=2
sα((j + 1− l)(α− 1) + max(0, α− j − 1)) +
(l − j)2 + j
4
.
Now we consider the binomial coefficient
[
A(m− 2s)− v + s
s
]
q
. This is the
product
k+1∏
α=1
[
N +min(α, j + 1)− 2
∑k+1
β=1min(α, β)sβ − vα + sα
sα
]
q
.
HOMOLOGICAL REALIZATION OF RESTRICTED KOSTKA POLYNOMIALS 19
Let α > 1. Then
(45)
[
N +min(α, j + 1)− 2s1 − 2
∑k+1
β=2min(α, β)sβ − vα + sα
sα
]
q
=[
2
∑k+1
β=2(β −min(α, β))sβ + l − j − 1 + min(α, j + 1)− vα + sα
sα
]
q
.
Now let α = 1. In this case the binomial coefficient depends on N . We want to
know the limit of this expression while N →∞.
(46)
[
N + 1− s1 − 2
∑k+1
β=2 sβ − v1
s1
]
q
=[N+l+1−j
2 +
∑k+1
β=2(β − 2)sβ − v1
2
∑
β≥2(β − 1)sβ + l − j − v1
]
q
→
1
(2
∑
β≥2(β − 1)sβ + l− j − v1)q!
.
We obtain the following proposition.
Proposition 5.1. Fix 0 ≤ j ≤ k, 0 ≤ l ≤ k + 1. Then
chMj+1,l+1(k + 2, k + 3) = q
△j+1,l+1
∑
t=(t2,...,tk+1)∈Zk≥0
qtBt+ut
k+1∏
α=2
[
2
∑k+1
β=2(β −min(α, β))tβ + l− j − 1 + min(α, j + 1)− vα + tα
tα
]
q
(2
∑
β≥2(β − 1)tβ + l − j − v1)q!
,
where Bα,β = max(α, β)(min(α, β)− 1), uα = (j+1− l)(α− 1)+max(0, α− j− 1).
Proof. In view of a formulas (44), (45) and (46) we only need to find the power of
q in front of the sum. Note that p(1N (j + 1)) = j + i, where i = 0, 1 and i+N + 1
is even. Now it is enough to mention that
i(i+ 1)
12
+
j(j + 2)
4(k + 2)
−
l(l + 2)
4(k + 3)
−
i+ j
4
+
(l − j)2 + j
4
=
((k + 3)j − (k + 2)l + 1)2 − 1
4(k + 2)(k + 3)
= △j+1,l+1(k + 2, k + 3).
(The first three terms come from the action of the Sugawara operators, the fourth
one from p(m) and the last from the formula (44)). 
Appendix A. The ABF finitization and Kostka polynomials
In this appendix we study the connection between ABF finitization of the mini-
mal Virasoro unitary characters (see [ABF]) and Kostka polynomials K
(k)
l,(1N(j+1)),
generalizing the case j = 0 in [JMT].
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We first recall the ABF finitization. Fix some a, b ∈ Z. For N ≥ 0 such that
N ≡ b− a mod 2, define a polynomial
χ̂
(r,r+1)
b,a (q;N) =
∑
n∈Z
qr(r+1)n
2+((r+1)b−ra)n
[
N
N−b+a
2 − (r + 1)n
]
q
−
∑
n∈Z
qr(r+1)n
2+((r+1)b+ra)n+ba
[
N
N−b−a
2 − (r + 1)n
]
q
.
In view of the Rocha-Caridi formula it is obvious that
lim
N→∞
N≡b−a mod 2
q△b,a χ̂
(r,r+1)
b,a (q;N) = chMb,a(r, r + 1).
Lemma A.1.
q
N2
4 −
(a−b)2
4 χ̂
(r,r+1)
b,a (q
−1;N) =
∑
n∈Z
q(r+1)n
2−na
[
N
N−b+a
2 − (r + 1)n
]
q
−
∑
n∈Z
q(r+1)n
2+na
[
N
N−b−a
2 − (r + 1)n
]
q
.
Proof. We just use the identity[
N
k
]
q−1
= q−k(N−k)
[
N
k
]
q
.

Proposition A.1.
q
(l−j)2
4 K
(k)
l,(1N (j+1))(q) =
q
(N+1)2
4
j∑
s=0
χ̂
(k+1,k+2)
j+1−2s,l+1(q
−1;N + 1)− q
N2
4
j−1∑
s=0
χ̂
(k+1,k+2)
j−2s,l+1 (q
−1;N).
Proof. In view of Corollary 3.1 and the alternating sum formula we have
K
(k)
l,m(q) =∑
p≥0
q(k+2)p
2+(l+1)pK2(k+2)p+l,m(q)−
∑
p>0
q(k+2)p
2−(l+1)pK2(k+2)p−l−2,m(q) =∑
p∈Z
q(k+2)p
2+(l+1)p(chqV
2(k+2)p+l
m
− chqV
2(k+2)p+l+2
m
).
Now let m = (1N (j + 1)). We show by induction on j that
(47) chqV
l
(1N (j+1)) =
[
N + 1
N−j+1−l
2
]
q
+
j−1∑
s=0
q
N+j+1−l−2s
2
[
N
N+j+1−l−2s
2
]
q
.
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For j = 0 we have chqV
l
(1N+1) =
[
N + 1
N+1−l
2
]
q
. For the induction procedure we use
(14). This gives
chqV
l
(1N (j+1)) = chqV
l+1
(1N j) + q
N+j+1−l
2 chqV
l−j−1
(1N ) =[
N + 1
N−j+1−l
2
]
q
+
j−1∑
s=0
q
N+j+1−l−2s
2
[
N
N+j+1−l−2s
2
]
q
.
Using the identity
qb
[
a
b
]
q
+
[
a
b− 1
]
q
=
[
a+ 1
b
]
q
we rewrite (47) in the following way
chqV
l
(1N (j+1)) =
j∑
s=0
[
N + 1
N+j+1−l−2s
2
]
q
−
j−1∑
s=0
[
N
N+j−1−l−2s
2
]
q
.
Therefore, we obtain
K
(k)
l,(1N (j+1))(q) =
∑
p∈Z
q(k+2)p
2+(l+1)p×
j∑
s=0
([
N + 1
N+j+1−l−2s
2 − (k + 2)p
]
q
−
[
N + 1
N+j−1−l−2s
2 − (k + 2)p
]
q
)
−∑
p∈Z
q(k+2)p
2+(l+1)p×
j−1∑
s=0
([
N
N+j−1−l−2s
2 − (k + 2)p
]
q
−
[
N
N+j−3−l−2s
2 − (k + 2)p
]
q
)
.
We show that
(48)
∑
p∈Z
q(k+2)p
2+(l+1)p
([
N + 1
N+j+1−l−2s
2 − (k + 2)p
]
q
−
[
N + 1
N+j−1−l−2(j−s)
2 − (k + 2)p
]
q
)
= q
(N+1)2−(l−j)2
4 χ̂
(k+1,k+2)
j+1−2s,l+1(q
−1;N + 1).
We rewrite the left-hand side of (48) as∑
p∈Z
q(k+2)p
2−(l+1)p
[
N + 1
N+j+1−l−2s
2 + (k + 2)p
]
q
−
∑
p∈Z
q(k+2)p
2+(l+1)p
[
N + 1
N+1−(l+1)−(j+1−2s)
2 − (k + 2)p
]
q
=
=
∑
p∈Z
q(k+2)p
2−(l+1)p
[
N + 1
N+1+(l+1)−(j+1−2s)
2 − (k + 2)p
]
q
−
∑
p∈Z
q(k+2)p
2+(l+1)p
[
N + 1
N+1−(l+1)−(j+1−2s)
2 − (k + 2)p
]
q
,
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which coincides with the right-hand side of (48). In the same way one can prove
that
∑
p∈Z
q(k+2)p
2+(l+1)p
([
N
N+j−1−l−2s
2 − (k + 2)p
]
q
−
[
N
N+j−3−l−2(j−1−s)
2 − (k + 2)p
]
q
)
= q
N2−(l−j)2
4 χ̂
(k+1,k+2)
j−2s,l+1 (q
−1;N).
Proposition is proved. 
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