These papers highlight some of the current research interests and achievements in the area of theoretical computer science, ranging from practical exact algorithms for studying complex genetic diseases to improved exact algorithms for classic problems of enumerating cuts, from low-rank matrix factorization and its applications to approximation algorithms for the selected-internal Steiner minimum trees, and from resource bounded frequency computations to quantum separation of local search and fixed point computation.
and k the number of SNP sites covered by a DNA fragment. While it is NP-hard and hence without efficient algorithms unless P = NP, the haplotyping problem may still be tractable when k is small. In particular, we note that in real applications with data of low SNP density, we have k ≤ 10 and so the algorithm presented in this paper can readily be used to obtain exact solutions efficiently.
L.-P. Yeh, B.-F. Wang, and H.-H. Su's paper studies four classic problems of enumerating cuts of graphs by non-decreasing weights, first studied by Vazirani and Yannakakis in 1992, and presents improved algorithms with reduced running time. For the minimum k-cut problem with 3 ≤ k ≤ 6, for instance, the running time is reduced by a linear factor. E. Fritzilas, M. Milanič, and S. Rahmann's paper deals with structural identifiability in low-rank matrix factorization. In signal processing and data mining applications, it is often needed to compute, on a given matrix Y , two matrices A and X with a low-rank product that provides a good approximation to Y ; namely, A ≈ AX. This is a challenging task. The authors provide a solution under the assumption that A is known to have zero values on certain entries. In particular, using the notion of structural rank, the authors present a combinatorial characterization of uniqueness up to diagonal scaling. To demonstrate the usefulness of this result, they study how to use the cheapest subset of sensors to monitor the signal sources while maintaining structural identifiability, where Y , X, and A contain, respectively, the sensor measurements over several time samples, the source signals over time samples, and the source-sensor mixing coefficients. The authors show that this is an NP-hard problem. They then present a mixed integer linear programming model to compute an exact solution. They also present incremental algorithms and a greedy approximation algorithm.
X. Li, F. Zou, Y. Huang, D. Kim, and W. Wu's paper studies an interesting variant of the classic Steiner minimum tree problem (SMT) called the selected-internal Steiner minimum tree problem. This variant comes from applications in different fields. It is to find, on a given weighted complete graph G = (V , E) with a weight metric c and two subsets R and R with R ⊆ R ⊆ V and |R − R | > 1, a minimum subtree T of G interconnecting R such that T contains no leaves in R . The authors present a (1 + ρ)-approximation algorithm for the problem, where ρ is the best-known approximation ratio for SMT.
U. Hertrampf and C. Minnameier's paper deals with resource bounded frequency computations. Hinrichs and Wechsung conjectured that as soon as the number of inputs to be queried reaches 2 d + d, obtaining an answer with at most d errors does not become harder with more inputs. This conjecture is trivial for d < 3 and is nontrivial for d ≥ 3. The major contribution of this paper is to show that the conjecture is indeed true for d = 3.
X. Chen, X. Sun, and S.-H. Teng's paper studies the quantum query complexity for finding a fixed point of a discrete Brouwer function over grid [n] 
