Factors Aff ecting the Accuracy of Genotype Imputation in Populations from Several Maize Breeding Programs
John M. Hickey,* Jose Crossa, Raman Babu, and Gustavo de los Campos ABSTRACT Genomic selection and association mapping offer great potential to increase rates of genetic progress in plants. The prediction of genomic breeding values usually requires that missing genotypes be imputed because a proportion of genotypes is usually uncalled by the genotyping algorithm, different individuals may be genotyped using different platforms, or low cost genotyping strategies can involve genotyping some individuals at high density and others at low density. The objective of this paper was to quantify the accuracy of imputation in a maize (Zea mays L.) data set and explore some of the factors that affect it. The factors studied were the density of the low-density platform, level of linkage disequilibrium, minor allele frequency of the marker being imputed, and degree of genetic relationship between the line being imputed and the training population. The accuracy of imputation was high even when only 8774 genotypes constitute the low-density platform. The correlation between the true and imputed genotypes was 0.87. However, there was a dramatic reduction in the accuracy of imputation when the low-density platforms had fewer than 8774 genotypes. Genetic relatedness between an individual having its genotypes imputed and the individuals genotyped with the high-density platform was important. The design of an information nucleus that incorporates imputation for the purposes of implementing genomic selection and association mapping in small independent breeding programs was discussed.
fi rst step when implementing models for GS usually consists of imputing missing genotypes. The proportion of uncalled genotypes is usually low (e.g., <5%) and missing genotypes can be regarded as occurring at random. We refer to this problem as random missing markers (RM), which also stands for random missing genotypes.
A second scenario that may require imputation of missing genotypes is one in which diff erent individuals have been genotyped with diff erent platforms with only a certain percentage of single nucleotide polymorphisms (SNP) common across platforms. This situation may emerge, for example, when data from several breeding programs using diff erent genotyping platforms is combined for analyses. A third scenario in which imputation is needed occurs when certain individuals (e.g., ancestors of the candidates of selection) are genotyped with high-density single nucleotide polymorphism platform (HDPs) while others (e.g., the candidates of selection) are genotyped with a low-density single nucleotide polymorphism platform (LDP) that includes a subset of the genotypes in the HDP. Such strategies have been proposed in combination with pedigree-free (Marchini et al., 2007) or pedigree-based (e.g., Burdick et al., 2006; Habier et al., 2009; Hickey et al., 2010) imputation methods to reduce genotyping costs. In this scenario, the proportion of missing genotypes is much larger than in a RM scenario and missing genotypes do not occur at random; they occur at certain genotypes and in certain individuals. We refer to this problem as a scenario of imputation from low to high density (LH). Empirical evidence from animal breeding populations suggest that imputation of low-density genotypes to higher density can be highly accurate and that the prediction accuracy of genetic values derived from imputed genotypes can reach similar levels of accuracy to that derived from high-density genotypes (e.g., Weigel et al., 2010a, b; Zhang and Druet, 2010) .
The main objective of this study was to quantify imputation accuracy and to evaluate the factors aff ecting it using a common reference population to facilitate imputation in a maize (Zea mays L.) data set that comprised lines from several related breeding populations of maize. This was done in two scenarios: RM and LH. Pedigree information was not available; therefore, a pedigree-free imputation method was used. The accuracy of imputation was evaluated both at the level of the genotype (i.e., across lines by genotype) and at the level of the line (i.e., across genotypes by line). The factors aff ecting imputation accuracy studied were (i) the density of the lowdensity platform, (ii) the level of linkage disequilibrium (LD) in the region where genotypes were located (i.e., "local" LD), (iii) the minor allele frequency (MAF) of the marker being imputed, and (iv) the degree of relationship between the line being imputed and the training population. Discussion on the factors aff ecting imputation accuracy and implications of the results of this study for the implementation of GS programs are considered.
MATERIALS AND METHODS

Experimental Data
Data used in this study came from a collection of 1227 maize inbred lines mostly representing tropical and subtropical germplasm drawn from four diff erent association mapping panels (drought, low nitrogen, carotenoids, and nutritional quality traits) of the Global Maize Program of CIMMYT. The lines included in this study were from the following breeding programs within CIMMYT: CIMMYT-Lowland Tropical Maize and CIMMYT-Physiology based in Mexico, CIMMYT-Kenya based in Nairobi, and CIMMYT-Zimbabwe based in Harare. Lines were genotyped for 53,401 SNP using the Infi nium platform of Illumina (Illumina, Inc., San Diego, CA). The SNP markers were distributed across the 10 maize chromosomes, and genotypes at any given SNP were coded as 0, 1, and 2 where 0(2) represent the homozygote for the most (least) frequent allele at the SNP in our sample and 1 represents the heterozygote. A total of 35,081 SNP remained after the removal of SNP (i) with unknown physical position, (ii) that were mapped to the same physical position, (iii) that were fi xed in the population (i.e., monomorphic), or (iv) that had more than 10% missing values. One thousand one hundred sixty-three lines remained after removal of lines with more than 15% uncalled genotypes. The physical map of the maize genome used was AGP_v1 (Maize Sequence Consortium, 2011).
Scenarios for Masking of Genotypes
To evaluate imputation accuracy we masked and subsequently imputed certain genotypes. After editing, our dataset contained roughly 1.8% of uncalled genotypes. The number of masked genotypes and the way we selected which genotypes were masked varied across scenarios. For the RM scenario 5% of the called genotypes were randomly masked and imputation was performed. Ten independent replicates of this analysis were performed.
For the LH scenario we fi rst designed nested LDPs by recursively removing, starting from the HDP, one of every two genotypes. When we fi rst applied this process to the HDP (35,081 SNP) we obtained a LDP with 50% of the genotypes masked (LDP-50%, included 17,542 SNP). A second platform (a LDP with 25% of the genotypes masked [LDP-75%], including 8771 SNP) was generated masking every other genotype of LDP-50%. This process was recursively applied to generate LDP-75% (8771 SNP), LDP-87.5% (4386 SNP), LDP-94% (2193 SNP), LDP-97% (1097 SNP), LDP-98.5% (549 SNP), and LDP-99.2% (275 SNP). The LDPs were nested to guarantee that as marker density in the LDP increased so did the information conveyed by the markers on it. If nested platforms were not used it might have happened that some markers included in a LDP were not included in LDPs for higher density. If this happened, platforms would diff er not only in marker density but also in the regions of the genome that are covered.
The evaluation of imputation accuracy in the LH scenario was performed using a 10-fold cross validation. The cross validation uses all of the lines for training (as HDP genotyped) and all for testing (as LD genotyped). To implement this, we fi rst assigned at random each line into one of ten disjoint folds using an index set ( f i ) drawn at random from the set 1,2,...,10. For the jth fold, lines with f i = j were assigned to testing and proportion of genotypes correctly imputed approaches 100% as allele frequencies approach zero or one. On the other hand, the correlation between imputed and observed genotypes does not suff er from the above-mentioned problems. Because of this, we based most of our discussion on r T,I but report %Correct as well for comparability with other studies.
In addition to quantifying average r T,I and %Correct we evaluate how these measures of imputation performance were aff ected by local LD and allelic frequency of the genotype being imputed and by how strongly related the lines to have imputation performed were with other lines in the dataset. The indices used to quantify local LD and genetic relationships are described below.
Local LD for each SNP was measured using the R 2 statistic 2 EM R (the linkage disequilibrium measure), estimated using the expectation-maximization algorithm as implemented in Golden Helix (Golden Helix, 2010) , between each SNP and the nearest adjacent high-density panel SNP on either side.
A genomic relationship matrix (G) was computed using the fi rst method described in VanRaden (2008) scaled to ensure that values ranged between 0 and 2 and high-density genotypes. Using G an index was generated by counting for every line the number of off -diagonal entries in the corresponding row of G exceeding 0.45 (very close relatives) and 0.20 (moderately close relatives).
RESULTS
The box-plots of %Correct and r T,I in each scenario are shown in Fig. 1 , and Tables 1 and 2 show these results numerically accompanied with additional statistics (standard deviation and quantiles). In the left and right panels of Fig. 1 , the fi rst box corresponds to the RM scenario and the remaining seven boxes correspond to the diff erent LDP of the LH scenarios. In the RM scenario a high proportion of the missing genotypes were correctly imputed (average %Correct = 95.5%) and the average correlation was high (average r T,I = 0.91). Within the LH scenario, the accuracy of imputation increased and the variability across genotypes in accuracy of imputation decreased as the density of the sparser platforms increased. The correlation was more sensitive to the number of genotypes included in the LDP than %Correct. With 50% of genotypes masked we achieved an average %Correct and r T,I that were only slightly worse (average %Correct = 94.7% and average r T,I = 0.90) than that of the RM scenario in which only 5% of the genotypes were masked. However, the correlation between imputed and true genotypes decreased markedly as the percentage of masked genotypes increased from 87.5 to 99.2%. Inspection of imputation accuracy versus physical position showed that imputation accuracy was highest in the centromere and lowest at the ends of the chromosomes (results not shown).
Effect of Proportion of Genotypes Masked
As expected, the accuracy of imputation decreased as the proportion of genotypes masked increased. Interestingly, their genotypes were masked to produce LDP genotypes. The remaining lines, that is, those with f i ≠ j, were used for training and kept as HDP genotypes. The imputation algorithm was run, the LDP genotypes of lines with f i = j were imputed, and imputation accuracy was assessed by comparing the imputed genotypes with the corresponding observed ones. This was repeated for j = 1,…,10 so that each line was used for testing (LDP genotyped) in one fold and for training (HDP genotyped) in ninefolds.
Imputation Method and Measurements of Imputation Accuracy
The Hidden Markov Model (HMM)-based algorithm of Howie et al. (2009) that was implemented via the IMPUTE2 software (Howie et al., 2009 ) was used to impute the masked genotypes. This algorithm works by estimating haplotypes that are present in both the reference and validation samples and then imputes genotypes in the reference population assuming that these haplotypes are correct. To account for uncertainty about the phasing, the algorithm iterates these steps in a Markov Chain Monte Carlo framework. The program was used with its default settings, and an eff ective population size of 1000 was assumed. Other values were tested and found to have little impact on performance. To reduce the computational burden the longer chromosomes (1 to 5) were divided in half and imputation was performed separately for the fi rst and second half of each of these chromosomes, as done by Weigel et al. (2010a) . The imputation of the remaining chromosomes was performed for their entirety. IMPUTE2 provides genotype probabilities for each locus and allows the user to specify the threshold at which a genotype should be called. In this study all genotypes were called regardless of their probability. All computation was performed on a Dell PowerEdge 710 with 2x2.4 GHz QUAD CORE with 12 gigabytes of randomaccess memory (RAM) (Dell Computer Corporation, Round Rock, TX). Computation took approximately 70 min per chromosome or half chromosome.
Imputation accuracy was assessed by the mean correlation between true and imputed genotypes (r T,I ) and by the mean percentage of genotypes imputed correctly (%Correct) across each of the ten folds. These statistics were computed for every genotype and for every line with genotypes coded as 0, 1, and 2 as described above. Most imputation studies use %Correct as measure of performance; however, this statistic has several limitations. Fundamentally, it is allele-frequency dependent and does not measure how much better an imputation algorithm performs relative to some baseline method (e.g., imputing genotypes with the most frequent genotype). To illustrate, consider two loci, one with MAF equal to 0.1 and the other with MAF equal to 0.5. Under HW equilibrium the expected proportions of genotypes are p(0|MAF = 0.1) = 0.9 2 , p(1|MAF = 0.1) = 2 × 0.9 × 0.1, p(2|MAF = 0.1) = 0.1 2 , p(0|MAF = 0.5) = p(2|MAF = 0.5) = 0.5 2 , and p(1|MAF = 0.2) = 2 × 0.5 × 0.5. Therefore, the most likely genotypes are 0 (homozygous) and 1 (heterozygous) for MAF = 0.1 and 0.5, respectively. If missing occurs at random, for the marker with MAF = 0.1, imputing missing values with the most likely genotype (0) yields %Correct of 81% (q 2 , where q is the allele frequency of the common allele). For the other marker, with MAF = 0.5, imputing the missing values with the most likely genotype (1) yields %Correct = 50% [2 pq, where p = (1 -q) ]. Indeed, with this naive imputation procedure, the masking 50 or 75% of the genotypes yielded an accuracy of imputation that was only slightly worse (Tables 1 and 2) than that of RM, which had only 5% of missing genotypes. The r T,I almost doubled from 0.19 for LDP-0.8% to Figure 1 . Proportion of markers correctly imputed (left panel) and correlation between imputed and true genotype (right panel) versus percentage of markers masked. RAND-5% is a scenario where 5% of the markers were randomly chosen, masked, and subsequently imputed. In low-to high-density scenarios varying proportions of evenly spaced markers were masked in 10% of the lines and subsequently imputed. 0.32 for LDP-98.5% while it only marginally increased from 0.87 for LDP-75% to 0.90 for LDP-50%.
Effect of Minor Allele Frequency on Accuracy of Imputation
We showing opposite patterns. When the MAF is very small, missing genotypes are almost certain to be homozygous for the common allele and therefore %Correct is almost 100; this will happen even if one uses a naive imputation method (e.g., replacing missing genotypes with the most likely genotype). On the other hand, the prior uncertainty about missing genotypes increases with MAF and therefore, %Correct decreases with increasing MAF. However, as stated, %Cor-rect does not measure how much is gained with the imputation algorithm over naive imputation procedures. On the other hand, the r T,I measures how much is gained relative to naive imputation procedures and our results indicate that, with very low-density platforms, r T,I is lower for genotypes with extreme allele frequency. This occurs because lines carrying alleles that are present with very low frequency in the population share haplotypes for those genotypes with only a very small number of lines in the population. Therefore, imputation accuracy of those genotypes is poorer, especially when large segments of the chromosome are not genotyped, as it happens in LH scenarios where the LDP contain only 1% of the genotypes of the HDP. This eff ect of allele frequency on r T,I was apparent only for genotypes with MAF < 0.1 and in LDP with more than 84% of masked genotypes. the distribution of genotypes was rather uniform.
Patterns of Local Linkage Disequilibrium and Its Effect on Imputation Accuracy
The relatively large proportion of genotypes having extremely low LD with adjacent genotypes is likely caused by a combination of several factors, including the varying genotype density across regions of the genome, the varying levels of LD across the maize genome, the complexity of our dataset, which includes lines from diff erent populations and therefore may give rise to complex LD patterns, and fi nally, some genotypes having extremely low local LD simply because of mapping errors. Regardless of what was the relative importance of each of these factors, the extremely low levels of LD observed for a large proportion of genotypes in our dataset is certainly limiting the level of imputation accuracy that one can achieve with this dataset. 
Effect of Genetic Relationships Between Lines on Imputation Accuracy
We computed the average r T,I by line (across genotypes) and studied the impact of genomic relationships on this measure of imputation accuracy. To that end we classifi ed lines into groups defi ned by the number of very close relatives they had (see Materials and Methods for defi nition of the index) and computed the average r T,I by number of close relatives for each of the imputation scenarios. Results are displayed in Fig. 4 . Although the imputation algorithm did not use pedigree information implicitly, r T,I was highly infl uenced by the number of close relatives that each line had. The patterns relating r T,I with number of close relatives varied across scenarios. With extremely sparse LDP, imputation accuracy increased linearly with the number of close relatives. However, as the number of genotypes included in the LDP increased, the pattern relating and number of close relatives changed; for instance, in RM, a scenario in which only 5% of genotypes were masked there was a linear increase in r T,I up to 10 close relatives and little increase afterward.
We conducted an analysis similar to that displayed in Fig. 4 using the numbers of distant relatives (as opposed to close relatives; see Materials and Methods for defi nition) and although patterns similar to those of Fig. 4 were observed, the eff ect of the number of distant relatives on imputation accuracy was not as marked as that of the number of close relatives. This suggests that what matters most from the point of view of the performance of the algorithm is the number of closely related lines that were genotyped with HDP. 
DISCUSSION
Results from this study indicate that imputation based on pedigree-free algorithms such as that implemented in IMPUTE2 (Howie et al., 2009 ) can yield extremely accurate imputation of missing genotypes even in scenarios with up to 75% of masked genotypes. The accuracy of the physical map, the extent of LD, and the degree of relatedness between lines were enough to achieve high imputation accuracy even in scenarios in which the number observed genotypes was less than 10,000. Therefore we conclude that these algorithms can be eff ective tools for (i) imputing uncalled genotypes and (ii) combining data obtained with diff erent panels provided that these panels share a signifi cant proportion of genotypes.
However, as the proportion of masked genotypes increase beyond 75% a rapid decline in imputation accuracy was observed. Therefore, for scenarios involving imputation of extremely low-density platforms (e.g., LDP including only a few hundreds of SNP), algorithms that make explicit use of pedigree information may be needed or other imputation strategies required. In addition to quantifying imputation accuracy in several scenarios, our study shed light on the eff ects that several factors (allelic frequency, local LD, and degree of genetic relationships) have on accuracy of imputation. As noted earlier the accuracy of imputation declined rapidly as the proportion of masked genotypes increased beyond 75%. These results are in agreement with several studies in other species (e.g., Weigel et al., 2010a; Druet et al., 2010) . In the present data set, achieving an imputation accuracy of at least 88% correctly imputed required low-density platforms of at least 2000 SNP. In this study diff erent proportions of HDP SNP have been masked to create the diff erent LDP. These proportions relate to a HDP with 35,000 SNP. However, it is important to note that imputation accuracy depends on the number of markers on the LDP more than on the proportion of markers masked.
The accuracy of imputation for any given line in this maize population was strongly aff ected by the numbers of close relatives that the line had. This trend has also been observed in other studies (e.g., Druet et al., 2010; Zhang and Druet, 2010) . For imputation accuracy to be high the underlying haplotypes must be accurately resolved and then correctly chosen from the set of all haplotypes that exist in the population. A haplotype can be resolved with increasing accuracy as the numbers of it in the population increase and as its length increases. Close relatives have both a high probability of sharing a haplotype and a high probability that this haplotype is long (Donnelly, 1983) . Further, longer haplotypes span more of the genotypes genotyped at low density and therefore have greater combinatorial power to choose the correct haplotype. The positive association between the numbers of close relatives and the imputation accuracy suggests that the pedigree-free imputation algorithm implemented in IMPUTE2 (Howie et al., 2009 ) makes use of linkage information to some extent. However, it is likely that a pedigree-based imputation model that explicitly incorporated linkage would increase the accuracy of imputation under these circumstances. Pedigree-based imputation methods facilitate an imputation strategy that could track the haplotypes of founders forward in time and may have greater imputation effi ciency both in terms of accuracy and minimizing the numbers of individuals that need to be genotyped at high density. With or without pedigree information, training data sets comprising diverse lines that are very distantly related, as is often the case in maize data sets, will not result in highly accurate imputation because in such populations individuals share only short chromosome segments and this makes imputation of missing genotypes more diffi cult, especially with sparse marker panels.
There was an evident interaction between the eff ects of density of the low-density platform and of genetic relatedness. As the density increased the eff ect of genetic relatedness became less important because at higher density shorter haplotypes can be imputed correctly due to the increased combinatorial power of the low-density genotypes that makes it possible for haplotypes from more distantly related individuals to be imputed.
The accuracy of imputation for any given genotype in the current CIMMYT Global Maize Breeding Program data depended on the level of local LD in the region where the genotype was located. This trend has also been observed in other studies (e.g., Biernacka et al., 2009; Pei et al., 2008; Huang et al., 2009; Iwata and Jannink, 2010) . Linkage disequilibrium information is the only information explicitly available to a pedigree-free imputation method such as that implemented in IMPUTE2 (Howie et al., 2009) . Linkage disequilibrium results from individuals that have common distant ancestors and therefore share haplotypes over short regions. Where local LD is high the algorithm is able to correctly identify the haplotype a low-density genotyped individual carries on each of its two gametes. However, LD is a population average parameter and its power to model within-family segregation is likely to be less than that of linkage.
Imputation did not perform as well for rare SNP as it did for common SNP. Consequently the extra information that a nonrandom imputation method (such as that implemented in IMPUTE2 [Howie et al., 2009 ]) provides over a naive imputation based on the MAF is reduced for rare SNP (Vereijken et al., 2010) . Single nucleotide polymorphisms with low MAF cannot be in high LD with common SNP; this imposes limits on the accuracy of imputation that can be achieved with pedigree-free algorithms. However, greater accuracy of imputation may be achieved with within-family imputation methods. Quantitative trait loci (QTL) may tend to have lower minor allele frequencies than SNP on genotyping platforms because genotyping platforms tend to be designed to work in several populations. Genomic selection exploits multilocus LD between genotypes and QTL, and QTL with very low MAF cannot be in high LD with common SNP. Therefore, accurate imputation of SNP with low MAF may be important for accurate prediction of genetic values.
Implications
Genomic selection off ers great opportunities for increasing the annual rate of genetic progress of plant breeding programs. However, achieving high accuracy of prediction of genetic values, and therefore high rates of genetic progress, requires large training datasets and high-density genotyping. The cost of developing such training samples may be prohibitively high for small-scale stand-alone breeding programs. The scale required to capitalize on the potential benefi ts of GS could be achieved through cooperation between such independent breeding programs. For instance, an information nucleus (Banks et al., 2006) could be formed by sharing genotypic and phenotypic data, and data from this nucleus could be used to derive genomic values, which could be used for selection within each of the programs participating in the cooperation network. Forming such a nucleus may require combining data from different genotyping platforms and this will require imputing genotypes routinely. Results from this study indicate that if the programs participating in the network are connected, as the maize lines used in this study were, such imputations could be performed with relatively high levels of accuracy using pedigree-free algorithms.
The cost of genotyping could be drastically reduced by implementing breeding schemes whereby some lines (ancestors) could be genotyped with high-density platforms and the remaining lines (candidates to selection) could be genotyped with low-density platforms and have their remaining genotypes imputed. Such an approach could be boosted by developing haplotype libraries (Hickey et al., 2010) derived from an information nucleus. For instance, elite lines could be integrated to form an information nucleus and these lines may be genotyped with high-density platforms and have their haplotypes identifi ed and stored in a central library. These libraries could be used to impute the genotype of candidates of selection (progeny of elite lines) generated at each of the independent breeding programs. As the breeding program progresses individuals who make large genetic contributions to the subsequent generations, such as prominent parents and grandparents in independent breeding programs, could be added to the information nucleus. Implementing such an approach requires developing algorithms for imputing from low-density genotypes to high-density genotypes. With extremely low-density platforms (e.g., a platform involving only a few hundreds of SNP) the imputation accuracy of pedigree-free algorithms may not be high enough and algorithms making explicit use of pedigree information may be needed. While it is unlikely that haplotype libraries developed in completely unrelated populations would be useful for imputation in a given diff erent population, because of the importance of relationships, they may be of some use if SNP density was suffi ciently high.
In addition to its potential use in GS, imputation of missing genotypes is also useful for association studies where the presence of uncalled genotypes can limit sample size and therefore the power to detect signifi cant associations. Imputation-based association analysis provides a powerful framework for testing the untyped variants as well as variants that have not been typed across all the individuals in the study for association with a phenotype. Imputation-based association analysis increases power to detect associations and provides improved explanations for detected associations, for example by helping to identify the most plausible causal variant or variants (Marchini et al., 2007) . Imputation also provides a powerful framework for combining information across multiple association studies performed on diff erent genotyping platforms, since it allows each study to test the same set of SNP regardless of the genotyping platform used (Scott et al., 2007) . The results from the RM scenario indicate that imputation accuracy could be high for association mapping populations similar to those used in this study.
