We propose an algorithm for selecting and clustering genes according to their time-course or dose-response profiles using gene expression data. The proposed algorithm is based on the order-restricted inference methodology developed in statistics. We describe the methodology for time-course experiments although it is applicable to any ordered set of treatments. Candidate temporal profiles are defined in terms of inequalities among mean expression levels at the time points. The proposed algorithm selects genes when they meet a bootstrap-based criterion for statistical significance and assigns each selected gene to the best fitting candidate profile. We illustrate the methodology using data from a cDNA microarray experiment in which a breast cancer cell line was stimulated with estrogen for different time intervals. In this example, our method was able to identify several biologically interesting genes that previous analyses failed to reveal. Contact: peddada@embryo.niehs.nih.gov
INTRODUCTION
A number of methods have been proposed for selecting genes that exhibit interesting changes in expression between classes of samples. Depending on the data available, any of these methods can be employed to select genes that are differentially expressed across time points. Examples of these methods include the standard twosample t-test and its modifications (Golub et al., 1999; Long et al., 2001; Tusher et al., 2001 ) and a confidence interval method (Chen et al., 1997) . A different approach to the selection of a subset of discriminative genes is the * To whom correspondence should be addresed. † Present address: Amgen Inc. Thousand Oaks, CA 91320, USA. multivariate genetic algorithm/k-nearest neighbors methodology (Li et al., 2001a,b) .
An important application of microarray technology is to study patterns of gene expression across a series of time points or of doses levels. The premise is that genes sharing similar expression profiles might be functionally related or co-regulated. Therefore, microarray data may provide insight into gene-gene interactions, gene function and pathway identification. In toxicogenomics, these studies can also provide information about the dynamic responses of cells (tissues) to chemical insults (Hamadeh et al., 2001) . We focus on time-course studies although our methodology is applicable to dose-response studies as well. None of the previously mentioned methods, however, take advantage of the ordering in a time-course study. In contrast to those methods, explicit use of the temporal ordering should allow more sensitive detection of genes that display a consistent pattern over time.
Some authors have developed correlation-based methods for clustering genes with similar temporal profiles (Chu et al., 1998; Heyer et al., 1999) . Chu et al. (1998) applied their methodology to select genes from a yeast cell line into seven temporal patterns of expression. Their approach pre-identifies a few candidate temporal profiles along with a sample of three to eight genes per profile. Using these template genes, they estimate the mean expression at each time point for each profile. Thus, each candidate profile is defined by an estimated time-course curve. Each remaining gene is then either assigned to one of the candidate profiles or not assigned into any, depending upon the magnitude of the correlation coefficient between the gene's experimentally determined profile and each of the candidate profiles. Heyer et al. (1999) , employing a jack-knifed correlation coefficient, also proposed a procedure for clustering genes from time-course order-restricted inference Time experiments. Although their basic procedure did not require candidate profiles, they describe a modification where the clustering algorithm is seeded with candidate profiles. Correlation-based procedures using candidate profiles require the scientist to specify expression levels defining each profile in advance. This requirement means that researchers must estimate each candidate profile using a small sample of handpicked genes. More importantly, the clustering that results depends upon the genes initially chosen as templates; thus, important genes may be missed. Furthermore, the sample size for each correlation coefficient is the number of time points, not the number of actual observations. The correlation coefficient may not be a reliable measure of association when an experiment has few time points. Moreover, a large correlation coefficient does not necessarily indicate two similarly shaped profiles, nor does a small correlation coefficient necessarily indicate differently shaped profiles. Figure 1a and b each shows hypothetical mean expression levels for two genes at six time points. The two genes in Figure 1a arguably display similar patterns, in that both attain a peak value at the 4th time point. Yet their correlation coefficient is only 0.58, suggesting that they might not be grouped together by correlation-based methods. On the other hand, the two genes in Figure 1b display apparently different patterns over time. One increases monotonically whereas the other has a peak at the 4th time point, yet they have a high correlation coefficient of 0.87 and would likely be clustered together by a correlation-based approach. Thus, correlation-based methods may either miss some important genes or cluster genes with different profiles.
Herein, we propose an alternative methodology to select and cluster genes using the ideas of order-restricted inference, where estimation makes use of known inequalities among parameters. The first step is to define potential candidate profiles of interest and to express them in terms of inequalities between the expected gene expression levels at various time points. For a given candidate profile, we estimate the mean expression level of each gene using the procedure developed in Hwang and Peddada (1994) . The best fitting profile for a given gene is then selected using the goodness-of-fit criterion and the bootstrap test procedure developed in Peddada et al. (2001) . A pair of genes g 1 and g 2 fall into the same cluster if all the inequalities between the expected expression levels at various time points are the same, that is, if they follow the same temporal profile. In this sense, the genes of Figure 1a are similar, while those of Figure 1b are not. Our procedure is less restrictive than those that define profiles via pre-specified expression levels because only the general shape of the profile is needed.
METHODOLOGY
Suppose a time-course experiment includes T time points denoted by 1, 2, . . . , T , and at each time point there are M arrays, each with G genes. Let Y igt denote the ith expression measurement taken on gene g at time point t. LetȲ gt denote the sample mean of gene g at time point t and letȲ g = (Ȳ g1 ,Ȳ g2 , . . . ,Ȳ gT ) . The unknown true mean expression level of gene g at time point t is E(Ȳ gt ) = µ gt . Inequalities between the components of µ g = (µ g1 , µ g2 , . . . , µ gT ) define the true profile for gene g. Our procedure seeks to match a gene's true profile, estimated from the observed data, to one of a specified set of candidate profiles.
Examples of inequality profiles are given below. For simplicity, we often drop the subscript g.
Null profile:
Monotone increasing profile (simple order):
(with at least one strict inequality). One may similarly define a monotone decreasing profile by replacing by in Equation (1).
Up-down profile with maximum at i (umbrella order):
(2) (with at least one strict inequality among µ 1 µ 2 · · · µ i and one among µ i µ i+1 · · · µ T ).
Genes satisfying this profile have mean expression values non-decreasing in time up to time point i and non-increasing thereafter. One may similarly define a down-up profile with minimum at i. Cyclical profile with minima at 1, j, and T and maxima at i and k:
(with at least one strict inequality among each monotone sub-profile). Cyclical profiles may be important in long time-course experiments where the mean expression value could oscillate.
Incomplete inequality profiles:
(with at least one strict inequality among each monotone sub-profile). Profiles like Equation (4) are useful when the investigator is unable to specify inequalities between certain means. For compactness, we drop µ ∈ R T and the phrase 'with a strict inequality'. DEFINITION 1. Two parameters in a given profile are said to be linked if the inequality between them is specified a priori.
DEFINITION 2. For a given profile, a parameter is said to be nodal if it is linked with every other parameter in the profile.
For example, µ i is the only nodal parameter in Equation (2) while there are no nodal parameters in Equation (3). DEFINITION 3. Define the ∞ norm of an estimated profile as the maximum difference between the estimates of two linked parameters.
Other norms could replace ∞ . Our choice is motivated by its connection to well-known procedures for orderrestricted inference. For example, Williams' test for trend in normal means (Williams, 1977) and Dunnett's multiple comparison test procedure (Dunnett, 1955) are based on ∞ norm. In the case of profile Equation (2)
DEFINITION 4. An inequality sub-profile C i within a profile C is described by the inequalities between the components of the sub-vector
The proposed algorithm STEP 1. Pre-specify a collection of candidate profiles. Denote these profiles by C 1 , C 2 , . . . , C p . EXAMPLE 2.1. Suppose an experiment consists of four time points at 1, 2, 3 and 4 hours, and we are interested in identifying genes belonging to either of the following profiles:
For each gene g, g = 1, 2, . . . , G, perform the following steps. STEP 2. Obtain the estimates of µ g1 , µ g2 , . . . , µ gT under each of the candidate profiles C 1 , C 2 , . . . , C p using Hwang and Peddada (1994) . See the Appendix for details. Estimation under C 1 Since µ 2 is the only nodal parameter in C 1 , we first estimate µ 2 . Maintaining all the known inequalities in C 1 and assigning arbitrary inequalities where they are unknown, we take µ 4 µ 1 µ 3 µ 2 . Using formula (A2) in the appendix, we obtainμ 2 = 0.6. Now estimate µ 3 and µ 4 , nodal parameters in the subprofile µ 4 µ 3 µ 2 , and µ 1 , a nodal parameter in the sub-profile µ 1 µ 2 . Using Equation (A3) and (A4) in the appendix, we obtainμ 1 = 0.2,μ 3 = 0.6,μ 4 = 0.5. ∞ , which is used for testing STEP 7 (OPTIONAL). Some genes selected by the above process may have small mean expression levels at each time point. Some investigators may want to restrict attention to those genes that have large expression levels at one time point at least. If so, we suggest the following filtering process. If the data are centered, then for each gene g selected after Step 6, let t g = T i=1μ 2 i ; alternatively, let
Large values of t g indicate that the mean expression of gene g is high for at least one time point. Arrange the genes in descending order of t g and retain the top R genes.
APPLICATION TO BREAST CANCER CELL LINE DATA
We illustrate the proposed methodology using logtransformed relative expression data from Lobenhofer et al. (2002) . In that study, the MCF-7 breast cancer cell line was treated with 17β-estradiol or ethanol (vehicle control). Samples were harvested at 1, 4, 12, 24, 36 and 48 hours after treatment. At each time point M = 8 hybridizations were performed. Each array consisted of G = 1900 genes. For each gene, we assumed that the variance of the log relative expression was homoscedastic over time. For each gene g, we tested Equation (5) where the alternative hypothesis is the union of the following 10 profiles: monotone decreasing, C 1 ; monotone increasing, C 2 ; four up-down profiles with maxima at 4, 12, 24, 36 hours, C 3 -C 6 , respectively; and 4 down-up profiles with minima at 4, 12, 24, and 36 hours, C 7 -C 10 , respectively.
Using Steps 1-6 with N = 50 000, we obtained 124 genes with a p-value 0.0025. Of these, 10 were clustered into C 1 , 14 into C 2 , four into C 3 , 31 into C 4 , 12 into C 5 , one into C 7 , nine into C 8 , 34 into C 9 and nine into C 10 . Applying Step 7 we selected the top 50 genes among these 124. These 50 genes display nine of the 10 candidate profiles (Table 1, Fig. 2 ). The confidence-interval approach of Chen et al. (1997) identified 105 genes that demonstrated estrogenresponsive expression (Lobenhofer et al., 2002) . Of these 105, 39 were also among our top 50. Most of the 39 genes selected in common are involved in cell cycle progression and DNA replication (Lobenhofer et al., 2002) , reflecting the known sensitivity of MCF-7 cells to estrogen.
Most of our 11 newly identified genes also display typical phenotypes for estrogen-treated MCF-7 cells. For example, one initial step in DNA replication is the binding of a complex of proteins (known as replication factor C) to DNA in order to recruit other proteins necessary for DNA synthesis. The confidence-interval approach identified one subunit (replication factor C 3) as being regulated by estrogen. Our order-restricted-inference approach identified an additional two components of the complex (replication factors C 4 and C 5) as having increased levels of expression at time points when the estrogenstimulated cells are undergoing DNA synthesis. Another interesting observation was the decreased expression of cyclin-dependent kinase inhibitor 1A (p21 and Cip1), as shown previously by Prall et al. (2001) . This inhibitory gene not only functions in the cell cycle at the transition from the G1 into the S phase (during which genome replication occurs) but also in the process of DNA synthesis. Therefore, the fact that estrogen induces MCF-7 cells to divide supports the finding that a gene that inhibits this process would be repressed. Finally, several genes were represented by two different spots (clones) on the microarray chips. Using the confidence-interval approach, deoxythymidylate kinase (248008) and myeloid cell leukemia sequence 1 (361381) were seen to be regulated by estrogen. Interestingly, the order-restricted-inference approach not only identified these genes as exhibiting altered expression in the presence of estrogen but also identified them based on two different spots that represent the same genes (Clone IDs 489092 and 145093; Table 1 ). These findings illustrate that our methodology can identify genes whose estrogen responses are biologically interpretable.
A simulation experiment
We investigated the false positive rate of our procedure using a small simulation study. To generate unpatterned null data, we created 48 new observations for each gene by randomly assigning the 48 original observations (with replacement), eight to each of the six time points. By this device, we generated 1900 genes whose true underlying profiles lack any systematic pattern. Our simulations suggest that our methodology provides fairly accurate type I error rates and tends to be conservative for smaller levels of significance. For example, corresponding to a nominal level of 0.0025, our estimated Type I error was 0.0005; and, for a nominal level of 0.05, our estimated Type I error was 0.049.
DISCUSSION
In studies where experimental conditions have an inherent ordering, making use of ordering information can improve inference. In microarray experiments, the ability to exploit ordering information may be especially valuable because genes whose expression levels change in concert through time may be components of the same cellular process or may share regulatory elements. Yet, virtually none of the commonly used methods for analysis of microarray data take account of time ordering. Those researchers who have recognized the importance of time-course information (Chu et al., 1998; Heyer et al., 1999) developed procedures based on correlation coefficients, an approach fundamentally different from ours. We have proposed an algorithm based on the statistical theory of order-restricted inference that makes explicit use of ordering information when selecting differentially expressed genes. Our approach selects genes whose expression levels through time are both significantly different from the null profile and similar to one of a set of pre-identified candidate profiles. Consequently, selected genes are naturally clustered into classes with similarly shaped profiles.
Our methodology is general and enjoys several desirable properties. First, the estimated mean expression levels, subject to an inequality profile, satisfy certain optimality properties discussed in Hwang and Peddada (1994) . In particular, the estimator universally dominates the unrestricted maximum likelihood estimator. Secondly, genes are selected into clusters based in part on a statistical significance criterion. Groupings obtained using unsupervised methods such as cluster analytic algorithms cannot make claims about Type I error rates. A related and important feature of our procedure is that it can select genes with subtle but reproducible expression changes over time and, hence, uncover some genes that may not be detectable by other approaches. Our example illustrated this feature with respect to the approach of Chen et al. (1997) .
Both our procedure and correlation-based procedures require that investigators pre-specify a set of candidate profiles. What exactly is required of the candidate profiles, however, differs sharply between the two approaches. With our procedure, one need only describe the shapes of profiles in terms of mathematical inequalities; whereas, with the correlation-based procedures, one must specify numerical values at each time point for each candidate profile. Since exact values at time points are rarely known a priori, correlation-coefficient-based procedures often use averages from selected small subsets of genes to establish candidate profiles. Those genes that establish the profiles are essentially exempted from the analysis, and they may be the only genes representing their profiles. Our candidate profiles are specified without reference to data from the study, and a candidate profile may turn out to be represented by no genes. In fact, no genes in the top 50 of our example followed the monotone non-decreasing profile. Thus, our methodology is much less restrictive than the correlation-coefficient-based alternative. Kerr and Churchill (2001) have advocated investigating the reliability of clustering results from microarray studies. Although we have not formally examined the reliability of our clustering results in that sense, one can conceive of embedding our procedure into a general bootstrapping framework similar in spirit to their approach.
Investigators might be interested in distinguishing more subtle patterns than considered here. For example, Chu et al. (1998) display two candidate profiles (Early I and Early II in their Figure 4 (b) that rise to a maximum at 7 hours and then decrease. Thus, both are up-down profiles with a maximum at 7 hours and would not be distinguished by the candidate profiles that we have described. These two profiles differ, however, in that one rises rapidly after the first time point then more slowly to the peak whereas the other exhibits a rapid rise after the second time point. Our approach could be adapted to distinguish such sub-profiles by imposing order restrictions on suitable differences among mean expression levels.
Although the procedure that we described is designed for genes with a constant variance through time, it can be generalized to handle situations when the variances change or are subject to order restrictions themselves. In such situations, the estimation of mean gene expression outlined in this paper may be modified along the lines of Shi (1994) . The required modifications to the bootstrap described in Step 4 remain a subject for future investigation.
In conclusion, we believe that methods of analysis that exploit the ordering of treatments to improve estimation will become increasingly valuable for time-course and dose-response microarray experiments. Our approach based on order-restricted inference should improve gene selection and clustering whenever treatments are inherently ordered.
