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Quadratic convergence of the sequence of functions generated by the technique of 
quasilinearisation is established, using the condition which ensures the unique 
existence of the solution for the mildly nonlinear two point Dirichlet’s boundary 
problem and proper choice of initial function. 
1. INTRODUCTION 
Quasilinearisation technique since Bellman introduced it, is being widely 
used for solving nonlinear boundary value problems. But very little 
discussion has taken place on the method itself. In this paper, we intend to 
discuss the quadratic and monotonic convergence for the problem 
x” = f(t, x), x(0)=x(1)=0. (1) 
Assuming the unique existence of the solution for this problem, Bellman 
and Kalaba [ 1 ] have established the convergence of the sequence of 
functions generated by the quasilinearisation technique under some 
conditions. Lees [2] has established unique existence for the problem under 
the condition q + rrz > 0, where v = inffx(t, x), 0 < t < 1, and --co < x < co. 
We shall establish the convergence results in Section 2, with this condition 
holding good for the choice of the initial function. This was conjuctured by 
Sawhney [3]. We use in the process, the bound for x, 1x1 <A lifO/l, where 
f&t) = f(t, 0) and A = 7r/2(r,7 + TC*) [2]. 
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In Section 3, we shall discuss our results in comparison with the theorems 
of [ 11, We use the norm of x as I(x(j = max 1x1. 
2 
THEOREM. With e, =x, - x, the sequence of functions generated by the 
quasilinearisation technique converges quadratically if /I e,, // < 2/AM, where 
M = (j~32flax~ (1. 
Proof. 
X ;+ I = .m x,> - %L, + X” + IL, 3 
x” = j-p, x) 
where f,, = (@/ax)(t, x,,) and f,, = (L?‘f/ax’)(t, 4x), 0 < (: < 1. Difference of 
these two relations gives 
ei+ l = -@%TfL + en + JY,,, 
with rj = inffXn, t E 10, 11, we have the bound 
le “+,I <PA Ile,/12 <(AMP) 11~,112~ 
where A= 71/2(q + n”) < A since ?j > r/. This establishes the quadratic 
convergence of the sequence, if there is convergence. There is convergence if 
lIeoIl < E/AM. 
3. DISCUSSION 
First, we note that for the problem 
d2y/dz2 = g(r, y), g(c) = 4’c ’ g(d) = ~,r 
with the successive transformation 
and 
t = (t - c)/(d - c) 
x-y-y, - (v,, - ?“.h 
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we get the problem 
d2x/dr2 = f(t, x) with x(0)=x(1)=0 
= b’g(c + (d - c)t, x + yc + (yd - y,)t). 
It can easily be seen that the condition for unique existence becomes 
b2y + 7r2 > 0, where q = inf g(r, y). 
If r,r < 0 for the problem, the restriction on the interval length is emphasized 
for unique existence. Bellman and Kalaba [ 1 ] have established the boun- 
dedness of the sequence for sufficiently small b. We want to note that 
perhaps this restriction comes only if q < 0. If v < 0, for larger b and yet 
satisfying the condition b2q2 + 71’ > 0, A will be large and then one needs to 
choose the initial functions close to the true solution. If r > 0, and larger the 
g, larger can be the initial error for convergence. 
Considering the problem 
x” = ex, x(O) =x(b) = 0 
any choice of xg satisfying the boundary conditions and any b > 0, gives 
convergence as q = inf eXo > 0 and the condition 
qb2 + n2 > 0 
is satisfied. But for the problem 
x” = eex, x(0)=x(1)=0. 
Lee’s condition inff’ + rr2 > 0 is satisfied if min x > -2 In 7~. Therefore Lee’s 
condition does not answer the question of existence of a solution and its 
uniqueness. We want to note that if the initial choice x, for 
quasilinearization is such that min x0 > -2 In rc, there is always convergence 
to a particular solution. If x0 is such that min x,, < -2 In rr, iteration process 
converges to a different solution. This leads us to make the following 
conjecture: If it is possible to choose at least one function x(t) satisfying the 
boundary conditions such thatf, + 7~’ > 0 for all t in [0, 11, then there is one 
and only one solution satisfying f, + 7~’ > 0 and quasilinearization technique 
gives convergence to that solution. 
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