Abstract
INTRODUCTION
Interest in digital image processing is rapidly increasing as it"s applications are extensively reaching out into our day today lives. The major fields with applications of digital image processing are entertainment, medicine, security, industry etc. The sub fields of image processing are image segmentation, image de-noising, image compression, pattern detection and image enhancement [1] . As everybody is adopting the digital techniques, the main problem associated with such transition to digital methods is limited storage space and long transmission time. Huge amount of storage is required to store digital images used in various fields and time required to transmit such images is also very long. There is a single solution to both these problems, i.e. Image Compression. Image compression field deals with reducing the size of digital images while maintaining the acceptable image quality. The compression is achieved by removing the redundancies present in the images. The different redundancies present in the images are:
1. Inter-pixel redundancy: Redundancy due to similar values of neighbouring pixels in an image.
2. Psycho-visual Redundancy: Redundancy due to pixel values which are not identifiable for human eyes.
3. Coding Redundancy: Redundancy due to longer code word length for a pixel. [2] The types of image compression are broadly divided into following two categories: a) Lossless Compression: In this type of image compression, whole of the information present in the image is retained and compression is obtained only by reducing the code word length [3] . The commonly used coding methods are Huffman coding, Run Length coding, Arithmetic coding, LZW coding etc. b) Lossy Compression: In lossy compression, information loss occurs to achieve the compression. The information loss is due to the quantization step which is irreversible [4] .The information loss is compensated by high compression ratios achieved by this method.
WAVELET TRANSFORM
Wavelet transform is used in image compression field to convert an image from spatial domain to frequency domain as it becomes easy to manipulate and change image properties in frequency domain. Wavelet transform helps in identifying and removing the inter-pixel redundancies present in an image. In wavelet transform, the signal is represented using the wavelets. The additional advantage of wavelet transform as compared to other transforms is that it provides both time and frequency information along with multi-resolution analysis [5] . The basic working of wavelet transform for images is that images are passed through a high pass and low pass filter simultaneously. This divides the image into high and low frequency components resulting in approximate and detail coefficients as shown below: The A1 are approximate components which are low frequency components and H, D1 and V1 are horizontal, diagonal and vertical detail components [6] . Approximate components are most important as human eyes are most sensitive to low frequency components.
_______________________________________________________________________________________

Embedded Zerotree Wavelet
Embedded Zerotree Wavelet coding method introduced by J. Shapiro in 1993 provides an embedded bit stream for wavelet coefficients in which the most important coefficients are coded first followed by less important coefficients [7] . This coding method provides progressive coding with accuracy increasing as more bits are added to bit stream. Once a zerotree root has been identified, the child coefficients of that root are not required to be coded. Also, mostly coefficients found during scanning are zerotree roots and it"s child. The method involves two passes, i.e. Dominant Pass and Subordinate Pass. Dominant pass distribute the coefficients into one of the four groups and Subordinate pass increases the accuracy of P and N coefficients [7] . After these two passes, the threshold value is halved and process is repeated. This procedure continues until the final threshold value is reached.
Huffman Coding: Huffman coding is a probability based coding which provides variable length code words to symbols based on the probability of their occurrence. The symbols having lower occurrence probability are coded with longer code words and symbols with higher occurrence probability are coded with shorter code words. [9] Arithmetic Coding: Arithmetic coding is similar to Huffman coding with assigning shorter code for symbols with high occurrence probability and longer codes to the symbols with low occurrence probability. The difference from Huffman coding is that instead of assigning code to each symbol in a message [10] , it encodes the whole message with single codeword.
PROPOSED METHOD
The proposed image compression method uses the EZW image compression method. The coefficients obtained using the EZW method are coded using Huffman coding scheme. The Huffman coded bit stream is further coded using Arithmetic coding. The working of dominant pass is explained below: threshold until the final threshold value is reached. 4. The EZW bit stream is coded using Huffman coding method. The Huffman coding method uses the maximum presence of zerotree and isolated zeros present and assign the mentioned codes to the different symbols. "T" is coded as "0", "Z" is coded as "10", "N" is coded as "110", "P" is coded as "1110" and "11111" to indicate the end of bit stream 5. The Huffman coded bit stream is converted to byte stream by grouping the 8 consecutive bits and then converting the bytes into their decimal equivalent. This results in a sequence of integers. 6. The byte stream consisting of integers in then coded using Arithmetic coding.
_______________________________________________________________________________________
Performance Parameters
The following parameters are used to measure the performance of the proposed algorithm: MSE is Mean Square Error and is used to find error in compressed image [1] .
RESULTS
The proposed method is applied on two different black and white images at different final threshold values. The results obtained are shown below:
Image1: 'Cameraman' Image 2: 'Man' 
CONCLUSION
The proposed method when applied on two different images reveals that the joint Huffman-Arithmetic coding technique provides increased compression ratio as compared to Huffman coding alone. The compression ratio difference of Huffman coding and joint Huffman-Arithmetic coding achieved is larger for the higher threshold values and this difference decreases as the final EZW threshold is decreased. The common limitation of Arithmetic coding is time taken to encode the symbols. However, this limitation does not affect the performance of this method as initially all the symbols are coded using Huffman method which requires less time and then the arithmetic coding is used. This also helps in reducing coding time limitation of arithmetic coding as only few symbols are needed to be coded using Arithmetic method.
