Introduction and main results
Let M be the Hardy-Littlewood maximal operator defined for locally integrable functions f by
where the supremum is taken over all the cubes containg x, and let 1 < p < ∞. B. Muckenhoupt [10] characterized the weights w satisfying the weighted norm inequality 
for all nonnegative functions f , as those weights satisfying the A p condition 1 |Q| Q w(y) p dy
for all cubes Q. It is natural to consider a similar problem for a couple of weights (w, v). However, simple examples show (cf. [6] p. 395) that the analogous necessary condition for (w, v)
for all cubes Q is not sufficient for the boundedness of M from L p (v p ) to L p (w p ). E. Sawyer has shown in [13] , that the correct necessary and sufficient condition is given by
for all cubes Q. E. Sawyer's condition involves the operator M itself, and it is interesting to obtain sufficient conditions close in form to the necessary and simpler one (3) . The first result in that direction was obtained by C. Neugebauer in [11] . He noticed that if (w, v) is a couple of weights such that for some r > 1 1 |Q| Q w(y) pr dy
for all cubes Q, then
for all nonnegative functions f . In this paper we take up this problem and show with a different approach that (6) holds assuming very weak conditions on the weights. We shall see that it is enough to replace the average norm associated to the weight v −1 in (3) by a stronger norm defined in terms of any Banach function space whose associated space satisfies certain mapping property.
To be precise we let X be a Banach function space over R n with respect to the Lebesgue measure dx (cf. next section). Given a measurable function f and any cube Q we define the X-average of f over Q by
where τ δ , δ > 0, is the dilation operator τ δ f (x) = f (δx), χ E is the characteristic function of E and (Q) is the sidelength of the cube Q. We define a natural maximal operator associated to the space X. Definition 1.1 For each locally integrable function f the maximal operator M X is defined by
where the supremum is taken over all the cubes containing x.
Let X = L B be the Orlicz space defined by the Young function B (cf. section 2 or [7] [8]). Then the maximal operator M X = M B is defined in terms of the average
(cf. [1] ). If X is the Lorentz space X = L s,q , then the maximal operator is
(cf. [12] , [14] and [3] ). Given a Banach function space X, X will denote its associate space, which is another Banach function space (cf. next section).
is a couple of weights such that there is a positive constant K for which
for all cubes Q. Then
for all nonnegative functions f .
A particular example is when X = L p r , with r > 1. In this case the associate space is X = L (p r) whose corresponding maximal operator is given by
which is bounded on L p (R n ). On the other hand, observe that when
Corollary 1.3 Let 1 < p < ∞, and suppose that (w, v) is a couple of weights such that for some r > 1, there is a positive constant K for which
We can deduce a better result using the scale of Lorentz spaces:
Corollary 1.4 Let 1 < p < ∞, and 1 < r < ∞. Suppose that (w, v) is a couple of weights such that there is a positive constant K for which
More interesting examples are provided by the theory of Orlicz spaces.
Theorem 1.5 Let 1 < p < ∞, and let B be a doubling Young function such that
for some positive constant c. i)Let (w, v) be a couple of weights such that there is a positive constant K for which
for all nonnegative functions f . ii) Condition (14) is also a necessary condition. That is, suppose that B has the property that
for all nonnegative functions f , whenever the couple of weights (w, v) satisfies
for all cubes Q. Then B satisfies (14) .
Particular examples are given by
or the weaker one
The key fact is the boundedness of MB on L p (R n ), and the relevant class of Young functions is the following. Definition 1.6 Let 1 < p < ∞. We say that a doubling Young function B satisfies the B p condition if there is a positive constant c such that
Then we have the following characterization.
ii) there is a constant c such that
for all nonnegative functions f ; iii) there is a constant c such that
for all nonnegative functions f and w; iv) there is a constant c such that
for all nonnegative functions f , w and u.
A consequence is the following inequality:
Suppose that w is a weight. Then
As usual [r] denotes the integer part of r. Acnowledgement. We wish to thank the referee for the careful reading of this paper.
Preliminaries
In this section we provide the necessary background from the theory of function spaces that will be used later. We begin by recalling some basic facts about the theory of Banach function spaces introduced by W.A.J. Luxemburg in [9] , and we shall refer the reader to [2] for a complete account. Let (R, µ) be a measure space, and let M + (R) be the cone of µ-measurable functions on R whose values lie in
, for all constants a ≥ 0, and for all µ-measurable subsets E of R, the following properties hold:
for some constant C E , 0 < C E < ∞, depending on E and ρ but independent of f . Let M (R) denote the collection of all µ-measurable functions on R. The collection
The most important property of the Banach function spaces is the generalized Hölder inequality
where X is the associate space to X. A Banach function space X is said to be rearrangement-invariant if whenever f, g ∈ X are equimeasurable, then f
Most of the properties of the rearrangement-invariant spaces can be formulated in terms of the fundamental function of X, ϕ X , given by
where µ(E) = t. Observe that the particular choice of the set E with µ(E) = t is immaterial by the rearrangement-invariance of X. ϕ X is quasiconcave and continuous, except perhaps at the origin. Furthermore, if X is the associated space of X the following identity holds
Examples of rearrangement-invariant spaces include the Lebesgue L p spaces, the minimal and maximal Lorentz spaces Λ, M , (cf. [2] ). Also, the Orlicz and L s,q spaces that we are going to describe briefly next.
is a Young function if it is continuous, convex and increasing satisfying B(0) = 0 and B(t) → ∞ as t → ∞. We shall assume that B is normalized so that B(1) = 1. Also, we shall require that B satisfies the doubling condition
for some constants C > 0, k ≥ 0. We shall make use of the following property
and that t → B(t) t is increasing. Each Young function B has associated a complementary Young functionB that satisfies
Let (X, µ) be a measure space and let B be a Young function. The Orlicz space
can be normed by the Luxemburg norm defined by
is a rearrangement-invariant space with fundamental function given by
In particular if E is a measurable subset of X, then
Finally, the associated space to
whenever q < ∞, and 
The general case
Let X be a Banach function space over R n with respect to the Lebesgue measure. Recall that for any measurable function f and arbitrary cube Q we defined the X-average of f over Q by
where τ δ , δ > 0, is the dilation operator τ δ f (x) = f (δx), χ E is characteristic function of E and (Q) is the sidelength of the cube Q. Note that Hölder's inequality for Banach function spaces (22) yields after the change of variable y = (Q)z
We also introduce the following maximal operator associated to the space X. For each locally integrable function f we have also defined M X by
Proof of Theorem 1.2: Since the set of bounded functions with compact support is dense in L p (v p ) it is enough to show that there is a constant c such that
for each nonnegative bounded function with compact support f . For each integer k, and for any constant a > 2 n we let Ω k and D k be the sets
d denotes the dyadic Hardy-Littlewood maximal operator. By Lemma 4.1 below with t = a k (note that the lemma also holds for the degenerate Young function B(t) = t, the classical Calderón-Zygmund decomposition) there is a family of maximal nonoverlapping dyadic cubes {Q k,j } for which
We can now estimate the left side of (31) as follows
For each integer k, j we let we let
} is a disjoint family of sets, and by Lemma 4.2 (as above the lemma is also valid for the degenerate Young function B(t) = t) there is a positive constant β such that for each k, j |Q k,j | < β |E k,j |. This together with (30), and (8) allows to dominate last sum by C
since the sets {E k,j } are pairwise disjoint, and because we are assuming that M X :
This concludes the proof of the theorem. 2
It is a simple consequence of this Theorem that condition (8) 
for all cubes, and for all nonnegative functions f . Let us assume that f ≥ 0, and Q is fixed. By assumption on M X , there is a constant c such that
for all nonnegative functions g.
This together with (30) gives
which readily gives (34). We conclude this section by proving a weighted inequality "dual" to the classical Fefferman-Stein inequality
The main interest follows from the fact that its "dual" inequality, namely
is false in general (consider f = w positive and integrable).
Theorem 3.1 Let 1 < p < ∞, and let X be a Banach function space such that M
There is a constant c such that
for all nonnegative functions f and u.
ii) If furthermore X is rearrangement-invariant with fundamental function ϕ X , then there is a positive constant c such that
We do not know whether condition (37) it is also sufficient for the boundedness of M X on L p (R n ) as in the Orlicz or Lorentz cases (see Theorems 1.7 6.1 respectively). Proof: We notice first that (36) is equivalent to
for all nonnegative functions f and g. Now, it follows from the generalized Hölder's inequality (30) that
. This gives i). As for ii) we denote by Q(x, r) the cube centered at x ∈ R n and with sidelength equal to r. Taking f = u = χ Q(0,1) in (36) we have,
On the other hand the rearrangement-invariance of X yields
Now, since ϕ X is increasing it is easy to see that there exist positive constants a, b such that whenever |y| > a
Hence, by using polar coordinates and (23) we get
This estimate together with (38) concludes the proof of the Theorem. 2
We shall conclude this section showing that if X is rearrangement-invariant, condition Proposition 3.2 Let 1 < p < ∞, and let X be a rearrangement-invariant Banach function space with the property that
for all cubes Q. Then Proof: For the proof take any nonnegative locally integrable function g, and consider the couple of weights (w,
(w, v) satisfies condition (40). Hence, by hypothesis on X there is a constant c such that
for all nonnegative functions f . Finally, by Theorem 3.1 X must satisfy 
The B p condition
Recall that a doubling Young function B satisfies the B p condition if there is a positive constant c for which
Since sometimes is more convenient to deal with the complementary functionB of B, it can be checked using (26) and (25) that the Young function B satisfies the B p condition if there is a positive constant c for which
We now give the proof of Theorem 1.5 which relates the B p condition, the boundedness of M B on L p and with dual weighted estimates for M .
Proof of Theorem 1.7
For the proof that i) implies ii) we need the following lemma.
Lemma 4.1 Suppose that B is a Young function, and that f is a nonnegative bounded function with compact support. For each t > 0, let Ω t = {y ∈ R n : M B f (y) > t}. Then, if Ω t is not empty, we have
where Q j is the family of nonoverlapping maximal dyadic cubes satisfying
for each integer j.
Furthermore it follows that
and
We defer the proof of the lemma for the moment, and assume i). To prove ii) we shall use the classical approach (cf. for instance [6] Ch. 2.) Hence, (45) and the change of variable t =
since B ∈ B p . This proves that i) implies ii). For the proof that ii) implies iii) we discretize as in Theorem 1.2. We fix a constant a > 2 n , and for each integer k we let Ω k , and D k be the sets
denotes the dyadic version of M B . Hence, by Lemma 4.1 with t = a k there is a family of maximal nonoverlapping dyadic cubes {Q k,j } for which
We shall need the following lemma.
We postpone the proof of this also until the end of the proof of the theorem. Now, using (47), and (49) we estimate the left side of (19) as in the proof of Theorem 1.2 by
since we are assuming ii). This proves iii). Let us assume that iii) holds. Observing that (20) is equivalent with
for all nonnegative functions f , g, and w, iv) follows immediately from (19) after an application of the inequality
which is a consequence of the generalized Hölder's inequality (30).
To prove that iv) implies i) we let w = 1 in (20) obtaining
for all nonnegative functions f , and u. Since this is (36) in Theorem 3.1 with X = LB, we can apply that proposition to get a constant c > 0 for which
Here
is the fundamental function of L B . We claim that (51) is equivalent with B ∈ B p . Indeed, by (27) and (25) it readily follows that > t, they are contained in cubes of this type which are maximal with respect to inclusion. We let C t = {P j } be the family of the dyadic maximal nonoverlapping cubes satisfying t < f B,P j . Let P j be the only dyadic cube containing P j with sidelength twice that of P j . Then
The last inequality can easily be deduced from the definition of the Luxemburg norm using the fact that t → B(t) t is increasing. Hence by the maximality of the cubes {P j } we get t < f
Observe that from this discussion it is clear that
Let x ∈ Ω t . By definition, there is a cube R containing x such that
Let k be the unique integer such that 2 −(k+1)n < |R| ≤ 2 −kn . There is some dyadic cube with side length 2 −k , and at most 2 n of them, {J i : i = 1, . . . , n}, meeting the interior of R. It is easy to see that for one of these cubes, say J 1 ,
This can be seen as follows. If for each i = 1, . . . , 2 n we had
we would get since R ⊂ ∪
contradicting (55). Using that |R| ≤ |J 1 | < 2 n |R| one can also show
By letting C t/(4) n = {Q j }, we have by (53) that
for each j, yielding (44). (46) also follows since {y ∈ R n :
which is (43). Now, by the left side of the inequality (58), and the definition of f B,Q we get
To obtain (45) we just use the standard idea of writing f as f = f 1 + f 2 , where
, and f 1 (x) = 0 otherwise.
. Finally, since (59) holds for each f ≥ 0, t > 0 we have
concluding the proof of Lemma 4.1. 2
We now conclude the proof of the Theorem by proving Lemma 4.2.
Proof of Lemma 4.2:
The family E k,j is clearly disjoint. We note that (47) and the definition of the Luxemburg norm implies that
n a k f (y) dy,
Hence by standard properties of the dyadic cubes we can estimate what portion of Q k,j is covered by D k+1 as in [4] (cf. [6] p. 398)
Here we have used that B( is increasing. This gives (48). Finally
completing the proof of the Lemma and hence that of Theorem 1.7. 
Proof of Corollary 1.8
If we let w = 1 and u is replaced by w p−1 in (20) we have the weighted inequality
(1 + t). Then Corollary 1.8 will follow if we prove the pointwise inequality
It is enough to prove that there is a constant C such that for each cube Q
By homogeneity we can assume that the right hand side is equal to C. Then, by the definition of the Luxemburg norm we need to prove
But this is a consequence of iterating the following inequality of E.M. Stein [15] Q w(y) log
with k = 1, 2, 3, · · · . 
Some further considerations about the class B p
We observe that 1 < p < q < ∞ implies that
A typical Young function that belongs to the class B p is B(t) = t s with 1 ≤ s < p. Another more interesting example is the function B given by
Since the function B(t) = t s belongs to B p we have 1 < s < p and so implies that B ∈ B p− with 0 < < p − s, one could think that the same property would hold for any Young function in B p . However, this is false as the following example shows. For δ > 0, consider the example mentioned above
Then, B ∈ B p , but it can be easily shown that there is no > 0 for which B ∈ B p− . We can remedy this situation if we restrict attention to those Young functions that are submultiplicative. We say that the Young function B is submultiplicative if
B(ts) ≤ B(t)B(s)
for each t, s > 0. Proof: This is a simple consequence of the fact that B ∈ B p if and onlyᾱ(B) < p.
(Cf. for instance [2] Ch. 5.) Hereᾱ(B) denotes
and it can be shown that the limit exists, is finite, and strictly positive. 2
Let us make the following observation concerning a particular case of (20). Taking the weight w = 1, inequality (20) becomes
for all nonnegative functions f , and u. Let 1 < r < ∞, and consider B(t) = t (p r) . Then B ∈ B p , and (61) is
However where w 1 and w 2 are A 1 weights, and that (M g) δ ∈ A 1 0 < δ < 1 (see [6] is an A p weight. This argument may suggest that [MB (u 1/p )(y)] −p satisfies the A p condition for each B ∈ B p . However, the following example indicates that this is not true in general, and thus above argument is not sharp enough to get (61).
Let 1 < p < ∞, δ > 0, and let B be the Young function such thatB(t) ≈ t p log p −1+δ (1 + t). Then B ∈ B p but w = MB (χ Q(0,1) ) −p ∈ A p . Otherwise there would exist > 0 such that w ∈ A p− (cf. Part ii) follows from Proposition 3.2 and the computation in (52). 2
As an easy consequence of this theorem we can obtain sufficient conditions much in the spirit of [5] .
We let {E k,j } be the disjoint family E k,j = Q k,j − Q k,j ∩ D k+1 . We claim that
The proof requires a simple modification of the argument given in the proof of Lemma 4.2. Indeed, (70) and Minkowski's inequality yield 
