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SUMMARY
The past decade has seen an explosion in the capabilities of distributed computing,
the Internet of Things, and open source software and hardware. As a result, internet
connectivity has become ubiquitous across nearly all industries. Within the manufacturing
sector, machine controllers now support protocols which make very detailed utilization
information accessible. In addition, advances in embedded computing enable distributed,
low-cost sensor deployment on an unprecedented scale. Leveraging these advances in data
availability, this work presents a methodology for machine health monitoring in an Internet
of Things architecture. Using modern messaging protocols, bidirectional communication
between machine controllers and external sensors enables contextual data acquisition for
tracking health trends in manufacturing equipment.
Using modern machine learning tools and embedded computing, a low-cost, integrated
data acquisition platform is proposed in this work. Built on modern, open-source hardware
and software, this platform enables high-quality sensor data acquisition and edge-based
computation to facilitate machine health monitoring in an IoT framework. By leveraging
proposed protocols for edge-based feature extraction, high-volume sensor data payloads are
reduced in size to facilitate health monitoring and near real-time inference. The computational
latency of this proposed methodology compares favorably to cloud-based solutions, where
network transmission latency introduces significant variance in obtaining statistical features
and model inference. A case study in tool wear analysis shows that CNC controller data
may be used to contextualize accelerometer measurements and, in turn, facilitate training
novelty detection and classification algorithms. These algorithms are then deployed to the





Across a wide range of industries, significant investments are being made to monitor the
health status of operation-critical systems. The economic driver behind this development is
simple: unscheduled maintenance of critical assets carries significant costs [1]. Therefore,
an ideal health monitoring system facilitates an operation in which machine health
degradation can be diagnosed prior to failure, allowing corrective action to be taken. This
approach is commonly referred to as predictive or condition-based maintenance [2, 3, 4].
Recent years have seen a substantial push towards remote system monitoring. Various
methods have been proposed to utilize wireless networks and “Big Data” to create a
connected, “smart” production factory [5]. Increasing efficiency and productivity through
automation is another key thrust in this line of research. This overall effort is commonly
referred to as Industry 4.0 [6, 7]. This framework requires the use of Cyber Physical
Systems (CPS) — networked computing devices generally capable of data acquisition
and transmission [8]. When these devices are connected via the internet, this network
is generally referred to as part of the Internet of Things (IoT) [9].
To advance the state-of-the-art in manufacturing in the context of Industry 4.0, work
must be done towards machine data acquisition and analytics to provide users meaningful,
near real-time feedback on machine health and utilization. In large manufacturing facilities,
hundreds of unique machines can be involved in production. The quantity, diversity,
and complexity of manufacturing machines such as autoclaves and Computer Numerical
Control (CNC) lathes and mills present a significant challenge from both a data acquisition
and analysis standpoint. Many modern machines use digital controllers from which
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relevant machine data may be accessed through standards such as MTConnect [10] or
OPC-UA [11]. Other machines such as factory chilled water pumps may have no controller
information readily accessible at all, but are equally vital to production.
1.2 Research Goals and Contributions
This work focuses on data ‘connection’ and ‘conversion’ in the context of CPS for
manufacturing systems as shown in Figure 1.1 [12]. In the ‘connection’ layer, machines
are connected to an IoT architecture so that relevant data may be extracted from them.
The ‘conversion’ layer refers to the process by which raw data are converted into
meaningful information such as health prognostics, utilization, and process anomaly
detection. These two steps serve as the foundation for future development in manufacturing
Industry 4.0. Before high-level collaboration and optimization may be undertaken from a
production standpoint, reliable, useful information must be automatically extracted from
the machines which are being monitored. This automatic information acquisition can be
used to inform enterprise-level analytics engines while concurrently providing low-latency,
machine-specific utilization and health metrics.
1.2.1 Thesis Contributions
The following chapters outline a digital framework for data acquisition, communication,
and modeling to improve upon the current state-of-the-art in machine health and utilization
monitoring in Industry 4.0.
1. Development of a digital architecture which facilitates contextual edge analytics –
Chapter 3
By concurrently recording data from both CNC machine controllers and
external sensors, the health state of a manufacturing machine may be more
completely captured. In this chapter, a strategy for integrating controller and
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Figure 1.1: 5C Architecture for manufacturing CPS [12]
sensor measurements in an IoT framework is proposed. Basic demonstrations
on a 3-axis mill are used to highlight long-term health monitoring applications.
2. Edge-deployable anomaly detection and classification algorithms – Chapter 4
As modern machine learning and statistical classification tools become
more powerful, they may also be deployed to low-power edge devices
with exceptional efficiency. This chapter summarizes the deployment of
state-of-the-art machine learning toolboxes and models to an embedded Linux
computer and compares model performance across multiple alternatives. The
results from this chapter reveal that even moderately complex neural networks
may successfully be deployed to these edge devices with near real-time
inference.
3. An edge device capable of controller and sensor data acquisition and analytics –
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Chapter 5
In order to perform data acquisition and statistical inference in an IoT
framework, an edge device which is capable of all of these tasks is needed.
This chapter describes the design and implementation of an embedded Linux
computer capable of high-quality sensor measurements, model inference, and
IoT connectivity. This device is benchmarked against state-of-the-art cloud
computing capabilities to compare worst-case message transmission latency.
4. An example deployment of this architecture and edge device for tool health
monitoring in a 3-axis mill – Chapter 6
Leveraging all of the methods proposed in the preceding chapters, a case study
is undertaken in this chapter to investigate the efficacy of the proposed strategy
in real-time health monitoring. Specifically, a statistical classifier is trained to




In this chapter, the background information necessary for this thesis are introduced. As
this work focuses on advances in the Internet of Things and machine health monitoring,
these topics comprise the majority of this chapter. Specifically, this chapter addresses
the use of the internet of things within the context of the manufacturing industry. This
discussion includes topics ranging from data acquisition methods and protocols to modern
web messaging frameworks. These tools are used to facilitate machine health monitoring
in a connected architecture. Therefore, this chapter also addresses the general history
of machine health monitoring in the manufacturing industry. In the context of health
monitoring, vibration analytics and frequency-domain techniques have a rich background
and broad applicability across a range of machines and industries. In addition, vibration
analysis serves as an excellent benchmark for high-density data which must be properly
managed in an IoT framework. For these reasons, a special focus is given to vibration and
frequency-domain analysis in this work.
2.1 Industrial Internet of Things
The Internet of Things promises to facilitate the connections between devices on an
unprecedented scale [13, 14]. Recently, a substantial research effort has been invested
into the application of IoT technologies in the context of manufacturing [15]. Within
this framework, manufacturing equipment transmit data to an enterprise-level or cloud
network, where data mining is used to extract information to improve the efficiency of the
manufacturing process. This application of IoT is commonly referred to as the Industrial
Internet of Things [7]. Within the IIoT, wireless networks play a major role [16]. As such,
network latency, capacity, flexibility, and scalability are all major points of concern. These
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networks have been used to facilitate both real-time and historical data analysis [17].
The broad, interdisciplinary nature of the industrial Internet of Things has led to a
vast quantity of research aimed at addressing its various aspects. At the highest level
of abstraction, strategies have been proposed to define the connection of Cyber-Physical
Systems for enterprise-level decision making [18]. To implement IIoT strategies, it is
crucial to develop architectures which facilitate the connectivity of devices. To this end,
a substantial research effort has been directed toward specifying IIoT architectures [19,
20]. These architectures rely on devices such as factory machines and sensors to transmit
relevant data. With access to these data sources through the IIoT architecture, analytics
such as predictive maintenance and machine utilization can be performed.
The ultimate objective of the Industrial Internet of Things is a manufacturing enterprise
which rapidly adapts to changes in market while minimizing waste and improving
product quality [8, 21]. To accomplish this objective, IIoT leverages advances in
embedded computing, Cyber Physical Systems, cloud computing, big data, and internet
connectivity [22]. To properly assemble a framework for utilizing each of these tools, it
is vital to develop a logical, cognitive structure which associates each tool with a purpose
within this framework [12, 23].
A typical representation of the Industrial Internet of Things is shown in Figure 2.1.
At the bottom of the image, physical devices such as CNC machines and sensors supply
the low-level data from factory equipment. These devices are connected to an industrial
network for data transmission across the enterprise. A slew of possible connectivity options
including various wired and wireless protocols are available for this task, where wireless
options are commonly used due to their convenience. At this level, it is also important
to consider a standardized message structure for the data being sent across the network.
Modern formats such as XML and JSON are useful for this task. From the industrial
network, data are typically sent to a cloud platform where storage and computing resources
are available. These systems track historical data and perform prognostics on machine
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Figure 2.1: Industrial Internet of Things Structure
health. Finally, these data are used to inform enterprise-level metrics such as statistical
process control and Overall Equipment Effectiveness (OEE).
2.2 Messaging Protocols
When developing an IoT architecture, it is critical to choose an appropriate communication
protocol for transmitting data. Two such protocols are Hypertext Transfer Protocol
(HTTP) and Message Queuing Telemetry Transport (MQTT). The fundamental distinction
between these protocols is that MQTT uses a publish/subscribe format while HTTP uses a
request/response format. As a result of this difference, MQTT has lower overhead for the
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Figure 2.2: MQTT Example publish-subscribe implementation
continuous data streaming requirements in an IoT framework [24]. While newer protocols
such as Constrained Application Protocol (CoAP) may be technically more efficient,
MQTT is currently an accepted standard for IoT applications and is widely supported.
Still, HTTP is invaluable in the modern internet and is the basis for many applications.
A simple MQTT implementation example is shown in Figure 2.2. Central to the MQTT
protocol is the Message Broker, which routes all incoming and outgoing messages. Various
clients can connect to the Message Broker in order to publish and subscribe to desired
topics. The topic structure is also shown in this figure. For instance, the sensor pack may
publish data to Asset/ANT001/Vibration. In this topic structure, the second layer, ANT001,
specifies the asset name and the third layer, Vibration, specifies the data item ID. If a client
wishes to subscribe to all messages pertaining to Asset ANT001, they may subscribe to
the topic Asset/ANT001/# as in the upper left client example. The “#” symbol indicates a
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Figure 2.3: HTTP example
wildcard, meaning that the client will catch all messages with the preceding topic structure.
Analogously, if a client wishes to subscribe to all vibration data regardless of source, they
may subscribe to the topic, Asset/+/Vibration, as in the upper right example. Here, the “+”
symbol indicates a single-level wildcard. This subscription structure will capture vibration
data from all assets.
Unlike MQTT, HTTP is a request-response protocol, as demonstrated in Figure 2.3.
In an HTTP architecture, a server is dedicated to handle requests as sent from clients.
The nature of the request may vary from simply returning a desired value to performing a
statistical calculation and anything in between. In this protocol, the computational load of
processing requests is centrally located. To properly scale this framework, the server must
be scaled in computational power to accommodate larger numbers of web clients. This
need for large-scale central processing can become expensive in a distributed environment
such as the IoT. In addition, the request-response framework results in higher latency and
greater overhead in systems which regularly exchange information.
2.2.1 Data formats
While messaging standards define the means by which messages are sent and received
in a modern web framework, they rely on existing data formats to make messages easily
parsed. One such format is the Extensible Markup Language (XML), which originated
in 1998 [25]. This language is widely used as the basis for word processor document
storage as well as standards such as MTConnect. XML provides a framework wherein
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Figure 2.5: Example JSON message
complex document structures can be created in a standardized way, provided that standard
is documented and maintained. As an example of XML’s ubiquity and power, Microsoft
Excel spreadsheets are stored in an XML structure. A very simple spreadsheet is
highlighted in Figure 2.4.
Javascript Object Notation (JSON) is a modern data format which grew out of the need
for standardized data transmission in an internet framework [26]. With a simple syntax
and limited number of data types, JSON is lightweight and intuitive to use. As a result,
messages sent through protocols such as HTTP or MQTT are often formatted as JSON
strings so that an interpreter may easily parse their contents for use in a web application.
An example JSON message is shown in Figure 2.5. The message is bracketed to define its
start and end points. Different keys are given in double quotes with their values separated
by a colon. In this structure, specific data items are easily interpreted by human users and
machines. This simplicity and user-readability is a significant benefit of JSON over XML.
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Figure 2.6: Modern CNC controller [32]
2.3 Data Sources and Protocols
Fundamental to the Industrial Internet of Things, a variety of machines and sensors
constitute the modern factory. Many modern machines come equipped with advanced
controllers such as the Siemens 828D pictured in Figure 2.6. These controllers enable
data acquisition through protocols such as MTConnect or OPC-UA.
Recent work has been applied toward developing IoT frameworks specifically aimed
at transmitting this data from CNC machines [27]. Later work used MTConnect data,
along with part and process information to monitor a manufacturing process [28]. This
work also discussed the development of an IoT framework built on HTTP and designed to
leverage cloud computing. Recently, MTConnect and OPC-UA data have been combined
with sensor data in a local cloud to generate machine learning algorithms for predictive
maintenance [29]. Machine and production data have also been aggregated in order to
visualize power consumption [30]. Latency comparisons for machine learning algorithms
on equipment data have been performed for local and remote cloud architectures [31].
In recent years, work has been done to demonstrate the use of IoT methodologies in
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conjunction with sensor data acquisition. For example, a low-power data acquisition
device has been designed to monitor the vibrations of equipment and transmit them for
analytics [33]. Similar work demonstrated the use of low-power electronics to develop a
low-cost wireless accelerometer platform [34, 35]. This low-power sensor approach has
also been investigated specifically for the Field-Programmable Gate Array (FPGA) chip
architecture [36]. Wireless sensors have also been deployed in an automated irrigation
system [37]. Lastly, onboard classification algorithms in embedded devices have been
shown to be feasible and more energy efficient than raw data transmission for accelerometer
measurements [38].
2.3.1 MTConnect
MTConnect is a read-only, XML-based standard for accessing and organizing machine
data [10]. Many modern CNC machine manufacturers such as Okuma and Mazak support
MTConnect as the protocol for retrieving controller data from their equipment. A typical,
simplified implementation of this standard is shown in Figure 2.7. A machine generates
data such as coordinate axis locations, motor power consumption, and run time. These
data are mapped to an MTConnect Adapter. Because the Adapter is machine-specific,
it is typically designed and supplied by the machine manufacturer. From this point, an
MTConnect Agent runs a local web server which makes the machine data available on
a local network through HTTP requests. Unlike the Adapter, the MTConnect Agent is
more generally designed to interface with any Adapter. This generalized interface ensures
standardization of the MTConnect protocol across devices. MTConnect specifies an API
for accessing these data. When the client requests a sample from the Agent, an XML
response is sent which contains data such as dateTimes and dataItemIds.
In addition to providing an endpoint for machine controller data, MTConnect also
defines a standard and framework for accessing manufacturing equipment data. Within
the MTConnect standard, data items have specific definitions, units, and formats. As an
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Figure 2.7: MTConnect typical implementation
example, consider a sample from the NIST Smart Manufacturing System Testbed [39],
shown in Figure 2.8. This figure shows a highly truncated XML response from the testbed
server and shows a single sample, GFAgie01-C 2. This dataItemId has a name —
Cposition — and a component — Rotary — indicating that this is a positional data
tag of a rotary axis. By definition in MTConnect standards, the value transmitted by this
data item is in units of degrees. The subType ACTUAL indicates that this value represents
the real value of the axis, rather than the commanded position. All of these elements are
part of the MTConnect standard.
2.3.2 OPC-UA
Unlike MTConnect, OPC-UA is a protocol for accessing machine data but does not specify















Figure 2.8: MTConnect sample example
Figure 2.9: OPC-UA typical implementation
standard where values on a machine may be modified by a client with proper permissions.
The basic components in OPC-UA are shown in Figure 2.9. A client computer connects
with the OPC-UA server via the TCP/IP protocol to read and write values. The OPC-UA
server in turn reads and writes data from the PLC, which allows for low-level parameter
visibility.
Recently, the OPC Foundation and MTConnect have released standards for unifying
these frameworks [40]. By adopting and publishing a uniform standard, interoperability
between MTConnect-native and OPC-UA-native machines in an enterprise may be
achieved. For example, a machine with an MTConnect adapter may have an OPC-UA
server installed to interface with the machine.
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2.3.3 Sensor Data
With advances in embedded computing, modern sensors can be readily incorporated into an
IIoT architecture for machine health monitoring. Historically, most sensor data acquisition
for studies such as vibration analytics has been done using highly accurate, expensive
devices such as the Analog-to-Digital DAQ from National Instruments in Figure 2.10.
These data acquisition platforms can sample analog sensors at sampling rates greater than
20kHz and are coupled with sophisticated signal processing software such as LabView
to perform advanced analysis on captured signals. While this platform provides high
quality sensor data, a number of factors inhibit its use in an IoT framework. First, the
DAQ typically requires 120VAC input to accommodate the high-voltage (≥ 24VDC)
sensors and data acquisition unit. Standard 120 Volt outlets are often inconveniently
located relative to production equipment, making it difficult to permanently install such
a device without introducing safety concerns from Foreign Object Debris. While other
methods, such as tapping into power supplies intended for the production equipment,
are technically possible, they also raise safety questions or may unnecessarily interfere
with production-critical equipment. As a result, this power supply requirement brings
significant limitations to distributed deployment. Second, this platform relies on licensed
software. To distribute and analyze data streams from multiple machines, several licenses
must be purchased and managed. This raises other issues, such as proprietary data formats
which may not be readily transferred to other software. As a result of the high-quality,
high-frequency sampling that this platform can perform, large quantities of data must be
processed for each sensor through this proprietary software.
Recently, companies have been leveraging the advances in embedded computing to
build and market IoT-compatible sensor kits at costs well below those of traditional
platforms. For example, National Control Devices offers pre-built and custom options
for health monitoring and IoT applications such as the wireless kit shown in Figure 2.11.
While these products represent a substantial advancement in the availability of low-cost,
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Figure 2.10: Analog-to-Digital DAQ from National Instruments [41]
low-power data acquisition and transmission, they typically lack data processing
capabilities. In addition, they are not configured to transmit high-density vibration signals.
Instead, they typically send discrete measurements. Lastly, they are not configured to
transmit data in a standardized manner. With these weaknesses, a significant gap exists
in edge data acquisition devices which are capable of advanced analytics and standardized
data transmission in an IoT framework.
2.4 Machine Health Monitoring
Machine health monitoring is an enormous field of study which touches a large range
of industries [43]. The objectives of health monitoring are to diagnose existing issues
in industrial equipment and predict remaining useful life in production-critical assets.
Although a significant amount of work in Industrial IoT has been applied to equipment
monitoring, the bulk of the research on equipment monitoring has been performed without
consideration for data transmission in a modern framework. For this reason, it is important
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Figure 2.11: IoT sensor kit from National Control Devices [42]
to discuss the broad history of machine health monitoring and the methods used to
perform the necessary analytics. Specifically, this review focuses on the application of
machine health monitoring to vibrating systems such as rolling element bearings. Due to
their ubiquity in manufacturing equipment and their importance in transmitting rotational
mechanical energy, bearing analysis has been and will continue to be a significant focal
point in the context of machine health monitoring research [44].
Historically, vibration analytics have been performed through signal processing
methods [45, 46, 47, 48]. Typically, a vibration measurement device such as an
accelerometer or acoustic emission sensor is placed on the housing of a rotating piece
of machinery for data acquisition. Analytics on the resulting signal tend to reveal possible
defects and end-of-life indicators.
In one major area of study, statistical and machine learning methods have
been employed to detect defects in vibrating machinery from acoustic emission and
accelerometer data. For instance, wavelet transforms have been used as a feature extraction
tool for bearing defect detection using constrained optimization [49]. With seeded faults,
various time-series statistics such as kurtosis, maximum amplitude, and root mean square
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have been compared using acoustic emission sensors and accelerometers [50]. In a
similar application, mathematical models have been applied to vibration measurements
to approximate defect size [51]. Because some bearing defects tend to exhibit impulsive
characteristics, spectral kurtosis has been shown to be promising in detecting these
faults [52].
Another significant area of study involves attempting to determine the remaining useful
life of rotating elements such as bearings from vibration and acoustic emission data.
Combining several time and frequency domain statistics from vibration data, a statistical
model has been developed to approximate remaining useful life of bearings [53]. In
other work, nonlinear feature extraction methods were employed to train a support vector
regression model to perform the same task [54].
2.5 Frequency-Domain Signal Processing
For rotating machinery such as motors and pumps, sampled vibration signals can be
used to extract frequency-domain information. In many cases, specific frequencies can
be associated with different failure modes or health metrics. By evaluating the relative
prominence of these frequencies in a vibration signal, it is possible to determine the health
status of such vibrating equipment.
The Fourier Transform is a vital tool in frequency-domain analysis. For a discrete-time






whereX(ω) is a function of frequency that has been extracted from the time-domain signal.
In theory, this transform can be used to define the frequency content of a signal exactly.
In practice, a number of factors make it difficult to glean meaningful information from
a real vibration signal using (2.1) directly. First, this equation yields a complex-valued
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function, X(ω). Because physical signals have no complex component, this abstraction
does not readily follow intuition. Second, this equation requires an infinite summation of
the time-series data. This is obviously impossible for a real signal, where high-frequency
vibration data are often sampled in increments on the order of seconds. Lastly, this
transform is not robust to the presence of noise in the vibration signal.
To address the aforementioned issues, (2.1) is first modified to account for the limited
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2π
N . In the preceding equations, X is the Fourier Transform of the time
series signal x, sampled at discrete intervals. For this reason, (2.4) is called the Discrete
Fourier Transform (DFT). In practice, this is often interchanged with the Fast Fourier
Transform (FFT), which is simply a computationally efficient method of implementing
the DFT. The units of X are expressed in Hertz. Importantly, this raw mathematical form
contains frequencies on the interval
−Fs
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is the Nyquist frequency, and F is the array of frequencies associated with X .





where ∆f provides the number of Hertz between elements in F . The inclusion of negative
frequencies in (2.6) provides a convenient mathematical transformation, but does not yield
meaningful diagnostic information. For this reason, it is common to ignore the negative
frequency components of the Fourier Transform when performing analysis. Finally, it is
typical in signal processing applications to represent the Fourier Transform magnitudes,
X , by element-wise multiplication with their complex conjugates. This operation results
in a loss of phase information from the DFT, but allows for a clearer representation of the
magnitudes of the frequencies present in the signal.




Ai sin (2πωi) + ν + Aoff , (2.7)
where Ai and ωi are the ith amplitude and frequencies, respectively. In addition, ν ∼
N (0, σ) represents white noise and Aoff is some DC offset. For simplicity, first consider a
signal with A = [1, 1, 1], Ω = [256, 272, 300], σ = 0, and Aoff = 0. This signal is sampled
at Fs = 1024 Hz where N = 128 sample points.
The sampled signal is shown in Figure 2.12. To illustrate sampling rate limitations
in accurately capturing a signal, the “true” signal is overlaid with the sampled signal in
Figure 2.12. Although the frequencies of these signals are below the Nyquist frequency, it
is apparent that the peaks of the true signal are not fully captured.
The unmodified DFT as determined by (2.2) is shown in Figure 2.13a. As mentioned,
this expression of the Fourier Transform contains a real and imaginary component in
addition to negative frequencies. Although it is apparent from this figure that three
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Figure 2.12: Sampled and true signal
(a) Raw DFT
(b) DFT with readability modifications
Figure 2.13: Example signal with no noise - DFT
positive frequencies are present in the example signal, this raw mathematical form contains
extraneous information which have no physical meaning or easily applied intuition.
By ignoring the negative frequencies and taking the magnitudes of the complex-valued
transform, as shown in Figure 2.13b, the signal frequency content becomes significantly
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Figure 2.14: DFT with increased sampling duration
easier to interpret. Here, it is obvious that the sampled signal appears to be composed of
three frequencies with different amplitudes. Because the ground truth — all amplitudes are
identical — is known, it is clear that the relatively low sampling rate failed to accurately
capture these signals.
2.5.1 Improving DFT quality through sampling
Multiple techniques and methods can be employed to improve the quality of frequency
content extracted from a discretely sampled signal. For instance, it is easy to demonstrate
the effectiveness of increasing the number of data samples, whether by increasing the
sampling rate or the sampling duration.
When the example signal is sampled at the same Fs, but over a longer duration of 0.5
second, the total number of sample points increases to N = 512. The resulting DFT
is shown in Figure 2.14. By increasing the record length, the DFT now contains 257
points (including DC). Clearly, this has substantially improved the resolution compared to
Figure 2.13b. In addition, it is clearer from this figure that the amplitudes of each frequency
are equal.
If the original number of sample points is held constant but Fs is increased, the
frequencies of interest become lower relative to the Nyquist frequency. Consider the case
where Fs is increased by a factor of two to Fs = 2048. The resulting DFT is shown in
22
Figure 2.15: DFT with increased Fs
Figure 2.15. In this case, the high-frequency peak is now more clearly captured, but the
two low-frequency peaks have become muddled together. In this example, the DFT has
the same number of data points as in Figure 2.13b, but spans a larger range of frequencies
due to the higher sampling rate. As a result, the ∆f between frequency bins is larger,
meaning a loss in resolution in frequency content which causes this “squishing” together
of frequencies.
Clearly, a trade-off exists between sampling rate and record length. While increasing
the sampling rate allows for capturing higher frequencies, it also reduces the resolution of
the DFT if the record length is not also increased. While it may seem obvious to sample
“as fast as possible” and store as many data points as possible to overcome resolution
and sampling issues, it is important to identify a targeted frequency resolution and the
frequencies of interest.
2.5.2 Avoiding Aliasing
When sampling vibration data, it is important to avoid aliasing the signal. Aliasing occurs
when the sampling rate is not sufficiently high to capture all of the vibration present in the
system. If this happens, the excessively high frequencies will interfere with the rest of the
signal.
As an example, consider the previous signal, where the high-frequency component is
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Figure 2.16: Aliased signal
Figure 2.17: DFT of the aliased signal
shifted to 750Hz. This component is significantly above the Nyquist frequency of 512Hz.
Figure 2.16 illustrates the destructive nature of aliasing. Clearly, the sampled signal does
not resemble the original signal whatsoever. This is further illustrated by examining the
DFT in Figure 2.17. In this specific example, the aliased signal appears to only contain the
two lower frequencies, with one amplitude higher than the other.
From this example, it is clear that aliasing can confound a sampled signal. With
arbitrary high-frequency content, an aliased signal can take any form. For this reason, it is
important to sample at a sufficiently high frequency to capture the entire signal without
aliasing. It is also helpful to place a low-pass filter on the sampling device to reduce
frequencies above a desired setpoint.
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Figure 2.18: Full signal and non-integer cutoff
2.5.3 Reducing Spectral Leakage
Another important consideration when extracting the frequency content of a signal is
minimizing “spectral leakage.” This phenomenon occurs when a sample captures a
non-integer number of oscillations for the signal under investigation. Spectral leakage can
also occur when the signal has a non-zero mean.
For illustration, consider a signal which contains a single frequency at ω = 64Hz, and
an amplitude of 1. Again, the sampling rate for capturing this signal is 1024Hz, and the
record length is N = 256. This signal is shown in Figure 2.18. Note that the output of
the signal for this full record begins and ends at y = 0. This is an important nuance of the
DFT; if a signal of zero mean is captured in this way, the DFT will exhibit a single peak
at the appropriate frequency. However, if the record is cutoff at some arbitrary point where
the signal is nonzero (such as the line labeled “odd cutoff” in this figure), spectral leakage
will occur. Instead of a single peak, the entire DFT will be corrupted by broadband noise.
This is also true for a signal with non-zero mean. If this signal has a steady-state offset, a
“ski-slope” effect will be apparent in the DFT, where a large peak at DC will slowly ramp
down at high frequencies.
This corruption is shown in Figure 2.19. The y-axis in this figure is shown on a
logarithmic scale to clearly show how much broadband noise is introduced by capturing
a non-integer number of periods for the signal in question. Where the DFT from the full
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Figure 2.19: DFT of a signal with spectral leakage
signal exhibits broadband noise at a level consistent with the minimum precision of floating
point calculations, the Signal-to-Noise ratio of the signal with an odd cutoff is drastically
reduced.
In practice, it is impossible to deterministically capture integer numbers of vibration
signals. For this reason, measures must be taken to reduce the effect of spectral leakage.
The most effective way of doing so is through a technique called windowing, in which the
signal is multiplied by an aptly-named windowing function designed to mitigate broadband
noise. A large variety of these functions have been developed, each with design trade-offs.
Figure 2.20 shows three different windowing functions to demonstrate their design
strengths and weaknesses. The time-series plots of the Hanning, Rectangular and
Blackman windows are shown in Figure 2.20a. The Rectangular window is clearly the
most simple, as it has unity magnitude for the duration of the sample. However, there is a
discontinuous step at the beginning and end, where the magnitude shifts from zero. Next,






, 0 ≤ n ≤ N, (2.8)
and gradually approaches zero at the start and end of the sample. The slightly different
26
(a) Time series plot
(b) Fourier Transform
Figure 2.20: Comparison of windowing functions
Blackman window is defined by










, 0 ≤ n ≤ N. (2.9)
Upon inspection in the time-domain, it is difficult to determine meaningful differences
between these two windowing functions. However, their DFTs provide a clearer picture in
Figure 2.20b. First, the abrupt steps at the beginning and end of the Rectangular window
introduce high amplitude, broadband noise. This is mitigated by both the Hanning and
Blackman windows due to their smoothing. Clearly, the Blackman window is slightly more
effective at this noise reduction and appears to have a more distinct peak compared to the
Hanning window. This benefit comes at the cost of a slightly wider peak than the Hanning
window. While both of these smooth functions exhibit slightly lower amplitude at the
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Table 2.1: Accelerometer Noise Density Comparison
Name Price Noise Density
ADXL 203 $19 110 µg√
Hz
PCB 352C04 $325 4 µg√
Hz
DC frequency bin, the overall signal-to-noise ratio is dramatically improved by reducing
broadband noise.
2.5.4 Minimizing Noise
When analyzing a real signal, various sources of noise may obfuscate the underlying
data. All sensors are subject to noise when capturing measurements. While sophisticated
accelerometers exhibit low noise floors relative to their low-cost counterparts as shown
in Table 2.1, they require equally sophisticated hardware and software to perform data
acquisition. Beyond this, it is still beneficial to address and attempt to minimize noise
introduced into vibration measurements.
While some factors such as variation in turning speed may have negative effects on
signal processing and must be addressed by changing the data acquisition methods, some
noise — especially sensor noise — can be minimized by breaking a signal into multiple
segments, performing a DFT on each segment, and averaging the results. This is based
on the assumption that sensor noise is Normally distributed and therefore has a mean of
zero. By averaging multiple DFT measurements, the influence of such noise diminishes.
Because the number of sample points is inversely proportional to DFT frequency resolution,
this averaging reduces the effective sample duration and therefore the frequency resolution.
However, by intelligently planning measurements to accommodate averaging, the quality
of the sample can be improved.
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2.5.5 Welch’s Method
All of the previously mentioned methods for improving DFT quality can be combined
to approximate the Power Spectral Density (PSD) of a signal. One widely used way of
implementing these tools is known as Welch’s Method [55]. In this method, a signal is
broken into a specified number of subsections with a 50% overlap. These subsections are
then multiplied by a windowing function of choice and their DFTs individually computed.
Next, these DFTs are averaged together and their magnitudes squared to approximate the
PSD. The result is an excellent approximation of the frequency content of a signal in the
presence of sampling imperfections and sensor noise. Most modern signal processing
software packages have tools for implementing this method with best-practice defaults and
rules such as limiting the number of subsections for averaging.
2.6 Time-Domain Signal Processing
When analyzing time-series vibration data, meaningful statistical features must be chosen
to properly detect damage progression. Statistical moments represent an important class of














(Xi − X̄)2, (2.11)
yields the sample variance.
Increasing orders of moments are often represented in their standardized form. For
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is known as skewness. This metric can be used to identify whether a signal favors one side





is called kurtosis. This measurement provides insight into the “tailedness” of a sample.
A higher kurtosis value is indicative of a sample with a tendency towards more extreme
values.
Of the statistical moments, kurtosis has been shown to be a robust indicator of bearing
damage, although time-to-failure cannot be discerned from this statistic [56]. Later work
combined kurtosis with Root Mean Square (RMS) in a Bayesian approach to model bearing
degradation [57].
2.6.1 Time-Frequency-Domain Methods
Another subset of signal processing and analysis techniques involves the use of
time-frequency metrics such as wavelets and spectral kurtosis. The use of the wavelet
transform has been shown to be helpful in identifying defects in bearings [58, 59],












where ψ(t) is a basis wavelet, and a, b are dilation and translation factors, respectively. The
higher dimensionality of the wavelet transform enables greater generalization compared
to the Fourier Transform, including detecting impulsive transients present in defective
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machinery. This comes at the cost of increased complexity required in its computation.
Spectral Kurtosis is another time-frequency metric which is useful in the categorization
of vibration signals. This metric was formalized as a means of quantifying the
“non-stationarity” of signals — that is, the transient qualities which may be indicative
of bearing defects [52]. Because some bearing defects may be hidden by high frequency
amplitude-modulated signals, it can be difficult to detect defect frequencies in the presence
of this modulation. Using spectral kurtosis, it is possible to automatically perform
enveloping to recover the true defect frequency [62].
2.7 Publicly Available Testing Datasets
When developing a methodology for recording and diagnosing machine health, it is useful
to have a rigorously studied benchmark dataset which contains known failures. A number
of such datasets have been made public for researchers to use [63, 64]. While these datasets
can greatly facilitate the beginning states of prognostics research, it is important to note that
their applicability is quite narrow, and substantial data acquisition efforts are required for
more even slight deviations from these test conditions [65]. With that being established,
significant meaningful insight can be gained by comparing the relative prognostic and
diagnostic power of different machine monitoring algorithms and statistics with these
benchmark data.
The IMS dataset [63], provided by NASA, is particularly useful for vibration analysis.
This contains several run-to-failure experiments on bearings with multiple accelerometers
continuously capturing data over the course of several days. For instance, the second trial in
this collection contains four channels of accelerometer data captured at ten minute intervals
over seven days. Each channel corresponds to the data from an accelerometer mounted on
one of four bearings. Towards the end of this trial, it is noted that outer race failure occurred
in bearing 1.
The RMS values of the vibration data from this trial are shown in Figure 2.21. Clearly,
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Figure 2.21: Root Mean Square history of IMS test dataset
the intensity of vibration changed around Day 5 in Bearing 1, which seems to be an early
indicator that a defect has manifested. By comparison, the vibration sensors on the other
three bearings show minimal changes in their RMS values. Only toward the very end of the
test, when the vibration signature from Bearing 1 has dramatically increased in magnitude,
do the other signals begin to change.
To illustrate the potential usefulness of the statistical moments discussed in Section 2.6,
the variance, skewness, and kurtosis history of Bearing 1 are shown in Figure 2.22.
Figure 2.22a shows the variance history. While the bearing is healthy, the variance of
its vibration signal is near zero. Late in Day 4, the variance jumps as early damage
manifests. After this point, the variance drops again before gradually increasing until late
in Day 6 where failure occurs. This trend is generally repeated in Figure 2.22b, which
shows the skewness history. The healthy bearing has near zero skewness, indicating a
normal distribution. Near the familiar times at Day 5, a change is evident as the vibration
measurements develop a negative skew. As damage advances, the skewness of the signal
becomes increasingly erratic until failure. Finally, the kurtosis is shown in Figure 2.22c.
This signal follows a very similar trend to the variance. Because kurtosis is interpreted
as the tendency of a signal towards more extreme values, it follows that kurtosis should
increase while variance and skewness also increase.





Figure 2.22: Statistical moments for Bearing 1 in the IMS dataset 2
shown in Figure 2.23. As is clear from this plot, the frequency content of this signal is static
for about four days. At the beginning of day four, small, but distinct, changes are evident in
the spectrogram. These changes indicate the potential presence of defect frequencies in the
signal. By day five, the high frequency signals begin to manifest more clearly. This trend
continues until the end of the experiment. Note here that the changes in the spectrogram
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Figure 2.23: Spectrogram of Bearing 1




A DIGITAL ARCHITECTURE FOR MACHINE HEALTH MONITORING
This chapter describes the methodology and design of an architecture for transmitting
machine data from a factory floor to cloud storage for analysis and historical monitoring.
Specifically, this architecture leverages modern web protocols such as MQTT to enable
low-overhead bidirectional communication for data acquisition devices in a factory setting.
Using a standardized messaging format, communication across a variety of machines may
be facilitated. This architecture also incorporates the use of additional sensors for health
monitoring. By leveraging CNC controller data to indicate the current operational state of
a machine, sensor data are readily contextualized relative to machine status. Two simple
case studies illustrate the usefulness of sensor data in detecting tool wear and tracking
spindle health in a milling machine.
3.1 Background
A typical IoT-connected Smart Factory is shown in Figure 3.1. Various factory equipment
and sensors must be networked to a gateway capable of securely routing machine data to
an industrial network. From the industrial network, machine data must then be routed to
cloud computing and storage resources. These data are then made available to an end user
tasked with tracking the health and efficiency of the the production floor. This architecture
is commonly used in modern IoT systems [66].
When considering this Smart Factory architecture, several factors affect the ease with
which machine data are made available to a variety of monitoring applications. First, it is
important to standardize the data format from sensors and machines on the factory floor.
This can be challenging. Various manufacturing equipment suppliers utilize an array of
CNC controllers and protocols for accessing machine data. Beyond this, specific data tags
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Figure 3.1: Typical smart factory
may have different names from machine to machine, even from the same manufacturer. For
instance, the spindle speed on one CNC lathe may be identified by the tag “LS1Speed” and
“S1Speed” on another. Next, these data must be efficiently routed through the industrial
network in a way that makes them readily available for backend storage and applications.
To accomplish this task, machine data should be standardized prior to transmission. It is
also important to create a standardized method for storing these data for later use.
3.2 Proposed Architecture
The proposed architecture is shown in Figure 3.2. The bottom of the image shows
the various machines and communications protocols which may be integrated into this
framework. Various machine vendors support different protocols such as MTConnect or
OPC-UA for their equipment. To ensure a common data structure which accommodates
these CNC protocols and external sensor data, a JSON-based messaging format is used.
Gateways are connected to the manufacturing equipment in order to allow data to flow
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Figure 3.2: Proposed digital architecture
from the machines to the enterprise network. For the purposes of this work, a Gateway
may be considered as any general purpose computer capable of interfacing with the
machine controller and publishing to the MQTT message broker. To provide flexibility
and accommodate the various data sources, each Gateway in this work uses Node Red to
receive, parse, and publish machine and sensor data. Upon exiting these gateways, the
transmitted data are in a standardized JSON format which allows for multiple different
machines to be used within the same framework. An MQTT message broker serves
as an intermediary for all data, which can then be routed to the desired endpoint. For
example, historical data can be stored in databases and real-time utilization information
can be pushed directly to web-based applications. The modularity of this approach permits
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scalability; to accommodate more machines, one must simply increase the computational
power of the MQTT message broker.
It is worth noting that nearly all of the connections in this architecture are bidirectional.
The publish-subscribe nature of MQTT allows for machines to transmit and receive data.
Importantly, the OPC-UA and MTConnect connections to the gateways do not follow
this pattern. In the case of MTConnect, this is by definition a read-only protocol. In
contrast, OPC-UA allows for read-write permissions, which can be a security and safety
issue. Because it is not necessary to remotely write data to a CNC machine for the
purposes of health monitoring, the connection between the OPC-UA server and its gateway
is considered as read-only in this work.
Also note that this architecture accommodates a sensor kit with no external Node
Red gateway. The sensor kit is a self-contained IoT device capable of performing data
acquisition and formatting that data in a manner that is readily consumed by the MQTT
message broker. This fact can be exploited to remotely update and trigger data acquisition,
whether by predefining MQTT-based rules or by reprogramming the Node Red interface.
For example, if a sensor kit is capturing data from an MTConnect-compatible machine, the
sensor kit may subscribe to specific data items from the CNC machine and only perform
data acquisition when these data items meet a certain criteria.
3.3 Message Format
A normalized messaging format enables standardized data transmission across the
proposed architecture. As part of this messaging format, a defined MQTT topic structure
facilitates client access to desired data streams. In addition, standardized payload fields and
definitions are used to ensure easy message parsing throughout the architecture. This topic
and payload format are presented in the following sections.
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Figure 3.3: MQTT topic structure
3.3.1 Topic Structure
A proposed topic structure for this work is shown in Figure 3.3. This structure contains
three levels. First, the “Asset” tag is used to indicate the type of topic. This tag indicates
that the next level will contain an assetId. Although it may seem redundant, it allows for
the same MQTT topic structure to be used for other types of messages beyond what is
discussed in this thesis. The assetId field is a unique identifier for a factory asset such
as a CNC machine. The next level is the dataItemId of the message payload. This could
refer to a specific data tag from the CNC controller or a sensor reading such as vibration,
temperature, or current.
Within this context, it is possible that multiple IoT devices transmit data associated with
the same assetId. For instance, a sensor device may be mounted on the spindle of a CNC
mill which is also transmitting controller data. Both the data from the sensor and CNC
controller have the same assetId in their respective MQTT topics. This guideline ensures
that IoT devices which are tracking different dataItemIds from the same machine may be
easily configured to listen to one another. To do so, they must simply be subscribed to the
appropriate assetId.
3.3.2 Payload Structure
With the topic structure defined, it is possible for any device to connect to the MQTT
message broker and subscribe to a desired data stream. Next, a payload structure must also
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Table 3.1: JSON message definitions for basic controller data
Field Description
assetId An identifier for the machine or device
dataItemId An identifier for the type of data
dateTime The time at which the value was taken
value The numerical or string value of the data being sent










Figure 3.4: Example controller payload
be defined so any connected application can readily access desired data fields. The baseline
fields for the proposed JSON payload are summarized in Table 3.1. The first two fields in
this table are simply repeated from the MQTT topic. Next, the dateTime field is an ISO
string containing the time at which the value contained in the payload was captured. This
time is recorded to the millisecond, which is the maximum precision of JavaScript. The
value field contains the string or number associated with the dataItemId in this payload.
The data type depends on the dataItemId. For example, if the dataItemId relates to a G
Code block, the value will be a string because G Code is, by definition, a string.
An example of the standard MQTT format is shown in Figure 3.4. The whole MQTT
object is a JSON string with a topic and payload. In this example, the assetId is “A1000”,
and the dataItemId is “rotaryVelocity S”, indicating the rotation speed of the spindle.
The value field contains an integer speed in revolutions per minute, as read from the












Figure 3.5: Example equipment information payload
it is necessary to specify a standard for other data types and categories of machine
information. A full list of the various dataItemIds and their associated message structures
is maintained online [67]. One specific payload structure which will be important in this
work is the EquipmentInformation dataItemId. This data item is used to transmit
operational and health information pertaining to the asset. An example message is shown
in Figure 3.5. This figure shows the additional field, informationId, which is used to assign
the specific category of the equipment information being transmitted. In this example,
the ProgramName identifier indicates that this payload contains the current name of the
program being executed by the piece of equipment.
Beyond equipment and controller information, this architecture is designed to transmit
sensor data from IoT sensor packs. Sensors such as accelerometers, current sensors,
thermocouples, microphones, and cameras may transmit data via MQTT, and their various
structures are also documented online [67]. Because this thesis focuses on vibration
analysis, the proposed message structure for vibration data is shown in Figure 3.6. This
message format is intended to be used in health monitoring applications, and contains all
of the summary statistical moments and frequency information from an accelerometer, as
discussed in Chapter 2. The samplingInterval indicates the time between vibration


















Figure 3.6: Example vibration payload
kurtosis — are provided as well. Root Mean Square (RMS) is also provided as an additional
parameter which may be of interest in health monitoring. Lastly, the PSD information
is provided by the final two fields. The first field, PSDFreqInterval, provides the
difference between frequency points on the Fourier transform in Hertz. The second,
PSDAmps, contains an array of the PSD magnitudes.
3.4 Machine Health Monitoring Application
Machine and process health monitoring is a complex area of study in and of itself, and
it is important to establish a procedure for utilizing the proposed architecture to facilitate
these tasks. An interpretation of machine health monitoring is shown in Figure 3.7. In this
figure, a variety of machines generate large quantities of data. For instance, CNC machines
may transmit positional axis information and motor loads. These data streams may be
enriched by sensors such as accelerometers, which produce extremely dense data samples
and frequency-domain information. Within this application, all of these data sources are
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Figure 3.7: Architecture application in health monitoring
“high-dimensional,” that is, one stream of data from a particular manufacturing operation
on a particular machine may have many points. When determining a classification such
as motor health, part quality, or tool wear, these data streams are typically condensed
into substantially lower dimensionality, such as a binary “good/bad” categorization or a
probability that the data are healthy/unhealthy.
Within the context of the Internet of Things, and considering that a single factory may
contain hundreds of unique machines and potentially thousands of sensors, it is important to
create an architecture which intelligently uses limited resources such as network bandwidth
and data storage to facilitate the necessary classifications. Continuously transmitting raw
controller and sensor data is not an efficient use of these resources. Such an approach
forces network and cloud computing resources to constantly perform the high-dimensional
to low-dimensional conversion. Furthermore, if controller and sensor data are used to help
track the quality of a manufactured part, it is important to capture and store this data relative
to the context of the machining operation.
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3.4.1 On the Utility of Controller Data
While modern CNC controllers provide vast amounts of machine data, a number of issues
limit the utility of these data for machine health monitoring. First, because various
manufacturers use different nomenclatures for their controller data, these data tags must be
manually sorted through to identify those that are potentially useful. Once selected, it may
take some trial-and-error to determine which of the down-selected tags are actually helpful
for health monitoring. Second, the controller data often have undocumented sampling
and data formatting features. Details such as sampling rate, anti-aliasing filters, and
quantization are often left to the operator to determine. These issues reduce the potential
utility of controller data in health monitoring applications.
To help illustrate these downsides, consider the controller data from the Emco E-350
3-Axis mill. Because spindle power consumption is a good measure of machine health and
utilization, this is a useful data item to capture. To do so, a technician must interface with
and sort through the OPC-UA controller data. For this machine, OPC-UA server contains
this value at the /MachineAxis/aaPower address.
To evaluate the usefulness of this metric, a series of cuts are performed. Two four-flute
end mills — an unused, ‘nominal’ cutter and a heavily worn, ‘anomalous’ cutter — are
used to cut slots in 6061 aluminum. Close-up images of the tool cutting edges are shown
in Figure 3.8. The nominal cutter is shown in Figure 3.8a. The leading edge of the cutter
is sharp, with no signs of wear. By comparison, the anomalous tool, shown in Figure 3.8b,
has an extremely large chip in the leading edge. These images are typical of each of the
four flutes for the respective tools. It is worth noting that the wear visible in the anomalous
tool is sufficiently advanced such that it would be considered unusable in a production
environment. As such, this advanced level of wear must be easily visible from the machine
monitoring data.
An accelerometer is mounted to the Emco spindle for comparison with the controller
data. The workpiece setup is shown in Figure 3.9. According to prior work [68, 69, 70],
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(a) Nominal tool (b) Anomalous Tool
Figure 3.8: Tool quality comparison
Figure 3.9: Emco Mill setup
the heavily worn tool should exhibit greater vibrations and require more power to cut the
material due to increased rubbing from the dull teeth. The power consumption of the
spindle for the nominal and anomalous case is shown in Figure 3.10. While it is apparent
that the heavily worn tool causes an increase in the power consumption as reported by the
CNC controller, the values have high variance and are insufficiently separated to avoid Type
I and Type II error based on the controller data alone. Again, due to uncertainties in the
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Figure 3.10: Controller spindle power comparison
Figure 3.11: Accelerometer RMS comparison
sampling and filtering methodology from the controller, it is difficult to determine a best
course of action to improve the separation between these two datasets. Also, because the
anomalous tool is in such an advanced state of wear, it is troubling that the controller data
are so closely grouped.
In contrast to the controller data, the accelerometer data reveal a significant separation
between the worn and unworn tool. This is illustrated in Figure 3.11, which shows the
RMS vibration values captured during both cutting operations. These two groups are
distinct, with no overlap. While a low-dimensional metric such as RMS or spindle power
may be convenient to track the health of a tool, more high-dimensional tools such as the
Power Spectral Density can be significantly more informative and offer more nuance to
the health monitoring algorithm. Such a comparison is shown in Figure 3.12. Because
46
Figure 3.12: PSD Comparison for nominal and anomalous tool
the PSD contains a large number of dimensions corresponding to the different frequencies
in a signal, it is easy to identify individual components which are more prevalent in the
anomalous signal. This increase in dimensionality allows for more in-depth information
regarding the specific mechanisms which differentiate the nominal and anomalous tool.
While this is a highly simplified example application of health monitoring, it illustrates
the superiority of specialized sensors in capturing nuances in health metrics when compared
to CNC controller data. For these reasons, the machine controller data are used exclusively
for process contextualization, while external sensor data are used for health classification
in this framework.
3.4.2 Sensor Data Contextualization
Using the proposed architecture, it is possible to capture, store, and analyze data from
various sources with the objective of creating intelligent, enterprise-level health monitoring
systems. For example, sensor data may be pushed into a database table while machine
operational information is pushed into a separate table. This process is summarized in
Figure 3.13. Because both data streams contain assetId and dateTime information, it is
relatively straightforward to use the EquipmentInformation table to dictate which vibration
payloads are relevant for training a particular model. This process is demonstrated in
Figure 3.14. In this example, a machine runs a warmup program where the spindle
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Figure 3.13: Contextual data acquisition
spins at a specified speed for several minutes. The CNC controller transmits payloads
indicating the name of the current program and the commanded spindle speed. In parallel,
an accelerometer transmits vibration data. To train a model capable of detecting changes in
the vibration history of the spindle during this warmup program, the timestamps from the
EquipmentInformation table are used to bound the relevant vibration payloads.
This architecture also facilitates “closing-the-loop” on statistical modeling and model
fitting, as illustrated in Figure 3.15. The MQTT message broker allows factory
machine controllers and external sensors to effectively exchange utilization and health
information. While the controllers contain detailed contextual information such as job
number identifiers, executed program names, and current operational states, external
sensors lack this context. However, a sensor such as an accelerometer may extract vital
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Figure 3.14: Training example from controller and vibration data
health information from a piece of equipment which cannot be captured with detail and
precision by a machine controller.
By effectively labeling the vibration data with the equipment operational information,
statistical and machine learning models may be derived from the sensor data through cloud
computing. These models may then be executed at an arbitrary point in the architecture
to track the health and utilization of the machine over time. For instance, edge computing
may be leveraged to classify the health of the machine from the IoT sensor kit. Before this
can be done, all sensor data must be transmitted through the architecture so that a baseline
can be established. The architecture data throughput required for this activity is illustrated
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Figure 3.15: Computational resource distribution in the proposed architecture
Figure 3.16: High data throughput from factory floor to cloud storage
in Figure 3.16. During this time, a large amount of data must be transmitted and stored so
that statistical models can be built. After a period of time, data analysts and engineers may
build statistical models to establish and track the health of factory machines over time.
With a statistical model, it is unnecessary to transmit the entirety of the sensor data
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Figure 3.17: Reduced data throughput from factory floor with edge computing
through the architecture. Instead, edge computing can be used to compare new data to the
baseline model and transmit a measure of how closely those data fit to the nominal case.
This use of edge computing is illustrated in Figure 3.17.
3.5 A Case Study in Spindle Vibration Monitoring
To prevent damage to milling machines, they must be warmed up prior to operation. This
is typically done by way of a simple CNC program which incrementally spins the spindle
at higher speeds for several minutes. Because of the repetitive, consistent nature of this
warm-up routine, it represents an ideal application for the proposed digital architecture for
health monitoring.
Using the same Emco E-350 3-axis mill as in the previous section, data from the
warm-up program were collected using the proposed digital architecture. The summary
data typical of this program are shown in Figure 3.18. Every morning on a day in
which this machine is used, the spindle is ramped up from 1000 to 10000 RPM, as
Figure 3.18a illustrates. This program increases the spindle speed in increments of 1000
RPM, pausing for two minutes at each speed. This long dwell time provides an excellent
window for steady-state vibration measurements at each spindle speed. The RMS vibration
measurements from this program are shown in Figure 3.18b. Each RMS value corresponds
to one second of vibration data. Because vibration measurements are taken at 15-second
intervals, approximately eight measurements are taken at each spindle speed.
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(a) Spindle speed (b) Vibration RMS
Figure 3.18: Emco warm-up program typical data
Figure 3.19: RMS history for warm-up program
Over the course of approximately one month, data from the warm-up program on this
machine were captured. The RMS history of the vibration measurements at the 1,000 RPM
speed are shown in Figure 3.19. On February 17th, the operator noted unusual behavior in
the machine, specifically at the 1,000 RPM level. The machine began making an unusual
noise and vibrating at this speed. In capturing the daily vibration levels leading up to this
event, it is easy to see the point at which the vibration signature changed. Because the
machine performance was not negatively impacted, regular use continued. While the odd
behavior also continued, it did not worsen.
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3.6 Conclusion
This chapter has presented and demonstrated the use of a digital architecture and messaging
framework for machine health monitoring. The standardized JSON message structure
facilitates scalability, data storage, and retrieval. The trade-offs between CNC machine
controller data and external sensor data were also investigated. To ensure data accessibility
and process contextualization, both data sources are required. Within the proposed
framework, both data sources are shown to be useful in understanding the health and
operational status of a machine.
With large quantities of high-quality sensor data captured from a CNC machine and
labeled by the controller data, it is possible to create machine learning and statistical tools
to assess machine health status. The next chapter will address modern tools and methods
which may be used within this framework. Specifically, edge-deployable tools will be
presented for the purpose of near real-time health monitoring on the edge.
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CHAPTER 4
EDGE-DEPLOYABLE STATISTICAL ANALYTICS TOOLS
This chapter contains a discussion on the various machine learning techniques and
models which may be applied in an IoT architecture for health monitoring. Leveraging
advances in embedded computing and open-source statistical software libraries, advanced
analysis and model inference are performed in low-power devices. A number of statistical
and machine learning methods are presented for health monitoring applications. These
methods generally fall under one of two categories: supervised and unsupervised learning.
This chapter explores some of the more common methods and models used in both
instances. Furthermore, a case study with simulated frequency-domain data is used to
provide concrete examples of these methods. A variety of models are generated using
open-source software and evaluated for their complexity, ability to generalize beyond the
training data, and ability to be implemented in an IoT deployment. Using state-of-the-art
open source machine learning tools, neural networks are deployed to embedded Linux
devices with minimal performance loss. This finding supports the use of edge devices for
near-real-time statistical inference on sensor data.
4.1 Overview of Statistical and Machine Learning Tools
Over the past decade, statistical and machine learning software has seen exponential
growth in capability and popularity. Facilitated by the Python language [71], powerful
statistical analysis and prediction algorithms have been packaged for use by the scientific
community. In support of these tools, a wealth of knowledge has been placed in tutorial
textbooks on their implementation [72, 73, 74]. Scikit-Learn is one such example [75].
Released in 2010, this software package has enjoyed mainstream adoption by the scientific
community as indicated, by its Google Scholar citations, shown in Figure 4.1. Central to
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Figure 4.1: Number of citations for the Scikit-Learn Python library
the success of Scikit-Learn is a simple, consistent framework for building and assessing
the performance of a large variety of machine learning algorithms. Built upon the powerful
SciPy and NumPy [76] libraries, Scikit-Learn is designed to be deployable to any device
which can accommodate these tools, including embedded Linux computers. In addition,
Scikit-Learn and its basis libraries are distributed under the permissive BSD 3-clause
license. By licensing these software packages in this way, machine learning algorithms
may be developed and integrated into patentable intellectual property at no cost.
In the realm of deep learning and neural networks, TensorFlow [77] has similarly
experienced widespread adoption in the past five years as Figure 4.2 illustrates. With the
backing of Google, TensorFlow also enjoys mainstream adoption in a variety of industries.
This widespread use is again facilitated by permissive licensing and open-source code.
Similarly to Scikit-Learn, TensorFlow is distributed under the Apache 2.0 license. Again,
this license allows for private, patentable use of derivative works as long as the original
copyright and warranty disclaimers are kept intact.
While deep neural networks are computationally expensive to train and typically require
a dedicated graphics card to do so, TensorFlow is capable of generating optimized models
which can be readily deployed to embedded computers and even microcontrollers for
inference. This has led to an increase in research interest for developing small, embedded
machine learning algorithms [74].
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Figure 4.2: Number of citations for the TensorFlow Python library [77]
4.1.1 Machine Learning for Health Monitoring
With advanced software packages such as TensorFlow and Scikit-Learn, machine learning
inference is increasingly easy and effective to deploy on low-power devices. With such
edge computing capability so easily realized in a health monitoring application, significant
benefits can be realized [78]. These benefits include reduced bandwidth requirements for
data transmission as the edge devices transmit model inference results rather than raw
data. In addition, edge inference reduces latency for health monitoring applications due
to reduced reliance on network resources.
Recently, a variety of machine learning methods have been used to characterize bearing
health [79]. To support this effort, it is typically necessary to perform ‘feature extraction’
— that is, determine the quantitative features from a data set which are believed to be
informative towards developing the desired predictive model. For example, time-domain
statistical features may be extracted to train Support Vector Machines (SVM), Artificial
Neural Networks (ANN), and Self-Organizing Maps (SOM) to characterize various bearing
faults [80]. Empirical mode decomposition has been used to extract features for ANNs to
predict bearing failure modes [81].
A more abstract machine learning paradigm, called deep learning, relies on complex
model architectures to automatically perform feature extraction steps, thereby limiting
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the need for manual data modification [82]. Deep learning has revolutionized the fields
of machine vision, gaming, and language processing through high-level abstraction and
shows promise as a tool for health monitoring applications in the future [83]. In an IoT
architecture, deep learning in the cloud may induce excessive latency due to bandwidth
and storage constraints. For this reason, edge computing has been suggested as a means of
streamlining data flow and protecting user privacy [84]. However, deep learning models are
‘black boxes’ in the sense that their predictions are often difficult or impossible to delineate
from a human perspective. This lack of transparency can be problematic when attempting
to make predictions in fields where human safety is at stake [85].
4.2 Classification
Classification is an example of supervised learning, wherein a model is trained to find some





where f is a function of the evidence, E. Typically, the elements in E are referred to as the
features of the dataset. This is simply an abstract term for the mathematical values which
constitute the data. The features may be any combination of the parameters which describe
the data, and must typically be down-selected by an engineer based on the desired model
outcomes.
When considering classification algorithms for health monitoring, it is important to
recognize that these statistical models require training data which include labeled healthy
and unhealthy data. This is a significant hurdle to overcome, as manufacturing equipment is
designed to operate as reliably as possible. Creating an experimental setup and performing
run-to-failure experiments in a controlled environment is not a trivial task and may take
weeks to perform [63]. In a production environment, it may take years to capture and label
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Figure 4.3: Normal distribution
a sufficiently varied set of healthy and fault data from machinery.
4.3 Novelty Detection
Novelty detection, a type of unsupervised learning, is a fundamentally different approach to
health monitoring. The objective of a novelty detection algorithm is to correctly determine
when a data stream reveals underlying changes in a process which were not present at the
time of model training. Given the incredibly open-ended nature of the topic, a wide variety
of methods have been studied in this line of research [86].
4.3.1 Control Charts
Statistical control charts are a well-studied and widely used tool for tracking the
health of a machine or manufacturing process over time, and an application of novelty
detection. Indeed, maintaining statistical control of a process is a principal objective of
Lean Six Sigma — a ubiquitous framework for continuous process improvement in the
manufacturing industry [87]. The concept of statistical process control is based around
the Normal distribution, shown in Figure 4.3. This is a special case of the Gaussian
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Table 4.1: Sigma level versus capture rate

















where σ is the standard deviation and µ is the mean of the distribution. In the Normal
distribution, the standard deviation is set to σ = 1 and the mean is µ = 0. Data which
follow this distribution fall within some multiple of σ at rates defined by Table 4.1. For
example, the ±1σ range will capture 69% of all data, corresponding to over 3 × 103
outliers per million. If a manufacturing process is normally distributed and a specification
mandates that the process falls within this range, an unacceptably high number of parts
will be considered out of specification. In Lean Six Sigma, the objective is to improve the
process such that the specification limits correspond to ±3σ of the process variation.
Ideally, a random sample of process data exhibits variation which can be normalized
with a static mean and standard deviation. By normalizing a sample of process data in
this way, a wide array of statistical tools can be readily employed to assess whether these
data are in a state of control or not. One such tool is the set of simple guidelines called
the Nelson Rules [88]. Essentially, these rules are simple, statistically derived ways of
determining whether new data can be confidently associated with a defined probability
distribution.
4.4 Statistical Methods
While a huge variety of model types are available for classification and novelty detection
methods, statistical methods are straightforward and readily explainable. Two such models
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— the Gaussian Naive Bayes classifier and the Gaussian Mixture Model — are briefly
discussed in this section.
4.4.1 Gaussian Naive Bayes
The Gaussian Naive Bayes classifier (GNB) is a simple, statistically-derived classification



















is Gaussian and µy, σ2y are the learned means and variances of the class, respectively. This
model is “Naive” in the sense that it assumes all features, xi, are independent. While
this assumption almost never holds in practice, the Naive Bayes model compares well
in classification accuracy against more sophisticated methods [89]. For this reason, this
classifier is used as a baseline in this work.
4.4.2 Gaussian Mixture Models
Similar to the GNB classifier, Gaussian Mixture Models (GMM) attempt to learn a
Gaussian distribution which best fits a provided set of data. As it does not require labeled
data, this is an unsupervised learning method and can be used to facilitate novelty detection.
4.5 Artificial Neural Networks
Artificial Neural Networks (ANN) are biologically inspired mathematical models known
for their ability to model any function. While ANNs have existed in concept since the
1960’s, they only grew to prominence in the last decade or so. At their most basic level,
ANNs are a highly simplified analog of biological neurons. Their basic mathematical
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Figure 4.4: Artificial Neural Network structure
components are shown in Figure 4.4. The individual circles in this image represent
“neurons,” connected to one another so that the input from a neuron in one layer influences
those in the next layer and so on. This figure shows a neural network with three layers —
Input, Hidden, and Output. Three neurons in the input layer represent three input features.
The connection between each neuron is weighted by a parameter, w. Furthermore, each
neuron past the input layer has an activation function, σ(x), shifted by some bias, b.
In order to yield a desired output provided some input data, neural networks are trained
by modifying their weights and biases via the backpropagation algorithm [90]. This is
an optimization problem wherein a cost function, typically the error between the desired
and actual outputs of the neural network, is minimized. This is done by determining the
gradients of each parameter with respect to the cost function and iteratively updating them
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until the algorithm terminates.
4.6 Dimensionality Reduction and Latent Representation
4.6.1 Principal Components Analysis
Principal Components Analysis (PCA) is a linear dimensionality reduction technique used
to retain maximum variance while projecting a dataset to a lower dimensional subspace.
Generally speaking, PCA generates some transformed matrix T which arranges the n
features of decreasing variance for an m × n dataset X which contains m samples. If
the columns of X are normalized to have zero mean, this transformation can be readily
expressed as
T = XW, (4.5)
where W is an n × n matrix which has columns defined as the eigenvectors of XTX .
With the original dataset transformed by (4.5), it is possible to choose an arbitrary number
of components, p to retain while keeping a desired percentage of the variance from the
full dataset. In doing so, the dimensionality of the original data is reduced based on the
difference between the original and reduced number of columns n−p. PCA is an excellent
preprocessing step in machine learning. Its basis in linear algebra makes it deterministic
and easy to visualize.
To demonstrate the use of PCA for dimensionality reduction, consider the MNIST
handwritten digits dataset [91]. This is a widely used set of 70,000 handwritten digits.
Each digit is a 28 × 28 pixel image and therefore contains 784 dimensions. The task of
analyzing this dataset and creating accurate classifiers for it is a common “hello world” in
machine learning. PCA can be used to easily compress the dimensionality from these data
with minimal loss. Figure 4.5 shows the marginal and cumulative explained variance of the
PCA decomposition for the entire dataset. This is a measure of the fraction of variance in
the data captured by each principal component. Clearly, the first hundred or so dimensions
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(a) Marginal explained variance (b) Cumulative explained variance
Figure 4.5: PCA of the MNIST dataset
Figure 4.6: Loss due to PCA dimensionality reduction - first 154 components
are much more important than the rest.
The effectiveness of PCA on this dataset is shown in Figure 4.6. In this image, a random
sample of the original digits is shown on the left. From this sample, PCA was used to extract
the first 154 components, which captures 95% of the variance. The 154 dimensional digits
are reconstructed and shown on the right side of the figure. Although the compressed digits
look almost identical to the originals, they occupy 20% of the memory.
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Figure 4.7: Typical autoencoder architecture
Table 4.2: Autoencoder for MNIST data
Layer Output Shape No. Parameters






Reshape 28 ×28 0
Total Parameters: 163,814
4.6.2 Autoencoders
While PCA is an excellent tool for machine learning and statistical analysis, it is inherently
limited due to its linearity. Autoencoders are neural networks which can be applied more
abstractly by using nonlinear activation functions and/or multiple layers. A representation
of an autoencoder architecture is shown in Figure 4.7. An autoencoder accepts some input
and attempts to find a mapping in a low-dimensional space from which that input can be
reconstructed with minimal error.
To illustrate the use of a basic autoencoder, consider the network architecture shown
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Figure 4.8: Loss due to autoencoder dimensionality reduction - 30-dimensional subspace
in Table 4.2. This is a relatively simple structure with one hidden layer and a latent space
with 30 degrees of freedom. After training this neural network on the same MNIST data,
the original and compressed representation of these digits are shown in Figure 4.8. While
these digits generally have similar shape to the originals, substantial loss has occurred in
the compression process. Again, neural networks are highly sensitive to hyperparameter
selection such as number of hidden layers, optimizer parameters, and number of nodes per
hidden layer.
For an image compression task, the use of convolutional layers makes more intuitive
sense than the multi-layer perceptron architecture. An example architecture is summarized
in Table 4.3. This convolutional autoencoder compresses the original images into several
3 × 3 images before reconstructing them from this latent space. By using convolutional
filters instead of artificial neurons, this architecture requires significantly fewer parameters.
In addition, it works substantially better than the multi-layer perceptron autoencoder, as
summarized in Figure 4.9. The compressed digits very closely resemble the originals,
demonstrating the efficiency of convolutional layers in generalizing features for this task.
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Table 4.3: Convolutional Autoencoder for MNIST data
Layer Output Shape No. Parameters
Input 28× 28 0
Convolution (2D) 28× 28× 16 160
Batch Normalization - -
Dropout - -
Max Pooling (2D) 14 × 14 × 16 -
Convolution (2D) 14 × 14 × 32 4,640
Batch Normalization - -
Dropout - -
Max Pooling (2D) 7 × 7 × 32 -
Convolution (2D) 7 × 7 ×64 18,496
Batch Normalization - -
Dropout - -
Max Pooling (2D) 3 × 3 × 64 -
Convolution Transpose (2D) 14 × 14 × 16 4,624
Convolution Transpose (2D) 28 × 28 × 1 145
Total Parameters: 46,753
Figure 4.9: Loss due to Convolutional autoencoder dimensionality reduction
4.7 A Case Study with Simulated Data
Using modern statistical and machine learning toolkits, each of the previously mentioned
tools can be readily deployed in an IoT framework, whether on an edge device or in
the cloud. To demonstrate the application of machine learning and statistical tools in an
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Table 4.4: Healthy and Unhealthy Train Dataset Parameters
Parameter Value
Amplitude [0.1, 0.37, 0.63, 0.9, 1.167, 1.43, 1.7, 1.97, 2.23, 2.5]
Frequency [409.6, 500.6, 591.6, 682.7, 773.7, 864.7, 955.7, 1046.8, 1137.8, 1228.8]
Table 4.5: Healthy and Unhealthy Validation Dataset Parameters
Parameter Value
Amplitude [0.23, 0.48, 0.73, 0.98, 1.24, 1.49, 1.74, 1.20, 2.25, 2.5]
Frequency [452.7, 538.9, 625.2, 711.4, 797.6, 883.9, 970.1, 1056.3, 1142.6, 1228.8]
IoT framework, a training dataset is generated which represents a significantly simplified
vibration signal from a piece of factory equipment. These signals contain 1 second of data
sampled at 8,192 Hz. Gaussian white noise of variance σ = 0.1 is added to each time
series. The amplitudes and frequencies of these signals are provided in Table 4.4. Each
frequency and amplitude combination are replicated 7 times. This set of signals represents
vibration from a healthy machine. For an ‘unhealthy’ example, the same dataset is repeated
with additional frequencies and amplitudes defined by multiplying the baseline data by 1.4
and 0.1 respectively. This additional frequency represents a defect frequency present in
the signal. Similarly, a validation dataset using the frequency and amplitude values shown
in Table 4.5 is generated to evaluate the generalizability of the various machine learning
algorithms. These validation values cover a similar range of amplitudes and frequencies
and a good statistical model should exhibit similar performance for both the validation and
training datasets.
The test data are shown in Figure 4.10. The time-series of both healthy and unhealthy
signals are shown in Figure 4.10a. From the time series, these signals seem effectively
identical due to the inclusion of noise and the low amplitude of the defect frequency. Only
by looking at the Power Spectral Density of these signals in Figure 4.10b can the differences
between these signals be easily spotted. While the amplitude of the defect frequency is
quite low, it is still significantly above the noise floor.
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(a) Time-series signal
(b) Power Spectral Density
Figure 4.10: Example of test dataset
Using this test dataset, it is possible to demonstrate the use of machine learning
algorithms to detect the presence of the defect frequency and classify the health status
of a signal.
4.7.1 Signal Preprocessing
For any statistical or machine learning application, data must be preprocessed before
they may be used for model building and inference. This is especially true for data
such as the PSD. The mean value of the Power Spectral Density plot is on the order of
1 × 10−7. In general, this mean value may vary wildly depending on background noise,
other frequencies present, and other things. For these data to be useful, they must be
normalized. Many machine learning methods and neural network activation functions are
designed to accommodate data values in the range [0, 1]. While many methods can be
used to normalize a dataset to this range, a log-linear interpolation is chosen for these
frequency-domain features. This method ensures that the normalized features remain
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(a) Original Power Spectral Density (b) Normalized Power Spectral Density
Figure 4.11: Log-Linear normalization for frequency content
interpretable to an engineer and meet the formatting requirements for common machine
learning algorithms. This normalization is demonstrated in Figure 4.11. The original PSD
plot is shown in Figure 4.11a. To ensure high resolution for the frequency content, these
data are plotted on a logarithmic scale on the y-axis. The normalized version of these data
are shown in Figure 4.11b. The mapping used for this normalization is a log-linear scale
from (1× 10−8, 1× 100) to (0, 1).
4.7.2 Novelty Detection
Using the preprocessed test data, machine learning methods can be compared for their
ability to detect outliers which may be indicative of health degradation. Several methods
of varying complexity are used to compare their strengths and weaknesses as well as the
computational power required to implement them. First, PCA is combined with Gaussian
Mixture Modeling to perform dimensionality reduction and learn the nominal distribution
of the reduced-order features. This “PCA-GMM” model is expected to be efficient and
easily computed due to its ability to be implemented in the Scikit-Learn Python library.
However, its use of PCA for feature extraction will likely render this model unable to
generalize well to the validation data. For the second and third anomaly detection models,
TensorFlow is used to create autoencoders for anomaly detection. First, a multi-layer
perceptron autoencoder (AE) demonstrates the effectiveness of very simple neural network
69
Figure 4.12: Cumulative explained variance from PCA composition
architectures for this type of anomaly detection problem. This is expected to be an inferior
neural network architecture for anomaly detection. Next, a Convolutional Autoencoder
(CNN-AE) is used to demonstrate the effectiveness of Convolutional layers for this type
of problem. Due to the efficiency of convolutional networks in describing features with a
small number of parameters, this architecture is expected to be computationally efficient
while generalizing well to the validation data.
PCA is used to determine the dimensionality of the latent subspace for the PCA-GMM
model. Given the task is anomaly detection, the normalized frequency-domain features
from the healthy training samples are used. In all, 700 randomized samples, each with
1,024 features constitute this training set. After performing PCA on the training data,
the cumulative explained variance is shown in Figure 4.12. In this plot, two trends are
apparent: one section for the first eight features where additional features greatly increase
the cumulative explained variance and another where additional features have much lower
influence on the explained variance. To avoid building models which fit to noise, the
first 64 principal components will be used. This 64-dimensional subspace accounts for
approximately 80% of the variance for the test dataset. With this parameter established, it
is straightforward to fit a Gaussian Mixture Model to the compressed training data of shape
700× 64.
Similarly, a 64-dimensional latent subspace is chosen for the AE model. This choice
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Table 4.6: Autoencoder for Example Data – AE model
Layer Output Shape No. Parameters




Output 1,024 × 1 525,312
Total Parameters: 1,116,224
of latent dimensionality ensures a fair comparison with the PCA-GMM model; both are
operating with the same amount of compressed data. The architecture for this autoencoder
model is summarized in Table 4.6. As shown, this model has one intermediate layer
between the latent space to extract the relevant features. This is quite a large model
relative to the PCA-GMM; the AE contains 1.1 million parameters which, when trained
on a GPU-accelerated PC, can finish training within one minute.
Finally, the CNN-AE model does not utilize the same latent space that the previous
models do, so it is not easy to directly compare the dimensionality of the latent space for
a fully convolutional autoencoder to the other models. The architecture for the CNN-AE
model is shown in Table 4.7. While the multiple convolutional, pooling, normalization,
and dropout layers appear excessively complex, the efficiency of convolutional neural
networks is apparent in the small number of parameters — 3,289 — necessary to train this
autoencoder. This is orders of magnitude smaller than the AE model and slightly smaller
than even the PCA-GMM model.
To assess the performance of each model in both detecting unhealthy signals and
generalizing from the training data to the validation data, all three models are benchmarked
and trained on the same datasets. Specifically, each model is trained to learn a
representation of the healthy training data. Based on this learned representation, these
models are compared for their ability to statistically distinguish the healthy and unhealthy
data while not falsely detecting a difference between the training and validation data.
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Table 4.7: Convolutional Autoencoder Example Data
Layer Output Shape No. Parameters
Input 1,024 × 1 0
Convolution (1D) 1,024 × 8 32
Batch Normalization - -
Dropout (50%) - -
Max Pooling (1D) 512 × 8 -
Convolution (1D) 512 × 16 400
Batch Normalization - -
Dropout (50%) - -
Max Pooling (1D) 256 × 16 -
Convolution (1D) 256 × 24 1,176
Batch Normalization - -
Dropout (50%) - -
Max Pooling (1D) 128 × 24 -
Up Sampling (1D) 256 × 24 -
Convolution (1D) 256 × 16 1,168
Up Sampling (1D) 512 × 16 -
Convolution (1D) 512 × 8 392
Up Sampling (1D) 1,024 × 8 -
Convolution (1D) 1,024 × 1 25
Total Parameters: 3,289
(a) Histogram of training data (b) Normalized scores
Figure 4.13: PCA-GMM likelihoods for healthy training data
Because the PCA-GMM model is probabilistic, logarithmic likelihood values are used
to assess the probability that a specific sample is associated with the model. These values,
based on the healthy training data, are summarized in Figure 4.13. The histogram of the
logarithmic likelihoods is shown in Figure 4.13a. As is clear in this figure, the distribution
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(a) Healthy vs Unhealthy training data (b) Healthy Training vs Validation data
(c) Comparison of all data
Figure 4.14: PCA-GMM normalized scores
is skewed with a long tail towards low likelihoods. Based on the assumption that this
distribution is log-normal, the normalized distribution is shown in Figure 4.13b. Using
a χ2 test, this normalized distribution has a p-value of 0.40, indicating that it is, indeed,
normal.
With a normalized training dataset, it is possible to evaluate the performance of the
PCA-GMM model relative to the healthy, unhealthy, and validation data. This comparison
is summarized in Figure 4.14. First, it is important to be able to detect differences in the
healthy and unhealthy training data. The histogram in Figure 4.14a shows that while the
unhealthy scores have a negligible mean shift, the variance is substantially higher relative
to the healthy scores. Similarly, Figure 4.14b indicates a substantial mean shift and increase
in variance from the healthy training scores to the validation scores. The full comparison
of all data is shown in Figure 4.14c. Here, it is clear that, while a difference in distribution
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(a) Histogram of training data (b) Normalized Scores
Figure 4.15: AE mean squared error for healthy training data
is apparent between the healthy and unhealthy training scores, the PCA-GMM model does
not generalize well to the validation data.
In a similar fashion, the AE model is trained to correctly reconstruct the spectrogram of
the healthy training data. After training, the performance of the AE model is summarized
in Figure 4.15. The probability distribution of the mean squared error for reconstructing
the training data is shown in Figure 4.15a. Although this distribution does not meet the
statistical significance test for being Gaussian (p ≈ 0.001), it is treated as Gaussian for the
sake of this discussion. With this assumption, the distribution can be easily normalized, as
shown in Figure 4.15b.
With the mean squared error in reconstructing the healthy training data normalized, the
AE model may be analyzed for how it reconstructs the unhealthy and validation data. These
results are presented in Figure 4.16. Similarly to the PCA-GMM model, the AE model
can successfully distinguish between the healthy and unhealthy training data, as shown in
Figure 4.16a. The vast majority of the unhealthy data fall well outside of the 3σ range, and
can easily be flagged as anomalies relative to the normalized scores from the healthy data.
However, this model falls victim to the same issue as the PCA-GMM model in failing to
generalize beyond the healthy data. As Figure 4.16b shows, the healthy validation data are
even more widely distributed than the unhealthy training data. The full comparison of the
normalized errors is shown in Figure 4.16c.
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(a) Healthy vs Unhealthy training data (b) Healthy Training vs Validation data
(c) Comparison of all data
Figure 4.16: AE normalized errors
(a) Histogram of training data (b) Normalized Scores
Figure 4.17: CNN-AE mean squared error for healthy training data
The final model used in this anomaly detection analysis is the CNN-AE. Unlike the
AE model, this neural network uses convolutional layers to extract features from the
training data. After training the CNN-AE model, the reconstruction errors for the healthy
data are shown in Figure 4.17. Again, the distribution of mean squared error is shown
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(a) Healthy vs Unhealthy training data (b) Healthy Training vs Validation data
(c) Comparison of all data
Figure 4.18: CNN-AE normalized errors
in Figure 4.17a. In this case, a statistical test weakly indicates that this distribution is
Gaussian (p ≈ 0.05). With a Gaussian assumption, the normalized distribution is shown in
Figure 4.17b.
As with the previous models, the CNN-AE model is compared for performance with
validation and unhealthy data in Figure 4.18. Similarly to previous models, this model
shows excellent separation between the healthy and unhealthy training data in Figure 4.18a.
The unhealthy training data have a normalized mean of µunhealthy ≈ 8.0 and will be readily
distinguishable from the healthy data. Unlike previous models, the CNN-AE also shows
good generalization to the validation data as shown in Figure 4.18b. By using convolutional
layers for feature extraction, this model readily recognizes the pattern of a single frequency
in a given range, regardless of its specific location. The full comparison is shown in
Figure 4.18c. As is expected, the healthy and unhealthy training and validation data are
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approximately superimposed with one another.
In the analysis of three different models for anomaly detection in the frequency-domain,
it is clear that the CNN-AE model is superior to the PCA-GMM and AE models. In
this application, the convolutional layers are exceptionally useful in identifying features
regardless of their specific location, while PCA and vanilla neural networks tend to learn
very specific representations based on their training data.
4.7.3 Classification
As another approach to health monitoring, statistical classification algorithms are
commonly used to identify healthy and unhealthy data. Using classification methods
presented in this chapter, a series of models are designed to classify healthy and unhealthy
signals from statistical features in the training and validation datasets. Again, three such
classification models are used to compare their performance and ease of deployment in an
IoT and edge inference framework. First, PCA is combined with a Gaussian Naive Bayes
to form a statistical model, PCA-GNB, which is deployed in the lightweight Scikit-Learn
framework. Due to the large feature space of the initial data, this model is expected
to generalize rather poorly. Next, a Multi-Layer Perceptron (MLP) neural network is
implemented in TensorFlow. Finally, a similar neural network with convolutional feature
extraction layers — CNN-MLP — is chosen to compare the use of convolutional layers in
a classification framework.
In a manner similar to the PCA-GMM model, Principal Components Analysis is used
to generate features from the normalized frequency spectrum in the PCA-GNB model.
These features are then used to create a Gaussian Naive Bayes classifier to distinguish
healthy from unhealthy data. Again, the first 64 principal components are used for the
classification model. The Gaussian Naive Bayes classifier is trained on the entire training
set of 1,400 samples and evaluated against both the training and validation data. Because
it is not generally possible to expose a GNB classifier to validation data without explicitly
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Table 4.8: Multilayer Perceptron Classifier for Example Data – MLP model
Layer Output Shape No. Parameters






including that data in the learning model, it is expected that the PCA-GNB model will
perform poorly on the validation data.
The multilayer perceptron (MLP) model is summarized in Table 4.8. Unlike the
MLP-AE model, this neural network is designed with two outputs to accommodate a
confidence metric for healthy and unhealthy data. As this model does not attempt to
reconstruct the input signal, it is approximately half as large as the MLP-AE model with
just under 600,000 parameters. Again, this baseline model is used to demonstrate the
capabilities of a neural network in classifying healthy and unhealthy frequency data.
Similarly, the CNN-MLP model is summarized in Table 4.9. This model contains
three convolutional layers with dropout, normalization, and max pooling followed by three
dense layers. These final MLP layers are identical to those in the MLP model. By using
convolutional layers for preprocessing, it is expected that this model will generalize better
on the validation data than the MLP model alone. In addition, these layers do not add many
parameters to the overall size of the model.
To assess the performance of the classifier models, they are each fit to the training data
set and tested on the validation data. The summary of each classifier model performance is





where tp and fn represent the true positive and false negative predictions respectively,
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Table 4.9: Convolutional Classifier Example Data
Layer Output Shape No. Parameters
Input 1,024 × 1 0
Convolution (1D) 1,024 × 8 8
Batch Normalization - -
Dropout (50%) - -
Max Pooling (1D) 512 × 8 -
Convolution (1D) 512 × 8 200
Batch Normalization - -
Dropout (50%) - -
Max Pooling (1D) 256 × 8 -
Convolution (1D) 256 × 8 8
Batch Normalization - -
Dropout - -






indicates the model’s capacity to correctly capture all of the positive results. Similarly, the





where tn and fp represent the true negative and false positive predictions, respectively,
indicates the model’s capacity to correctly capture all negative results. Ideally, a model
will approach 100% TPR and TNR. The neural network models both have the capacity
to measure their performance against the validation data during training without explicitly
utilizing these data for computations. As a result, they have a slight advantage over the
PCA-GNB model. With this in mind, it is noteworthy that the MLP model performs worse
than the PCA-GNB model across all validation metrics. By comparison, the CNN-MLP
model exhibits relatively high validation accuracy of 83.9%. From these results, it is clear
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Table 4.10: Classifier Model Performance Summary
Model Name Train Validation True Positive True Negative
Accuracy Accuracy Rate Rate
PCA-GNB∗ 94.1% 63.6% 79.2% 59.2%
MLP 99.4% 57.5% 70.6% 54.2%
CNN-MLP 99.6% 83.9% 100% 75.8%
∗ - Not exposed to
validation data during training
Table 4.11: Model Deployment Options
Name RAM Operating System Location Cost
Desktop 64GB Ubuntu 18.04 Local $1,200
Amazon-EC2 8GB Ubuntu 18.04 Cloud $35/month
PocketBeagle 512MB Debian 9 Edge $27
BeagleBone Black 512MB Debian 9 Edge $78
that a more complex model such as a MLP classifier does not inherently provide advantages
over a simple GNB classifier. It is also clear that the addition of convolutional layers is
helpful in classification.
4.7.4 IoT and Edge Deployment
When developing machine learning algorithms for health monitoring, it is crucial to
consider the practical deployment of these tools. While many past research efforts
have developed novel and useful health monitoring algorithms, their deployment is often
overlooked. For the simulated data and corresponding algorithms presented in previous
sections, a number of deployment options are compared for their efficiency. These options
are summarized in Table 4.11. A desktop computer with an AMD Ryzen 7 3700x CPU,
64GB of DDR4 RAM, and an NVIDIA Geforce 2060 GPU serves as a baseline for personal
computing performance. This is compared to an Amazon EC2 instance with 2 ‘Virtual
CPUs’ and 8GB of RAM running in the cloud. In an attempt to control for variations
due to operating systems, both the Cloud and Local computers utilize Ubuntu 18.04, a
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Table 4.12: Deployed Models
Name Buffer Size Basis Library Notes
PCA-GMM 367kB Scikit-Learn v0.22.2 -
AE 13.4MB TensorFlow v2.0.0 Edge Deploy Excluded
CNN-AE 125kB TensorFlow v2.0.0 Edge Deploy Excluded
CNN-AE-Lite 139kB TensorFlow v2.0.0 -
PCA-GNB 274kB Scikit-Learn v0.22.2 -
MLP 6.43MB TensorFlow v2.0.0 Edge Deploy Excluded
CNN-MLP 50.8MB TensorFlow v2.0.0 Edge Deploy Excluded
CNN-MLP-Lite 16.9MB TensorFlow v2.0.0 -
Linux-based OS. These machines have state-of-the-art commercially available computing
capabilities for personal and cloud use. In addition, two very similar embedded computers
— the PocketBeagle and BeagleBone Black are evaluated in this study. These low-power
devices lack the advanced CPU architectures and RAM of the other machines, but their
low cost and GPIO pins allow them to be used as integrated data acquisition and model
inference devices.
Due to memory and computational limitations, the AE, CNN-AE, MLP, and CNN-MLP
models cannot directly be run on the BeagleBone and PocketBeagle. However, TensorFlow
possesses the capability of compressing most model architectures into a ‘Lite’ format.
This compression can be leveraged to deploy neural networks onto microcontrollers with
kilobytes of RAM [74]. While deploying machine learning to embedded devices is a
growing field in and of itself, very simple steps can be taken to prepare neural networks
for deployment on Linux devices such as the BeagleBone and PocketBeagle. In this study,
the CNN-AE and CNN-MLP models are compressed into this format to demonstrate the
ease in computational load at the cost of insignificant performance loss. To evaluate the
performance of each deployment option, all of the anomaly detection and classification
models are saved as serial buffers in their respective formats. The size of these serial
buffers is proportional to the number of parameters in the respective model. In all, eight
models are deployed to the various computing devices. The properties of each model are
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(a) Anomaly detection model latency
(b) Classification model latency
Figure 4.19: Desktop deployment computation latency
summarized in Table 4.12. The full TensorFlow models, while excluded on the BeagleBone
and PocketBeagle, are deployed on the Desktop and Amazon EC2 instance to compare
those platforms. The Scikit-Learn and TensorFlow Lite models are deployed to the edge
devices to compare the computational load of these models on limited hardware.
First, the computational requirements for each model are compared on the Desktop.
Results from this analysis are summarized in Figure 4.19. The computational latency for
the anomaly detection models are shown in Figure 4.19a. Note here that the y-axis is shown
on a logarithmic scale in milliseconds. By using this scale, variations in runtime of the more
efficient models are kept visible while allowing a comparison with the full neural network
models which require significantly more time to run. Clearly, the PCA-GMM model
exhibits the lowest computational latency at less than 10ms on average. By comparison,
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Table 4.13: Lite versus Full Model Performance Summary
Name Mean Latency Max Latency Mean Absolute Mean Squared
Decrease (ms) Decrease (ms) Output Error Error
CNN-AE-Lite 313 884 1.87× 10−10 2.23× 10−8
CNN-MLP-Lite 201 507 1.70× 10−10 2.38× 10−8
both of the TensorFlow models require several hundred milliseconds to run. Finally, the
TensorFlow Lite model offers a substantial reduction in computation time relative to the full
CNN-AE, while still requiring roughly twice as much time as the PCA-GMM. Very similar
results for the classification models are summarized in Figure 4.19b. In a departure from
the trends in the previous figure, the CNN-MLP-Lite model exhibits significant variation in
runtime relative to the CNN-AE-Lite model. This variation — on the order of 10ms — may
be due in part to the non-deterministic nature of the Linux operating system. In such non
real-time systems, it is difficult to control for timing of computing tasks on the millisecond
level and lower.
While the Lite models require substantially less computation time than the full
TensorFlow models, they also do not perform any worse than the full models in their tasks
of classification or signal reconstruction. Figure 4.20 highlights the performance of the
CNN-AE Lite and full models relative to one another. The latency comparison is repeated
in Figure 4.20a to illustrate how much more computationally efficient the Lite model is.
Not only is it an order of magnitude quicker to compute, but the variance is also much
smaller relative to the full model. This benefit is very useful in a real-time application,
where the inference bandwidth is determined by the worst-case latency. The comparison of
reconstruction error for both models is shown in Figure 4.20b. For this specific example,
The full and Lite models perform identically. These results compare similarly to those of
the CNN-MLP model, summarized in Figure 4.21.
A detailed comparison of the Lite and full TensorFlow models is provided in Table 4.13.
This table summarizes the latency comparisons and output error of the Lite models relative
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(a) Computation time (b) Model output
Figure 4.20: CNN-AE lite versus full model comparison
(a) Computation time (b) Model output
Figure 4.21: CNN-MLP lite versus full model comparison
to the full model. For both neural network models, the Lite version requires several hundred
milliseconds less computation time on average, with maximum time savings approaching
a full second. At the same time, the mean absolute error for the healthy training data is on
the order of 1× 10−10, with the mean squared error for the whole dataset at 2× 10−8. This
is a remarkable result; with minimal effort and no loss of precision, these neural network
models can be compressed to a format which runs substantially more quickly.
While the previous discussion confirms that machine learning algorithms can efficiently
run on the Desktop deployment, the efficiency of different deployment options for specific
models is shown in Figure 4.22. The computation latency comparison for the PCA-GMM
model is shown in Figure 4.22a. This Scikit-Learn model runs with exceptional efficiency




Figure 4.22: Computation latency for various deployment options
deployed to both the BeagleBone Black and PocketBeagle, the model takes slightly
longer at approximately 9ms. Considering the cost difference and edge deployability of
these embedded computers, this is a trivial increase in latency compared to the Desktop.
Finally, the Amazon-EC2 instance is the most efficient deployment option at under 2ms
of computational latency. This is likely a testament to the optimization of the cloud
computing platform; Amazon boasts “burst” computing power which may explain the
very low computational latency of this deployment option. A similar trend is apparent
in the CNN-AE-Lite latency comparison shown in Figure 4.22b. This model requires
approximately twice as long to run on all platforms when compared to the PCA-GMM
model. However, a computation time of 20ms is still remarkably fast on a low-power edge
device such as the PocketBeagle. For both models, it is clear that they could be deployed in
a near real-time application based on these data. It is worth noting that these latency values
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only report the required time for each device to perform inference for each model. While
the Amazon-EC2 deployment is the clear winner in this category, it operates in the cloud.
Therefore, this increased performance due to computational latency is quickly lost through
network latency. This relationship is discussed more thoroughly in the next chapter
4.8 Conclusion
This chapter has presented several tools for rapid deployment of modern machine learning
models in a machine health monitoring application. With recent advances in open-source,
permissively-licensed software, a great variety of models may be deployed to the edge
or cloud at little cost. When compared to deployment on modern personal computing
hardware, embedded and cloud-based systems can perform inference with a minimal
increase in latency.
This chapter also introduced a methodology for preprocessing and building models
to assess the health of frequency-domain data. By normalizing the PSD of a signal end
ensuring consistent features, high-quality modelling tools can readily be applied to assess
the health of a signal. The next chapter will address the methods available to deploy these
models in an edge device for near real-time data acquisition and model inference.
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CHAPTER 5
AN OPEN-SOURCE, INTEGRATED DATA ACQUISITION EDGE DEVICE
This chapter describes the design of an integrated data acquisition device which utilizes
open-source, low-cost hardware and software components. Relying on the open-source
BeagleBone platform, this data acquisition device leverages real-time capable hardware
and advanced machine learning software to incorporate sensor data acquisition and
analysis in a single device. When compared to powerful cloud-based computing for
vibration data analysis, the proposed data acquisition platform performs more reliably
as the data are kept locally.
5.1 Advancement of Embedded and Open-Source Tools
Recent advancements and contributions from the open-source community have facilitated
the use of powerful IoT tools in manufacturing environments. For example, a multitude
of IoT platforms are currently available for implementation, many with open-source code
and permissive licensing [92]. One such platform, used in this study, is Node Red. This
lightweight, user-friendly tool can be easily deployed on a server or IoT device to facilitate
communications between devices. This platform includes built-in functionality to use
common web tools such as MQTT and REST services. Beyond this, Node Red, can be
used to populate and query databases, interact with embedded devices, and extract CNC
data.
5.1.1 Low-Cost Electronics
For many years, the lack of readily-available distributed computing power, signal
processing software, and accurate, low-cost sensors rendered low-cost data acquisition
tools technically and economically infeasible. Within the last decade, many changes on
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all of these fronts have substantially changed the landscape of distributed data acquisition.
First, recent years have seen an explosion in low-cost, widely accessible embedded
hardware. Open Source embedded Linux boards such as the BeagleBone and Raspberry Pi,
combined with true embedded system architectures such as the Arduino are at the forefront
of this advancement. Each of these hardware platforms feature unprecedented computing
power with advanced ARM processors. Additionally, many of these platforms include a
pinout suite with tools such as Analog-to-Digital Converters (ADC), UART, I2C, and SPI.
With these tools, a user can easily integrate with an increasingly wide array of analog and
digital sensors designed to operate at low voltage.
These low-power sensors have inherent limitations compared to their industry standard
counterparts. First, low-voltage analog sensors have limited measurement range and
resolution; a 30-Volt analog sensor can output a signal with 6 times the range of a
5-Volt sensor. Second, these sensors do not typically feature embedded signal processing
functionality, such as analog filters, afforded to their high-cost counterparts. Low-cost
sensors also do not feature standardized, “plug-and-play” interfaces. The user must instead
design and fabricate a board with the necessary signal and power routing to connect to
the main processor. In spite of these shortcomings, low-cost sensors can be used in
low-to-medium range signals with acceptable performance. For instance, accelerometer
development boards with bandwidths below 10kHz are readily available for less than
$100. Such an accelerometer can be connected to an ADC pin on an Arduino-compatible
microcontroller for rapid prototyping.
Finally, the availability of software architectures which expedite the development of
embedded platforms has seen significant advancement in recent years. The true strength
of systems such as the Raspberry Pi, BeagleBone, and Arduino lie in the ever-growing
communities developing and sharing software under permissive, “Copyleft” licenses such
as the GNU General Public License.
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Figure 5.1: Node Red dashboard
5.1.2 Node Red
Node Red is a JavaScript-based tool for rapidly prototyping and deploying IoT
technologies. Originally developed by IBM in 2013, Node Red is an open source,
royalty-free software package which can be easily integrated into any IoT deployment [93].
Like the Python machine learning libraries mentioned in the previous chapter, Node Red is
distributed under the permissive Apache 2.0 license, which allows for patentable derivative
works. As an in-browser flow-based programming platform, Node Red can be installed in
the cloud, on embedded Linux devices, or on a personal workstation.
An example of the developer user interface for Node Red is shown in Figure 5.1. In
the middle of the screen, a window shows the current flow. Here, nodes are placed and
connected to one another to relay messages in a desired manner. In this flow, a simple
“inject” node is connected with a JavaScript function which simply has an output to the
debug window. With an open-source framework, a multitude of node options are available
to be downloaded and used in the Library pictured on the left side of the screen. Serial
communication, MQTT inputs and outputs, HTTP requests, and database integration are
some examples of the types of nodes available through Node Red. The inclusion of generic
“JavaScript function” nodes and “Executable” nodes gives the user freedom to execute
arbitrary JavaScript code from the browser as well as call external executable files on the
Node Red server as well. As a result, Node Red is an excellent tool for rapidly prototyping
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and deploying code in the Internet of Things.
5.2 BeagleBone
The Beagleboard.org Foundation is a community-driven non-profit credited with the
development of the BeagleBone embedded hardware architecture [94]. This hardware
platform is used in a number of open-source, single-board Linux computers as shown in
Figure 5.2. The most common, general-purpose BeagleBone is the BeagleBone Black.
This single-board computer operates with a version of Debian Linux and is capable of
performing a wide variety of tasks with a large array of GPIO pins. Other versions of this
board include the low-power PocketBeagle and the BeagleBone AI. The specifications of
each version are summarized in Table 5.1. From this table, it is clear that the PocketBeagle
and BeagleBone Black are approximately identical from a computational power standpoint.
By comparison, the BeagleBone AI is a more powerful, less mature platform intended to
Figure 5.2: BeagleBone computers
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Table 5.1: BeagleBone Specification Comparison
Board Processor RAM Flash Storage
BeagleBone Black 1GHz ARM® Cortex-A8 512MB DDR3 4GB
PocketBeagle 1GHz ARM® Cortex-A8 512MB DDR3 None
BeagleBone AI 2x dual ARM® Cortex®-M 1GB DDR3 16GB
bring machine learning to the BeagleBone platform.
While the BeagleBone Black possesses impressive computational power for a small
footprint, other embedded Linux computers such as the Raspberry Pi outperform it in
general-purpose computing. The real strength of the BeagleBone resides in its integration
with two ARM A335x microprocessors called Programmable Realtime Units (PRUs).
These computing chips are designed to execute basic commands at high clock rates with
sub-microsecond precision. Coupled with a 12-bit Analog-to-Digital Converter (ADC)
with 100kSPS bandwidth, the BeagleBone is readily capable of performing high-frequency
analog measurements. In addition, this device possesses a large suite of General-Purpose
Input/Output (GPIO) pins which the PRUs can access for read and write instructions.
As an open-source computer platform, the BeagleBone is frequently used by
hobbyists for robotic applications. However, the powerful input-output capabilities of the
BeagleBone make it suitable for professional applications and deployment in consumer
designs as well. For example, the PocketNC is a desktop 5-axis CNC machine which is
controlled by the BeagleBone Black and its PRUs for real-time, precise control of several
stepper motors [95]. Similarly, a startup company Creator uses the BeagleBone for control
of an automated hamburger cooking robot [96]. The BeagleBone Black is also at the
center of a Polymerase Chain Reaction machine produced by Chai [97]. These companies
represent a growing list of innovators which rely on the flexibility and control provided by
modern embedded Linux computers.
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5.3 Data Acquisition
To facilitate machine health and process monitoring, this platform is designed to
accommodate both CNC controller and sensor data. Two CNC machine protocols —
MTConnect and OPC-UA — are considered in this work. The inclusion of these protocols
demonstrates the flexibility of Node Red. These communication standards also cover a
large percentage of modern CNC machines. When considering sensor data acquisition,
a focus is given to vibration sampling. In reality, a large suite of thermocouples, current
sensors, motion sensors, etc. can be incorporated into this platform. Within this range
of sensor types, accelerometers are unique in the density and quantity of data that
they ordinarily produce. As such, any data acquisition strategy which can successfully
accommodate accelerometer data can be easily transferred to other analog sensors which
create much less data.
5.3.1 MTConnect
With the use of Node Red, the proposed data acquisition platform is capable of capturing
controller data from machines using the MTConnect protocol. A representative schematic
of this data acquisition process is shown in Figure 5.3. At the bottom of the image,
the machine controller and its MTConnect adapter are shown. The data acquisition
device leverages Node Red to continuously sample the MTConnect adapter via HTTP.
The machine returns an XML payload with all of the current data. These data are then
parsed according to the specifications of the digital architecture and placed in JSON
payloads. Finally, the JSON payloads are published to the MQTT message broker with
their associated topic.
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Figure 5.3: Schematic of MTConnect data acquisition
5.3.2 OPC-UA
In a similar fashion, the data acquisition device is capable of capturing OPC-UA data from
a CNC machine. The process of retrieving OPC-UA data is slightly different from that
of MTConnect data, as shown in Figure 5.4. With this protocol, an inject node requests
specific data items from the OPC-UA server at a given interval. For example, this figure
illustrates reading the aaLoad[4] address every 0.5 seconds. The OPC-UA server then
sends a JSON response with the data item name as the topic and the current measurement
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Figure 5.4: Schematic of OPC-UA data acquisition
as the payload. This response is then translated into a format which complies with the
digital architecture prior to being sent to the MQTT message broker.
OPC-UA servers are designed with maximum sampling rates for each data tag
individually and a total overall bandwidth. For example, the Siemens 828D can
accommodate up to 100 simultaneously monitored data items. While each data item may
have a maximum sample rate of 20Hz, it is not possible to sample all 100 data items at
this rate. To reliably accommodate several simultaneous data items, a sample rate of 2Hz
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is chosen in this work. This low rate is insufficient to capture some potentially useful data
items such as motor loads, especially if no filtering is done prior to sampling from the
OPC-UA server. However, for basic process parameter data acquisition such as the current
program name and spindle speed, this is a sufficient refresh rate.
5.3.3 Analog Sensors
While any generic computer could perform the CNC controller data acquisition presented
above, the BeagleBone platform is unique in its ability to perform onboard sampling of
analog sensors. Using the PRUs, this device is capable of recording high-precision analog
vibration measurements and passing these data along in an IoT architecture. A basic
schematic of this process is shown in Figure 5.5. With multiple analog input pins available,
the BeagleBone can capture data from multiple sensors if desired. These measurements are
read by the PRU and stored in a ring buffer before being written to a raw serial file in the
Linux userspace. The data from this file can then be imported into Node Red and published
to the MQTT message broker.
Vibration data acquisition serves as an excellent baseline in the performance of the
proposed sensor kit. When attempting to perform analytics on vibration data, it is important
to determine a sensor which meets desired performance specifications for the intended
application. As this work considers health monitoring of factory equipment such as motors,
pumps, lathes and mills, a vibration sensor should be chosen which accurately captures
signals in the frequency ranges at which these machines operate. For many machining and
manufacturing applications, these machines operate at speeds at or below 150Hz. However,
most defect frequencies for elements such as bearings manifest at several multiples of the
fundamental spindle speed. For this reason, it is important to choose a vibration transducer
with a bandwidth that exceeds 1.5kHz. In addition, this sensor must operate at or below 5
Volts to be compatible with the BeagleBone system.
Three accelerometers which meet the established criteria are shown in Table 5.2. First,
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Figure 5.5: Schematic of analog sensor data acquisition
Table 5.2: Accelerometer Comparison
Name Price Bandwidth Sensitivity (mV/g)
ADXL-1002 $36 11kHz 40∗
ADXL-203 $19 2.5kHz 560
ADXL-335 $3 1.6kHz 300
∗ - Sensitivity at 5V supply
the ADXL-1002 is the most expensive sensor with the highest bandwidth at 11kHz. This
large bandwidth comes at the expense of an anemic 40 mV/g sensitivity. Manufacturing
equipment are generally designed to be well-balanced and exhibit low levels of vibration.
For this reason, such a low sensitivity is unacceptable for the intended application. Between
the AXDL-203 and ADXL-335, the the former has both better sensitivity and a larger
bandwidth. The only downside of this accelerometer is its cost. However, the $16 price
difference is considered acceptable for an increase of almost 100% in both bandwidth and
sensitivity for the best possible data acquisition in a low-voltage system. For these reasons,
the ADXL-203 is used in the proposed device.
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Figure 5.6: Analog voltage divider for BeagleBone ADC
In order to integrate the selected accelerometer into the BeagleBone-based data
acquisition device, it is necessary to ensure that the signal voltage cannot exceed
the maximum allowable level for the onboard ADC. As the BeagleBone Black and
PocketBeagle have ADCs with 1.8V tolerance, the 3.3V signal must be divided
approximately in half before being sent to the PRU. For this task, a simple voltage divider is
applied to the signal from the accelerometer, as shown in Figure 5.6. Using 4.7kΩ resistors
ensures a peak voltage of 1.65V, provided a 3.3V supply to the ADXL-203. Notably,
this voltage division also reduces the effective sensitivity of the accelerometer signal to
280mV/g. This is still comparable to the ADXL-335 sensitivity without voltage regulation
and is 700% better than the AXDL-1002 at 5V supply.
5.3.4 Data Acquisition Benchmarking
To assess the performance of the proposed data acquisition device, a simple sinusoidal
signal is generated by an Arduino microcontroller. This signal is then captured by the
BeagleBone device at various sampling rates to ensure consistency in the data acquisition
process. As the Arduino device can produce a 3.3V analog signal, this test also ensures
proper functionality of the voltage divider.
An example of this signal when sampled at 2,048Hz is shown in Figure 5.7. The
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(a) Sampled signal (b) Power Spectral Density curve
Figure 5.7: 2,048Hz sampling rate example
Table 5.3: Data Acquisition Performance Summary
Sampling Rate (Hz) Peak Voltage Peak PSD SNR (dB)
2,048 1.638 0.326 28.3
4,096 1.645 0.326 31.3
8,192 1.645 0.325 34.4
16,384 1.644 0.324 37.4
32,768 1.651 0.324 40.4
sampled signal is shown in Figure 5.7a, which demonstrates an accurately captured
sinusoid with a peak voltage of approximately 1.6V. This amplitude is almost exactly half
of the true 3.3V output from the Arduino. This signal is captured very accurately in the
frequency domain as well, as shown in Figure 5.7b. A very prominent peak, even on a
logarithmic scale, is evident at exactly 100Hz in this plot.
A more thorough analysis of the signal sampling is shown in Table 5.3. As the sampling
rate increases, the peak voltage more exactly reflects the 1.65V peak expected from a 3.3V
source signal. In addition, the higher sampling rates increase the Signal-to-Noise Ratio
(SNR), while the peak Power Spectral Density at 100Hz is approximately identical across
all sampling rates. This result indicates that the BeagleBone data acquisition device can
accurately capture analog signals at high sampling rates.
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Figure 5.8: Functional diagram of the edge data acquisition device
5.4 Data Analytics
Using the BeagleBone platform for the proposed data acquisition device ensures access to
all of the data analytics and machine learning tools available via Python and its associated
libraries. Integrating data acquisition and statistical inference in one device ensures useful
health monitoring data are made available directly from the edge. As a result, network
traffic is reduced while also reducing latency in health monitoring applications.
A high-level functional overview of the data acquisition and model fitting process for
the proposed edge device is shown in Figure 5.8. Central to the data acquisition process is
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the Node Red server which handles incoming and outgoing data. A “Read Sensor” trigger
is sent from Node Red to begin data acquisition from the PRUs. This trigger contains
information such as sampling rate and number of samples to accommodate flexibility in
the data acquisition process. The PRUs perform the analog-to-digital conversion on the
sensor data, storing the 12-bit records in a raw serial buffer on the BeagleBone device.
Once sampling is complete, the data are read into a Python API which extracts time
and frequency-domain features on the data and performs model inference if a model is
available. Once these computing tasks are complete, the data are returned to Node Red
where they are formatted in a way that can be passed to the digital architecture via MQTT.
To integrate the proposed device in a near real-time health monitoring application, it
must be capable of sampling, parsing, and fitting sensor data to a desired statistical model
within a predictable time horizon. For this reason, a series of tests are performed to
assess the efficiency of this device in each of these tasks. A sequence of one thousand
samples are taken from the edge device. Timestamp information from Node Red are used
to determine computational latency in sampling, feature extraction, and model inference for
a varying number of vibration data points. An Amazon EC2 instance is used to compare
the performance of the edge device with a more powerful computer for feature extraction
and model inference.
5.4.1 Feature Extraction and Model Inference Performance
To evaluate the performance of the proposed device in vibration feature extraction and
model inference, an array of time and frequency domain statistics are calculated from
a sampled vibration signal. A representative sample of the extracted features is shown
in Figure 5.9. The first four statistical moments are calculated along with the RMS
to provide insight into the time-domain features. A Power Spectral Density estimation
through Welch’s Method is also calculated based on the size of the vibration sample. The











Figure 5.9: Extracted vibration features
PSD has a frequency resolution of 1Hz. For example, a 2,048-point DFT is used to compute
the Power Spectral Density of a signal captured at 2,048Hz and so on.
The results of the signal processing performance test are shown in Figure 5.10. This
plot shows the mean latency in parsing a sampled vibration signal with varying record
lengths. Three separate conditions are presented in this bar chart. The first, “All
Features,” includes all time and frequency domain features as shown in Figure 5.9. The
second, “Time-Domain,” includes only time-domain features and excludes both the PSD
computation and model fit. Finally, a “PSD Compute” condition shows the latency involved
in computing all of the features in the first condition and performing the model fit, but only
loading the time domain features back into Node Red. This condition is meant to highlight
the latency involved in loading large arrays into Node Red.
As is clear from Figure 5.10, the Power Spectral Density estimation is a
computationally expensive part of the feature extraction process. This figure shows the
mean latency with error bars indicating the standard deviation. While increasing the
number of sample points affects all three cases, computing and transmitting the PSD
requires over one second for a vibration record length on the order of 65.5 thousand
samples. Extracting time-series features alone from a similar sample requires less than
0.5 seconds.
Another interesting result of this test is the latency incurred by simply transmitting the
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Figure 5.10: Feature Extraction Latency
PSD arrays into Node Red. This effect is especially true for larger array sizes. As the
feature extraction is performed in Python due to its efficiency and ease in handling large
arrays, this result indicates that better performance may be realized by eliminating Node
Red from the vibration parsing process altogether. Still, this device derives high-quality
data from vibration measurements and transmits these data within approximately one
second of computation. For the vast majority of health monitoring applications, these
performance metrics will suffice without additional optimization.
While computing the PSD of a vibration signal requires significantly more time than
time-domain features alone, the results of this test indicate that the proposed device is
capable of performing data acquisition and feature extraction on high-quality vibration
data in a near real-time capacity. The latency percentiles of the smallest and largest
samples are summarized in Table 5.4. Similarly to the previous plot, this table reveals how
PSD computation requires substantially more time than time-domain feature extraction.
Although the median latency for feature extraction without the PSD is approximately
300% higher for large samples than small samples, the 99th percentile latency increases
by only 30% for the same comparison. In either case, the maximum latency is on
the order of 200ms. With this low level of latency, it is possible to track high-level
statistics with precise timings. By comparison, the 99th percentile latency for extracting
frequency-domain information is 462ms for small samples and 1,274ms for large samples.
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Table 5.4: Feature Extraction Latency Comparison
Record Length With PSD? Median (ms) 95% (ms) 99% (ms)
212 (4,096) Yes 172 204 462
212 (4,096) No 65 109 165
216 (65,536) Yes 922 1,075 1,274
216 (65,536) No 188 202 215
Although these latency numbers are significantly higher than without PSD calculations,
the resulting features contain much more information and may be used to detect defects at
specific frequencies. In either case, it is promising that high quality vibration features can
be extracted with approximately 1 second of latency.
5.4.2 Comparison with Cloud Computing
While the feature extraction and model inference results appear promising, it is important
to compare them with a cloud-based solution to assess the performance of edge computing.
For this task, the vibration data are captured from the BeagleBone and published via MQTT
to a publicly available message broker at mqtt.eclipse.org. An Amazon EC2 instance
running a Python-based MQTT app subscribes to these data and performs both the feature
extraction and model inference tasks before publishing the inference results back to the
MQTT broker. The BeagleBone, subscribed to this MQTT topic, receives the inference
results and determines the time elapsed since the data were published. This latency is
compared to the total computation time required to perform the same feature extraction
and inference tasks on the edge.
The results for this test are shown in Figure 5.11. This box plot shows the latency
in processing one thousand vibration samples at each record length. The variance in the
Amazon EC2 deployment is significantly higher than that of the BeagleBone. This is
an expected result, given that the Amazon EC2 deployment requires transmitting a large
payload to a cloud computer prior to computation. By comparison, the BeagleBone exhibits
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Figure 5.11: Total inference latency
Table 5.5: Edge vs Cloud Computing Comparison
Record Length Location Median (ms) 95% (ms) 99% (ms)
212 (4,096) Edge 180 206 261
212 (4,096) Cloud 143 893 4,262
216 (65,536) Edge 979 1,072 1,327
216 (65,536) Cloud 880 1,989 5,368
more consistent latency with a low variance. This low variation facilitates planning timing
requirements for the data acquisition device.
Table 5.5 shows the latency from this test at different percentile levels and sample
lengths. As indicated in the previous plot, the median latency values are relatively
close between the Edge and Cloud deployment options. The median latency for the
BeagleBone is approximately 10-25% higher than the Amazon EC2 instance. Looking
towards worst-case latency, however, the BeagleBone appears to be much more reliable.
While the 99th percentile latency for the BeagleBone approaches 1.4 seconds for large
samples, worst-case latency in the Cloud exceeds 5 seconds.
To determine the sources of transmission and processing latency for both the edge
and cloud-based solutions, the latency involved in purely performing the computations are
compared in Figure 5.12. This figure excludes all time involving data transmission. As a
result, the Amazon EC2 instance shows much lower latency than the BeagleBone. While
this is an expected outcome, it establishes that network latency and message transmission
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Figure 5.12: Local computational latency
are the primary drivers in determining the delay when processing sensor data in an IoT
framework. Additionally, it is clear that larger payloads incur a higher latency penalty.
This finding is supported by existing literature [98].
5.5 Conclusion
This chapter has introduced a proposed platform and methodology for performing CNC
controller and analog sensor data acquisition in an IoT framework. Due to its unique
real-time capabilities, the BeagleBone platform is proposed for this task. By leveraging
Node Red, this device can accommodate multiple CNC communication protocols as well
as analog sensor data. Furthermore, a strategy for performing feature extraction and model
inference on the edge is proposed. Results show that this device is capable of capturing
64k-sample vibration arrays at sampling rates in excess of 30kHz. These data can then be
processed for time and frequency domain statistics with computational latency on the order
of one second. This computation time compares favorably against the latency involved in
sending a vibration array to a remote cloud computer for feature extraction and inference.
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CHAPTER 6
A CASE-STUDY IN TOOL WEAR
To fully explore an end-to-end application of the tools proposed in this thesis, a case study
in tool wear is presented in this chapter. Specifically, this study investigates tool wear
classification for end milling. A prototype version of the digital architecture is used to
perform acquisition of machine controller and vibration data. An experimental design
with a range of milling process parameters is replicated for both a healthy and unhealthy
cutting tool to generate a varied data set. Analysis is performed on these data to determine
which features are most predictive of tool wear. After choosing a promising model from the
training data, it is validated through deployment to the edge device.
6.1 Background
To demonstrate an implementation of the proposed data acquisition and health monitoring
strategy, a case study in tool wear monitoring is presented in this chapter. Specifically,
this study investigates tool wear classification in an end milling process using the Emco
E350 3-axis mill, pictured in Figure 6.1. This machine is equipped with a Siemens 828D
controller and is capable of using the OPC-UA protocol for machine process monitoring.
Spindle vibration signals are highly informative in assessing tool health. As this is an
easily-injected fault condition in a healthy CNC machine, it is an excellent means of
demonstrating the utility of the proposed health monitoring strategy.
6.2 Methodology
Two milling tools are used for comparison in this case study: an unworn “healthy” tool
and a badly chipped “unhealthy” tool. Both are shown in Figure 6.2. The healthy tool in
Figure 6.2a is effectively unused, while the unhealthy tool in Figure 6.2b has large chips in
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its leading edges. As these are both 4-tooth, 5/8-inch end mills, the images in these figures
are typical of all four teeth. A robust classification model should be capable of detecting
which tool is used in a slotting process, subject to variation in the cutting parameters.
To monitor the spindle vibration signal, an ADXL203 vibration transducer is mounted
directly on the machine as shown in Figure 6.3a. In this image, the lid on the protective
case has been removed to show the accelerometer setup. The accelerometer is mounted
on standoffs normal to the spindle axis inside of a plastic box meant to help protect the
electronics from coolant spray. This box is rigidly fastened to the spindle using hex screws.
While it is optimal to fasten an accelerometer permanently with epoxy or a similar material
for maximum vibration transmission, the less permanent fasteners are used here to allow
machine operators to remove it if necessary for day-to-day operations. As this figure
also shows, the Printed Circuit Board which houses the accelerometer is also coated in
epoxy to insulate the electronics in the case of coolant ingress. A shielded M8 cable is
Figure 6.1: Emco E350 3-axis mill
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(a) Healthy tool (b) Unhealthy tool
Figure 6.2: Tool quality comparison
connected to the plastic housing to provide power and route the vibration signal outside of
the machine workspace, as shown in Figure 6.3b. This is done to protect the rest of the
data acquisition computing hardware and minimize the number of additional components
inside the machining area.
The accelerometer cable is routed to an enclosure containing the Beaglebone computer
outside the Emco mill, as shown in Figure 6.3c. A voltage divider breakout board as
described in Chapter 5 is mounted to the GPIO pins on the Beaglebone. An AC-DC power
supply is also housed in this enclosure to convert the standard 120VAC wall outlet signal
to a 5VDC signal which is safe for the Beaglebone. This enclosure and the Beaglebone
hardware within it are capable of managing several analog inputs. For the purposes of this
research, the single vibration signal is used.
6.2.1 Experimental Architecture
The digital framework used in this case study is summarized in Figure 6.4. An embedded
Linux computer is connected to the Emco mill in order to retrieve OPC-UA controller
data from the machine. A Node Red server running on this device formats the controller
data in a way which is readily consumed by the MQTT-based digital framework. The
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(a) ADXL-203 mount location (b) Emco E350 mill interior
(c) Beaglebone Data Acquisition Device
Figure 6.3: Emco mill setup
Beaglebone-based data acquisition device is also connected to an MQTT message broker to
send and receive messages. A remotely-located gateway subscribes to all of the controller
and sensor data to populate a database for storage. These data are then used to train health
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Figure 6.4: Experimental architecture
monitoring models. The most promising of which are sent back to the data acquisition
device for real-time validation of the tool health monitoring approaches.
While this case study considers a single factory machine, the design of the IoT
framework in this study is compatible with the proposed architecture as discussed in
Chapter 3. MQTT messages sent from the vibration data acquisition device are labeled
with the appropriate tags, as shown in Figure 6.5. The assetId of the machine is
“EMCO-MMM,” indicating the machine name and its location (Montgomery Machining
Mall at Georgia Tech). The sensorId is “Spindle-Accel,” indicating that it is monitoring
accelerometer measurements on the machine spindle. To delineate between different
cuts with predefined experimental parameters, the iteminstanceId field is used. Prior to
performing a new cut at set feeds, speeds, and cutting depths, the data acquisition device is
updated to reflect the current cutting condition. In this example, the value is “Sample-1.”


















Figure 6.5: Labeled experimental vibration payload
have been discussed in previous chapters. Notably, the chosen sampling rate is 20kHz to
avoid aliasing. With this sampling rate, a 4096-point FFT is used for the Power Spectral
Density approximation, resulting in a spectrum resolution of 4.88Hz.
As a test of the data acquisition device and classification model robustness, the
Arduino-based sampling platform described in Appendix A is used in the model training
phase. As the ADC on this device is 3.3V tolerant, the Arduino-based DAQ is
approximately twice as sensitive as the Beaglebone-based DAQ. This benefit comes at the
cost of significantly reduced memory availability and overall data throughput. As this data
acquisition device is not well-suited for near real-time statistical inference, the modified,
Beaglebone-based system is used to validate the classification models.
In this case study, the controller data are used to help label the accelerometer data. The
process flow for this labeling is shown in Figure 6.6. The data acquisition device subscribes
to OPC-UA parameters such as spindle speed and program name. While the spindle is
powered off, no interesting process or health information can be extracted from the spindle
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Figure 6.6: Vibration labeling
Table 6.1: Experimental Parameter Levels
Parameter Low Level Mid Level High Level Units
Surface Speed 200 250 300 ft/min
Chip Load 0.001 0.002 0.003 in/tooth
Depth of Cut 0.0313 0.0938 0.1563 in
accelerometer, so no vibration message is sent to the message broker. Otherwise, the data
acquisition device creates the JSON payload and publishes the vibration data. This ensures
minimal extraneous vibration data are sent to the database for model training.
6.3 Model Training
To train a robust classifier, a varied, balanced training data set must be captured. The
process parameters must reflect typical ranges used when machining the material of choice.
For this study, mild steel is used. The resulting feeds, speeds, and cutting depths are
shown in Table 5.4. These parameters are chosen to keep spindle motor utilization below
approximately 25% of its rated power. As the Emco E350 is not an exceptionally powerful
machine, these relatively conservative values are used.
With an established parameter space, a training experiment is generated by fractional




Figure 6.7: Experiment spectrograms
this manner. Similarly, a testing experiment is generated by using programmatic random
number generation to select values within the predefined limits. Ten total sample conditions
comprise the testing set. These training and testing sets are randomized and replicated for
both the healthy and unhealthy tool. In total, 60 experimental conditions are used for the
training and testing data sets in this study.
6.3.1 Data Analysis and Processing
After performing the experimental cuts, a total of 560 vibration samples are captured over
the course of approximately 80 minutes. The full spectrogram of these vibration data is
shown in Figure 6.7a. From this plot, different segments of steady-state vibration are
apparent. These distinct periods of time indicate different experiment samples with varying
process parameters. While the Nyquist frequency of the sampled signal is 10kHz, the
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majority of the signal energy is concentrated at frequencies below approximately 2kHz.
The nuanced changes in energy content at these low frequencies are more clearly evident
in Figure 6.7b. In this spectrogram, two distinct segments are evident. At low frequencies
below approximately 500Hz, discrete bands appear. These frequency components relate
to the tooth-pass frequency and harmonics for different cutting conditions. At frequencies
between approximately 1kHz and 2kHz, broadband noise, due in part to machine dynamics
and tooth chatter, are apparent. These high-frequency components are also important in
determining tooth health as worn tools generally exhibit higher energy in this frequency
range.
From this full dataset, processing is done to prune and organize it into training, testing,
healthy and unhealthy data. For each sample, vibration data are captured prior to tool
engagement and after the tool has exited the material. These vibration data are excluded
from this analysis as they are not reflective of tool quality. While they could be used to
create a classifier to determine whether the milling machine is cutting material or not, this
task is outside of the scope of this chapter. After manually pruning these samples, 457
vibration payloads remain which represent active machining operations. These samples
are broken down as shown in Table 6.2. As intended, 67% of the data represent the
training set. This subset is well-balanced, with a 0.2% margin between healthy and
unhealthy samples. The remaining 33% of the data are reserved for testing. This data set
is less well-balanced with a 13.8% margin between unhealthy and healthy samples. This
discrepancy between healthy and unhealthy data is innate in the randomization of process
parameters for the testing samples. With ten randomly chosen combinations for both the
healthy and unhealthy condition, the unhealthy parameters are slightly slower. As a result,
they require slightly longer to complete compared to the healthy parameters, generating
more data samples in the process. In all, the breakdown of this dataset is promisingly
balanced. Based on this composition, an unbiased classifier can feasibly be created from
the training data.
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Table 6.2: Data Breakdown
Category Total Samples Percent Healthy Percent Unhealthy
Train 306 50.1% 49.9%
Test 151 43.1% 56.9%
To highlight distinctions in sample data, the vibration features from a healthy and
unhealthy sample are shown in Figure 6.8. The process parameters for both samples are
identical apart from tool health. The distribution of the time-domain statistics is shown in
Figure 6.8a. From this figure, it is clear that the mean is stationary, as would be expected
from a steady-state signal. Small shifts in the Variance, Kurtosis, and RMS values are
apparent from the healthy and unhealthy signals, while the Skewness is not obviously
shifted. Based on this comparison, it may be possible to use these time-domain statistics
to assign a tool health classification for this simple example. By comparison, the signal
spectrum reveals some interesting differences between the healthy and unhealthy tool.
Again, at low frequencies below 500Hz, the unhealthy tool exhibits significantly higher
levels of vibration at the tooth-pass frequency and its harmonics. In addition, a sharp peak
is apparent at approximately 1,800Hz in the unhealthy signal.
While the time-domain statistics are efficiently computed and highly predictive in
the simple case where the experimental parameters are identical, their predictive power
is limited in an experimental design with high variability in the intensity and nature of
vibrations. This fact is illustrated in Figure 6.9. Here the time domain statistics for the
full training dataset are compared for the healthy and unhealthy tool conditions. Clearly,
the chosen statistics are insufficiently separated to yield any meaningful conclusion from
them. For all five statistical metrics, their distributions are nearly identical. For this reason,
the spectrum features are considered baseline for this analysis, instead of the time-domain
statistics.
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(a) Time-domain statistics comparison
(b) Spectrum comparison
Figure 6.8: Healthy vs Unhealthy data - 250SFM, 0.002IPT, 0.1563” Depth of Cut
Figure 6.9: Full time-domain statistics comparison
6.3.2 Naive Bayes Model
To assess the quality of various model choices, a PCA-GNB model is used as a baseline.
This selection is made for a number of reasons. First, the Naive Bayes classifier is
deterministically trained. As a probabilistic classifier, it is not sensitive to randomization
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Figure 6.10: PCA decomposition of the spectrum features
in the same way that neural network-based classifiers are. The Gaussian Naive Bayes
classifier also has very few hyperparameters. As a result, it is easy and efficient to evaluate
various hyperparameter choices and visualize their influence on the model outcomes. This
assists in the explainability of the model. Ultimately, using such a model with readily
explained underlying statistics improves confidence in its conclusions.
The cumulative explained variance of the training data is shown in Figure 6.10. This
plot shows that the first several features are highly influential in capturing the variance in
the dataset, while increasing the number of features past 10 or so gradually increases the
explained variance. When down-selecting the features for model development, a balance
must be sought between using too few features which do not adequately represent the full
dataset and using too many features which cause the model to fit to noise.
Beyond determining the appropriate number of features to use from PCA
decomposition, it is important to establish which features to use from the full set of
available vibration statistics. Three groups of features are investigated in this study. First,
the frequency-domain spectrum features are considered. This group of features is by far the
largest and contains detailed information about the prominence of various frequencies in the
vibration signal. Next, the time-domain statistics provide high-level information about the
signal as a whole. While they do not contain as much information as the spectrum features,
they may provide important nuance to these features. Finally, contextual information is
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available from the machine controller. Information such as feed rate and spindle speed are
readily extracted form the OPC-UA server and can be used to improve model performance
when integrated with the other vibration features.
To evaluate the performance of classifier models with various feature combinations, a
large number of PCA-GNB models are trained to classify the nominal and anomalous tool
state with varying feature inputs and PCA dimensionality. These models are then evaluated
on the testing data to determine how well they generalize from the training dataset. With
these performance metrics, an optimal hyperparameter combination is chosen to maximize
an objective function
J = F 2train + F
2
test (6.1)
where Ftrain and Ftest are the F1 scores of the training and testing data, respectively. These
scores, derived by computing the harmonic mean of the model precision and recall, provide
a balanced metric for classifier performance.
A grid search is used to vary the PCA dimensionality and spectrum components for the
classifier. Because the bandwidth of the ADXL203 accelerometer is 2.5kHz, only spectrum
components at or below this frequency are considered for the model. This reduces the
maximum dimensionality of the 20kHz sampled signal by 75%. These spectrum features
are combined with chosen time-domain statistics or OPC-UA labels before being reduced
in dimensionality by PCA. Because the cumulative explained variance of the training
spectrum data exceeds 90% at approximately 128 features, this is used as the upper bound
for PCA dimensionality.
A representative plot which summarizes classifier performance as a function of PCA
dimensionality and spectrum bandwidth is shown in Figure 6.11. This figure shows the
normalized objective function value for PCA-GNB models trained with spectrum features
only. Two interesting points are made clear from this plot. First, the very low frequencies
on the order of 100Hz have meaningful predictive power. These frequencies correspond to
the tooth-pass frequencies of the tool. By using a very small number of features from these
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low frequencies, a simple, relatively accurate classifier could be created. Second, there
is a very large band between approximately 100Hz and 1,000Hz where adding spectrum
bandwidth to the classifier does not improve model performance. This is followed by a
spike in performance when higher frequencies are used. Based on previous literature, this
result makes sense; these high frequencies at approximately 1,000-1,500Hz are associated
with tool chatter dynamics, and are generally more prominent in tools with high wear. The
trends visible in this plot instill confidence that the GNB model learns to generalize from
the available features to correctly identify the frequencies which are truly related to tool
wear.
The full comparison of varying feature combinations and model performance metrics
is shown in Table 6.3. Four feature combinations are shown which include the spectrum,
time-domain statistics, and OPC-UA labels. The optimal PCA dimensionality, spectrum
bandwidth, and testing scores are shown for each combination. Interestingly, the model
which uses the spectrum features alone exhibits the best overall performance. In addition,
this model is the smallest, with 31 PCA dimensions and a spectrum bandwidth of 1,470Hz.
When the OPC-UA labels are added to these features, the testing precision and recall scores
are approximately the same with an increase in 5 dimensions from PCA. From this table,
it is clear that including the time-domain statistics more than doubles the PCA dimensions
and significantly hampers testing performance. This result is expected based on the poor
Figure 6.11: Classifier performance with varying hyperparameters
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Table 6.3: Feature Performance Comparison
Feature Optimal PCA Optimal Spectrum Test Test
Combination Dimensionality Bandwidth Precision Recall
Spectrum Only 31 1,470Hz 96.5% 94.8%
With OPC-UA 36 2,237Hz 94.8% 94.8%
With Stats 76 410Hz 80.7% 85.2%
With OPC-UA and Stats 121 1,158Hz 84.2% 78.7%
Figure 6.12: Spectrogram of full validation test
separation of these statistics with varying process parameters.
6.4 Model Validation
To validate the best-performing model, it is deployed to the Beaglebone-based data
acquisition device for real-time inference. Because the model is trained on the
Arduino-based, 3.3V tolerant accelerometer data and is therefore more sensitive to changes
in acceleration, the model is expected to experience some performance degradation when
deployed to the Beaglebone. In addition, due to closures related to the COVID-19
pandemic, this validation takes place after approximately 3 months of machine downtime.
While each of these factors individually should have minimal impact on the captured
vibration signal from the spindle, they introduce small variations from the training data
which may be used to determine the robustness of the classification model.
To validate the chosen model, identical process parameters are used from the training
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Figure 6.13: Classifier output for validation data
and testing data. Again, the frequency and time-domain statistics are extracted from
the data generated in this validation step. After these statistics are captured from the
vibration data, the relevant spectrum features are passed to the PCA-GNB model onboard
the Beaglebone. This model generates a number between 0 and 1 indicating the predicted
health of the tool. The full spectrogram of this validation dataset is shown in Figure 6.12.
Again, these data cover approximately 90 minutes of machining time. Importantly, these
spectrum features are shown as parsed onboard the edge data acquisition device. Using the
low-latency processing capabilities of the Beaglebone, these frequency-domain features are
extracted in real-time and sent to the digital architecture.
After processing the vibration features, they are passed to the onboard PCA-GNB
model for inference. A total of 335 and 332 vibration samples are captured from the
healthy and unhealthy tools, respectively. These samples are captured at an interval of
once per three seconds. The classifier output from the full dataset is shown in Figure 6.13.
From this plot, it is clear that the classifier is much less confident in labeling the healthy tool
as compared to the unhealthy tool. For a typical classification implementation, a sample
is classified as “healthy” if the model output is less than 0.5 in this scale, and “unhealthy”
if the model output is greater than 0.5. By this metric, the performance of the model is
summarized in Table 6.4. While the true positive rate, which indicates the success of the
model in detecting an unhealthy tool, is 94.6%, the true negative rate is significantly lower
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Table 6.4: Validation Performance Summary
Balanced True Positive True Negative Precision Recall
Accuracy Rate Rate
85.4% 94.6% 76.2% 0.700 0.946
at 76.2%. Importantly, this model very effectively detects when the unhealthy tool is used,
and can be used to flag potential problems in the machining process.
6.4.1 Control Chart Analysis
To further assess the performance of the PCA-GNB model, statistical control charts can
be used. Using the classifier output as the process parameter to track, the mean and range
of the output are used to generate X̄ and R charts. These statistics are taken from the
one-minute rolling average of the model output. As the data acquisition rate is 1 sample
per 3 seconds, a 20-sample mean and range is used in computing these charts. The first
25% of the data from the good tool are used to construct the limits of the X̄ and R charts.
For an R-chart, these control limits are given by
UCL = D4r (6.2)
CL = r̄ (6.3)
LCL = D3r (6.4)
where D3 and D4 are constants dependent on the number of samples used in the mean
calculation. In the 20-sample case, D3 = 0.414 and D4 = 1.586. After computing
these control limits, the R-Charts for the good and bad tools are shown in Figure 6.14.
As Figure 6.14a shows, the variation in the model output for the good tool is consistent
and within the control limits. By comparison, Figure 6.14b reveals that the model provides
uncharacteristically low variation in classifying the bad tool. This information can be used
to flag potential outliers in the manufacturing process.
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(a) Good Tool (b) Bad Tool
Figure 6.14: R-Charts for validation data
Similarly, an X̄-Chart can be generated by analyzing the mean of the model output.
The control limits of an X̄-Chart are defined by
UCL = x+ A2r (6.5)
CL = x (6.6)
LCL = x− A2r (6.7)
where A2 = 0.180 is a constant based on the number of samples in each sample mean.
When these control limits are computed for the good tool data, the full control charts are
as shown in Figure 6.15. The results for the good tool are shown in Figure 6.15a. Due to
the large variance in the data, some points fall outside of the control limits. Because the
ground truth is known in this case, the out-of-control data points reveal that the classifier
model performs exceptionally poorly at certain process parameters. This information may
be used to further optimize the model to ensure better overall performance. By comparison,
the X̄-chart for the bad tool is shown in Figure 6.15b. From this plot, it is abundantly clear
that the mean classifier output is substantially outside of the control limits. This result
follows from the fact that the classifier consistently produces confident results when the
tool used is actually of poor quality.
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(a) Good Tool (b) Bad Tool
Figure 6.15: X̄-Charts for validation data
6.5 Conclusion
This chapter has presented a case study in tool wear monitoring with the data acquisition
and processing strategy proposed in this thesis. By varying the manufacturing process
parameters, a robust classifier is created which accurately identifies when an excessively
worn tool is used. By using a simple, Gaussian Naive Bayes classifier with Principal
Components analysis for the dimensionality reduction step, model performance is easily
compared for a wide variety of hyperparameters. This model is then deployed on
the proposed data acquisition platform and implemented in real-time. The validation
experiments demonstrate the robustness and ease with which this model may be
implemented with the proposed strategy. By introducing control charts, a more robust




This thesis has presented an integrated approach towards machine health monitoring in a
manufacturing environment. Utilizing the Internet of Things, machine controller data were
captured along with external sensor data to provide a full picture of the machine operational
status and health metrics. Using a standardized messaging structure, data streams from both
sources were readily recorded in cloud databases. These data were then queried to facilitate
model creation which may be used to track the health of the machine over time.
Leveraging state-of-the-art machine learning and statistical libraries, a large array of
models with varying complexity were deployed to the edge for near real-time inference. In
doing so, network latency was reduced. By integrating the model inference onboard the
data acquisition computers, a compact, low-cost solution for IoT health monitoring was
created.
This full proposed framework was demonstrated in a tool health monitoring application
on a 3-axis mill. After generating a varied set of experimental parameters, the data
acquisition tools were deployed to the Emco E350 mill. By recording both the controller
and accelerometer signals from the machine, a statistical model was readily created to
predict whether an unworn or excessively worn end mill was used. This model was then
deployed to the data acquisition device and run in real-time to validate its performance.
These contributions are summarized below:
1. Development of a digital architecture which facilitates contextual edge analytics –
Chapter 3
In this chapter, a strategy for integrating controller and sensor measurements in
an IoT framework was proposed. Basic demonstrations on a 3-axis mill were
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used to highlight long-term health monitoring applications.
2. Edge-deployable anomaly detection and classification algorithms – Chapter 4
This chapter summarized the deployment of state-of-the-art machine learning
toolboxes and models to an embedded Linux computer and compares model
performance across multiple alternatives. The results from this chapter revealed
that even moderately complex neural networks may successfully be deployed
to these edge devices with near real-time inference.
3. An edge device capable of controller and sensor data acquisition and analytics –
Chapter 5
This chapter described the design and implementation of an embedded Linux
computer capable of high-quality sensor measurements, model inference, and
IoT connectivity. This device was benchmarked against state-of-the-art cloud
computing capabilities to compare worst-case message transmission latency.
4. An example deployment of this architecture and edge device for tool health
monitoring in a 3-axis mill – Chapter 6
Leveraging all of the methods proposed in the preceding chapters, a case
study was undertaken in this chapter to investigate the efficacy of the proposed
strategy in real-time health monitoring. Specifically, a statistical classifier was
trained to detect when an excessively worn tool is used in an end-milling
process.
7.1 Future Work
Given the breadth of subject matter addressed in this thesis, ample work remains to be done
towards the development of advanced data acquisition in machine monitoring applications.
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First, further investigations remain to be undertaken with regards to sensor data
acquisition within this framework. While this thesis demonstrated the use of high-density
accelerometer data, other data streams may remain problematic and necessary in the health
monitoring of manufacturing processes. For instance, a similar approach may be taken to
transmit and store image data from a factory floor. While accelerometer data is generally
high-volume, high-resolution images are even more so, creating a potential opportunity to
develop strategies for these data streams.
While this thesis proposed a framework for contextualizing sensor data within an IoT
architecture, it is especially important to track the data streams resulting in fabricating
individual parts for the purpose of qualification. Further work may illuminate methods of
efficiently and automatically tracking the data streams of individual parts as they undergo
various manufacturing processes. In doing so, it may become increasingly possible to
deliver “born-qualified” components, with a robust and detailed record of data generated
from its manufacture.
At the time of this writing, significant advancements continue to be made regarding
embedded machine learning inference on ultra low-power devices. While the Beaglebone
and embedded Linux platforms are excellent low-cost computers, they cannot effectively be
run on battery power for long periods of time. This limitation may inhibit the utilization of
the proposed strategy in factories where power is not readily available. Future work may be
used to investigate the use of increasingly powerful microcontrollers and their open-source





ARDUINO-BASED DATA ACQUISITION DEVICE
A.1 IoT Enabled Sensor Pack
While modern CNC machines possess significant built-in functionality for machine state
monitoring, many operations-critical assets and legacy manufacturing equipment do not
have such capabilities. When such devices must be monitored, a standardized, modular
sensor device is useful. With recent advancement in low-cost, low-power embedded
devices, it is now feasible to develop such a platform in an economically sensible way.
A.1.1 Hardware Design
Given all of the aforementioned technological advancements, Georgia Tech has developed
a standardized package for integrating sensors with the proposed digital architecture. The
base of this kit contains two main components: the BeagleBone Black and the Teensy
microcontroller. These components integrate with any standard sensor which uses analog
or common digital communications protocols such as I2C and SPI. M8 connectors are used
to plug the sensors into the enclosure for easy data transmission.
This sensor pack is pictured in Figure A.1. In this example, an accelerometer is plugged
into the Analog-to-Digital (ADC) conversion pins of the Teensy microcontroller. The
converted digital signal is transmitted to the Beaglebone Black via the synchronous serial
protocol, UART. Because the ADC must operate on the order of hundreds to thousands
of samples per second for each sensor, this real-time task is reserved for the embedded
microcontroller. The Beaglebone Black, an embedded Linux device, possesses networking
capabilities and advanced computational libraries which microcontrollers typically lack.
For example, a machine health classification algorithm built on well-supported Python
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Figure A.1: IoT-Enabled Modular Sensor Platform
libraries could be deployed on the Beaglebone Black as an edge computing device. By
engineering the IoT sensor pack in this way, a user can ensure properly-timed, deterministic
sensor sampling which does not interfere with the other computational requirements of the
edge device.
By leveraging the Linux operating system and its associated libraries, an engineer can
rapidly prototype the network communication tasks involved in the digital architecture in
a way that can be readily transferred to any other Linux system such as the Raspberry Pi
or Nvidia Jetson Nano. This flexibility engenders scalability; as Linux systems continue to
gain popularity in the IoT community and naturally increase in computational power, this
platform will serve as a solid foundation on which increasingly demanding machine health
monitoring applications can be developed.
The main functional components of the IoT sensor pack are illustrated in Figure A.2.
An array of analog sensors may be attached to the ADC pins on the Teensy microcontroller.
This embedded computer performs real-time measurements, storing arrays of measured
voltage. These arrays are limited to sizes which can be stored in the onboard UART buffer;
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Figure A.2: Diagram of the primary sensor pack components
for the Teensy specifically, this limit is approximately 4096 bytes. At predefined intervals,
the sensor measurements are transmitted to the Beaglebone Black via UART. Importantly,
this serial connection accommodates bidirectional information flow. Thus, parameters such
as sampling rate and array size may be specified from the Linux device and transmitted to
the microcontroller. As a result, the time interval between samples in the array of received
data is known ahead of time. This information is used to properly assign timestamps to
each data point.
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Figure A.3: Demonstration of accelerometer sampling for the sensor pack
A.1.2 Microcontroller Software
The sensor pack is designed to sample accelerometer data in a manner described by
Figure A.3. The limited memory and buffer size of the Teensy microcontroller mandate
that data be sampled in incremental bursts. These data are deterministically sampled at
a rate defined by the Sampling Interval parameter. A total of N samples are captured
for every sample array. The Dwell Time parameter dictates the amount of time between
sample arrays. The Teensy microcontroller is programmed to accept updates to each of
these parameters via UART string commands while it is not sampling. For example, the
following command sets the accelerometer sampling rate to 10kHz and the number of
samples, N , to 1024:
S e t A c c e l e r o m e t e r |1 0 0 0 0 |1 0 2 4
Similarly, the Dwell Time can be updated by the following input:
S e t I n t e r v a l | 0 . 0 1 7
which is given in units of Hertz, and roughly corresponds to one minute between samples.
If the array of data exceeds the UART buffer size, it is split into multiple UART strings.
The sensor type is prepended to each of these strings, and an “END” string is appended
to the final string. For example, if the Teensy is sampling from two accelerometers and
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Figure A.4: Microcontroller process flow diagram
the length of the array exceeds the buffer size, the UART strings will be transmitted in the
following way:
A c c e l e r o m e t e r −1 ,2 .071 , 2 . 0 7 1 , . . . , 1 . 928
A c c e l e r o m e t e r −2 ,1 .980 , 1 . 9 5 4 , . . . , 2 . 045
A c c e l e r o m e t e r −1 ,1 .915 , 1 . 9 5 4 , . . . , 2 . 006END
A c c e l e r o m e t e r −2 ,2 .096 , 2 . 1 2 2 , . . . , 2 . 109END
Because the sensor is identified in every string (by “Accelerometer-1” and
“Accelerometer-2”), these tags may be used as identifiers to concatenate the arrays
together. The use of the “END” identifier ensures that the final string properly flags the
concatenation process to stop so a new array can be captured.
The Arduino microcontroller is programmed to follow the flow diagram pictured in
Figure A.4. While no signal is being transmitted to the device, it waits for either a Set or
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Figure A.5: Node Red startup flow
Sample command. The Set command syntax is designed to allow for some flexibility in
the microcontroller parameters so that the embedded code does not need to be updated for
minor timing changes. When the Sample command is received, the microcontroller enters
a sampling loop in which it will perform ADC operations on all of the connected sensors.
These converted digital signals are appended to their respective arrays until the sampling
interval is complete. At this time, all of the stored sensor data is transmitted via the UART
interface to the Beaglebone computer and the memory is cleared. After waiting for Dwell
Time, the microcontroller will either restart the loop or enter the Wait for Command state
based on whether the Sample command is still being received.
A.1.3 Embedded Linux Device Software
While the Teensy microcontroller is sampling and transmitting sensor data, the Beaglebone
Black embedded Linux device receives, parses, and prepares the data for transmission
through the digital architecture. The open source Node Red tool serves as an excellent
platform to perform these tasks. Upon powering up, the Beaglebone Black opens an
instance of Node Red and configures the startup parameters as shown in Figure A.5.
Default global variables for the microcontroller such as Dwell Time, Sampling Interval,
and number of samples N are created. In addition, the UART pins are configured to allow
communication between the Beaglebone and the Teensy. After this, a Sample command is
transmitted to begin the sampling process.
The main Node Red flow on the Beaglebone Black is pictured in Figure A.6. A
Serial In node is configured to receive serial data from the Teensy microcontroller. A
timestamp is then attached to the input string. Because this microcontroller lacks the
network connectivity to update an internal clock, it is necessary to add this timestamp
from the Beaglebone Black instead. Next, the Node Red code begins concatenating sensor
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Figure A.6: Node Red main flow
Figure A.7: Node Red sensor-specific flow
strings which were transmitted in multiple lines. Once an “END” has been detected,
specific instructions based on the exact sensor are followed in the “Parse by Sensor ID”
subflow. Once the sensor data have been properly categorized, a Javascript function is used
to format the data into an MQTT-compatible payload. This payload is then transmitted to
the MQTT message broker.
The sensor-specific subflow is shown in Figure A.7. In this configuration, the Node Red
is designed to accommodate two accelerometers, one current sensor, and one temperature
sensor. Based on rules established in Section A.1.2, the UART string is properly associated
with its corresponding sensor type and parsed as an array object.
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