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1．はじめに
筆者は認知科学の立場に立ち，文の「意味」を「情報」という観点で捉え，「意味の理解」を「知識の計算の
所産」と見なすことによって，人間はどのようにして文の「意味」を計算し理解するのかという問題に答えてい
くことを目指している。そのために，人間の知識状態をモデル化し，ことばによって知識状態がいかに変化して
いくかを捉えようとしている。そのような観点から，田中（2010）では，日本語のとりたて詞サエの「意外性」
の意味を詳細に検討することで，「Xサエ P」という文1）は，Xに関してもともとは「¬P」であるという知識状
態だったものが「P」であるという知識状態に置き変わった，という知識の変化（書き換え）を表すものである
ことを示した。続く田中（2012）では，サエの「焦点」に注目し，サエを含む文の Numeration形成，LF表示・
PF表示の出力，そして LF表示から意味表示（SR）への写像という一連の認知操作について提案を行った2）。
そして田中（2013）では，サエの「随伴命題」および「スケール」に注目し，「Xサエ P」の意味表示（SR）は
次のようになっていると主張した。
（1）「Xサエ P」の意味表示（SR） （田中2013：p．137，（27）に基づく。）
P（X）
［¬P（X）］ ：前提①
［P（x）］ ：前提②
［∀x［Prob（P（x））＞Prob（P（X））］（P（x））］：前提③
（1）のうち，P（X）は「Xが Pである」という命題で主張を表す。［¬P（X）］は「Xは Pでない」という命題が
消されたという前提（前提①）を表す。［P（x）］は「xが Pである」という前提（前提②）を表す。xは自由変
項であり，文脈によって補われる。［∀x［Prob（P（x））＞Prob（P（X））］（P（x））］は，「Xよりも Pが成り立つ可能
性（probability）が高いと思っていたすべての xについて P（x）が成り立つ」という前提（前提③）である3）。た
とえば「花子が太郎さえを誕生パーティーに招待した」という文の場合，「『花子が太郎を誕生パーティーに招待
することはない』と思っていたが間違いであった」ことが前提（前提①）となって「花子が太郎を誕生パーティー
に招待した」ことが主張されており，さらに，「太郎以外にも招待された者がいる」こと，「太郎よりも招待され
る可能性が高いと思っていた者はすべて招待された」ことが前提とされている（それぞれ前提②，前提③）とい
う分析である。
このように，サエを含む文の意味などについて徐々に明らかにしてきたわけであるが，これまでの一連の論考
では，「話し手」と「聞き手」をあまり区別しないで論じることが多かった。しかし，サエのように前提が関わ
る表現の場合，話し手が「Xサエ P」を産出する場合と聞き手が「Xサエ P」を理解する場合とでは，情報処理
の過程にいくつかの違いがある。たとえば，「Xサエ P」は「¬Pから Pへ」という知識状態の変化を表すと田
中（2010）で指摘したが，話し手は，自身に当該の知識状態の変化が起こったことを表現する場合だけでなく，
聞き手に対して「¬Pから Pへ」という知識状態の変化を引き起こすことを意図して「Xサエ P」を使用するこ
ともできる4）。つまり，知識状態の変化が「Xサエ P」の発話以前に起こる（話し手の場合）か以後に起こる（聞
き手の場合）かという違いがある。また，話し手の場合は，田中（2013）で指摘した通り，随伴命題がなければ
（（1）の［P（x）］の自由変項 xを満たすものが存在しなければ）「Xサエ P」を適切に使用できないのに対し，聞
き手の場合は，次の例のように，「Xサエ P」の発話を聞くことによって初めて随伴命題の存在が意識されるこ
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ともある。
（2） A：「花子が太郎さえを誕生パーティーに招待した（んだって）。」
B：①「へーえ，ということは，次郎も招待されたんだろうな。」
②「へーえ，ということは，他にも誰か招待された人がいるんだろうな。」
Bの発話①は，変項 xを満たすものとして「次郎」が思い浮かんだ場合である。発話②は，B自身は変項 xを
満たす候補が思い浮かばなかったものの，Aの中にはそれが存在するのであろうと推測している場合である。
このように，聞き手は，サエを含む文を聞くことで話し手に起こった知識状態の変化を追体験し，さらにそれに
よって自身の知識状態を変化させることができる。
そこで，本稿では，話し手が「Xサエ P」を産出するときと，聞き手が「Xサエ P」を理解するときとを区別
し，それぞれ頭の中でどのような計算が行われているのかということを考察したい5）。
2．道具立て
ここでは，上山（2009）や田中（2010）などで提示されている知識モデルを仮定する6）。モデルの全体像は（3）
のとおりであり，ここでの議論に直接関係する用語を簡単に解説しておくと（4）のようになる7）。
（3） モデルの全体像（上山2009：（42）より））
田 中 大 輝
―２４８―
（4） a．Numeration
1つの文を構築する材料となる語彙項目の集合で，Computational Systemへの入力となる。
b．Computational System
Numerationを入力とし，Merge，移動などを経て，PF表示と LF表示を出力するモジュール。
c．PF表示
文の「音」の側面の基盤となるものであり，Computational Systemから出力された後，さらに別のモ
ジュール（音声解釈を与える運用システム）への入力となる。
d．LF表示
文の意味の側面の基盤となるものであり，Computational Systemから出力された後，さらに別のモジ
ュール（意味解釈を与える運用システム）への入力となる。
e．Information Extractor
語彙項目が構造化された LF表示が，さらに概念が構造化された意味表示（Semantic Representation ;
SR）に変換されるモジュール。
f．Working Memory
「直接経験（外界の知覚）によって得た情報（を命題の形にしたもの）」「言語として得た情報（Informa-
tion Extractorから出力された SR）」「何らかの理由により，もしくは偶然に Information Databaseか
ら呼び込まれた情報」などが入ってくるところ8）。新しく命題が入ってきた後は次のような操作が行わ
れる。
1，入ってきた新規命題に nという番号を付ける。（cf．（5b））
2，その命題に但し書き（情報源）を書き加える。（cf．注18）
3，その命題と関連する命題（想起命題）を Information Databaseから呼び込む。（cf．（5c））
4，Working Memory内部の命題群を Inferenceに送り，矛盾がないかどうかチェックする。
5，矛盾が見つかったら各命題の但し書き（情報源）などを参考にして矛盾の解消を図る。
6，矛盾がなければ新規命題を Information Databaseに登録する。その際，その命題に通し番号が
振られる。（cf．（5a））
g．Inference
Working Memoryに呼び込まれた命題間に矛盾がないかどうかを確認したり，命題間にさらなる関係
づけを行って整理をはかったりするところ。
h．Information Database
自分が知っていること（あるいは自分がそうだと思っていることなど）が命題の形で蓄えられているデー
タベース。
また，齊藤（2006）の考えに基づき，Information Databaseに蓄えられている膨大な数の命題の総体を「知識」
と呼ぶことにする。そして，知識に関して次の用語を用い，次節で人間の知識管理の様相について分析を行う。
（5） a．kxx （齊藤2006：p．8に基づく）
Information Databaseを構成する1つ1つの命題。「xx」はそれぞれの通し番号であり，「k101」「k102」
のように記載されている9）。
b．kn （齊藤2006：p．11，（14），1に基づく）
新規命題。もともと Information Databaseにはなく，外部情報からWorking Memoryに入ってきたば
かりの命題。
c．想起命題 （齊藤2006：p．15，（21），1に基づく）
新規命題がWorking Memoryに入ってきたときに，それに伴って Information Databaseから呼び起こ
される命題10）。
d．U （齊藤2006：p．25に基づく）
「通常である」という状況を表す命題の集合11）。
e．k0 （齊藤2006：p．15，（21），1に基づく）
これは「通常」の状況である，という（前提）知識12）。
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3．サエを含む文の産出と理解 ―「話し手」と「聞き手」の処理の違い ―
3．1．「Xサエ P」の SR再考
先述のとおり，田中（2013）では「Xサエ P」の SRは（1）のようになっていると主張したわけであるが，3
つの前提（前提①～③）がそれぞれ SRにおいてどのように表現されていると考えるべきかという点については
詳しい議論をしてこなかった（cf．田中2012：p．178，脚注17，脚注18）。しかし，（3）のモデルに立脚して言語
使用者の知識状態の変化や言語使用者間の情報伝達の様を追究するのであれば，我々が「Xサエ P」という文で
「前提」と感じるものは頭の中で何がどのように計算された結果なのかを明示することが不可欠である。そこで
本稿では，前節での道具立てを踏まえ，筆者のこれまでの一連の論考において（そしてこれまでとりたて研究一
般で）述べられてきたサエが導出する「前提」とは，Working Memory内に適切な命題が存在するかどうかを
チェックするための指令（instruction）であると捉え，（1）全体を（6）のように定式化し直す。
（1）「Xサエ P」の意味表示（SR） （再掲）
P（X）
［¬P（X）］ ：前提①
［P（x）］ ：前提②
［∀x［Prob（P（x））＞Prob（P（X））］（P（x））］：前提③
（6）「Xサエ P」の意味表示（SR）改訂版
P（X）
【instruction1】
Working Memory内に［¬P（X）］があることを確認せよ。
【instruction2】
Working Memory内に［P（Y）］（ただし Yは Xでない定項）があることを確認せよ。
【instruction3】
Working Memory内で［∀x［Prob（P（x））＞Prob（P（X））］（P（x））］が成り立つことを確認せよ。
【instruction1】は，（1）において「「Xは Pでない」という命題が消されたという前提」（前提①）と述べてい
た部分に相当するものであり，Working Memory内に［¬P（X）］という命題が存在することをチェックさせる
指令である。そのため，Working Memory内に［¬P（X）］がなければその SRは不適格となる13）。【instruction2】
は，（1）において「「xが Pである（xは自由変項であり，文脈によって補われる）」という前提」（前提②）と述
べていた部分に相当するものであり，Working Memory内に［P（Y）］（Yは Xでない定項）という命題が存在す
ることをチェックさせる指令である14）。そのため，Working Memory内に該当する命題がなければその SRは不
適格となる15）。【instruction3】は，（1）において「「Xよりも Pが成り立つ可能性（probability）が高いと思って
いたすべての xについて P（x）が成り立つ」という前提」（前提③）と述べていた部分に相当するものであり，
Working Memory内で［∀x［Prob（P（x））＞Prob（P（X））］（P（x））］が成り立つことをチェックさせる指令であ
る。そのため，Working Memory内において，Xよりも Pが成り立つ可能性が高いすべての xについて P（x）が
成り立つのでなければ，その SRは不適格となる16）。
以上の点を踏まえ，以下では，「話し手がサエを含む文を産出する過程」と「聞き手がサエを含む文を理解す
る過程」に分け，それぞれの場合に話し手・聞き手がどのような計算を行っていると考えるべきかを考察する。
なお，説明の簡便のため，以下では共通して（7）の文を例とする。
（7） 太郎さえが来た。
3．2．話し手がサエを含む文を産出する過程
本節では，「話し手は「次郎が来た」ことを知っており，「太郎は来ない」と思っていたのであるが，実際には
「太郎が来た」」という状況を例にして，話し手の知識管理の過程を述べる。
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3．2．1．第一段階：言語化以前（知識状態の変化と新規命題の受容まで）
初発段階として，Information Databaseから呼び込まれた次の2つの命題がWorking Memory内に存在する
とする17）。
（8） Working Memory内
k100： 来た（次郎）／ 直接経験18）
k101：¬来る（太郎）／ 推論
k101はいかなる推論の結果から導かれた命題でもよいが，直接経験によって得られた命題であってはならない。
ここでは便宜的に，既存の次のような知識群を組み合わせた結果，導かれたものとする。
（9） k53：U→［雨が降っている→¬来る（太郎）］ ／ 一般的知識
k0：今は通常の状況である ／ 前提
k23：雨が降っている ／ 直接経験
∴ ¬来る（太郎） （＝k101）
そこに，直接経験として得られた新規命題「太郎が来た」がWorking Memoryに入ってくる。
（10） Working Memory内
kn： 来た（太郎）／ 直接経験
k100： 来た（次郎）／ 直接経験
k101：¬来る（太郎）／ 推論
これらの命題群を Inferenceに送ると，knと k101が矛盾することが分かる。そこで，矛盾の解消を行うため，よ
り情報源の信頼性の低い方の命題が削除される。ここでは k101が削除されるとする19）。
（11） Working Memory内
kn： 来た（太郎）／ 直接経験
k100： 来た（次郎）／ 直接経験
k101：¬来る（太郎）／ 推論
これによりWorking Memory内の矛盾が解消されたため，これらの命題群を受容することができるようにな
る。そこで knに通し番号（例：k102）が付き，Working Memory内のすべての命題が Information Databaseに
送られる。以上が，話し手が新規命題を得てからそれを受容するまでの過程である。これにより，サエを用いて
言語化する条件が整ったことになる20）。
3．2．2．第二段階：言語化（Numeration形成から LF·PFの出力まで）
前節の知識状態の推移を言語化しようと思えば，サエを含んだ Numerationを作ることとなる21）。
（12） Numeration
｛太郎［＋f］1，サエ［+f］1，が，来た｝
上記の Numerationが Computational Systemへの入力となり，サエを含んだ文の LFと PFが出力される。
（13） LF :［IPサエ［IP太郎i［IP tiが来た］］］
PF：太郎さえが来た
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3．2．3．第三段階：SRとWorking Memory内の命題群との擦り合わせ
上記で得られた LFが Information Extractorへの入力となり，次の SRが出力される。
（14） SR
a．［λxi. xiが来た］（太郎）
b． 【instruction1】
Working Memory内に「¬［λxi. xiが来た］（太郎）」があることを確認せよ。
c． 【instruction2】
Working Memory内に「［λxi. xiが来た］（Y）」（ただし Yは「太郎」でない定項）があること
を確認せよ。
d． 【instruction3】
Working Memory内で∀x［Prob（λxi. xiが来た（x））＞Prob（λxi. xiが来た（太郎））］（来た（x））
が成り立つことを確認せよ22）。
そして，上記で得られた SRがWorking Memory内の命題群と矛盾しないかどうか，そして，各指令が無事に
終えられるかどうかをチェックする。
（15） Working Memory内の命題群
a．k102： 来た（太郎）／ 直接経験
b．k101：¬来る（太郎）／ 推論
c．k100： 来た（次郎）／ 直接経験
まず，（14a）と（15a）は矛盾しない。次に，（15b）があるため，（14b）のチェックは無事に完了となる23）。次に，（15
c）があるため，（14c）のチェックも無事に完了となる。（14d）に関しては，（15a）と（15c）が関係する可能性がある
が，（14d）のチェックを無事に終えるためにはまだ情報が不足しているので，Information Database内を検索し
て想起命題を呼び込むこととなる。まず，「Prob（来る（太郎））」の値を確認しなければならない。検索の結果，
次の情報が見つかったとする。
（16） k205：Prob（来る（太郎））＝65／ これまでの経験
次に，この値よりも大きな値を持つ「Prob（来る（x））」形式の命題を検索する。その結果，次の2つだけが見つ
かったとする。
（17） a．k206：Prob（来る（次郎））＝75／ これまでの経験
b．k207：Prob（来る（三郎））＝85／ これまでの経験
次に，「来た（次郎）」と「来た（三郎）」の2つの命題が存在するかどうかを確認する。「来た（次郎）」という命題
は k100としてすでにWorking Memory内にあるので条件を満たしているが，「来た（三郎）」という命題はWorking
Memory内にないので，Information Databaseを検索する。そして次の命題が見つかったとする。
（18） k99： 来た（三郎）／ 直接経験
これにより，Working Memory内で∀x［Prob（λxi. xiが来た（x））＞Prob（λxi. xiが来た（太郎））］（来た（x））が成り
立つことが確認できたので，（14d）に関しても無事にチェックが完了する。
以上により，自身のWorking Memory内の命題群の情報と SRの情報がすべて矛盾しないことが明らかにな
ったので，話し手は自身の状況をことばを使って正しく表現できたと判断できる。以上が，話し手に知識状態の
変化が起こり，それをサエを使って言語化するときの過程である。
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3．3．聞き手がサエを含む文を理解する過程
次に，聞き手がサエを含む文を聞き，それを理解するまでの聞き手の計算過程を述べる。まず，初発段階には，
Working Memoryの中に次の2つの命題が存在するとする24）。
（19） Working Memory内
a．k200：¬来る（太郎）／ 推論
b．k201： 来た（次郎）／ 推論
そこに，話し手（仮に「Aさん」とする）から「太郎さえが来た」という発話を聞く。そこで（20）のように Numera-
tionを形成し25），（21）のように LFと PFを出力して，最終的に（22）の SRが出力される。
（20） Numeration（＝（12））
｛太郎［＋f］1，サエ［＋f］1，が，来た｝
（21）（＝（13））
LF :［IPサエ［IP太郎i［IP tiが来た］］］
PF：太郎さえが来た
（22） SR（＝（14））
a．［λxi. xiが来た］（太郎）
b． 【instruction1】
Working Memory内に「¬［λxi. xiが来た］（太郎）」があることを確認せよ。
c． 【instruction2】
Working Memory内に「［λxi. xiが来た］（Y）」（ただし Yは「太郎」でない定項）がある
ことを確認せよ。
d． 【instruction3】
Working Memory内で∀x［Prob（λxi. xiが来た（x））＞Prob（λxi. xiが来た（太郎））］（来た（x））
が成り立つことを確認せよ。
そして，上記で得られた SRがWorking Memory内の命題群と矛盾しないかどうか，そして，各指令が無事に
終えられるかどうかをチェックする。まず，（19a）と（22a）は矛盾するが，（19a）を破棄（削除）すれば，両者の
矛盾が解消されるだけでなく，（22b）のチェックも無事に完了させることができるので，合理的な聞き手はその
方法をとるだろう26）。次に，（19b）があるため，（22c）のチェックも無事に完了させることができる27）。最後に，（22
d）に関しては，たとえば次のような命題群を組み合わせることによって無事にチェックを完了させることがで
きる28）。
（23） a．k905：Prob（来る（太郎））＝55／ これまでの経験
b．k906：Prob（来る（次郎））＝85／ これまでの経験
c．k907：Prob（来る（花子））＝90／ これまでの経験
d．k201：来た（次郎） ／ 推論
e．k805：来た（花子） ／ 推論
以上の過程を経て，聞き手は（22）全体を受け入れられることになり，（24）のWorking Memoryにある命題す
べてを Information Databaseに送ることになる（その際，新規命題（kn～kn＋3）には通し番号が付く）。
（24） Working Memory内
a．kn： 「太郎さえが来た」と Aさんが言った ／ 直接体験29）
b．kn＋1：［λxi. xiが来た］（太郎） ／ Aさんからの言語情報（＝（22a））
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c．k200： ¬来る（太郎）／推論 ／ Aさんからの言語情報（＝（22b））
d．kn＋2：［λxi. xiが来た］（Y）（ただし Yは「太郎」でない定項）
／ Aさんからの言語情報（＝（22c））
e．k201：来た（次郎）／推論
f．kn＋3：∀x［Prob（λxi. xiが来た（x））＞Prob（λxi. xiが来た（太郎））］（来た（x））
／ Aさんからの言語情報（＝（22d））
このように，サエを含む文を理解するとは，話し手に起こった知識状態の変化を追体験し，さらに，それによっ
て必要に応じて自身の知識状態を変化させることなのである。
4．おわりに
本稿では，サエの意味機能を捉えるためには「知識状態の変化」という人間のダイナミックな認知活動の一側
面に注目することが不可欠であるという立場から，「Xサエ P」という文が産出されるまでのプロセス，および
「Xサエ P」という文が理解されるまでのプロセスを提示した。「知識状態」およびその「変化」というような
側面は，認知科学のアプローチを採る生成文法においても，文法30）外の要因による語用論的側面として，経験科
学の説明の対象外と見なされることが多かった。しかし，「文法外」の要因であっても，それを明示的なモデル
として提示できれば，経験科学として研究を進めていくことが可能である。そこで本稿では，「Xサエ P」の意
味や構造など言語学的側面については田中（2010），田中（2012），田中（2013）を基盤とし，人間の知識管理の
様相については齊藤（2006）の分析を多く取り入れ，人間の認知的営みに関わるモデルの全体像については上山
（2009）のモデルを採用することによって，「知識状態の変化をサエを用いて表現する場合」と「サエを含む文
を聞いて知識状態の変化を起こす場合」それぞれにおける各言語使用者の知識管理の過程を考察した。このよう
に，本稿は，文法外のモジュールの働きも含めてモデル化することによって，経験科学としての言語学の視野を
広げることを目指したものである。
注
1）「X」はサエがとりたてている要素を表し，「P」は共通点として比較の対象となっている開放文を表す。た
とえば，次の状況1におけるサエの使用の場合であれば，「X」は「太郎」，「P」は「花子が xを誕生パー
ティーに招待した」となる。
状況1
花子が，普段から仲良しの一郎，次郎を誕生パーティーに招待した。さらに花子は，（普段まったく交
流のない，いじめられっこの）太郎を誕生パーティーに招待した。
⇒「花子が太郎さえを誕生パーティーに招待した。」
2）Numeration, LF表示，PF表示，意味表示（SR）といった各用語の内容については（3），（4）を参照された
い。
3）前提②は，Karttunen and Peters（1979）以来，「存在の前提（existential presupposition）」と呼ばれている
ものにほぼ相当し，前提③は，Karttunen and Peters（1979）以来，「段階の前提（scalar presupposition）」
と呼ばれているものにほぼ相当する。
4）話し手には特に知識状態の変化が起こっておらず，聞き手に知識状態の変化を起こすことを意図して「X
サエ P」が用いられる例には次のようなものがある。（田中2010：p．42，脚注12を一部改編。）
状況2
私は花子が太郎を誕生パーティーに招待したことを知っている。しかし次郎はそのことを知らない。太
郎は嫌われ者として有名なので，これはちょっとしたニュースである。このことを知ったらさぞかし次
郎はビックリするだろう，と思って次郎に一言。
⇒「花子が太郎さえを誕生パーティーに招待した（んだよ）。」
状況3
うちにあるテレビは特殊な受信機を備えており，日本の民放はもちろんのこと，アメリカの番組も受信
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することができる。そのことを自慢したくて友達に一言。
⇒「うちのテレビはアメリカの番組さえ映る（んだよ）。」
状況2では，話し手の中で「聞き手は『花子が太郎を誕生パーティーに招待することはない（＝¬P）』と
思っている」ことが想定されており，「Xサエ P」を発することで，聞き手に対して「¬Pから Pへ」とい
う知識の変化を起こすことが意図されている。同様に，状況3では，話し手の中で「聞き手は『アメリカ
の番組は映らない（＝¬P）』と思っている」ことが想定されており，その知識を『アメリカの番組が映る
（＝P）』に変換することが意図されている。
5）本稿の「話し手」「聞き手」という概念には「書き手」「読み手」という概念も含まれるものとする。したが
って，以下で提示する分析は，「ことばを使って情報を発信する」場合と「ことばによって発信された情報
を受容する」場合，つまり「産出」と「理解」一般に当てはまるものである。
6）この知識モデルは Takubo and Kinsui（1997）や田窪（2006）で展開されている談話管理理論の考えを基盤
としており，上山（2005），齊藤（2006），上山（2008）などのモデルを経て，本稿で採用しているモデルに
至っている。その後，Ueyama（2010）や上山（2013）などで若干の修正が施されているが，本稿での議論
と直接的には関係しないため，その後のモデルについては触れないこととする。
7）（4a−d）は生成文法の基本的な用語であり，詳しくは北川・上山（2004）や田窪他（1998）を参照されたい。
（4e−h）については上山（2009）や田中（2009）が詳しい。
8）いわゆる作動記憶（作業記憶）というものは，一般的には，もう少し広範な情報が（数字や映像なども）蓄
えられる場所であると考えられていることが多いが，ここでは，言語（の産出・理解過程）に焦点を絞って
いるため，言語以外の情報の扱いに関しては捨象している。本稿が採用しているWorking Memoryと一般
的なWorking Memoryの違いについては田中（2009）p．6，脚注6に詳しい。
9）通し番号の具体的な値は便宜的なものであり，以下に出てくる数字は恣意的に割り当てられたものに過ぎな
い。
10）たとえば日常生活において「太郎が試験に合格した」ということを知った場合，我々はそれをきっかけとし
て「そういえば太郎はここ数日ずっと頑張っていた」や「その試験の合格率は確か20％ぐらいではなかった
か」のように，関連する命題をいろいろと想起する。ここではそれを「想起命題」と呼んでいる。もちろん，
どのような命題が呼び出されるかは状況によって様々である。なお，齊藤（2006）ではこれらは「随伴命題」
と呼ばれているが，本稿（および筆者の一連の論考）では，別概念である “shadow sentences”（cf. Kuroda
1965）の訳語として「随伴命題」という名称を用いているため，ここでは齊藤（2006）の「随伴命題」に対
して「想起命題」という名称を用いている。
11）我々が持っている「知識」には，「太郎は背が高い」や「昨日，徳島では雨が降った」のような個別的なも
のだけではなく，「雨が降ったら水たまりができる」のような一般的な因果関係を表すものもある。ただし，
我々がもつ世界に対する一般的知識は，『必ず』「雨が降れば水たまりができる」というような必然の関係を
述べるものであることは少なく，むしろ，『通常は』「雨が降れば水たまりができる」というような蓋然の関
係を述べるものであることが多い。そこで齊藤（2006）は，我々が持っている一般的知識には『通常ならば』
という暗黙の仮定が含まれていると考え，「通常である」という状況を表す命題の集合「U」を仮定し，「雨
が降ったら水たまりができる」のような知識を次のように捉えた。
k35：U→［雨が降った→水たまりができる］
12）たとえば我々は，「雨が降った」という知識を得れば，そこには水たまりができている（はずだ），というこ
とを推測する。齊藤（2006）は，これは，我々が「今，直面している事態は『通常』の状況である」という
（前提）知識を持って推論を行うからであると考え，そのような知識を「k0」で表し，当該の推論は次のよ
うに行われると考えた。
k35： U→［雨が降った→水たまりができる］
k0： 今は「通常」の状況である
kn： 雨が降った
∴水たまりができている
13）たとえば，次の状況4でサエの発話が不適切なのは，この状況では話し手のWorking Memory内に［¬P
（X）］（「10の的に弾が当たらない」という命題）が存在せず，サエを含んだ文の SRが不適格となるからで
ある。
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前年度の日本柔道ランキング
（選出される可能性のランキング） 自分の予想 実際の選考結果
1位 鈴木選手 選出 選出
2位 吉田選手 選出 不選出
3位 田中選手 不選出 選出
4位 大野選手 不選出 不選出
5位 山岡選手 不選出 不選出
… … … …
状況4（田中2010：p．41，状況5，（9）に基づく）
パソコンで射的ゲームに興じている。画面上に1から6までの的があって，狙いを定めてタイミングよ
くボタンを押すと，弾が的に当たって割れ，的に書かれた数字の分だけ得点が入る仕組みになっている。
ただし，得点の高い的ほど，（的そのものが小さかったり的が奇妙な動きをするなどして）当たりにく
くなっている。さて，1の的，2の的…と順調にクリアしていき，最後に最も難易度が高い6の的を残
すのみとなった。この的はこれまでに何度も挑戦してきているが，ことごとく失敗に終わっているので，
今回も失敗するだろうな…と，あまり期待せず，それでも息を飲んで慎重に狙いを定めてボタンを押し
たところ，なんと，バグが生じたのか，突然，画面上に10という的が現れ，その的に弾が当たって割れ
た。
⇒＃「10の的にさえ弾が当たった。」
14）田中（2012）では，【instruction2】に相当する前提②を自由変項 xを含む［P（x）］とし，xは文脈で補われ
るという分析を提示していたが，それは聞き手に特化した述べ方であった。話し手の場合は，Pの項の部分
は変項ではなく定項でなければならない（話し手のWorking Memory内では項の中身は確定していなけれ
ばならない）ので，このような述べ方に修正した。この修正により，聞き手の情報処理の手順がどのように
捉え直されることになるのかについては3．3節を参照してほしい。
15）たとえば，次の状況5でサエの発話が不適切なのは，この状況では話し手のWorking Memory内に［P
（Y）］（「山本氏でない誰かがリーマン予想を解いた」という命題）が存在せず，サエを含んだ文の SRが不
適格となるからである。
状況5（田中2013：p．143，（11），（12）に基づく）
冴えない数学者である山本氏が，数学上の未解決問題のひとつであるリーマン予想を解こうとしてい
た。誰もが「彼などに解けるはずがない」と思っていたのだが，ある日，山本氏はリーマン予想を証明
したと発表し，学会に提出した。学会の慎重な調査の結果，なんと，山本氏の証明に間違いはないこと
が確認された。
⇒＃「山本氏さえがリーマン予想を解いた。」
16）たとえば，次の状況6でサエの発話が不適切なのは，この状況では話し手のWorking Memory内で［∀x
［Prob（P（x））＞Prob（P（X））］（P（x））］が成り立たず（田中選手より選ばれる可能性が高いと思っていた吉田
選手が選ばれなかったため），サエを含んだ文の SRが不適格となるからである。
状況6（田中2013：p．138，（25）に基づく）
世界柔道選手権に出場する日本代表選手を選考する時期となった。毎年，前年度の日本ランキング上位
2名が選出されているので，今年は1位の鈴木選手と2位の吉田選手が選出され，残りの選手は選出さ
れないだろうと私は予想していた。ところが，今年度の田中選手の大活躍が認められたのか，実際に日
本代表に選ばれたのは，ランキング1位の鈴木選手と，あともう一人は（ランキング2位の吉田選手で
はなく）ランキング3位の田中選手だった。
⇒＃「（3位の）田中選手さえが日本代表に選ばれた。」
17）ここでは例として，「太郎が来た」ことを知る前に「次郎が来た」「太郎は来ない」の2つの命題がWorking
Memoryに入っている場合を挙げているが，これら2つの命題は「太郎が来た」ことを知った後で，想起命
題としてWorking Memoryに入ってくるのでもかまわない。つまり，誰が来るか来ないかはまったく考え
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ていなかった状態で「太郎が来た」ことを知り，それを契機として「太郎は来ないと思っていたんだけどな
ぁ」や「そういえば他に次郎も来てたなぁ」といったことを想起するという場合である。
18）齊藤（2006）p．10に基づき，Information Databaseに蓄えられている命題は原則的にはすべてその情報源が
記載されていると仮定し，その情報源の部分を「／」の右側に表記することにする。なお，ここでは例とし
て「次郎が来た」ことを直接体験として知っている場合を挙げているが，推論の結果として「次郎が来た」
（あるいは「次郎が来る」）という命題を持っているのでもかまわない。
19）もちろん，可能性としては knを削除して k101を残すことも考えられるが，たいていの場合は，推論で得られ
た命題よりも直接経験で得られた命題の方に信頼を置くので，ここでもそちらのケースを採用した。なお，
より正確には，k101が取り消されるだけでなく，k101を推論で生み出した際に使われた命題群の一部が修正さ
れることになる。ここでは「今は通常の状況である」という前提（k0）を破棄したとする。
例）修正前
k53： U→［雨が降っている→¬来る（太郎）］ ／ 一般的知識
k0： 今は通常の状況である ／ 前提
k23： 雨が降っている ／ 直接経験
∴¬来る（太郎）（＝k101）
修正後
k53： U→［雨が降っている→¬来る（太郎）］ ／ 一般的知識
k0： 今は通常の状況である （前提の取り消し）
k23： 雨が降っている ／ 直接経験
∴¬来る（太郎）（＝k101）
打ち消し線つきの命題は，その命題が削除（修正）されたことを表す。ただし，削除（修正）された命題は，
その後，消滅してしまうのではなく，「削除（修正）された」という情報が加わったうえでWorking Memory
に残る。
20）一方，注4で挙げた例のように，話し手には特に知識状態の変化が起こっておらず，聞き手に知識状態の変
化を起こすことを意図して話し手が「太郎さえが来た」と言う場合はどうであろうか。この場合は，「来た
（太郎）」という命題は話し手自身が持っているものの，「¬来る（太郎）」という命題や「来た（Y）」という
命題は聞き手が持っている（聞き手はこれらの命題を推論によって導出できる）と話し手が想定しているの
でなければならない。つまり，「Xサエ P」を適切に産出できるのは，P（X）を話し手が所有しており，かつ，
それ以外の命題群を話し手か聞き手のどちらかが所有している（と話し手が思っている）場合ということに
なる。
21）言語化しようと思わなければ，前節の過程で計算は終了となる。言語化しようと思った場合は，先ほど Infor-
mation Databaseに格納した命題群をまたWorking Memoryに呼び込んで計算を始めることとなる。この
状況を言語化する際，必ずしもサエを用いる必要はないが，ここではサエを用いる場合について見ていく。
なお，Numerationの形成から LF・PF出力までの詳細な過程は田中（2012）の分析に倣う。
22）ここでいうところの「可能性（probability）」は「来た」可能性ではなく「来る」可能性であるため，【instruc-
tion3】の「∀x［Prob（λxi. xiが来た（x））＞Prob（λxi. xiが来た（太郎））］（来た（x））」の部分は，本来ならば
「∀x［Prob（λxi. xiが来る（x））＞Prob（λxi. xiが来る（太郎））］（来た（x））」のように，「可能性（probability）」
のところにはテンスが含まれないように表されている方が望ましい。SRで表現されている各命題にテンス
が含まれるべきかどうかという問題は，時制辞がサエの焦点に入るかどうかという問題と直結しており（本
稿では田中2012に基づき時制辞がサエの焦点に入るという立場で分析を行っているが，たとえば青柳2006で
は時制辞は焦点に入らないと分析されている），サエを含む文の統語構造のあり方にも影響を及ぼす重要な
問題である。しかし，この問題は本稿の範囲を超えているため，いずれ稿を改めて論じることとし，ここで
はテンスの問題については保留しておくことにする。
23）（15b）と（14b）の間ではテンスが一致していないが，注22で述べたとおり，ここではテンスの問題は保留し
ておく。
24）聞き手のWorking Memory内には何もない状態であってもかまわないが，話し手がサエという前提を含む
表現を使って情報伝達を行うという場面においては，話し手と聞き手の間にはある程度の共有知識があると
意識されているのが普通であり，聞き手のWorking Memoryに何もない状態というのはまれであると思わ
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れる。（その場合にサエを使用すると唐突な印象を与えることになり，理解するのに聞き手に大きな負担を
与えることになる。）そのため，ここでは聞き手のWorking Memoryに最初から関連する命題群がある場
合を見ていく。
25）発話を聞いてから Numerationを形成するまでには，聞こえた音と知っている単語を結びつける作業などが
行われているはずであるが，ここでは割愛する。また，Numeration形成の際に（（12）参照），サエ以外のど
こに［＋f］をつけるかは任意であり，聞き手が「太郎」に付けないこともありうるが，以下では「太郎」に
付けた場合を考察する。（「太郎」以外に付けた場合は話し手の意図から逸脱し，「誤解」が生じることとな
る。）
26）ただし，注19で述べたように，正確には，（19a）が破棄（削除）されるだけでなく，（19a）を推論で生み出し
た際に使われた命題群の一部も修正されることになる。また，もちろん，「人の言うことを信用しない」（（22）
を破棄して（19）を保持する）というケースはありうるが，ここでは素直に信じた場合を扱う。
27）（22c）の指令によって表されているのは，「太郎でない定項 Yについて「来た（Y）」が成り立つことを確認
せよ」というものであり，Yの値が何であるか（何でなければならないか）というところまでは指定され
ていない。そこで，聞き手は，自身の有する命題群の確からしさや話し手との知識の共有度合いなどに基づ
いて，「話し手の Yの値も「次郎」なのではないか」と推測したり（（2）における Bの発話①がそういった
ケースである），「話し手の Yの値は自分には分からないが話し手には確かに存在するらしい」と推測した
り（（2）における Bの発話②がそういったケースである）することになる。
28）k201は直接経験ではなく推論によって得られた命題となっているが，k905，k906，そして話し手の言語情報の
【instruction2】【instruction3】から，聞き手は k201の確からしさが上がったと判断するかもしれない。推
論結果として持っている命題や人から聞いて得た命題などは，情報源の信頼度などに応じて「どれだけ正し
いと思っているか」の度合いが異なるはずである。そして，各命題の「確からしさ」は，新規命題の受容の
過程などで適宜参照され，それに基づいて情報の取捨選択がなされ（注19で述べた，「たいていの場合は，
推論で得られた命題よりも直接経験で得られた命題の方に信頼を置く」というのはまさにこのことである），
情報の更新とともに各命題の「確からしさ」そのものも変動していくものである。そのように考えると，「確
からしさ」という概念も各命題の「但し書き」部に何らかの形で記載されていると考えるべきであろうが，
今後の課題としておきたい。
29）我々は，たとえば Aさんから「B」という発話を聞いたとき，「Aさんが『B』という発話を行った」とい
う観察的知識と，「Aさんは『B』と思っている（Aさんには Bという知識がある）」という Aさんに関す
る個別的知識を得る。ここでは前者を knで表現し，後者を kn＋1～kn＋3で表現した。
30）ここでいう「文法」とは，（3），（4）における Computational Systemのことである。
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サエを含む文の産出と理解
―２５９―
This research shows the process of producing sentences containing sae and the process of understanding
such sentences based on the viewpoint where change in the state of knowledge is essential to capture the
function of sae. In study of generative grammar, past researchers have seen aspects such as “the state of
knowledge” and its “change” as irrelevant to empirical scientific research since they considered these as-
pects arose from outside grammatical factors. Even if the aspects arise from out−of−grammatical factors,
however, it is possible to study the subject further as empirical scientific research as long as they can be
shown as an explicit model. Therefore, in this research, many of the analyses on the perspective of
knowledge management conducted by Saito（2006）are incorporated, and the model of Ueyama（2009）for
the holistic modeling structure concerning human cognitive operation is adopted while the basis of the lin-
guistic aspects such as semantics and syntax of sentences containing sae is drawn from the studies con-
ducted by Tanaka（2010, 2012, 2013）. On that basis, this study examines users’ knowledge management
process for each case where “change in the state of knowledge is expressed utilizing sae” and “hearing of
sentences containing sae creates change in the state of knowledge”. Thus, this research aims at expanding
the vision of linguistics as empirical science by creating a model including the functions of modules which
are out of grammar.
Production and Understanding of Sentences Containing Sae
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