Space and planetary exploration and construction can be significantly facilitated by the use of robotic technology, which can provide low risk and low cost means. Especially for remote missions, it seems necessary to use robots able to autonomously pursue mission goals specified beforehand by humans. One key competence that such an autonomous robotic agent should possess is the ability to plan sequences of activities for achieving mission goals. Current technologies base such planning skills on human intervention and/or a priori obtained maps of the operation environment. However, missions to remote unexplored planetary objects will not always have these privileges of pre-supplied maps of the landing and operation terrain and of frequent communication with human operators on earth. On the contrary we need robots able, after landing, to adapt to their environment and learn how to successfully operate in it autonomously for achieving pre-specified mission goals. Achieving such degrees of autonomy requires two capabilities of the robots: first, to be able to learn how to operate in a new environment and second, to be able to generalize over their experience in order to behave properly in novel situations by exploiting previous experience.
Introduction
In the future, we will pursue exploration and construction missions in increasingly remote planets, and hence the ability for communication with operation centers on earth will be eventually limited; therefore, we will need to design robots with increased level of autonomy.
In addition the more remote a target planet is, the higher the cost of enterprising a sequence of precursor missions for mapping and scheduling the mission will be. Mapping and predefining every step of our mission goals is a methodology that has been developed for missions local to our own planet, but when applied to interplanetary missions becomes inefficient. We can avoid this problem if we develop robots able to learn and adapt in their environment after landing. They can make their own maps and then plan activities for achieving the mission goals, previously specified by humans.
However, it is not adequate to learn by experience how to appropriately behave only in particular situations because there are always novel situations throughout the lifetime of the agent. It is therefore necessary to build robots that are able to draw generalizations on their experience.
Therefore, achieving such degrees of autonomy demands two capabilities of the robots: first is the ability to learn how to operate in their environment and second the ability to generalize over experience in order to react properly in novel situations by exploiting previous experience.
However, this paper does not content itself on a proposal for increased autonomy; it also proposes a way towards this aim.
Related Work
Usual current path planners make use of presupplied world models and employ logic operations for planning. However, these are only applicable to well mapped environments and require very precisely understood characteristics and dynamics of the robot and the environment. In practice, these are intractable problems as the environment gets larger and larger. As a result, current missions always have human operators in the loop that monitor the operation and continually re-specify mission goals with a minimal level of autonomous operation.
Our aim is to develop path-planning mechanisms that can autonomously acquire models of the environment and the robot's behavior and use them for planning deliberate action. Since we are using artificial neural networks as representation means, we will call these approaches sub-symbolic.
The bulk of research on sub-symbolic planning to date has focused on simulated agents, rather than situated, embodied mobile robots. An example is the work presented by Baldassarre in [1] , where simulated agents used artificial neural networks and reinforcement learning methods for learning plans. As a result, many training repetitions were required during learning for the simulated robots to be able to select an optimal action, having been given a current state and a goal.
In real world robotic applications, however, it is desirable to associate more than one action with each state, and to be able to reuse acquired knowledge in different tasks. The approach we present in this paper is an example of a mechanism capable of doing that.
Regarding research in sub-symbolic action planning for real robots, Zeller et al. present a solution to a path-planning problem for a real robot arm, using sub-symbolic methods [18] . Their approach, however, relies on taskspecific heuristics, a dependence that we avoid in the research presented here. This is not unlike the work of Bugmann [3] , with the differences that we used a selfsufficient robot, capable of moving in real world and with a larger behavioral repertoire. Additionally, by using a self-organizing map (SOM) [9] for clustering sensor inputs, the effect of noisy data is reduced.
Choset et al. [4] discuss the implementation of autonomous mapping using generalized Voronoi graphs, an approach which proved to be successful but does not allow for generalization.
Franz et al. use view graphs for representing relationships between places [8] . In this work the robot has only a homing behavior, which moves the robot from one place to another. Contrary to this, we equipped our mechanism with a variety of behaviors that can be activated as desired.
In the work of Kuipers and Byan [9] , a simulated robot uses a behavior sequence stipulated by a fixed state transition machine, both for exploration and then for going from one place to another.
In the work presented by Taylor et al. [16] , a similar approach is taken, but artificial landmarks have been introduced in the environment, which might be an option, but not very easy to perform in an unknown planetary surface and so it is not of our interest.
Moreover, all these approaches lack the ability for generalization, which I consider very important for autonomous operation in real environments. Such a generalization ability is provided by the mission operator in semi-autonomous systems that are currently in use, because he has the mental ability to do so; however, as previously mentioned, necessity for human intervention is a limiting factor.
Architecture
Our aim as outlined previously is twofold. Initially, we investigate the feasibility of designing a sub-symbolic planning mechanism for real mobile robots and then we assess the generalization abilities of the planner.
Learning
The first objective was to develop a subsymbolic planning mechanism with the ability to learn by exploration and then plan its route. We used a robot which was programmed to posses a set of primitive motor actions, which allow it to sense and navigate in the environment. During an initial exploration phase, the robot autonomously explores the environment, each time activating one of the available motor actions, and learning the effect that each motor action has on the sensor inputs.
A graphical representation of the subsymbolic path-planning mechanism we present is depicted in figure 1. The signals from the sensors 1 are packed to form a vector of values and are fed to a self-organizing map (SOM [9] ). The SOM has multiple output nodes indicated with circles in figure 1 . The self-organizing map is trained with these sensor input data as a clustering mechanism. As a result, after training, for a given sensor input vector a specific output node will have maximum output value, signifying the category in which the input is classified. The SOM classifies the sensor input vectors based on their similarity. Euclidean distance is used as the dissimilarity measure.
Essentially, for any position of the robot in the environment and corresponding sensor input, only one node of the SOM will be active. This activation is a sub-symbolic representation of the situation the robot is in.
The next stage during learning is to develop a representation of how to do things. Specifically, while the robot pursues a motor action, it moves from an initial location in the environment to another. As a consequence, what the robot senses with its sensors changes. Each instance of sensor inputs activates a node of the SOM and pursuing a motor action will cause a different node to activate. When the mechanism observes such a transition it places a link between the previously activated SOM node and the current. The link is labeled with the motor action that caused this transition and they are graphically represented in figure 1 as arrows. In this manner, the learning-planning mechanism develops a representation of dynamics of the robot's behavior throughout the exploratory phase.
At this stage, the path-planning mechanism is ready for making plans, and experiments will illustrate this in the next section, though it still lacks generalization ability (we call this one original planner).
For searching for plans we use a reactiondiffusion approach [17] . Placing an imaginary marker at the node that correspond to the start location and spreading it along links at an even pace, the marker will eventually arrive at the node corresponding to the goal location, indicating a complete path from start to goal.
Once the robot has executed the first motor action of the plan, the planning algorithm as described above is invoked again. This is to avoid errors due to incorrect execution of a motor action (inaccuracies, noise, etc.).
Generalization
Our second aim was to introduce to the mechanism an ability for generalization. Generalization enables the robot to operate in unfamiliar circumstances by exploiting experience obtained in other similar situations. For example, approaching a wall causes similar change on the sensor inputs (distance becomes smaller and features increase in size) regardless of which particular wall we are referring to and whether we have seen it before or not.
This has been brought into practice by employing artificial neural networks (ANN) that learn to predict what will be the next sensor inputs of the robot if a particular motor action is activated in the current situation.
We use one ANN for each motor action available to the robot. For training these ANNs we present only the instances that correspond to the motor action that each ANN is supposed to be trained on.
With addition of the ANNs the subsymbolic planning mechanism will take a form that is graphically illustrated in figure 2 . In this figure, four ANNs are used (for a robot with four motor actions) and a planning instance is illustrated.
This planning mechanism works as follows: if the marker of the reaction-diffusion process reaches a SOM node from which no action links emanate, ANN networks are used to hypothesize links to other nodes instead. Search then resumes as normal. We will call this planning mechanism ANN planner because it employs ANNs. 
Experiments
The first aim of the experiments presented here was to examine the feasibility of developing path-planning mechanisms which can autonomously acquire representations of the environment and use them for planning their actions. Second aim, was to test the ability of the sub-symbolic planning mechanism to generalize over the explicitly encountered situations. For this purpose we compare an original naïve planner version with one that makes use of artificial neural networks.
Experimental Setup
A MagellanPro mobile robot has been used during the experiments presented here. The experiments were conducted in three indoors experimental arenas, each of a different degree of spatial complexity.
The first environment is a large open space and the robot is required to plan and move to a specified distance from a wall and obtain a specified orientation. The second environment is an empty room and the robot is required to move to a specified position and orientation. The third environment is a room with carton boxes placed as obstacles at random intervals. In all environments, each wall is colored with one of the primary colors.
The behavioral repertoire of the robot was composed by four motor actions (i.e. 'move forwards 50cm', 'move backwards 50cm', 'turn left 40 o ' and 'turn right 40 o '). Obstacle avoidance was implemented as part of the motor actions. These motor actions are implemented with only interoceptive feedback, so they are unreliable. This was a deliberate choice, because having a system that is not very reliable allowed us to clearly study the difference in performance between the original-planner and the ANN-planner. In real applications, robust goal directed behaviors should be used instead, as we illustrate elsewhere (under preparation).
As sensor inputs to the sub-symbolic action-planning mechanism, we used 16 ultrasonic SONAR range sensors, 16 infrared distance sensors and preprocessed images from a color camera. Each image captured with the camera was preprocessed for detecting existence of any red, green and blue regions, resulting to 3 binary signals.
Performance Criterion
As the performance criterion we used the success rate of the planner, which was defined as the number of successful runs over the number of trials for a certain task. An unsuccessful run occurs when the robot stops, not being able to make a plan from the current position to the goal, or if the time used for accomplishing the task exceeded five minutes.
Experimental Results

Training Phase
The training phase was repeated separately for each environment. Initially, the robot was left to explore the environment by performing 3000 motor actions selected from those of its behavioral repertoire and consequently recording the change in sensor inputs that was caused by each motor action. Then the original-planner as well as the ANN-planner were trained off-line, using the acquired data.
First, the sensor input samples were presented to a SOM of 100 output nodes 50 times and eventually the map converged.
Then, each of the sensor input samples was presented again and links were placed between the subsequently activated output nodes of the SOM. The links were labeled with the motor action that took the robot from one sensor input to the next. A graphical representation of the result will look like that of figure 1.
At this point we have trained the subsymbolic planning mechanism explicitly with the examples that the robot has experienced and can be used as the original-planner (without ANNs), but as we have mentioned we aim to compare it with the ANN-planner which can generalize over experience. For this purpose, we train a second planning mechanism in the same way and then we additionally train one ANN as predictor of subsequent sensor input for each motor action. To each ANN we present the sensor inputs before initiating the activity and the sensor inputs after the activity has completed for a specific motor action.
In figure 3 , we present the RMS error variation during training for one of the ANNs, for illustrating the training process, while the other ANNs are very similar in that respect. The upper part of figure 3 illustrates the RMS error for different sizes of ANNs. Using this graph, we selected an ANN with 200 neurons, which combines low error and small number of neurons. The lower graph of the same figure illustrates the training and validation errors progress for the ANN with the size we finally selected to use.
After training the SOM, creating the links and training the ANNs the ANN-planner is ready for accomplishing mission goals.
Mission Pursue Phase
Once trained, the two planners were assessed by planning for five different, randomly selected tasks in each of the three environments. For each task, the robot had to move from a starting to a goal position and orientation; for each task we selected different locations and orientations of the robot. We performed 10 runs with each planner for each of the tasks. The results are graphically depicted in figure 4 and illustrate that both versions of the sub-symbolic path-planner were able to successfully pursue plans in different situations using previously acquired experience.
Therefore, sub-symbolic path planning proved to be feasible for real mobile robots.
As a next step, we wanted to assess whether the generalization ability of the ANNplanner has an effect on the success rate of the planning mechanism. For this purpose, we compared the performance of the two sub-symbolic path-planners (the originalplanner and the ANN-planner) using statistical analysis methods.
Specifically, we tested the statistical significance of the differences in performance of the two planners. For this purpose we used the Wilcoxon signed-rank test for pairedsamples, the null hypothesis for each environment is that there is not statistically significant difference between the medians of each pair of samples. Using the common convention of pvalue≤0.05 for satisfying statistical significance we observe that the performance measurements obtained in environments B and C are significantly different while those in environment A are not.
Therefore, in environment A, which is spatially the simplest, the performance of the two planners does not differ significantly. In contrast, in the environments B and C, which are more cluttered, there is significantly improved performance of the ANN-planner in respect to the original-planner.
In conclusion, enabling the planner to generalize over the robot's experience results to improvement of the success rate.
Conclusion
We presented two sub-symbolic pathplanning mechanisms which can autonomously determine plans of action for accomplishing mission goals without requiring pre-supplied maps of the environment or human intervention during operation. Instead, these planning mechanisms autonomously acquire their own representations of the environment and use them for planning their actions.
Moreover, the one of the planning mechanisms we presented uses artificial neural networks (ANN) for generalizing over the robot's experience and therefore is able to plan appropriate actions in novel situations, leading to more successful operation.
The experimental results not only illustrated this ability but also illuminated the advantages of designing autonomous robots with learning capabilities.
However, designing robots which autonomously learn and then accomplish mission goals requires changes in the missions design methodology and philosophy. Specifically, one of the concepts we should start altering is the usual expectation of the mission designers that the robot will do exactly what we want in the way we would like it to be done. This is feasible when cooperating with humans, because we share common sense and we learn to do things with similar way. For a robot with body 2 that hardly resembles that of a human there are better ways to do the same things.
Enabling robotic agents to discover better ways of achieving goals has the potential of leading to more successful robots.
These alternative ways are often difficult to imagine without letting the robot to discover them through a trial-and-error process. In other words we should depart from the general-soldier model and equip our robots with mechanisms that enable them to explore, learn, and then plan and attain mission goals.
