We consider geostatistical models that allow the locations at which data are collected to be informative about the outcomes. Diggle et al. [2009] refer to this problem as preferential sampling, though we use the term informative sampling to highlight the relationship with the longitudinal data literature on informative observation times. In the longitudinal setting, joint models of the observation times and outcome process are widely used to adjust for informative sampling bias. We propose a Bayesian geostatistical joint model, which models the locations using a log Gaussian Cox process, while modeling the outcomes conditionally on the locations as Gaussian with a Gaussian process spatial random effect and adjustment for the location intensity process. We prove posterior propriety under an improper prior on the parameter controlling the degree of informative sampling, demonstrating that the data are informative. In addition, we show that the density of the locations and mean function of the outcome process can be estimated consistently under mild assumptions. The methods are applied to ozone data.
Introduction
Geostatistical models focus on inferring a continuous spatial process based on data observed at finitely many locations, with the locations typically assumed to be non-informative about the outcomes being collected. As noted by Diggle et al. [2009] , this assumption is very commonly violated for point-referenced spatial data, as it is not unusual to collect the data points at locations thought to have a large or small value for the outcome. For example, in monitoring of air pollution, one may place more monitors at locations believed to have a high value of ozone or another pollutant, while in studying distribution of animal species one may systematically look in locations thought to commonly contain the species of interest. Diggle et al. [2009] proposed a shared latent process model to adjust for bias due to informative sampling locations, and demonstrated that this adjustment can have a substantial impact on the results. Their analysis was implemented using a Monte Carlo approach for maximum likelihood estimation.
In contrast, we follow a Bayesian approach using a model related to those described by Menezes [2005] and Ho and Stoyan [2008] . The locations are modeled using a log Gaussian Cox process [Møller et al., 2001] , with the intensity function included as a spatially-varying predictor in the outcome model, which also includes spatial random effects drawn from a Gaussian process. A parameter a controls the degree of informative sampling, and the sampling locations are ignorable in the special case in which a = 0, while a > 0 implies a tendency to take more observations at spatial locations having relatively high outcome values. This model is essentially a spatial extension of shared random effects models, which have been widely used for joint modeling of longitudinal and event time data [Radcliffe et al., 2004] and for accommodating informative missingness [Wu and Follmann, 1999] .
To our knowledge, we are the first to develop a Bayesian approach to the informative locations problem in geostatistical modeling. However, adapting recently proposed models to the Bayesian paradigm is relatively straightforward, and our primary contribution is studying the theoretical properties of the model. In particular, it is not obvious that the data contain information about the informativeness of the sampling locations, and one may wonder to what extent the prior is driving the results even in large samples. We address this concern by proving that the posterior is proper under a non-informative prior on a. In addition, one can consistently estimate a, the density of the sampling locations and the mean function of the outcome process. This later result extends recent work showing posterior consistency in Gaussian process regression models Schervish, 2007, Choi, 2007] .
Model for spatial data with informative sampling
Let D ⊂ R 2 be the spatial domain of interest. Our objective is to estimate the spatial surface µ(s) ∈ R for all s ∈ D. To do this, we sample observations y 1 , ..., y n at locations s 1 , ..., s n ∈ D and assume y i = µ(s i ) + i , where i ∼ N (0, σ 2 ). In some cases, the measurement locations are selected using prior knowledge of µ(s). For example, if µ(s) is the concentration of an air pollutant, the measurement locations might be placed in areas where pollution is thought to be high. Therefore we model the distribution of the measurement locations as a function of µ(s). We assume the measurement locations are a realization of an inhomogeneous Poisson process with log intensity θ(s) + aµ(s), where θ(s) is a spatial process independent of µ(s) and a controls the effect of the surface of interest on the sampling rate.
If the distribution of the measurement locations is a function of the surface of interest, the locations are informative. Therefore, we propose a joint model for the locations s 1 , ..., s n and responses y 1 , ..., y n . Given n, the joint model is
where p(s i ) is the location density conditioned on the sample size n and, given θ(s) and µ(s), observations are independent across i.
becomes
Therefore, if the log sampling intensity depends linearly on µ(s), the conditional mean response is an additive function of a spatial process g(s) and log sampling density f (s). The log sampling density can be thought of a covariate that adjusts the conditional mean to account for informative sampling. For example, if a > 0 samples are more likely to be taken in areas with a large response, and the term af (s i ) increases (decreases) the conditional mean for samples in a high (low) density region. Both f (s) and g(s) are modeled in terms of the p-vector of spatial covariates
, where β f and β g are the regression coefficients and r f (s) and r g (s) are mean zero residual processes. For identification, the coefficient in β f corresponding to the intercept is set to zero. Then
where β * = aβ f + β g . Therefore, accounting for informative sampling is only necessary when there is an association between the spatial surface of interest and the sampling density that cannot be explained by the shared spatial covariates x(s). The residuals r f (s i ) and r g (s i ) are modeled as mean zero Gaussian processes with covariances
respectively, where h = ||s i − s j ||, ψ f and ψ g are vectors of spatial covariance parameters and h ≥ 0. We use the Matérn covariance function [Stein, 1999] ,
where ψ = (τ 2 , ρ, ν) and K is the modified Bessel function of the second kind. The Matérn covariance has three parameters: τ 2 > 0 controls the variance, ρ > 0 controls the spatial range of the correlation, and ν > 0 controls the smoothness of the process. Several popular covariances are special cases, including the exponential covariance c(h | ψ) = τ 2 exp(− √ 2h/ρ) with ν = 1/2, and the squared exponential covariance c(h | ψ) = τ 2 exp(−2h 2 /ρ 2 ) with ν = ∞. Assume that r f , r g ∈ C(D) and let Π r f and Π r g denote the priors for r f and r g , respectively. We require some additional assumptions on the covariance kernel of the Gaussian process prior on r f and r g specified in Section 2. Letting
, with c 1 and c 2 as in (4).
2. Independent bounded priors on τ 2 i and ν i and
Choi [2005] showed that the prior positivity assumption 3 holds under assumption 1 and 2 for ν i > 2 while conjecturing that it holds also for ν i ≤ 2, i = 1, 2. We assume a proper prior on R for a,
Without loss of generality, the covariates are assumed to be uniformly bounded, so there exists an M > 0 such that ||x(s)|| ≤ M for all s ∈ D.
Theorem 3.1 Under model (2)-(3), with the assumptions on the priors and covariates mentioned in Section 3.1, the posterior distribution of r
f , r g , a, β f , β g , σ given by Π(r f , r g , a, β f , β g , σ | {(y i , s i ), i = 1, . . . ,
n}) is weakly consistent.
Our posterior consistency result does not imply that the hyperparameters in the covariance kernel are consistently estimated, though we do take into account uncertainty in these parameters and do not assume that the priors are well specified. It is known in the literature that it is typically not possible to consistently estimate all the parameters in the Matérn covariance kernel [Zhang, 2004] .
Posterior propriety of a
Under model (2)- (3), the parameter a controls the degree of informative sampling. As a default non-informative prior for this key parameter, the uniform improper prior, π a (a) ∝ 1, is a natural choice. However in using such an improper prior, it becomes necessary to show that the resulting posterior is proper for inferences to be valid. Such a propriety result, which is provided in Theorem 3.2, also demonstrates that the data are clearly informative about a.
We assume independent bounded priors on τ f and τ g and independent discrete uniform priors on ρ f and ρ g . Also,
Theorem 3.2 With the above prior specifications, the marginal posterior distribution of a, p(a|y, s), is proper provided
When the conditions of Theorem 3.2 are satisfied, it follows directly that the joint posterior is also proper. Note that we focused on the simple case in which the covariance functions are powered exponential.
Computational algorithm
The density for the sample locations in (2) involves integration over a Gaussian process f (s) which is not available in closed form. Therefore, sampling from the posterior of Section 2's spatial model requires approximation. In point process modeling the integral is often approximated as the sum over a fine grid of points. Let t 1 , ..., t M ∈ D be a rectangular grid of points covering D with cell area ∆, then
Although this approximation gives a tractable posterior, it still requires evaluating the Gaussian process f (s) on a large grid for each evaluation of the posterior which slows computation. Therefore, we use a kernel convolution approximation to f . Let r(s) be a mean zero Gaussian process with covariance c(h|ψ) defined on D. A process convolution (defined by Higdon et al., 2002) is given by
where W is Brownian motion and K ψ is a kernel that depends on the covariance parameters ψ. The kernel corresponding to the Matérn covariance is
The kernel convolution representation of the Gaussian process in (6) is often used to motivate dimension reduction for the spatial process. Let φ 1 ,...,φ N be a grid of spatial knots. Then for large N
where w j ∼ N (0, 1). Applying the kernel convolution dimension reduction from both r f (s) and r g (s) gives our final model
. Selecting the number of grid points M and knots N is discussed in Sections 5 and 6. We use a combination of Gibbs and Metropolis sampling to analyze the posterior of (3). Assuming conjugate normal and inverse gamma priors, the full conditionals for β * , a, τ 2 1 , τ 2 2 , and the vector (u 1 , ..., u N ) are conjugate and we use Gibbs sampling. The correlation parameters ρ 1 , ρ 2 , ν 1 , and ν 2 are updated with Metropolis sampling, tuned to have acceptance ratio near 0.4. The sampling density parameters v j are updated using blocked Metropolis sampling to account for posterior correlation between coefficients for nearby knots. We use blocks of roughly ten parameters selected using k-means clustering on the knots. For the simulation study in Section 5 we generated 5,000 samples and discarded the first 1,000 as burn-in. For the analysis of the ozone data in Section 6 we generated 20,000 samples and discarded the first 5,000. Convergence was monitored using trace plots of the deviance as well as several representative parameters.
Simulation study
In this section we conduct a brief simulation study to illustrate the effect of failing to account for informative sampling on spatial interpolation. We assume D = [0, 1] 2 and no spatial covariates except the intercept, x(s) = 1 for all s. We generate data using the kernel approximation for the Gaussian processes µ(s) and θ(s) using an equally-spaced grid of N = 225 knots on [−0.2, 1.2] 2 . The kernel for both processes is the Matérn in (7) with parameters ψ = (τ 2 , ρ, ν). Given µ(s) and θ(s), the locations and responses (s i , y i ) are generated following (1) for i = 1, ..., n.
We generate S = 50 data sets from each of four simulation scenarios. All designs use σ = 1, E{µ(s)} = 0, ν = 2.0, and τ = 0.1. The scenarios vary by n, a, and ρ: In Model 2 the location density is estimated using kernel density estimation in R's "KernSur" function in the "GenKern" package with default settings. We use the same grid of N = 225 knots used to generate the data in the kernel convolution model, and approximate the integral using a square grid of M = 900 points t 1 , ..., t M covering [0, 1] . For all models we use diffuse normal priors for β * and a and the covariance parameters have priors σ 2 , τ 2 f , τ 2 g ∼ Ga(0.01, 0.01), ρ 2 f , ρ 2 g ∼ Unif(0,2), and ν 2 f , ν 2 g ∼ U(0, 30). We compare models using bias, mean squared error (MSE), mean absolute deviation (MAD) and coverage probability, each averaged over the grid of M spatial locations t 1 , ..., t M . The bias, MSE and MAD for each of the three models and each simulated data set are computed as
where µ(t j ) is the true value andμ(t j ) is the posterior mean of the mean response surface, µ(t j ) = g(t j ) + af (t j ). The coverage probability for a given data set and model is the proportion of the M grid locations for which the posterior 95% interval for µ(t j ) covers the true value. We report the means and standard errors of these measures over the S data sets in Table 1 . For Models 2 and 3 we also report the proportion of data sets for which the posterior 95% interval for a excludes zero ("Power for a" in Table 1 ).
All three methods perform similarly for the first design when sampling is not informative. In this case, the informative sampling methods rarely identify a as significant and reduce to the usual geostatistical model. The NIS model has high MSE and negative bias in the remaining designs with informative sampling. The two methods that allow for informative sampling reduce MSE compared to the NIS model. The informative sampling models also reduce bias, although some bias remains, especially for design 2. In all cases the full model improves on the plug-in approach. The relative MSE of the NIS model to the full model is smaller for design 3 (0.132/0.108 = 1.222) with large spatial range and design 4 (0.256/0.190=1.347) with large sample size than for design 2 (0.494/0.329 = 1.502), so it seems that accounting for informative sampling is most important for small data sets with considerable spatial variation.
Analysis of Eastern US Ozone data
In this section we analyze the median daily ozone for June-August 2007 for n = 631 observations in the Eastern US. The data are plotted in Figure 1a . This plot reveals a clear association between the sampling density and the response, as there are more monitors placed in areas with high ozone (e.g., Atlanta and New England) than areas with low ozone (e.g., Mississippi and West Virginia). Figure 1b plots a kernel density estimate of the log density of the observation locations against the response. The relationship is linear, supporting the log linear model in (2), and the least squares 95% interval for the slope is (3.81, 5.65).
To apply a stationary spatial model we first project the spatial locations to a two-dimensional surface using the Mercator projection, and then scale them to the unit square coordinate-wise by subtracting the minimum and dividing by the range of the observation locations. We fit the informative sampling model with a 30 × 30 grid of knots on [−0.2, 1.2] 2 in the kernel convolution approximation in (8) and a 50 × 50 grid of points on [0, 1] 2 in the integral approximation in the sampling density (5). Points outside the convex hull of the observation locations or outside the continental US were discarded from integral approximation to the sampling density, leaving M = 1077. Kernel convolution knots not within 0.1 of an integral approximation knot were discarded, leaving N = 490. Figure 2 shows the locations of both types of knots.
We include a second-order spatial trend as predictors in x(s), that is, linear and quadratic terms for re-scaled latitude and longitude, and their interaction. We compare the NIS, plug-in and full models described in Section 5. The posterior for several parameters are summarized in Table  2 . The spatial process for both the mean process and sampling density are fairly smooth. The posterior 95% intervals for ν f and ν g exclude the exponential covariance (ν = 0.5) for all three models.
The 95% interval of a for both the plug-in model (2.16, 6.46) and fully-Bayesian model (2.12, 4.25) excludes zero, indicating an informative sampling scheme. Note the scale of a's posterior is not comparable between the two models since the plug-in density estimate has been standardized to have mean zero and variance one. The effect of accounting for informative sampling is illustrated in Figure 3 . The difference in predicted values between the NIS and full model in Figure 3c is the largest in Northern Pennsylvania and West Virginia. These areas have relatively few monitors and are near areas with high ozone. The difference between the NIS and plug-in predictions in Figure  3d are also positive in these areas.
Finally, we refit the model with different priors and different knot locations to test for sensitivity to these assumptions. We fit the model with 20×20 and 40×40 initial grids of knots in the kernel convolution approximation. After removing knots outside the domain of interest, this gave N = 206 and N = 876 knots, respectively. The results were fairly similar to the original 30 × 30 grid. In all cases the posterior of a was separated from zero (posterior median 3.31 and 2.85 for N = 206 and N = 876 knots, respectively), and the largest difference between the NIS and full model was in the Northern Pennsylvania and West Virginia.
Discussion
We have focused on a simple model for informative locations, which assumes that the outcomes are conditionally independent of the locations given the mean process µ(s) and the spatial location density p(s). In addition, we include a single parameter a controlling the informativeness of the sampling process. These simplifying assumptions certainly make the theory and computation more tractable. However, to more realistically characterize data from a broader variety of applications, it may be necessary to generalize the models. There are several interesting directions in this regard. First, it is straightforward conceptually to replace the constant a with a spatially-varying coefficient a(s), which is assigned a Gaussian process prior. This generalization allows the informativeness of the sampling locations to vary spatially; for example, in certain regions (say near cities) monitors may be placed without regard to the outcome, while in other regions (in rural locations) monitors may be placed at sites likely to have high values. It is an open question whether one can consistently estimate a(s) in this extended model without very restrictive assumptions.
A second interesting direction is to relax the conditional independence assumption. For example, perhaps modeling spatial extremes is the primary interest, there is spatial dependence in the extremes that is not captured through the mean function µ(s), and locations that tend to have high extremes are chosen. Such a scenario may even provide a more realistic description of the ozone application. To address these complications, one can potentially generalize the proposed model using mixtures. An alternative direction is to consider joint modeling of spatial quantiles, extending the recent approach of Reich et al. [2009] .
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A Appendix
Proof of Theorem 3.1 Schwartz [1965] , its enough to show that for all > 0,
Below we compute K(φ 0 , φ).
. Clearly g 1 (b 1 , b 2 ) is continuous at b 1 = 0 and b 2 = 1 and g 1 (0, 1) = 0. Note that 
From Choi [2005] , it follows that with the priors specified in Section 3.1
Hence, 
