Although deep neural network (DNN) based acoustic models have obtained remarkable results, the automatic speech recognition (ASR) performance still remains low in noise and reverberant conditions. To address this issue, a speech enhancement front-end is often used before recognition to reduce noise. However, the front-end cannot fully suppress noise and often introduces artifacts that are limiting the ASR performance improvement. Uncertainty decoding has been proposed to better interconnect the speech enhancement front-end and ASR back-end and mitigate the mismatch caused by residual noise and artifacts. By considering features as distributions instead of point estimates, the uncertainty decoding approach modifies the conventional decoding rules to account for the uncertainty emanating from the speech enhancement. Although the concept of uncertainty decoding has been investigated for DNN acoustic models recently, finding efficient ways to incorporate distribution of the enhanced features within a DNN acoustic model still requires further investigations. In this paper, we propose to parameterize the distribution of the enhanced feature and estimate the parameters by backpropagation using an unsupervised adaptation scheme. We demonstrate the effectiveness of the proposed approach on real audio data of the CHiME3 dataset.
Introduction
Progress in acoustic modeling with deep neural network (DNNs) [1] has significantly improved the performance of automatic speech recognition (ASR). However, DNN-based acoustic models still perform poorly in adverse environments such as in the presence of noise or reverberation. The effect of noise and reverberation can be greatly mitigated by using a speech enhancement (SE) front-end prior to ASR [2, 3, 4, 5, 6] . However, this may not be sufficient as the SE front-end cannot completely remove noise or reverberation from the input signal and also often introduces distortions.
In addition to the SE front-end, uncertainty decoding at the back-end is one approach that can mitigate the mismatch caused by the residual noise and distortions at the output of the SE front-end. By considering input features as distributions, uncertainty decoding accounts for the uncertainty that emanates from the SE front-end. Uncertainty decoding for a Gaussian Mixture Model based acoustic model has been investigated intensively [7, 8, 9, 10, 11, 12, 13] . In such studies, the posterior distribution of the enhanced feature is assumed to be a Gaussian distribution where the mean is the enhanced feature and its variance represents distortion or uncertainty. An uncertainty decoding approach increases the variance of all the Gaussian components of the acoustic modeling by adding the feature uncertainty to them. The uncertainty is often hard to obtain due to the nonlinearity of the feature extraction process and the weakness of the Gaussian assumption. Non-Gaussian distributions have been shown [14, 15, 16] to be more effective than Gaussian distributions. In addition, re-estimation of the variance of the Gaussian distribution using a Maximum Likelihood estimator can greatly improve the uncertainty estimation [9] revealing the importance of the uncertainty estimator.
More recently, there have been several investigations into employing uncertainty decoding for DNNs [17, 18, 19, 20, 21, 22] . Unlike with the GMM case, it is not straightforward to include feature uncertainty in the decoding process for DNNs. Therefore, several studies have proposed using a sampling based approach i.e. averaging the DNN's output where the input features are sampled from the posterior distribution of the enhanced features. The averaging based Monte Carlo (MC) method requires many samples of the high dimensional features and this may make the approach inefficient. In addition, forwarding many samples through the DNN is computationally intensive. Moreover, samples need to be obtained from the true posterior distribution of the enhanced features in order to obtain a good estimation of the DNN output. In [23] , an approach designed to improve the averaging based MC method is proposed by drawing fewer samples and weighting each DNN's output by a weight that is determined by the Minimum Classification Error criterion. [21] proposed an approach for incorporating uncertainty in both training and decoding and proposed to generating samples by interpolation between the noisy and enhanced features. Although, uncertainty estimation is crucial for uncertainty decoding, there has been little work focusing on uncertainty estimation for a DNN based acoustic model. In general, the uncertainty is usually obtained independently of the recognition, which may not be optimal.
In this paper, we propose an adaptive sampling-based approach for uncertainty decoding. The posterior distribution of the enhanced feature is explicitly parameterized, and its parameters are estimated based on the adaptation data. We parameterize the distribution by using a few important samples (usually fewer than 4) and assign weights to the DNN output for each sample. Both the weight and the samples are estimated so that they maximize the log-likelihood function of the data. Our adaptation scheme requires fewer parameters and so requires only a few utterances of data. In addition, our proposed approach can be combined with linear input network (LIN) based speaker adaptation.
In the remainder of the paper, we introduce notations and revise conventional DNN training and decoding in Section 2. Section 3 discusses the proposed uncertainty feature based adaptation approach. Some previous related studies are dis-cussed in Section 4. We discuss our experimental settings and results in Section 5. Finally, Section 6 concludes the paper and presents potential future research directions.
Conventional DNN training/decoding
In this section, we revisit conventional neural network training and decoding for the general classification problem [24] . We assume there are pairs of training data D xn, tn , n = 1, ..., N where N is the number of samples. xn ∈ R M is a feature that has real values (typically log-mel filter bank coefficients) and tn is a one-hot K dimensional vector that presents the corresponding class C k to which the feature xn belongs. Here tn represents the HMM state index to which the feature belongs. For the data D xn, tn , the likelihood function is given by
where f k (.) is the k th element of a highly nonlinear transformation which is represented by a DNN that has parameters θ. Note that the posterior probability for each class given the input feature xn is exactly the output of the corresponding DNN. It is given by:
The parameter of the DNN is adjusted by maximizing the log likelihood function p(tn|xn, θ) and it is written as:
which can be shown to be equivalent to minimizing the crossentropy between the DNN's output and the target output. At the decoding stage, only the posterior probability for each class shown in E.q (2) is computed. To make DNNs more robust to noise and reverberation, the features xn are usually computed from the distorted (noisy and reverberant) speech for the training stage and clean speech for decoding stage [25, 4] . However, at the decoding stage, it is hard to obtain the clean speech feature due to the presence of noise and reverberation which makes the ASR performance poor. In the following, we describe how to deal with noisy and reverberant speech at the decoding stage. For simplicity, we omit the notation n hereafter.
Proposed adaptive sampling based uncertainty decoding
When dealing with noisy speech, it is common to use an SE front-end to reduce noise prior to recognition. In addition, uncertainty decoding can be used to better interconnect an SE front-end and an ASR back-end. In this section, we briefly review the ideas behind uncertainty decoding and introduce our proposed adaptive sampling approach.
Uncertainty decoding
During testing, we observe a previously unseen noisy feature y in the training data. The posterior distribution of each class given the noisy feature y can be computed by marginalizing over the hidden variable clean feature x:
which can be decomposed as
Input feature Figure 1 : Illustration of our proposed approach in case of one-dimension features: the blue curve represents the posterior distribution for each class, which is modeled by a DNN; the red dashed curve represents the posterior distribution of the enhanced features (it is unknown and must be estimated). Three one-dimension samples x1, x2 and x3 are generated and provide corresponding posterior probabilities. Note that some samples have less impact (e.g. on the most left) and therefore they could not be used to characterize the posterior distribution of enhanced features.
Note that since p(C k |x) is represented by a highly nonlinear function as a DNN, the above integral becomes intractable. The posterior distribution p(x|y) has a mean represented by the enhanced featurex and the variance represents the uncertainty of the enhanced featurex. The conventional decoding simply uses the enhanced featurex and it neglects the uncertainty, while the uncertainty decoding replaces the point estimate of the enhanced featuresx with a distribution p(x|y). If the enhanced featurex is well matched to the clean feature x (e.g good SE front-end), the posterior distribution is more peaky. Otherwise, if the enhanced featurex is not well matched to the clean feature x (e.g. bad SE front-end), the shape of the posterior distribution becomes wider. In both cases, the type of posterior distribution is unknown. The traditional SE front-ends provide an estimation of the posterior distribution p(x|y) but this is not well matched to DNN acoustic models. In the following, we will try to approximate this posterior distribution and re-estimate it.
Adaptive sampling based uncertainty decoding
Since we do not know the behavior of the likelihood distribution, we can approximate the above posterior distribution by using a finite sum as
where M is the number of samples. By approximating the integral we can parameterize the posterior distribution p(x|y) of the enhanced feature. Then, we estimate this distribution by learning a set of discrete points P (xm|y). Choosing good samples xm is important because they can model the distribution well even with few samples. The sampling scheme is illustrated in Figure 1 . In the following, for simplicity, we assume that P (xm|y) is a scalar parameter of our model that we will esti-mate. Each sample is generated as follows
so that the posterior probability for a given class C k is:
where denotes the element-wise multiplication. d is computed by subtracting the noisy feature from the enhanced feature e.g. d = y −x. gm is a vector that is used to dynamically compensate d in order to obtain good samples. Note that gm can includes negative value and so it allows samples to be generated that are not limited in between the noisy feature and the enhanced feature. With the proposed adaptive sampling, we estimate αm = P (xm|y) and gm using adaptation data. We first perform 1 st pass decoding to obtain tn and then we estimate all parameters P (xm|y) and gm by maximizing the log-likelihood function (3). Since P (xm|y) is scalar, the parameters of the posterior distribution can be estimated based on few utterances and they are used for newly arrived enhanced/distorted features. In combination with LIN based speaker adaptation, the posterior probability for each class can be given by:
where L is an affine transformation. Note that, only a diagonal matrix is used for LIN based speaker adaptation.
Relationship to previous studies
This paper is inspired by the approach proposed in [21] where samples were manually selected. Our proposed method allows us to collect samples that maximize the log-likelihood function. The proposed approach is also related to [23] . While [23] used an MCE criterion to estimate the weights, the proposed approach uses a log-likelihood function to estimate the weights. By directly adjusting the samples, the proposed approach might avoid forwarding unreliable samples through the network. The proposed method can significantly improve performance with a small number of samples which achieves significant computation cost reduction compared with the method described in [23] . Finally, this work is also related to [22] . Whereas Nathwanni's approach requires the true uncertainty to learn the mapping to the estimated uncertainty, this work does not. Instead, the posterior distribution of the enhanced/distorted feature is learned directly on the adaptation data.
Experiments

Dataset
We perform experiments using the CHiME-3 corpus [26] that consists of real speech recordings collected in four different environments, i.e. cafe (CAF), street junction (STR), public transport (BUS), and pedestrian area (PED). The training corpus also includes simulated and real data sets. To evaluate our proposed approach, we discarded the simulated test data sets from our evaluation. As described in [26] , speech data were recorded using a tablet device with six microphones. The corpus consists of read speech, where the prompts are taken from the WSJ0 corpus. The training set has 6 channel data in which each channel comprises 1600 real and 7138 simulated utterances, which amounts to 6*18 hours of speech. The development and evaluation sets for the real recordings consist of 1640 and 1320 utterances, respectively, spoken by four different speakers. The evaluation and development data from a given speaker cover the four different environments. In accordance with the CHiME3 challenge regulations, speaker labels can be used to perform adaptation.
Settings
Baseline system
Our acoustic model baseline system has two CNN architectures, namely simple CNN and deep CNN as as shown in Figure 2 . A softmax layer is used to compute state posteriors. The output consists of 5976 output units corresponding to the Hidden Markov Model (HMM) states. We used sigmoid activation functions for all the hidden layers. We used different types of input features for the CNN architectures. For the simple CNN, we used speech features consisting of 40 log mel filterbank coefficients appended with static, ∆ and ∆∆ coefficients. We employed 11 concatenated speech features as the input for the CNN (1320 dimensions in total). For the deep CNN, we used static speech features consisting of 80 log mel filterbank coefficients. The context window had 19 frames of speech features. All these features were extracted with a 25-msec sliding window with a 10-msec shift. The speech features were processed with utterance level cepstral mean normalization, and further normalized using mean and variance normalization parameters calculated on the training data. Both acoustic models were trained using audio from multiple channels, i.e., multimicrophone training. Note that during training we used the noisy speech signals without any speech enhancement frontend. We trained the acoustic model using mini-batch stochastic gradient descent (SGD) to minimize the cross entropy criterion. We used an initial learning rate of 0.08, a momentum of 0.9 and a batch size of 128. We gradually reduced the learning rate when the frame accuracy did not improve for a cross validation set. The learning was stopped after 40 epochs. We used dropout regularization for all fully connected layers. For testing, we used a speech enhancement front-end to reduce noise and reverberation. Our speech enhanced front-end is described in [4, 27] . The approach consists of two steps: WPE-based dereverberation and MVDR beamforming. The acoustic beam of the MVDR is controlled using steering vectors estimated based on spectral masks. We used a trigram language model for decoding.
Setting for speaker adaptation and adaptive sampling based uncertainty decoding
The state alignments were computed using enhanced features and a trigram language model. The state alignments were computed separately for simple CNN and deep CNN acoustic models. For each speaker, we selected 10, 20 or 40 utterances at random from data to learn the parameter, and we use the learned parameter to decode all the data. During the adaptation, we choose different learning rates depending on the number of adaptation utterances. The learning rates were 0.0025, 0.005 and 0.01 for 10, 20 and 40 adaptation utterances, respectively. The momentum was set at 0.9 and kept fixed for all experimental settings. The number of epochs was fixed at 10.
Results and discussion
In the remaining experiments, for which we used adaptive sampling based uncertainty decoding (ASUD) method, we found Table 2 . The results show that the combination method can obtained a 5% relative WER reduction compared with the baseline with only 10 utterance (less than 1.2 minutes on the average).
For deep CNN
We also conducted an experiment with the deep CNN baseline. The results are shown in Table 3 . With only 40 utterances, LIN based speaker adaptation also provide a 4% relative WER reduction and the ASUD approach gave a 2% relatively WER reduction to the baseline. In both experiments, we observed the values of the other two weights P (xm|y) were much smaller than 1 revealing that the posterior distribution of the enhanced feature is peaky. We also tested the MC based approach with only three samples (the enhanced feature and two samples generated from the uniform distribution U(x, y)) then we assigned the weight 1/3 to DNN's outputs (before the softmax layer). The average of DNN output was then input into the softmax layer providing the final posterior probability for each class. We found that the MC based approach was slightly worse than the baseline. This might be because there were too few samples. The result is also consistent with the observation reported in [23] .
Conclusions
In this paper, we investigated an approach designed to improve the interconnection of an SE front-end and a DNN acoustic model. By introducing a parameterized model of the posterior distribution of the enhanced speech feature and estimating the parameters adaptively, our proposed approach was able to find a better representation of enhanced features that matched the DNN acoustic model. The method can also be combined with speaker adaptation with a few utterances and thus allow network to adapt quickly to both speaker and noise environments. We tested our approach on the real data set of the CHiME3 challenge task and obtained promising results. In the future, we will explore the used of this approach for re-training based adaptation. In addition, studies of this adaption with other SE front-ends such as time-frequency masking are also promising. Finally, our future work will also include extensions to other training criteria such as SMBR.
