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I. Introduction
Experimental, numerical, and modeling studies of shock wave/boundary-layer interactions (SBLIs) in a variety of configurations can be found in the literature. [1] [2] [3] SBLIs are present in transonic, supersonic, and hypersonic speed regimes and thus relevant to commercial, military, and space vehicles of the past, present, and future. SBLIs create excessive unsteady aerothermal loads that can compromise structural integrity, result in component failure, and lead to loss of control. In the propulsion flowpath, the adverse pressure gradient due to SBLI can cause flow separation, distortion, and loss in engine efficiency. Due to these critical characteristics, SBLIs are one of the most actively researched phenomena in high speed flows.
SBLIs exhibit low-frequency unsteadiness and three-dimensional (3D) separation, often including corner separation owing to rectangular flowpaths, which make their prediction extremely difficult. While investigating the low-frequency unsteadiness 1, 4, 5 of the reflected shock in an SBLI is important to design flow control mechanisms, charaterizing the local anisotropic and inhomogeneous flowfield is key to developing improved turbulence models for accurate prediction.
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An example of a canonical two-dimensional (2D) SBLI flowfield is shown in figure 1 , where an incident oblique shock impinges on a turbulent boundary layer. Depending on the strength of the impinging shock, the flow in the interaction region may be attached, incipiently separated, or fully separated, the last of these is shown in figure 1 . The streamwise length of the separation is L sep . The development of the separation results in the forward migration of the reflected shock. The interaction length, obtained by extending the inviscid portions of the incident and reflected shocks to the wall, is L int . The growth and collapse of separation causes the reflected shock to oscillate aft (collapse phase) and forward (growth phase) with a characteristic low frequency. Numerous experimental and computational works have shown the Strouhal (frequency) number (St) to lie between 0.01 − 0.05, 10 where St = f L int /u ∞ . This spread in frequency is related to the length of the separation; larger separation length leads to longer period of growth and collapse cycle, thus resulting in lower characteristic frequency of the reflected shock and vice versa. Importantly, the underlying physics remain the same across a multitude of impinging shock strengths, but variations in flow topology are present due to the size and shape of the separation. In most practical applications, Reynolds-averaged Navier-Stokes (RANS) computational fluid dynamics (CFD) solvers coupled with turbulence models are used to calculate flowfields where SBLIs are present. This is mainly due to their ease of use, and also because of the challenges presented by scale-resolving methods like hybrid RANS/large-eddy simulations (LES), LES, and direct numerical simulations (DNS) in the form of available computer resources and lengthy simulation times. However, scale-resolving methods can offer significant gains in accuracy.
A list of scale-resolving approaches is compiled by Georgiadis et al. 12 in a paper that provides a summary of current practices in LES. In LES, large-scale structures are resolved and a subgrid-scale model is employed to model the scales which cannot be resolved by the mesh. A subset of LES is implicit LES (ILES). Like LES, ILES calculates the large-scale turbulent structures, but it does not explicitly model the smallest scales. High-order finite difference schemes are used to calculate the spatial derivatives. Thus, numerical dissipation is not provided implicitly by the discretization scheme. This is accomplished by a high-order low-pass Padé-type filter to dissipate energy in the high spatial wavenumber range. 13, 14 Thus providing an implicit sub-grid closure.
15 Therefore, ILES combined with a wall-resolved mesh is an attractive approach (also known as wall-resolved LES) for this work as it is not as expensive as DNS, but does provide a seamless changeover to DNS as the mesh resolution is refined.
In the authors' previous work, terms in the exact equation of turbulent kinetic energy (TKE) were studied for a developing turbulent boundary layer and an SBLI. 16 However, due to increased interest in Reynoldsstress models, here the focus is shifted on the exact equation of Reynolds-stress transport. Understanding of the various terms in the exact equation and their interactions with each other would shed light on the fundamental mechanisms present in SBLI. This knowledge may be used to improve the current turbulence models and/or propose new models. In the past, such efforts involved DNS studies of turbulent boundary layers, 6 channel flows, 9 and square ducts. 7 Recently, Schiavo et al. 17 studied TKE and Reynolds-stress budgets in a channel flow with a 2D bump to examine the effects of an adverse pressure gradient. Relevant to the present work, Pirozzoli and Bernardini 18 performed a DNS of an impinging SBLI at Re θ = 2300 and calculated the TKE budgets. Morgan et al. 19 also computed TKE budgets at several Re θ for the same flow conditions, but further showed a limited comparison of the ρu u and ρv v budgets with that of Wilcox Stress-ω. 20 In the work preceding this paper, 21 the authors provided the first comprehensive examination of the Reynolds-stress transport terms within a quasi-two-dimensional SBLI flowfield. In this paper, the computational domain is expanded to include the sidewalls, which render the flowfield three-dimensional due to the ensuing corner separation. As previously mentioned, such a flow topology is common in inlets and isolators of supersonic aircraft and thus critically important. Our objective is twofold:
• Validate the simulation with the experimental database to ensure consistency of the computed quantities.
• Study the budgets of Reynolds stress and other relevant turbulence quantities with an intent to inform future model development.
II. Governing Equations
In this section the Reynolds stress transport equation will be discussed along with the equations pertinent to the ILES formulation and the digital filter approach, which is used to obtain turbulent fluctuations at the inflow.
II.A. Reynolds-stress Budget
The Reynolds stress is defined as:ρ
and its transport is given by equation 2.
The first term on the left-hand side represents the unsteady term, while the second term represents the convection-together, the left-hand side is the substantial derivative. The budget terms are on the right-hand side, and defined as:
Here t ij is the viscous stress tensor based on the instantaneous strain-rate tensor s ij , and δ ij is the Kronecker delta.
In equation 11, ζ is obtained by relating it to µ. Such an assumption is valid for monatomic gases and widely used in computational fluid dynamics.
II.B. Compressible Navier-Stokes Equations
The compressible Navier-Stokes equations in non-dimensional form are given by
The total energy and heat flux are defined as
The non-dimensionalization is performed using the following definitions where * (asterisk) represents non-dimensional quantities. Except for equations 17a and 17b, the * has been dropped for simplicity and all quantities are non-dimensional in this paper, unless stated otherwise.
The reference conditions are the upstream freestream conditions and the length scale, L, is the upstream boundary-layer thickness, both are discussed later in section III.B. The non-dimensional parameters Reynolds number, Prandtl number, and Mach number are defined below. The specific heat at constant pressure is C p and κ ref is the thermal conductivity constant. The molecular viscosity, µ ref , is calculated using Sutherland's law at the reference temperature and a perfect gas is assumed.
The above Navier-Stokes equations can be expressed in flux-vector form, transformed into curvilinear coordinates, and written in the strong conservation form. 
II.C. Unsteady Inflow Boundary Method
In an effort to facilitate generation of turbulent boundary layer, a robust and computationally inexpensive method was sought. Based on our past experience of using the digital filter approach, 21 for a periodic SBLI simulation, the same approach was used here. Modifications were made to extend the digital filter to include the two sidewalls as well.
II.C.1. The Digital Filter Approach
The digital filter approach was originally proposed by Klein et al., 24 where the filtering operation was performed in 3D space. Later, Veloudis et al. 25 investigated specification of varying filter coefficients in the wall-normal direction to allow for varying length scales. Xie and Castro 26 simplified and sped up the approach by performing the filtering operation on the 2D inflow plane and correlating the calculated 2D field with the one at the previous timestep to account for the length scale in the streamwise direction using Taylor's hypothesis. 27 The approach was further improved by Touber and Sandham 28 and the current work closely follows their implementation of the digital filter.
Detailed numerics of the method were described in Vyas et al. 21 and hence omitted here. In general, the following steps are taken within the digital filter algorithm:
1. Generate a set of p random numbers with zero mean and unit variance corresponding to the 2D inflow mesh. Here, the Box-Muller theorem is used to combine two independent and uniformly distributed sets of numbers a and b in the range (0, 1) into c and d, which are independent and normally distributed, and also satisfy zero mean and unit variance conditions. They can be calculated as below, however, either one can be used.
2. Select the relevant turbulence length scales, I x , I y , and I z . Since the current implementation is 2D, I y and I z are converted into an equivalent number of grid points using a grid spacing, i.e., n α = I α /∆α. The choice of grid spacing is critical, small values will lead to large filter width and impose nonphysical correlation. Computationally, it will slow down the digital filter. In contrast, when ∆y and ∆z are large, the filter would become narrow and thus cutoff the influence of significant neighboring fluctuations, resulting in delayed recovery of expected velocity and Reynolds stress profiles. Consequently, a grid spacing in log-law region was picked based on a limited sensitivity study, but the results of the study are not shown here.
3. Now the filter coefficients can be calculated using the equation below, where the filter bounds are N α = 2n α .
4. The filter coefficients calculated in equation 20 can now be used to filter the zero mean and unit variance normally distributed random numbers calculated in equation 19 . Thus, we impose relevant y − z length scales on the field of these normally distributed random numbers using equation 21 .
5. The length scale in the x direction is imposed by correlating the old time step (t − ∆t) to the current time step (t). This 2D filtering process was demonstrated by Xie and Castro 26 in contrast to the 3D filtering originally proposed by Klein et al. 24 In equation 22, ∆t is the time step, t L is the Lagrangian time scale, such that t L = I x /ū RAN S , and v mn is the complete fluctuation that has all three length scales built into it.
6. The final step involves the transformation originally proposed by Lund et al. 29 to obtain a timedependent inflow velocity field. Components of a ij are defined by the Reynolds-stress tensor (τ ij ).
Both, u i and τ ij are obtained from a previous RANS turbulent flat plate calculation performed on the same mesh as the LES simulation, at identical Mach and Reynolds numbers, using the k − turbulence model as described in Gerolymos.
30 Grid indices (m, n) used above are removed from equation 23 to write it in compact indicial notation.
7. Lastly, the calculation of thermodynamic fluctuations was addressed by Touber and Sandham 28 by invoking the Strong Reynolds Analogy (SRA). However, they noted that the validity of such an assumption is debatable, since it holds true in a weak sense as shown by Guarini et al. 31 in a DNS simulation of Mach 2.5 supersonic turbulent boundary layer. Since the goal here is to provide an approximate first guess at the inflow plane, this approach was determined to be sufficient and is shown below:
8. Invoking SRA also means that the pressure fluctuations in the boundary layer are negligible, i.e., p = 0. Thus, the following relation for the density fluctuations results:
This concludes the procedure that generated the time-dependent fluctuating inflow plane. The filter parameters are provided in table 1. was implemented in the FDL3DI code to calculate spatial derivatives. An eighth-order low-pass Padé-type non-dispersive spatial filter is applied after each sub-iteration to maintain stability and dissipate energy in the high spatial wavenumber range where the turbulent energy spectrum is poorly resolved. 13, 14 The filter coefficient, α f , which determines sharpness of the filter cutoff was set to 0.475. The highest possible filter coefficient was desired since that results in the lowest amount of numerical dissipation introduced in the simulation, thus providing an accurate physical dissipation. But this needs to be moderated with possible stability issues in a complex SBLI investigation performed in this work. Shock capturing was performed using a hybrid compact-Roe approach of Visbal and Gaitonde, 34 where the smoothness criterion, adopted from the weighted essentially non-oscillatory (WENO) scheme, 35 was used to detect the shock. The threshold parameter ( ) was specified to be 1 × 10 −9 and the shock sensor exponent (n) was chosen to be 2.2. Once the shock was identified the spatial filter was turned off and the numerical scheme was switched to third-order Roe with the van Leer harmonic limiter. 36 The implicit time integration was performed with the secondorder Beam-Warming 37 scheme using two Newton-like sub-iterations and approximate factorization. The non-dimensional time step based on the reference conditions (table 2) for this problem was 0.002.
Since the primary intent of this work is to study the budget of the exact Reynolds-stress transport, the above method allowed forgoing an explicit subgrid-scale model. Such an approach was taken by Morgan et al., 19 where flow conditions similar to the present study were used for Re θ = 4800 and comparisons were made with the DNS of Pirozzoli and Bernardini 18 which showed that at low to moderate Reynolds number, omitting an explicit subgrid-scale model is suitable. Kawai et al. 38 showed that inclusion of an explicit subgrid-scale model in addition to the low-pass filtering introduced excessive numerical dissipation of the resolved turbulence, which may underpredict turbulence statistics sought here. A comparison of high-fidelity implicit and sub-grid scale model LES for airfoils at low Reynolds number performed by Garmann et al. 39 showed no benefit in using an explicit subgrid-scale model. Thus, high-fidelity ILES is an attractive approach for this work as it is paired with wall-resolved meshes.
III.B. Boundary Conditions and Mesh Parameters
The flow conditions represent the experiments 4 performed at the Institut Universitaire des Systèmes Thermiques Industriel (IUSTI) in Marseille, France for an 8
• deflection angle. Table 2 shows a comparison of experimental and simulated flow conditions. The computational domain for the simulation focuses on the SBLI region. At the inflow of the computational domain, digital filtering was used to generate unsteady fluctuations and provide a turbulent boundary layer. The walls were treated as no-slip and adiabatic. Figure 2 (a) shows a comparison of the precursor halfspan RANS simulation and corresponding WRLES domain, although the WRLES simulation was full span. A portion of the farfield boundary, which extended from the inflow to x = −0.36, was obtained from the RANS solution to impose the three-dimensional impinging shock. Downstream of the RANS-derived farfield boundary condition, extrapolation was used. Extrapolation was also used at the outflow boundary. Mesh topology is shown in figure 2(b) for the region of interest where the coordinates are non-dimensionalized by the length scale δ 99 . For the purpose of clarity, only every fourth and eighth points are shown in xand y-directions, respectively. In this region a constant x-spacing was maintained. Hyperbolic tangent grid clustering was maintained at the walls in the y-and z-directions up to δ 99 , beyond which ∆y = ∆z was kept constant. Table 3 shows a list of parameters for various meshes used in a refinement study (periodic simulations) and the final full span mesh. n/a n/a n/a 1 × 10
n/a n/a n/a n/a 0.68 a x, y, z are non-dimensionalized by δ99 b Not applicable IV. Results
IV.A. Comparison with the Experiment
The time-averaged van Driest transformed velocity profiles are presented in figure 3 (a) for the upstream undisturbed boundary layer at (x − x imp ) = −5.7. The baseline, x-Refine, y-Refine, and z-Refine results are the periodic simulations from our previous study 21 and thus span-averaged. The fs-Baseline is the fullspan result, consequently, only the centerline profile is shown. The comparison of all simulations illustrate that the streamwise velocity is insensitive to the mesh refinement in the x and y directions. However, the refinement in the z direction shows a clear improvement in the logarithmic law (log-law) region (κ = 0.41 and B = 5.5). The fs-Baseline mesh, which was developed from the above mesh sensitivity study, shows excellent comparison with the laser Doppler anemometry (LDA) and particle image velocimetry (PIV) experimental 40 data. Further, the skin friction profiles for all periodic and full-span cases are presented in figure 3(b) . It can be observed that the periodic simulations significantly underpredict the separation region, indicated by the narrow negative skin friction region. Moreover, the baseline, x-Refine, and y-Refine meshes underpredict the skin friction, while the z-Refine mesh overpredicts the skin friction in the upstream undisturbed boundary layer in comparison to the hot-wire anemometry (HWA) data. 41 In contrast, the full-span result shows the best comparison with the experimental data in the upstream undisturbed boundary layer. Also of note is the separation length, even though the region between (x − x imp ) = 0 to 1.5 seems to have reattached in the experiment, the simulation shows separated flow. This is indicative of a larger overall interaction region. However, downstream of (x − x imp ) = 2.0 the simulation shows a reattached boundary layer and is in excellent comparison with the experiment. It is a common practice among experimentalists to calculate the interaction length (L int ) in an SBLI experiment, since measuring separation length (L sep ) is difficult using point probe techniques like pitot measurement and HWA, while field imaging and scattering techniques like PIV and LDA, respectively, often cannot reach to the wall due to reflections. Thus, the interaction length is calculated by virtually extending the inviscid portions of the impinging and reflected shocks to the wall, and measuring the distance between the foot of each shock. Table 4 shows a comparison of the interaction lengths from various periodic simulations and the present work to that of the experiment. It is encouraging that the implicit LES, wall-resolved LES, and DNS periodic simulations are remarkably close, but all underpredict the interaction length-an artifact of the periodic boundary condition. Interaction length from the current full-span result confirms that the corner separations plays a key role in amplifying the interaction length along the centerline of the domain. This is especially true for small aspect ratio wind tunnels as shown by Babinsky et al. 42 experimentally in terms of the separation length. However, the argument holds for interaction length as well. Lastly, a word on the two periodic simulations by Touber and Sandham 28 and Agostini et al. 43 Since these simulations are conventional LES, subgrid-scale models were used and hence the predicted interaction region depends on the choice of these models. Such a behavior has also been observed in RANS, where the interaction region has been shown to vary in size with the choice of turbulence model. In order to understand the key flow features and mechanisms, a comparison of the mean solution in the left half and instantaneous solution in the right half of the flowfield is presented in figure 4 . In the mean solution, contours of streamwise velocity at the y = 0.1 (y = 1 mm) plane with streamlines indicate a large region of separated flow in the center of the domain. Especially at the centerline, the streamlines shift up and around the separation region. The flow is also separated along the corner and stretches forward of the separation along the centerline. In between the centerline and corner separations, there is a region of attached but low-momentum flow, which accelerates aft of the separated flow regions. An isosurface of pressure gradient magnitude was used to represent the mean shock. It can be observed that the shock spans from the centerline up to two-thirds extent in the z direction and begins to breakup as it encounters the sidewall boundary layer. However, the effects of pressure gradient persist. Volume ribbons along the sidewall and streamlines in the corner show a highly three-dimensional flow topology. At the end plane of the sampled data a vortical secondary flow feature can be observed in the corner. Another much smaller, but counter-rotating vortex was also present, but hard to see due to its size. The instantaneous solution in figure 4 was picked so that the reflected shock position approximately matched that of the mean shock, but in reality, it translates fore and aft due to growth and collapse of the separation. Also of note is the forward warping in the impinging shock as it approaches the sidewall, which was a result of the low-momentum flow along the sidewall. Although it is not visible, the forward warping is also present in the reflected shock due to the corner separation. The rendering of a Q-criterion isosurface, colored by streamwise velocity, is also plotted to highlight the separated flow along the bottom and side (obscured by the Q-criterion isosurface) walls. Thickening of the boundary layer along both walls is apparent. Now comparisons of the x − y plane, along the centerline, with the experiment and associated error are presented in figures 5 to 9 for mean velocities and Reynolds stresses. Prediction from the current simulation shown here was interpolated on to the experimental grid. The interpolated data was also used to calculate the local error magnitude in the same manner as DeBonis et al. 45 and shown in equation 27. Thus, providing an error map based on each experimental i − j location.
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In examining figure 5, it is clear that the predicted interaction length is larger than the experiment, approximately by 0.6δ 99 . However, the predicted separation length is larger by 1.5δ 99 . We also know from the literature that for fully separated flows the near-wall excursions of the reflected-shock foot strongly correlates with the size of separation. 4, 5 And, since the inviscid shock characteristics are closer to the experiment (less error in L int,sim versus L sep,sim ), this indicates that the discrepancy should be associated with local separation dynamics. The error in streamwise velocity is concentrated at the foot of the reflected shock and along the band that wraps around the separated flow region. While the error in wall-normal velocity, figure 6 , is much smaller, but also peaks in the vicinity of the reflected-shock foot. Investigating the Reynolds stresses in a similar manner sheds more light on the separation and reflected shock codependence, especially regarding the role that upstream influence plays. Figure 7 shows streamwise normal stress ( √ u u ) and the error. While the largest error remained local to the band that wraps around the separated flow, there is non-negligible error in the outer portion of the upstream boundary layer. This results in a smaller √ u u , which would make the boundary layer prone to larger separation. In contrast, √ v v (figure 8) does not show the same magnitude of discrepancy in the upstream boundary layer. Furthermore, error in √ v v was smaller across the board but, similar to √ u u ; it was present in the band that wraps around the separated flow. Finally, the shear stress and error, presented in figure 9 , show a secondary band of error emanating from the region where the separation exists in the simulation.
In figures 10(a) and 10(b), the root mean square (RMS) of the streamwise and wall-normal stresses are presented along the centerline for various axial locations upstream of and within the interaction region. At the upstream (x − x imp ) = −5.7 location, comparison with the experimental data is encouraging. However, lower values of √ u u are obvious beyond y = 0.4 as the predicted profile diverges from the experimental data. Touber and Sandham 46 showed similar behavior at the upstream location with the use of digital filtering and the same boundary conditions, but for a periodic SBLI. In √ v v , an opposite trend can be observed, where the predicted profile shows a better comparison with the experimental data in the outer portion of the boundary layer and overpredict the near-wall peak. Because the interaction region is larger in the simulation, the next two downstream locations (x − x imp ) = −3.7 and −1.7 show a larger discrepancy in comparison with the experiment for both streamwise and wall-normal stresses. Outside the interaction region and downstream locations of (x−x imp ) = 0.3 and 2.3, the predicted profiles show a good match to the experiment up to y = 0.4, beyond which the comparison deteriorates; pointing to the upstream boundary layer, specifically, the low √ u u outer portion. The Reynolds shear-stress profiles along the centerline are presented in figure 11 for the same axial locations. Consistent with the RMS of normal stresses, the Reynolds shear stresses shows a remarkable qualitative agreement with the experiment, which is moderated by the fact that the magnitudes at the two locations immediately downstream of the foot of the reflected shock are large and the profiles seem to be shifted outward in the wall-normal direction. This is due to the larger interaction region. Nonetheless, some of the key features like increase in the magnitude at (x − x imp ) = −1.7 and y = 0.9, corresponding to the interaction of the impinging shock with the shear layer, was captured. In the near-wall region, a decrease in the magnitude at (x − x imp ) = −3.7 and y = 0.15 is clearly visible. 
IV.B. Time-series Analysis
Time-series data was acquired at a large number of locations within the volume, which would allow investigation of pressure spectra in various regions of the flowfield. The data was collected for a non-dimensional time period of 1600δ 99 /U ∞ , which corresponds to approximately 10 periods of the separation growth-collapse cycle. Among these and of particular interest was a rake of six signals located immediately downstream of the reflected shock foot at (x − x imp ) = −4.9 and extending from the wall to y = 0.9 in the wall-normal direction. Figure 12 shows the weighted power spectral density (PSD) versus the non-dimensional Strouhal number for the six signals compared with the wall signal from the experiment. The weighted PSD was obtained by multiplying the calculated PSD with the frequency and dividing by the integrated PSD over the range of experimental frequencies. The range of frequencies or Strouhal numbers spanned from the lowest to the cutoff frequency of the experiment (50 kHz), which was well within the rate of data acquisition in the simulation (2.7 MHz). This was done to emphasize the Strouhal number associated with the unsteadiness of the reflected-shock foot. While the experimental weighted PSD peaked around St Lint = 0.03, the simulation showed the peak around St Lint = 0.01. However, this was expected since the simulation shows a larger interaction region, which leads to longer periods of reflected shock foot excursions, which was also noted by Clemens and Narayanaswamy 10 in their review of numerous SBLI literature. Furthermore, figure 12 shows changing energy in the signals as the foot of the reflected shock passes through the rake. The peak energy in the signal at the wall matches the experiment, however at y = 0.1 and 0.2, the energy briefly increases due to their proximity to the shock. The signal at y = 0.4 shows an early sign of energy shift in the frequency spectrum with its two peak behavior, where the energy drops to the same level as the wall signal. And at the y = 0.6 signal, the energy present at St Lint = 0.01 has diminished and shifted to higher frequency at St Lint = 0.025. Finally, the peak in energy is completely absent for the signal at y = 0.9 since it is sufficiently away from the reflected shock. Thus, the energy is spread across a higher frequency spectrum corresponding to the turbulent boundary layer. 
IV.C. Reynolds-stress Budgets
The budget of the Reynolds-stress transport (equations (3) to (10)) was calculated at two axial and three span locations to ascertain effects of the reflected-shock foot and spanwise flow evolution. Figure 13 shows a plane just off the tunnel floor at y = 0.1 with these locations (dashed lines). The three span locations also included the corner bisector and the location at z = 3.7. The spanwise location of z = 3.7, referred to as quarter-span hereinafter, was picked because it is located in the region between the centerline and corner separations. Figure 13 also shows that at (x − x imp ) = −3.7 the centerline and quarter-span remained attached while the corner is separated.
In past studies, where turbulent boundary layers, 6 channel flows, 9 and square ducts 7 were investigated, the budgets were normalized by ρ w u 4 τ /ν w . However, doing so would present a problem here since the friction velocity becomes small in the regions of separated flow along the centerline and corners. Thus, in this section, local ρ w u 4 τ /ν w at the centerline was used to normalize budgets across the span until (x − x imp ) = −5.7. Beyond that the centerline ρ w u 4 τ /ν w at (x − x imp ) = −5.7 was used for all downstream locations across the entire span. Similar steps were taken in order to compute the ordinate axis (y + or y + = z + for corner bisector). In addition to the terms in equations (3) to (10), the convective term in equation 2 was also calculated. The sum of the Reynolds-stress budget terms is shown in equation 28. For a steady mean flow, the unsteady term is negligible and the sum should be zero, indicating that the various mechanisms governing the transport of the Reynolds stress are in balance. However, the sum is not expected to remain zero in the SBLI region due to its characteristic unsteadiness. Thus, giving a measure of the unsteady term that was assumed to be zero to calculate the budget sum.
IV.C.1. Effect of the reflected-shock foot: centerline versus corner bisector
In this subsection only the mechanisms responsible for the ρu u budget are presented since the goal here is to highlight the leading trends discovered as of now. Although budgets for other Reynolds stresses were calculated, more analysis is needed to understand these components and their respective budget mechanisms. Hence they will be discussed in future work. The budgets of ρu u are shown in figures 14(a) to 14(d). At the upstream centerline ( figure 14(a) ), the production, molecular and turbulent diffusion, pressure strain, and dissipation terms play a key role, while the pressure diffusion, mass flux, and convective terms remain insignificant. Such a relationship among relevant mechanisms is common in boundary layers and agrees with previous investigations 6, 7, 9 performed at relatively low Reynolds number. A small error exists in the buffer layer for the sum of all mechanisms (equation 28). Such an error was also observed in the periodic SBLI study, 21 the work that preceded the current paper. Despite the fact that considerable mesh refinement was applied, the error seems to have marginally grown. This suggests a dependence on the extent of the spanwise domain and inclusion of the sidewalls, which led to long convergence periods in obtaining an ensemble average.
In comparing figures 14(a) and 14(c) , it is clear that along the centerline, molecular diffusion balances dissipation at the wall and in the viscous sublayer. But along the corner bisector a new behavior in the viscous sublayer emerges, where pressure strain balances molecular diffusion and dissipation. As expected, at the corner origin all quantities are zero. Unlike the centerline, molecular diffusion has a negative contribution to the budget in this region. This can be attributed to the presence of the corner separation and its coupling with the secondary flow. Existence of secondary flow in the form of a vortex pair is evident in figure 15(a) . Figures 15(b) to 15(h) also shows contour plots of all budget mechanisms at the upstream location along the corner. The pressure strain, normally inactive along the span in the viscous sublayer, has a positive contribution in the corner bisector budget. Distinct weakening of molecular diffusion and dissipation can be seen near the corner.
Further inspection of figure 14 (c) shows that towards the end of the buffer layer (y + ∼ 20), all mechanisms in the budget seem to approach zero. This inactive layer straddles the corner along each wall up to y = z = 0.3 and can be seen in figures 15(c) and 15(g). Beyond this inflection point, the production grows to a value larger than the centerline. The turbulent diffusion also briefly grows before abruptly becoming negative and, along with pressure diffusion and pressure strain, balances production. This activity coincides with the region of large strain and turbulent fluctuations, which occur in the buffer layer for the core span (1.0 ≤ z ≤ 16.0). Interestingly, as production grows, so do convection and the sum which indicates unsteadiness or a lag in the balancing of the mechanisms.
Reynolds-stress budget calculations along corner bisector are a rarity in the literature. Huser et al.
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studied bisector budgets in a fully developed turbulent square duct, where DNS calculations were performed using high-order finite difference and the Fourier pseudo-spectral methods. The viscous sublayer behavior shown here was absent in their work. They showed that molecular diffusion, pressure strain, and dissipation were zero at the corner origin and grew marginally in the viscous sublayer. Also, production was balanced by dissipation in the buffer layer. This could be explained by the fact that no separation was present in the corner, thus only a limited outward shift of the peak production along the bisector. Unfortunately, the domain of ensembled mean data in the present work did not extend forward of the beginning of the corner separation, and thus did not afford an opportunity to validate bisector budgets in the non-separated corner. The changes in the centerline ρu u beyond the reflected-shock foot ( figure 14(b) ) closely resemble that of the periodic SBLI shown in Vyas et al. 21 The location (x − x imp ) = −3.7, although downstream of the reflected-shock foot, shows no separation and the flow remains attached. Thus, isolating effects of the reflected shock from the eventual separation downstream. At the wall, dissipation jointly balances molecular diffusion and pressure strain. The peak production relocates to the log-law region and grows by more than twofold. Contrasting the behavior along the centerline with the corner in figure 14(d) , a reduction in production is observed along with diminishing of complementary mechanisms. This is explained by weakening of the adverse pressure gradient from the centerline to the corner. In the viscous sublayer, key mechanisms at the upstream location continue to follow the trend, where dissipation and molecular diffusion jointly balances pressure strain. Thus, the results show a clear presence of two distinct mechanisms in the viscous sublayer and log-law region with an inflection point at y + ∼ 30.
IV.C.2. Spanwise variations in the budget
To examine spanwise variations, the centerline (z = 8.5), quarter-span (z = 3.7), and corner bisector budgets were compared for two key Reynolds stresses, ρu u and ρu v . In order to closely investigate each mechanism, only two are considered at a time, production and dissipation (figure 16), molecular and turbulent diffusion (figure 17), and pressure diffusion and pressure strain ( figure 18 ). Production and dissipation mechanisms for ρu u in figures 16(a) and 16(b) show that at upstream locations the mechanisms fall in two categories, the core span and the corner. In the core, mechanisms at the centerline and quarter-span are identical in behavior and magnitude. However, beyond the reflected-shock foot, the mechanisms fall in three distinct categories. Along the centerline, there is an increase in production and the peak shifts from the buffer layer to the log-law region (y + ∼ 200). At quarter-span, evidence of a diminished peak in production exists in the buffer layer, but a prominent peak is present in the log-law region (y + ∼ 100) with magnitude still at pre-reflected-shock level. Finally, the production in the corner bisector has a peak in the log-law region and of approximately the same magnitude as the quarter-span peak production, thus somewhat diminished from pre-reflected-shock level. The dissipation mechanism follows the above trend, i.e. quarter-span is similar to the centerline at upstream undisturbed core locations, but deviates from that behavior in the post-reflected-shock region, albeit, not as drastically as the production mechanism. The production and dissipation mechanisms for ρu v in figures 16(c) and 16(d) show that similar to ρu u , production is more sensitive to the span than the dissipation. Figures 19 and 20 show contours of these mechanisms for the ρu u and ρu v components at the post-reflected-shock location of (x − x imp ) = −3.7. The goal is to distinguish the relative trends and not the magnitude, so the legends are clipped at [−0.4, 0.4]. Thus, providing a deeper insight in spanwise evolution of budgets.
The molecular and turbulent diffusion mechanisms for ρu u and ρu v are presented in figure 17 . It is apparent that the molecular diffusion shows negligible change with varying span location in the regions where the flow remained attached. Since this mechanism relies on molecular viscosity, variations should be small in attached regions. For ρu u , the behavior along the corner bisector particularly stands out. As discussed in section IV.C.1., at the wall it is zero, but turns negative in the viscous sublayer. This is believed to be relocation of the trough, originally in the buffer layer, closer to the wall as the isotach curvature changes and moves closer to the corner origin. This can be seen by a careful observation of figure 15(e) . The molecular diffusion mechanism for ρu v show a similar trend, effectively switching signs in the viscous sublayer. The turbulent diffusion mechanism followed suit in the upstream locations, however in the post-reflected-shock region, spanwise variations develop due to the presence of recirculation regions at the midspan and corner, which increases spanwise transport inbetween the recirculation zones or above them by flow lifting off. This results in a broad turbulent diffusion region across the buffer layer followed by an immediate sink for the ρu u component. The ρu v component shows the opposite behavior in the core span, where the turbulent diffusion becomes negative. This leads to a negative-positive-negative wall normall distribution in contrast to positive-negative-positive for ρu u component. This is clearly seen by comparing figures 19(e) and 20(e).
Finally, the pressure diffusion and pressure strain mechanisms are shown in figure 18 . The variations are minimal for both at the upstream location in the core span. As seen earlier, the molecular diffusion balances pressure strain along the corner bisector for ρu u , however that role is taken on by pressure diffusion for ρu v . Also the magnitudes of these mechanisms are three times larger along the corner bisector than the core span for ρu v . Downstream of the reflected shock, a large increase in the core budgets is seen within the viscous sublayer, however the corner bisector maintains its pre-reflected-shock levels, suggesting that the corner origin is not influenced by the adverse pressure gradient. This is readily confirmed by figure 20(a) , which shows two counter-rotating vortices along the bottom wall. Furthermore regarding the core budgets, the wall peak in both mechanisms is larger at the quarter-span owing to strong transverse velocity gradients in the viscous sublayer. But in the buffer layer, peaks in both mechanisms occur along the centerline due to the strong pressure gradient.
V. Conclusions
Implicit large-eddy simulations were performed of an impinging shock-wave/boundary-layer interaction with a wall-resolved mesh. The flow conditions were based on wind tunnel experiments and hence the entire span, including the two sidewalls, was simulated to capture corner effects which result in spanwise variations of the Reynolds-stress transport budgets.
Detailed comparisons were made with particle image velocimetry, laser Doppler anemometry, and hot wire anemometry experimental data. The interaction length was found to be larger than the experiment by approximately 0.6δ 99 , while the separation length was larger by 1.5δ 99 . The mismatch of turbulent fluctuations, namely √ u u , in the outer portion of the upstream boundary layer is thought to be responsible for the discrepancy in these lengths. Skin friction in the upstream and reattached regions matched well with the experiment, although the reattachment was delayed. The weighted power spectral density was computed for a rake of pressures immediately downstream of the reflected-shock foot. Comparison with experimental power spectra showed that the peak power in the signal was comparable to the experiment, however the peak occured at St Lint = 0.01 owing to the larger interaction region, which led to longer periods of separation growth and collapse cycles.
The Reynolds-stress budgets along the centerline compared well with the past budgets calculated in a quasi-2D impinging SBLI using periodic boundary conditions. 21 Infrequent and not widely available in the literature, budgets along the span and corner bisector were also calculated to examine the spanwise variation. Coupling of the corner separation and secondary flow showed new behavior in the viscous sublayer along the corner bisector, where the pressure gradient mechanism had positive contribution and was jointly balanced by negative molecular diffusion and dissipation. An inflection point, located at the end of the buffer layer and beginning of the log-law region, was found in the corner bisector where all mechanisms approached zero.
Regarding the spanwise variations, the budgets could be categorized by two distinct behaviors upstream of the reflected shock-the core span and corner bisector. Downstream of the reflected-shock foot, the budgets fell into three categories; the two previously mentioned and the new behavior in the region between the centerline and corner separations. Production, turbulent diffusion, pressure diffusion, and pressure strain mechanisms showed the largest variation downstream of the reflected shock for ρu u and ρu v . 
