Abstract-In cognitive radio networks, the channel gain between primary transceivers, namely, primary channel gain, is crucial for a cognitive transmitter (CT) to control the transmit power and realize spectrum sharing. To obtain the primary channel gain, a backhaul between the primary system and the CT is needed. However, the backhaul is usually unavailable in practice. To deal with this issue, the CT is enabled to sense primary signals and estimate the primary channel gain in this paper. In particular, two estimators, namely, a high-complexity maximum likelihood (ML) estimator and a low-complexity median based (MB) estimator are proposed. Numerical results show that the ML estimator outperforms the MB estimator in terms of the accuracy if the signal to noise ratio (SNR) of the received primary signals at the CT is no smaller than 4 dB. Otherwise, the MB estimator is superior to the ML estimator from the aspects of both the computational complexity and accuracy.
I. INTRODUCTION
Cognitive radio technique is a promising candidate to deal with the spectrum shortage problem in the wireless communications [1] . By coexisting with primary users on an underutilized licensed spectrum band, cognitive users enhance the utilization efficiency of the spectrum band meanwhile leverage the cognitive throughput. An effective way to achieve the coexistence is spectrum sharing (SS) [2] , [3] . Specifically, cognitive users are allowed to access the licensed spectrum, provided that the co-channel interference inflicted to the primary receiver (PR) does not violate a maximum interference power constraint, namely, interference temperature constraint (ITC). Therefore, to achieve the SS, the information of the ITC is crucial for a cognitive transmitter (CT) to control the transmit power and protect primary transmissions [4] , [5] .
In fact, the calculation of the ITC is highly related to the channel gain between primary transceivers, namely, primary channel gain. Specifically, within a quality of service (QoS) guaranteed primary system, the primary transmitter (PT) automatically adapts its transmit power to satisfy a target signal to interference plus noise ratio (SINR or SNR) at the PR or equivalently a target transmission rate. A large primary channel gain means that the target QoS of a primary transmission can be easily satisfied, even when the transmit power of primary signals is small. Under a maximum transmit power constraint at the PT, the primary transmission is able to tolerate a strong interference signal meanwhile achieve the target QoS Lin Zhang, Wenli Zhou, Guodong Zhao, Gang Wu, and Zhi Chen are with the National Key Lab of Science and Technology on Communications, University of Electronic Science and Technology of China, Chengdu, China, emails: linzhang1913@gmail.com, di di zhou@163.com, gdngzhao@gmail.com, wugang99@uestc.edu.cn, chenzhi@uestc.edu.cn.
by increasing the transmit power of primary signals. This leads to a large ITC and contributes to a high cognitive throughput. On the contrary, if the primary channel gain is small, a large transmit power of primary signals is required to satisfy the target QoS. Then, to achieve the target QoS of the primary transmission, only a weak interference signal can be tolerated, even when the PT works with the maximum transmit power. This leads to a small ITC and reduces the cognitive throughput. Therefore, the primary channel gain is very important in calculating the ITC.
Conventionally, the primary channel gain is estimated in the primary system. In particular, the PT transmits a training signal to the PR through the primary channel. The PR extracts the information of the primary channel gain from the received training signal, and calculates the ITC. But, the CT cannot obtain the primary channel gain. To deal with this issue, we propose new methods for the CT to estimate the primary channel gain, such that the CT is able to calculate the ITC and achieve SS. We note that there exists an implicit relation between primary signals and the primary channel gain. As a consequence, it is possible for the CT to exploit the relation to estimate the primary channel gain. In principle, within a QoS guaranteed primary system, primary signals are carefully designed based on the primary channel gain. In particular, if the primary channel gain is strong, the PT is able to satisfy the target QoS with a low transmit power. Otherwise, the PT needs to increase its transmit power to compensate for the target QoS. In other words, primary signals contain some information of the primary channel gain. Thus, it becomes possible for the CT to obtain the primary channel gain.
In this paper, we develop two estimators, namely, a highcomplexity maximum likelihood (ML) estimator and a lowcomplexity median based (MB) estimator, for the CT to obtain the primary channel gain. Numerical results show that the ML estimator outperforms the MB estimator in terms of the accuracy if the SNR of the received primary signals at the CT is no smaller than 4 dB. Otherwise, the MB estimator is superior to the ML estimator from the aspect of both the computational complexity and accuracy.
II. SYSTEM MODEL Fig. 1 provides the system model, which consists of a PT, a PR, and a CT. In particular, the PT is transmitting data to the PR on a wireless channel. Meanwhile, the CT intends to estimate the primary channel gain for SS. In what follows, we present the channel model and the signal model, respectively. Figure 1 .
System model, where a PT is transmitting data to the PR. Meanwhile, the CT intends to estimate the primary channel gain for SS.
A. Channel Model
We consider block fading channels among these three users in Fig. 1 . Specifically, if we denote h 0 (h 1 ) and g 0 (g 1 ) as the small-scale block fading coefficient and the large-scale channel gain coefficient between the PT and the PR (CT), the channel between the PT and the PR (CT) is h 0 
where d i (in km) is the distance between two transceivers, g i can be expressed as
Thus, the CT needs to estimate the large-scale primary channel gain coefficient g 0 for SS.
B. Signal Model 1) Signal model from the PT to the PR:
Denote x p as the primary signal with unit power, i.e., |x p | 2 = 1. If the PT transmits the primary signal with power p 0 in block k, the received signal at the PR is
where n p represents the additive white Gaussian noise (AWGN) at the PR with zero mean and variance σ 2 . Then, the SNR of the received primary signal at the PR is
We further consider that the PT and the PR adopt close loop power control (CLPC) to provide QoS guaranteed wireless communication [9] . That means, the PT automatically adjusts its transmit power to meet the target SNR γ T at the PR. Then, PT's transmit power is
2) Signal model from the PT to the CT: In the meantime, the received primary signal at the CT from the PT in block k is
where n c is the AWGN at the CT with zero mean and variance σ 2 . Then, the SNR of the received primary signal at the CT is
Substituting (5) into (7), γ c (k) in (7) can be rewritten as
which means that the CT can receive distinct SNRs of primary signals in different blocks due to the variations of small-scale fadings in wireless channels.
III. MAXIMUM LIKELIHOOD (ML) ESTIMATOR
In this section, we develop a ML estimator to obtain the primary channel gain g 0 . In what follows, we will provide the basic principle of the estimator followed by the estimator design and complexity analysis.
A. Basic Principle
From (8), each SNR of the received primary signal at the CT is highly related to the primary channel gain g 0 . Then, it is possible for the CT to measure the SNR of the received primary signal and estimate g 0 . However, it is difficult to obtain g 0 directly. This is because, each SNR is also affected by random small-scale fadings and varies independently among different blocks. Alternatively, the CT can measure different SNRs of primary signals in multiple blocks and utilize the distribution knowledge of the small-scale fadings to estimate g 0 .
B. Estimator Design
By removing the block index k in (8) and writing (8) into the form of dB, we have
where the subscript dB of a parameter is the unit of the parameter, and the random variable ϕ is defined as
Since ϕ is a random variable, γ c,dB in (9) is also a random variable. Then, the cumulative density function (CDF) of γ c,dB can be expressed as
where F Φ (·) denotes the CDF of ϕ.
Substituting (11) into (10) 
By taking the derivation of F Γ c,dB (γ c,dB ) in terms of γ c,dB , we have the probability density function (PDF) of γ c,dB as
For K independent blocks, the CT is able to measure K independent values of γ c,dB , i.e., γ c,dB
Based on the ML criterion, g 0,dB can be approximated with the largest probability by the optimal g * 0,dB , which maximizes the joint PDF f (γ c,dB (1) , γ c,dB (2) , ..., γ c,dB (K)). Thus, we shall find the optimal g * 0,dB in the following. Taking the logarithm operation on both sides of (14), we have
Taking the derivation of (15) in terms of g 0,dB , we obtain 
Thus, we can find the optimal g * 0,dB by solving f 1 (g 0,dB ) = 0, where 
From (17), f 1 (g 0,dB ) monotonically decreases as g 0,dB increases. Besides, we observe f 1 (0) = K 10 > 0 and f 1 (+∞) = − K 10 < 0. Therefore, the equation f 1 (g 0,dB ) = 0 has a unique positive solution and can be efficiently solved by a bisection method. After obtaining the optimal g * 0,dB by solving f 1 (g 0,dB ) = 0, we have the ML estimator aŝ
C. Complexity Analysis
From the previous parts, the computational complexity of the ML estimator is dominated by solving f 1 (g 0,dB ) = 0 with a bisection method. Besides, the computational complexity of a bisection method is O 
IV. MEDIAN BASED (MB) ESTIMATOR
In the previous section, we have developed a ML estimator to obtain an estimation of the primary channel gain g 0,dB . In particular, the ML estimator requires to solve a nonlinear equation and is computationally complicated. In this section, we will present a low complexity estimator of g 0,dB . In what follows, we provide the basic principle of the estimator followed by the estimator design and performance analysis.
A. Basic Principle
To begin with, we provide the definition of the median Based on Definition 1, we can obtain the median γ c,dB, 1 2 of the random variable γ c,dB by letting F Γ c,dB (γ c,dB ) in (10) be 
By substituting (11) into (19), we have 
After solving (20), the median γ c,dB, 1 2 of the random variable γ c,dB can be derived as
From (21), the median γ c,dB, 1 2 is a function of the primary channel gain g 0,dB . Thus, if γ c,dB, 1 2 is available to the CT, g 0,dB can be directly calculated with (21). However, γ c,dB, 1 2 is unknown to the CT. Instead, we will first estimate γ c,dB, 1 2 and then obtain the estimation of g 0,dB with (21).
B. Estimator Design
We first give the definition of the sample median x is defined as the sample median of the random variable X.
As mentioned in the previous section, for K independent blocks, the CT is able to measure K independent samples of γ c,dB , i.e., γ c,dB (k) (1 ≤ k ≤ K) . In what follows, we approximate the median γ c,dB, 1 2 with the sample median γ s c,dB, 1 2 of these K samples. With the approximated γ c,dB, 1 2 , g 0,dB can be estimated by calculating (21).
To begin with, by sorting the K samples in an ascending order, the K samples can be relabelled asγ c,dB
of these K samples for odd and even K can be different, we will discuss sample medians for odd and even K separately.
1) For the case that K is odd:
When K is odd, the sample median is γ s c,dB,
. Then, the median of γ c,dB can be approximated as γ c,dB, 1 2 ≈γ c,dB
By substituting (22) into (21), we have the MB estimator asĝ
2) For the case that K is even: When K is even, the sample median is betweenγ c,dB
. Then, the median of γ c,dB can be approximated as
By substituting (24) into (21), we have the MB estimator asĝ
Consequently, the MB estimator can be summarized as (26) on the top of the next page.
From (26), the MB estimator is determined by the target SNR γ T,dB , the channel gain g 1,dB from the PT to the CT, and the measured SNRs at the CT, all of which are available to CT. Thus, the estimation of g 0,dB can be directly calculated with (26). In other words, the computational complexity of the MB estimator in (26) is O(1).
C. Comparison between of the ML Estimator and the MB Estimator
In this part, we compare the ML estimator and the MB estimator from two aspects, i.e., computational complexity and estimation accuracy. ) and O(1), respectively. Thus, the MB estimator is much simpler than the ML estimator.
2) Estimation error comparison: In principle, the ML estimator utilizes all the available samples of γ c,dB , i.e., γ c,dB (k) (1 ≤ k ≤ K), and outputs an estimation of g 0,dB . This is different from the MB estimator, which only utilizes the sample median to estimate g 0,dB . Ideally, the more samples an estimator utilizes, the more accurate the estimation is. In fact, each sample of γ c,dB is physically measured at the CT and disturbed by the noise. Thus, each sample contains both the information of g 0,dB and noise. In particular, if each measured SNR sample of γ c,dB is large, i.e., the conveyed information of each sample is much more than the contained noise, estimators are able to extract more knowledge of g 0,dB from more samples, and obtain more accurate estimations. Otherwise, estimators will be more confused by more samples, and thus output less accurate estimations. Therefore, the ML estimator is expected to outperform the MB estimation in terms of the estimation accuracy when the measured SNRs at the CT are large. Otherwise, the MB estimator is superior to the ML estimator. This is verified through numerical results.
V. NUMERICAL RESULTS
In this section, we provide the numerical results to demonstrate the performance of the proposed ML estimator and MB estimator. Here, we adopt the system model as in Section II, where the radius of the PT's coverage is R = 0.5 km, the power of the AWGN σ 2 = −114 dBm, the target SNR of the PR is γ T,dB = 10 dB, and the number of samples to measure a SNR at the CT within each block is J = 100. Furthermore, 10
4 Monte Carlo trails are conducted for each curve. To begin with, we define the estimation error of g 0,dB as ε = |g 0,dB − g 1,dB |. Fig. 2 gives estimation errors with the distance d 1 between the PT and the CT. In particular, the distance d 0 between the PT and the PR is 0.25 km. From this figure, the estimation error ε of the ML estimator remains at around 0.6 dB as d 1 grows from 0.1 km to 0.35 km and increases from around 0.6 dB to 1.45 dB as d 1 grows from 0.35 km to 0.5 km. Meanwhile, we observe that the estimation error of the MB estimator remains at around 0.68 dB for d 1 ≤ 0.5 km. Fig. 3 provides average SNRs of the measured primary signals at the CT corresponding to the estimation errors in Fig. 2 as d 1 grows from 0.1 km to 0.5 km. From this figure, the average SNR monotonously decreases from 25 dB to 0 dB. This is because, for a given distance d 0 between the PT and the PR as d 1 = 0.25 km, the average transmit power of the PT remains constant to guarantee the target SNR at the PR. As d 1 grows from 0.1 km to 0.5 km, the channel gain g 1,dB is degraded. Then, average SNRs of the measured primary signals at the CT reduces. By combining Fig. 2 and Fig. 3 , the ML estimator outperforms the MB estimator when the average SNR at the CT is no smaller than 4 dB. And the MB estimator is superior to the ML estimator when the average SNR at the CT is smaller than 4 dB. Fig. 4 gives the required time with the ML estimator and the MB estimator to output an estimation. From this figure, the required time to obtain an estimation with the ML estimator is almost 100 times as long as the required time with the MB estimator. This comparison shows the advantages of the MB estimator over the ML estimator from the aspect of computational complexity and also verifies the complexity analysis of both estimators.
VI. CONCLUSIONS
We developed a high-complexity maximum likelihood (ML) estimator and a low-complexity median based (MB) estimator for the CT to obtain the primary channel gain. Numerical results show that the ML estimator outperforms the MB estimator in terms of the accuracy if the SNR of the sensed primary signals at the CT is no smaller than 4 dB. Otherwise, the MB estimator is superior to the ML estimator from the aspect of both the computational complexity and accuracy.
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