This article presents an infrared-ultrasonic sensor fusion approach for support vector machine-based fall detection, often required by elderly healthcare. Its detection algorithms and performance evaluation are detailed. The location, size, and temperature profile of the user can be estimated based on a novel sensory fusion algorithm. Different feature sets of the support vector machine-based machine learning algorithm are analyzed and their impact on fall detection accuracy is evaluated and compared empirically. Experiments study three non-fall activities, standing, sitting, and stooping, and two fall actions, forward falling and sideway falling, to simulate daily activities of the elderly. Fall detection accuracy studies are performed based on discretely and continuously (closer to reality) recorded experimental data, respectively. For the discrete data recording, an average accuracy of 92.2% is achieved when the stand-alone Grid-EYE is used and the accuracy is increased to 96.7% when sensor fusion is used. For the continuous data recording (180 training sets, 60 test sets at each distance), an average accuracy less than 70.0% is achieved when the stand-alone Grid-EYE is used and the accuracy is increased to around 90.3% after sensor fusion. New features will be explored in the next step to further increase detection accuracy.
Introduction
Unintentional injuries are the fifth leading cause of death in elderly and falls constitute two-thirds of these deaths (Rubenstein, 2006) . For patients, regardless of age, treatment within the first 1-2 h after a fall is critical in a trauma emergency (Masud and Morris, 2001) . Approximately 28%-35% of people over age 65 and 32%-42% of those over 70 fall each year (World Health Organization (WHO), 2007) . The United Nations predicts 22% of people in the world will be over 65 years old by the year of 2050 (Igual et al., 2013) . Therefore, providing help quickly after a fall is vital to minimize injury and long-term impact and the potential economic market is large. Most existing fall detection devices are wearable (Lara and Labrador, 2013) such as acceleration sensors (Tong et al., 2013) and Radio-frequency identification (RFID) sensors (Lai and Chen, 2011) . However, they are not an ideal option for elderly people due to attachment mechanism (Mubashir et al., 2013) . The most popular non-wearable devices are camera based (Rougier et al., 2011) , which, however, invade privacy and cannot work well in dark environment.
More research is focused on developing non-vision based non-wearable fall detection devices mostly relying on infrared, radar, ultrasound, or acoustic sensors. Among this, passive infrared (PIR) motion sensors, popularly used for smart home devices, such as indoor occupancy localization (Lee et al., 2006) , counting and tracking (Hao et al., 2009) , attract a lot of attention but also face a lot of challenges due to low accuracy and precision.
Another cost-effective fall detection sensory option is the low-pixel infrared array sensors. An 8 3 8 lowpixel thermal array sensor has been setup on the ceiling to do activity recognition (Mashiyama et al., 2015) and fall detection (Mashiyama et al., 2014) based on the support vector machine (SVM) algorithm. The infrared array has also be setup on side-walls for location estimation and elderly care (Chen and Ma, 2015) . Most recently, a 4 3 16 infrared detector array has been used for indoor occupancy counting (Tyndall et al., 2016) . In addition, sensor fusion algorithm, popularly used for structural health monitoring (Costiner et al., 2013) , has shown growing applications in indoor intelligent surveillance. For instance, A combination of a PIR, an acoustic, and a vibration sensor was used for fall detection (Toreyin et al., 2008 ). An integrated Doppler radar-ultrasonic sensor was used for activity recognition (fall detection) (Hong et al., 2013) and occupancy counting (Shih et al., 2016) . More recently, a sensor fusion system integrating an ultrasonic and a PIR sensor array has have been developed for resident identification and activity recognition (Mokhtari et al., 2017) .
In this article, we propose a sensor fusion-based fall detection algorithm, building off a sensor node module equipped with one low-pixel infrared array sensor Grid-EYE (AMG8853) and one ultrasonic sensor (HC-SR04). The sensor node can rotate on a pan-tilt structure. A sensor fusion method is proposed to obtain the location, size, and profile of the user and the SVM algorithm is used to make judgement on if the falling is occurring or not. SVM is a widely used machine learning algorithm for activities of recognition and classification (Fleury et al., 2010) .
One of the biggest challenges in fall detection is the system performance evaluation, since it is extremely difficult and not practical to retrieve real falling activities of the elderly for testing. Most fall detection events are tested on young volunteers (Igual et al., 2013) or on human mimicking dolls (Zigel et al., 2009) .
In this article, performance tests were performed by three young volunteers, including two types fall activities (falling forward and falling sideway) and three types of non-fall activities (sitting, standing, and stooping). The average detection accuracies of 96.7% and 90.3% are obtained for discrete and continuous data recording at distance up to 1.8 m, respectively, demonstrating the successful differentiation of falling action from other similar non-falling daily activities. The proposed sensor fusion provides a low-cost, removable, and highly reliable fall detection solution that will ensure the wellbeing of elders. New features will be explored in the next step to further increase the detection accuracy. Figure 1 illustrates the systematic diagram of the sensor fusion pan-tilt platform, including a sensor node module (an infrared array sensor and an ultrasonic sensor), a main processor, a Bluetooth module, pan-tilt servo structure, battery power, and a PC interface. The details of each component are described as follows. Figure 2 shows the assembly of the sensor fusion module, equipped with a Grid-EYE (AMG8853, Panasonic Inc.) sensor for hotspot detection and an ultrasonic sensor HC-SR04 for range detection. The Grid-EYE has the field of view (FOV) of 60°at vertical and horizontal directions; the detection temperature ranges from 0°C to 80°C at a resolution of 0.25°C and an on-board thermistor sensor reflecting environmental temperature. The HC-SR04 has one trigger and one echo pin for distance detection based on Time-of-Flight measurement with a detection range of 4 m and a detection angle of 15°. The Grid-EYE sensor supports I2C interface, with two sampling frequencies of 1 and 10 Hz. Based on the Time-of-Flight measurement, the ultrasonic sensor can reach a sampling frequency higher than 10 Hz. And thus, the sampling frequency of the sensor fusion module is set as 10 Hz.
Sensor fusion

Sensor fusion module
Pan-tilt platform
The sensor fusion module is installed on a pan-tilt structure (Figure 3) , capable of rotating along Z-axis from +90°to 290°(Z-axis is vertical to the horizontal plane) and along X-axis (X-axis is parallel to the horizontal plane) from +80°to 280°.
The Arduino Mega is selected as the main processor with the embedded program developed for controlling the rotation of pan-tilt structure by pushing buttons. The real-time ultrasonic sensor data and two rotational angles can be shown on the liquid-crystal display (LCD). Data from both the Grid-EYE and the HC-SR04 can be sent to PC or a control hub through Bluetooth 4.0 module based on the communication protocol in Figure 4 .
Sensor fusion algorithm: localization
Environmental heat sources are the major background noises for the Grid-EYE, bringing the complexity and inaccuracy in developing fall detection algorithms. In other words, a non-occupant heat source (such as a hot drink, an oven, a pet) might be mistaken as a user and can disturb the fall detection algorithms. HC-SR04 can compensate for this by differentiating the user from other disturbing background heat sources. It can also estimate and track the user's location and assist the Grid-EYE to focus on the area of interest. More specifically, the detection space is first subdivided, based on the spherical coordinates, as shown in Figure 5 , and then the distances toward specific directions are recorded by HC-SR04 with an angle step of 10°, that is, the elevation and the azimuth angle are set as 290°, 280°, 270°. 70°, 80°, 90°, respectively. The corresponding background data at each angular coordinate can be measured beforehand and saved as ground truth data.
During the user localization process, the locations of each hotspot are estimated based on the positions of pixels with the highest temperature ranges on the thermal image. Assuming the location of one hotspot is (i, j), 1 i 8, 1 j 8, the direction of the hotspot a, b can be estimated as
where a 0 and b 0 are the azimuth and elevation angle of the pan-tilt servos, respectively. And then the location is transferred to the specific subspace for the ultrasonic sensor using the following method:
Here, round indicates round the number to the nearest multiple of 10. Basically, this will yield the nearest coordinate of where the background data are presaved. After that, the ultrasonic sensor rotates along the Y and the Z axis to the calculated the direction with the assistance of the pan-tilt servos with the distance to that area measured as D s . Finally, the distance values toward the direction of the hotspots are compared with pre-saved background data D b to make further judgement on the occupancy presence and to estimate the location(s) of potential user(s). The user is detected at one single coordinate when D s À D b .D th , where D th is a threshold value set as 10 cm. If so, its nearby segments
will be checked to see whether these segments are also occupied. The same process repeats until the size and the profile of the occupant/user are determined. Finally, the user's location information including the azimuth angle range, the elevation angle range, and the distance from the sensor position will be determined. Figure 6 shows the experimental setup for user localization. The sensor platform is set at 0.75 m high and 1.5 m away from the user. Background data of each individual space area are collected first. Then, the standing, walking, and sitting activities at specific points will then be collected. Figure 7 shows the corresponding thermal image of Figure 6 (d) captured by Grid-EYE when an occupant is sitting in front of the sensor platform with both the a 0 and b 0 at 0°. Three potential hotspots can be easily identified by setting a threshold value above the ambient temperature. The ambient temperature collected by the on-board thermistor is 24.5°C and the threshold value is set at 1.5°C.
Experimental results and analysis for localization
The pixel location of the three hotspots are (3,1), (4,4), and (1,8) and their respective coordinates of a g , b g are (210, 30), (0, 0), and (230, 230) according to equations (1)-(3). Next, the background data and the updated distances at these coordinates are compared. For example, when (a g , b g ) = (0, 0), D s = 125 cm, D b = 211 cm, and the threshold value D th is set as 10 cm by taking the accuracy of HC-SR04 into account, that is, the relative distance between the detected and the background distance becomes 211 cm2125 cm = 86 cm, the user is therefore detected at the direction (0,0), where azimuth and elevation angle are both zero. If the relative distance is larger than the threshold value, an occupant will be determined.
Then the scanning results in spherical coordinates will be converted to Cartesian coordinates,
Here, the sensor node position in Cartesian coordinates is set as (0, 0, 0), where the X-axis is straight ahead of the sensor in horizontal direction and Z-axis is the upward direction as illustrated in Figure 6 . After applying the sensor fusion algorithm, the hotspot pixel (1,8) identified in Figure 7 can be verified as non-occupant and the other two hotspot pixels are identified as one single occupant. HC-SR04 helps eliminate most background noises and improve the detection speed and accuracy. In this experiment, the presence of an occupant sitting 1.5 m away from the sensor is successfully detected and the size can also be estimated as 0.89 m in width and 1.35 m in height.
SVM-based sensor fusion algorithm: fall detection
After the sensor fusion is sent to the PC, a feature set of each activity will be extracted and a fall or non-fall category will be further identified through the SVM classifier. Here, the feature set includes four features extracted from the Grid-EYE and one feature from the HC-SR04:
The number of consecutive frames where motion is detected, as shown in Figure 9 .
The root mean square (RMS) between two consecutive frames is calculated based on the following equation
where T i, j, k represents the Grid-EYE pixel data at coordinate (i, j) on the k th frame of the Grid-EYE sensor data (a 8 3 8 matrix).
If the RMS is higher than a threshold value R th , then a motion is detected; all consecutive frames together can be taken as an activity occurring. N M is total number of frames for an activity, as shown in Figure 9 . Since the data are received at a constant frequency, this feature reflects the duration of the activity.
2. T M : Peak value of each pixel's temperature change of before and after an activity (from the first to the last frame of N M )
Here k 0 is the index of the first frame of an activity. When a fall occurs, this feature tends to be large since a fall usually associates with a large acceleration.
3. T C : Peak temperature change of each pixel between two consecutive frames
This feature reflects the speed of the user in action and tends to be large when a fall occurs.
4. D M : Distance of between the maximum temperature pixel before and after an activity.
The feature D M is the Euclidean distance between the positions of pixel where maximum temperature is observed in two frames before the start of N M and two frames after the end of N M . (Figure 10) 5. D diff : the ultrasonic sensor data difference between the start and end of an activity
where U k is the ultrasonic sensor data of the k th frame. Since the original D diff values are much larger than other feature values, a coefficient is added to help calculate the classifier. Here, the coefficient value C is set as 1/100 to ensure that D diff has a similar data range as other features.
Since the sensor data are collected continuously, one activity must be identified before features can be extracted from the next activity and applied to classification. In other words, the time frame corresponding to the beginning and the end of each activity needs to be identified. In this article, the data sequence is first separated based on the feature N M and then the SVM classifier is used to determine whether the activity is ''fall'' or not. Figure 11 shows the diagram of activity identification at a continuous period. The indexes of all consecutive frames can be extracted as shown in Figure 11 . As one activity could have several peaks, another threshold value T gap is defined and set as 10 frames. That is, if the number of frame gap between these two peak frames is less than T gap , the two peak frames will be considered as happening within one activity period (Figure 12 ). Then the fall detection process continues. The classifier is analyzed based on the training sets. Once an activity is detected, the features will be extracted for the classifier to identify activity as ''fall'' or ''non-fall.''
Experimental results and analysis for fall detection
The sensor platform is set at 0.8 m high in front of the user/occupant, as shown in Figure 13 . Since our sensor system can rotate and follow the occupant, the sensor is set in front of the subject during our fall detection experiments for convenience. And the distance from the sensor to the occupant do affect the detection algorithm. Also, the occupant should not be too close to the sensor; otherwise, the motion of the occupant cannot be fully recorded. In this article, three distances (1.2, 1.5, and 1.8 m) are selected in the experiment for evaluating the algorithm performance.
The threshold R th for motion detection (feature N M ) is set based on the background data. A total of 10 s of background data are first recorded before testing (before the occupant showing up). Then the maximum RMS (RMS values are calculated based on equation (5)) between continuous frames is calculated. R th must be larger than this value to avoid false negative detection in activity segmentation. In other words, no activity should be segmented when there is no occupant in the FOV. Based on our experiment, we set R th to be 0.6°C. The thermal images and ultrasonic data mapping during the entire testing period are recorded, transmitted, and saved continuously. A total of 180 actions have been captured for each distance during this experiment. Two kinds of falling activities are considered in the experiment, forward falling and sideway falling. In addition to the falling activity, sitting, standing, and stooping are selected as non-falling activities because they are commonly used in daily lives and have quite similar gestures with the falling action. To clarify, stooping is defined as stooping down to pick up an item from the ground and returning to the standing position. Table 1 shows the specification of the experiment.
Experiments are performed by three young volunteers in their early twenties. At each detection distance, each of them completed 15 times of forward falling, 15 times of sideway falling, 10 times of standing and sitting, respectively, and 10 times of stooping. That is, each volunteer performed 60 activities. Standing, sitting, and stooping are all considered as the same category (non-falling) within the SVM algorithm. The 180 activities are treated as the training sets to calculate the SVM classifier (Chang and Lin, 2011) for continuous test. All the training sets are recorded individually so a reliable classifier can be calculated. These 180 training sets are treated as discrete test database, including 120 as the discrete training set and 60 as the test/validation set. Based on these discrete testing data, the reliability of the classifier is verified, and the best combination of features is found.
However, in real application scenario, user's activities are recorded continuously by the sensor fusion platform and activities can happen one by one; therefore, another series of experiments are designed for continuous activity recording, following the order of sitting, standing, stooping, sitting, standing, forward falling, return to standing status, sitting, standing, and sideway falling, as shown in Figure 14 . More specifically, these activities are performed continuously by three aforementioned users and repeated twice. That is, there are six continuous test segments recorded for each distance and are later on used as the test sets. Each test segment contains 10 pre-defined activities including eight non-fall activities and two fall activities, as mentioned previously. At each distance, the aforementioned discrete data sets (180 total) are treated as the training sets for the continuous test, which do not include the activity from lying status to standing status. Figure 15 demonstrates an example of one test segment with 10 continuous activities recorded at 1.5 m.
Fall detection: performance evaluation
To verify the functionality of the fall detection algorithm, two testing methods (discrete and continuous) are executed. For discrete testing, 60 out of 180 data sets are treated the test data, as these datasets contain only one activity, and the remaining 120 data sets are treated as the training sets. Results are listed in Figure  16 , where the accuracy is averaged by 10 different selections of test sets. One can find out that the feature sets containing features extracted from both the Grid-EYE and the HC-SR04 sensor (the right three bars at each distance in Figure 16 ) always achieve higher accuracy than these containing features from the single sensor (Grid-EYE or HC-SR04), the left six bars at each distance in Figure 16 ). For instance, at the distance of 1.2 m, the feature set (T C D M T M ) reaches the highest accuracy of 93.3% when the stand-alone Grid-EYE sensor is applied. However, with the assistance of the HC-SR04, the accuracy is increased to 99.7%. At distance of 1.5 m, the feature set (N M T C T M ) reaches the highest accuracy of 94.7% when the stand-alone Grid-EYE sensor is applied. However, with the assistance of the HC-SR04, only two other features T C and T M are required to reach the highest accuracy of 98.7%. At the distance of 1.8 m, the detection accuracy becomes lower. It can be caused by the decrease of temperature difference between the occupancy body temperature and the ambient environmental temperature as well as reliability of the ultrasonic sensor. While we can still find out that the highest accuracy 88.7% is reached when the stand-alone Grid-EYE sensor is applied. And with the assistance of the HC-SR04, the accuracy is increased to 91.3%.
This discrete testing also helps us to find the best feature set. By summarizing the accuracy from three distances, we select feature set (T C D M T M ) and (T C T M D diff ) as the best combination of features when only data from Grid-EYE sensor are used and when both sensors are applied. These two combinations of features will be used for classification in continuous experiments. Figure 17 illustrates the feature space of these two feature sets. Feature sets (N M T C T M D diff ) and (T C D M T M D diff ) also have higher accuracy; however, since they both require four features, we consider (T C T M D diff ) as the best feature set, even though its accuracy is about 2% lower than that of the above two feature sets. The detection result for the continuous testing based feature set (
The second method uses the continuously recorded 18 test segments (six test segments at three distances, a Figure 13 . Snapshots of fall detection including five activity categories: sitting, standing, stooping, forward falling, and sideway falling. total of 180 activities) as the test sets and each activity contains a certain number of frames. For each distance, a total of 180 activities obtained from the aforementioned discrete test are used as the training sets. Additional six continuous testing segments, each containing 10 activities are used as the test sets. Figure 18 shows testing results of one of the testing segments with 10 testing activity periods (400 frames total), where all the 10 activities are identified correctly, and each activity period is marked by the red lines. Figure 19 shows experimental results of activity segmentation, where Falling F represents forward falling and Falling S represents sideway falling. All the ''fall'' activities are successfully segmented.
For non-fall activities, the overall segmentation accuracy is about 89.6%, and the inaccuracy is mainly due to false positive detection caused by stooping, as shown in Figure 20 , which can be further addressed by analyzing the change of the moving speed (the acceleration analysis between each frame) in the next step. The accuracy analysis of fall detection result based on continuous activity data recording is shown in Figure 21 . Using the stand-alone Grid-EYE sensor, the accuracy for fall detection is not so satisfied, as shown in Figure 21(a) , while a relative higher accuracy is reached by integrating the HC-SR04 ultrasonic sensor. Figure 21(b) shows the fall detection result based on feature set (T C T M D diff ). The detection accuracy on non-fall activities, fall activities, and overall activities are plotted separately. At the distance of 1.2 and 1.5 m, all the ''fall'' activities are successfully identified. While false negative detection does happen, the accuracy of non-fall activity detection accuracy is about 89.3%; in other words, about 10.7% of non-fall activities are incorrectly detected as fall activities. When distance is increased to 1.8 m, the false positive detection rate is smaller, while at the same time the false positive detection happens and the accuracy to detect a ''fall'' is decreased. The overall accuracy keeps around 90.0%.
Fall detection accuracy based on feature set ( Figure 22 (a) and (b). Their true positive rate (detection accuracy on fall activities) is similar with that of feature set (T C T M D diff ). In addition, feature set (N M T C T M D diff ) results in a higher false negative rate at closer distance that means it tends to detect a ''non-fall'' activity as a ''fall'' activity. While feature set (T C D M T M D diff ) has a higher false negative rate when the distance increases. The accuracy of non-fall detection at 1.5 m and 1.8 m largely decreases in comparison to that of 1.2m. That is, non-fall activity is more likely to be detected than the fall activity at longer distances. And all the results show a rising in the false positive rate when the distance increases. In summary, these analyses confirm that (T C T M D diff ) is the best combination of features.
Conclusion and future work
In this article, SVM-based sensor fusion is proposed for fall detection, which relies on an 8 3 8 pixel Grid-EYE infrared array sensor and an ultrasonic distance sensor HC-SR04, installed on a pan-tilt orienting mechanism with two rotation degrees of freedom intended for increasing the FOV. The sensor fusion platform is mobile and does not require any attachment mechanisms to the user so can be easily setup for any appropriate applications. It does not have privacy invasion-related issues and can work up to 24 h a day.
The location, size, and temperature profile of the user can be estimated based on a novel sensory fusion algorithm. Different feature sets for the SVM-based machine learning algorithm are analyzed and their impact on fall detection accuracy is evaluated and compared empirically. Experimental studies include three non-fall activities, standing, sitting, and stooping, and two fall actions, forward falling and sideway falling, to simulate elderly daily activities. Fall detection accuracy studies are performed based on discretely and continuously (closer to reality) recorded experimental data. The discrete dataset also helps to find the best feature set combination. For the discrete testing, at the distance of 1.2 and 1.5 m, an accuracy above 95.0% is achieved when the stand-alone Grid-EYE is used and the accuracy is increased to nearly 100% (99.7% at 1.2 m and 99.1%) at 1.5 m after sensor fusion. At 1.8 m, the accuracy only reaches 91.3%.
For the continuous testing, an average accuracy less than 70.0% is achieved when the stand-alone Grid-EYE is used, and the accuracy is increased to around 90.3% after applying the sensor fusion algorithm. The false negative rate and the false positive rate have also been discussed based on different feature sets. The optimal feature set is finally found to be (T C T M D diff ) where feature T M reflects the acceleration of the activity, feature T C reflects the velocity of the activity, and D diff verifies the existence of the occupant.
The accuracy of the continuous testing is not as high as the discrete testing especially for a stand-alone Grid-EYE sensor, mainly due to the difficulty in continuous activity identification and size limitation of the training and testing sets. In discrete testing, there are sufficient frames that do not involve motions before and after each recorded activity. There is no need to segment activities, since only one activity is included in the datasheet. And thus higher quality features are more likely to be successfully extracted. While for continuous testing, this may not always work. In the future work, we would develop new features and extend training database of falling activities. For instance, the time change of proposed feature T C , D M , T M can be taken into consideration for new feature development. Also the length of the time gap between each activity can also been considered to further differentiate different fall activities, such as falling and standing up immediately or falling and losing conscious. Additionally, the angular scanning step of the HC-SR04 is still large (10°) which may lead to lower accuracy for longer distance detection. A more efficient algorithm is also required to decrease the calculation time and improve the accuracy.
Finally, the fall detection method described in this article is mainly based on the features extracted from the motion process. An falling alert can be generated and communicated to family, friends, and/or healthcare center when a ''fall'' is detected. In the future work, the status after a ''fall'' can also be analyzed to further confirm a detailed ''fall'' action. Once a ''fall'' action is detected, our sensor system can rotate toward the occupant when the occupant is lying on the ground. And then an advanced algorithm can be applied to confirm a ''fall'' or lying status; this can also help to avoid false alert such as the occupant does fall or she or he can stand up very soon.
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