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Pro´logo
((Hay tres clases de mentiras: las mentiras, las malditas mentiras y
las estad´ısticas)) 1.
Esta cita, que se suele atribuir al escritor norteamericano Mark Twain —aunque
realmente fue pronunciada por el pol´ıtico y escritor ingle´s Benjamin Disraeli—
muestra, de alguna forma, el sentimiento popular que se tiene hacia la estad´ıstica.
Siempre que menciono a mis estudiantes esta frase suelo observar el esbozo
de una leve sonrisa y un movimiento de asentimiento. Ciertamente, la ciencia es-
tad´ıstica no suele tener demasiado ((prestigio)) —yo dir´ıa ma´s bien credibilidad—
entre la ciudadan´ıa en general. Es fa´cil caer en la tentacio´n de pensar que la
estad´ıstica se utiliza para enmascarar la verdad, para manipular los resultados o,
en el peor de los casos, que no sirve para nada ya que se suele errar habitualmente
en sus predicciones —ve´ase en las noches electorales—.
Sin embargo, la estad´ıstica, o mejor dicho, un buen uso de las herramientas
que nos proporciona, es fundamental en nuestra Sociedad. Puede que alguno de
los lectores se sorprenda al leer esta afirmacio´n tan rotunda, pero le invito a que
reflexione unos momentos y piense en co´mo le afectar´ıa personalmente que se
hiciera un mal uso de la estad´ıstica.
¿No?, ¿piensa que a usted no? Le voy a ayudar un poco con algunos ejemplos
que le pueden resultar cercanos.
Sin una validacio´n estad´ıstica rigurosa, no dispondr´ıamos de medicamentos
pues no ser´ıamos capaces de evaluar su efectividad; una elaboracio´n erro´nea del
Indice de Precios al Consumo (IPC) o del Producto Interior Bruto (PIB) su-
pondr´ıa un serio problema para la economı´a nacional y, en particular, de la suya;
1
((There are three kinds of lies: lies, dammed lies and statistics)).
un censo mal elaborado trastocar´ıa los planes de servicios que las administracio-
nes han de prestar a la comunidad (limpieza, hospitales, colegios,...), y as´ı un
largo etce´tera de situaciones en las que la estad´ıstica hace posible elaborar planes
de previsio´n, proyecciones de futuro, etc.
Todo esto sin mencionar la enorme cantidad de datos con los que diariamente
nos bombardean los medios de comunicacio´n, y que hemos de ser capaces de
interpretar correctamentes para intentar no ser manipulados.
As´ı pues, considero de especial importancia inculcar una buena formacio´n
estad´ıstica en la poblacio´n general y, en particular, en nuestros estudiantes uni-
versitarios, pues la mayor´ıa de ellos, antes o despue´s, se tendra´n que enfrentar a
situaciones en la que necesiten ((extraer)) la mayor y la mejor informacio´n posible
de un conjunto de datos.
Por suerte —esa es mi opinio´n particular—, el acceso generalizado a los or-
denadores ha posibilitado en acercamiento de la estad´ıstica a un pu´blico ma´s
amplio, pues ha permitido aplicar te´cnicas estad´ısticas complejas sin la necesidad
de tener una base matema´tica muy potente.
No quiero que estas palabras u´ltimas se malinterpreten. No disponer de una
formacio´n matema´tica de alto nivel no significa que ((hacer estad´ıstica)) consista en
darle al boto´n del ordenador sin ton ni son. Suelo poner la siguiente comparacio´n
al respecto, se pueden hacer excelentes textos con un ordenador —ve´ase este
como ejemplo— sin necesidad saber como esta´ montada la placa base o como
funciona el procesador de su computadora. Son herramientas que se ponen a
nuestra disposicio´n y que hemos de utilizar correctamente.
Por lo tanto, la aplicacio´n pra´ctica de las te´cnicas estad´ısticas necesita de un
conocimiento profundo de las posibilidades de las mismas. Si se quiere ir ma´s alla´,
sera´ necesario una formacio´n ma´s profunda, pero los paquetes estad´ısticos ponen
a disposicio´n del usuario la posibilidad extraer la informacio´n relevante —en el
caso de que la hubiera— de los datos disponibles.
Este texto va en esa l´ınea; con un lenguaje sencillo, adaptado a las personas
a quienes va dedicado, se nos presentan diversas te´cnicas estad´ısticas muy u´tiles
para abordar una gran cantidad de situaciones pra´cticas.
Adema´s, hace que esto sea posible sin tener que gastar una gran cantidad
de dinero, solamente la invertida en el ordenador que este´ usted usando, pues el
software aqui utilizado es del libre distribucio´n —no me gusta la palabra gratis
ya que hay una gran cantidad de trabajo altruista invertido— surgido de un
proyecto colaborativo en el que participa la comunidad estad´ıstica: el proyecto R
(www.r-project.org).
Obviamente existe software comercial —muy popular— para la realizacio´n de
estudios estad´ısticos, pero ninguno de estos programas tiene la flexibilidad y la
potencia que tiene R. Cierto es que, en algunos casos, los resultados aparecen
de una forma ((menos vistosa)) que en los programas comerciales, pero como con-
trapartida, R nos permite aplicar te´cnicas de u´ltima generacio´n y, si tenemos la
formacio´n suficiente —realmente no hace falta ser un genio de la informa´tica—,
es posible implementar fa´cilmente nuestras propias metodolog´ıas.
Finalmente, quer´ıa dar las gracias a Jorge, autor de este texto, por invitarme a
prologarlo. Es un orgullo para mı´ el poder hacerlo. Quisiera destacar el entusiasmo
y pasio´n que Jorge le pone a las cosas que hace, y desde estas l´ıneas le animo a
seguir en esa l´ınea. Nunca debemos perder la pasio´n por las cosas que hacemos,
es el camino ma´s corto a la felicidad.
Termino con otra cita, atribu´ıda a un proverbio chino, ((conjeturar es barato;
conjeturar erro´neamente es caro)). Este libro le puede ayudar a no conjeturar
erro´neamente.
Fernando Reche Lorite
Profesor titular del a´rea de Estad´ıstica e Investigacio´n Operativa
Universidad de Almer´ıa, septiembre de 2012
Prefacio
Como sen˜ala De la Fuente (1998), podr´ıamos destacar dos grandes problemas a
los que nos enfrentamos cuando tratamos de gestionar asignaturas relacionadas
con la estad´ıstica en las titulaciones de psicolog´ıa y las asociadas a las ciencias
de la educacio´n. En primer lugar, los estudiantes no ven la utilidad pra´ctica
de los contenidos de e´stas asignaturas. E´sto es, piensan que lo que ven en clase
dif´ıcilmente tendra´ aplicacio´n en el contexto real de su desempen˜o profesional; que
nunca van a tener que enfrentarse a una variable que se distribuya normalmente
o que jama´s tendra´n que tomar decisiones que impliquen incertidumbre. Por otro
lado, aunque los contenidos estad´ısticos forman parte del programa educativo
en la ensen˜anza secundaria, tambie´n es cierto que muchos estudiantes tienen un
bagaje sobre teor´ıa estad´ıstica relativamente bajo.
Sin desligarme de lo anteriormente expuesto, me gustar´ıa decir que el objeti-
vo de este libro es tratar de solventar alguno de e´stos problemas a los que se ha
hecho referencia. Sin embargo, mis motivaciones para enrolarme en la ardua, que
no desagradable, tarea de escribir este libro responden a otros factores. En primer
lugar, desde un punto de vista pragma´tico, podr´ıa indicar que no existe ningu´n
material a d´ıa de hoy (abril de 2012)2, que yo sepa, destinado espec´ıficamente
a alumnos de psicolog´ıa y educacio´n que presente el ana´lisis de datos utilizando
R o R Commander. Por consiguiente, creo que esta empresa que estoy empezando
a construir esta´ relativamente justificada. Ma´s au´n, si consideramos las intere-
santes ventajas (ma´s abajo descritas) que supone el uso de estas herramientas
2Con posterioridad a haber escrito estas palabras (alla´ por el mes de julio de 2012 y durante
mi asistencia al V European Congress of Methodology) supe de la existencia de un grupo de
trabajo de la Universidad del Pa´ıs Vasco que esta´ progresando en esta misma l´ınea y que ha
producido un libro (Elosua y Etxeberria, 2012) sobre esta tema´tica altamente recomendable
para usuarios del campo de las ciencias sociales.
estad´ısticas para los estudiantes.
En segundo lugar, me gustar´ıa intentar sacarme una espinita que tengo clava-
da en relacio´n a la elaboracio´n de material dida´ctico para utilizar en mis clases.
Aunque, como bien dice Andy Field (2009), la elaboracio´n de libros que puedan
usarse como material de apoyo en las clases no es una tarea que goce de gran
prestigio y reconocimiento (los art´ıculos publicados en revista indexadas en la
ISI Web of Knowledge pesan ma´s); creo que disponer de material espec´ıficamente
desarrollado para entornos concretos de ensen˜anza-aprendizaje puede ser indu-
dablemente u´til desde un punto de vista dida´ctico. En mi caso concreto, hab´ıa
intentado previamente (sin ningu´n e´xito) tratar de elaborar material dida´ctico
para poder usarlo en mis clases de psicometr´ıa, asignatura que he estado impar-
tiendo desde el an˜o 2005, pero por diferentes circunstancias no he sido capaz de
llevar a buen puerto esa encomiable tarea. Por tanto, este libro satisface mi deseo
de escribir un libro que pueda ser u´til a mis alumnos y alumnas.
Adicionalmente, he de decir que este libro esta´ siendo concebido para ser un
regalo con el que me gustar´ıa obsequiar a mis actuales alumnos en la asignatura de
psicometr´ıa. Y e´sto es as´ı porque me hubiese gustado elaborar material dida´ctico
para mis alumnos durante el presente curso acade´mico 2011/2012 en el idioma
ingle´s (dado que la asignatura tambie´n esta´ dentro del Plan de Fomento del
Plurilingu¨ismo) pero las circunstancias han frustrado mi intento, al menos, por el
momento. Por ello, dados los problemas a que se enfrentan mis alumnos y alumnas
cuando desarrollan trabajos pra´cticos en psicometr´ıa y que vengo observando en
los u´ltimos an˜os, me agrada la idea de considerar que puedo compensarles con la
produccio´n de este manual.
En tercer lugar, creo que otro de los factores que ha desencadenado el inicio
de e´ste trabajo podr´ıamos encontrarlo en la satisfactoria experiencia que actual-
mente estoy disfrutando como tutor de alumnas ERASMUS en la asignatura
((Tratamiento de Datos en Psicolog´ıa)). El caso es que e´sta asignatura tambie´n se
encuentra inscrita en el Plan de Fomento del Plurilingu¨ismo que se esta´ desarro-
llando en la Universidad de Almer´ıa y supuestamente deber´ıa de haberla impar-
tido, en mayor medida, en el idioma ingle´s. Sin embargo, debido a circunstancias
de diferente ı´ndole, me he visto obligado a impartir so´lo una pequen˜a porcio´n de
la carga docente que oficial y originalmente ten´ıa asignada. El caso es mucho ma´s
rico en matices dado que, a sabiendas de que la asignatura iba a impartirse (en
una gran proporcio´n) en ingle´s, un grupo de alumnas provenientes de Polonia y
Holanda se matricularon en la misma para satisfacer sus necesidades formativas.
En esta situacio´n, las alumnas y yo, acordamos celebrar una sesio´n semanal en la
que pudie´semos ir trabajando con R ( de aqu´ı en adelante) los contenidos que
se estaban desarrollando en la asignatura los alumnos espan˜oles. As´ı las cosas,
cada vez me siento mejor usando y ma´s viable veo la idea de usar e´ste software
como herramienta docente y anal´ıtica.
Por u´ltimo, otro motivo por el que escribo e´ste libro es porque quiero home-
najear a mi profesor, maestro y compan˜ero Fernando Reche Lorite y, en parte,
compensarle por no haberle elogiado ma´s en los agradecimientos de mi tesis doc-
toral (Lo´pez, 2009). Lo cierto es que gracias a Fernando supe de la existencia
de y aprend´ı a utilizarlo. Tambie´n le debo el hecho de que haya organizado
cursos de ensen˜anzas propias sobre LATEX en los cuales he participado en dos oca-
siones. No so´lo por el hecho de haber tenido la oportunidad de adquirir ciertos
conocimientos y/o competencias, sino porque mi forma de pensar y entender la
informa´tica cambio´ dra´sticamente desde que me empece´ a familiarizar con estos
entornos de trabajo.
Me gustar´ıa, a continuacio´n, destacar algunas de las ventajas que presentan
y R Commander (Rcmdr de aqu´ı en adelante) como herramientas aplicadas y aplicables
al ana´lisis de datos.
En primer lugar esta´ el tema de la pirater´ıa. Soy consciente de que vivi-
mos en una cultura donde copiar ilegalmente mu´sica, pel´ıculas y programas
informa´ticos (entre otros) no esta´ mal visto. Es ma´s, esta´ bien visto. Esto
es, el que es capaz de crackear un programa informa´tico para su beneficio
es considerado como una persona exitosa, inteligente, como una especie de
Robin Hood de las tecnolog´ıas de la informacio´n y la comunicacio´n. Como
sen˜ala Computer Music (1999), ((algunos ven a las empresas de software
como los malos de la pel´ıcula, que venden sus productos a precios abusi-
vos mientras que los crackers (con su noble y desinteresado esp´ıritu) nos
ayudan a ganarles la partida)) (p. 58). Y no so´lo eso, sino que, pese a estar
considerado como delito, la copia ilegal de material informa´tico no genera
el ma´s mı´nimo remordimiento entre la comunidad universitaria (en ambos,
profesorado y alumnado). Pues bien, yo soy cr´ıtico con esta situacio´n.
Antes de nada, me gustar´ıa aclarar que no me considero un moralista. Es
decir, yo mismo supongo que he copiado il´ıcitamente mu´sica, pel´ıculas y
programas informa´ticos (entre otras cosas) en el pasado y, aunque no digo
que no vaya a volver a hacerlo en el futuro, tambie´n opino que ((si hay una
alternativa libre para ejecutar un proceso informa´tico, ¿por que´ cometer
un delito copiando ilegalmente material protegido por la Ley de Propiedad
Intelectual?)) En e´ste contexto, cobra protagonismo dado que al ser un
programa libre podemos copiarlo, distribuirlo y/o modificarlo sin temor a
incurrir en una falta legal.
En segundo lugar, y no menos importante, habr´ıa que destacar, como sen˜ala
Sa´ez (2010) y Elosua (2009), que y Rcmdr son gratuitos. E´sto no es, si se me
permite la expresio´n, ((moco de pavo)). Con la situacio´n econo´mica que esta-
mos atravesando creo que es de agradecer que se nos presenten alternativas
que supongan el menor gasto econo´mico posible. De esta manera, tanto la
institucio´n universitaria y el alumnado, as´ı como cualquier usuario poten-
cial, tendr´ıan la posibilidad de ejecutar ca´lculos relativamente sofisticados
que les supondr´ıa una pequen˜a inversio´n econo´mica. De e´sta manera, los
alumnos podr´ıan seguir ejecutando ca´lculos estad´ısticos al terminar sus es-
tudios formales en la universidad sin piratear y sin gastar dinero en licencias
de software. Por ejemplo, la Universidad de Almer´ıa tiene, en la actualidad,
una licencia de servidor para que la comunidad universitaria pueda usar el
programa SPSS3. Esto no esta´ mal, excepto cuando el servidor de licencias
falla por algu´n motivo. Otro problema aparece cuando tratamos de utilizar
SPSS estando fuera de la universidad. Aunque se puede acceder al servicio
estando conectado a Internet y disponiendo de una conexio´n VPN, el pro-
blema aparece cuando alguien (como es mi caso) no dispone de conexio´n a
la red en su hogar.
Otra ventaja que se deriva del uso de e´stos programas informa´ticos, a mi
modo de ver, esta´ referida al aprendizaje que se desprende de su utilizacio´n.
Esto es, aprender a usar y Rcmdr favorece que se aprenda estad´ıstica, entre
otras cosas. Dado que en la mayor´ıa de las situaciones el usuario tiene casi el
control total sobre lo que esta´ haciendo, e´sto favorece que las personas que
usan estos sistemas adquieran un conocimiento ma´s profundo de las te´cnicas
3Statistical Package for Social Sciences
y me´todos estad´ısticos que subyacen a las funciones implementadas en su
co´digo informa´tico.
En cuarto lugar, como sen˜alan Elosua y Etxeberria (2012), proporciona
un considerable abanico de procedimientos y rutinas estad´ısticas que au´n
no esta´n disponibles en los paquetes estad´ısticos comerciales.
Para terminar, y haciendo gala del pretendido utopismo que me caracteri-
za y que raya en lo enfermizo, creo que ha de ser considerado como, al
igual que podr´ıamos considerar al Dr. Valentino Rossi ( ), patrimonio
de la humanidad. Hasta no hace mucho, y dada la predileccio´n que sent´ıa
mayormente por la edicio´n de gra´ficos, pensaba que este calificativo hab´ıa
que da´rselo a SPSS pero mis recientes experiencias con el programa me
han hecho cambiar de opinio´n. En cierto modo, por todo lo anteriormente
expuesto creo que deber´ıa seguir siendo libremente accesible a todo el
mundo. Deber´ıamos preservarlo, potenciarlo y mejorarlo. Ma´s au´n cuando
algunos investigadores como Gred Guigerenzer consideran que el razona-
miento probabil´ıstico-estad´ıstico deber´ıa trabajarse a edades tempranas en
el colegio y que podr´ıa considerarse como una clave de e´xito adaptativo en
la sociedad contempora´nea (Bond, 2009).
Dado que, en el monte ((todo lo que reluce no es ore´gano)), tambie´n me gustar´ıa
destacar algunas de las desventajas que presenta el uso de y de Rcmdr. Siguiendo
a Sa´ez (2010) podr´ıamos destacar tres desventajas que se presentan al usar estos
sistemas. En primer lugar, no tenemos un entorno tan amigable para ejecutar los
ca´lculos como el que proporcionan otros paquetes estad´ısticos (por ejemplo, SPSS,
SAS, Statgrapichs, etc.). Ma´s bien, tenemos que escribir l´ıneas de comandos,
aunque Rcmdr surgio´ para hacer ma´s fluida la interaccio´n con al presentar un
entorno gra´fico t´ıpico de los programas al uso. Por otro lado, los resultados de
los ana´lisis no son tan fa´cilmente exportables a editores de texto (en muchas
ocasiones no so´lo consiste en copiar-y-pegar). Y, por u´ltimo, tambie´n habr´ıa que
destacar que algunas veces Rcmdr se cierra sin motivo aparente, cosa que no suele
pasar si utilizamos la consola de directamente.
En mi opinio´n, para el usuario novel, tiene un inconveniente importante
(si es que se puede ver as´ı, porque e´sto tambie´n se puede ver como una ventaja):
hay que indagar ((mucho)) para hacer ciertas cosas aparentemente sencillas. No
obstante, e´ste inconveniente se ve superado (o se superara´ con la pra´ctica) por el
gran control que se tienen sobre los gra´ficos y ana´lisis que se ejecutan con .
Este manuscrito no es un texto completo ni exhaustivo4. Ma´s bien, se puede
considerar como una introduccio´n y/o una gu´ıa para introducirse en el ana´lisis de
datos en los campos de la psicolog´ıa y la educacio´n. Tambie´n puede considerarse,
en algunos de sus pasajes, como una introduccio´n o invitacio´n a realizar ca´lculos y
ana´lisis ma´s complejos utilizando y Rcmdr. Voy a intentar desarrollar el contenido de
este libro tratando de adaptarlo a la mayor parte del pu´blico y, por ello, tratare´ de
explicar cada paso y ana´lisis desde sus detalles ma´s ba´sicos o elementales. No
obstante, tambie´n es cierto que en algunos pasajes presentare´ la informacio´n de
manera pseudo-telegra´fica para favorecer que el usuario juegue un papel activo
que le permita aprender de manera ma´s profunda. Pero aunque voy a intentar
desarrollar el contenido para todos los pu´blicos ser´ıa conveniente enfrentarse al
manual con nociones ba´sicas de matema´ticas y algo de estad´ıstica. Por tanto,
este libro no pretende ser una receta que gu´ıe a los usuarios de por el sendero
del ana´lisis de datos. No es tampoco un libro de disen˜os de investigacio´n, aunque
en algunos casos se hara´n comentarios sobre los disen˜os que subyacen a tipos
particulares de ana´lisis de datos. Para las personas interesadas en aprender ma´s
sobre los disen˜os de investigacio´n, recomiendo acceder al libro de Leo´n y Montero
(2003)5.
Me gustar´ıa destacar que, aunque no se van a tratar en este manual, existen
paquetes de espec´ıficos disen˜ados para ejecutar tareas y ana´lisis estad´ısticos
t´ıpicamente asociados a la psicolog´ıa y al campo de trabajo de la educacio´n. Por
ejemplo, en el contexto de la medicio´n psicolo´gica se han desarrollado paquetes
que permiten estimar diferentes modelos de medida basados en la Teor´ıa de Res-
puesta al I´tem o trabajar con aspectos clave de la Teor´ıa Cla´sica de Tests (de
Leeuw y Mair, 2007; Mair y Hatzinger, 2007). Recomiendo al lector interesado
que profundice en estos paquetes dado que le proporcionara´n ideas y alternativas
interesantes en sus proyectos de investigacio´n.
A lo largo del libro el co´digo fuente necesario para generar un gra´fico o un
4Para un libro ma´s completo y exhaustivo, aunque enfocado casi totalmente desde el punto
de vista de la interfaz gra´fica de Rcmdr, recomiendo trabajar con el manual de Elosua y Etxeberria
(2012). Tambie´n recomiendo el libro de Arriaza et al. (2008) para cubrir un curso introductorio
de estad´ıstica con y Rcmdr.
5Si te fijas en e´sta referencia se ve claramente la poca creatividad que emana de mis casti-
gadas neuronas cuando decid´ı dar un t´ıtulo a e´ste libro.
ana´lisis aparecera´ numerado y recuadrado de este modo:
1 Esto es un ejemplo # E´sto es un comentario
2 de co´digo fuente # E´sto es otro comentario
as´ı, el usuario podra´ copiar-y-pegar y reciclar el co´digo para aprender y para
satisfacer sus necesidades. Para ir entrando en materia, me gustar´ıa sen˜alar que,
como aparece en el recuadro precedente, todo lo que aparezca precedido de un
s´ımbolo de almohadilla (#) no sera´ ejecutado por o Rcmdr. Cuando anteponemos
el s´ımbolo de almohadilla a una seccio´n de co´digo de programacio´n informa´tica
decimos que estamos comentando, y esta porcio´n de co´digo es un comentario
que se puede utilizar para aclarar aspectos funcionales del comando en particular
que le precede. Dependiendo del lenguaje informa´tico que estemos utilizando el
s´ımbolo que indica lo que es un comentario cambia. As´ı, por ejemplo, en la sintaxis
de SPSS el s´ımbolo del comentario es el * y en Visual Basic es el ’. Por su parte,
cuando te presente salidas de resultados vera´s cuadros como este:
1 Esto es un ejemplo
2 de salida del programa
Me gustar´ıa resaltar, para terminar, que voy a intentar desarrollar todo este
libro utilizando software libre (que no gratuito) y que tratare´ de depositrarlo en
el Repositorio de la Universidad de Almer´ıa bajo una licencia Creative Commons
para que sea accesible a todo el mundo de manera libre (que no gratuita). En
primer lugar, este libro esta´ siendo compilado con LATEX y editado con TeXnic-
Center (http://www.texniccenter.org). Las ima´genes se generara´n, a partir de
capturas de pantalla, con el programa Gimp en su versio´n 2.6 (www.gimp.com).
Bueno, creo que eso es todo. Espero que disfrutes y que aprendas siguiendo
este libro y utilizando y Rcmdr.
Jorge Lo´pez Puga
Universidad de Almer´ıa
jpuga@ual.es
http://www.ual.es/personal/jpuga
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Instalacio´n de R y R Commander
En primer lugar, he pensado que podr´ıa ser de utilidad dedicar algunas l´ıneas a
describir brevemente el proceso de instalacio´n de R y R Commander. Algunas per-
sonas me criticar´ıan diciendo que estoy haciendo un ((gu´ıa-burros)) pero lo cierto
es que e´stas instrucciones podr´ıan servir para no desalentar a algunos potenciales
usuarios a que usen o Rcmdr. Por ello, describire´ ra´pidamente co´mo se instalan
estos programas en nuestro equipo. Lamento decir que, afortunada o desafortu-
nadamente, u´nicamente soy usuario de Microsoft Windows y, por tanto, voy a
explicar el proceso a seguir para este sistema operativo. No obstante, supongo
que los usuarios de otros sistemas operativos (MacOS X o Linux, por ejemplo)
no encontrara´n muchos problemas para seguir estas breves instrucciones en sus
ma´quinas.
1.1. Instalacio´n de R
Lo primero que tenemos que hacer es instalar . Para ello, sugiero seguir las
siguientes instrucciones:
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1. Ir a la pa´gina oficial del proyecto titulada The R Project for Statisti-
cal Computing y que se encuentra en la siguiente direccio´n de Internet:
http://www.r-project.org.
2. Acceder al enlace que aparece a la izquierda de la pa´gina web llamado
CRAN (Comprehensive R Archive Network).
3. Seleccionar el servidor ma´s cercano a nuestra localizacio´n geogra´fica. Por
ejemplo, si tratamos de acceder al recurso desde la Universidad de Al-
mer´ıa, tendr´ıamos que acceder al servidor de la Red de Investigacio´n Na-
cional Espan˜ola que se encuentra situado en Madrid cuya direccio´n web es
http://cran.es.r-project.org.
4. Descargar e instalar . Dependiendo de nuestro sistema operativo tendre-
mos que acceder a una de las opciones que se nos plantean. Dado que, como
he indicado anteriormente, vamos a trabajar con Windows seleccionamos la
opcio´n correspondiente a (Download R for Windows).
5. Seleccionar el sub-directorio ((base)). Al hacer e´sto estamos eligiendo des-
cargar los paquetes y algoritmos ba´sicos necesarios para que funcione .
Creo que es conveniente sen˜alar en este punto que es un programa que
funciona con base en lo que denominamos paquetes. Los paquetes son una
especie de mini-programas informa´ticos que han sido desarrollados para lle-
var a cabo tareas concretas o espec´ıficas. El paquete base es el programa que
contiene la informacio´n ba´sica (los paquetes ba´sicos) para que funcione
de manera gene´rica. Por poner otro ejemplo, e´ste libro esta´ dedicado en su
mayor parte a un paquete espec´ıfico disen˜ado para llamado Rcmdr que pro-
porciona un entorno gra´fico confortable para las personas que no estamos
acostumbradas o habituadas a trabajar con co´digo de programacio´n.
6. Descargar el programa. Dependiendo de cuando descarguemos el programa
accederemos a una versio´n ma´s actualizada del mismo. Hoy, a d´ıa 28 de
abril de 2012, la versio´n actualizada es la 2.15.0.
7. Una vez que tenemos el archivo con extensio´n ((.exe)) descargado en nuestro
equipo tenemos que hacer doble clic sobre e´l.
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8. Tras aceptar, dependiendo de nuestro sistema operativo, las preguntas re-
lativas a los controles de seguridad podremos elegir el idioma en el cual
queremos instalar el programa.
9. La ventana que aparecera´ tras elegir el lenguaje en el que queremos instalar
se parecera´ a la que aparece en la Figura 1.1. Como vera´s, e´sta ventana nos
informa de que vamos a iniciar la instalacio´n de una versio´n concreta del
programa informa´tico .
Figura 1.1: Asistente de instalacio´n de R.
10. Aceptacio´n de la licencia del programa informa´tico. Al pulsar en el boto´n
((Siguiente)) en el paso anterior, aparecera´ una ventana similar a la que se
muestra en la Figura 1.2. Como vera´s, consiste en un tipo de licencia de
software tipo GNU (acro´nimo que proviene de la expresio´n inglesa GNU is
Not Unix ) que caracteriza a los programas que se denominan de uso libre.
Si tienes tiempo e intere´s te recomiendo que le eches un vistazo.
Figura 1.2: Licencia del programa R.
11. Tras haber pulsado en el boto´n ((Siguiente)) aparecera´ el t´ıpico cuadro de
dia´logo que solicita un destino de instalacio´n para el programa (Figura 1.3).
Indica do´nde quieres instalar y continu´a con el proceso.
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Figura 1.3: Carpeta de destino para R.
12. Seleccio´n de componentes. A continuacio´n (Figura 1.4), y en funcio´n del
tipo de ordenador que estemos utilizando, seleccionamos los componentes
que queremos instalar.
Figura 1.4: Componentes a instalar de R.
13. En la ventana que aparece seguidamente (Figura 1.5), podr´ıamos elegir el
modo de presentacio´n de , esto es, si queremos disponer de una interface
de una u´nica ventana (SDI) o de ventanas separadas (MDI).
Figura 1.5: Opciones de configuracio´n de R.
14. La siguiente ventana, como se puede apreciar en la Figura 1.6, simplemente
sirve para indicar el lugar donde se creara´n los acceso directos al programa.
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Figura 1.6: Accesos directos de R.
15. En la Figura 1.7 podemos seleccionar tareas adicionales que queremos que
se lleven a cabo durante el proceso de instalacio´n.
Figura 1.7: Tareas adicionales.
16. Tras pulsar el boto´n ((Siguiente)) en el paso anterior, el proceso de instalacio´n
comenzara´ y aparecera´ una ventana similar a la que aparece en la Figura
1.8 donde se indica el progreso de instalacio´n del programa.
Figura 1.8: Progreso de instalacio´n de R.
17. En el u´ltimo paso que precede a la finalizacio´n de la instalacio´n (Figura
1.9), so´lo hay que pulsar en el boto´n ((Finalizar)).
27
Cap´ıtulo 1 - Instalacio´n de R y R Commander
Figura 1.9: Finalizacio´n de la instalacio´n de R.
1.2. Instalacio´n de R Commander
Una vez que hemos instalado correctamente, y tras haber seguido e´stas instruc-
ciones tan tediosas y exageradamente detalladas, tenemos que instalar el paquete
sobre el que se basa la mayor parte de este manuscrito: Rcmdr. Para ello, recomiendo
seguir los siguientes pasos.
1. En primer lugar, tenemos que abrir . Para ello, hacemos doble clic sobre
el icono de que se habra´ creado en nuestro escritorio o sobre la pestan˜a
correspondiente que nos aparecera´ en la seccio´n de Programas de nuestra
barra de Inicio. El aspecto del programa, una vez abierto, sera´ similar a lo
que aparece en la Figura 1.10.
Figura 1.10: R abierto.
2. En el menu´ ((Paquetes)) seleccionamos la opcio´n ((Instalar paquete(s)...))
para instalar los contenidos directamente desde Internet. Es decir, lo que
vamos ha hacer es dicirle a nuestro ordenador que acceda a un servidor de
descargas, que se descargue ciertos paquetes que se an˜adira´n a y que
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los instale en nuestro disco duro. Podr´ıamos querer instalar los contenidos
correspondientes desde archivos locales comprimidos en formato WinZip,
para lo cual tendr´ıamos que seleccionar la opcio´n ((Instalar paquete(s) a
partir de archivos zip locales...)) y seleccionar la ubicacio´n y los archivos
que ser´ıan objeto de instalacio´n.
3. Tras la accio´n anterior nos aparecera´ una ventana similar a la que aparece
en la Figura 1.11 donde se nos insta a seleccionar el servidor ma´s cercano
para ejecutar la descarga de los contenidos a instalar. Esto es algo parecido
a lo que hac´ıamos cuando descarga´bamos .
Figura 1.11: Seleccio´n de servidor.
4. Seguidamente, tendremos que seleccionar los paquetes que queremos des-
cargar e instalar de una lista que se nos presentara´ en una ventana similar
a la que aparece en la Figura 1.12. En e´ste punto, es crucial seleccionar
el paquete Rcmdr que dara´ pie a la instalacio´n de Rcmdr. Adicionalmente, re-
comiendo seleccionar el resto de paquetes que comienzan por esa misma
secuencia de caracteres (Rcmdr) seguidos por la expresio´n Plugin. (Figura
1.12). Haciendo e´sto estamos pidiendo que se descarguen y se instalen cier-
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tas aplicaciones que se acoplan a Rcmdr y que son de mucha utilidad en ciertas
situaciones.
Figura 1.12: Seleccio´n de paquetes a instalar.
5. Al pulsar en el boto´n ((OK)) en el paso anterior se comenzara´n a instalar
todos los paquetes seleccionados uno por uno desde Internet mostrando una
barra de progreso para cada uno de ellos como se muestra en la Figura 1.13.
Figura 1.13: Progreso de instalacio´n de paquetes.
6. Aunque Rcmdr y todas sus aplicaciones asociadas han sido instaladas correcta-
mente, todav´ıa quedan por instalar algunos paquetes necesarios que hagan
que Rcmdr funcione correctamente. Para culminar la instalacio´n tenemos que
ejecutar Rcmdr por primera vez e instalar ciertos componentes faltantes. Pa-
ra ello, abrimos , escribimos lo siguiente en la consola de comandos y
presionamos la tecla ((Enter)):
30
1.2 - Instalacio´n de R Commander
1 library(Rcmdr) # E´ste comando ordena que se abra R Commander
7. A continuacio´n, nos aparecera´ un mensaje (Figura 1.14) advirtie´ndonos
de que faltan paquetes por instalar para que Rcmdr funcione correctamente.
Hacemos clic en ((S´ı)) para instalar los paquetes faltantes.
Figura 1.14: Mensaje de paquetes faltantes.
8. El asistente (Figura 1.15) nos preguntara´ si queremos instalar los paquetes
faltantes desde el CRAN o si los queremos instalar desde un directorio local.
Para instalarlos desde el CRAN pulsamos en ((OK)).
Figura 1.15: Modo de instalacio´n de paquetes faltantes.
9. Cuando se instalen los paquetes faltantes se abrira´ la interface gra´fica de Rcmdr
que tendr´ıa un aspecto similar al que aparece en la Figura 1.16.
Figura 1.16: Interface gra´fica de R Commander.
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10. Una vez abierto Rcmdr recomiendo activar dos Plugins muy interesantes cada
vez que lo utilicemos. Para ello accedemos al menu´ ((Herramientas)) y se-
leccionamos la opcio´n ((Cargar plugin(s) de Rcmdr)). Marcamos los plugins
HH e IPSUR y presionamos ((Aceptar)) (Figura 1.17).
Figura 1.17: Seleccio´n de los plugins HH e IPSUR.
11. Nos aparecera´ un mensaje para reiniciar Rcmdr con el objetivo de que los Plugins
seleccionados previamente este´n disponibles. Hacemos clic en el boto´n ((S´ı))
para que se reinicie Rcmdr.
Figura 1.18: Reinicio de R Commander.
32
2
Que´ es R y para que´ se utiliza
En este cap´ıtulo me gustar´ıa introducir de manera general, no exhaustivamen-
te, algunos de los rasgos que considero ma´s destacables o relevantes de y
de Rcmdr. El lector a´vido de conocimiento ((u´til)), en cierto modo un tipo de lector
pragma´tico, en el contexto del ana´lisis de datos aplicado podr´ıa saltarse parte de,
o todo, e´ste cap´ıtulo. El motivo es que una porcio´n considerable de e´ste cap´ıtulo
esta´ destinada a describir algunos rasgos gene´ricos de y podr´ıa no verse, en
principio, como algo u´til. No obstante, he de decir que, desde mi punto de vista,
el tiempo dedicado a la lectura de este cap´ıtulo no sera´ mal invertido. Aunque se
presentara´ informacio´n gene´rica sobre el funcionamiento de (especialmente en
relacio´n a tipos de objetos, funciones y manipulacio´n de datos), e´sta puede ser
de utilidad cuando tratemos de personalizar ana´lisis o de ejecutar repetidamente
procedimientos similares. He de destacar que la primera parte de este cap´ıtulo
se basa en el documento publicado por Venables, Smith, y the R Development
Core Team (2011), por lo que se recomienda al lector interesado en profundizar
en e´ste tema que acceda a esta referencia. Otra referencia que puede ser de extre-
ma utilidad en este momento es el libro de Elosua (2011), donde se presenta una
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introduccio´n amigable al entorno de trabajo que proporciona . Adicionalmente,
se introducira´n algunas notas de considerable importancia en relacio´n al uso de
R
cmdr que se tratara´n con posterioridad pero que pueden hacer ma´s comprensible y
productivo el seguimiento de e´ste manual.
2.1. Sobre R
es un entorno de trabajo basado en los entornos de programacio´n S y S-Plus
desarrollados a principios de los an˜os noventa del pasado siglo por Bill Venables y
David M. Smith cuando se encontraban trabajando en la University of Adelaide1.
Desde entonces, se ha desarrollado muy ra´pidamente y ha acumulado, como
se sen˜alaba anteriormente, una gran cantidad de paquetes que ejecutan ana´lisis
estad´ısticos muy espec´ıficos (R Development Core Team, 2011).
Como sen˜alan Venables et al. (2011), (( es un entorno integrado de facili-
dades informa´ticas para la manipulacio´n de datos, el ca´lculo y la generacio´n de
gra´ficos)) (p. 2). La idea de considerar a como un ((entorno)) es conceptual y
epistemolo´gicamente interesante. Esto es, ma´s que un coleccio´n de herramientas
de ana´lisis relativamente inflexibles, pretende convertirse en un sistema interna-
mente coherente que se caracterizar´ıa pon un desarrollo basado en la contribucio´n
relativamente altruista de la comunidad cient´ıfica.
Aunque este manual versa sobre ana´lisis estad´ısticos relativamente sencillos,
con se pueden, entre otras cosas, crear rutinas de ana´lisis personalizadas, crear
gra´ficos relativamente vistosos o trabajar con nu´meros complejos.
2.2. Preliminares sobre R
El lenguaje en que se basa es sensible a mayu´sculas y minu´sculas. Esto es, a es
algo diferente a A. Por ello, cuando definimos objetos o variables debemos tener
cuidado y recordar este hecho. Los s´ımbolos permitidos para nombrar variables
u objetos incluyen, normalmente, a todos los caracteres alfanume´ricos2. Incluso
en algunos idiomas las tildes esta´n permitidas. Adicionalmente, se pueden usar el
punto ((.)) y el guio´n bajo (( )). No obstante, hay que tener en cuenta que cuando
1Universidad pu´blica australiana fundada en 1874 y afincada en el sur del pa´ıs.
2Esto es, de la A a la Z, de la a a la z y del 0 al 9.
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comencemos a nombrar a un objeto empezando por punto el siguiente cara´cter
no puede ser un nu´mero.
Los comandos ma´s elementales que se pueden manejar son las expresiones o
asignaciones3. Cuando se introduce una expresio´n en y se presiona la tecla
((Enter)) de nuestro teclado, la evalu´a, la imprime y su valor se desvanece. Sin
embargo, cuando tecleamos una asignacio´n su contenido es evaluado, su valor es
transferido (en caso de no haber errores en la sintaxis) y no se imprime en la
consola. Por ejemplo, abre la consola de y teclea lo siguiente:
1 3*8
Al presionar la la tecla ((Enter)), imprimira´ el resultado de la operacio´n 3×8
en color azul. Esto es un ejemplo de expresio´n que ha sido evaluada, impresa y
volatilizada. Con ((evaluada)) me refiero a que se ha chequeado su validez desde el
punto de vista del lenguaje que subyace a , y con respecto a lo de la impresio´n
me estoy refiriendo a que el resultado ha sido impreso en el monitor de nuestro
ordenador. Si escribes lo siguiente en tu consola de comandos:
1 6_2
obtendra´s un mensaje como este:
1 Error: inesperado entrada en "6_"
Lo que pasa es que al evaluar la expresio´n, se ha cerciorado de que no es
va´lida. Esto es, contiene una secuencia de caracteres que no puede interpretar.
En concreto, no entiende que la expresio´n corresponda a algu´n tipo de ca´lculo
nume´rico, que sea la aplicacio´n de una funcio´n o que responda a algu´n tipo de
operacio´n permitida.
Por otro lado, la expresio´n 3*8 se ha volatilizado, lo que quiere decir que no
se ha almacenado en ningu´n sitio4. Para que una expresio´n quede almacenada en
3Estas ideas ya han sido presentadas informalmente con anterioridad pero voy a tratar de
retomarlas de una manera ma´s formal aqu´ı.
4Bueno, esto no es del todo cierto ya que s´ı que esta´ almacenada en la memoria del ordenador.
Por ejemplo, si pulsas en la tecla ((N)) del cursor de tu teclado un par de veces, volvera´s a la
expresio´n citada. Lo que pasa es que esta´ almacenada de tal manera que no puede invocarse o
utilizarse para que trabaje con ella manipula´ndola.
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la memoria interna del ordenador hay que hacer una asignacio´n a un objeto.
Los elementos que se pueden crear y manipular con se conocen como objetos.
Estos objetos pueden ser variables, matrices de nu´meros, cadenas de caracteres,
funciones u otras estructuras creadas a partir de e´stos elementos individuales.
Por ejemplo, el siguiente co´digo sirve para crear un objeto llamado x que es un
vector nume´rico que contiene los nu´meros del 1 al 10:
1 x <- 1:10
Al ejecutar este comando aparentemente no pasa nada. Sin embargo, lo que ha
pasado es que la asignacio´n 1:10 ha sido evaluada y almacenada en la memoria
de nuestra computadora. Como te habra´s dado cuenta, el par de caracteres ((<-))
han servido para asignar a x el conjunto de nu´meros que van del 1 a 105. Si ahora
escribirmos x en nuestra consola de comandos y presionamos la tecla ((Enter)) nos
aparecera´ el contenido del objeto x6:
1 [1] 1 2 3 4 5 6 7 8 9 10
La funcio´n objects() sirve para que nos informe de los objetos que tenemos
disponibles para operar sobre ellos. Al conjunto de los objetos almacenados en
la memoria del ordenador en un momento dado se les denomina conjuntamente
como espacio de trabajo o workspace. En nuestro caso, si tecleamos la funcio´n y
la ejecutamos, la ventana de comandos ofrecera´ el siguiente resultado:
1 [1] "x"
Todos los objetos creados en una sesio´n de trabajo pueden ser guardados en
un archivo para que se puedan recuperar en una sesio´n posterior. Si as´ı lo deseas,
podra´s guardar estos objetos en un archivo con extensio´n ((.RData)) en el direc-
torio de trabajo. El directorio de trabajo, es una carpeta de tu ordenador donde
ira´ almacenando, por defecto, los archivos derivados de tus manipulaciones.
Para saber cual es el directorio de trabajo donde sera´n guardados los archivos
5En algunos contextos el s´ımbolo ((=)) es equivalente a ((<-)). Adema´s, una asignacio´n tambie´n
se puede ejecutar en el otro sentido, esto es, con los s´ımbolos ((->)).
6Tambie´n se puede ejecutar la funcio´n print() para obtener el mismo resultado.
36
2.2 - Preliminares sobre R
correspondientes puedes utilizar la funcio´n getwd(). Si la escribes y la ejecutas
obtendra´s algo parecido a esto:
1 [1] "D:/datos/Mis Documentos"
Para cambiar el directorio de trabajo puedes utilizar la funcio´n setwd(). Por
ejemplo, si yo quisiera guardar los ficheros producto de una sesio´n en una carpeta
llamada Libro R que se encuentra en la carpeta Mis Documentos, tendr´ıa que
ejecutar la siguiente sintaxis:
1 setwd("D:/datos/Mis Documentos/Libro_R")
Todos los comandos que han sido utilizados en una sesio´n tambie´n son sus-
ceptibles de ser guardados en un archivo llamado ((.Rhistory)). De esta manera
puedes recuperar el trabajo de un d´ıa previo cargando esta secuencia histo´rica de
comandos.
2.2.1. Introduccio´n a los objetos de R
Esta sub-seccio´n esta´ dedicada a proporcionar una introduccio´n muy somera de
las estructuras de datos sobre las que opera y que se denominan gene´ricamente
objetos. Por ello, se recomienda encarecidamente al lector interesado a que pro-
fundice en los conceptos e ideas que se exponen brevemente en lo que sigue dado
que le ayudara´n a optimizar su conocimiento del entorno de trabajo de .
Vectores
Los vectores son la estructura de datos ba´sica y ma´s simple con la que podemos
operar en . Un vector es, en su definicio´n ma´s general, ((un conjunto de nu´meros
ordenados)) (Venables et al., 2011, p. 7). Por ejemplo, consideremos que el vector
x representa las estaturas, en cent´ımetros, de seis jo´venes que forman un equipo
de voleibol y que son: 174, 182, 181, 179, 188 y 185. Si queremos incorporar
este vector en tendremos que utilizar la funcio´n c() y, como se ha comentado
anteriormente, los s´ımbolos de asignacio´n ((<-)) o ((=)) del siguiente modo:
1 x <- c(174, 182, 181, 179, 188, 185)
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Lo que hemos hecho ha sido asignar al objeto x un conjunto de valores. Esto
tambie´n puede hacerse utilizando la funcio´n assign() del siguiente modo:
1 assign("x", c(174, 182, 181, 179, 188, 185))
Como se puede apreciar la diferencia entre ambas formas de asignacio´n, entre
otras, radica en que el primer me´todo es un atajo frente a la segunda asignacio´n
sinta´ctica.
Como se ha dejado entrever ma´s arriba el s´ımbolo ((:)) se puede utilizar para
generar secuencias ordenadas de nu´meros entre dos valores dados. Por ejemplo,
el comando
1 y <- -5:5
generar´ıa un vector de longitud 11 que contendr´ıa los nu´meros enteros comprendi-
dos entre -5 y 5. Existe una funcio´n llamada seq() que permite generar vectores
consistentes en secuencias nume´ricas limitadas por dos nu´meros y cuyos elementos
son equidistantes unos de otros. La expresio´n ma´s sencilla de la funcio´n funciona
de igual modo a como funcionan los dos puntos para generar secuencias de nu´me-
ros. As´ı, la expresio´n seq(-5:5) es equivalente a la previamente expuesta. No
obstante, se puede an˜adir un argumento llamado by en la funcio´n que especifique
la diferencia entre cada valor consecutivo del vector. Por defecto este para´metro
esta´ ajustado a 1 y por ello la diferencia entre cada valor consecutivo del vector
es de una unidad. E´sto es, ser´ıa como una especie de frecuencia de muestreo que
por defecto esta´ ajustada a uno. ¿Que´ pasar´ıa si manipula´semos ese para´metro y
lo hicie´semos valer 0,957? Para hacerlo, tendremos que teclear en la ventana de
comandos la siguiente expresio´n:
1 w <- seq(-5,5, by =0.95)
7Creo que e´ste es el primer lugar donde utilizo nu´meros decimales en este texto y he de
advertir que, dado que estamos utilizando un software informa´tico no desarrollado originaria-
mente en espan˜ol, tendremos que utilizar el punto como delimitador decimal ((.)). Sin embargo,
tratare´ de ser lo ma´s formal y escrupuloso posible a este respecto cuando utilice nu´meros de-
cimales en el cuerpo del texto siguiendo, en la medida de lo posible, las directrices del idioma
castellano o espan˜ol.
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cuyo resultado sera´:
1 -5.00 -4.05 -3.10 -2.15 -1.20 -0.25 0.70 1.65 2.60 3.55 4.50
Adema´s de vectores nume´ricos, tambie´n puede manipular y trabajar con
vectores lo´gicos. Un vector lo´gico contiene elementos que pueden ser verdaderos
(TRUE), falsos (FALSE) o casos perdidos (NA8). Los vectores lo´gicos pueden
usarse algunas veces para ejecutar operaciones aritme´ticas en cuyo caso el valor
TRUE es truncado a 1 y el valor FALSE a 0.
Matrices
Si consideramos que los vectores son estructuras de datos unidimensionales (ya
que solo tienen la dimensio´n de longitud) las matrices son generalizaciones mul-
tidimensionales de los vectores. Esto es, una matriz de dos dimensiones ser´ıa una
especie de tabla consistente en vectores columna y vectores fila mientras que una
matriz tridimensional consistir´ıa en una especie de cubo que contendr´ıa vectores
columnas, vectores fila y vectores que se proyectar´ıan en la tercera dimensio´n (de
profundidad, por ejemplo).
Veamos co´mo funcionan las dimensiones de una matriz utilizando un vector
de treinta elementos. En primer lugar, tendremos que crear un vector, llame´mosle
v, que contenga los nu´meros naturales comprendidos entre el 1 y el 30. Luego,
generaremos una matriz bidimensional con 10 filas y 3 columnas utilizando la
funcio´n dim(). E´sta ser´ıa la sintaxis:
1 v <- 1:30
2 dim(v) <- c(10,3)
Nuestra matriz consistir´ıa en una tabla de diez filas y tres columnas (los
nu´meros de fila y columna aparecen impresos entre corchetes) con los nu´meros
de 1 al 30:
1 [,1] [,2] [,3]
2 [1,] 1 11 21
3 [2,] 2 12 22
8Not Available o No Disponible. Existe otro tipo de valor o caso perdido en que se
representa como NaN que se refiere a la expresio´n Not a Number y que aparece, por jemplo, en
el caso que dividamos cero entre cero.
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4 [3,] 3 13 23
5 [4,] 4 14 24
6 [5,] 5 15 25
7 [6,] 6 16 26
8 [7,] 7 17 27
9 [8,] 8 18 28
10 [9,] 9 19 29
11 [10,] 10 20 30
Sin embargo, si damos tres dimensiones al vector v obtendr´ıamos una estruc-
tura tridimensional. Por ejemplo, consideremos la idea de redimensionar el vector
v original en tres dimensiones. Algo que podr´ıamos hacer para que resultase ilus-
trativo ser´ıa crear una especie cubo o ((dado)) de datos con para´metros 5, 2, y 3.
Esto es, vamos a crear una estructura de datos consistente en una tabla de cinco
filas y tres columnas que se proyecta en una tercera dimensio´n tres veces. Para
ello, podemos utilizar la siguiente sintaxis:
1 v <- 1:30
2 dim(v) <- c(5,2,3)
Si escribimos v en el editor de comandos de podremos visualizar el objeto
tridimensional despelegado que tendr´ıa este aspecto:
1 , , 1
2
3 [,1] [,2]
4 [1,] 1 6
5 [2,] 2 7
6 [3,] 3 8
7 [4,] 4 9
8 [5,] 5 10
9
10 , , 2
11
12 [,1] [,2]
13 [1,] 11 16
14 [2,] 12 17
15 [3,] 13 18
16 [4,] 14 19
17 [5,] 15 20
18
19 , , 3
20
21 [,1] [,2]
22 [1,] 21 26
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23 [2,] 22 27
24 [3,] 23 28
25 [4,] 24 29
26 [5,] 25 30
Como se puede observar aparecen tres tablas cada una de ellas con cinco filas
y dos columnas. En la figura 2.1 aparece representada la matriz tridimensional
que acabamos de generar de un modo gra´fico que puede ayudar a aclarar su
interpretacio´n.
Figura 2.1: Estructura de una matriz tridimensional.
Un me´todo destinado a crear matrices que simplifica todo lo anterior esta´ ba-
sado en la utilizacio´n de la funcio´n funcio´n array(). Por ejemplo, para construir
una matriz que contenga los nu´meros del -5 al 10 con 4 filas y 5 columnas se
puede utilizar la siguiente sintaxis:
1 z <- array (-5:10, dim=c(4,4))
Para terminar, me gustar´ıa comentar una u´ltima funcio´n, matrix(), que tam-
bie´n puede ser usada para crear matrices. Podr´ıamos decir que la funcio´n tiene
tres para´metros ba´sicos: los datos, el nu´mero de columnas y el nu´mero de fi-
las. Por ejemplo, para crear una matriz con tres columnas y con tres filas cuyos
elementos sean el nu´mero 46 podr´ıamos utilizar el siguiente co´digo:
1 matrix(data=46, nr=3, nc=3)
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donde nr (number of rows) se refiere al nu´mero de filas y nc (number of columns)
al nu´mero de columnas y producir´ıa el siguiente resultado:
1 [,1] [,2] [,3]
2 [1,] 46 46 46
3 [2,] 46 46 46
4 [3,] 46 46 46
Para simplificar la edicio´n de sintaxis se pueden obviar los nombres de los
para´metros de la funcio´n. As´ı, por ejemplo, si quisie´semos generar una matriz
de 3 columnas y 4 filas que contuviese los nu´meros comprendidos entre 20 y 32
podr´ıamos proceder del siguiente modo
1 matrix (20:31 , 4, 3)
cuyo resultado ser´ıa:
1 [,1] [,2] [,3]
2 [1,] 20 24 28
3 [2,] 21 25 29
4 [3,] 22 26 30
5 [4,] 23 27 31
Si nos damos cuenta, en todas las matrices que hemos creado anteriormente
los nu´meros se empiezan a ubicar en las celdas de la matriz por columnas (opcio´n
por defecto en la funcio´n). Sin embargo, podemos hacer que la matriz se rellene
por filas. Para ello, hay que activar el para´metro byrow. Para crear la matriz
anterior enumerada por filas utilizar´ıamos la sintaxis:
1 matrix (20:31 , 4, 3, byrow=TRUE)
lo que producir´ıa:
1 [,1] [,2] [,3]
2 [1,] 20 21 22
3 [2,] 23 24 25
4 [3,] 26 27 28
5 [4,] 29 30 31
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Factores
Un factor es una especie de vector cualitativo que suele utilizarse como variable de
agrupacio´n cuando se llevan a cabo ciertos tipos de ana´lisis estad´ısticos. Esto es,
es un tipo de variable que almacena informacio´n catego´rica y que se puede utilizar
para generar resu´menes nume´ricos respecto a otras variables cuantitativas.
Veamos en que consisten los factores con un ejemplo. Consideremos un grupo
de trabajo en la universidad que consta de 14 miembros. Si registra´semos el color
de ojos de los componentes del grupo tendr´ıamos un factor (ojos) que podr´ıamos
incorporar a del siguiente modo:
1 ojos <- c("Negros", "Marrones", "Azules", "Verdes", "Marrones",
2 "Azules", "Negros", "Marrones", "Marrones", "Azules", "Marrones",
3 "Azules", "Verdes", "Marrones")
Como se puede observar, cada elemento del objeto ojos esta´ entrecomillado.
Sin embargo, lo que tenemos por ahora es u´nicamente un vector de caracteres. Pa-
ra convertirlo en un factor tenemos que utilizar la funcio´n factor() del siguiente
de esta manera:
1 f_ojos <- factor(ojos)
Si ahora imprimimos el factor f_ojos, utilizando la funcio´n print() o escri-
biendo el nombre del objeto en la consola de comandos y presionando la tecla
((Enter)) de nuestro teclado, podremos observar que presenta los factores de
manera ligeramente diferente a como presenta a los vectores:
1 [1] Negros Marrones Azules Verdes Marrones Azules Negros Marrones
2 [9] Marrones Azules Marrones Azules Verdes Marrones
3 Levels: Azules Marrones Negros Verdes
Como se puede observar, imprime los valores del factor obviando las comi-
llas y, en la tercera l´ınea del co´digo anterior, an˜ade informacio´n extra sobre los
niveles9 (Levels) del factor. La funcio´n levels() tambie´n se puede utilizar para
identificar cua´les son los niveles de un factor dado.
9Tambie´n denominados como categor´ıas o espacio de estados en otros contextos.
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Para ilustrar el modo en que se pueden utilizar los factores propongo un ejer-
cicio. Supongamos que conocemos el nu´mero de nominaciones como persona ma´s
guapa del grupo que ha recibido cada uno de los integrantes del grupo de trabajo
anteriormente referido. Consideremos que el vector nominaciones representa el
nu´mero de veces que una persona ha sido elegida por el resto de sus compan˜eras
o compan˜eros como una persona bella:
1 nominaciones <- c(12, 10, 7, 8, 9, 6, 13, 10, 11, 6, 10, 8, 6, 9)
Si ahora quisie´semos saber cua´l es el promedio de nominaciones positivas que
recibe cada uno de los colores de ojos que hay en el grupo de trabajo podr´ıamos
utilizar la funcio´n tapply() de la siguiente manera:
1 tapply (nominaciones , f_ojos , mean)
Como se puede observar, la funcio´n tapply() tiene tres para´metros en es-
te contexto separados por comas. Si traducimos la sintaxis anterior a lenguaje
verbal podr´ıamos decir que hemos pedido que se calculen las medias (mean) de
nominaciones para cada uno de los colores de ojos que hay en el grupo docente.
Como resultado generar´ıa el siguiente resultado:
1 Azules Marrones Negros Verdes
2 6.750000 9.833333 12.500000 7.000000
Es decir, que el promedio de nominaciones para los ojos azules es de 6, 75, para
los ojos marrones 9, 8
⌢
3 y as´ı sucesivamente.
Listas
Las listas son una especie de generalizacio´n de los vectores que pueden contener
elementos o componentes de naturaleza diversa. En muchas de las ocasiones
genera listas para informar sobre los resultados de ana´lisis estad´ısticos. Por ejem-
plo, el resultado obtenido al utilizar la funcio´n tapply() que se ha introducido
anteriormente es una lista.
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Data frames o bases de datos
Los data frames, bases de datos o conjuntos de datos, son estructuras de da-
tos ana´logas a las matrices. Por lo general, en el contexto que nos ocupa e´stas
matrices se interpretara´n en el sentido en que hacen los programas estad´ısticos
comerciales como SPSS. Esto es, cada fila corresponde a una observacio´n, persona
o participante y cada columna representa valores para una variable. Sin embargo,
en contraposicio´n a las matrices, los data frame pueden contener informacio´n de
diversa ı´ndole10 y por tanto pueden contener tanto variables cuantitativas como
cualitativas. En este libro se trabajara´ principalmente con este tipo de objetos
cuando utilicemos Rcmdr.
Funciones
Una de las grandes ventajas que ofrece es el hecho de que permite al usuario
definir sus propias funciones. E´sto es, estructuras de co´mputo programadas que
realizan operaciones sobre estructuras de datos u otras funciones.
La manera general de definir una funcio´n toma la siguiente forma:
nombre-de-la-funcio´n <- function(arg-1, arg-2, ...) expresio´n
donde los elementos que aparecen en cursiva como arg-n se refieren a los ar-
gumentos de la funcio´n y la expresio´n se refiere a lo que hace la funcio´n. Por
ejemplo, imaginemos que queremos crear una funcio´n que al darle dos nu´meros
cualesquiera los multiplique y los divida por cinco. Para ello, tendr´ıamos que
definir la funcio´n del siguiente modo:
1 mifuncion <- function(x1 , x2) x1 * x2 / 5
Si ahora queremos usar nuestra funcio´n tendremos que hacerlo de manera
parecida a como hemos ido viendo hasta el momento con las funciones propias de
. Por ejemplo, supongamos que queremos aplicar nuestra funcio´n a los nu´meros
55 y 28, tendr´ıamos que proceder as´ı:
1 mifuncion (55 ,28)
Como habra´s podido comprobar el valor generado por la funcio´n es 308.
10De hecho, los data frame son listas y un tipo particular de clase en .
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Modos y atributos de los objetos
El modo de un objeto esta´ referido al tipo ba´sico de informacio´n que contiene.
Consiste en una propiedad del objeto referida al tipo particular de informacio´n
que contienen sus elementos particulares. Por ejemplo, un vector que contenga las
estaturas de un grupo docente, como el que se ha descrito anteriormente, tendr´ıa
un modo nume´rico (numeric), mientras que el vector que representa el color de los
ojos de los integrantes del grupo ser´ıa un vector de caracteres (character). Para
conocer cua´l es el modo de un objeto se puede utilizar la funcio´n mode(objeto ).
Otra propiedad que se puede conocer fa´cilmente de un objeto es su longi-
tud utilizando la funcio´n length(objeto ). Adicionalmente, podemos utilizar la
funcio´n attributes(objeto ) para conocer atributos adicionales del objeto.
2.2.2. Modelos estad´ısticos y gra´ficos
Ajustar modelos con es relativamente sencillo y ra´pido. Sin embargo, la salida
que produce cuando se ajusta algu´n modelo es muy escueta. Por ello, es necesario
utilizar funciones extractoras que suministren ma´s informacio´n sobre el modelo
estad´ıstico generado.
Por su parte, las facilidades gra´ficas que proporciona han sido para mı´, de
manera ma´s llamativa, el elemento que me atrajo a utilizar este software. Aunque
al principio es duro enfrentarse con la edicio´n de gra´ficos en este sistema, los
resultados son dignos de resaltar. En primer lugar, habr´ıa que destacar que existen
funciones gra´ficas de alto y de bajo nivel11. Las funciones gra´ficas de alto nivel
esta´n disen˜adas para crear gra´ficos completos. Por lo general, a no ser que se haya
especificado de otro modo, los t´ıtulos de los ejes y de las etiquetas son generados
automa´ticamente y cada vez que se ejecuta una funcio´n de alto nivel se genera
un nuevo gra´fico borra´ndose el previamente creado. Por su parte, las funciones
gra´ficas de bajo nivel permiten personalizar gra´ficos cuando las funciones de alto
nivel no han producido la salida gra´fica del modo en que prefiere el usuario. As´ı,
el usuario puede an˜adir puntos, l´ıneas, textos y modificar un sinf´ın de cosas ma´s
utilizando estas funciones de bajo nivel.
11High-level y low-level plotting commands.
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2.3. El paquete Rcmdr
El paquete Rcmdr (forma abreviada de escribir R Commander) consiste en una interfaz
gra´fica de usuario12 que permite interaccionar con de un modo ((amigable)). O
lo que es lo mismo, es un programa informa´tico que permite interaccionar con
utilizando las t´ıpicas ventanas y menu´s en que se basa el sistema operativo
Windows. Esta interfaz fue desarrollada por John Fox de la McMaster University
(Hamilton, Ontario, Canada). Con posterioridad, el paquete fue traducido al es-
pan˜ol por un grupo de docentes e investigadores de la Universidad de Ca´diz bajo
el proyecto ((R-UCA Project)) (http://knuth.uca.es/R).
De entre las mu´ltiples interfaces gra´ficas que se han desarrollado para inter-
actuar con (Valero-Mora y Ledesma, 2012), Rcmdr es el ma´s recomendable para
usuarios no´veles por varios motivos. En primer lugar, como sen˜ala Elosua (2009),
R
cmdr puede considerarse como el salto intermedio ideal entre los usuarios que utili-
zan programas estad´ısticos comerciales y el entorno de programacio´n . Y ello es
as´ı porque Rcmdr recuerda mucho a los paquetes estad´ısticos comerciales como SPSS
en su modo de funcionamiento y presentacio´n. Por otro lado, el uso de Rcmdr permite
al usuario ir familiariza´ndose con la forma en que trabaja dado que la sintaxis
es generada e introducida en una parte de la interfaz gra´fica.
2.3.1. El entorno gra´fico de R Commander
Pues bien, tras haber proporcionado informacio´n sobre algunos de los elementos
ba´sicos de , vamos a dedicar unas l´ıneas a comentar, de manera gene´rica, los
principales componentes de la interfaz gra´fica de Rcmdr.
Como se puede apreciar en la Figura 1.16, en la parte superior de la interfaz
gra´fica tenemos el menu´ principal t´ıpico que aparece en la mayor´ıa de progra-
mas creados para Microsoft Windows. En e´sta seccio´n tenemos las opciones de
((Fichero)), que servira´ principalmente para abrir y/o guardar los archivos con
los que estemos trabajando; ((Editar)), que contiene las opciones ma´s usuales de
la edicio´n de documentos como las de cortar y copiar; ((Datos)), que nos permi-
tira´ gestionar y/o modificar bases de datos que contengan la informacio´n objeto
de ana´lisis; ((Estad´ısticos)), que contiene las opciones necesarias para deleitarnos
con la generacio´n y estimacio´n de modelos y para´metros estad´ısticos; ((Gra´ficas)),
12En ingle´s se denomina como graphical user interface o GUI.
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que como su nombre indica nos proporciona un amplio surtido de posibilidades
para representar gra´ficamente resu´menes de los datos contenidos en nuestras bases
de datos; ((Modelos)), que nos permite comparar modelos estad´ısticos y/o estu-
diar la bondad de ajuste de los mismos; ((Distribuciones)), que nos permite gene-
rar gra´ficos y calcular para´metros relacionados con las distribuciones estad´ısticas
ma´s comunes; ((Herramientas)), que nos permite, entre otras cosas, cargar paque-
tes adicionales y/o plugins ; y, finalmente, aparece la opcio´n ((Ayuda)), donde se
podra´ encontrar informacio´n adicional sobre Rcmdr.
Justo debajo del menu´ principal encontramos dos botones y dos listas desple-
gables. Las listas desplegables (((Conjunto de datos:)) y ((Modelo:))) no contendra´n
nada por el momento y aparecera´n los siguientes mensajes en color rojo <No hay
conjunto de datos activo> y <No hay modelo activo> respectivamente. La pri-
mera de e´stas listas desplegables servira´ para seleccionar una base de datos (de
las mu´ltiples que podemos tener cargadas) como candidata a ser analizada utili-
zando alguno de los procedimientos estad´ısticos que ofrece . Por su parte, en la
lista de ((Modelos:)) podremos seleccionar alguno de los modelos (de los diferentes
que podemos haber creado) para aplicarle algu´n test de bondad de ajuste o para
generar, entre otras, gra´ficos de diagno´stico.
Los botones ((Editar conjunto de datos)) y ((Visualizar conjunto de datos)) nos
van a servir, como sus nombres indican, para cambiar algu´n dato, o datos, de
la base de datos que tenemos activa y para ver el contenido de la base de datos
activa13.
En Rcmdr tenemos tres ventanas que nos servira´n para diferentes propo´sitos. En
primer lugar, y en la parte superior de la interfaz, tenemos la ((Ventana de ins-
trucciones)) donde se escribira´n los comandos que sera´n enviados a y que Rcmdr
escribira´ por nosotros para hacernos ma´s llevadera nuestra interaccio´n con . En
la parte central y ocupando la mayor porcio´n de la interfaz tenemos la ((Ventana
de resultados)) que vendr´ıa a equivaler a la consola de y donde aparecera´n,
en color rojo, los comandos que vayamos ejecutando y, en azul, los resultados de
los ana´lisis que hayamos ordenado. Finalmente, en la parte inferior de la interfaz
tenemos una ventana llamada ((Mensajes)) donde se nos mostrara´n informacio-
nes relevantes relacionadas con los procesos o co´mputos que estemos realizando.
13En este segundo caso no podremos modificar ningu´n dato, so´lo podremos visualizar la base
de datos
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Por ejemplo, cuando cometamos algu´n error en algu´n comando, e´sta ventana nos
informara´ de ello.
Entre la ventana de instrucciones y la ventana de resultados (en la parte dere-
cha de la interfaz) aparece un boto´n llamado ((Ejecutar)). E´ste boto´n servira´ para
enviar a porciones de co´digo concreto para que las ejecute. Cuando pulsamos
en el boto´n ((Ejecutar))14 se env´ıa a la l´ınea de co´digo donde se encuentra el
cursor. Podemos tambie´n enviar varias l´ıneas de co´digo si las seleccionamos pre-
viamente con el boto´n izquierdo del rato´n. Por ejemplo, si escribimos lo siguiente
en la ventana de instrucciones:
1 3+5
nos aparecera´ lo siguiente en la ventana de resultados; eso s´ı, salvando la diferencia
de que lo que aparece en la l´ınea 1 esta´ en rojo y lo que aparece en la l´ınea 2 se
ve en negro:
1 > 3+5
2 [1] 8
Como se puede observar, lo que aparece en la ventana de resultados es el
resultado del comando que hemos mandado ejecutar (3+5) junto con el comando
mismo15. Por lo general, los comandos aparecera´n en color rojo (precedidos por
el s´ımbolo >16) en la ventana de resultados y los resultados, propiamente dichos,
aparecera´n en color azul. Supongamos que escribimos lo siguiente en la ventana
de comandos:
1 x <- 3+5
2 x + 6
Si seleccionamos ambas l´ıneas de co´digo en la ventana de instrucciones y presio-
namos el boto´n ((Ejecutar)), nos aparecera´ algo similar a e´sto en la ventana de
resultados:
14Tambie´n podemos obtener el mismo resultado presionando las teclas Ctrl+R.
15Como se indico´ previamente, y para facilitar la interpretacio´n de los co´digos que apare-
cera´n en este manual, cuando aparezcan cuadros de co´digo como el que aparece aqu´ı arriba se
estara´ tratando de una salida o un resultado de Rcmdr.
16Denominado como s´ımbolo del sistema.
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1 > x <- 3+5
2 > x + 6
3 [1] 14
Lo que aparece en la l´ınea 1 del co´digo que aparece ma´s arriba, como se
indico´ previamente, es lo que se denomina como asignacio´n. Esto es, hemos
creado un objeto que se llama x cuyo valor es 3 + 5. Luego hemos ordenado, en
la segunda l´ınea, que se sume 6 a x. Como resultado, que aparece en la l´ınea 3,
tememos 14; que es justamente el resultado de sumar 3+5+6. Lo importante por
ahora, ya que aprenderemos ma´s cosas sobre asignaciones en sucesivas secciones,
es darse cuenta de que podemos ejecutar varias l´ıneas de co´digo si previamente
las seleccionamos y, seguidamente, pulsamos el boto´n ((Ejecutar)).
2.3.2. Abrir archivos
Por lo general, para poder aplicar cualquier tipo de ana´lisis estad´ıstico hay que
tener una base de datos activa en la ventana ((Conjunto de datos)). En el caso de
que haya varios conjuntos de datos cargados, los ana´lisis se ejecutara´n sobre el
conjunto de datos activo. Rcmdr permite varias formas de incorporar datos en :
1. Se puede crear una base de datos partiendo desde cero accediendo al menu´Da-
tos → Nuevo conjunto de datos.... Cuando ejecutamos el comando aparece
un cuadro de dia´logo (Figura 2.2) que nos demanda un nombre para la base
de datos que vamos a crear y por defecto nos propone el t´ıtulo de ((Datos)).
Figura 2.2: Nuevo conjunto de datos en R Commander.
Cuando pulsamos en el boto´n ((Aceptar)) nos aparecera´ el editor de datos
que podr´ıa describirse como una especie de tabla (Figura 2.3) con l´ıneas de
divisio´n rojas. Si nos fijamos, cada fila horizontal esta´ enumerada y cada
columna esta´ etiquetada con la expresio´n ((varn )). Si pulsamos en alguna de
e´stas etiquetas de las columnas nos aparecera´ un cuadro de dia´logo que sirve
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para modificar e´sta etiqueta (que sera´ el nombre de la variable) y definir
el tipo de variable que queremos introducir (que puede ser cuantitativa17 o
cualitativa18).
Figura 2.3: Editor de datos en R Commander.
Una vez denominadas las variables e identificada el tipo de informacio´n que
contendra´n se pueden ir introduciendo los valores en cada casilla como si es-
tuvie´semos utilizando una hoja de ca´lculo. No obstante, este procedimiento
para incorporar datos a Rcmdr so´lo suele ser recomendado cuando tratemos de
generar bases de datos relativamente pequen˜as.
2. Si tenemos bases de datos provenientes de otros programas informa´ticos o
estad´ısticos tambie´n podemos importarlas con Rcmdr. Por ejemplo, accediendo
al menu´ Datos → Importar datos, tenemos la opcio´n de importar archivos
desde SPSS, Minitab, STATA, Excel, Access o dBase. Creo que es de par-
ticular importancia, en este punto, dedicar unas palabras a la primera de
las opciones que nos encontramos en e´ste comando referida a la importa-
cio´n de datos desde archivo de texto, portapaleles o URL... A lo largo de
mi experiencia trabajando con bases de datos que han sido analizadas es-
tad´ısticamente, he llegado a la conclusio´n de que cuanto ma´s sencilla sea
la estructura de los datos mejor. Uno de los tipos de archivos ma´s senci-
llos y versa´tiles que conozco es el archivo de texto plano (con extensio´n
17Numeric o nume´rica.
18Character o cualitativa.
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((*.txt))). Mi experiencia con este tipo de archivos ha sido relativamente sa-
tisfactoria cuando he tratado de importar o exportar algu´n tipo de bases
de datos en procesos de intercambio de datos entre unos programas y otros.
En apariencia no son bonitos, pero creo que lo importante es que funcionen
bien.
Creo que casi cualquier editor de textos puede generar y manipular do-
cumentos de texto plano y en Windows la herramienta que maneja estos
archivos por defecto es el Bloc de notas. Los archivos de texto plano no con-
tienen ningu´n tipo de floritura en sus caracteres (nada de negritas, cursivas,
colores de letra, etc.), u´nicamente permiten la posibilidad de incorporar cier-
to tipo de caracteres alfanume´ricos. Un ejemplo de archivo de texto ser´ıa el
siguiente:
edad color.ojos nominaciones nota.media grupo
20 M 13 5,5 A
22 V 12 4,9 A
25 A 8 7 B
24 M 14 8,2 A
23 N 12 9,1 A
21 A 10 3,5 A
22 N 9 4,6 B
20 V 5 7 B
25 N 7 6,2 A
Si quisie´ramos incorporar e´sta base de datos a Rcmdr podr´ıamos seguir dife-
rentes procedimientos. En primer lugar, podr´ıamos copiar la tabla en el
portapapeles desde e´ste documento PDF y seleccionar la opcio´n Datos →
Importar datos → desde archivo de texto, portapapeles o URL... Nos apa-
recera´ un cuadro de dia´logo como el que aparece en la Figura 2.4. Como
se puede comprobar lo primero que se nos demanda es un nombre para el
conjunto de datos y, dado que los nombres de las variables aparecen en la
primera fila (edad, color.ojos, etc.) tendremos que dejar marcada la casilla
de verificacio´n que esta´ activada por defecto. A continuacio´n, tenemos que
identificar la localizacio´n del archivo. Dado que hemos copiado los datos en
el portapapeles tendremos que elegir esa opcio´n. Posteriormente tenemos
que indicar el elemento que separa los campos o variables (columnas) del
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archivo de datos. En este caso tendremos que seleccionar la opcio´n Espacios
en blanco. Por u´ltimo, dado que nuestra base de datos contiene una variable
donde hay nu´meros decimales, tendremos que especificar que el separador
decimal es la coma. Una vez especificadas todas las opciones correspondien-
tes podemos clicar en el boto´n ((Aceptar)).
Figura 2.4: Importar datos.
Como habra´s podido comprobar, el editor de sintaxis habra´ escrito el si-
guiente co´digo en el que se detallan las opciones que hemos definido en el
cuadro de dia´logo19:
1 Datos <- read.table("clipboard", header=TRUE , sep="", na.strings="NA", dec=
",",strip.white=TRUE)
Si pulsamos en el boto´n ((Visualizar conjunto de datos)) de la interface gra´fi-
ca podremos cerciorarnos de que la importacio´n del archivo ha sido realiza-
da correctamente. La importacio´n de e´stos datos podr´ıa haberse hecho de
manera ana´loga utilizando un archivo de texto y seleccionando la opcio´n
correspondiente en el cuadro de dia´logo. Para practicar e´ste segundo me´to-
do de importacio´n te recomiendo que utilices el archivo texto-plano.txt
que acompan˜a a este manual.
3. Otra forma en que podemos encontrar los datos es en el formato propio
de datos que maneja , esto es, en un archivo con extensio´n ((*.RData)).
19Importante es darse cuenta que se ha utilizado la funcio´n read.table().
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Como habra´s podido comprobar en el editor de instrucciones, Rcmdr ha utilizado
la funcio´n load() para abrir el archivo de datos indicando la ruta exacta
donde se encuentra el archivo que deseas abrir.
4. Una u´ltima forma de incorporar bases de datos en Rcmdr consiste en cargar un
archivo contenido en algu´n paquete de . Para ver un listado de las bases
de datos que hay disponibles para poder ser cargadas desde Rcmdr puedes se-
leccionar el comando Datos → Conjunto de datos en paquetes → Lista de
conjunto de datos en paquetes. Para cargar un conjunto de datos tendremos
que seleccionarlo en el cuadro de dia´logo que aparece al ejecutar el comando
Datos → Conjunto de datos en paquetes → Leer conjunto de datos desde
paquete adjunto... Como podra´s comprobar en el cuadro de dia´logo que
aparece (Figura 2.5), a la izquierda aparece una lista de paquetes disponi-
bles sobre los que podemos hacer clic para acceder a los archivos de datos
espec´ıficos que contienen y que aparecera´n en el cuadro de la derecha. Da-
do que las bases de datos contienen informacio´n que a priori puede no ser
inteligible, el cuadro de dia´logo da la opcio´n de obtener informacio´n sobre
un conjunto de datos particular pulsando sobre el boto´n ((Ayuda sobre el
conjunto de datos seleccionado)).
Figura 2.5: Importar datos desde paquetes.
Por u´ltimo, otra opcio´n es escribir directamente el nombre de la base de
datos en la casilla de texto que se proporciona. En este caso lo que estamos
haciendo es acceder a datos almacenados en el paquete datasets de .
Para hacerlo utilizando la sintaxis tenemos que utilizar la funcio´n data().
Por ejemplo, si quisie´semos cargar los datos contenidos en la base de datos
iris que contiene informacio´n sobre diferentes caracter´ısticas de 150 flores
de tres especies diferentes (setosa, versicolor y virginica), tendr´ıamos que
escribir y ejecutar la siguiente sintaxis:
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1 data(iris)
2.3.3. Guardar archivos
Un u´ltimo elemento que me gustar´ıa destacar llegados a este punto sobre el mane-
jo ba´sico de Rcmdr esta´ referido a la grabacio´n de archivos. Para guardar los archivos
que hemos creado, importado o modificado con Rcmdr podemos utilizar, como mı´nimo,
dos procedimientos a los que se accede desde el menu´ Datos→ Conjunto de datos
activo. Las dos u´ltimas opciones de este comando esta´n destinadas a guardar y a
exportar los datos que estamos manejando. Si seleccionamos la opcio´n Guardar
el conjunto de datos activo... tendremos que seleccionar una ubicacio´n de nuestro
equipo para grabar el archivo en una extensio´n propia de , por ejemplo, en
((*.RData)). Sin embargo, si seleccionamos Exportar el conjunto de datos activo...
tendremos que especificar, en primer lugar, las caracter´ısticas (separador de va-
riables, codificacio´n de los valores ausente, etc.) que deseamos para el conjunto
de datos y, en segundo lugar, la extensio´n del archivo generado.
⊡ Ejercicios ⊡
1. ¿Co´mo podr´ıamos generar una matriz con dos columnas y tres filas que contenga
los valores 46, 34, 23, 56, 21, 90? Propo´n, al menos, tres posibilidades diferentes.
2. Crea una funcio´n que, dados cuatro nu´meros, genere una matriz 2× 2 completada
por filas.
3. Crea una pequen˜a base de datos, tres variables y diez casos, y gua´rdala en diferentes
formatos (.txt, .RData o .csv).
4. Abre o importa las bases de datos que has generado previamente y comprueba que
el proceso se ha ejecutado correctamente.
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Notas sobre la investigacio´n en psicolog´ıa
y educacio´n
Este cap´ıtulo va a ser breve pero intenso, o al menos esa es mi intencio´n. Aunque
me voy a desviar ligeramente del to´pico central de este manuscrito (el uso de
y de Rcmdr para el ana´lisis de datos en psicolog´ıa y educacio´n), creo que unas pocas
palabras gene´ricas sobre ciertos aspectos de la investigacio´n cient´ıfica no estar´ıan
de ma´s.
La primera idea que me gustar´ıa resaltar en este contexto es que, como indica
Bachrach (1966/1994), ((investigar no es so´lo estad´ısticas)) sino que, ma´s bien, la
estad´ıstica es ((una herramienta de la actividad investigadora)) (p. 17). As´ı, no po-
demos pensar que nuestra investigacio´n es u´nica y exclusivamente una estad´ıstica.
Aunque tendremos que utilizar modelos estad´ısticos en nuestras investigaciones
para contrastar hipo´tesis, tenemos que tener en cuenta que un estudio cient´ıfico
abarca ma´s elementos que el ana´lisis estad´ıstico propiamente dicho.
Por otro lado, sin a´nimos de entrar en una reflexio´n e´tica, moral o filoso´fica;
tambie´n convendr´ıa sen˜alar que los modelos estad´ısticos pueden usarse mejor o
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peor. Como indica Jovel (1995), ((es fa´cil mentir con la estad´ıstica, pero es au´n
ma´s fa´cil mentir sin ella)) (p. 10). As´ı, aunque los modelos estad´ısticos son poten-
tes herramientas que ayudan al personal investigador a saciar sus necesidades de
conocimiento sobre la Naturaleza, tambie´n es cierto que, en algunas ocasiones,
pueden conducirnos a extraer conclusiones poco acertadas. Por ello, me gustar´ıa
alertar de que el mero hecho de utilizar modelos estad´ısticos no garantiza que
nuestras conclusiones sean va´lidas desde el punto de vista cient´ıfico. Por citar un
ejemplo que suelo comentar con mi amigo Freddy Soto Bravo de la Universidad
de Costa Rica, podr´ıa aludir a la representacio´n gra´fica de medias aritme´ticas
en diagramas de barras y de co´mo se puede generar una sensacio´n de diferencia
sustancial entre tratamientos o condiciones modificando la escala del eje de orde-
nadas. Por consiguiente, recomiendo a los usuarios de te´cnicas estad´ısticas en los
campos de estudio que nos ocupan que traten de ser lo ma´s ase´pticos y respon-
sables posibles cuando usen modelos estad´ısticos para contrastar sus hipo´tesis de
investigacio´n.
3.1. Medicio´n
Por suerte o por desgracia, la ciencia, tal y como es entendida hoy en d´ıa, no
podr´ıa concebirse sin la idea de ((medicio´n)). Independientemente del concepto de
medicio´n que tengamos en mente, parece poco sensato no asociar la medida a
los nu´meros y a la cuantificacio´n de un referente f´ısico ma´s o menos objetivable.
Dado que dedicare´ la pro´xima seccio´n a tratar la relacio´n entre los nu´meros y la
realidad que representan, escribire´ algunas l´ıneas para comentar brevemente la
idea del referente f´ısico en los procesos de medicio´n, particularmente en el campo
de la psicolog´ıa y la educacio´n.
Bachrach (1966/1994) sugiere que las medidas psicolo´gicas (o incluso cualquier
tipo de medida) han de basarse en un feno´meno f´ısico. Es decir, que cualquier
medida psicolo´gica ha de tener un referente f´ısico que sea susceptible de ser me-
surado objetivamente. Por ejemplo, si pretendemos medir el nivel de activacio´n
psicolo´gica que tiene una persona podr´ıamos utilizar un referente bio-f´ısico co-
mo la respuesta electrogalva´nica de la piel, la tasa card´ıaca o la presio´n sisto´lica
para estimar el grado de excitacio´n psicolo´gica que embarga a la persona. Sin
embargo, el utilizar una medida f´ısica de un feno´meno no garantiza que dispon-
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gamos de una estimacio´n apropiada del feno´meno estudiado. Tratare´ de exponer
un ejemplo aludiendo a las sofisticadas te´cnicas de neuroimagen que tanta fama
y reconocimiento esta´n recibiendo hoy en d´ıa en el contexto de la investigacio´n
psicolo´gica.
Antes que nada, me gustar´ıa aclarar que no es mi intencio´n atacar destruc-
tivamente ningu´n a´rea ni campo de trabajo. Esto es, no estoy en contra de la
neurociencia, de la neurociencia cognitiva, de la psicobiolog´ıa, de la psicofisio-
log´ıa, de la neuropsicolog´ıa o de la psicofarmacolog´ıa, por citar so´lo algunas. Ma´s
bien al contrario. Yo comence´ a estudiar psicolog´ıa atra´ıdo por la ciencia del ce-
rebro. Me fascinaba la idea de entender co´mo nuestra ((maquinaria)) biolo´gica era
capaz de generar sensaciones, emociones, ideas, percepciones, aprendizajes y un
sin fin de abstracciones complejas que permiten que seamos lo que somos (Lo´pez,
2009). Sin embargo, si es cierto que tengo ((clavada una espinita)) al no haber sido
lo suficientemente brillante como para dedicarme a ese campo de estudio que ha
sido, y es, tan atractivo para mı´. En cualquier caso, no voy hacer apolog´ıa del
la vocacio´n frustrada y tratare´ de presentar lo ma´s claramente posible el proble-
ma que se percibe cuando se tratan de medir feno´menos psicolo´gicos utilizando
te´cnicas de neuroimagen como la Resonancia Magne´tica Funcional o la (RMf )
Tomograf´ıa por Emisio´n de Positrones (TEP).
Tanto la RMf como la TEP son te´cnicas de neuroimagen que permiten es-
tudiar el funcionamiento el cerebro de una manera no lesiva. La TEP se sirve
de mole´culas marcadas radiactivamente (normalmente la 2-desoxi-D-glucosa o
2-DG) para identificar las neuronas activas del cerebro que esta´n funcionando
cuando los participantes experimentales realizan tareas cognitivas. Lo que se ha-
ce es inyectar una disolucio´n de esta sustancia radiactiva y, tras un intervalo de
tiempo, pedir al participante experimental que ejecute la tarea que implica pro-
cesos cognitivos como recordar, atender o aprender. Lo que hace la ma´quina de
TEP es detectar en que´ zona o zonas del cerebro se concentra la sustancia radiac-
tiva. Por su parte, la RMf no requiere la administracio´n de ninguna sustancia
radiactiva sino que, ma´s bien, es capaz de detectar variaciones en las concentra-
ciones de ox´ıgeno en diferentes partes del cerebro. Podr´ıamos decir que ambos
me´todos de medicio´n son te´cnicas metabo´licas ya que estiman el grado en que
las neuronas objetivo esta´n metabolizando glucosa u ox´ıgeno en un momento da-
do cuando la persona ha sido desafiada con una tarea psicolo´gica. Dado que el
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consumo de glucosa y de ox´ıgeno es un referente f´ısico de la actividad neural, se
puede concluir que cuando una neurona acumula glucosa radioactiva o metaboliza
ox´ıgeno esta´ emitiendo potenciales de accio´n o impulsos nerviosos que denotan
la activacio´n funcionalmente relevante de tal ce´lula. Sin embargo, pueden caber
explicaciones alternativas (Bardin, 2012). Por ejemplo, la neurona que consume
altas proporciones de ox´ıgeno o de glucosa podr´ıa estar prepara´ndose para una
subsecuente s´ıntesis de prote´ınas que le permita generar componentes celulares
como canales io´nicos u orga´nulos celulares. Aunque e´sta es una observacio´n sin
mayor importancia que cuestiona la validez de las medidas referidas a un com-
ponente objetivo de este tipo de te´cnicas de neuroimagen funcional, tambie´n es
cierto que no suele comentarse en los libros de texto al uso que las describen (p.
e., Carlson, 1993/2000) o se hace, a mi modo de ver, de manera superflua (p. e.,
Pinel, 2011).
Sin a´nimo de crear discordia y evitando agravios comparativos, podr´ıamos
aludir a antecedentes histo´ricos en los que la medicio´n de feno´menos psicolo´gicos
que ha implicado un referente f´ısico, en cierto modo, no han sido acertados del
todo. La frenolog´ıa es un ejemplo claro donde se utilizaba una medida f´ısica
relativamente objetiva y que daba lugar a inferencias inva´lidas sobre el feno´meno
medido (Hothersall, 1995/1997). Otro ejemplo de un uso, digamos, inapropiado
de una medida f´ısica destinada a explicar un feno´meno psicolo´gico lo representa
el estudio del volumen craneal de diferentes razas y especies humanas usando
perdigones o granos de mostaza descrito por Gould (1981).
Por todo lo anteriormente expuesto, creo que el hecho de que una medida tenga
un referente f´ısico relativamente objetivable no es requisito indispensable para
considerarla de calidad. Ma´s bien, ante cualquier medida deber´ıamos de exigir,
al menos, dos propiedades te´cnicas que garanticen la calidad de la estimacio´n:
fiabilidad y validez. La fiabilidad (entendida como estimacio´n del grado de
error que se comete al medir en te´rminos de consistencia interna o de estabilidad
temporal, entre otras) no parece ser la responsable de las vicisitudes anteriormente
descritas. Ma´s bien, el asunto que nos incumbe podr´ıa enfocarse desde el punto
de vista de la valoracio´n de la validez de la medida. En la actualidad, la validez de
la medida se refiere al grado en que las inferencias que extraemos de una medida
o puntuacio´n son u´tiles en un contexto determinado y para un uso concreto
(Cook y Beckman, 2006). As´ı, una medida podr´ıa ser va´lida para un uso y en un
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contexto determinado mientras que la misma medida podr´ıa no serlo para otro
uso o en otro contexto. Por ejemplo, si nos preguntamos sobre la validez de las
medidas que generaba la frenolog´ıa utilizando la pregunta ¿son u´tiles las medidas
craneales para predecir el futuro laboral o el nivel de agresividad de una persona?,
llegar´ıamos a la conclusio´n de que e´stas medidas no gozaban de validez. En el
caso de la TEP y la RMf cabr´ıa preguntarnos ¿son los cambios metabo´licos de
ox´ıgeno y glucosa en el cerebro funcionalmente relevantes desde un punto de vista
psicolo´gico?
3.2. Niveles o escalas de medida
Como se habra´ podido comprobar en la seccio´n anterior, no puedo obviar mi expe-
riencia como profesor de la asignatura psicometr´ıa en la licenciatura de psicolog´ıa
durante los u´ltimos an˜os. Pues bien, en esta seccio´n voy a continuar aludiendo a
conceptos e ideas que he venido tratando con relativa vehemencia en mis clases
de esta asignatura. En concreto, voy a tratar de dar unas pinceladas sobre lo que
propuso Stevens (1946) en un art´ıculo sobre las escalas o niveles de medida que
podr´ıamos considerar como una verdadera obra de arte.
Como se ha visto en un cap´ıtulo anterior, Rcmdr permite definir u´nicamente dos
tipos de variables: las cuantitativas o nume´ricas y las cualitativas. Esta clasifica-
cio´n de los tipos de variables atiende a la diferenciacio´n cla´sica estad´ıstica pero no
es la u´nica forma posible de clasificar variables. Por ejemplo, el paquete estad´ısti-
co SPSS permite definir el nivel de medida de cada variable atendiendo a tres
posibles valores: nominal, ordinal y escala. Yo no creo que la definicio´n del tipo
de una variable en un programa estad´ıstico sea tan crucial. Esto es, no creo que
tenga mayor importancia definir una variable de uno u otro modo. Ahora bien,
lo importante de la definicio´n del tipo de variable subyace en el tipo de ana´lisis
estad´ısticos que le podemos aplicar. Aunque en los programas estad´ısticos existen
ciertos controles para evitar inconsistencias de ca´lculo (evitar que se calcule una
media para una variable cualitativa que registra el color de ojos en una muestra),
creo que es conveniente que se este´ familiarizado con la idea de nivel o escala
de medida de una variable para, en la medida de lo posible, adaptar los ca´lculos
estad´ısticos permisibles para cada tipo de variable. Dado que la responsabilidad
final de este asunto recae sobre las personas que realizan una investigacio´n o
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estudio cient´ıfico, creo que ser´ıa deseable que el personal investigador estuviese
familiarizado con estos conceptos dado que aplicar modelos estad´ısticos a va-
riables que no satisfagan los criterios me´tricos correspondientes podr´ıa atentar
seriamente contra las conclusiones que se extrajesen del ana´lisis matema´tico.
Como se ha comentado anteriormente, las sub-secciones que aparecen a conti-
nuacio´n tienen como objetivo introducir brevemente los tipos de escala o los nive-
les de medida propuestos por Stevens (1946). A grandes rasgos, podr´ıamos decir
que lo que persigue la propuesta de Stevens es tratar de establecer un conjunto
de reglas por las se pueden asignar o asociar nu´meros a feno´menos observables. O
dicho de otro modo, pretende identificar cua´les son las propiedades del feno´meno
que esta´n representadas por el nu´mero en cada caso. Como se vera´ a continuacio´n,
las cuatro escalas que se describen aqu´ı tienen una especie de estructura jera´rqui-
ca dado que las propiedades de una escala con un nivel de medida ((inferior)) son
absorbidas o asumidas por la escala de un nivel superior. Es decir, por ejemplo,
aunque la escala de intervalo se caracteriza por representar una propiedad par-
ticular de un feno´meno observable tambie´n asume las propiedades de la escala
ordinal que le precede en la jerarqu´ıa.
3.2.1. Escalas nominales
El nivel ma´s ba´sico de medida estar´ıa cubierto por la medicio´n en una escala
nominal. En este caso la u´nica propiedad del nu´mero asignado a un feno´meno
observable es la de igualdad-desigualdad. Esto es, al utilizar una medida a nivel
nominal lo u´nico que estamos haciendo es decir que cada categor´ıa nume´rica es
diferente a otra. Se podr´ıa decir que e´sta forma de medir no dista mucho de lo
que llamamos medicio´n cualitativa ya que lo u´nico que hacemos es identificar si
las manifestaciones observables de un feno´meno son iguales o diferentes unas de
otras.
Un ejemplo de variable nominal1 podr´ıa ser el conjunto de los nu´meros del
Documento Nacional de Identidad de una muestra de personas. En este caso cada
uno de los nu´meros es como una especie de nombre que identifica inequ´ıvocamente
a una persona concreta. Es decir, no puede haber dos personas con un mismo
nu´mero ni una misma persona que tenga dos nu´meros diferentes. Adema´s, dado
1F´ıjate que la palabra nominal recuerda a la palabra nombre.
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que el nu´mero so´lo representa la propiedad de igualdad-desigualdad, el hecho
de que una persona tenga un nu´mero igual a 10.000.000 no implica que sea la
mitad de persona que otra que tenga un nu´mero igual a 20.000.000. Lo u´nico que
indica el nu´mero es que ambas personas son diferentes porque tienen asignado
un nu´mero diferente. Este ser´ıa un caso ((extremo)) de variable nominal en la que
el mismo nu´mero nunca ser´ıa repetido pero en la pra´ctica, las variables de tipo
nominal suelen usarse para representar el color de los ojos (por ejemplo, 1 =
azules, 2 = verdes, 3 = negros, etc.), el color del pelo o el estado civil.
En este tipo de escala se puede realizar un tipo de transformacio´n que se de-
nomina permutacio´n o transformacio´n grupal sime´trica (Stevens, 1946). Esto es,
podemos cambiar un nu´mero por otro cualquiera siempre y cuando se mantenga
intacta la regla de asignacio´n.
3.2.2. Escalas ordinales
La escala de tipo ordinal, adema´s de conservar la propiedad de identificar igualdad-
desigualdad heredada de la escala nominal, es capaz de representar el orden del
feno´meno observado. De este modo, el nu´mero asignado a un caso o persona re-
presenta cierto aspecto de cantidad. En este caso podr´ıamos decir que la regla de
asignacio´n del nu´mero al feno´meno vendr´ıa a ser algo as´ı como ((a ma´s cantidad
de feno´meno se asigna un nu´mero mayor)).
Sin embargo, la relacio´n que se establece entre el feno´meno y el nu´mero que lo
representa no es de tipo lineal o directamente proporcional. Tratare´ de explicar
este detalle tan interesante con un ejemplo que podr´ıa ser tomado de una inves-
tigacio´n real. Consideremos una pregunta de una encuesta destinada a medir el
grado con que una persona es favorable al uso de las centrales nucleares como
fuente de energ´ıa ele´ctrica. Imaginemos que las personas que realizan la investi-
gacio´n han decidido proporcionar cuatro posibles alternativas de respuesta y que
las codificara´n utilizando nu´meros del siguiente modo: 1 = estoy totalmente en
contra de las centrales nucleares, 2 = estoy ligeramente en contra de las centrales
nucleares, 3 = estoy ligeramente a favor de las centrales nucleares, y 4 = estoy
totalmente a favor de las centrales nucleares. Como se puede comprobar, el ı´tem
al que se esta´ aludiendo tiene como fin evaluar una actitud hacia un objeto (las
centrales nucleares como fuente de energ´ıa) y, obviando por el momento las in-
teresantes pole´micas que circundan al estudio de las actitudes en psicolog´ıa (p.
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e., Allport, 1935; Ajzen y Fishbein, 1980, 2005), sugiero que nos centremos en la
relacio´n que se establece entre el nu´mero asignado a cada alternativa de respuesta
y la descripcio´n verbal de la actitud. Segu´n lo que se ha definido previamente,
cuando una persona puntu´a 1 en la pregunta dir´ıamos que su actitud hacia las
centrales nucleares es negativa o desfavorable mientras que cuando puntu´a un 4
dir´ıamos que su actitud hacia estas factor´ıas energe´ticas es favorable o positiva.
En este sentido, podr´ıamos decir que la persona que puntu´a 2, en comparacio´n
con la que puntu´a 1, tiene una actitud ma´s favorable hacia las centrales nucleares.
Del mismo modo, la persona que puntu´a 3 mostrar´ıa una actitud ma´s positiva
que la que puntu´a 1. Sin embargo, no podr´ıamos afirmar que el cambio en actitud
que se produce entre 1 y 2 sea el mismo que el que se produce entre 2 y 3 o entre
3 y 4. Lo u´nico que podemos hacer es ordenar las respuestas de las personas en
funcio´n de sus contestaciones, pero no podr´ıamos hacer inferencias en relacio´n a la
cantidad de actitud que poseen cuando comparamos unas y otras respuestas. Del
mismo modo, tampoco podr´ıamos decir que la persona que puntu´a 4 tiene una
actitud el doble de positiva hacia las centrales nucleares cuando la comparamos
con una persona que puntu´a 2.
En las escalas ordinales se pueden realizar un tipo de recodificaciones llamadas
isoto´nicas o de preservacio´n del orden sin que alteremos las propiedades me´tricas
de las variables utilizadas. Esto es, podemos cambiar los nu´meros de la escala por
otros que sigan manteniendo la misma relacio´n de orden previamente establecida.
3.2.3. Escalas de intervalo
Las escalas de intervalo suelen ser las ma´s apreciadas en ciencias sociales en
la actualidad dado que permiten la utilizacio´n de una mayor gama de te´cnicas
estad´ısticas. La propiedad que an˜aden este tipo de escalas es que, como su nombre
indica, el intervalo entre dos valores de la escala es ahora significativo pese a que
el origen de la escala, el cero, es arbitrario. Es decir, la cantidad de feno´meno
observado entre dos valores dados de la escala tiene sentido cuantitativo.
Uno de los ejemplos ma´s utilizado de escala de intervalo es la temperatura
medida con la escala de grados cent´ıgrados o Celcius. Consideremos las tempe-
raturas dadas en grados cent´ıgrados de cuatro ciudades diferentes: la ciudad A
con una temperatura de 10, la B con 12, la C con 18 y la D con una tempera-
tura de 20 grados cent´ıgrados. Dado que la escala que estamos utilizando es de
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intervalo podr´ıamos decir que el incremento de temperatura que se produce entre
las ciudades A y B es de la misma magnitud que el que se produce al comparar
las ciudades C y D. Es decir, el intervalo tiene significado nume´rico real, no se
trata so´lo de ordenar las ciudades en funcio´n de si son ma´s o menos ca´lidas. No
obstante, no podemos afirmar que hace el doble de calor en la ciudad D cuando
la comparamos con la ciudad A dado que el origen, el cero, de la escala Celcius
es arbitrario. Es decir, cero grados cent´ıgrados no indican ausencia de tempera-
tura sino que, ma´s bien, indican la temperatura en la que el agua pasa de estado
l´ıquido a estado so´lido.
En este tipo de escalas podemos realizar transformaciones lineales2 de las
puntuaciones (x′ = a+ b× x) sin que se modifiquen sus propiedades me´tricas.
3.2.4. Escalas de razo´n
Para terminar, en la cu´spide de la jerarqu´ıa, tenemos a las escalas de razo´n cuya
caracter´ıstica primordial es que contienen lo que podr´ıamos llamar cero significa-
tivo. Esto es, el cero en la variable que estemos midiendo representa ausencia de
medida.
Por continuar con el ejemplo paradigma´tico que se ha introducido anterior-
mente para describir las escalas de intervalo (p. e., Pagano, 1998/1999), podr´ıamos
aludir a la escala de temperatura Kelvin. En esta escala los 0 grados Kelvin (apro-
ximadamente unos -273 grados cent´ıgrados) se consideran como el ((cero absoluto))
dado que no se puede conseguir una temperatura ma´s baja. En este caso s´ı que
podr´ıamos decir que la temperatura de 80 grados Kelvin es el doble de ca´lida que
40 grados Kelvin. En cierto modo, por ello este tipo de escalas han recibido el
nombre de razo´n dado que las razones o proporciones son significativas. Es decir,
tienen sentido matema´tico. Otras variables que podr´ıamos definir como de razo´n
podr´ıan ser el nu´mero de hijos, la frecuencia de ocurrencia de un evento o la edad.
En este u´ltimo caso ser´ıa en el u´nico en que podr´ıamos llevar a cabo transfor-
maciones logar´ıtmicas de las puntuaciones de las variables. Es decir, si utilizamos
escalas de razo´n podremos realizar transformaciones de similaridad utilizando
expresiones ana´logas a x′ = a× x.
2Ma´s adelante trataremos este tipo de recodificacio´n en el cap´ıtulo correspondiente.
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3.2.5. Estad´ısticos admisibles en funcio´n del nivel de
medida
Tal y como se ha indicado previamente, la decisio´n de que´ ana´lisis aplicar a los
datos depende u´nica y exclusivamente de la persona o personas que realizan la
investigacio´n y de quie´n ejecuta los ana´lisis estad´ısticos. Sin embargo, convendr´ıa,
llegados a este punto, hacer notar que estimar ciertos estad´ısticos en cierto tipo
de variables podr´ıa no ser deseable. O, ma´s bien, que las inferencias que ex-
traer´ıamos de la estimacio´n de ciertos estad´ısticos podr´ıa ser, al menos, confusa.
Por ejemplo, ¿que´ sentido tendr´ıa calcular la media aritme´tica en una variable
que representase el color de ojos tras haber utilizado una escala nominal como la
que se ha sugerido anteriormente? Ma´s bien, cuando utilizamos un tipo de escala
nominal u´nicamente se recomienda estimar frecuencias de aparicio´n de cada nivel
de la variable o porcentajes. Tambie´n se podr´ıan utilizar tests estad´ısticos, como
el de χ2, disen˜ados para trabajar con frecuencias y proporciones.
Para el caso de las variables ordinales ser´ıa aconsejable utilizar estad´ısticos
de posicio´n como los cuantiles o estad´ısticos como el coeficiente de correlacio´n
de Spearman o Kendall. Por su parte, necesitar´ıamos, como mı´nimo, un nivel
de medida de intervalo para poder utilizar exitosamente la media, la desviacio´n
t´ıpica o el coeficiente de correlacio´n de Pearson. Por u´ltimo, para poder aplicar
el coeficiente de variacio´n en los te´rminos sugeridos por Stevens (1946) nuestras
variables tendr´ıan que haber sido medidas en una escala de razo´n.
3.3. Planificacio´n y ana´lisis estad´ıstico
Para terminar este cap´ıtulo dedicado a tratar algunos aspectos que considero
claves en el contexto de la investigacio´n cient´ıfica en psicolog´ıa y educacio´n, me
gustar´ıa dedicar algunas l´ıneas al tema de la planificacio´n de la investigacio´n en
relacio´n con el ana´lisis estad´ıstico. En este sentido, creo que sin planificacio´n cual-
quier ana´lisis estad´ıstico de los datos sera´ pra´cticamente inu´til, como un terreno
bald´ıo, este´ril e infruct´ıfero.
Aunque bien es cierto que, como sen˜ala Bachrach (1966/1994), ((no se inves-
tiga, por lo general, en la forma en que dicen que se hace los que escriben libros
acerca de la investigacio´n)) (p. 22) cuando alude a que la planificacio´n de la inves-
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tigacio´n no siempre se satisface en el desarrollo de un estudio cient´ıfico; lo cierto
es que sin un plan premeditado que gu´ıe nuestra actividad cient´ıfica estamos per-
didos. Aunque el personal investigador no debe ser una mente obtusa, cerrada e
inflexible donde no quepa la improvisacio´n relativa; lo cierto es que las hipo´tesis
deber´ıan guiar la planificacio´n de una investigacio´n tal y como sugiere el me´todo
cient´ıfico.
Mi recomendacio´n en este contexto es ((planificar siempre)) y aunque, como
suele ser lo normal, las cosas no vayan como se hayan planeado, ser´ıa deseable
tener un plan que gu´ıe nuestro quehacer como personas de ciencia. He tenido
algunas experiencias en las que reputados investigadores e investigadoras me han
planteado la posibilidad de analizar bases de datos para satisfacer tales o cuales
objetivos una vez que la investigacio´n ya ha sido llevada a cabo. En estos casos mi
respuesta viene siendo la misma (eso s´ı, ma´s enrabietada cada vez): el ana´lisis de
los datos deb´ıa de haber sido planificado antes de llevar a cabo la investigacio´n. Y
deber´ıa haber sido planificado en consonancia con las hipo´tesis de investigacio´n
que se derivan de una configuracio´n particular de observaciones. Estas personas
me han ofrecido la oportunidad de analizar para ellos bases de datos descomuna-
les (que, por otro lado, har´ıan las delicias de muchas personas de ciencia) pero
me he sentido incapaz de hacerlo (adema´s de las reticencias metodolo´gicas que
me suscitaba, hubiese sido como encontrar una aguja en un pajar). Aunque sus
archivos de datos pudiesen ser deliciosos desde el punto de vista estad´ıstico por
el nu´mero de casos y de variables, lo cierto es que, como bien dec´ıa aquel anuncio
publicitario de neuma´ticos, ((la potencia sin control no sirve de nada)) y los datos
sin hipo´tesis son poco ma´s que ((agua de borrajas)).
Por ello, sugiero fervientemente que se ponga un especial cuidado e intere´s en
las fases de planificacio´n de la investigacio´n dado que todo el esquema cient´ıfico
de nuestro estudio dependera´ de el. En la medida en que planificamos con la ma´s
estricta seriedad, mejor se desarrollara´ nuestro proceso de investigacio´n (inde-
pendientemente de si confirmamos o no nuestras hipo´tesis de trabajo). Es ma´s,
ahorraremos trabajo dado que no tendremos, o al menos con una probabilidad
ma´s baja, que volver sobre nuestros pasos para rehacer algo que no planificamos
correctamente.
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⊡ Ejercicios ⊡
1. Reflexiona y pon ejemplos de escalas nominales, ordinales, de intervalo y de razo´n.
Justifica tus respuestas.
2. Considera los valores de la siguiente variable de tipo nominal:
1, 2, 4, 5, 1, 2, 3, 4, 1, 2, 5, 3, 4, 1
¿co´mo transformar´ıas la variable para que la medida no se viese afectada?
3. Considera los valores de la siguiente variable de tipo ordinal:
12, 32, 12, 45, 12, 32, 12, 32, 45, 55, 21, 3, 32, 1, 3
¿co´mo transformar´ıas la variable para que la medida no se viese afectada?
4. Considera los valores de la siguiente variable medida en una escala de intervalo:
78, 95, 32, 14, 56, 47, 6, 3, 66, 23, 37, 85, 96, 41, 25
¿co´mo transformar´ıas la variable para que la medida no se viese afectada?
5. Considera los valores de la siguiente variable medida en una escala de razo´n:
7, 23, 4, 85, 0, 6, 45, 22, 87, 32, 325, 6, 88, 22, 47
¿co´mo transformar´ıas la variable para que la medida no se viese afectada?
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Estad´ısticos descriptivos
En este cap´ıtulo vamos a entrar de lleno a analizar datos con y Rcmdr. En concre-
to, vamos a abordar una parte crucial de la estad´ıstica: la estad´ıstica descriptiva.
La estad´ıstica descriptiva pretende dar, como su nombre indica, una descripcio´n
de los datos contenidos en una muestra, mientras que la estad´ıstica inferencial
pretende generalizar los resultados encontrados en una muestra a la poblacio´n ge-
neral de donde se tomo´ la muestra. Este cap´ıtulo esta´ organizado en tres secciones
destinadas a abordar gene´ricamente los ana´lisis descriptivos ma´s importantes des-
de el punto de vista de la tendencia central, de la dispersio´n y de la forma de
variables individuales.
Para avanzar en este cap´ıtulo utilizaremos la base de datos desarrollada arti-
ficialmente y llamada Econeg.RData que acompan˜a a este libro. Se trata de un
conjunto de datos procedente de una investigacio´n destinada a conocer la relacio´n
que exist´ıa entre la creacio´n de empresas y los valores ecolo´gicos. El archivo tiene
nueve variables y 201 casos. Esta es la descripcio´n de las variables:
id : es una variable destinada a identificar inequ´ıvocamente a cada caso,
sexo: indica si la persona es mujer o hombre,
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estudios : representa el tipo de estudios que estaba cursando la persona
cuando participo´ en el estudio (Psi = Psicolog´ıa, Emp = Empresariales, Inf
= Informa´tica),
emprende: representa las respuestas (S´ı o No) a la pregunta ¿consideras
deseable crear una empresa propia al finalizar tus estudios universitarios?,
deseaEBT : corresponde a la pregunta ¿consideras deseable crear una em-
presa de base tecnolo´gica al terminar tus estudios universitarios?
curso: se refiere al curso que estaban cursando los participantes en el mo-
mento de ser encuestados,
eco y antropo son puntuaciones porcentuales de actitud ecoce´ntrica y antro-
poce´ntrica, respectivamente, derivadas de la escala construida por Thom-
pson y Barton (1994).
4.1. Estad´ısticos de tendencia central
Los estad´ısticos univariados (para una u´nica variable) de tendencia central1 tienen
como objetivo describir co´mo es la variable de modo general. Es decir, pretenden
resumir la variable en un solo ı´ndice o valor.
Una forma ra´pida y fa´cil de obtener un ana´lisis preliminar de la base de
datos que contenga un conjunto de estad´ısticos descriptivos para cada una de
las variables ser´ıa utilizar la funcio´n summary(). Para que esta funcio´n actu´e
correctamente se ha de escribir, como argumento, el nombre del data.frame o de
la base de datos que tenemos abierta con Rcmdr. Si ejecutamos el comando:
1 summary(Econeg)
obtendremos un conjunto ba´sico de estad´ısticos descriptivos para cada una de las
variables contenidas en la base de datos que tendra´ un aspecto similar a este:
1
2 id sexo edad estudios emprende deseaETB curso
3 Min. : 62.0 Hombre: 70 Min. :18.00 Emp :66 No: 55 No:120 1º:55
4 1st Qu .:135.0 Mujer :131 1st Qu .:20.00 Inf :39 Sı´ :146 Sı´: 81 2º:34
1Tambie´n denominados como estad´ısticos de posicio´n.
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5 Median :222.0 Median :22.00 Psi :96 3º:51
6 Mean :228.4 Mean :23.35 4º:10
7 3rd Qu .:318.0 3rd Qu .:24.00 5º:51
8 Max. :442.0 Max. :50.00
9 eco antropo
10 Min. : 0.0 Min. : 0.00
11 1st Qu.: 0.0 1st Qu.: 0.00
12 Median : 40.0 Median : 10.00
13 Mean : 37.6 Mean : 18.33
14 3rd Qu.: 50.0 3rd Qu.: 30.00
15 Max. :100.0 Max. :100.00
Hay que decir que si queremos ejecutar este ana´lisis desde la interface gra´fi-
ca de Rcmdr tendremos que ejecutar la siguiente ruta: Estad´ısticos → Resu´menes
→ Conjunto de datos activo. No obstante, si queremos, podemos obtener estos
estad´ısticos descriptivos para una sola variable del archivo de datos. Para ello
tendremos que utilizar la notacio´n $. Por consiguiente, tendremos que, si por
ejemplo queremos obtener los descriptivos para la variable edad, escribir y ejecu-
tar el siguiente comando:
1 summary(Econeg$edad) #Uso de la notacio´n $
cuyo resultado sera´:
1 Min. 1st Qu. Median Mean 3rd Qu. Max.
2 18.00 20.00 22.00 23.35 24.00 50.00
Como se puede observar, la funcio´n nos proporciona el mı´nimo (Min.), el pri-
mer cuartil (1st Qu.), la mediana o segundo cuartil (Median), la media aritme´tica
(Mean), el tercer cuartil (3rd Qu.) y el ma´ximo (Max.) para cada variable nume´ri-
ca; mientras que para las variables cualitativas la funcio´n muestra la frecuencia de
cada categor´ıa. En este punto creo conveniente introducir las funciones attach()
y detach() para poder analizar variables individualmente. Para hacer que las
variables individuales sean ((visibles)) directamente a las funciones podemos uti-
lizar la funcio´n attach() cuyo argumento sera´ el nombre del conjunto de datos.
Si ejecutamos el comando
1 attach(Econeg)
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podr´ıamos utilizar la funcio´n summary() directamente sobre las variables indivi-
duales del conjunto de datos. Por ejemplo, si queremos obtener un ana´lisis de la
variable edad ahora tendremos que escribir:
1 summary(edad)
Para volver al estado inicial del archivo tendremos que utilizar la funcio´n detach()
de manera ana´loga a como hemos utilizado la funcio´n attach().
Para obtener un mayor conjunto de estad´ısticos descriptivos de posicio´n po-
demos acceder al menu´ Estad´ısticos → Resu´menes → Resu´menes nume´ricos... de
R
cmdr. En el cuadro de dia´logo que aparece (Figura 4.1) tendremos que seleccionar,
en primer lugar, una o varias variables nume´ricas (no aparecen las cualitativas).
Por defecto nos aparece marcada la media2 y podemos solicitar que se nos cal-
culen tantos cuantiles como nos apetezca. Habra´ que indicarlo en el cuadro de
texto ((cuantiles:)) y se nos facilitara´n siempre y cuando la casilla de verificacio´n
((Cuantiles)) este´ activada. Para especificar los cuantiles tenemos que separarlos
por comas y escribirlos utilizando el formato ((.xx )), donde xx se refiere a un nu´me-
ro comprendido entre 00 y 99. Por ejemplo, si queremos obtener el percentil 30
(P30) y el decil octavo (D8 que equivale al percentil 80) tendremos que escribir ((.3,
.8)) en el cuadro de texto. Tambie´n podemos obtener cualquier cuantil utilizando
la funcio´n quantile(). Como argumentos habr´ıa que especificar, en primer lugar,
la variable sobre la que queremos realizar el ana´lisis y, en segundo lugar separado
por coma, los valores de los cuantiles que queremos estimar. Por ejemplo, para
estimar los percentiles 40 y 79 de la variable edad tendr´ıamos que escribir:
1 quantile(edad , probs = c(.4, .79))
Un par de funciones sencillas de recordar en este contexto son la funcio´n
mean() y median() que estiman la media y la mediana de una variable respec-
tivamente. Como argumento de estas funciones hay que indicar la variable de
intere´s. Hay que destacar que la funcio´n mean() puede contener un argumento
(trim) que permita obtener medias recortadas. Estimar la media recortada con-
siste en calcular la media tras eliminar una proporcio´n de los valore ma´s altos y
2Por el momento podemos desmarcar la desviacio´n t´ıpica ya que sera´ objeto de discusio´n de
la siguiente seccio´n.
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Figura 4.1: Resu´menes nume´ricos en Rcmdr.
ma´s bajos de una variable. Esta forma de calcular la media es muy u´til cuando
nuestras variables contienen datos muy extremos o alejados de la gran masa de
datos. El argumento trim esta´ referido a la proporcio´n de datos bajos y altos
que se eliminan antes de calcular la media aritme´tica y puede tomar valores com-
prendidos entre 0 y 0.5. Un ejemplo para estimar la media en la variable edad
eliminando un 2,5% de los datos ma´s altos y ma´s bajos de la variable ser´ıa el
siguiente:
1 mean(edad ,trim =0.025)
4.2. Estad´ısticos de dispersio´n
Cuando hablamos de dispersio´n estad´ıstica nos estamos refiriendo al grado en que
los valores de una variable se concentran, o no, alrededor de un valor de la variable.
De manera gene´rica, podr´ıamos decir que la dispersio´n en una variable estad´ıstica
tiene que ver con su homgeneidad, con el grado en que los valores de la variable
esta´n concentrados en una parte de la misma. Los estad´ısticos de dispersio´n ma´s
conocidos y comu´nmente utilizados son la varianza y la desviacio´n t´ıpica. Sin
embargo, antes de tratar estos estad´ısticos, dedicare´ algunas l´ıneas a presentar
otros para´metros disen˜ados para evaluar la dispersio´n en variables nume´ricas que,
aunque son menos usados, suelen ser convenientes en determinadas situaciones
reales o aplicadas. Para cada estad´ıstico proporcionare´ su ecuacio´n matema´tica
y el co´digo fuente que permite estimar el valor del para´metro en . En el co´digo
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fuente de cada funcio´n aparecera´, precedido del s´ımbolo #, el modo en que se
debe usar la funcio´n. Aunque lo volvere´ a explicar ma´s abajo con un ejemplo
concreto se tendr´ıa que copiar el co´digo fuente en el editor de instrucciones de
o Rcmdr y ejecutarlo3. Seguidamente se puede invocar a la funcio´n del modo en que
se describe en el co´digo fuente4.
Uno de los estad´ısticos de dispersio´n ma´s sencillos que se pueden calcular es
la amplitud o rango (Rg). La amplitud de una variable es el resultado de restar
el menor valor de la variable al mayor (ecuacio´n 4.1).
Rg = ma´x
x
−mı´n
x
(4.1)
Un mayor valor de amplitud indicara´ mayor dispersio´n en los datos mientras
que un valor ma´s pequen˜o indicara´ menor dispersio´n en los datos. Una funcio´n
que puedes utilizar para calcular el rango de una variable es la siguiente:
1 # Amplitud o Rango
2 # Uso: rango(variable)
3 rango <- function(x) max(x) - min(x)
Pega y ejecuta esta funcio´n en tu editor de instrucciones de Rcmdr. Seguidamente
podra´s utilizarla especificando como argumento alguna variable de tu conjunto
de datos. Por ejemplo, para estimar el rango de la variable edad habr´ıa que
escribir:
1 rango(edad)
La mediana de las desviaciones absolutas respecto de la mediana (MAD) es
un estad´ıstico muy estable dado que se basa en el ca´lculo de la mediana de las
desviaciones relativas de cada valor sobre la mediana de la variable. Su ecuacio´n
es
3Recuerda que para ejecutar bloques de co´digo en el editor de instrucciones de Rcmdr hay que
seleccionarlo previamente.
4Tengo que destacar que las ecuaciones que presento podr´ıan haberse escrito de una manera
ma´s sencilla y eficiente. No obstante, pido disculpas a los programadores ma´s experimentados
pero creo que las ecuaciones escritas de este modo pueden ayudar a los estudiantes a familiari-
zarse con los procesos de programacio´n en .
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MAD =Md|xi −Mdx|, (4.2)
donde Md se refiere a la mediana. La funcio´n que sirve para calcular el MAD es
la siguiente:
1 # Mediana de las Desviacı´ones Absolutas respecto de la Mediana
2 # Uso: mad(variable)
3 mad <- function(x) median(abs(x-median(x)))
La amplitud intercuart´ılica (AQ) es un para´metro que representa la diferencia
entre el tercer y el segundo cuartil de una variable. Si se divide entre dos se
obtiene lo que se denomina como amplitud semi-intercuart´ılica. Su ecuacio´n se
concreta como
AQ = P75 − P25, (4.3)
donde P75 se refiere al valor del percentil 75 o tercer cuartil (Q3) y P25 esta´ referido
al percentil 25 o primer cuartil (Q1). La funcio´n que he escrito para ser´ıa la
siguiente:
1 # Amplitud Intercuartı´lica
2 # Uso: aq(variable)
3 aq <- function(x) {
4 p75 <- quantile(x,probs =0.75, names=FALSE)
5 p25 <- quantile(x,probs =0.25, names=FALSE)
6 p75 -p25
7 }
El coeficiente de variacio´n cuart´ılico (CVQ) es un para´metro que representa el
cociente entre una medida de dispersio´n (la amplitud semi-intercuart´ılica) y una
medida de tendencia central (el promedio de cuartiles). Su ecuacio´n (4.4) y el
co´digo fuente de la funcio´n para su utilizacio´n en se presentan a continuacio´n:
CVQ =
P75 − P25
P75 + P25
, (4.4)
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1 # Coeficiente de Variacio´n Cuartı´lico
2 # Uso: cvc(variable)
3 cvc <- function(x) {
4 p75 <- quantile(x,probs =0.75, names=FALSE)
5 p25 <- quantile(x,probs =0.25, names=FALSE)
6 n <- sum(p75 ,-p25)
7 d <- sum(p75 ,p25)
8 n/d
9 }
En contraposicio´n a los estad´ısticos de dispersio´n que hemos visto hasta el
momento, el ca´lculo de la desviacio´n t´ıpica se puede realizar directamente desde
la interface que tenemos cargada de Rcmdr. Para ello tenemos que acceder al cuadro
de dia´logo que aparece en la Figura 4.1 seleccionando la ruta Estad´ısticos →
Resu´menes → Resu´menes nume´ricos... del menu´. Adema´s de estimar la desvia-
cio´n t´ıpica de cualquier variable nume´rica tambie´n podemos estimar el coeficiente
de variacio´n. La desviacio´n t´ıpica tambie´n se puede obtener directamente utili-
zando la funcio´n sd().
La desviacio´n t´ıpica (sx) es la ra´ız cuadrada de la varianza (sx =
√
S2x) mien-
tras que la varianza (S2x)
5 es el cuasi-promedio de las desviaciones cuadra´ticas de
cada valor de la variable respecto de la media. Matema´ticamente, la ecuacio´n de
la varianza quedar´ıa expresada como
S2x =
∑n
i=1 (xi − x¯)
2
n− 1
. (4.5)
Por u´ltimo, dado que la varianza y la desviacio´n t´ıpica son para´metros que se
ven afectados por las unidades de medida de la variable sobre la que realizamos
el ana´lisis, el coeficiente de variacio´n (CVx) se utiliza como medida adimensional
de dispersio´n. El coeficiente de variacio´n resulta de dividir la desviacio´n t´ıpica
por el valor absoluto de la media en una variable. Esto es,
CVx =
sx
|x¯|
. (4.6)
5Se puede obtener directamente utilizando la funcio´n var().
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Dado que la media esta en valor absoluto el coeficiente de variacio´n siempre
sera´ positivo. Este estad´ıstico se puede utilizar para comparar las dispersiones
que presentan varias variables que han sido medidas en unidades de medida muy
dispares como, por ejemplo, el nu´mero de hijos y los cent´ımetros cu´bicos del
automo´vil familiar.
4.3. Estad´ısticos de forma
El u´ltimo conjunto de estad´ısticos que voy a presentar esta´n referidos a los es-
tad´ısticos de forma, en concreto a los estad´ısticos de curtosis o apuntamiento y a
los de asimetr´ıa o sesgo.
Para estimar los estad´ısticos de curtosis y asimetr´ıa de una o ma´s variables
tenemos que acceder al cuadro de dia´logo que venimos utilizando en este cap´ıtulo
(Estad´ısticos → Resu´menes → Resu´menes nume´ricos...) y marcar las opciones de
((asimetr´ıa)) y ((apuntamiento)). Adicionalmente, podemos seleccionar tres tipos de
ı´ndices de asimetr´ıa y apuntamiento. En cualquier caso, en el manual de Solanas,
Salafranca, Fauquet, y Nu´n˜ez (2005) puedes encontrar las ecuaciones que definen
a estos y otros ı´ndices de asimetr´ıa y apuntamiento, la interpretacio´n de estos
ı´ndices es relativamente sencilla y suelen coincidir en sus estimaciones a nivel
general.
La curtosis tiene que ver con la dispersio´n de la variable. De modo gene´rico
podemos encontrarnos con tres tipos de variables caracterizadas por el valor que
generan de curtosis: a) variables mesocu´rticas, en las que el valor de curtosis es
cero o un valor muy cercano a este valor; b) variables leptocu´rticas, que generar´ıan
valores mayores que cero; y c) variables platicu´rticas, que generar´ıan valores in-
feriores a cero. El ana´lisis gra´fico de la curtosis se puede evaluar inspeccionando
el histograma de la distribucio´n de frecuencias de la variable. En este caso, se
suele aludir a la comparacio´n de la variable de intere´s con la distribucio´n nor-
mal. Las variables mesocu´rticas tendr´ıan un perfil de frecuencias semejante a la
distribucio´n normal mientras que las variables leptocu´rticas y platicu´rticas ser´ıan
ma´s apuntadas o ma´s aplanadas, respectivamente, cuando se comparan con una
distribucio´n normal.
Por su parte, la asimetr´ıa se refiere al grado con que los valores se acercan
o alejan del valor intermedio (respecto de su rango) de la variable. De nuevo
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tenemos tres casos: a) que la variable sea sime´trica, lo que indica que la distri-
bucio´n de frecuencias se reparte equitativamente entre un lado y otro del centro
de gravedad de la distribucio´n en cuyo caso el valor del estad´ıstico es cero; b)
que la distribucio´n sea asime´trica positiva, que se produce cuando el valor de asi-
metr´ıa es positivo y que gra´ficamente produce histogramas con ma´s valores a la
izquierda del centro de gravedad de la variable; y c) que la variable sea asime´trica
negativa, en cuyo caso habra´ ma´s valores a la derecha del centro de la variable y
se obtendra´ un valor de asimetr´ıa inferior a cero.
⊡ Ejercicios ⊡
1. Calcula los siguientes percentiles 23, 36, 48, 76 y 92 de las variables edad, eco y
antropo de la base de datos Econeg.
2. Calcula las medias recortadas al 90% de las variables edad, eco y antropo de la
base de datos Econeg.
3. Calcula la media de la edad para cada uno de los grupos definidos por los tipos de
estudios que hay en la muestra.
4. Calcula la amplitud, la mediana de las desviaciones absolutas respecto de la media-
na, la amplitud intercuart´ılica, el coeficiente de variacio´n cuart´ılico, la varianza, la
desviacio´n t´ıpica y el coeficiente de variacio´n de las variables edad, eco y antropo.
5. Crea una funcio´n que estime la amplitud semi-intercuart´ılica.
6. Crea una funcio´n para estimar la varianza de una variable usando la ecuacio´n que
aparece ma´s arriba.
7. Indica que tipo de distribuciones tienen las variables edad, eco y antropo en
funcio´n de su asimetr´ıa y curtosis.
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Transformacio´n de datos
Este cap´ıtulo esta´ dedicado a mostrar co´mo se pueden modificar variables que
contenga nuestro conjunto de datos para adaptarlas a los ana´lisis en los que este-
mos interesados. Entre otras cosas, se vera´ co´mo se pueden generar puntuaciones
de escala a partir de un conjunto de variables utilizando diferentes me´todos, co´mo
se pueden recodificar variables atendiendo a ciertas condiciones y co´mo se pueden
modificar los archivos de datos segu´n nos convenga.
Para este cap´ıtulo vamos a utilizar una base de datos llamada escala.RData
que acompan˜a a este manual. U´nicamente contiene once variables y 85 casos. La
primera variable (id) es una variable, como suele ser habitual, de identificacio´n
que localiza inequ´ıvocamente a cada participante. Las otras diez variables (in )
recogen las respuestas de cada participante a diez ı´tems destinados a evaluar
creatividad. Cada una de estas diez variables tienen un ma´ximo de 5 y un mı´nimo
de 1; donde 5 es una etiqueta nu´merica que representa que el participante estaba
((muy de acuerdo)) con lo que expresaba el ı´tem, el 4 representa que el participante
estaba ((de acuerdo)) con lo que indicaba el ı´tem, el 3 indica que el participante
no estaba ((ni de acuerdo ni en desacuerdo)) con el ı´tem, el 2 representa estar ((en
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desacuerdo)), mientras que el 1 se refiere a un estado de ((total desacuerdo)) con
lo expresado en la declaracio´n.
5.1. Puntuaciones de escala
En muchas situaciones aplicadas tenemos la necesidad de medir un constructo
psicolo´gico como la emocio´n, la personalidad, el optimismo, la satisfaccio´n o la
motivacio´n. Lo que ha venido haciendo la psicolog´ıa en los u´ltimos tiempos ha sido
desarrollar tests que permitan estimar la cantidad de este tipo de constructos que
tienen las personas. Un constructo es, ni ma´s ni menos, una construccio´n verbal
referida a un conjunto de observaciones que tienen cierta consistencia. Por ejem-
plo, el constructo liderazgo so´lo tiene sentido cuando resume ciertas observaciones
que la sociedad entiende como definitorias de un feno´meno abstracto o latente y
que sirve para explicar la razo´n por la cual algunas personas tienen unas carac-
ter´ısticas especiales en su contexto social. No vamos a entrar aqu´ı en discusiones
o pole´micas relacionadas con las definiciones de constructos, bien sema´nticas o
sinta´cticas, ni con su estatus cient´ıfico. U´nicamente nos limitaremos a adquirir
una serie de competencias ba´sicas relacionadas con la estimacio´n de puntuaciones
de test al amparo de lo que es ampliamente aceptado por la comunidad cient´ıfica.
Cuando se desarrolla, o se utiliza, un test o una escala para medir un construc-
to psicolo´gico tenemos que obtener la puntuacio´n del constructo o de la escala
utilizando alguna funcio´n de correccio´n. Los elementos que formara´n parte de
esta funcio´n de correccio´n sera´n los ı´tems de la escala. Un ı´tem es cada una de
las partes de informacio´n que contiene un test y que recogen informacio´n sobre el
constructo que nos interesa. Por ejemplo, en una escala sobre actitudes hacia el
medio ambiente, cada una de las declaraciones sobre las que tendremos que emitir
un juicio (por ejemplo, el grado con que estamos de acuerdo con la declaracio´n)
sera´n ı´tems.
El me´todo ma´s comu´n y extendido que se utiliza para estimar la puntuacio´n
total (XT ) de una escala consiste en sumar las puntuaciones parciales de cada
ı´tem (xi) en una nueva variable. Formalmente podr´ıamos expresar esta idea con
la ecuacio´n
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XT =
n∑
i=1
xi. (5.1)
Para realizar esta operacio´n sobre el archivo escala que utilizaremos en este
cap´ıtulo tendr´ıamos que escribir:
1 escala$Xt <- with(escala , i1 + i2 + i3 + i4 + i5 + i6 + i7 + i8 + i9 + i10)
2 # Observa co´mo se ha utilizado la notacio´n $
3 IGU: i1 + i2 + i3 + i4 + i5 + i6 + i7 + i8 + i9 + i10
Este y otros ca´lculos que vamos a ejecutar de aqu´ı en adelante sobre las va-
riables se pueden conseguir reduciendo la cantidad de co´digo que tenemos que
escribir accediendo al menu´ Datos → Modificar variables del conjunto de datos
activo → Calcular una nueva variable... En el cuadro de dia´logo que aparece
(Figura 5.1) tenemos, en la parte superior izquierda, un cuadro que contiene las
variables nume´ricas del conjunto de datos. A su vez, tambie´n hay un cuadro de
texto llamado ((Nombre de la nueva variable)) en el que tendremos que especi-
ficar co´mo llamaremos a la variable que vamos a crear y en el cuadro de texto
((Expresio´n a calcular)) tenemos que detallar la ecuacio´n de ca´lculo que queremos
aplicar sobre las variables. Por lo tanto, cuando utilice co´digos en lo sucesivo es-
pecificare´ el co´digo esta´ndar que tenemos que utilizar para ejecutar una funcio´n
desde el editor de instrucciones y el co´digo que habr´ıa que utilizar desde el cuadro
de dia´logo. El co´digo que habr´ıa que utilizar desde el cuadro de dia´logo ira´ mar-
cado (como he hecho anteriormente) con la expresio´n IGU, como abreviatura de
la expresio´n Interfaz Gra´fica de Usuario.
Figura 5.1: Calcular una nueva variable en Rcmdr.
Otra posibilidad que tambie´n se suele utilizar es calcular el promedio respecto
a todos los ı´tems (XT¯ ). O sea, aplicar la ecuacio´n
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XT¯ =
∑n
i=1 xi
n
, (5.2)
donde n se refiere al nu´mero de ı´tems del test. En este caso, podr´ıamos ejecutar
el siguiente co´digo:
1 escala$Xt_m <- with(escala , (i1+i2+i3+i4+i5+i6+i7+i8+i9+i10)/10)
2 # Observa co´mo se ha utilizado la notacio´n $
3 IGU: (i1+i2+i3+i4+i5+i6+i7+i8+i9+i10)/10
Realmente se podr´ıa utilizar cualquier otra funcio´n u operacio´n matema´tica
que especifique el modo de obtener la puntuacio´n total de la escala. Para ello se
podr´ıan utilizar los operadores matema´ticos o trigonome´tricos como los que se
listan a continuac´ıo´n:
1 + # Suma
2 - # Resta
3 * # Multiplicacio´n
4 / # Divisio´n
5 abs() # Valor absoluto
6 sin() # Funcio´n que extrae el seno de un valor
7 asin() # Inverso de la funcio´n seno
8 cos() # Funcio´n que extrae el coseno de un valor
9 acos() # Inverso de la funcio´n coseno
10 tan() # Funcio´n tangente de un valor
11 atan() # Inversa de la funcio´n tangente
12 sqrt() # Raı´z cuadrada de un valor
13 ^ # Eleva un valor a la potencia indicada
5.2. Recodificacio´n de variables
En algunas ocasiones es necesario que transformemos las puntuaciones directas de
un test (lo que hemos calculado en la seccio´n anterior) a otro tipo de puntuaciones
para realizar ciertos ca´lculos o para presentar las puntuaciones del test en cierto
formato. Uno de los formatos de transformacio´n ma´s sencillo, y que se suele
utilizar para realizar ana´lisis multinivel (Field, 2009; Pardo, Ruiz, y San Mart´ın,
2007), lo representan las puntuaciones diferenciales respecto de la media (Difx¯):
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Difx¯ = xi − x¯. (5.3)
Lo que conseguimos con este tipo de transformacio´n es centrar la variable en
relacio´n a la media aritme´tica. De este modo, la persona que tuviese una pun-
tuacio´n igual a la media obtendra´ ahora una puntuacio´n de 0. Las puntuaciones
originales de la variable que estuviesen por encima de la media obtendra´n valores
positivos en la nueva variable y las que estaban por debajo de este para´metro
tendra´n ahora valores negativos. Para obtener nuestra puntuacio´n diferencial en
la puntuacio´n total del test respecto de la media en el archivo que estamos utili-
zando tendr´ıamos que ejecutar la siguiente sintaxis:
1 escala$dif.m <- with(escala , Xt - mean(Xt ,na.rm=TRUE))
2 # Notar que se ha utilizado la notacio´n $ para referirse a la nueva variable
‘dif.m’ y que se ha utilizado el para´metro ‘na.rm ’ para la funcio´n que
estima la media dado que existen casos perdidos (NAs) en la variable ‘Xt ’
3 IGU: Xt - mean(Xt ,na.rm=TRUE)
Por su parte, las puntuaciones t´ıpicas comparan la distancia de cada valor de
la variable con la media en relacio´n a la desviacio´n t´ıpica. Este tipo de transfor-
macio´n es muy utilizada, como veremos ma´s abajo, para generar puntuaciones del
test que tengan unos para´metros concretos de tendencia central y de dispersio´n.
Las puntuaciones t´ıpicas de una variable (zi) tienen una desviacio´n t´ıpica de 1 y
una media 0 y se calculan aplicando la ecuacio´n
zi =
xi − x¯
sx
. (5.4)
Para calcular la puntuacio´n t´ıpica de nuestra variable Xt tendr´ıamos que
escribir el siguiente co´digo:
1 escala$z.i <- with(escala , (Xt - mean(Xt ,na.rm=TRUE))/sd(Xt ,na.rm=TRUE))
2 # Notar que se ha utilizado la notacio´n $ y el para´metro ‘na.rm ’ en las
funciones de la media y de la desviacio´n tı´pica.
3 IGU: (Xt - mean(Xt ,na.rm=TRUE))/sd(Xt ,na.rm=TRUE)
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Adicionalmente, Rcmdr trae incorporada una funcio´n propia para estimar puntua-
ciones t´ıpicas. Si accedemos a la ruta de menu´s Datos → Modificar variables del
conjunto de datos activo → Tipificar variables..., aparecera´ un cuadro de dia´lo-
go (Figura 5.2) en el que podremos sen˜alar las variables que queremos tipificar
directamente.
Figura 5.2: Tipificar variables en Rcmdr.
En algunas ocasiones las puntuaciones tipificadas se utilizan para calcular lo
que se denominan como escalas derivadas (Garc´ıa, De la Fuente, y Mart´ın, 1998).
Un ejemplo de ello lo encontramos en los test de inteligencia donde, en algunos de
ellos, se suele decir que la media de inteligencia es 100 con una desviacio´n t´ıpica
de 15. Lo que se ha hecho en este caso, tras haber estimado las puntuaciones
del cociente de inteligencia en una muestra lo suficientemente grande y haber
tipificado los valores observados, ha sido realizar una transformacio´n lineal de
la puntuacio´n t´ıpica del conjunto de la muestra. De esta manera, se genera una
distribucio´n normalizada y tipificada con la media y desviacio´n t´ıpica deseadas.
Las escalas derivadas (Tx) se obtienen aplicando una ecuacio´n lineal de la forma
Tx = a+ zxi × b, (5.5)
donde a y b son constantes referidas a la nueva media y desviacio´n t´ıpica res-
pectivamente. Por ejemplo, supongamos que queremos obtener una puntuacio´n
derivada de nuestra variable tipificada que tuviese una media de tres y una des-
viacio´n t´ıpica de cinco. Para ejecutar este ca´lculo con Rcmdr habr´ıa que utilizar el
siguiente co´digo:
1 escala$Tx <- with(escala , 3 + z.i * 5)
2 # Observa el uso de $
3 IGU: 3 + z.i * 5
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Aparte de las transformaciones con sentido estad´ıstico que hemos estado vien-
do hasta ahora, hay situaciones en las que se requiere que una variable concreta
sea recodificada de una manera diferente a como ha sido recogida. Por ejemplo,
en algunas estad´ısticas se nos suele decir que el porcentaje de personas que bebe
alcohol masivamente los fines de semana con una edad comprendida entre los 18
y los 24 an˜os es del 25% mientras que el porcentaje de personas que realiza la
misma actividad con edades comprendidas entre los 25 y los 35 an˜os es del 13%.
El caso es que aunque en la investigacio´n se recogiese la edad en te´rminos exactos
(cosa que recomiendo encarecidamente) lo que se ha hecho ha sido recodificar la
variable original en diferentes intervalos que pueden ser interesantes desde el pun-
to de vista de la investigacio´n. Consideremos que, pensando en nuestro archivo de
datos sobre creatividad, en investigaciones anteriores se identifico´ que la puntua-
cio´n de la escala puede ser clasificada en tres grupos: personas con bajos niveles
de creatividad (puntuacio´n entre 10 y 31), personas con niveles intermedios de
creatividad (personas con puntuacio´n entre 31 y 34) y personas con altos niveles
de creatividad (desde 34 a 50). Para obtener una nueva variable que implicase
tales recodificaciones tendr´ıamos que ejecutar el siguiente co´digo:
1 escala$gru.3 <- recode(escala$Xt ,
2 ’10:31 = "Baja";
3 31:34 = "Media ";
4 34:50 = "Alta"’,
5 as.factor.result=TRUE)
Con este co´digo se genera una nueva variable llamada gru.3 a partir de la
variable Xt con las caracter´ısticas que se especifican entre las l´ıneas de 2 a 4.
En la l´ınea 5 la sintaxis acaba activando un para´metro (as.factor.result) que
transforma la nueva variable en una variable cualitativa o factor. Otro detalle
que destacar del co´digo anterior, y de en general, es que las etiquetas de la
nueva variable tipo factor (Baja, Media y Alta) aparecen entre comillas. El co´di-
go presentado anteriormente ha sido generado por una opcio´n que proporciona
la interfaz de Rcmdr. Para acceder a ella hay que ejecutar la ruta Datos → Modi-
ficar variables del conjunto de datos activo → Recodificar variables... del menu´.
Nos aparecera´ un cuadro de dia´logo (Figura 5.3) donde tendremos, en primer
lugar, que especificar la variable o variables que queremos recodificar. Ma´s aba-
jo tenemos un cuadro de texto destinado a que se especifique el nombre de la
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nueva variable recodificada. Tambie´n tenemos la opcio´n de hacer que la variable
creada sea un factor. Por u´ltimo, tenemos que introducir las caracter´ısticas de la
recodificacio´n que queremos ejecutar en el cuadro de texto ((Introducir directri-
ces de recodificacio´n)). Por ejemplo, en el caso del ejemplo que hemos presentado
previamente se ha introducido el siguiente co´digo:
1 10:31 = "Baja"
2 31:34 = "Media"
3 34:50 = "Alta"
Figura 5.3: Recodificar variables en Rcmdr.
5.3. Modificacio´n del conjunto de datos
Para terminar con este cap´ıtulo, dedicaremos algunas l´ıneas a familiarizarnos con
comandos y procedimientos que sirven para modificar nuestros archivos de datos
de tal manera que los haga ma´s pra´cticos o u´tiles.
En algu´n momento tendremos que eliminar alguna variable o variables que ya
no necesitamos, bien porque nos hemos equivocado en alguna transformacio´n o
recodificacio´n o porque algu´n sistema de recogida automa´tica nos la ha incluido
por defecto pese a que no es relevante para nuestra investigacio´n. Para eliminar
variables de nuestro conjunto de datos tenemos que hacer una especie de asigna-
cio´n en la que el objeto de la misma es la variable que queremos eliminar y que
consiste en asignar el valor NULL. Por ejemplo, si quisie´semos eliminar la variable
tipificada (calculada manualmente) y la puntuacio´n diferencial que hemos creado
nosotros mismos previamente tendr´ıamos que ejecutar el siguiente co´digo:
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1 escala$z.i <- NULL
2 escala$dif.m <- NULL
Para ejecutar estos cambios en nuestro archivo tambie´n podemos hacerlo a trave´s
de la interfaz de Rcmdr. Para ello, tendremos que acceder al menu´ Datos → Modifi-
car variables del conjunto de datos activo → Eliminar variables del conjunto de
datos... y nos aparecera´ el cuadro de dia´logo que aparece en la Figura 5.4. Lo
u´nico que tenemos que hacer es seleccionar la variable o variables que queremos
eliminar y pulsar en el boto´n ((Aceptar)).
Figura 5.4: Eliminar variables en Rcmdr.
Tambie´n se pueden eliminar casos que no nos interese conservar o eliminar
aquellos casos que contengan datos perdidos. Para ello, podemos acceder a los
menu´s Datos → Conjunto de datos activo → Borrar fila(s) del conjunto de datos
activo... o a Datos → Conjunto de datos activo → Eliminar casos con valo-
res omitidos. No obstante, en el caso de eliminar registros con datos perdidos u
omitidos recomiendo hacer, previamente, un estudio multivariante de los datos
perdidos con el fin de proceder a su imputacio´n o a su eliminacio´n dependiendo
de las conclusiones a las que lleguemos (Hair, Anderson, Tatham, y Black, 1998).
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⊡ Ejercicios ⊡
1. Imagina que hay que aplicar la siguiente ecuacio´n para obtener la puntuacio´n total
del test de creatividad (PC) que hemos utilizado en este cap´ıtulo:
Pc =
∑n
i=1 xi√
X¯T
.
Escribe el co´digo necesario para obtener la puntuacio´n del test.
2. Elimina la variable que has creado en el ejercicio anterior y obte´n otra que sea el
cuadrado del promedio de los ı´tems del test.
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Inferencia sobre medias
En este cap´ıtulo vamos a tratar un tipo de ana´lisis estad´ıstico que esta´ muy ex-
tendido en el campo de la psicolog´ıa cient´ıfica y en el de la educacio´n. Hasta
ahora nos hemos dedicado a calcular estad´ısticos sin intencio´n de generalizarlos
a la poblacio´n de la que hemos extra´ıdo la muestra. Nos hemos limitado a des-
cribir las variables que conten´ıan nuestros conjuntos de datos. A partir de ahora,
vamos entrar en un campo de la estad´ıstica llamado estad´ıstica inferencial que
pretende dar un paso ma´s alla´ de lo observado en la muestra. En vez de limitarse
a describir lo que pasa en las variables de nuestros archivos, como hace la es-
tad´ıstica descriptiva, cuando hacemos estad´ıstica inferencial tratamos de estimar
el grado en que lo que hemos observado en una muestra lo podemos generalizar
a la poblacio´n de la que se extrajo el conjunto de datos.
Para enfrentarnos a este cap´ıtulo vamos a utilizar una base de datos llamada
Perros.RData que acompan˜a a este libro. El archivo contiene 8 variables y 300
registros. Son de una investigacio´n que se preocupo´ por estudiar si el hecho de
tener perro (perro) o vivir en una casa de ciertas proporciones (tipo.casa) ten´ıa
influencia en el promedio de d´ıas de catarro que experimentaba una persona a
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lo largo del invierno (d.cata), en el nu´mero de problemas intestinales evaluados
que una persona sufr´ıa durante un an˜o (intestinal) o sobre el nu´mero de veces
que una persona padec´ıa de problemas de urticaria en un periodo de seis meses
(d.urticaria). Todas estas variables fueron promediadas tomando el mes como
unidad de muestreo tras haberse observado al conjunto de personas de la mues-
tra durante tres an˜os. Adicionalmente, el equipo de investigacio´n desarrollo´ dos
vacunas: una para prevenir los problemas catarrales a lo largo del invierno y otra
para evitar afecciones intestinales durante el verano. La base de datos tambie´n
recoge informacio´n sobre el efecto de las vacunas contra esos dos tipos de enfer-
medades al an˜o siguiente a su inoculacio´n en las variables d.cata.V e intestinal.V
que fueron administradas tras los tres primeros an˜os de estudio observacional. Co-
mo suele ser habitual, y recomendable, la variable id es un co´digo que identifica
inequ´ıvocamente a cada participante del estudio.
6.1. El contraste de hipo´tesis
Antes de adentrarnos en el ana´lisis estad´ıstico inferencial conviene dedicar unos
minutos a afianzar y reflexionar sobre lo que vamos a hacer. No es este el lugar
apropiado para hacer una exposicio´n detallada del proceso de inferencia estad´ısti-
ca o del procedimiento de contraste de hipo´tesis. Para ello puedes encontrar muy
buenos manuales que te ayudara´n como el de Pagano (1998/1999) o el de Leo´n y
Montero (2003). No obstante, s´ı que creo interesante incidir en ciertos elementos
que nos encontraremos antes y despue´s del ana´lisis de datos y que sera´n de vital
importancia para entender lo que estamos haciendo.
Siguiendo las directrices sugeridas por el me´todo cient´ıfico, cada ana´lisis es-
tad´ıstico inferencial implica un contraste de hipo´tesis. Como sabra´s, una hipo´tesis
no es nada ma´s que una proposicio´n no corroborada, pero sobre la que tenemos
sospechas razonables de que sea cierta. Normalmente, o deseablemente, las hipo´te-
sis cient´ıficas no surgen de la nada, ((como por arte de magia)). Independientemen-
te de que, como yo creo, la ciencia es una especie de arte, las hipo´tesis cient´ıficas
surgen en la mente de las personas de ciencia tras muchos an˜os de estudio y de
observacio´n informal o sistema´tica. Bueno, tambie´n es cierto que hay personas de
ciencia brillant´ısimas que llegan a desarrollar hipo´tesis cient´ıficas de un d´ıa para
otro y que son capaces de generar conocimiento como si fuesen caudales ingentes
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de creatividad que rayan en lo fanta´stico. En cualquier caso, la hipo´tesis se ha
convertido hoy en d´ıa en el ((caballo de batalla)) de la ciencia que nos ayuda a
entender y a controlar la naturaleza.
Cuando realizamos ana´lisis estad´ısticos inferenciales solemos establecer un
contraste de hipo´tesis que contiene dos tipos ba´sicos de hipo´tesis que denomi-
namos hipo´tesis nula e hipo´tesis alternativa. La hipo´tesis nula o H0 siempre
suele estar expresada en te´rminos de igualdad (esto es, utilizando el s´ımbolo =),
mientras que la hipo´tesis alternativa o H1 esta´ expresada en te´rminos dife-
renciales (utilizando el s´ımbolo 6=) o direccionales (utilizando los s´ımbolos < o
>). Como vera´s a continuacio´n, una regla mnomote´tica para recordar el signifi-
cado de la hipo´tesis nula consiste en asumir que lo que especifica esta hipo´tesis
((nulifica)), por ejemplo, el efecto de cualquier tratamiento experimental. Por su
parte, el hecho de que la hipo´tesis alternativa sea diferencial o direccional depende
de nuestras hipo´tesis de investigacio´n y, como vera´s, tiene importantes repercu-
siones desde el punto de vista de la toma de decisiones que implica el proceso de
contraste de hipo´tesis.
Lo que estamos haciendo siempre que llevamos a cabo inferencias estad´ısticas
es tomar decisiones sobre la hipo´tesis nula. Es decir, siempre estamos evaluando
la verosimilitud de e´sta hipo´tesis de igualdad. La decisio´n de mantener, o no, la
hipo´tesis nula depende de un estad´ıstico de contraste observado que calcularemos
sobre los datos de la muestra y que compararemos con otro estad´ıstico de contraste
teo´rico. Con base en esta comparacio´n podremos estimar una probabilidad que
denominamos p-valor1 y que se refiere a
p(Rechazar H0|H0 es cierta), (6.1)
o lo que es lo mismo, este valor indica la probabilidad de rechazar la hipo´tesis
nula cuando en realidad es cierta. Sin enredarme mucho en las palabras y para
ser lo ma´s funcional posible, podr´ıamos decir que cuanto ma´s pequen˜o sea este
p-valor menor sera´n las posibilidades de que nos equivoquemos al rechazar una
hipo´tesis nula correcta. Muchas veces se suele decir, al hilo de este asunto, que
existe una regla de decisio´n por la cual debemos discernir sobre si rechazar o no
1Tambie´n llamado en otros contextos como nivel de significacio´n o incluso α, aunque e´ste
u´ltimo tiene otras connotaciones.
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la hipo´tesis nula que viene a decir que ((si p es inferior o igual a 0,05, entonces
rechazamos H0)). Y se dice esto porque si tenemos un valor tan pequen˜o de p el
riesgo de tomar una decisio´n acertada es muy grande, del orden del 95% o mayor
([1− p]× 100).
Lo que pretendo hacer con este incompleto y telegra´fico resumen del proceso
de contraste de hipo´tesis es llamar tu atencio´n sobre tres elementos que considero
cruciales para manejarse con el ana´lisis de datos cuando utilizamos programas
informa´ticos: la especificacio´n del contraste de hipo´tesis, el estad´ıstico de contraste
implicado en la toma de decisiones y el valor de significacio´n del test de hipo´tesis.
En lo que sigue a continuacio´n tratare´ de hacer expl´ıcito el contraste de hipo´tesis
que se esta´ testando en cada caso, aunque espero que vayas aprendiendo a deducir
los contenidos de las dos hipo´tesis dependiendo del contexto de ana´lisis en el que
estemos.
Antes de entrar en materia me gustar´ıa aclarar otro aspecto interesante de
algunas pruebas o tests estad´ısticos referido a los supuestos que subyacen en ca-
da uno de ellos. El caso es que hay algunas pruebas estad´ısticas que requieren
que se cumplan ciertas condiciones para que sean va´lidas. Esto es, algunos de los
tests estad´ısticos tienen que conformarse a unas normas para que las inferencias
que extraigamos de ellos sean u´tiles. A estos tests o pruebas se les denomina
parame´tricas. Por ejemplo, para que podamos aplicar con e´xito el test t de Stu-
dent para grupos independientes, una de las varaibles (la variable dependiente,
desde el punto de vista del disen˜o) tiene que haber sido medida en una escala,
como mı´nimo, de intervalo y que la distribucio´n muestral de la diferencia entre
las medias de los grupos ha de distribuirse siguiendo una distribucio´n normal
(para una explicacio´n dida´ctica de las idea de distribucio´n muestral puede con-
sultarse a Field (2009)). Por su parte, aquellas te´cnicas estad´ısticas que implican
la presencia de unas condiciones ma´s relajadas en nuestros datos se les llaman
pruebas no parame´tricas. En lo que sigue a continuacio´n se presentara´ una te´cnica
parame´trica y otra no parame´trica paralela que servira´ para alcanzar el mismo
objetivo anal´ıtico.
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6.2. Contraste para una media
La situacio´n ma´s sencilla que nos podemos encontrar cuando hablamos sobre
contraste de medias es aquella en la que se nos presenta una variable y estamos
interesados en saber si la media de esa variable es estad´ısticamente diferente de
un valor dado. Por ejemplo, el promedio de infecciones intestinales producidas en
verano en la muestra del archivo de este cap´ıtulo es de 3,1 y, por estudios previos,
sabemos que el promedio poblacional de infecciones gastrointestinales en nuestro
pa´ıs es de 3. Por tanto, podr´ıamos preguntarnos si la media de nuestra poblacio´n,
estimada usando la muestra de la que disponemos, difiere estad´ısticamente del
valor 3 como apuntan los estudios previos. En te´rminos formales podr´ıamos decir
que el contraste de hipo´tesis quedar´ıa expresado as´ı
H0 : µ = 3
H1 : µ 6= 3
donde µ se refiere a la media poblacional.
Para ejecutar este contraste de hipo´tesis con Rcmdr tendr´ıamos que utilizar el
siguiente co´digo2:
1 t.test(intestinal , alternative=’two.sided ’, mu=3, conf.level =.95)
o, alternativamente, accediendo al menu´ Estad´ısticos → Medias → Test t para
una muestra... Al utilizar la interfaz gra´fica nos aparecera´ un cuadro de dia´logo
como el que aparece en la Figura 6.1. En primer lugar nos aparece una lista
con las variables que son susceptibles de ser elegidas para este tipo de ana´lisis.
Justo debajo de esa lista nos aparecen tres alternativas para definir la hipo´tesis
alternativa: la de desigualdad (expresada en como !=), la de menor que (<) y
la de mayor que (>). En el cuadro de texto Hipo´tesis nula: mu = tendremos que
escribir el valor del para´metro que estamos interesados en contrastar (3 en nuestro
ejemplo). Este cuadro de dia´logo tambie´n nos da la posibilidad de especificar un
porcentaje para la estimacio´n de un intervalo de confianza en el que, con una
2Siempre y cuando hayamos usado la funcio´n attach(). En caso contrario habra´ que utilizar
la notacio´n $ como ya sabes.
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probabilidad igual a la indicada, se encontrara´ la media poblacional. Por defecto
el programa estimara´ un intervalo de confianza para la media muestral del 95%, o
lo que es lo mismo, que calculara´ dos valores entre los cuales estara´ el para´metro
poblacional con un grado de error del 5%.
Figura 6.1: Prueba t para una muestra en Rcmdr.
La salida del contraste para una media que hemos especificado ma´s arriba
ser´ıa la siguiente:
1 One Sample t-test
2
3 data: intestinal
4 t = 1.0202 , df = 299, p-value = 0.3085
5 alternative hypothesis: true mean is not equal to 3
6 95 percent confidence interval:
7 2.900909 3.312424
8 sample estimates:
9 mean of x
10 3.106667
En el renglo´n 3 se nos indica la variable sobre la que hemos realizado el ana´lisis
por si hemos cometido algu´n error. En la l´ınea 4 aparece, en primer lugar, el valor
del estad´ıstico de contraste t de Student, los grados de libertad (df 3) y el valor
de p. En la l´ınea 5 de la salida se nos informa del valor de la hipo´tesis alternativa
mientras que en la se´ptima l´ınea nos aparece el intervalo de confianza para la
media poblacional. Finalmente, en la l´ınea 10 la salida nos presenta la media
muestral. Como habra´s concluido ya, la media poblacional de la cual se extrajo
la muestra no es estad´ısticamente diferente de 3 dado que el valor de p no es
inferior a 0,05. ¿Que´ pasar´ıa si el valor de contraste para la media fuese 0?
3Del ingle´s degrees of freedom.
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6.3. Contraste para dos medias
En numerosas ocasiones tenemos la necesidad de contrastar si existen diferencias
en una variable (por ejemplo, cantidad de cigarrillos fumados en un d´ıa) entre
dos grupos (uno que ha seguido un tratamiento terape´utico y otro que ha se-
guido otro diferente). En estas situaciones, dado que estamos hablando de dos
grupos de personas diferentes, decimos que tenemos que realizar un contraste de
medias para grupos independientes. En otras ocasiones necesitamos comprobar si
un tratamiento experimental ha surtido efecto en las mismas personas tras haber
registrado una l´ınea base (por ejemplo, cuando tras evaluar el grado de ha´bito
taba´quico pedimos a un conjunto de personas que siga un tratamiento concreto
para superar su trastorno). Esta vez, dado que estamos comparando dos medias
generadas por el mismo grupo de personas (la media de ha´bito antes del trata-
miento y la media de consumo despue´s de la implementacio´n del tratamiento)
decimos que nos enfrentamos a un contraste de medias relacionadas.
En esta seccio´n se explica co´mo hacer estos tipos de contraste utilizando Rcmdr
y se presentan tanto una alternativa parame´trica (la t de Student) como sus
contrapartidas no parame´tricas (con el test de Wilcoxon).
6.3.1. Medidas independientes
t de Student
Imaginemos que estamos interesados en saber si existen diferencias en el pro-
medio de catarros que contraen las personas que tienen perros y las personas
que no tienen. En primer lugar, lo ma´s sensato ser´ıa estimar el promedio de
catarros que afecta a uno y otro grupo de personas. Si utilizamos la funcio´n de
resu´menes nume´ricos que vimos anteriormente segmentando por la variable perro
obtendr´ıamos que las personas que no tienen perro contraen una media de 1,86
catarros por invierno mientras que las personas que s´ı tienen lo hacen con una
frecuencia promedio de 3,6.
Dado que la prueba t de Student es parame´trica lo primero que ser´ıa recomen-
dable hacer es testar si los supuestos que subyacen a su utilizacio´n se cumplen.
Un requisito clave para que la te´cnica se pueda aplicar con garant´ıas es que la
distribucio´n muestral de la variable dependiente se distribuya normalmente. Aun-
que la normalidad de la distribucio´n muestral se supone impl´ıcita para muestras
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grandes, algunos autores sugieren que se teste la normalidad de los datos brutos
(p. e., Field, 2009). Para testar la normalidad de la variable d.cata en nuestro
archivo podemos utilizar un histograma (para inspeccionar gra´ficamente la distri-
bucio´n de frecuencias) y realizar un contraste de hipo´tesis sobre su normalidad.
Aunque retomaremos el tema de los gra´ficos en un cap´ıtulo posterior, vamos a
generar un histograma para inspeccionar visualmente el grado en que la variable
se distribuye normalmente. Para ello, podemos, como viene siendo habitual, uti-
lizar la ventana de instrucciones y ejecutar una sintaxis. En este caso tendr´ıamos
que escribir y ejecutar:
1 Hist(d.cata , scale="frequency", breaks="Sturges", col="darkgray")
o, alternativamente, acceder al menu´ Gra´ficas → Histograma... En el cuadro de
dia´logo que aparece (Figura 6.2) tendremos que elegir la variable d.cata y dejar
todas las opciones que nos aparecen por defecto (ma´s tarde volveremos con este
asunto y veremos co´mo podemos modificar las propiedades del histograma cuando
tratemos el tema de los gra´ficos). Al ejecutar el proceso nos aparecera´ un gra´fico
como el que aparece en la Figura 6.3.
Figura 6.2: Creacio´n de un histograma en Rcmdr.
Por lo que podemos observar en la Figura 6.3 da la sensacio´n de que la variable
se distribuye de manera parecida a como lo hace una normal. Sin embargo, aseve-
rar esto basa´ndonos en un gra´fico ser´ıa demasiado arriesgado. Por ello, tendr´ıamos
que realizar un test sobre la normalidad de la variable. Rcmdr incorpora un procedi-
miento que permite testar el grado con que una variable se distribuye como si
fuese una variable normal: el test de Shapiro-Wilk. Para ejecutarlo sobre la varia-
ble que nos ocupa podemos utilizar la funcio´n shapiro.test() haciendo que el
argumento de la misma sea el nombre de la variable o, alternativamente, utilizar
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Figura 6.3: Ejemplo de un histograma en Rcmdr.
el menu´ Estad´ısticos → Resu´menes → Test de normalidad de Shapiro-Wilk... de
la interfaz gra´fica. Antes de entrar a analizar la salida que proporciona el progra-
ma es conveniente que nos detengamos a clarificar cu´al es el contraste de hipo´tesis
que se lleva a cabo en este caso. Bien, pues el contraste que se esta´ evaluando
cuando ejecutamos este ana´lisis consiste en testar la hipo´tesis nula de normalidad.
Es decir, el contraste podr´ıa expresarse del siguiente modo
H0 : x = N(µ, σ),
H1 : x 6= N(µ, σ),
donde la hipo´tesis nula indica que la variable de intere´s se distribuye normalmente
con media µ y varianza σ mientras que la hipo´tesis alternativa indica lo contrario.
Pues bien, si prestamos atencio´n a la salida del ana´lsis podemos ver que tenemos
un estad´ıstico de contraste llamado W y un valor p. Si interpretarmos el valor de
p como ya hemos explicado tendr´ıamos que aceptar la hipo´tesis nula y concluir
que la variable se distribuye normalmente.
El otro supuesto que deben cumplir los datos para que las inferencias que
extraigamos del test t para grupos independinetes es el de homocedasticidad o
igualdad de varianzas grupales. Dicho de otro modo, las varianzas en la varia-
ble dependiente han de ser las mismas para los grupos que definen la variable
independiente. En nuestro ejemplo la varianza de los catarros deber´ıa ser la mis-
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ma para las personas que tienen perros y para las que no. Aunque existe una
correccio´n estad´ıstica para los casos en los que no se satisface e´ste supuesto, es
recomendable valorar la posibilidad de que las varianzas de los grupos implicados
en el ana´lisis sean diferentes. Para ejecutar este ana´lisis, en Rcmdr tenemos que acceder
al menu´ Estad´ısticos y seleccionar la opcio´n Varianzas. Tenemos tres opciones:
una prueba basada en la F de Snedecor espec´ıfica para comparar las varianzas de
dos grupos, y las pruebas de Barlett y de Levene que permiten que haya variables
de agrupacio´n con ma´s de dos grupos. Aunque podr´ıamos utilizar cualquier pro-
cedimiento de los tres y llegar´ıamos a conclusiones muy parecidas vamos a aplicar
el primero de ellos, el de la F para dos muestras, por ser el que ma´s se ajusta
a la situacio´n de este ejemplo. Lo primero que debemos plantearnos, como suelo
recomendar, es saber cua´l es el formato del contraste de hipo´tesis. En este caso,
dado que lo que pretendemos evaluar es si dos varianzas son iguales o no vamos a
utilizar la fraccio´n entre ambas para confirmar o desconfirmar este hecho. Dado
que si dividimos un nu´mero por e´l mismo obtendr´ıamos el valor 1, este contraste
de hipo´tesis se plantea en estos te´rminos
H0 :
σ1
σ2
= 1,
H1 :
σ1
σ2
6= 1.
La sintaxis que necesitamos ejecutar par obtener el ana´lisis es esta:
1 var.test(d.cata ~ perro , alternative=’two.sided ’, conf.level =.95, data=Perros)
Como habra´s comprobado se utiliza una funcio´n llamada var.test() que abrevia
la expresio´n inglesa variance test (test de varianza) y cuyo primer argumento
es la variable dependiente o explicada y la variable independiente o explicativa
respectivamente separadas por el s´ımbolo ~. Luego aparece un para´metro que
define el tipo de hipo´tesis alternativa testada, la probabilidad para la estimacio´n
del intervalo de confianza para el resultado de la fraccio´n y, por u´ltimo, tenemos
el para´metro data que especifica el objeto donde se encuentran las variables de
intere´s. Si accedemos a la interfaz gra´fica podemos ver que todas esas opciones
esta´n disponibles en el cuadro de dia´logo que nos aparece (Figura 6.4).
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Figura 6.4: Contraste para dos varianzas en Rcmdr.
Como habra´s podido comprobar la estimacio´n de la fraccio´n de las varianzas
es de 0,55, el valor observado del estad´ıstico F de Snedecor es el mismo valor, y
que le corresponde un p-valor inferior a 0,005; luego la decisio´n ma´s sensata ser´ıa
rechazar la hipo´tesis nula y asumir que las varianzas no son iguales en el grupo
de personas que tiene y no tienen perro.
Una vez sabido esto podemos realizar el test de comparacio´n de medias para
muestras independientes. Sin embargo, primeramente me gustar´ıa hacer expl´ıcito
el contraste de hipo´tesis que subyace en este test. Aunque normalmente se dice
que el test t contrasta la hipo´tesis de que dos medias son iguales (µ1 = µ2),
lo cierto es que si nos ponemos estrictos desde el punto de vista formal no es
exactamente as´ı, aunque en el fondo queramos decir lo mismo. Lo cierto es que
lo que se contrasta en el test es si la diferencia entre medias es igual a 0, esto es
H0 : µ1 − µ2 = 0,
H1 : µ1 − µ2 6= 0.
De este modo, si las dos medias son iguales, la diferencia entre ellas sera´ cero
mientras que si la primera es mayor o es menor que la segunda la diferencia
entre ambas sera´ positiva o negativa respectivamente. Aclarado este punto, para
obtener el test tendr´ıamos que acceder al menu´ Estad´ısticos → Medias → Test t
para muestras independientes... o ejecutar la sintaxis:
1 t.test(
2 d.cata~perro ,
3 alternative=’two.sided ’,
4 conf.level =.95,
5 var.equal=FALSE ,
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6 data=Perros
7 )
Como se puede observar, he desglosado la funcio´n t.test() (l´ıneas 1 y 7)
para ir comentando los argumentos que tambie´n se podr´ıan haber manipulado
utilizando el cuadro de dia´logo que aparece en la Figura 6.5. El primer argumen-
to de la funcio´n consiste en el par definido por la variable explicada y la variable
explicativa o de agrupacio´n separados por el s´ımbolo ~, seguidamente aparece
un para´metro (alternative) que sirve para indicar el formato de la hipo´tesis
alternativa, luego tenemos la opcio´n de manipular la probabilidad asociada al
intervalo de confianza para la diferencia de medias (conf.level), seguidamente
aparece el para´metro donde debemos indicar si las varianzas son iguales o di-
ferentes (var.equal) en cuyo caso nosotros tenemos que indicar que no lo son
(FALSE) dados los resultados para el contraste de varianzas que hemos realizado
previamente, y por u´ltimo aparece el para´metro que nos permite identificar la ba-
se de datos de la que se han tomado las variables. Creo que el cuadro de dia´logo
es auto-explicativo y que recoge exactamente la misma informacio´n que la que se
ha planteado al hablar de la sintaxis.
Figura 6.5: Test t de medias independientes en Rcmdr.
Como se puede comprobar a continuacio´n, la salida que nos proporciona
es el test t adaptado por Welch para el caso en que no se cumple el supuesto de
homocedasticidad:
1 Welch Two Sample t-test
2
3 data: d.cata by perro
4 t = -24.1776, df = 233.271 , p-value < 2.2e-16
5 alternative hypothesis: true difference in means is not equal to 0
6 95 percent confidence interval:
7 -1.880392 -1.597024
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8 sample estimates:
9 mean in group No mean in group Sı´
10 1.860523 3.599231
En la l´ınea 4 de la salida aparecen el estad´ıstico de contraste t de Student
con sus grados de libertad ajustados para tolerar la no igualdad de varianzas y el
valor de p. El valor de p en este caso esta´ expresado en te´rminos exponenciales y
direccionales. Por direccionales me quiero referir a que no se nos da el valor exacto
del para´metro sino que, mas bien se nos dice que es menor que un valor dado. Por
su parte, el valor dado esta´ expresado en notacio´n cient´ıfica utilizando potencias
con base 10. En este caso el valor 2.2e-16 que se proporciona equivaldr´ıa a 2, 2×
10−16. O lo que es lo mismo, 0, 00000000000000022. Es decir una probabilidad tan
baja que invita a rechazar la hipo´tesis nula con poco resentimiento. En la l´ınea 7
tenemos el intervalo de confianza para la diferencia entre las medias que aparece
en te´rminos negativos porque la segunda de las medias es mayor que la primera4
(l´ınea 10).
Test de Wilcoxon
Una alternativa no parame´trica a la prueba t de Student que sirve para evaluar si
existen diferencias entre dos grupos en una variable que alcanza, como mı´nimo, el
nivel de medida ordinal y que no se distribuye normalmente es el test de Wilcoxon.
Aunque no se basa en la media y, por tanto, esta subseccio´n no deber´ıa de formar
parte de una seccio´n llamada ((Contrste para dos medias)); desde un punto de
vista dida´ctico puede ser ilustrativo contraponer ambas te´cnicas y presentarlas
como alternativas para alcanzar objetivos cualitativamente similares.
El test de Wilcoxon se basa en la mediana en vez de basarse en la media y
contrasta la hipo´tesis nula de que no existen cambios, diferencias o variaciones
significativas respecto de la mediana de la variable explicada o dependiente en los
dos grupos que evaluamos. Por ejemplo, consideremos que estamos interesados
en estimar si existen diferencias en el nu´mero de problemas intestinales sufridos
por una persona (intestinal5) en funcio´n de si la persona tiene perro o no. Para
4Al igual que sucede con el signo del estad´ıstico t de contraste.
5Variable que no se distribuye normalmente. Puedes comprobarlo realizando la prueba de
la normalidad Shapiro-Wilk o trazando el histograma correspondiente como hemos hecho ante-
riormente.
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ejecutar el ana´lisis podemos acceder al menu´ Estad´ısticos → Tests no parame´tri-
cos → Test de Wilcoxon para dos muestras... de la interfaz gra´fica o ejecutar la
siguiente sintaxis:
1 wilcox.test(intestinal ~ perro , alternative="two.sided", data=Perros)
Como se puede apreciar en la l´ınea de sintaxis anterior, para ejecutar el ana´lisis
tenemos que acceder a una funcio´n llamada wilcox.test() cuyos argumentos son
las variables implicadas, el tipo de hipo´tesis alternativa y el conjunto de datos
donde se encuetran las variables. La salida que proporciona este ana´lisis ser´ıa
esta:
1 Wilcoxon rank sum test with continuity correction
2
3 data: intestinal by perro
4 W = 9514, p-value = 0.8716
5 alternative hypothesis: true location shift is not equal to 0
Como se puede apreciar en la l´ınea 4 de la salida el estad´ıstico de contraste
de Wilcoxon (W ) no alcanza a ser estad´ısticamente significativo (p = 0, 87) y,
por tanto, tendr´ıamos que aceptar la hipo´tesis nula que indica que las diferencias
entre ambos grupos son estad´ısticamente significativas.
6.3.2. Medidas relacionadas
t de Student
Oto disen˜o ba´sico en el que podemos estar interesados y que implicar´ıa a dos
medias ser´ıa el de grupos relacionados. En este caso las mismas personas son
evaluadas en diferentes momentos temporales (t1 y t2). El objetivo ser´ıa evaluar
si existen diferencias estad´ısticamente significativas entre las dos mediciones de
la misma variable. Para seguir con el ejemplo que nos brinda el conjunto de datos
que estamos utilizando en este cap´ıtulo, podr´ıamos evaluar si la administracio´n
de la vacuna tiene algu´n efecto sobre el nu´mero de catarros que sufre una persona
despue´s del tratamiento (d.cata.V).
El contraste de hipo´tesis que se realiza con este test es el siguiente
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H0 : µt1 − µt2 = 0,
H1 : µt1 − µt2 6= 0.
No obstante, antes de ejecutar el test ser´ıa recomendable que se contrastase uno
de los supuestos espec´ıficos que implica el contraste t para medias relacionadas
y que se refiere a la normalidad de la distribucio´n muestral de la diferencia entre
las variables. Algo que se podr´ıa hacer para contrastar este supuesto podr´ıa ser
calcular una nueva variable que fuese el resultado de restar la puntuacio´n de
d.cata a la puntuacio´n de d.cata.V. Seguidamente habr´ıa que testar la hipo´tesis
de normalidad en esta nueva variable.
Para ejecutar un contraste de medias para grupos relacionados tendremos
que seguir la siguiente ruta del menu´ de Rcmdr: Estad´ısticos → Medias → Test t
para datos relacionados... En el cuadro de dia´logo que nos aparece (Figura 6.6)
podemos seleccionar la variable medida en el momento t1 (en el cuadro de la
izquierda) y la medida de la misma variable en el momento t2 (en la lista de
la derecha). Tambie´n podemos, como viene siendo habitual, modificar el tipo
de hipo´tesis alternativa que queremos testar y el porcentaje de seguridad del
intervalo de confianza.
Figura 6.6: Test t de medias dependientes en Rcmdr.
La salida que ofrece el programa es ana´loga a la que obtenemos cuando eje-
cutamos el ana´lisis para muestras independientes y su interpretacio´n es ide´ntica
por lo que no invertire´ ma´s tiempo en comentarla.
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Test de Wilcoxon
Para terminar esta seccio´n, presentaremos una alternativa no parame´trica a la
prueba t de Student para valorar si dos medidas repetidas var´ıan sistema´tica-
mente desde el primer momento de medicio´n al segundo. Para ello, utilizaremos
nuevamente la prueba de Wilcoxon pero, adaptada esta vez, al caso de medidas
repetidas.
Como se indico´ anteriormente esta prueba se basa en la mediana y en las
posibles diferencias que se establecen entre las variables en relacio´n a sus respec-
tivas medianas. Para ejecutar el ana´lisis tenemos que utilizar la misma funcio´n
que utilizamos para el caso de grupos independientes (wilcox.test()) aunque,
en este caso, tendremos que an˜adir un para´metro que indique que son muestras
relacionadas o pareadas (paired=TRUE). Para ejecutar el ana´lisis tendremos que
acceder al menu´ Estad´ısticos → Tests no parame´tricos → Test de Wilcoxon para
muestras pareadas... La salida de este ana´lisis y su interpretacio´n es semejante a
los ana´lisis previamente presentados.
6.4. Contraste para ma´s de dos medias
Aunque las situaciones en las que se presentan dos grupos de medidas son ma´s
comunes de lo que pensamos en la realidad de la investigacio´n, tambie´n es cierto
que en muchos casos necesitamos ma´s de dos grupos para poner a prueba nuestras
hipo´tesis de trabajo.
En lo que sigue a continuacio´n se dara´n unas pinceladas sobre co´mo estimar
ana´lisis unifactoriales de la varianza y se presentara´ una alternativa no parame´tri-
ca (el test de Kruskal-Wallis) para contrastar la hipo´tesis de diferencias entre
grupos respecto a una variable explicada que no supera los supuestos del modelo
lineal general.
6.4.1. Ana´lisis unifactorial de la varianza
Cuando hablamos de comparacio´n de medias utilizando un ana´lisis unifactorial
de la varianza podr´ıamos decir que estamos hablando de ((palabras mayores)). Y
esto es as´ı porque cuando ejecutamos un ana´lisis de la varianza o ANOVA esta-
mos estimando un modelo estad´ıstico ma´s sofisticado que los modelos estad´ısticos
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anteriores y tanto como Rcmdr tratan esta sofisticacio´n de un modo cualitativamen-
te diferente a como lo ha hecho en casos anteriores. Lo cierto es que podr´ıamos
dedicar todo un cap´ıtulo de este libro a tratar pormenorizadamente este tipo de
ana´lisis pero no lo voy a hacer as´ı. Ma´s bien, voy a dar unas unas pequen˜as gu´ıas
para que la persona interesada trate de avanzar en la utilizacio´n de la te´cnica.
Esto se podr´ıa considerar como una pequen˜a introduccio´n al uso de modelos es-
tad´ısticos con Rcmdr dado que el modo en que funcionan otros modelos estad´ısticos
avanzados en este entorno de programacio´n es bastante parecido. Por ello, reco-
miendo que la persona interesada en continuar aprendiendo sobre la ejecucio´n de
ana´lisis de varianza con y Rcmdr consulte manuales especializados en el ana´lisis
multivariante de datos como los de Field (2009), Leo´n y Montero (2003) o Hair
et al. (1998).
En primer lugar, habr´ıa que sen˜alar que el ana´lisis de varianza es una te´cnica
parame´trica y, por tanto, se han de cumplir ciertos requisitos en los datos para
que nuestras inferencias gocen de validez te´cnica. En segundo lugar, ha de existir
homocedasticidad para cada grupo definido por la variable independiente en las
medidas de la variable dependiente. O lo que es lo mismo, la varianza en cada
condicio´n del factor ha de ser similar. Tambie´n se supone que las observaciones
han de ser independientes y que el nivel de medida de la variable dependiente
sea, al menos, de intervalo. Por u´ltimo, pero no menos importante, la variable
explicada o dependiente se ha de distribuir normalmente en cada uno de los
grupos que define el factor o variable explicativa.
Supongamos que queremos saber si existen diferencias estad´ısticamente sig-
nificativas en el nu´mero de catarros que sufre una persona dependiendo del tipo
de casa donde vive. Dado que la variable tipo.casa tiene tres niveles no podemos
utilizar la t de Student pero s´ı que podemos realizar un ana´lisis de la varianza.
El contraste de hipo´tesis que se esta´ testando en este caso es el siguiente
H0 : µGrande = µMediana = µPequen˜a,
H1 : µGrande 6= µMediana 6= µPequen˜a.
O lo que es lo mismo, la hipo´tesis nula indica que no existen diferencias es-
tad´ısticamente significativas respecto a la media de catarros en funcio´n del tipo
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de casa, mientras que la hipo´tesis alternativa indica que existen diferencias en el
promedio de catarros dependiendo del tipo de casa donde se viva.
Para ejecutar el ANOVA unifactorial tenemos que acceder al menu´ Estad´ısti-
cos → Medias → ANOVA de un factor... del menu´ gra´fico de la interfaz. En
el cuadro de dia´logo que nos aparece (Figura 6.7) tendremos que especificar un
nombre para el modelo en el cuadro de texto que aparece en la parte superior de
la ventana. almacenara´ el modelo en la memoria del equipo para que podamos
analizarlo ma´s detenidamente con posterioridad. Yo dejare´ el nombre que asigna
R
cmdr por defecto: AnovaModel.1. Seguidamente tendr´ıamos que elegir la variable de
agrupacio´n (tipo.casa en nuestro ejemplo) de la lista que aparece en el cuadro de
la izquierda mientras que tendremos que elegir la variable dependiente o explicada
de la lista que aparece en el cuadro de la derecha (d.cata). Por u´ltimo, podr´ıamos
pedir que se realizasen comparaciones por pares ente los grupos que define la
variable de agrupacio´n al marcar el cuadro de verificacio´n que aparece en la base
del cuadro de dia´logo. Sin embargo, esto no tiene sentido si no existen diferencias
estad´ısticamente significativas entre los grupos de la variable explicativa.
Figura 6.7: Ana´lisis de la varianza (ANOVA) unifactorial en Rcmdr.
Como vera´s cuando ejecutes el ana´lisis, aparecera´n tres l´ıneas nuevas de co´digo
en la ventana de instrucciones:
1 AnovaModel .1 <- aov(d.cata ~ tipo.casa , data=Perros ,)
2 summary(AnovaModel .1)
3 numSummary(Perros$d.cata , groups=Perros$tipo.casa , statistics=c("mean", "sd"))
El co´digo de la primera l´ınea simplemente habra´ servido para crear un objeto que
contiene informacio´n sobre el modelo estimado utilizando la funcio´n del ANOVA
(aov()) cuyos argumentos son la variable explicada y la variable explicativa se-
paradas por el s´ımbolo ~ y el para´metro que indica el conjunto de datos que
contiene las variables de intere´s. En la l´ınea 2 se solicita un resumen del modelo
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estimado y en la l´ınea 3 se pide un resumen nume´rico como los que ya hemos
trabajado previamente donde se pide la media y la desviacio´n t´ıpica para cada
grupo definido por la variable independiente. El resumen del modelo aparece en
la salida del programa de este modo:
1 Df Sum Sq Mean Sq F value Pr(>F)
2 tipo.casa 2 0.99 0.495 0.465 0.629
3 Residuals 297 316.21 1.065
Un poco ma´s abajo aparecen descriptivos ba´sicos de los grupos (media, desvia-
cio´n t´ıpica y taman˜o del grupo) estimados con la funcio´n que hemos utilizado
previamente para obtener resu´menes nume´ricos de las variables:
1 mean sd % data:n
2 Grande 2.978446 1.1201276 0 71
3 Mediana 3.131516 1.0139890 0 99
4 Peque~na 3.050613 0.9946466 0 130
Como se puede observar en las tablas anteriores el estad´ıstico de contraste
(F de Snedecor) no es lo suficientemente grande (0, 467) teniendo en cuenta los
grados de libertad del modelo (2) y, por tanto, no podemos rechazar la hipo´tesis
nula de que las medias son iguales en los tres grupos (p = 0, 63). Este hecho
tambie´n se puede ver informalmente en la tabla de resumen donde aparecen las
medias de los tres grupos de participantes y donde se aprecian pocas diferencias
entre las medias.
Como se ha sen˜alado anteriormente, esta seccio´n no esta´ dedicada a explicar
los fundamentos de ana´lisis de varianza sino que, ma´s bien, pretende introducir al
lector en la utilizacio´n de y de Rcmdr cuando realice sus ana´lisis de varianza (en este
caso unifactoriales). Por este motivo, me permitire´ la libertad de mostrar algunas
funcionalidades que se podr´ıan utilizar con los ANOVAS estimados con e´stos
entornos de trabajo. Para obtener informacio´n adicional del modelo estimado
podemos ejecutar la funcio´n summary.lm() del siguiente modo:
1 summary.lm(AnovaModel .1)
Como se puede ver en la sintaxis que aparece a continuacio´n, ahora dispondremos
de informacio´n ma´s detallada del ana´lisis de varianza tratado desde el modelo
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lineal general en te´rminos de una regresio´n mu´ltiple (Field, 2009). En primer
lugar se nos presentara´ un resumen superfluo de los residuos (l´ıneas 6 y 7) y
seguidamente tenemos una tabla de coeficientes de regresio´n con sus respectivos
tests de significatividad para cada uno de los niveles de la variable explicativa
(l´ıneas desde la 8 a 12). En la l´ınea 17 tenemos el valor de dos coeficientes de
determinacio´n mu´ltiples (R2), mientras que en la l´ınea 18 aparece el test de
significatividad para el modelo completo:
1 Call:
2 aov(formula = d.cata ~ tipo.casa , data = Perros)
3
4 Residuals:
5 Min 1Q Median 3Q Max
6 -2.82006 -0.72696 0.05078 0.72165 2.70385
7
8 Coefficients:
9 Estimate Std. Error t value Pr(>|t|)
10 (Intercept) 2.97845 0.12246 24.323 <2e-16 ***
11 tipo.casa[T.Mediana] 0.15307 0.16047 0.954 0.341
12 tipo.casa[T.Peque~na] 0.07217 0.15227 0.474 0.636
13 ---
14 Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
15
16 Residual standard error: 1.032 on 297 degrees of freedom
17 Multiple R-squared: 0.003121 , Adjusted R-squared: -0.003592
18 F-statistic: 0.4649 on 2 and 297 DF , p-value: 0.6286
Como el modelo estad´ıstico esta´ almacenado en memoria y activado por Rcmdr,
podemos ejecutar los ana´lisis y obtener los gra´ficos adicionales referidos a ese
modelo desde el menu´ general Modelos de la interfaz gra´fica (Figura 6.8). As´ı,
podemos estimar intervalos de confianza para los para´metros del modelo activo al
nivel de confianza deseado, ejecutar ana´lisis detallados sobre el funcionamiento del
modelo o generar gra´ficos para estudiar si se acomoda a los supuestos subyacentes
a la te´cnica estad´ıstica.
6.4.2. Contraste de Kruskal-Wallis
El test de Kruskal-Wallis es una alternativa no parame´trica al ana´lisis de varianza
unifactorial donde se estudia si existen diferencias estad´ısticamente significativas
entre k grupos independientes en relacio´n a una variable dependiente que ha sido
medida en una escala, como mı´nimo, ordinal. Dado que la prueba no requiere
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Figura 6.8: Opciones del menu´ Modelos en Rcmdr.
la normalidad en los datos ni la igualdad de varianzas en los grupos, se puede
utilizar cuando los datos no se adecuan a ser analizados bajo la o´ptica de un
ANOVA.
Para ejecutar el test de Kruskal-Wallis con Rcmdr tendremos que utilizar la funcio´n
kruskal.test(). Por ejemplo, supongamos que estamos interesados en saber
si existen diferencias estad´ısticamente significativas en el nu´mero de problemas
intestinales sufridos tras la vacunacio´n en funcio´n del tipo de casa en que vive
el participante. Para ejecutar el ana´lisis con la sintaxis tendr´ıamos que escribir y
ejecutar el siguiente co´digo:
1 kruskal.test(intestinal.V ~ tipo.casa , data=Perros)
Si ejecutamos el ana´lisis por medio de la interfaz (Estad´ısticos → Test no
parame´tricos → Test de Kuskal-Wallis...) se nos proporcionara´n las medianas de
cada grupo estudiado en la variable dependiente y, al igual que con la sintaxis, se
nos generara´ la siguiente salida:
1 Kruskal -Wallis rank sum test
2
3 data: intestinal.V by tipo.casa
4 Kruskal -Wallis chi -squared = 266.1861 , df = 2, p-value < 2.2e-16
Como se puede apreciar en la l´ınea 4 se nos proporciona un etad´ıstico de
contraste basado en χ2, sus grados de libertad y su nivel de significacio´n. Dado
que el contraste de hipo´tesis que se esta´ testando con este ana´lisis es ana´logo a la
que se testa con el ANOVA unifactorial, podr´ıamos rechazar la hipotesis nula y
concluir que existen diferencias estad´ısticamente significativas en la cantidad de
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infecciones intestinales tras la vacunacio´n en funcio´n del tipo de casa donde vivan
los participantes.
⊡ Ejercicios ⊡
1. Considera el siguiente vector de datos:
4, 5, 3, 4, 2, 5, 4, 7, 8, 7, 2, 3, 1, 9, 5, 4
Contrasta las hipo´tesis de que la media del vector es igual a tres, inferior a tres y
mayor que tres. Expo´n tus conclusiones.
2. ¿Existen diferencias estad´ısticamente significativas entre el nu´mero de catarros que
se producen tras la vacunacio´n entre las personas que tienen y no tienen perro?
Justifica el uso de la te´cnica estad´ıstica que has utilizado.
3. ¿Existen diferencias estad´ısticamente significativas en el nu´mero de infecciones
intestinales que se producen tras la vacunacio´n entre las personas que tienen y no
tienen perro? Justifica la utilizacio´n del test estad´ıstico que has usado.
4. ¿Existen diferencias estad´ısticamente significativas en el promedio de catarros tras
la vacunacio´n en funcio´n del tipo de casa en que viven los participantes? Justifica
el uso del test que has utilizado.
5. ¿Existen diferencias estad´ısticamente significativas en el nu´mero de infecciones
intestinales que se sufren tras la vacunacio´n en funcio´n del tipo de casa donde se
vive? Justifica la eleccio´n de la te´cnica que has utilizado para realizar el contraste.
110
7
Inferencias sobre proporciones
En este breve cap´ıtulo se van a presentar un par de procedimientos que son u´tiles
cuando trabajamos con variables cualitativas u ordinales con pocos niveles. En
ambos casos estaremos trabajando con proporciones y utilizaremos el estad´ıstico
χ2 o ji-cuadrada1.
Para trabajar con este cap´ıtulo se proporciona una base de datos llamada
coches.RData que contiene 5 variables y 1000 filas. Es un conjunto de datos que
recoge informacio´n sobre si el riesgo de sufrir accidentes de tra´fico (accidente) es
alto o bajo en relacio´n a otros tres factores: la velocidad promedio a la que se
circule (que puede ser alta o baja), si se consume habitualmente alcohol o no, y
el tipo de coche que maneje el conductor (deportivo, familiar o de transporte).
1Aunque lo cierto es que a este estad´ıstico se le llama chi-cuadrado (incluso yo mismo lo
hago as´ı en la mayor parte de las veces), lo cierto es que ser´ıa ma´s correcto llamarlo ji-cuadrada
por, al menos, dos motivos. En primer lugar, χ es la decimosegunda letra del alfabeto griego
y se le denomina ji en castellano (Pabo´n, 1997). No obstante, en la mayor´ıa de los paquetes
estad´ısticos se le llama Chi (supongo que por la influencia anglosajona). Por otro lado, dado que
es una letra (en femenino), tendr´ıamos que apellidarla como cuadrada y no como cuadrado. Sin
embargo, tambie´n se puede entender que con la expresio´n ji-cuadrado se podr´ıa estar acortando
la expresio´n ji al cuadrado.
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Como siempre la primera columna del archivo es simplemente un co´digo que
identifica a cada registro.
7.1. Inferencias sobre una variable
Una de las preguntas ma´s sencillas que nos podemos hacer sobre una variable
cualitativa de tipo nominal, o sobre una variable ordinal con pocos niveles, es
si las proporciones estimadas para cada categor´ıa de la variable son estad´ıstica-
mente significativas. Para estimar si una proporcio´n observada emp´ıricamente es
diferente a una proporcio´n teo´rica se puede utilizar el test de χ2.
Por ejemplo, supongamos que, el an˜o pasado, la tasa de conductores que fue-
ron parados por la polic´ıa y que hab´ıan consumido alcohol fue del 50%. Imagina
que tras estos datos alarmantes las autoridades en seguridad vial decidieron lle-
var a cabo una campan˜a publicitaria para reducir el consumo de alchol en los
conductores haciendo ver el riesgo que implica conducir en estado de embriaguez.
La base de datos coches.RData contiene una variable (alcohol) que registra el
nu´mero de personas que han sido detenidas por la polic´ıa y que han dado positivo
en una prueba de alcoholemia a los 12 meses de la difusio´n de la campan˜a contra
el alcohol que pusieron en marcha las autoridades en seguridad vial.
Antes de realizar ningu´n contraste de hipo´tesis tendr´ıamos que calcular las
frecuencias emp´ıricas para la variable de intere´s; esto es, averiguar el porcentaje
de personas que han sido detenidas y que dieron positivo en el control de al-
coholemia. Para conocer la frecuencia absoluta de personas que han consumido
alcohol recientemente podemos, como ya hemos comentado anteriormente, apli-
car la funcio´n summary() a la variable alcohol. Al ejecutarla veremos que tenemos
648 personas que no dieron positivo mientras que 352 fueron acusados de haber
consumido cantidades de alcohol que superaban los l´ımites legales. Aunque ser´ıa
fa´cil obtener el porcentaje que representa cada frecuencia en este caso (so´lo con
dividir por 10 dado que el taman˜o muestral es 1000), en otros casos tendr´ıamos
que realizar ma´s ca´lculos y podr´ıamos pensar que Rcmdr tampoco es de tanta utili-
dad. Por ello, Rcmdr incorpora una opcio´n que nos permite conocer las frecuencias
absolutas y relativas (en te´rminos porcentuales) de cada categor´ıa de una variable
cualitativa. Si accedemos a la ruta Estad´ısticos → Resu´menes → Distribucio´n de
frecuencias... del menu´, nos aparecera´ un cuadro de dia´logo como el que aparece
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en la Figura 7.1. Como se puede apreciar, en la parte de la izquierda aparece
una lista con las variables del archivo. Al seleccionar una variable y tras pulsar
el boto´n ((Aceptar)) calculara´ las frecuencias absolutas y los porcentajes para
cada nivel de la misma. Adicionalmente, si queremos ejecutar (como es nuestro
caso) un test sobre la bondad de ajuste ji-cuadrado para una variable, tendr´ıamos
que marcar la casilla de verificacio´n que aparece en la base del cuadro de dia´logo.
Al pulsar en el boto´n ((Aceptar)) en este segundo caso, nos aparecera´ un pequen˜o
cuadro de dia´logo (Figura 7.2) donde tendremos que especificar cua´les son las
frecuencias teo´ricas o hipote´ticas que consideramos para la variable analizada.
Dado que nosotros queremos saber si las frecuencias observadas son diferentes al
50% tendremos que dejar la opcio´n que nos aparece por defecto (1
2
) intacta.
Figura 7.1: Frecuencias y prueba χ2 para una muestra en Rcmdr.
Figura 7.2: Frecuencias esperadas en la prueba χ2 para una muestra en Rcmdr.
La salida del ana´lisis ejecutado ser´ıa algo as´ı:
1 > .Table <- table(alcohol)
2
3 > .Table # counts for alcohol
4
5 No Si
6 648 352
7
8 > round (100*.Table/sum(. Table), 2) # percentages for alcohol
9
10 No Si
11 64.8 35.2
12
13 > .Probs <- c(0.5 ,0.5)
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14
15 > chisq.test(.Table , p=. Probs)
16
17 Chi -squared test for given probabilities
18
19 data: .Table
20 X-squared = 87.616 , df = 1, p-value < 2.2e-16
21
22 > remove (. Probs)
23
24 > remove (. Table)
Tratemos de analizar que ha ido pasando en cada l´ınea del co´digo. En la
l´ınea 1 se ha utilizado la funcio´n table() sobre la variable alcohol. Esto genera
una tabla de frecuencias para esta variable. Sin embargo, en vez de pedir que se
muestre en ese momento, se ha creado un objeto llamado .Table que contiene
esta informacio´n. En la l´ınea 3 se pide que se muestre el objeto .Table y en las
l´ıneas 5 y 6 se muestra la tabla de frecuencias para la variable. En la l´ınea 8
se realiza el calculo necesario para que la tabla de frecuencias se transforme en
una tabla de porcentajes2; esto es, se dice que se multiplique cada elemento de la
tabla por 100 y que luego se divida por la suma de toda la tabla. En la l´ınea 13
se genera un vector (.Probs) que contiene las probabilidades hipotetizadas para
cada categor´ıa de la variable cualitativa mientras que en la l´ınea 15 se utiliza la
funcio´n chisq.test() para ejecutar el test de bondad de ajuste. En la l´ınea 20
nos aparece el resultado del test con el valor de χ2, sus grados de libertad y el
p-valor correspondiente. Por u´ltimo, en las filas 22 y 24, se borran de la memoria
de nuestro ordenador el vector de probabilidades teo´ricas y la tabla de frecuencias
que se han generado previamente.
Dado que la hipo´tesis que se contrasta podr´ıa expresarse del siguiente modo
H0 : piTeo = piObs,
H1 : piTeo 6= piObs,
o lo que es lo mismo, que la hipo´tesis nula estipula que las proporciones teo´ricas
2Se ha utilizado la funcio´n round() que sirve para redondear los nu´meros decimales. En este
caso se ha limitado el nu´mero de decimales a dos d´ıgitos.
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o hipote´ticas (piTeo) predichas son iguales a las observadas (piObs) mientras que la
hipo´tesis alternativa indica que no son iguales; podr´ıamos decir que la proporcio´n
de personas que han sido ((cazadas)) conduciendo con algunas copas de ma´s ha
variado respecto a lo que espera´bamos. En concreto, parece que la tasa de personas
que no ha consumido alcohol ha aumentado hasta casi un 65%.
7.2. Inferencias sobre la relacio´n entre dos
variables
En algunas situaciones estamos interesados en saber si dos variables de tipo cuali-
tativo esta´n relacionadas. Para estimar si existe independencia estad´ıstica se suele
usar el estad´ıstico χ2 sobre tablas de contingencia. Una tabla de contingencia no
es ma´s que una tabla donde se cruzan todos los posibles valores, categor´ıas o
niveles de dos (o ma´s) variables y que contiene la frecuencia absoluta o relativa
de la ocurrencia de cada combinacio´n de niveles. Por su parte, el estad´ıstico χ2
como test de la independencia entre dos variables ha recibido mucha atencio´n en
el campo de los algoritmos destinados a ((descubrir)) la estructura causal en un
conjunto de datos (p. e., Scheines, Spirtes, Glymour, Meek, y Richardson, 2005;
Spirtes, Glymour, y Scheines, 2000; Spirtes, Scheines, Glymour, Richardson, y
Meek, 2004); esto es, a identificar que´ variables causan la modificacio´n de otras
variables. En esta seccio´n no profundizaremos en este tema tan interesante ya que
simplemente nos limitaremos a testar la hipo´tesis nula de independencia entre dos
variables utilizando tablas de contingencia bidimensionales.
Por ejemplo, consideremos que estamos interesados en saber si existe relacio´n
estad´ısticamente significativa entre el consumo de alcohol y el riesgo de sufrir
un accidente de tra´fico. Una de las primeras cosas que podr´ıamos hacer con
nuestra base de datos para tratar de responder a nuestra pregunta podr´ıa ser
crear una tabla de contingencia entre las dos variables. Para crear una tabla de
contingencia entre las dos variables podr´ıamos utilizar la funcio´n table()3 que
se ha introducido anteriormente considerando cada una de las variables como
argumentos de la funcio´n separados por comas. Esto es, tendr´ıamos que escribir:
3Posteriormente veremos que Rcmdr utiliza otra funcio´n (xtabs()) cuando tratamos de obtener
lo mismo utilizando la interfaz gra´fica.
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1 table(accidente ,alcohol)
lo cual producir´ıa:
1 alcohol
2 accidente No Si
3 Alto 108 308
4 Bajo 540 44
Como se puede apreciar en la salida que ofrece el programa parece ser que
existe cierta relacio´n entre el consumo de alcohol y el riesgo de sufrir un accidente.
Como se puede observar, cuando se consume alcohol lo ma´s frecuente es que se
tenga un riesgo alto de sufrir un accidente (308 personas consumieron alcohol y
mostraron un alto riesgo de sufrir un accidente de coche), mientras que cuando
no se consume alcohol lo ma´s frecuente es que el riesgo de sufrir un accidente
de tra´fico sea bajo (540 personas mostraron bajo riesgo de sufrir un accidente
tras no haber bebido alcohol). Sin embargo, estos datos son descriptivos de la
relacio´n que se establece entre estas dos variables. Si quisie´semos estimar si exis-
ten diferencias estad´ısticamente significativas en el riesgo de sufrir un accidente
tras haber consumido alcohol podr´ıamos utilizar el estad´ıstico ji-cuadrado. Para
ejecutar el test con Rcmdr tendr´ıamos que acceder al menu´ Estad´ısticos → Tablas de
contingencia → Tabla de doble entrada... Al ejecutar el comando aparecera´ el
cuadro de dia´logo que aparece en la Figura 7.3. Como se puede ver, hay dos listas
(una para la variable fila y otra para la variable columna) de las que tendremos
que elegir una variable en cada caso para generar la tabla de contingencia. En
la parte de Calcular porcentajes podemos pedir que nos calculen los porcentajes
totales, por filas, por columnas o (la opcio´n por defecto) que se calculen u´nica-
mente las frecuencias absolutas. En la seccio´n Test de hipo´tesis tendremos que
seleccionar la casilla de verificacio´n referente a la prueba de χ2.
La salida que habra´ generado el programa sera´ similar a esta:
1 > .Table <- xtabs(~accidente+alcohol , data=coches)
2
3 > .Table
4 alcohol
5 accidente No Si
6 Alto 108 308
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7 Bajo 540 44
8
9 > .Test <- chisq.test(.Table , correct=FALSE)
10
11 > .Test
12
13 Pearson ’s Chi -squared test
14
15 data: .Table
16 X-squared = 471.0715 , df = 1, p-value < 2.2e-16
17
18
19 > remove (.Test)
20
21 > remove (. Table)
Figura 7.3: Prueba χ2 para testar la independencia entre dos variables en Rcmdr.
En la l´ınea 1 del co´digo se crea la tabla de contingencia que relaciona a ambas
variables mientras que en la l´ınea 3 se solicita imprimir la tabla que aparece entre
las l´ıneas 4 y 7 (observa que los datos son los mismos a los generados con la
funcio´n table()). En la l´ınea 9 se solicita que se cree un objeto que contenga el
test sobre la tabla de contingencia generada previamente mientras que en la l´ınea
11 se ordena imprimir el resultado de la prueba. En la l´ınea 16 aparece el valor
de χ2 con sus grados de libertad y su nivel de significacio´n. Por u´ltimo, en las
l´ıneas 19 y 21 se eliminan la tabla de contingencia y el objeto que conten´ıa los
resultados del ana´lisis.
Dado que, como se indico´ anteriormente, la hipo´tesis nula que se testa en esta
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prueba es la de independencia entre las dos variables; una vez visto el estad´ıstico
de contraste y su p-valor asociado tendr´ıamos que rechazar la h´ıpo´tesis nula y
aceptar la alternativa que indicar´ıa existencia de relacio´n entre el consumo de
alcohol y el riesgo de sufrir accidentes.
Existe otro modo de ejecutar un ana´lisis sobre la relacio´n entre dos variables
cualitativas utilizando χ2 con Rcmdr. En este segundo caso, lo que tendr´ıamos que
hacer es introducir manualmente la tabla de contingencia y pedir que se ejecute
el test sobre este objeto. Esta opcio´n es muy u´til cuando no disponemos de los
datos brutos originales y u´nicamente tenemos la tabla de contingencia con las
frecuencias absolutas o relativas. Para realizar el test de esta manera tenemos
que acceder al cuadro de dia´logo que aparece en la Figura 7.4 seleccionando el
comando Estad´ıticos → Tablas de contingencia → Introducir y analizar una tabla
de doble entrada... Lo primero que encontraremos en el cuadro de dia´logo son dos
barras de desplazamiento con las que podremos definir las caracter´ısticas, nu´mero
de filas y columnas, de la tabla de contingencia que queremos analizar. Seguida-
mente tendremos que introducir las frecuencias para cada casilla de la tabla que
hemos definido previamente. A continuacio´n tenemos las mismas opciones que
existen en el cuadro de dia´logo destinado a ejecutar el ana´lisis sobre los datos
brutos.
Figura 7.4: Prueba χ2 para testar la independencia entre dos variables a partir
de una tabla en Rcmdr.
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⊡ Ejercicios ⊡
1. Un estudio que se realizo´ el an˜o pasado indico´ que la proporcio´n de coches familiares
que se detuvieron en los controles de alcoholemia fue del 56%, mientras que
se pararon un 19% de coches deportivos y un 27% de veh´ıculos destinados al
transporte. ¿Ha variado, en relacio´n a lo que pasaba el an˜o pasado, la proporcio´n
del tipo de coches que se han parado en los controles de alcoholemia? Justifica tu
respuesta.
2. ¿Existe relacio´n entre el tipo de coche y la velocidad a la que se circula por la
carretera? ¿Existe relacio´n entre el consumo de alcohol y el tipo de coche que se
conduce? Justifica tus respuestas.
3. Un centro de ensen˜anza secundaria ha estudiado, durante todo un curso, la posible
relacio´n que se establece entre el rendimiento deportivo y el cociente de inteligencia.
La tabla de contingencia que aparece ma´s abajo resume parte de los datos que han
obtenido. ¿Podr´ıa decirse que existe relacio´n estad´ısticamente significativa entre
el rendimiento deportivo y el cociente de inteligencia? Justifica tu respuesta. La
tabla informa sobre el nu´mero de personas que caen dentro de cada categor´ıa
definida por los niveles que contienen las variables utilizadas.
Cociente de Inteligencia
Bajo Medio Alto
Rendimiento Bajo 50 30 26
Deportivo Medio 13 58 15
Escolar Alto 10 39 18
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Correlacio´n y regresio´n lineal
Aunque lo hemos estado haciendo a lo largo de los cap´ıtulos anteriores de manera
impl´ıcita, en este cap´ıtulo vamos a tratar uno de los modelos estad´ısticos ma´s
afamados dentro de lo que denominamos como modelo lineal general : la regresio´n
lineal. Previamente se indicara´ co´mo estimar coeficientes de correlacio´n lineales
que servira´n para introducir el ana´lisis de regresio´n lineal simple y mu´ltiple. Sin
embargo, este cap´ıtulo no sera´ un documento pormenorizado del modelo de regre-
sio´n lineal sino que, ma´s bien, como viene siendo habitual, se podr´ıa considerar
como una pequen˜a introduccio´n a la utilizacio´n de y Rcmdr para estimar este tipo de
modelos. Recomiendo que se acceda a manuales especializados para profundizar
en los supuestos y componentes del modelo. Por ejemplo, para una introduccio´n
((amigable)) sobre este asunto recomiendo el libro de Pagano (1998/1999), para
una exposicio´n detallada del modelo sugiero que se consulte el manual de Hair et
al. (1998), mientras que para revisar una de sus implementaciones informa´ticas
se podr´ıa consultar el manuscrito de Field (2009).
Para este cap´ıtulo vamos a utilizar una base de datos llamada ecopaz.RData.
El conjunto de datos contiene nueve variables que recogen informacio´n sobre 174
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pa´ıses relacionada con datos econo´micos y de bienestar social. La variable pais
es, en este caso, el co´digo que identifica inequ´ıvocamente a cada registro de la
base de datos. Estas son las variables contenidas en la base de datos1 junto con
una pequen˜a descripcio´n de su significado:
IPG : es el I´ndice de Paz Glogal (o Global Peace Index ) reportado el 10
de junio del an˜o 2010. Para estimar este ı´ndice se utilizan para´metros de
violencia, criminalidad, gasto militar o informacio´n sobre conflictos be´licos
sobrevenidos en cada pa´ıs. Los pa´ıses considerados ma´s pac´ıficos tienen
asignada una puntuacio´n ma´s baja.
SWL: es el I´ndice de Satisfaccio´n Vital (o Satisfaction with Life Index )
que fue creado por el psico´logo social Adrian G. White de la University of
Leicester. Este ı´ndice representa un intento por estimar el grado de felicidad
de los pa´ıses del mundo basado tanto en preguntas directas a los ciudadanos
sobre su felicidad as´ı como tomando en cuenta para´metros de desarrollo
econo´mico y bienestar social. Cuanto mayor es el ı´ndice mayores niveles de
felicidad promedio experimentan los ciudadanos del pa´ıs.
IDH : es el I´ndice de Desarrollo Humano publicado el 2 de noviembre de
2011 al auspicio del Programa de las Naciones Unidas para el Desarrollo
(PNUD). Este ı´ndice se basa en tres para´metros ba´sicos para evaluar el gra-
do de desarrollo humano en los ciudadanos del pa´ıs: duracio´n de la vida en
condiciones saludables, acceso a educacio´n y grado en que la vida se disfruta
dignamente. Cuanto mayor es el ı´ndice mayor es el grado de desarrollo del
pa´ıs.
PIB : es una estimacio´n del Producto Interior Bruto entre 2005 y 2010 reali-
zado por el Banco Mundial y esta´ medido en millones de do´lares americanos.
Las variables orden IPG, orden SWL, orden IDH, y orden PIB representan
las posiciones de cada pa´ıs en el ranking de cada una de las variables a las
que se refieren. En cada caso un valor ma´s pequen˜o indican mayores valores
1Esta base de datos ha sido elaborada manualmente tomando los datos de Wikipedia
www.wikipedia.org y, por tanto, los errores que se hayan podido producir (y los cuales la-
mentar´ıa much´ısimo) habra´n sido debidos a la manipulacio´n de datos que he llevado a cabo.
Si detectas alguna errata en los datos agradecer´ıa enormemente que me informases sobre ello.
¡Gracias!
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en sus correspondientes para´metros excepto para el IPG donde un valor
ma´s bajo corresponde tambie´n a un valor ma´s bajo en el ranking.
8.1. Correlacio´n
Como he comentado anteriormente, he sido profesor de psicometr´ıa en la Uni-
versidad de Almer´ıa durante los u´ltimos siete an˜os y no deja de sorprenderme
el ver como algunas personas que llegan al tercer curso de los estudios en psico-
log´ıa siguen teniendo concepciones poco acertadas de lo que es la correlacio´n. Soy
consciente de que muchas personas (quiza´ cada vez menos) comienzan a estudiar
psicolog´ıa pensando que es una carrera donde la estad´ıstica o las matema´ticas no
tienen cabida. No obstante, tambie´n es cierto que la idea de correlacio´n ha estado
estrechamente ligada al desarrollo de la psicolog´ıa y, por tanto, en cierto modo,
merece una atencio´n especial.
Los errores ma´s comunes que encuentro en mis alumnos y alumnas esta´n
relacionados con la interpretacio´n del coeficiente de correlacio´n. Por ejemplo,
en ocasiones piensan que cuando un ı´ndice de correlacio´n es negativo e´sto es
indicativo de ausencia de relacio´n entre las variables. Por ello, cuando tengo la
oportunidad de hacerlo, trato de explicar lo que he venido a denominar como
interpretacio´n bidimensional de un coeficiente de correlacio´n.
La idea de la interpretacio´n bidimensional del coeficiente de correlacio´n se
somete a la dicotomı´a cla´sica que vengo apreciando que existe en las te´cnicas de
ana´lisis e investigacio´n cient´ıfica: la dimensio´n cualitativa y la dimensio´n cuan-
titativa. El caso es que yo sugiero a mis alumnas y alumnos que interpreten el
coeficiente de correlacio´n tanto en su dimensio´n cualitativa como en su dimensio´n
cuantitativa. Por dimensio´n cualitativa me refiero al significado, sentido, signo o
direccio´n de la relacio´n entre las dos variables implicadas. En este sentido, un
coeficiente de correlacio´n2 puede ser negativo, igual a cero o positivo. Cuando el
coeficiente de correlacio´n es positivo decimos que existe una relacio´n lineal direc-
tamente proporcional entre dos variables. Esto es, cuando una variable aumenta
la otra tambie´n lo hace mientras que cuando una de las variables disminuye la
2Al menos en los que vamos a tratar en este cap´ıtulo. No obstante, es cierto que existen
otros estad´ısticos de correlacio´n que se interpretan de modo diferente. De modo gene´rico todas
estas explicaciones son apropiadas para el coeficiente de correlacio´n de Pearson aunque pueden
extenderse a otros ı´ndices de correlacio´n.
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otra tambie´n lo hace. Un ejemplo de este tipo de asociacio´n entre variables lo
podr´ıamos encontrar al estudiar la relacio´n que existe entre el nu´mero de horas
que trabaja un artista y el nu´mero de obras de arte que genera dado que, en
un mundo ideal, cuantas ma´s horas se trabajen mayor cantidad de elementos se
producira´n. Por su parte, una correlacio´n de signo negativo indica una relacio´n
lineal inversamente proporcional entre variables. En este caso, cuando una varia-
ble aumenta la otra disminuye o cuando una variable disminuye la otra aumenta.
Por ejemplo, la relacio´n que existe entre el nu´mero de trabajadores y el tiempo
que se tarda en realizar cierta tarea ser´ıa un ejemplo de correlacio´n negativa.
As´ı, cuantos ma´s trabajadores se dispusiesen a realizar una tarea (por ejemplo,
construir un barco) menor ser´ıa el tiempo que tardar´ıan en finalizar. Por u´ltimo,
cuando una correlacio´n tiene un valor de cero decimos que no existe relacio´n li-
neal entre las variables. Valga, como ejemplo de correlacio´n nula, la relacio´n que
podr´ıa existir entre la motivacio´n laboral de los trabajadores de una cadena de
montaje y la luminosidad del color del bol´ıgrafo que se utiliza para firmar sus
no´minas.
Por su parte, la interpretacio´n cuantitativa del coeficiente de correlacio´n esta´ re-
ferida a la magnitud de relacio´n o a la fuerza de asociacio´n que se establece entre
las variables. En este sentido, cuanto ma´s cercano a uno sea el valor del coefi-
ciente de correlacio´n (en valor absoluto) mayor sera´ la fuerza de asociacio´n entre
las variables. Esto quiere decir que, independientemente del signo, cuanto ma´s
cercano sea un coeficiente de correlacio´n a sus extremos posibles (el -1 y el +1)
mayor sera´ la magnitud de relacio´n entre las variables.
En te´rminos gra´ficos podemos identificar la correlacio´n en la medida que su
nube de puntos se aproxima a una recta en un gra´fico de dispersio´n. En un gra´fico
de dispersio´n se representan los puntos (o nube de puntos) que corresponden a
cada par de valores para cada una de las variables. Cuanto ma´s se aproxima la
nube de puntos a una l´ınea recta mayor es la correlacio´n entre las variables. En
el caso extremo y poco probable en que el coeficiente de correlacio´n valga uno o
menos uno se dice que existe una relacio´n perfecta entre las variables y la nube
de puntos ser´ıa una l´ınea recta. En la Figura 8.1 aparecen algunos ejemplos de
gra´ficos de dispersio´n donde las nubes de puntos implican diferentes niveles de
relacio´n entre las variables x e y.
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Figura 8.1: Ejemplos de gra´ficos de dispersio´n. En la fila superior aparecen co-
rrelaciones negativas que aumentan en fuerza de relacio´n de izquierda a derecha.
En la fila inferior aparecen diagramas de dispersio´n que representan correlaciones
positivas que van aumentando en magnitud de asociacio´n de izquierda a derecha.
En la fila central aparece un gra´fico de dispersio´n donde no se aprecia relacio´n
lineal entre las variables (centro), mientras que a los lados aparecen una correla-
cio´n del punto medio de la ((subescala)) negativa (izquierda) y una correlacio´n del
punto medio de la ((subescala)) positiva (derecha). Los gra´ficos han sido creados
con el plug-in TeachingDemos diden˜ado para el paquete Rcmdr, motivo por el cual el
delimitador decimal es un punto.
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8.1.1. Coeficiente de Pearson
El coeficiente de correlacio´n de Pearson (tambie´n denominado coeficiente de corre-
lacio´n lineal producto-momento de Pearson y simbolizado r o rxy) es un para´metro
adimensional que representa la relacio´n que se establece entre dos variables de
tipo cuantitativo. Este ı´ndice es la razo´n entre la covarianza y el producto de las
desviaciones t´ıpicas de ambas variables (ecuacio´n 8.1).
rxy =
COV (x, y)
sx × sy
(8.1)
La covarianza (ecuacio´n 8.2) es una medida de la asociacio´n lineal entre dos
variables cuantitativas y tiene el valor 0 cuando no existe relacio´n lineal entre
las variables, es positiva cuando la relacio´n es directamente proporcional y es ne-
gativa cuando la relacio´n es inversamente proporcional. En podemos calcular
la covarianza entre dos variables utilizando la funcio´n cov() incluyendo las va-
riables objeto de ana´lisis separadas por una coma. El problema de la covarianza
es que no esta´ acotada lo que hace dificultosa su interpretacio´n como ı´ndice de
relacio´n entre dos variables por ello, el coeficiente de Pearson es el estad´ıstico ma´s
apropiado para estimar la relacio´n lineal entre dos variables independientemente
del nivel de medida de las mismas.
COV (x, y) =
∑i=n
i=1 (xi − x¯)(yi − y¯)
n
(8.2)
La funcio´n que estima el coeficiente de correlacio´n de Pearson en es cor()
cuyos argumentos sera´n los nombres de las variables separadas por una coma.
Para estimar la correlacio´n entre variables utilizando la interfaz de Rcmdr accedemos
al menu´ Estad´ısticos → Resu´menes →Matriz de correlaciones.... En el cuadro de
dia´logo que nos aparece (Figura 8.2) tenemos un listado de las variables nume´ricas
en la parte superior. Tendremos que seleccionar dos o ma´s y elegir un me´todo
de estimacio´n, por defecto aparece el de Pearson. Tambie´n podemos pedir un
contraste de hipo´tesis para el valor del coeficiente de correlacio´n donde se testa
la hipo´tesis nula de que el coeficente de correlacio´n es igual a cero, esto es
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H0 : rxy = 0
H1 : rxy 6= 0.
Figura 8.2: Matriz de correlaciones en Rcmdr.
Por ejemplo, si queremos estimar la correlacio´n que existe entre las variables
cuantitativas cont´ınuas de nuestro fichero (IDH, IPG, PIB y SWL) solicitando
un test de hipo´tesis para cada correlacio´n obtendr´ıamos el siguiente resultado:
1 IDH IPG PIB SWL
2 IDH 1.00 -0.54 0.22 0.59
3 IPG -0.54 1.00 -0.02 -0.51
4 PIB 0.22 -0.02 1.00 0.17
5 SWL 0.59 -0.51 0.17 1.00
6
7 n= 136
8
9 P
10 IDH IPG PIB SWL
11 IDH 0.0000 0.0094 0.0000
12 IPG 0.0000 0.8408 0.0000
13 PIB 0.0094 0.8408 0.0524
14 SWL 0.0000 0.0000 0.0524
15
16 Adjusted p-values (Holm’s method)
17 IDH IPG PIB SWL
18 IDH 0.0000 0.0281 0.0000
19 IPG 0.0000 0.8408 0.0000
20 PIB 0.0281 0.8408 0.1049
21 SWL 0.0000 0.0000 0.1049
En primer lugar, aparece la matriz de correlaciones donde aparecen los coefi-
cientes de correlacio´n para cada comparacio´n de pares de variables. En la l´ınea 7
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nos informa del taman˜o de la muestra sobre la que se han ejecutado los ca´lculos
tras eliminar los casos en los que existe algu´n valor perdido. Entre las l´ıneas 10
y 14 aparecen los p-valores para cada correlacio´n mientras que entre las l´ıneas
16 y 21 tenemos p-valores corregidos con el me´todo de Holm que controla las
comparaciones mu´ltiples.
Como se puede observar, el ı´ndice de desarrollo humano correlaciona positi-
vamente con la satisfaccio´n vital y con el producto interior bruto mientras que lo
hace negativamente con el ı´ndice de paz global. Resulta curioso observar que la
relacio´n entre el PIB y el ı´ndice de paz global es pra´cticamente cero en la muestra
utilizada y que la relacio´n entre el PIB y satisfaccio´n con la vida es so´lo margi-
nalmente significativa mientras que su asociacio´n desaparece cuando se controlan
comparaciones mu´ltiples.
Cuando partimos de hipo´tesis relativas al sentido de la correlacio´n entre dos
variables podemos realizar un test unilateral sobre el valor de la correlacio´n utili-
zando la funcio´n cor.test() e indicando como uno de sus para´metros si el valor
de la hipo´tesis alternativa (alternative) es en un sentido o en otro. Imaginemos
que queremos testar la hipo´tesis nula de ausencia de correlacio´n entre las variables
IDH e IPG frente a la hipo´tesis alternativa de que el coeficiente de correlacio´n
es inferior a cero. Para ejecutar este ana´lisis usando la interfaz gra´fica accedemos
al menu´ Estad´ısticos → Resu´menes → Test de correlacio´n. Como podra´s apre-
ciar (Figura 8.3) hay que elegir u´nicamente un par de variables, el me´todo de
estimacio´n y un formato para la hipo´tesis alternativa.
Figura 8.3: Test de correlacio´n en Rcmdr.
Al ejecutar el test obtenemos una salida ana´loga a esta:
1 Pearson ’s product -moment correlation
2
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3 data: ecopaz$IDH and ecopaz$IPG
4 t = -7.734, df = 136, p-value = 1.045e-12
5 alternative hypothesis: true correlation is less than 0
6 95 percent confidence interval:
7 -1.0000000 -0.4467886
8 sample estimates:
9 cor
10 -0.5526907
En la l´ınea 4 se nos proporciona el estad´ıstico de contraste (que en este caso es
una t de Student) con sus grados de libertad y su nivel de significacio´n estimado.
En la l´ınea 7 se nos proporcionan los dos valores que forman el intervalo de
confianza del para´metro al 95%. Finalmente, en la l´ınea 10, tenemos la estimacio´n
muestral del coeficiente de correlacio´n.
8.1.2. ρ de Spearman y τ de Kendall
Cuando tenemos variables que son consideradas como variables medidas en una
escala ordinal no ser´ıa recomendable utilizar el coeficiente de correlacio´n de Pear-
son. En esta seccio´n se tratan dos ı´ndices que proporciona Rcmdr para estimar la
relacio´n que se establece entre variables de tipo ordinal.
ρ de Spearman
El coeficiente ρ (rho) de Spearman (tambie´n simbolizado como rs o conocido como
coeficiente de correlacio´n por rangos) no es ni ma´s ni menos que el coeficiente
de correlacio´n de Pearson aplicado sobre variables de tipo ordinal. Esto es, cada
variable objeto de ser analizada con este para´metro es recodificada a una nueva
variable cuya puntuacio´n representa la posicio´n o el nu´mero de orden que ocupaba
el antiguo valor en la variable original. Una vez hecho esto se aplica el coeficiente
de correlacio´n de Spearman cuya ecuacio´n, en su modo ma´s sencillo, es
rs = 1−
6
∑i=n
i=1 d
2
i
n(n2 − 1)
, (8.3)
donde di se refiere a la diferencia de rangos entre los valores de las variables
implicadas en el ana´lisis.
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Para obtener el coeficiente de correlacio´n de Spearman tendr´ıamos que acce-
der al mismo cuadro de dia´logo en el que solicitamos el coeficiente de correlacio´n
de Pearson (Figura 8.2) utilizando la ruta Estad´ısticos → Resu´menes → Matriz
de correlaciones... del menu´. En este caso tendr´ıamos que seleccionar la opcio´n
correspondiente al coeficiente de correlacio´n de Spearman y marcar las varia-
bles sobre las que queremos ejecutar el ana´lisis. Por ejemplo, podr´ıamos analizar
las correlaciones que se establecen entre las variables ordinales (orden IDH, or-
den IPG, orden PIB, orden SWL) que tenemos en nuestra base de datos y que
representan las ordenaciones de las variables cuantitativas que hemos utilizado
previamente. Si ejecutamos ese ana´lisis obtenemos la salida:
1 orden_IDH orden_IPG orden_PIB orden_SWL
2 orden_IDH 1.00 0.59 0.56 0.60
3 orden_IPG 0.59 1.00 0.16 0.48
4 orden_PIB 0.56 0.16 1.00 0.36
5 orden_SWL 0.60 0.48 0.36 1.00
6
7 n= 136
8
9 P
10 orden_IDH orden_IPG orden_PIB orden_SWL
11 orden_IDH 0.0000 0.0000 0.0000
12 orden_IPG 0.0000 0.0561 0.0000
13 orden_PIB 0.0000 0.0561 0.0000
14 orden_SWL 0.0000 0.0000 0.0000
15
16 Adjusted p-values (Holm’s method)
17 orden_IDH orden_IPG orden_PIB orden_SWL
18 orden_IDH 0.0000 0.0000 0.0000
19 orden_IPG 0.0000 0.0561 0.0000
20 orden_PIB 0.0000 0.0561 0.0000
21 orden_SWL 0.0000 0.0000 0.0000
Los resultados se estructuran de manera ana´loga a como se ha comentado para
el caso del coeficiente de correlacio´n de Pearson. En primer lugar aparece la matriz
de correlaciones, seguidamente tenemos la matriz de significaciones o p-valores y,
por u´ltimo, aparecen valores ajustados para las significaciones de cada para´metro
teniendo en cuenta comparaciones mu´ltiples. Por otro lado, si queremos ejecutar
contrastes de hipo´tesis unilaterales semejantes a los que hemos realizado con el
coeficiente de Pearson podemos hacerlo accediendo al comando Estad´ısticos →
Resu´menes → Test de correlacio´n de la interfaz gra´fica.
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τ de Kendall
El coeficiente τ (tau) de Kendall es otro ı´ndice de correlacio´n adecuado para
evaluar la relacio´n que se establece entre variables de tipo ordinal pero con el
que se evalu´a la concordancia y la discordancia entre ordenaciones de pares de
observaciones. Dado que los datos sobre los que se aplica el ana´lisis consisten en
dos variables (x e y) y ya que cada observacio´n consta de una pareja de datos (por
ejemplo, xi, yi) podr´ıamos definir formalmente una concordancia o coincidencia
cuando
(xi < xj) ∩ (yi < yj) ∪ (xi > xj) ∩ (yi > yj),
mientras que dir´ıamos que existen discordancias o desacuerdos si
(xi < xj) ∩ (yi > yj) ∪ (xi > xj) ∩ (yi < yj).
Hay tres versiones del coeficiente de correlacio´n τ de Kendall. Rcmdr calcula el
coeficiente τb cuando la tabla de contingencia que se genera con las variables
objeto de estudio es cuadrada dado que el conocido como τa es considerado como
un estad´ıstico sesgado (Solanas et al., 2005). En caso de tablas de contingencia
rectangulares es recomendable usar la versio´n τc del coeficiente.
Como te habra´s cerciorado, para obtener los coeficientes de correlacio´n τ de
Kendall entre las variables ordinales del archivo u´nicamente tendr´ıamos que se-
leccionar la opcio´n correspondiente en el cuadro de dia´logo (8.3) que ya hemos
utilizado para obtener los contrastes de hipo´tesis para los ı´ndices de Perason y de
Spearman. Por ejemplo, tras calcular el coeficiente de correlacio´n τ de Kendall
entre las variables orden IDH y orden IPG, utilizando un contraste de hipo´tesis
bilateral, obtenemos la siguiente salida:
1 Kendall ’s rank correlation tau
2
3 data: ecopaz$orden_IDH and ecopaz$orden_IPG
4 z = 7.3739 , p-value = 1.656e-13
5 alternative hypothesis: true tau is not equal to 0
6 sample estimates:
7 tau
8 0.4239378
131
Cap´ıtulo 8 - Correlacio´n y regresio´n lineal
De manera ana´loga a como hemos visto con el coeficiente de correlacio´n de
Pearson, en la l´ınea 4 tenemos el estad´ıstico de contraste (que en este caso es una
z) y el correspondiente nivel de significacio´n. En la l´ınea 8 tenemos la estimacio´n
muestral del para´metro cuyo valor indica que cuanto ma´s arriba esta´ un pa´ıs en
el ranking del IDH tambie´n lo estara´ en su ordenacio´n del IPG.
8.2. Introduccio´n a la regresio´n lineal
Para terminar con este cap´ıtulo quer´ıa dar algunas pinceladas sobre la te´cnica
del ana´lisis de regresio´n lineal y de su implementacio´n en por medio del uso de
R
cmdr. En primer lugar, creo que tendr´ıamos que intentar conceptualizar el te´rmino
regresio´n. Segu´n la vige´sima edicio´n del Diccionario de la Real Academia de la
Lengua (www.rae.es), el vocablo ((regresio´n)) proviene del lat´ın regressˇio, -o¯nis, y
viene a referirse a una ((retrocesio´n o accio´n de volver hacia atra´s)). Sin embargo,
aunque podr´ıamos darle vueltas al asunto para encontrar una relacio´n con el
sentido matema´tico del te´rmino, lo cierto es que en el contexto cient´ıfico regresio´n
suele ser considerado como sino´nimo de prediccio´n (Silva y Barroso, 2004).
Ma´s concretamente, el ana´lisis de regresio´n lineal (como su nombre indica)
pretende predecir el valor de una variable (denominada resultado, dependiente,
explicada o predicha) a partir de otra variable o variables (llamadas predictoras,
independientes, explicativas o indicadores). Para ello utiliza como modelo subya-
cente la ecuacio´n de la l´ınea recta que queda definida por la ecuacio´n y = a+b×x;
donde y es la variable predicha, x es la predictora, a es el origen (intercepto) o
punto de corte con el eje de ordenadas (y), y b es la pendiente de la recta. En
definitiva, lo que conseguimos cuando ejecutamos un ana´lisis de regresio´n lineal
es una ecuacio´n de la recta que nos servira´ para predecir los valores de nuestra
variable resultado a partir del valor o valores de nuestra variable/s predictora o
predictoras.
Por ejemplo, cuando estimamos la matriz de correlaciones de Pearson vimos
que la mayor correlacio´n observada entre los pares de variables era la que esti-
maba la relacio´n entre los ı´ndices IDH y SWL. Como consecuencia, podr´ıamos
preguntarnos si el ı´ndice de desarrollo humano en un pa´ıs es un buen predictor
de la satisfaccio´n vital que experimentan sus ciudadanos. Es decir, podr´ıamos
estimar un modelo de regresio´n lineal que implicase a e´stas variables y, de este
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modo, evaluar su grado de idoneidad o verosimilitud. Para estimar el modelo de
regresio´n lineal que predice la satisfaccio´n con la vida en funcio´n del ı´ndice de
desarrollo humano habr´ıa que ejecutar la siguiente sintaxis:
1 RegModel .1 <- lm(SWL~IDH , data=ecopaz)
2 summary(RegModel .1)
o, alternativamente, acceder al comando Estad´ısticos → Ajuste de modelos →
Regresio´n lineal... de la interfaz y seleccionar las variables explicada y explicativa
en sus correspondientes listas del cuadro de dia´logo que aparece (Figura 8.4).
Figura 8.4: Regresio´n lineal en Rcmdr.
Como resultado aparecera´ una salida ana´loga a esta:
1 Call:
2 lm(formula = SWL ~ IDH , data = ecopaz)
3
4 Residuals:
5 Min 1Q Median 3Q Max
6 -90.526 -17.289 6.625 22.921 70.633
7
8 Coefficients:
9 Estimate Std. Error t value Pr(>|t|)
10 (Intercept) 112.522 9.319 12.075 <2e-16 ***
11 IDH 134.436 13.630 9.863 <2e-16 ***
12 ---
13 Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
14
15 Residual standard error: 30.94 on 172 degrees of freedom
16 Multiple R-squared: 0.3613 , Adjusted R-squared: 0.3576
17 F-statistic: 97.29 on 1 and 172 DF , p-value: < 2.2e-16
Como se puede ver, lo primero que aparece (l´ınea 2) en la salida es una espe-
cificacio´n del modelo estimado y del conjunto de datos que se ha utilizado. En las
l´ıneas 5 y 6 aparecen algunos estad´ısticos (el mı´nimo, el ma´ximo y los cuartiles)
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sobre los residuos (diferencias entre los valores reales de y y los estimados por la
regresio´n lineal) del modelo. Entre la l´ınea 8 y la 11 aparece la tabla de coeficien-
tes del modelo. Dado que so´lo se ha incluido una variable predictora en el modelo
tendremos dos coeficientes: uno para el intercepto y otro para la pendiente aso-
ciada a la variable predictora. Para cada para´metro tendremos un estad´ıstico t
de contraste que testa la hipo´tesis nula de que el para´metro del modelo al que
se asocia sea cero. En la u´ltima columna de esa tabla aparece la significacio´n
del para´metro. En este caso se aprecia que tanto el intercepto como el coeficiente
asociado a la variable IDH son diferentes de cero. Como consecuencia, la ecuacio´n
de la recta estimada que predice la satisfaccio´n con la vida en funcio´n del ı´ndice
de desarrollo humano quedar´ıa de la siguiente forma
ŜWL = 112, 522 + 134, 436× IDH.
En la l´ınea 16 aparecen dos versiones del estad´ıstico R2 que se utilizan para
evaluar la bondad de ajuste global del modelo de regresio´n lineal mientras que
en la l´ınea 17 aparece el estad´ıstico F de Snedecor que testa la hipo´tesis nula de
que el modelo que contiene la variable predictora IDH predice mejor a la variable
SWL que usar la media de e´sta u´ltima variable para hacer las predicciones. Si
tuvie´semos que hacer una descripcio´n verbal del modelo generado podr´ıamos decir
que por cada unidad que aumenta el IDH la SLW aumenta en 134,436 unidades.
Por otro lado, cuando el IDH es cero la satisfaccio´n con la vida tiene un valor de
112,522 puntos.
Una vez que hemos estimado un modelo podemos, como hicimos con el caso del
ana´lisis de la varianza unifactorial, realizar una serie de tests diagno´sticos sobre
el modelo o, incluso, comparar diferentes modelos en su habilidad para predecir
la variable de respuesta. Consideremos ahora la posibilidad de estimar un modelo
de regresio´n lineal mu´ltiple. Sin preocuparnos ahora mismo por los supuestos
o requisitos te´cnicos necesarios (como he comentado al principio del cap´ıtulo,
recomiendo que se acceda a manuales especializados en estos temas para aclarar
estas ideas) para que el ana´lisis goce de calidad estad´ıstica (como, por ejemplo,
en lo relativo al problema de la multicolinealidad), podr´ıamos tratar de estimar
la ecuacio´n que predice la satisfaccio´n con la vida en funcio´n del IDH, del PIV
y del IPG. Si solicitamos este ana´lisis en el cuadro de dia´logo que aparece en la
Figura 8.4 obtendr´ıamos este resultado:
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1 Call:
2 lm(formula = SWL ~ IDH + IPG + PIB , data = ecopaz)
3
4 Residuals:
5 Min 1Q Median 3Q Max
6 -80.350 -18.633 5.595 20.767 61.678
7
8 Coefficients:
9 Estimate Std. Error t value Pr(>|t|)
10 (Intercept) 184.246932 23.577523 7.815 1.53e-12 ***
11 IDH 94.117991 18.577467 5.066 1.34e-06 ***
12 IPG -25.063382 7.192607 -3.485 0.000669 ***
13 PIB 0.001621 0.001644 0.986 0.325982
14 ---
15 Signif. codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
16
17 Residual standard error: 30.41 on 132 degrees of freedom
18 (38 observations deleted due to missingness)
19 Multiple R-squared: 0.3998 , Adjusted R-squared: 0.3861
20 F-statistic: 29.3 on 3 and 132 DF , p-value: 1.381e-14
Como se puede apreciar en la salida que ha generado el programa el PIB no
contribuye significativamente al modelo de regresio´n lineal mu´ltiple que servir´ıa
para predecir la satisfaccio´n con la vida (p = 0, 326) mientras que el para´metro
asociado al IPG s´ı alcanza a ser estad´ısticamente diferente de cero. En cualquier
caso, como aparece en las l´ıneas 19 y 20, el modelo sigue teniendo una bondad de
ajuste aceptable y la ecuacio´n que representa la relacio´n entre las variables ser´ıa
la siguiente
ŜWL = 184, 25 + 94, 12× IDH − 25, 06× IPG+ 0, 002× PIB.
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⊡ Ejercicios ⊡
1. Estima el modelo de regresio´n lineal que predice el Producto Interior Bruto (PIB)
de un pa´ıs en funcio´n de la satisfaccio´n con la vida que experimentan sus ciudadanos
(SWL). ¿Que´ conclusiones extraes?
2. Estima el modelo de regresio´n lineal que predice el PIB en funcio´n del IPG, del
IDH y del SWL. Escribe la ecuacio´n de la recta y reflexiona sobre los resultados
que obtienes.
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Creacio´n y manipulacio´n de gra´ficas
Para muchas personas, como es mi caso, uno de los mayores atractivos que presen-
ta se concreta en las opciones y potencialidades gra´ficas que ofrece. Aunque
enfrentarse a la creacio´n de gra´ficos con puede atemorizarnos en un primer
momento por las l´ıneas de co´digo que tenemos que manejar, lo cierto es que los
resultados que se pueden conseguir son tremendamente llamativos y espectacula-
res.
La gestio´n y creacio´n de gra´ficos con es un mundo. Existen multitud de
posibilidades y opciones que se pueden personalizar en los gra´ficos que generamos
con este software. Es ma´s, podemos generar nuestros propios tipos de gra´ficos
personalizados. Por ello, aqu´ı so´lo se dedicara´n unas pocas pa´ginas a describir
ligeramente algunas de las caracter´ısticas generales sobre la creacio´n de gra´ficos
con y Rcmdr para que el lector interesado pueda continuar avanzando en su auto-
aprendizaje sobre este tema. Recomiendo encarecidamente que se acceda a la
introduccio´n a que se puede encontrar en Venables et al. (2011) donde aparece
una seccio´n dedicada espec´ıficamente a la creacio´n y gestio´n de gra´ficos.
Hay un par de cosas interesantes que creo conveniente comentar cuando tra-
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tamos el tema de la generacio´n de gra´ficos con . En primer lugar, hay que
destacar que cuando creamos un gra´fico con o Rcmdr se abre una nueva ventana
donde se proyectara´n los gra´ficos que vayamos generando. Este visor gra´fico tiene
un nuevo menu´ (Figura 9.1) desde donde se puede guardar el gra´fico en diferentes
formatos o modificar sus dimensiones.
Figura 9.1: Menu´ del visor gra´fico en R.
Por otro lado, es conveniente tener en mente que existen tres tipos de co-
mandos que pueden ser utilizados para producir los gra´ficos en . En primer
lugar, los comandos de alto nivel son aquellos que crean un gra´fico totalmente
nuevo sobre el visor de gra´ficos. Por su parte, los comandos de bajo nivel an˜aden
informacio´n a los gra´ficos previamente creados mientras que los comandos de in-
teraccio´n sirven para an˜adir o extraer informacio´n interactivamente del gra´fico
que esta´ proyectado sobre el visor. En este cap´ıtulo se introducira´n brevemente al-
gunos de estos tipos de comandos y se comentara´n algunas de las funcionalidades
que proporciona Rcmdr para generar gra´ficos.
9.1. Comandos de alto nivel
Los comandos de alto nivel, como se ha comentado anteriormente, generan un
gra´fico totalmente nuevo y reemplazan (si es que tenemos alguno) el gra´fico exis-
tente en el visor de gra´ficos.
Un ejemplo de comando de alto nivel es la funcio´n plot() que se comporta
de manera diferente dependiendo del tipo de vectores o variables que contenga
como argumentos. Por ejemplo, si los argumentos de la funcio´n son dos vectores
nume´ricos se genera un gra´fico de dispersio´n de las variables. Por ejemplo, la
sintaxis:
1 x <- -100:100
2 y <- x^2
3 plot(x,y)
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generara´ un gra´fico de dispersio´n donde se representa la funcio´n y = x2. No
obstante, si introducimos una variable tipo factor como argumento de la funcio´n
se creara´ un gra´fico de barras. Por ejemplo, imagina que estamos haciendo un
seguimiento de los errores que comente un nin˜o al escribir las letras A, V y R. Si
creamos un vector (l´ınea 1 del co´digo que aparece ma´s abajo) donde cada letra
significa que el nin˜o ha cometido un error de escritura podemos crear un gra´fico
de barras utilizando la funcio´n plot()1 de esta manera:
1 letras <- c("R","V","V","V","V","V","V","V","V","R","R","R","R","A","A","A")
2 f <- as.factor(letras)
3 plot(f)
Otro ejemplo ba´sico de comando de alto nivel es la funcio´n hist(). Esta
funcio´n crea un histograma de la variable que tiene como argumento. Por ejemplo,
la siguiente sintaxis genera un objeto (l´ınea 1) que es un vector de 1000 valores
aleatorios que siguen una distribucio´n normal (con media 0 y desviacio´n t´ıpica 1)
y luego genera un histograma con ese vector
1 x <- rnorm (1000)
2 hist(x)
La funcio´n boxplot(), por su parte, genera un diagrama de caja sobre la
variable que toma como argumento. Si ejecutas esta funcio´n sobre el objeto x que
hemos creado en la funcio´n anterior obtendra´s un gra´fico similar al que aparece
en la Figura 9.22.
Una caracter´ıstica interesante de la funcio´n plot() es que si el primero de
los argumentos es una variable de tipo factor se creara´n diagramas de caja por
cada nivel del factor. Por ejemplo, si ejecutamos la siguiente sintaxis que carga el
conjunto de datos iris (l´ınea 1) que esta´ contenido en , generaremos un gra´fico
de caja por cada tipo de flor (setosa, versicolor y virg´ınica) para la longitud del
se´palo:
1 data(iris)
2 attach(iris)
3 plot(Species ,Sepal.Length)
1La funcio´n barplot() tambie´n genera un gra´fico de barras pero a partir de vectores nume´ri-
cos que indican la altura de las barras.
2No sera´ exactamente el mismo dado que el vector de nu´meros aleatorios no sera´ diferente
en ambos casos pero, a grandes rasgos, sera´ muy parecido.
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Figura 9.2: Ejemplo de diagrama de caja en R.
Los comandos de alto nivel pueden ser modificados an˜adiendo diferentes para´me-
tros que controlan las propiedades de cada tipo de gra´fico. Por ejemplo, la siguien-
te funcio´n modifica el gra´fico que hemos generado anteriormente de la funcio´n
y = x2 sustituyendo los puntos por una l´ınea:
1 x <- -100:100
2 y <- x^2
3 plot(x,y,type="l")
Los para´metros gra´ficos que controlan los t´ıtulos de los ejes de coordenadas x e
y son xlab e ylab respectivamente. Tambie´n podemos cambiar el t´ıtulo principal
con el para´metro main y podemos personalizar el color de fondo con el para´metro
bg. Por ejemplo, a continuacio´n aparece una sintaxis donde se obtiene un his-
tograma como el que se ha generado previamente, pero con algunos para´metros
que personalizan la apariencia del gra´fico. Los para´metros esta´n comentados para
aclarar el aspecto del gra´fico que controlan:
1 x <- rnorm (1000)
2 hist(x,
3 main= "Histograma personalizado ", # Tı´tulo principal
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4 xlab="Variable aleatoria normal (n=1000)", # Tı´tulo del eje x
5 ylab="Frecuencia", # Tı´tulo del eje y
6 col="blue", # Color de las barras
7 border ="green" # Color del borde de las barras
8 )
Cada comando gra´fico de alto nivel tendra´ para´metros propios aunque algunos
son comunes a muchos de ellos. Se recomienda acceder a la documentacio´n es-
pec´ıfica de cada funcio´n para controlar el aspecto que queremos dar a los gra´ficos
que se quieran generar.
9.2. Comandos de bajo nivel
En numerosas ocasiones los gra´ficos que se generan con los comandos de alto nivel
no satisfacen nuestras necesidades, incluso aunque hayamos modificado para´me-
tros de la funcio´n gra´fica. Por ello, proporciona funciones que permiten an˜adir
elementos a nuestros gra´ficos con el objetivo de que los personalicemos a nuestro
antojo.
Por ejemplo, podemos an˜adir textos, s´ımbolos o l´ıneas a los gra´ficos que ge-
neramos. En el co´digo que aparece a continuacio´n se crea un gra´fico donde se
representa la funcio´n y = 1
x
y donde se an˜aden ciertos elementos que aparecen
comentados:
1 x <- -100:100
2 y <- 1/x
3 plot(x,y,type="l")
4 points (50,1) # A~nade un punto en la coordenada (50,1)
5 legend (-80,0.75, legend="Funcio´n y = 1/x") # A~nade una leyenda donde se
especifica la funcio´n representada en la coordenada (-80,0,75)
6 title(main="Gra´fico de Ejemplo", sub="Funcio´n matema´tica") # A~nade un tı´tulo y
un subtı´tulo al gra´fico
7 abline (0 ,0.005) # A~nade una lı´nea con intercepto 0 y con pendiente 0,005
9.3. Personalizacio´n de para´metros gra´ficos
Por lo general, nuestras necesidades o nuestras preferencias este´ticas hacen que
los gra´ficos que han sido generados por defecto con tengan que ser modificados
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para hacerlos ma´s ajustados a nuestros deseos. La personalizacio´n de los gra´ficos
se realiza utilizando lo que denominamos como para´metros gra´ficos. permite la
manipulacio´n de un gran nu´mero de para´metros que permitan ajustar la figura
del visor gra´fico a nuestras necesidades. Para´metros como el estilo de las l´ıneas,
el color, el tipo de letra o la justificacio´n de los textos son caracter´ısticas que
pueden ser manipuladas en cada gra´fico. Cuando creamos un gra´fico, nos apa-
recera´ en el visor de gra´ficos con unas caracter´ısticas por defecto que se pueden
cambiar temporalmente (afectando so´lo al gra´fico concreto que hemos generado)
o permanentemente (afectando a todos los gra´ficos que creemos en una sesio´n
determinada).
La funcio´n par() se utiliza para introducir cambios permanentes en los gra´fi-
cos que mandamos al visor gra´fico. As´ı, si queremos generar gra´ficos que tengan
un aspecto similar podemos utilizar esta funcio´n que nos garantizara´ que todos los
gra´ficos generados sera´n similares. Por ejemplo, si utilizamos la siguiente sintaxis
(demasiado esperpe´ntica, por cierto) podremos obligar a que todos los gra´ficos
generados tengan las propiedades que definen los siguientes para´metros:
1 par(bg="violet", # Define el color de fondo del gra´fico
2 col.lab="red", # Define el color de las etiquetas de los ejes
3 font.axis=6, # Define el tipo de letra de los ejes
4 font.main=3, # Define el tipo de letra del tı´tulo principal
5 col.main="yellow",# Define el color del tı´tulo principal
6 font.lab =11) # Define el tipo de letra de las etiquetas de los ejes
Puedes probar estos para´metros, variando sus valores si te apetece, para ver
co´mo afectan al gra´fico. Tambie´n puedes probar con diferentes tipos de gra´ficos
dado que dependiendo del gra´fico que generes tendra´s uno u otro resultado.
9.4. Facilidades que proporciona R Commander
R
cmdr permite generar gra´ficos a trave´s del uso de cuadros de dia´logo que facilitan su
creacio´n. Una vez generados, se pueden modificar sus para´metros o an˜adir ma´s a
la sintaxis que crea el programa.
Todos los tipos de gra´ficos que podemos generar con Rcmdr los encontramos en el
menu´ Gra´ficas (aunque tambie´n se pueden generar, por ejemplo, gra´ficos ba´sicos
de diagno´stico de la bondad de ajuste de los modelos desde el menu´ Modelos).
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As´ı, desde este menu´, podemos generar gra´ficos de series temporales, histogramas,
de sectores, de barras, de medias, de caja, de dispersio´n o gra´ficos tridimensio-
nales que podemos rotar e inspeccionar desde diferentes perspectivas. Para cada
tipo de gra´fico tendremos un cuadro de dia´logo en el que podremos definir sus
caracter´ısticas.
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