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Abstract 
 
The purpose of this study is to analyze fluid flow in fractured reservoirs. In most petroleum reservoirs, particularly 
carbonate reservoirs and some tight sands, natural fractures play a critical role in controlling fluid flow and hence production. 
Uncertainties involved in the understanding of fracture architecture and properties often propagate in the construction of reservoir 
flow models. The state-of-the-art reservoir simulation packages used widely in the oil industry often do not take into account the 
complex random geometry of real fracture systems that can vary from one grid-block to another, and sometimes even within a single 
grid-block.  The reason for this is two-fold: there exists no technology as yet to image the micro-fractures in-situ, and most of the 
reservoir modeling software does not use micro-scale flow equations to model the change of flow variables. Fractures are highly 
conductive channels for flow among all types of porous-permeable media,  Flow through them can vary widely depending on different 
fracture properties, such as fracture apertures, densities, asperities, etc.  
The objective of this study is to understand fluid flow in fractures using a finite difference approach, and to analyze the 
effects of fracture properties on flow mainly through visualization. Contrary to the conventional macro-scale modeling approach, 
micro-scale simulation is carried out. The ultimate goal is to incorporate this information into reservoir scale modeling schemes. 
 
 
1 Introduction 
 
The flow of fluids through fractures in rocks is a process that has importance for many areas of the 
geosciences, ranging from ground-water hydrology to oil. Research on fluid flow in fractures and in 
fractured porous media has a history that spans nearly four decades. This research has focused on four 
principal aspects of fracture flow: 1) development of conceptual models, 2) development of analytical and 
numerical solution schemes, 3) description of fracture hydraulic characteristics in static and deforming 
media, and 4) development of stochastic techniques to describe fracture flow and hydro-geologic parameter 
distributions. Bear et al. (1993) reviewed the research on fracture flow phenomena extensively. The thrust 
of our study is to develop a numerical model based on the basic physics of fluid flow in the earth, and to 
implement it to simulate fracture flow and analyze different flow properties under varying fracture 
characteristics.  
Several conceptual models have been developed for describing fluid flow in fractured porous 
media. Fundamentally, each method can be distinguished on the basis of the storage and flow capabilities 
of the porous medium and the fracture. The storage characteristics are associated with porosity, and the 
flow characteristics are associated with permeability. Four conceptual models have dominated the research: 
1) explicit discrete fracture, 2) dual continuum, 3) discrete fracture network, and 4) single equivalent 
continuum. In addition, multiple-interacting continua and multi-porosity/multi-permeability conceptual 
models (Sahimi, 1995) have recently been introduced in the literature. Further distinctions can be drawn on 
the basis of the spatial and temporal scales of integration, or averaging, of the flow regime. Bear and 
Berkowitz (1987) describe four scales of concern in fracture flow: 1) the very near field, where flow occurs 
in a single fracture and porous medium exchange is possible; 2) the near field, where flow occurs in a 
fractured porous medium and each fracture is described in detail; 3) the far field, where flow occurs in two 
overlapping continua with mass exchanged through coupling parameters; and 4) the very far field, where 
fracture flow occurs, on average, in an equivalent porous medium.  
Our study can be related to the near field flow – assuming that the details of the flow path are known from 
some type of images of the fractures. Developments in laboratory imaging of core samples (David, 1993; 
Fredrich, 1993; Fredrich et al., 1995; Lindquist et al., 1996; Doughty and Tomutsa, 1997) provides us with 
useful means of obtaining sufficient details of the flow paths of reservoir rock samples in order to model 
the flow in a single fracture at a pore (micro) scale.   
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1.1 Explicit Discrete Fracture Formulation 
 
Several investigators have published numerical models incorporating explicit discrete representations of 
fractures. Like Travis (1984), most of the models incorporate fractures explicitly, but these models are 
restricted to fractures with vertical or horizontal orientation. The advantage of explicit discrete-fracture 
models is that they allow for explicit representation of fluid potential gradients and fluxes between fractures 
and porous media with minimal non-physical parameterization. But the fact that fractures may be very 
tortuous and may have significant impacts on the characterization of flow is often unaccounted for in these 
models. The numerical model developed in our study is an attempt to allow analysis of flow through 
fractures of any arbitrary orientation and shape. 
 
1.2 Dual-Continuum Formulation 
 
Dual-continuum approaches were introduced by Barenblatt et al. (1960) and later extended by Warren and 
Root (1963). Dual-continuum models are based on an idealized flow medium consisting of a primary 
porosity created by deposition and lithification and a secondary porosity created by fracturing, jointing, or 
dissolution. The basis of these models is the observation that unfractured rock masses account for much of 
the porosity (storage) of the medium, but little of the permeability (flow). Conversely, fractures may have 
negligible storage, but high permeability. The porous medium and the fractures are envisioned as two 
separate but overlapping continua. Fluid mass transfer between porous media and fractures occur at the 
fracture-porous medium interface. In some numerical approaches, the mass transfer is lumped at the nodes 
common to the fracture and porous medium grids. The transfer occurs according to a fluid-potential-
dependent coupling parameter. This approach averages, or “smears,” the transient response between 
fracture and porous medium. 
 
1.3 Discrete Fracture Network 
 
Discrete fracture network (DFN) models describe a class of dual-continuum models in which the porous 
medium is not represented. Instead, all flow is restricted to the fractures. This idealization reduces 
computational resource requirements. Fracture “legs” are often represented as lines or planes in two or 
three dimensions.  
Our approach in this study is different from that of the dual-continuum formulations, but 
conceptually similar to discrete fracture network models. In our study, we treat fracture like a continuous 
porous media without any granular material embedded in it. Unlike the dual-continuum formulations, our 
study allows flow only through fractures, which are surrounded by an impermeable, non-porous rock 
matrix. 
 
1.4 Statistical Models for Fractures 
 
In a series of papers, M. Oda and coworkers presented a statistical approach to describing and modeling the 
elastic deformation and fluid flow properties of fractured rocks (Oda, 1982; Oda, 1985; Oda et al., 1987). 
The tensors for each physical property are derived by taking a volume average of the expected effect of 
each fracture in the population. The volume average contains functions of the fracture orientation, length, 
and aperture in such a way that long fracture or wide fractures contribute relatively more than their smaller 
cousins.  
Oda (1982) envisioned that a general geometric property of cracked rock, termed the fabric, 
determines many mechanical properties of geological materials. He developed a mathematical description, 
a fabric tensor, which considers the following elements of crack geometry: 1) position and density of 
cracks; 2) shape and dimension of cracks, and 3) orientation of rocks. One of the primary simplifying 
assumptions in the derivation of the fabric tensor concerns the relative position of fractures. Fractures are 
assumed to have a random position in the network, and all fractures are distributed uniformly throughout 
the network, as is often described by a Poisson point process. For example, the exact position of any one 
fracture with respect to any other is not taken into account. Only the length, orientation, aperture, and 
stiffness of each fracture are retained in the calculation. Thus, highly conductive clusters of fractures will 
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not affect the Oda analysis but may in reality have significant effects on fluid flow. In Oda’s model, 
fractures in the network can be arranged in an infinite number of different ways and still have the same 
mechanical and fluid flow properties. In our study, we emphasize building a simulation tool that can help 
us understand the fluid properties of different statistical models of fractures that can be constructed.  
Oda (1985) developed a tensor model for the fluid permeability of fractured rock. An assumption 
required for fluid flow in his derivation requires that the fractures be comprised of smooth parallel plates 
with a constant separation, or aperture h.  In that case, fluid flow is described by the parallel plate model, 
where the volumetric flow rate is proportional to the aperture raised to the third power (h3). A small 
variation in aperture results in large variations in fluid permeability (Brown and Bruhn, 1998). 
The parallel plate model for fluid flow can only be considered a qualitative description of flow 
through real fractures. Real fracture surfaces are not smooth parallel plates but are rough and contact each 
other at discrete points. Fluid will take a tortuous path when moving through a real fracture; thus deviations 
from the parallel plate model are expected. This is our goal in this study – to simulate fluid flow and 
visualize its motion affected by tortuousity and varying geometry.  It is worth noting that further empirical 
studies showed a relationship between aspects of the crack tensor and the anisotropy of acoustic wave 
velocities in laboratory specimens (Oda et al., 1986). This result suggests the potential to develop an 
inverse method to derive important aspects of fracture geometry from geophysical methods. Hence the 
importance and future prospect of a simulation tool that would handle the details and complexities of a real 
fracture and model the flow of reservoir fluids through it is not trivial. 
Conventional reservoir flow simulation has its roots in the macroscopic description of fluid flow 
through Darcy’s equation. The mathematical fundamentals of reservoir simulators are based on the 
substitution of Darcy’s equation into the mass balance equation for a system and obtaining expressions for 
pressure in discrete grid-blocks within that system. The pressure equations contain some terms that are 
related to the rock and fluid properties. One of the most important, and probably the most uncertain among 
all is called the transmissibility – a lumped parameter that retains information about the property of the 
porous medium, the fluid flowing through the medium, the direction of flow, and the position in space.  
Because of the tortuousity of the flow paths, the actual fluid velocity will vary from point to point 
within the rock. But the velocity used in Darcy’s equation (often referred to as Darcy velocity) is actually 
an average velocity over the core, and hence the conventional simulators are limited in scope to analyze the 
flow at the microscopic (pore) scale. Because actual velocities are difficult to measure, they are rarely used 
in reservoir-engineering calculations. However, in order to understand fluid flow in fractured media, we 
need to analyze its motion and hence have a realization of the variation of its velocity at a pore scale. 
Therefore, the equations used in our study must be different than the conventional reservoir simulation 
equations.  
Another problem with conventional reservoir simulation is how the rock permeability, to be used 
in the transmissibility term, is assigned to each grid-block. Simulators often use a-priori knowledge of the 
permeability and is rarely derived rarely from the transmission or conductive capacity of actual flow paths 
in a particular grid block. The conventional methods sometimes cannot incorporate the proper anisotropy 
information in the flow model, which results into inaccurate flow simulation. For more accurate reservoir 
simulations, and particularly for identifying high potential production zones in fractured reservoirs, a a 
conventional approach of assigning the permeability without having correlated with actual flow paths must 
be changed. Hence we need tools to visualize and improved models to analyze flow in complicated network 
of fractures to understand the pattern of flow and thus step forward towards finding more accurate ways of 
tying permeability information to reservoir simulators. Our study is devoted to this cause: understanding 
the flow and how it is affected by the geometry of the flow paths at a microscale.  
 
2 Mathematical Model 
 
The motion of a continuous medium is governed by the principle of classical mechanics and 
thermodynamics for the conservation of mass, momentum, and energy. Fluids in a reservoir, as elsewhere, 
obey these principles; their flow can be modeled with equations that balance these intrinsic physical 
properties within a region of investigation.   A brief discussion of the mathematical equations and the 
underlying assumptions that are generally used to describe the basic physics of fluid flow at a microscopic 
level in a medium is presented in the following.  
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In this study, we will assume that the fluid is incompressible and Newtonian. Among the 
petroleum reservoir fluids, gas-free oil and water can be treated as incompressible fluids under typical 
reservoir conditions. The equation of motion for a viscous, incompressible, Newtonian fluid is given by the 
Navier-Stoke’s equation: 
( ) ePt fVVV
V =−+

 •+∂
∂ 2∇∇∇ µρ    (1) 
where V and is the velocity vector and P is the pressure in the moving fluid at each point; fe is the external 
force per unit volume acting on the flowing fluid; ρ and µ are density and dynamic (or absolute) viscosity 
of the fluid, respectively; and ∇ and ∇2 are the divergence and the laplacian, operator respectively.  
Flow of oil or water in reservoirs, especially in narrow fractures, can be considered as laminar. 
Furthermore, it is reasonable to assume that the flow is sufficiently “slow” that inertial effects need not be 
considered in arriving at a solution of the equations of motion. The relative importance of inertial and 
viscous effects is determined by a dimensionless number, known as the Reynolds number, NRe, defined as: 
viscosity
sizespeeddensity fluidN     Re
××=  
In slow viscous flows, NRe is small because viscous forces arising from shearing motions of the 
fluid dominate over inertial forces associated with acceleration or deceleration of fluid particles. Hence, in 
describing the motion of fluid through fractures in reservoirs, the inertial terms, ρ(V•∇)V, can be omitted 
to give the governing equation of motion for the so-called creeping flow, known as the Stoke’s equation. In 
the absence of any body forces, the time-dependent Stoke’s equation has the following form: 
 
VV 21 ∇∇ ηρ +−=∂
∂ P
t
   (2) 
where η = µ/ρ, is the kinematic viscosity of the fluid.  
 
In the absence of any source/sink inside the system, the equation of mass balance is known as the equation 
of continuity, and for an incompressible fluid it is expressed as:  
    ∇         (3)  0 V =•
 
Equations (2) and (3) together provide a description of motion of a (single-phase) fluid through 
porous-permeable media. Single-phase flow through fractures can also be modeled by this set of equations. 
For some simple cases, such as the flow through a single fracture that can be approximated as flow through 
parallel plates, analytical solutions to the Stoke’s equation exist. However, when the fracture geometry 
deviates from the idealization, as observed in the real reservoirs, numerical solutions to these partial 
differential equations are necessary. Numerical models then need to be constructed to simulate the flow and 
solve for the pressure and velocity variations with space and time within the fracture.  
 
3 Numerical Model 
 
To solve equations (2) and (3) numerically, methods such as finite difference (Pozrikidis, 2001; Fletcher, 
1991; Hirsch, 1988; Kim and Moin, 1985; Patankar, 1980), and finite element (Peyret and Taylor, 1983; 
Thomasset, 1981; Chung, 1978) can be applied. In some recent studies, cellular automata have been used 
to obtain solutions for Navier-Stoke’s equation in porous media (Ferreol and Rothman, 1995; Frisch et al., 
1986). In our study, finite difference approximation is used. Pressure and the scalar components of velocity 
in the partial differential equations (2) and (3) can be represented in discrete forms for both space and time 
through equivalent finite difference equations. Using a forward difference scheme for time derivative, the 
discrete time finite difference representation of equations (2) and (3) is as follows: 
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where, ∆t is the time interval, and n = 0,1,2,3… is the discrete time step. It is important to note that the 
spatial discretizations of variables on the right-hand side of equation (4) and on equation (5) are evaluated 
at the n+1th time step instead of the nth time step. For a time-varying finite difference equation, spatial 
discretization of a variable at an advanced time step is known as the implicit scheme. The physical 
significance of this implicit representation of the above is such that a condition is imposed on the velocity 
to obey the continuity principle at the advanced n+1th time step, while its change over time, from the time 
step n to the step n+1, is computed from the implicit discretization of the Stoke’s equation. The fluid on its 
path will experience change in pressure due to the path geometry and the existing pressure gradient 
between the inlet and outlet, and as it moves on its velocity vectors will change depending on the pressure. 
Equation (4) allows the particles to adjust their velocities and pressure while in motion; equation (5) 
ascertains that the principle of continuity is obeyed by the particles at the end of any discrete movement.  
Flow problems that have solutions, which are independent of time and dependent on space only, 
are called steady state. In the case of incompressible fluid flow through fractures, the effect of fracture 
apertures and flow path on the motion of fluid can be better understood from the steady-state flow 
simulation. Hence, we are only interested in the steady-state solution of pressure and velocity in the flow 
regime. For the numerical formulation that we proposed, the system can be said to have reached steady 
state when the maximum change of velocity vector between two time steps drops below a very small 
number. Computationally it means to terminate the iterations when the following criteria for the maximum 
norm of velocity change is satisfied: 
ε<− ∞+ nn VV 1       (6) 
where ε is a threshold value defined depending on the desired accuracy of the solution. When this condition 
is satisfied, the left-hand side of equation (4) becomes (approximately) zero, and the steady-state Stoke’s 
equation is recovered: 
V2∇∇ µ=P           (7) 
 
Our problem requires simulation of fluid flow in rock fractures driven by an applied pressure 
gradient between the two ends. Initially when there is no fluid in the fracture, the velocity field is zero 
within the control volume. This is the initial condition of the difference equation: at n = 0, V0 = 0. The fluid 
can be thought to enter the simulation region (or control volume) through the inlet with a velocity that is 
initially unknown to us. Then as it moves further in the medium, the motion of the fluid will depend on the 
pressure gradient that it experiences. Hence, the velocity field will change spatially and with time as the 
fluid moves from one end to another. Thus we need to derive expressions for pressure and velocities that 
would model these interactions and changes. For this purpose, we start with taking the divergence of both 
sides of equation (4): 
 ( ) ( ) ( )12121 1 +++ •+−=∆ •−• nn
nn
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Substituting equation (5) into equation (8), the following is obtained: 
( )nn
t
P V•∆=
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Again, equation (4) can be re-arranged to obtain the following form: 
1121 )( +++ ∆−=∆− nnnn Ptt ∇∇ ρη VVV       (10) 
Starting with initial condition Vn = V0, an update of pressure, Pn+1, is computed from equation (9). Then 
equation (10) is used to compute the updated velocity, Vn+1. The new velocity, Vn+1 is then used as Vn for 
the next step, and updated values for pressures and velocities thereafter are computed once again from 
equations (9) and (10) respectively. Thus, iterations continue until a solution for velocities is reached for 
which the inequality condition (6) is satisfied. When inequality (6) is satisfied at the Kth (K = n+1) step, PK 
and VK give the desired steady state solution for pressure and velocity, respectively.   
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Scalar forms of equations (9) and (10) are used for computation purposes. In this study we define the 
problem and limit the solutions in 2-D. This method can be applied to 3-D problems as well. Here we use 
Cartesian coordinates x and y; and the components of velocity vector V in these two perpendicular 
directions are given by u and v,respectively (Figure 1a). For spatial discretization of the equations, we use 
staggered grids (Figure 1b), where P is defined at the center of each finite difference grid-cell, and the 
velocity components u and v are defined on the faces of each cell in a way such that they are perpendicular 
to each face. The spatial discretization spacing (∆x and ∆y) and the variable indices at the discrete steps 
used in two perpendicular directions are shown in Figure 1c.  
Using central difference approximation for spatial derivatives of both P and velocity components 
u and v, the finite difference form of equation (9) is as follows: 
( ) ( ) 









 ∆
−
+


 ∆
−
∆=∆
+−+∆
+− −+−+++++−++++−
2
2
2
2
22 2
1,
2
1,,
2
1,
2
1
2
1
1,
1
,
1
1,
2
1
,1
1
,
1
,1
y
vv
x
uu
ty
PPP
x
PPP
n
ji
n
ji
n
ji
n
jinji
n
ji
n
ji
n
ji
n
ji
n
ji ρ             (11) 
 
Further simplification and rearrangement of terms of equation (11) yields the following: 
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2ρβ are constants. 
Equation (12) is applied to each of the finite difference grids (i,j) and a system of equations is obtained 
which can be expressed in matrix notation as follows: 
dP =A …           (13) 
where P is the unknown  vector (m is the total number of grid-cell center points where the pressure 
P is defined), 
1×m
A is the coefficient matrix, and m×m d is the known vector (since the quantities on 
the right hand side of equation (12) are evaluated at the present time step n, they are known). Depending on 
the size of the grids and the available computer power, direct or iterative solution methods (Hirsch, 1988) 
can be used for solving the system given by equation (13). Commonly used direct methods are forward, 
backward substitution, and LU decomposition.  Commonly used iterative methods are Jacobi, Gauss-
Seidel, SOR, and multigrid. If iterative solutions are required, different acceleration and convergence 
techniques, e.g. Krylov-subspace methods (Kasenally, 1992; Saad, 1981) can be applied to improve the 
solution. Once P
1×m
n+1 at all the grid points are computed from equation (13), they are used in the computation 
of un+1 and vn+1 from the scalar form of equation (10). Since these variables are staggered in space, they are 
not evaluated at the same points of the grids. However, this is not a major source of error, as the finite 
difference schemes applied to the partial derivatives of all the variables are consistent and congruous with 
each other.  Moreover, a simple averaging technique can bring them all to the same point. For example, the 
following averaging can be done to compute a single velocity for an individual grid-cell: 
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The n+1th step solutions for u and v in the entire flow regime are computed from the scalar finite difference 
approximations of equation (10). The total number of u’s and v’s to solve for will not only depend on the 
discretization step size, but also on the pattern of connection of the grid-cells. One of the limitations of our 
finite difference scheme is that it has to approximate the curved boundaries of the fractures with smallest 
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possible straight line segments; the entire simulation region will be comprised of rectangular grid cells with 
the smallest possible size. On this matrix of tiny cells, if there are r number of connected cells in a row, 
then we will have r+1 number of u’s to solve for that row of connected cells.  Similarly, if a column has c 
number of connected cells, then we will have c+1 number of v’s to solve for that column of connected 
cells. Applying central difference schemes at each face of the cells separately, the finite difference 
approximation of the scalar components of equation (10) yields systems of equations similar to equation 
(13) for both u and v.  An example of how this discretization is carried out is given in the following, where 
the x-component of equation (10) is applied to a point ( ji ,
2
1+ ) on the edge of a cell where u is defined 
and the y-component of equation (10) is applied to a point (
2
1, −ji ) on the edge of a cell where v is 
defined: 
 
( )[ ] ( )1,1,1,
2
1
1
1,
2
1
1
,
2
3
1
,
2
1
1
,
2
1
1
1,
2
1 12
++
++
+
−+
+
+
+
+
+
−
+
++
−∆+−=++++−+ njin jin ji
n
ji
n
ji
n
ji
n
ji
n
ji
PPxuuuuuu µγαγαα      (16) 
 
( )[ ] ( )11,1,
2
1,
1
2
3,
1
2
1,1
1
2
1,
1
2
1,1
1
2
1,
12 +−
+
−
+
−
+
−+
+
−
+
−−
+
+
−∆+−=++++−+ njinjin ji
n
ji
n
ji
n
ji
n
ji
n
ji
PPyvvvvvv µγαγαα        (17) 
 
where, 
( )
t
x
∆
∆= ηγ
2
 is a constant. 
 
4   Boundary Conditions  
 
The flow we want to simulate is through rock fractures of any known geometry. Physically the flow is 
bounded by no-flow solid boundaries or rigid walls everywhere, except for some openings for the fluid to 
enter the system (termed as inlet) and to leave the system (termed as outlet). The (x,y) positions and 
geometry of the inlet(s) and outlet(s) have to be known, and they may be situated anywhere on the system 
boundaries. There is no additional source or sink within the system and a continuous stream of flow is 
maintained through the system so that a steady-state situation can be simulated.   
Mathematically, the following boundary conditions can be posed for our problem, as shown in 
Figure (2): 
a) u = v = 0 at the no-flow boundaries. 
b) P = Pa at inlet/outlet a. 
However, for the purpose of numerical computation with central finite difference methods, these boundary 
conditions are not enough. When the finite difference equations (12), (16), and (17) are applied to the grid 
cells that have at least one face coinciding with the physical boundary of the system, terms outside the flow 
region appear in the difference equations which do not exist physically. As discussed earlier, finite 
difference equations, as we apply to all the grid-cells in an orderly fashion in our solution method, will 
generate a system of equations similar to equation (13) for each of the variables. However, it is required 
that the coefficient matrix be square for a well-posed problem.  In order to fulfill this requirement we need 
to find additional conditions for those additional nonexistent terms so that more equations can be added to 
make the number of equations equal to the number of unknowns in the system of equations. This task is 
often accomplished by superimposing imaginary nodes outside the boundary, which is often referred to as 
reflection points or ghost-grids or image-grids (Aziz and Settari, 1979).  
 
4.1 BC at Fracture Walls 
 
The rigid walls in our problem, which prevents cross flow of fluid between the fracture and rock matrix, 
exhibit a no-slip boundary condition, a condition that requires that the fluid in contact with a container’s 
wall be at rest. These no-flow rigid walls in our 2-D problem are restricted in orientation so that they lie 
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along the boundaries of the finite-difference grid cells. A vertical wall therefore passes through the 
horizontal velocity (u) mesh points, and the u-velocities at those points vanish at all times (u = 0). In our 
staggered grid formulation, a vertical wall does not pass through vertical-velocity (v) mesh points, but the 
calculation requires the values of v at mesh points lying just outside of the wall, as explained earlier. If v is 
denoted as the vertical velocity beyond the rigid wall, then for a no-slip wall the boundary condition is 
 (Harlow and Welch, 1965). Figure 3(a) summarizes the numerical boundary conditions around a 
vertical wall. Since the vertical velocities are simply reversed across the wall ( v ) and in 
the fluid cell, it follows that the vanishing of ∇ (divergence of velocity in the imaginary cell right 
outside the wall) is accomplished only if u . 
′
0
vv −=′
v′−= =•V∇
V′•
1u+=′
Analogous boundary conditions for velocity are applied at a horizontal wall (Figure 3(b)). To 
summarize the velocity boundary conditions at no-flow boundaries it can be stated that for a no-slip wall, 
normal velocity remains the same, while tangential velocity reverses.  
Wall boundary conditions for pressure are also needed for the numerical solution of the pressure 
equation (12). While it is not necessary to calculate the changes in normal velocity for points lying on the 
wall, the boundary conditions for P must be consistent with the identical vanishing of that velocity. The 
relationship between pressures outside the wall (in imaginary grids) and in the flow region is found by 
substituting velocity boundary conditions on equations (16) and (17), which are simply the discretized 
scalar forms of the Stoke’s equation (equation 4).   
For a vertical wall (as shown in Figure 3a), the substitution on equation (16) yields the following: 
x
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where the sign is “+” for fluid to the left of the wall and “-” for fluid to the right of the wall. For a no-slip 
wall that is horizontal, pressures are related as: 
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A difficulty arises in implementing this pressure boundary condition to the numerical solution 
scheme that we devised. The starting point of our numerical solution is equation (12); in each time-step the 
velocity can be updated only after an update in pressure is computed. However, equations (18) and (19) 
require that the pressures in the ghost-grids beyond the wall are related to that in the fluid side by velocity 
of fluid at the same time instance. The way we treat the update of each variable at a time through separate 
equations makes it impossible to have a-priori knowledge of velocity at n+1th time step when we compute 
pressure at n+1th time step. To circumvent this problem and simplify our numerical computations, we first 
consider the fact that velocity in a unidirectional Stoke’s flow has an analytic solution that resembles a 
parabola.  From the parabolic velocity profile as the one shown in figure (4), it is reasonable to infer that 
the fluid particles very close to the boundary are almost stationary. Provided that our grids are sufficiently 
small, the errors generated due to an approximation of vanishing near wall velocities (u ) 
only when an expression for 
0;0 11 ≈≈ v
P′ needs to be found, would be negligibly small in a high-resolution finite 
difference scheme. Hence, at any time step K, for computational purposes, we can make use of the 
following relationship: 
1PP =′        (20) 
This is in fact a discrete form (using central difference formula) of a very well known boundary condition 
used in reservoir engineering: 0=
ds
dP
, where s is the normal to the boundary wall. In reservoir 
simulation, by specifying a pressure gradient normal to the boundary (Neumann type BC), one can 
prescribe the flux (or velocity) normal to the boundary. A special case often encountered is the no-flow 
boundary where the flux vanishes everywhere on the boundary. If flow across the boundary does not exist, 
this implies that the pressure gradient across the boundary is also zero (Ertekin et al., 2001; Aziz and 
Settari, 1979) and can be easily proved from Darcy’s equation. A volumetric reservoir with completely 
sealed outer boundaries is equivalent to a zero pressure gradient across its outer boundaries. This is exactly 
the same as in our case, where we have fluids neither entering, nor leaving the system through the solid/no-
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slip boundary walls. Hence, apart from being a source of some infinitesimal and insignificant numerical 
error, equation (20) is a valid and appropriate condition to use at the solid wall (no-flow) boundaries in our 
problem.    
 
4.2 BC at Inlet and Outlet 
 
Specifying the pressure boundary conditions at the inlet and outlet is straightforward.  Constant pressures 
are prescribed for inlets and outlets (Figure 5).  This type of boundary condition, known as Dirichlet type 
BC, occurs in reservoirs that are constantly charged by a strong water influx so that the pressure at the 
interface between the hydrocarbon reservoir and the supporting aquifer remains constant.  In our problem 
the constant pressures are maintained at the inlets and the outlets, which can be thought to remain 
connected with constant pressure reservoirs/sources/sinks. 
Assuming that we do not know the inlet and outlet flow rates from which we can stipulate the 
velocity boundary conditions at these nodes, we put some restriction as to how fluid can enter or leave the 
system.  As we faced at no-flow boundaries, inlets and outlets also require expressions for variables at 
ghost/imaginary cells, either numerical or some relation with those at the real cells in the control volume. 
We assume that the fluid enters and leaves the system, respectively, in directions normal to the inlet and 
outlet. This allows us to equate the tangential velocity components in the imaginary cell outside the control 
volume to zero. Hence, to satisfy continuity in the imaginary cell, the normal component has to remain 
unchanged within that cell, and from that we obtain suitable expressions to substitute for ghost-cell 
velocities in our difference equations at the inlets and outlets.  
 
5 Computer Model 
 
A computer program, ERLFRAC, is developed to simulate fluid flow through rock fractures by computing 
pressure and velocity at closely spaced grid-cells. The code requires a description of the flow path and it 
overlays a finite difference grid on it, regardless of the geometrical complexity of the flow path. A 
limitation in this is that it approximates the curved boundaries with linear sections; however, the higher the 
grid resolution, the finer the boundary discretization and the lesser the difference between real and 
numerical boundaries. The computer program can also accept as input binary image of core samples with 
rock matrix and pore spaces identified. The program also requires specifying the inlet and outlet locations; 
it can handle multiple inlets and outlets anywhere on the boundary. The static pressures at the inlets and 
outlets also need to be specified. The termination criteria, ε, has to be provided, and depending on the 
accuracy need, it may be changed from problem to problem. Having known all these, the program starts its 
iterations with initial V = 0 and continues until condition (6) is satisfied. Apart from computing velocity 
vectors and pressures at each iteration, the program also monitors the amount of mass flow in and out of the 
system. As we do not have any fluid injection or production interior to our system, it is imperative that 
there is no net accumulation in the system (mass in – mass out ≈ 0). Finally, the program plots out the 
steady-state solution – it shows the fluid motion in the pressure field. The velocity components in each 
direction along the fracture are also plotted out. The plots generated by the computer program serve an 
important purpose: a better understanding of flow in fractures through visualization. 
Currently ERLFRAC is capable of simulating flow in two dimensions. Although real flows are in 
three dimensions, 2-D studies are often of great importance because they are relatively simpler to model 
and are very effective in understanding and evaluating the solutions. Work is in progress to extend this 
computer program to make it a complete micro-scale 3-D flow simulation package in fractures of known 
geometry. The numerical model will conceptually remain the same, except there will be an addition of 
another velocity component and pressure gradient to the existing set of equations. Computationally, it will 
increase the efforts of bookkeeping and may significantly increase the need of computer power.   
 
6 Model Validation 
 
The computer model developed for this study is used to simulate flow through different fracture-like 
geometries in two dimensions. The program solves for velocity vectors and pressure in the flow field. As 
for fluid properties, µ = 2 cp and ρ = 0.8 g/cc are used. For all the cases studied, spatial grids ∆x = ∆y = 
1x10-4 m are used. For time discretization, ∆t for each problem is chosen separately, such that relatively 
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faster convergence to steady state can be obtained with meaningful velocity values allowing for very small 
percentage error in mass continuity. Depending on the overall accuracy of solutions required for each case 
and looking at the order of magnitudes of velocities and convergence rates in individual problems, different 
termination conditions ε are applied to different cases.  
The simplest fracture geometry that can be considered is probably a region bounded by two 
parallel plates (Figure 4). We consider a unidirectional flow between the parallel plates with known 
height/spacing (fracture aperture h constant along its length L).  We assume that both the plates are fixed 
(no-slip boundaries) and a steady flow is set up by a constant applied pressure gradient. Analytical 
solutions of Stoke’s equation (Fox and McDonald, 1998) exist for this type of set-up. The velocity in the y-
direction (v) is zero, and the velocity in the x-direction (u) is a function of an applied pressure gradient in 
the x-direction and its distance from the boundary walls: 



 

 −−−=
22
242
1 hyh
dx
dPu µ    (20) 
The velocity profile is thus parabolic (Figure 4). The flow is fastest in the center and zero on the sidewalls. 
The areal flow rate (equivalent to volumetric flow rate in 3-D) Q, and the mean velocity u in this case can 
be computed as: 
 
∫ −== h
o dx
dPhudyQ µ12
3
    (21) 
 
dx
dPhudy
h
u
h
µ12
1 2
0
−== ∫     (22) 
 
In order to test whether our numerical model can produce a solution that agrees well with the 
available analytic solution of Stoke’s equation, a test simulation is carried out on a parallel plate type 
fracture geometry. A constant pressure gradient (dP) of 10 kPa is applied over a 500x10-4 m long fracture 
that has a constant aperture of 20x10-4 m along its entire length. The visual description of the flow through 
this fracture is given in Figure (6). It is observed that the velocity component in the x-direction has a 
parabolic shape with velocity maximum at the centerline and gradually decreasing towards the boundary 
walls. For the given fracture length and aperture, an analytical solution predicts maximum u to be 50 m/s 
and our simulation computes maximum u as 49.95 m/s. The analytical and our computed values of mean u 
are 33.333 m/s and 33.433 m/s, respectively. Velocity component in the y-direction is theoretically zero in 
this case and our computation also yields that result. Analytical and computed values for Q are both 6.7x10-
2 m2/s. 
Since density is constant in our system, to check if mass is conserved in the system, or in other 
words to check if mass entering the system per unit time is equal to the mass leaving the system per unit 
time, the following condition should be satisfied: 
∑∑ = outin QQ     (23) 
 
For the simplest geometry, described as in case #1, equation (23) is exactly satisfied. However, for 
irregular geometries described later, some errors will be introduced due to different gridding at the inlets 
and outlets. The percentage error in the mass continuity in our numerical scheme can be defined as: 
 q
Q
QQ
in
outin =×−∑∑ %100    (24) 
In our subsequent simulations, we seek solutions such that q is less than 1%.  
Our simulation results for case#1 match the analytic solutions of the problem very well. Moreover, 
in our numerical scheme the maximum change in V decreases exponentially with iterations and the 
solutions are highly accurate. Hence, our numerical model is valid and we proceed to use it for simulation 
of flow in rather complicated fracture networks.  
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7 Flow Simulation: Case Studies 
 
Eight different cases, each representing a different scenario in the reservoir in terms of variation of flow 
paths, are studied for this paper. The simulation results of the cases obtained from ERLFRAC are given in 
Figures (6) through (13). The axes of the plots are scaled for the fracture lengths (500x10-4 m for cases #1 - 
#5 and 100x10-4 m for cases #6 - #8) in the x-direction and fracture apertures (20x10-4 m for all cases) in the 
y-direction. The reverse y-scales are just to facilitate the plots – the models actually follow the cartesian 
coordinate system adopted in this study (Figure 1a). All the case-specific information, and some significant 
observations, are listed in Table (1) for comparison and discussions. Also to get an idea about the 
convergence rate for each problem, additional plots are provided in Figures (14) and (15). 
The cases studied here have at least one inlet at the left-most side, and at least one outlet on the 
right-most side. To enhance the complexity of the flow, we have placed additional inlets and outlets on the 
upper and lower boundaries in cases #6, #7, and #8. For all the cases, pressure boundary conditions 1000 
KPa are used at the inlets, and 990 KPa are used at the outlets for cases #1 - #5, and 995 KPa for cases #6 - 
#8. Although for flow simulation of incompressible fluids, pressure difference ∆P is all that is required.  
However, the high order of magnitude used here is an attempt to represent real reservoir conditions. In 
Figures (6) through (13), the pressure variation and velocity variation in the fractures are represented by 
gradation of color schemes on the top and bottom panels, respectively. The arrows on the top panel in each 
plot represent the velocity vectors of fluid at discrete points in the fracture – their directions indicate the 
direction of motion of the fluid and their size indicates the relative magnitude of velocity.  
The choice of ∆x and ∆y to be used for the numerical scheme depends on the resolution of the 
solution required. The selection of these FD spatial discretization parameters is often a tradeoff between 
required resolution and available computer power. For our problems, we chose ∆x = ∆y = 1x10-4 m. We 
also ran our computer program for some cases with other choices of spatial discretization, although the 
plots are not shown on this paper. We observed that decreasing ∆x and ∆y resulted in better control of mass 
flux (lower q) in our numerical scheme, however there was no way of saying how far we needed to 
decrease the spatial grid sizes in order obtain the best or most accurate solutions for velocity and pressure. 
This particular issue needs to be studied further.  
Another important FD discretization parameter is ∆t.  A proper choice of ∆t is also important for 
the stability of the numerical scheme. To determine the best ∆t for our problems, we started with finding a 
∆t such that the following condition is satisfied: 
( )
D
xt
2
2∆≤∆      (25) 
where D is the dimension of the problem. Condition (25) is a generalized stability condition that can be 
derived by applying Von-Neumann or Fourier series stability analysis on finite-difference schemes of 
partial differential equations (Hirsch, 1988; Smith, 1978; Lax and Richtmeyer, 1956; DuFort and Frankel, 
1953). Then we reduced ∆t further and for individual problems chose an optimum value of ∆t for speed of 
convergence and guarantee of these two conditions  – 1) maximum change in velocity vectors should 
gradually decrease with iterations, and 2) q, as defined in equation (24) should be less than 1%.  
Semilog plots of how the maximum changes in computed velocity and pressure change with 
iterations in our computational scheme are provided in Figures (14) and (15). The plots for all the cases 
indicate that our computational model is quite stable, although the convergence speed to required accuracy 
varies from case to case. It was observed that the maximum absolute change in pressure that could be 
obtained was in the order of 10-13. Beyond that accuracy, a steady pressure solution was obtained meaning 
that the solution for pressure would not improve any further. When the steady pressure values were 
reached, velocity change was also observed to have ceased, except for case #1 where velocity kept on 
changing despite a steady pressure solution was obtained only after five iterations. Numerically, the 
recurrent velocity change is due to the tendency of the algorithm to construct the finest parabola in each of 
the tiniest parallel plate sections of the fracture. However, for practical considerations, in most of our 
problems we terminated the computations after a reasonable accuracy in the solutions were achieved 
(stipulated by choice of ε), rather than waiting till the end.  
As we observe in all the results (Figures 6 through 13), the direction and magnitude of pressure 
drop controls the direction and magnitude of the flow. Depending on the path geometry, we may have fluid 
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flowing in any direction internally.  However, the overall direction of the flow depends on the position of 
the inlets and outlets and the prevailing pressure gradient between them. Also observed is the effect of inlet 
aperture to the amount of flow. At the inlet, the amount of fluid entering and its flow velocity would be 
proportional to the fracture aperture h – the wider the opening, the higher the flow. A good illustration for 
this is case #6. The flow is the highest (both in magnitude and in the amount of fluid flux) through the 
channel that has entrance between x = 60 and x = 72 (h = 12x10-4 m) compared to the other channels. In 
terms of total mass flux through the system, flow geometry as in case #6 has the highest capacity to 
transmit fluid among all the cases studied, mainly because of this wide channel and a high pressure gradient 
in the y-direction along it, and the existence of multiple inlets on the fractured rock. Another important 
observation is the preferential flow of fluid through wider channels towards the outlet. For example, in case 
#3, fluid has the highest velocity along the center when it enters the rock, but when it encounters three 
different fracture legs as paths to flow to the outlet, it tends to move to the sides towards the wider legs. All 
the three legs have the same length and are kept at the same pressures at the outlets, but their apertures vary 
and the flow rate (or flow velocity) is proportional to the opening h. In case #3, the flow velocity is almost 
thrice in the side-legs which both have almost three times larger flow opening than the middle one. Such a 
phenomenon can be helpful in understanding production from fractured reservoirs. Case #4 reveals another 
important fact about fluid flow in fractures. Fluids tend to avoid the dead ends, irrespective of the apertures 
of the dead-end pore spaces. The reason is that the pressure gradient gets distributed in such a way that 
there is almost no pressure change in those sections of the fracture where the ends do not turn into any 
outlet. Although these dead-end sections entrap fluids, if there is a fair amount of pressure drop between the 
inlet and outlet, then fluid could even make drastic change in its course and bypass such dead-ends and 
flow towards the sections where there is a possible exit.  
If there is sudden change of aperture, the fluid readjusts its velocities according to the varying 
apertures in order to maintain the continuity in the flow. As seen in case #2, the middle section gets 
narrower and again widens up further down the stream. There are three different flow apertures along a 
continuous path, and the velocity values in these different sections reflect the effect of channel cross-
sections.  Velocity of fluid increases by the amount of decrease in flow aperture (cross-section) and vice 
versa, if the same fluid passes through regions of varying cross-sections along its path. This observation is 
also supported mathematically, as equation of continuity in fluid dynamics require = constant 
along the entire flow path.      
AV •=Q
In reservoir simulation, the transmissive property of rock, namely permeability, is expressed 
through Darcy’s equation. Although the set of equations that we use in our micro-scale study do not 
explicitly contain the term permeability, yet by analogy to Darcy’s equation an equivalent conductivity 
term can be defined for parallel plate models, which is equal to 
12
2h
.  The concept of computing 
equivalent/overall conductivity for a network of fractures with each section having geometry like that of a 
parallel plate model and all the sections in the network being connected in series or in parallel or both ,is 
very similar to the principle of computing equivalent resistance of electrical circuits. However, in this 
study, since we tend to deviate from the linear geometry of the fracture network, we do not implement the 
network models (Madden, 1976; Dullien 1992; Snow, 1969) to compute the overall conductivity of the 
rock. Unfortunately, neither could we find an appropriate method to facilitate the computation of 
permeability tensor in micro-scale. Hence, we turn to Darcy’s equation in order to analyze the relative 
conductance for the cases studied. We compute an average permeability k for the fractures as follows: 
dx
dP
ukx
µ−=      (26) 
dy
dP
vk y
µ−=      (27 
where, kx and ky are the average overall permeability in x and y direction respectively. As the position of 
inlets and outlets may not necessarily fall along a straight line,
dx
dP
 and 
dy
dP
is just an overall pressure 
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change observed between the outlet and inlet over a straight line distance between the two sides where the 
inlets and outlets are located in either direction. Hence, the magnitudes of kx and ky computed in our 
examples do not represent the actual conductivity, but can be used to analyze the relative conductance of 
the different fracture geometries studied.  
As expected for fractures, all the computed permeability values (expressed in darcy units; 1 m2 = 
1.01325x1012 d) turned to be extremely high. Although there are internal flows in both directions in most of 
the cases studied, we choose to compute and report permeability values only for those directions where 
there is actual transmission of fluid through the rock. The values obtained suggest that permeability is 
inversely proportional to the complexity of the flow path. Although the computation (equations 25 & 26) 
does not account for the path tortuousity, the computed values, when compared against the path geometries, 
clearly indicate that permeability is a strong function of the easiness of the flow through a fracture, which is 
also true intuitively. This also supports the empirical models for permeability proposed by Kozeney (1927) 
and Carman (1937).  
 
8 Conclusions 
 
We have simulated two-dimensional single-phase fluid flow for eight different fractures. The computer 
program ERLFRAC meets both computational and visualization needs of important fluid flow properties at 
micro-scale. The simple examples provide good insight into fluid flow in fractures and its dependence of 
fracture properties.  
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Figure 1. (a) Coordinate system used.  
                (b) Use of a staggered grid scheme to define variables. 
                (c) FD discretization  
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    Figure 2.  A simple flow geometry and the mathematical boundary conditions for Stoke’s flow. Red 
lines indicate no-flow boundaries. Green arrows point to the flow direction. 
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     Figure 3. Boundary conditions around (a) vertical wall, and (b) horizontal wall. The red thick line 
represents no-flow boundary and outside it are the reflection grids. 
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                Figure 4.  Parallel plate model and parabolic velocity profile.  
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Figure 5.  Boundary conditions used in FD scheme for a simple 2-D parallel plate flow.  
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Figure 6. Flow simulation for case #1. X = 0 → 500x10-4 m; Y = 0 → 20x10-4 m. 
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Figure 7. Flow simulation for case #2. X = 0 → 500x10-4 m; Y = 0 → 20x10-4 m. 
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Figure 8. Flow simulation for case #3. X = 0 → 500x10-4 m; Y = 0 → 20x10-4 m. 
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Figure 9. Flow simulation for case #4. X = 0 → 500x10-4 m; Y = 0 → 20x10-4 m. 
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Figure 10. Flow simulation for case #5. X = 0 → 500x10-4 m; Y = 0 → 20x10-4 m. 
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Figure 11. Flow simulation for case #6. X = 0 → 100x10-4 m; Y = 0 → 20x10-4 m. 
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Figure 12. Flow simulation for case #7. X = 0 → 100x10-4 m; Y = 0 → 20x10-4 m. 
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Figure 13. Flow simulation for case #8. X = 0 → 100x10-4 m; Y = 0 → 20x10-4 m. 
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Figure 14. Maximum change of variables with iterations for cases #1 - #4. Solid red line indicates 
maximum velocity change and dashed blue line represents maximum pressure change.     
 
 29
 
 
 
 
 
 
 
Figure 15. Maximum change of variables with iterations for cases #4 - #8. Solid red line indicates 
maximum velocity change and dashed blue line represents maximum pressure change.     
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Table 1: Flow simulation summary  
 
Run                     Case # 
specs 
1 2 3 4 5 6 7 8 
Max. length 
(10-4 m) 
 
500 
 
500  
 
500    
 
500 
 
500 
 
100 
 
100 
 
100 
D
im
en
si
on
s 
Max. aperture 
(10-4 m) 
 
20 
 
20 
 
20 
 
20 
 
20 
 
20 
 
20 
 
20 
∆x (10-4 m)  1 
 
1 
 
1 
 
1 
 
1 
 
1 
 
1 
 
1 
∆y (10-4 m)  1 
 
1 
 
1 
 
1 
 
1 
 
1 
 
1 
 
1 
FD
 
di
sc
re
tiz
at
io
n 
∆t (sec.)  0.01 
 
0.001 
 
0.0001 
 
0.0001 
 
0.01 
 
0.0001 
 
0.0001 
 
0.001 
Criteria, ε  
 
1x10-10 
 
5x10-6 
 
 
6x10-3 
 
1x10-7 
 
1x10-11 
 
1x10-3 
 
1x10-3 
 
1x10-11 
Total no. of 
iterations 
 
407 
 
814 
 
417 
 
1486 
 
127 
 
4875 
 
958 
 
332 
Te
rm
in
at
io
n 
Elapsed time 
(sec.) 
 
3.69x104 
 
2.45x104 
 
2.02x104 
 
1.48x104 
 
1.5x103 
 
5.64x104 
 
410.85 
 
252.24 
Min u (m/s) 
 
0.0 
 
-0.05 
 
0.0 
 
-0.0201 
 
0.0 
 
-53.7 
 
-0.3 
 
-20.14 
 
Max u (m/s)  49.95 
 
30.79 
 
6.99 
 
2.8102 
 
12.3 
 
58.25 
 
49.42 
 
28.33 
Mean u  (m/s) 
 
33.43 
 
13.593 
 
3.68 
 
1.1116 
 
8.28 
 
6.3978 
 
8.6027 
 
3.5821 
x-
co
m
po
ne
nt
   
ve
lo
ci
ty
 
 
 
Var u 
  
 
218.45 
 
50.63 
 
3.12 
 
1.0055 
 
13.37 
 
159.26 
 
86.4 
 
69.17 
 
Min v (m/s) 
 
 
0.0 
 
-5.24 
 
-2.5 
 
-1.2040 
 
-2.04 
 
-4.835 
 
-0.5 
 
-41.31 
Max v (m/s)  0.0 
 
5.24 
 
2.5 
 
0.8272 
 
2.18 
 
322.60 
 
40.49 
 
1.55 
Mean v  (m/s) 
 
0.0 
 
0 
 
0 
 
-0.0182 
 
0.07 
 
49.9795 
 
4.6405 
 
-3.9915 
y-
co
m
po
ne
nt
 v
el
oc
ity
 
 
Var v 
   
 
0.0 
 
0.15 
 
0.02 
 
0.0166 
 
0.2388 
 
7872.11 
 
103.69 
 
87.05 
ΣQin (10-4 m2/s) 
 
668.66 
 
213.93 
 
64.64 
 
8.45 
 
91.22 
 
3494.65 
 
211.51 
 
195.83 
ΣQout (10-4 m2/s) 
 
668.66 
 
212.31 
 
64.10 
 
8.41 
 
91.76 
 
3494.45 
 
212.01 
 
195.67 
M
as
s f
lo
w
 
% Error 
 
0.0 
 
0.76 
 
0.84 
 
0.47 
 
0.59 
 
0.0057 
 
0.24 
 
0.08 
kx (d) 
 
338 729.5 
 
137 731.1 
 
37 287.6 
 
11 263.3 
 
83 897.1 
 
25 930.3 
 
34 866.7 
 
 
14 518.3 
Eq
ui
va
le
nt
 D
ar
cy
 
pe
rm
ea
bi
lit
y 
ky (d) 
 
--- 
 
--- 
 
  
   
--- 
 
 
--- 
 
 
--- 
 
40 513.4 
 
3 761.6 
 
3 235.5 ↓  
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