INTRODUCTION
The subject of this paper is the existence and regularity of solutions to initial-boundary value problems in the dynamics of a viscous, heat-conducting gas. The conservation laws of mass, momentum, and energy for a one-dimensional gas with reference density pO = 1 can be written in material (Lagrangian) coordinates as u, -tl, = 0, (1. and the second law of thermodynamics is expressed by the ClausiusDuhem inequality (1.2) where U, v, G, e, q, v, and 8 denote specific volume (deformation gradient), velocity, stress, (specific) internal energy, heat flux, (specific) entropy, and temperature, respectively. We assume that the reference configuration is the unit interval [0, l] As boundary conditions we require that the ends be thermally insulated, i.e., q(O, t)=q(l, t)=O, for t 3 0, (1.4) and either a(0, t) = cT( 1, t) = 0 for t 2 0,
or u(0, t)= u(1, t)=O for t 20.
Condition (1Sa) describes the expansion of a finite mass of gas into vacuum, while (1Sb) means that the gas is confined into a fixed tube with impermeable ends. Incidentally, in Eulerian coordinates, problem (1.5a) is a free-boundary value problem.
As it is known, the constitutive equations of a real gas are fairly well approximated within moderate ranges of 0 and u by the model of an ideal gas, in which with suitable positive constants c,,, R, p, and K. However, under very high temperatures and densities, Eqs. (1.6) become inadequate, since in particular specific heat, conductivity, and viscosity vary with temperature and density. Thus a more realistic model than (1.6) would be a linearly viscous gas (or Newtonian fluid) Au, 0) cT(u, 8, u,)= -p(u, q+--0 u x satisfying Fourier's law of heat flux (1.7) (1.8) whose internal energy e and pressure p are coupled by the standard thermodynamical relation d4 0) = -P(u, 0) + ep,h 0 (1.9) to comply with (1.3) . For an exposition of such appropriate models and of the experimental evidence we refer to [ 1, 131 where it is pointed out that the state functions e, p and K usually depend on both u and 0, and, in particular, that the internal energy e grows as 8l +r with r~O.5, the conductivity K grows as By with 4.5 d q < 5.5 and viscosity 1-1 increases like Op with 0.5 <p 60.8 [ 13, p. 655; 1, p. 1921 . Power laws of similar types can be found in almost any book on physical chemistry, e.g., in [lo] . To incorporate these effects in the model, the state functions should be allowed to have a certain growth behavior, and that is why we make the following assumptions.
We assume that e, p, 4, and q are twice continuously differentiable for 0 <U < a,, 0 6 fI < co. Observe that e, U, 8, and p may only take positive values. We require that there are exponents Y E [0, 11, q 3 2 + 2r and y < 2 and positive constants v, pl, pz, p4, K~, K,, and qo, and for any g > 0 there are positive constants IV@) and p3 (g) such that for u 3_uand 8 >, 0 the following conditions hold where M is defined in (2.7). Here as in the sequel the label a (or b) indicates that a certain condition applies to problem (1.1) (1.3), (1.4), (1.5a) (or (1.1) (1.3), (1.4) (1.5b)) only. Note that for an ideal gas, r is zero. Assumption (1.1 la) requires that p be decreasing in U. This restriction is not made for confined gases, i.e., in case of boundary condition (1.5b ). An example of a gas with pressure p nonmonotonic in u is the Van der Waals gas, for which p=RO-~ u-b u2'
Let us point out that the Van der Waals gas is not covered by this paper since we do not derive the a priori estimate u > _u > b. As mentioned above, we would also like the viscosity p to display a certain growth behavior in 0. Unfortunately for purely technical reasons, which will become apparent in Section 2, we have to assume that the viscosity ~(u, 0) does not depend on 0 and is uniformly positive and bounded
or, in case of boundary condition (1.5b) even constant
This is certainly a restriction which is not physically motivated, because in general the viscosity of a gas increases with temperature. Nevertheless, since an increase of viscosity means an increase of the dissipative effect on the solution of system (1.1 ), results similar to ours ought to be expected for p depending on 8. What can we say about solutions of the problems (l.l), (1.3)-(1.5)? The balance laws (1.1) will provide us with global bounds, e.g., on the total kinetic and internal energy. As it is commonly known, this alone would not suffice to exclude the possibility of the formation of shocks or discontinuities. Therefore it is the dissipative effect of viscosity and thermal diffusion, embodied in (1.9)-( 1.15) that prevents the solution from developing singular behavior.
We will prove the existence of globally defined classical solutions to (l.l), (1.3)-( 1.5). For the ideal gas case (1.6) such a result was already established by Kazhikov [6] and Kazhikov and Shelukin [7] by an analysis which depends crucially on the special structure of (1.6). For solidlike materials there are independent investigations by Dafermos [3] and Dafermos and Hsiao [4] , and our paper is mainly based on techniques in [3, 41. We The proof of this theorem is based on the classical Leray-Schauder method and will be given in Section 3. The necessary a priori estimates are derived in Section 2. Let us point out that some of our estimates rely on the fact that the problem is of space dimension one. According to the survey articles [9, 123 the question of global solutions for arbitrary initial data in three space dimensions is open.
A PRIORI ESTIMATES
The subject of this paragraph is the proof of the following regularity result. where C depends at most on T, the parameters of the system, on upper bounds of the c-norm of the initial data uo, ub etc., and on minCo,I, uo(x).
Furthermore 0 < _u < u d ii and 0 < !3 6 8 < B depend on the quantities cited above and galso on minCo,13 e,(x).
For the proof we need a sequence of estimates in which C denotes a generic constant that depends on the quantities listed in Theorem 2.
We integrate (l.l), over Q, and use the boundary conditions (1.4), (1.5) to obtain the conservation low of total energy Ji (e(x, t) + tu'(x, 1)) dx = I,' (e(x, 0) + +oi(x)) dx = E,, OdldCO. and using (1.9), (l.l.l), (1.1.2), and (1.7) we write (1.
This is a consequence of the maximum principle [ 11, III.31 applied to (2.4), of (l.iO), (1.13) and the positivity of S,,(x).
If we multiply (2.4) by 0 -' and integrate over QT observing ( 1.4) we get
Let us remark that ve = P'e8, vl, = ps holds as a consequence of the Clausius-Duhem inequality. These relations as well as (1. is well defined from lF! + into R and monotone increasing. We want to derive bounds on the specific volume U, or equivalently on Mu. To this end we rewrite (2.3), using (2.7) as u, + P(U, W.Y = (Mu),,, (2.8) we integrate over [y, x] x [0, t] c QT and obtain -Mu(x, t) + 1; p(x, s) ds
The derivation of bounds for MU will depend on the boundary conditions and there is the following rationale behind it. A free gas (case a) is unlikely to develop regions of high density. Therefore a lower bound for u is easy to obtain, but not an upper bound. And a confined gas (case b) will probably not develop vacuous regions, which is reflected in the fact that in that case the upper bound for u is not hard to get. LEMMA 2.2a (resp. 2.2b). There exist positive numbers _u and ii depending only on T, the parameters of the system and on bounds for the initial data such that for eoery classical solution of problem (l.l), (1.3)-( 1.5a) (resp. (1.5b)).
Proof of Lemma 2.2a. We set y = 0 in (2.9). The boundary condition (1.5a) p(u, 19) = (~(u)/u) u, implies Mu(0, t) -Mu(0, 0) = jb ~(0, s) ds, so that the right-hand side of (2.9) can be bounded in terms of the initial data, using (2.1). Since p is positive (1.12) this means that Mu(x, t) 2 C and therefore, using (1.15a) u is bounded below To bound Mu from above we first derive that its spatial mean is bounded. Using (1.5a), (2.1)(2.9), (1.12) with the lower bound _u, and (2.2) we see jh4u(x,t)dx~C+j~j~p(u,e)dxds 0 <c+c ss f '(y+r dx ds 6 C. 0 0 Therefore, and because of (2.2) and Holder's inequality
(2.10)
We intend to bound the right-hand side of (2.10) from above. To this end let us take (2.8), multiply it by (Mu),~ -v and integrate it over Q, to get the identity
We observe that because of (1.5a) there exists a function b(x, t) with range in [po, p,] such that bu., = u(Mu),. Thus the first term on the right-hand side of (2.11) can be bounded by a difference, using (1. (2.14) Finally using (l.lla), (2.6) and Holder's inequality we obtain
Note that the condition q >, 2 + 2r was used both in (2.14) and (2.15), and that e2'< 0-'+ fPe2. For the remainder of this proof let us call a(t) := maxCo,,, Mu(x, t) and b(t) : = j; ((Mu), -u)' dx. Then the sequence (2.10)-(2.15) of estimates can be written as
and Gronwall's inequality implies j; b(s) ds d C j' e =(I-"'( 1 + a'(s)) ds 0 < C( 1 + E":: a'(t)), whence maxro,T, u(t), maxCO,T, b(t), and maxQ7 u(x, t) are bounded and the proof of Lemma 2.2a is complete.
Proof of Lemma 2.2b. We adapt and modify an idea of Kazhikov and Shelukin [7] to derive a lower bound for U. First we integrate (1. We set y = u(t) in (2.9) and observe that where B(x, t) consists of the x-dependent last two factors, which are bounded above and below by positive numbers depending on E. and bounds for uo. We will now show that Y(t) is bounded as well. Clearly Once we know that it is bounded below, the constants N(g) in (l.lO), (1.12), (1.13) are determined and (2.19) can be further exploited. Using (1.12), (2.6) and (2.16) we obtain ib(P(x,s)d~~~i'max(l+H1+')dF 0 CO.ll <c-l-c ii ' ' OrlO,( dx ds 0 0 < c + c log u(x, t)@.
Therefore log u is bounded above and so is u. 1
After deriving the bounds for u, we can take another look at the previous energy-and entropy+estimates and obtain the results we multiply (2.4) with < e-E and perform analogous operations and estimations as above to verify (2.27) for r = 0.
Finally using (2.27) and (2.2) we obtain For the proof we observe that because of (1.15), (2.7) and Lemma 2.2, (Mu), can be bounded by multiples of u, and vice versa. We multiply (2.3) by (Mu), -u and integrate over Q, t &: The proof of this lemma is based on an appropriate substitution trick due to Dafermos and Hsiao [2] . Observe that this argument, too, will rely on the fact that p is independent of 8.
Let us first recall that in case of boundary condition (1Sa) the momentum equation ( 1.1.1) yields j; u(x, t) dx = j' uo(x) dx for all t Z 0.
(2.39a) Observe that both (2.38a) and (2.38b) are improvements over (2.25) which are based on Lemma 2.5.
In the next few lemmas we estimate several integrals by powers of the following two numbers Y and Z, which will eventually turn out to be finite: Note that the exponent in (2.49) could be pushed down to 3/4, using (2.38a) and (2.40) or (2.38b) and (2.28), but for our proof this sharper estimate is not needed. The next term is bounded, using (1.12), (1.13), (2.28), and (2.42), as $z!. 4uX+Cj~j((l+B9+2+r)~~dxds+Cj~j'89-'od,dxdr 0 0
Q~X+C+CZ3~4+Cj~j~O'-'v4,dxds, (2.50) and to estimate the last integral, we have to distinguish between the two boundary conditions, which yielded the estimates (2.38a) and (2.38b). By (2.40) and (2.29) We differentiate (1.1.2) formally with respect to t, multiply by U, and integrate by parts, using c =0 or U, = 0 on the boundary. This can be justified in a routine manner by taking finite differences first and then passing to the limit. This completes the proof of Lemma 2.8. 1
As mentioned earlier, Z was presumed to be bounded. For the proof of this fact we look again at the differential equation ( Consequently l)lelll 1,3 < C. By the same argument we can prove a priori bounds for u., = u,, and u and hence the proof of Proposition 2 is complete.
EXISTENCE OF SOLUTIONS
In this section we prove Theorem 1. The existence of a solution to (l.l), (1.3)-( 1.5) in Q, will be established by means of the classical LeraySchauder fixed point theorem, which we recall for the readers convenience. Our exposition follows [2] but differs in the fact that the problem (l.l), (1.3)-(1.5) is homotopically connected to a problem with nonvanishing initial data. (ii) For every bounded subset V c B, the family of maps P(., x): [0, 1 ] -+ a, x E %? is uniformly equicontinuous.
(iii) There is a bounded subset 5~? of 9? such that any fixed point in B ofP(A, .), AE [0, 11, is contained in %?.
(iv) P(0, .) has precisely one fixed point in 9.
Then, P( 1, .) has at least one fixed point in B'.
In our case S? will be the Banach space of functions {u(x, t), v(x, t), (3( To be able to write down (3.1) and (3.3a) for arbitrary (e.g., negative) 11, BE C1'3v1'6(QT), we have to define p, e, rc, ,u, etc., on R2. Let us recall that in Section 2 we have shown that a smooth solution of the original system (l.l), (1.3)-(1.5) will have components u, 8 in [_u, U] x [e, 61, where the bounds depend only on the norms of the initial data and on minCo,l, z+,(x) and minCo,il 19,(x). Also note that in (3.4) minr,,,, u(x, 0) z min{ 1, minr,,il u,(x)} and min rO,,, 0(x, 0) > min{ 1, min rO,,, 13,(x)} holds uniformly with respect to 2~ [0, 11.
Anticipating the bounds for u and 19 as calculated in Section 2, we construct C2-functions Z(u, e), p(u, e), Iz(u, 0) on R* and a Cl-function ,E on R, which coincide with e, p, K, and p on {(u, B)ju d u< U, 0 < 8 < 8}, where _u, U, 8, and B are chosen uniformly with respect to 1, and which satisfy the conditions iV>Z,(u,l9)>vvO in R2, (3.5) w4 e), Ic -, Under these assumptions problem (3.1)-(3.4) will have a unique solution not only in 9? but in a better function space. This is shown in [2] for the stress free problem involving (3.3a). Let us sketch the proof in the confined case (3.3b). We visualize the second and third equation of (3.1) as linear parabolic equations for u and 8 and interpret the first equation as ordinary differential equation for u. The classical Schauder-Friedman estimates (e.g., in g. Therefore P(A, .): 98 + A? is not only well defined, but also completely continuous as required in hypothesis (i) of Theorem 3. Using the a priori estimates of Lemma 3.1 it is not hard to show that for {ii, v', 8} from any fixed bounded subset the family P(*, {ii, fY, g} ): [0, 1 ] + 98 of mappings is uniformly equicontinuous, so that assumption (ii) holds.
To verify (iii) we have to observe that any fixed point of P will initially satisfy the original system (1.1) where the assumptions (l.lO)-( 1.15) hold. Therefore u and 8 cannot escape from [_u, U] and [tj, 81 up to time T. Hence (iii) follows from Theorem 2. To check (iv) we have to distinguish between the two boundary value problems again. In the stress-free case (a) we can easily see that u(x, t) = t + 1, u(x, t) = x, and 0(x, t) = o(t) is a fixed point of P(0, .), where o(t) is the solution to the first order ordinary differential equation In the confined case (b) a fixed point of P(0, .) is given by u(x, t) = 1, u(x, t) = 0, e(x, t) = 1.
Both of these solutions are unique. The uniqueness of any fixed point of P(l, a) for AE [0, l] can be shown in a standard fashion which is outlined in [2] . It is left to show that the solution of (l.l), (1.3~(1.5) has derivatives not only in Cb,p'2 with /I = min{ a, 1) but in Pal'. This can be done by noting that v, v,, 0, 8, are in C ','/*( Q T) and by another application of Lemma 3.1.
Remark. Observe that up to Lemma 2.10 we have only used the fact that the initial data no(x), v,(x), e,(x) are in L"(0, 1)n H'(0, 1) and that u0 and 8, are strictly positive. Using those a priori estimates we can prove an analogous existence result for the problem (ll), (1.3), (1.4), (1.5), with generalized solutions under "bad" initial data. This was done for an ideal gas in [6, 71 .
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