Generalized likelihoods are commonly used to obtain consistent estimators with attractive computational and robustness properties. Formally, any generalized likelihood can be used to define a generalized posterior distribution, but an arbitrarily defined "posterior" cannot be expected to appropriately quantify uncertainty in any meaningful sense. In this article, we provide sufficient conditions under which generalized posteriors exhibit concentration, asymptotic normality (Bernstein-von Mises), an asymptotically correct Laplace approximation, and asymptotically correct frequentist coverage. We apply our results in detail to generalized posteriors for a wide array of generalized likelihoods, including pseudolikelihoods in general, the Ising model pseudolikelihood, the Gaussian Markov random field pseudolikelihood, the fully observed Boltzmann machine pseudolikelihood, the Cox proportional hazards partial likelihood, and a median-based likelihood for robust inference of location. Further, we show how our results can be used to easily establish the asymptotics of standard posteriors for exponential families and generalized linear models. We make no assumption of model correctness so that our results apply with or without misspecification.
Introduction
Many statistical estimation methods are based on maximizing a generalized likelihood function such as a pseudolikelihood, partial likelihood, or composite likelihood. Generalized likelihood functions are often advantageous in terms of computation or robustness while still having consistency guarantees, even though they do not necessarily correspond to the standard likelihood of a probabilistic model.
Formally, any generalized likelihood can be used to construct a generalized posterior proportional to the generalized likelihood times a prior. Generalized posteriors have been proposed based on a variety of generalized likelihoods, including composite likelihoods (Smith and Stephenson, 2009; Pauli et al., 2011; Ribatet et al., 2012; Friel, 2012) , restricted likelihoods (Pettitt, 1983; Doksum and Lo, 1990; Hoff, 2007; Lewis et al., 2014) , partial likelihoods (Raftery et al., 1996; Sinha et al., 2003; Kim and Kim, 2009; Ventura and Racugno, 2016) , substitution likelihoods (Lavine, 1995; Dunson and Taylor, 2005) , modular likelihoods (Liu et al., 2009; Jacob et al., 2017) , quasi-likelihoods (Ventura et al., 2010) , generalized method of moments likelihoods (Yin, 2009) , loss-based likelihoods (Jiang and Tanner, 2008; Zhang, 2006; Holmes et al., 2016) , and more. Although various theoretical guarantees have been provided for them, generalized posteriors have not yet been widely adopted, perhaps due to questions regarding their theoretical validity.
In this article, we provide new theoretical results on the asymptotic validity of generalized posteriors. We provide a range of sufficient conditions for concentration (Section 2), Bernstein-von Mises asymptotic normality and the Laplace approximation (Section 3), and asymptotic frequentist coverage of credible sets (Section 4) for generalized posteriors. For generalized posteriors derived from composite likelihoods-a large class covering essentially all the examples in this article-we informally discuss what can be expected in terms of consistency and coverage (Section 5). We show how our results can easily be applied to many standard posteriors, including i.i.d. exponential family models and (non-i.i.d.) generalized linear models for regression (Section 6). We then apply our results to generalized posteriors for an array of generalized likelihoods, including pseudolikelihoods in general, the Ising model pseudolikelihood, the Gaussian Markov random field pseudolikelihood, the fully observed Boltzmann machine pseudolikelihood, the Cox proportional hazards partial likelihood, and a median-based likelihood for robust inference of location (Section 7).
Novelty and comparison with previous work
In some sense, new Bernstein-von Mises (BvM) theorems are never surprising since they only verify what we already expect to happen if things are sufficiently nice. Thus, the utility of a BvM result is directly related to the ease and generality with which it can be applied. Unfortunately, many BvM results rely on abstract conditions that are difficult to verify in practice, particularly for non-experts. The main novelty of this article is that we provide results that are not only general, but are also relatively easy to apply in practice.
More specifically, the results in this article are novel in the following respects: (a) we provide rigorous results on generalized posteriors for non-i.i.d. data without any assumption of model correctness (in fact, in our main results, we do not even assume there is a probability model -true or assumed), (b) we provide sufficient conditions that are relatively easy to verify when they hold, and (c) we apply our results to a number of non-trivial examples, providing precise and concrete sufficient conditions for each example.
Standard BvM theorems are only applicable to standard posteriors under correctly specified i.i.d. probabilistic models (Van der Vaart, 2000; Ghosh and Ramamoorthi, 2003) . Kleijn and Van der Vaart (2012) generalize by establishing a Bernstein-von Mises theorem under misspecification, but their result still only applies to standard posteriors, and they focus almost exclusively on the i.i.d. case. In contrast, our main results in Sections 2 and 3 do not involve a probability model at all and are applicable to arbitrary distributions of the form π n (θ) ∝ exp(−nf n (θ))π(θ), where the sequence of functions f n is required to satisfy certain conditions. By treating the problem in this generality, we are able to provide results for i.i.d. and non-i.i.d. cases with or without misspecification; see the examples in Sections 6 and 7. Additionally, BvM theorems often only show that the total variation distance converges to zero in probability; in contrast, we prove it converges to zero almost surely.
For semiparametric and nonparametric models, a number of BvM results have been established (Shen, 2002; Kim and Lee, 2004; Leahu, 2011; Castillo and Nickl, 2013; Bickel and Kleijn, 2012; Castillo and Rousseau, 2013) . Here, we focus on the parametric case in which θ has fixed, finite dimension-however, if θ is a finite-dimensional functional of a semiparametric or nonparametric model, then in principle our main results could still be applied to the posterior of θ since our conditions are stated directly in terms of f n rather than in terms of a probability model.
A very general BvM result is provided by Panov and Spokoiny (2015) , who establish a finite-sample BvM theorem for non-i.i.d. semiparametric models under misspecification, allowing the dimension of the parameter to grow with the sample size. While their results are very general, their conditions are quite abstract and seem difficult to verify, particularly for non-experts.
For generalized posteriors, much of the previous work on asymptotic normality tends to rely on unspecified regularity conditions or only establishes weak convergence, that is, convergence in distribution (Doksum and Lo, 1990; Lazar, 2003; Greco et al., 2008; Pauli et al., 2011; Ribatet et al., 2012; Ventura and Racugno, 2016) . In contrast, we show convergence in total variation distance and we provide rigorous results with all assumptions explicitly stated. Further, the usual regularity conditions in previous work include an assumption of concentration (Bernardo and Smith, 2000) ; in contrast, we prove concentration.
In general, we make no assumption of model correctness. However, to ensure that a generalized posterior is doing something reasonable, it is desirable to have a guarantee of consistency-that is, concentration at the true parameter-if the assumed model is correct or at least partially correct. To this end, in Section 5 we show that for any composite likelihood derived from a correct model, the resulting generalized posterior concentrates at the true parameter under fairly general conditions. Since many generalized likelihoods can be viewed as composite likelihoods, this establishes consistency in a wide range of cases. On the other hand, it is well-known that-except in special circumstances-the asymptotic frequentist coverage of composite likelihood-based posteriors is typically incorrect unless an adjustment is made (Pauli et al., 2011; Ribatet et al., 2012) ; see Section 5 for more details.
For each main result in Sections 2 and 3, we provide a range of alternative sufficient conditions, from more abstract to more concrete. The more abstract versions are more generally applicable, whereas the more concrete versions have conditions that are easier to verify when applicable. For instance, Theorem 3.1 is an abstract BvM theorem involving a quadratic representation condition; meanwhile, Theorem 3.2 is a more concrete BvM theorem involving conditions on derivatives that are roughly analogous to the conditions in classical BvM theorems (Ghosh and Ramamoorthi, 2003, Theorem 1.4.2) . We also provide versions of the theorems based on convexity of f n (see Theorems 2.3(3) and 3.2(2)), which is usually easy to verify when it applies and simplifies the other required conditions; this is very roughly analogous to convexity-based results on asymptotic normality of estimators (Hjort and Pollard, 1993) .
Posterior concentration
Theorem 2.2 is a general concentration result for generalized posteriors Π n on a measurable space (Θ, A). The basic structure of the proof of Theorem 2.2 follows that of Schwartz's theorem (Schwartz, 1965; Ghosh and Ramamoorthi, 2003) . Although Theorem 2.2 is useful for theoretical purposes, in practice, one typically needs to establish concentration on neighborhoods in a relevant topology on Θ. To this end, Theorem 2.3 provides a range of sufficient conditions for concentration on metric space neighborhoods of a point θ 0 ∈ Θ.
Condition 2.1. Let f n : Θ → R for n ∈ N be a sequence of functions on a probability space (Θ, A, Π). For all n, assume z n < ∞ where z n = Θ exp(−nf n (θ))Π(dθ), and define the probability measure
Throughout, all arbitrarily defined functions and sets are assumed to be measurable, and we denote N = {1, 2, . . .}. Here, exp(−nf n (θ)) is interpreted as the "likelihood", possibly in some generalized sense, Π is the "prior", and Π n is the "posterior".
Theorem 2.2. Assume Condition 2.1. If θ 0 ∈ Θ and there exists f : Θ → R such that
See Section S1 for the proof. When Θ is a metric space, the collection of functions (f n ) is said to be equicontinuous if for any ε > 0 there exists δ > 0 such that for all n ∈ N, θ, θ
, and f ′′ (θ 0 ) exists and is positive definite.
Further, 2 ⇒1 and 3 ⇒1 under the assumptions of the theorem.
See Section S1 for the proof. Note that if Θ is compact, then case 2 with K = Θ simplifies to (f n ) being equicontinuous and f (θ) > f (θ 0 ) for all θ ∈ Θ \ {θ 0 }. This can be used to prove consistency results based on classical Wald-type conditions such as in Ghosh and Ramamoorthi (2003) 1.3.4. 3 Asymptotic normality and Laplace approximation Theorem 3.1 establishes general sufficient conditions under which a generalized posterior exhibits asymptotic normality and an asymptotically correct Laplace approximation, along with concentration at θ 0 . As in Section 2, π(θ) can be interpreted as the prior density and π n (θ) ∝ exp(−nf n (θ))π(θ) can be thought of as the "posterior" density. The points θ n can be viewed as maximum generalized likelihood estimates. The proof of Theorem 3.1 is concise, but some of the conditions of the theorem are a bit abstract. Thus, we also provide Theorem 3.2 to give more concrete sufficient conditions which, when satisfied, are usually easier to verify. Theorem 3.2 is the main result used in the examples in the rest of the paper.
Unlike previous work on BvM, the results in this section only involve conditions on f n and π, and do not involve any assumptions at all regarding the data; indeed, the results in this section and Section 2 do not even require that there be any data. We also highlight two supporting results that are employed in the proof of Theorem 3.2. Theorem 3.3 provides concrete sufficient conditions under which the quadratic representation (condition 1) in Theorem 3.1 holds. Theorem 3.4 is a purely analytic result on uniform convergence of f n , f ′ n , and f ′′ n , which we believe is interesting in its own right. Given x 0 ∈ R D and r > 0, we write B r (x 0 ) to denote the open ball of radius r at x 0 , that is, B r (x 0 ) = {x ∈ R D : |x − x 0 | < r}. We use | · | to denote the Euclidean norm. Given positive sequences (a n ) and (b n ), we write a n ∼ b n to denote that a n /b n → 1 as n → ∞. We write N (x | µ, C) to denote the normal density with mean µ and covariance matrix C.
Theorem 3.1. Let θ 0 ∈ R D and let π : R D → R be a probability density with respect to Lebesgue measure such that π is continuous at θ 0 and π(θ 0 ) > 0. Let f n : R D → R for n ∈ N and assume:
1. f n can be represented as
where θ n ∈ R D such that θ n → θ 0 , H n ∈ R D×D symmetric such that H n → H 0 for some positive definite H 0 , and r n : R D → R has the following property: there exist ε 0 , c 0 > 0 such that for all n sufficiently large, for all x ∈ B ε 0 (0), we have |r n (x)| ≤ c 0 |x| 3 ; and
that is, π n concentrates at θ 0 ,
as n → ∞ (Laplace approximation), and letting q n be the density of
that is, q n converges to N (0, H
See Section S2 for the proof. Throughout, we use the Euclidean-Frobenius norms on
1/2 , and T = ( i,j,k T 2 ijk ) 1/2 . Convergence and boundedness for vectors, matrices, and tensors is defined with respect to these norms. A collection of functions h n : E → F , where F is a normed space, is uniformly bounded if the set { h n (x) : x ∈ E, n ∈ N} is bounded, and is pointwise bounded if { h n (x) : n ∈ N} is bounded for each x ∈ E. Let f ′′′ (θ) denote the tensor of third derivatives, that is, f ′′′ (θ) = (
, convex, and bounded. Let θ 0 ∈ E and let π : Θ → R be a probability density with respect to Lebesgue measure such that π is continuous at θ 0 and π(θ 0 ) > 0. Let f n : Θ → R have continuous third derivatives on E. Suppose f n → f pointwise for some f : Θ → R, f ′′ (θ 0 ) is positive definite, and (f ′′′ n ) is uniformly bounded on E. If either of the following two conditions is satisfied: See Section S2 for the proof. The following is used in the proof of Theorem 3.2.
D be open and convex, and let θ 0 ∈ E. Let f n : E → R have continuous third derivatives, and assume:
1. there exist θ n ∈ E such that θ n → θ 0 and f ′ n (θ n ) = 0 for all n sufficiently large, 2. f ′′ n (θ 0 ) → H 0 as n → ∞ for some positive definite H 0 , and
Then, letting H n = f ′′ n (θ n ), condition 1 of Theorem 3.1 is satisfied for all n sufficiently large.
See Section S2 for the proof. The main tool used in the proof of Theorem 3.2 is the following result, which provides somewhat more than we require. A collection of functions h n : E → F , where E and F are subsets of normed spaces, is equi-Lipschitz if there exists c > 0 such that for all n ∈ N, x, y ∈ E, we have h n (x) − h n (y) ≤ c x − y . 
Note that if f n → f pointwise then (f n ) is pointwise bounded; thus, if f n → f pointwise then we also get the equi-Lipschitz and uniform bounded result. See Section S3 for the proof.
Coverage
For a generalized posterior to provide useful quantification of uncertainty, it is important that it be well-calibrated in terms of frequentist coverage. Ideally, we would like Π n to have correct frequentist coverage in the sense that posterior credible sets of probability α have frequentist coverage α. Obviously, an arbitrarily chosen generalized posterior cannot be expected to have correct coverage. Thus, in Theorem 4.1, we provide simple sufficient conditions under which a generalized posterior has correct frequentist coverage, asymptotically.
To interpret Theorem 4.1, we think of θ n as a maximum generalized likelihood estimate, θ 0 as the "true" parameter we want to cover, Π n as the generalized posterior distribution, S n as a credible set of asymptotic probability α, Q n as a centered and scaled version of Π n , and R n as a centered and scaled version of S n . Roughly, the theorem says that if Q n converges in total variation to the asymptotic distribution of − √ n(θ n − θ 0 ), and R n converges pointwise, then asymptotically, S n contains the true parameter 100α percent of the time. In other words, if the conditions of the theorem hold, then asymptotically, Π n has correct frequentist coverage in the sense that posterior credible sets of probability α have frequentist coverage α. Typically, when things work out nicely, θ n is √ n-consistent and asymptotically normal and a BvM result holds for Π n , in which case the result says that Π n has correct coverage asymptotically if the covariance matrices of these two normal distributions are equal. In other words, if
1 ) and Q n → N (0, C 2 ) in total variation distance, then Π n has correct asymptotic frequentist coverage if C 1 = C 2 and the other conditions hold. In this case, the only other condition is that R n converges to a set R with finite nonzero Lebesgue measure, because it is guaranteed that Q(∂R) = 0. (Note that if X ∼ N (0, C 1 ) then −X ∼ N (0, C 1 ) also.) This result is precisely what one would expect; thus, the purpose of the theorem is to make this rigorous under easy-to-verify conditions.
We give R D the Euclidean topology and the resulting Borel sigma-algebra, B, and we use m(·) to denote Lebesgue measure on R D . We write ∂R to denote the boundary of a set
Theorem 4.1. Let θ 1 , θ 2 , . . . ∈ R D be a sequence of random vectors, and let θ 0 ∈ R D be fixed. Let Π 1 , Π 2 , . . . be a sequence of random probability measures on R D , possibly dependent on θ 1 , θ 2 , . . .. Let S 1 , S 2 , . . . ⊆ R D be a sequence of random convex measurable sets such that
Suppose there is a fixed probability measure Q and a fixed set R ⊆ R D such that
3. R n → R almost surely as n → ∞, and 4. Q(∂R) = 0 and 0 < m(R) < ∞, where m denotes Lebesgue measure on R D .
See Section S4 for the proof. If Q has a density with respect to Lebesgue measure, then the condition that Q(∂R) = 0 is automatically satisfied, since the assumptions imply that R is convex and thus m(∂R) = 0. The following lemmas are used in the proof of Theorem 4.1, but may be useful in their own right.
D be random convex measurable sets, possibly dependent on X 1 , X 2 , . . .. Assume there exists some fixed R ⊆ R D with 0 < m(R) < ∞ and P(X ∈ ∂R) = 0 such that R n → R almost surely as n → ∞. Then P(X n ∈ R n ) → P(X ∈ R) as n → ∞.
See Section S4 for the proof. The probability P(X n ∈ R n ) should be interpreted as 1(X n (ω) ∈ R n (ω))P (dω), that is, X n and R n are jointly integrated over and P(X n ∈ R n ) is a non-random quantity.
See Section S4 for the proof.
Composite likelihood-based posteriors
Composite likelihoods (CLs) (Lindsay, 1988) represent a large class of generalized likelihoods that encompasses essentially all of the examples in Sections 6 and 7. The theory of maximum composite likelihood estimation is well-established (Lindsay, 1988; Molenbergs and Verbeke, 2005; Varin et al., 2011) and theoretical results for CL-based generalized posteriors have been provided (Pauli et al., 2011; Ribatet et al., 2012; Ventura and Racugno, 2016; Greco et al., 2008; Lazar, 2003) . In this section, we informally discuss what can be expected of CLbased generalized posteriors, or CL-posteriors for short, based on our results in Sections 2-4. Roughly speaking, CL-posteriors derived from a correctly specified model can generally be expected to be consistent, but not necessarily correctly calibrated with respect to frequentist coverage. The consistency and coverage of CL-posteriors has been studied in previous work, subject to the caveats discussed in the introduction (Pauli et al., 2011; Ribatet et al., 2012) . The purpose of this section is to illustrate how these previous results can be strengthened using our results in Sections 2-4.
Let y denote the full data set, which may take any form such as a sequence, a graph, a database, or any other data structure. Suppose {P θ : θ ∈ Θ} is an assumed model for the distribution of y given θ, where Θ ⊆ R D . For j = 1, . . . , k, suppose s j (y) and t j (y) are functions of the data and, when Y ∼ P θ , suppose the conditional distribution of s j (Y ) given t j (Y ) has density p θ (s j |t j ) with respect to a common dominating measure λ j for all values of θ and t j . Define the composite likelihood (Lindsay, 1988) ,
A few examples are given here and in Section 7; see Varin et al. (2011) for more examples. (Besag, 1975) .
Example 5.3 (restricted likelihood). If k = 1, t 1 (y) = 0, and s 1 (y) is an insufficient statistic, then L CL (θ) is a restricted likelihood (Lewis et al., 2014) . For instance, if s 1 (y) consists of ranks or selected quantiles, then L CL (θ) is a rank likelihood (Pettitt, 1983; Hoff, 2007) or a quantile-based likelihood (Doksum and Lo, 1990) , respectively.
Due to the structure of composite likelihoods, one can make some general observations about CL-posteriors of the form
First, a reassuring property is that if the model is correctly specified, then CL-posteriors are consistent under fairly general conditions; we discuss this next.
Consistency of CL-posteriors under correct specification
Throughout this article, we make no assumption of model correctness in the main results (Sections 2-4) or the applications (Sections 6-7). However, for interpretability, it is important to have a guarantee of consistency if the assumed model is correct or at least partially correct. Here, we show that in many cases of interest, if the model is correctly specified-or at least, if the conditional densities p θ (s j |t j ) are correctly specified-then the CL-posterior concentrates at the true parameter. The analogue of this result for maximum CL estimators is well-known (Lindsay, 1988; Varin et al., 2011) ; also see Pauli et al. (2011) and Ribatet et al. (2012) .
because the conditional relative entropy E log(p θ 0 (S j |T j )/p θ (S j |T j )) is nonnegative; this is referred to as the information inequality by Lindsay (1988) . Now, suppose that for each n ∈ {1, 2, . . .}, we have a data set Y n , model {P n θ : θ ∈ Θ} (where Θ does not depend on n), and functions s n j , t n j for j = 1, . . . , k n . Further, suppose the assumed model is correct, such that
where the true parameter θ 0 is shared across all n. Define
. In many cases of interest (see Sections 6 and 7), we have that with probability 1, for all θ ∈ Θ,
for all θ ∈ Θ, in other words, θ 0 is a minimizer of f . Further, in many cases, f has a unique minimizer, and π n concentrates at the unique minimizer; in particular, this holds if the conditions of Theorem 2.3 or Theorem 3.2 are met. Therefore, in such cases, the CL-posterior π n concentrates at the true parameter, θ 0 .
Coverage of CL-posteriors under correct specification
Although CL-posteriors have appealing consistency properties, they do not generally have correct asymptotic frequentist coverage, except in special circumstances (Pauli et al., 2011; Ribatet et al., 2012) . Continuing in the notation of Section 5.1, suppose
be the CL-posterior, and let θ n = arg max θ L CL n (θ) = arg min θ f n (θ) be the maximum composite likelihood estimator. If Theorem 3.2 applies with probability 1, then Q n a.s.
This strengthens previous BvM results for CL-posteriors by showing almost sure convergence (rather than convergence in probability) with respect to total variation distance (rather than in the weak topology).
To use Theorem 4.1, we also need to know the asymptotic distribution of θ n . The asymptotics of θ n are well-known (Lindsay, 1988; Varin et al., 2011) , but for completeness we provide an informal derivation (see below). Define
Hence, under typical conditions, the asymptotic distribution of − √ n(θ n − θ 0 ) and the limit of Q n are the same if and only if H 0 = J 0 . Therefore, under these conditions, if H 0 = J 0 then the CL-posterior π n has correct asymptotic frequentist coverage by Theorem 4.1. For instance, if for each n, G n 1 , . . . , G n kn are pairwise uncorrelated, then A n = J n and hence H 0 = J 0 . However, in many cases of interest, H 0 = J 0 and the CL-posterior needs to be affinely transformed to have correct coverage (Ribatet et al., 2012; Pauli et al., 2011; Friel, 2012; Stoehr and Friel, 2015) .
For completeness, here we provide a rough sketch of the derivation of the asymptotic distribution of θ n ; see Lindsay (1988) and Varin et al. (2011) . By a first-order Taylor approximation applied to each entry of f
D×D exists and is invertible and the error terms are negligible. When n is large, we typically have f ′′ n (θ 0 ) ≈ Ef ′′ n (θ 0 ) (for instance, due to a law of large numbers result), and thus, f
, as long as we can interchange the order of integrals and derivatives. Further, assuming a central limit theorem holds,
Applications to standard posteriors
In this section, we illustrate how our results can be used to easily prove posterior concentration, the Laplace approximation, and asymptotic normality for standard models such as exponential families, linear regression, and generalized linear models such as logistic regression and Poisson regression. We do not assume that the model is correctly specified.
Exponential families
Consider an exponential family with density q(y|η) = exp(η T s(y) − κ(η)) with respect to a sigma-finite Borel measure
. Any exponential family on R d can be put in this form by choosing λ appropriately and possibly reparametrizing to η. Let Q η (E) = E q(y|η)λ(dy) and denote E η s(Y ) = Y s(y)Q η (dy). For any m ∈ N, we give R m the Euclidean metric and the resulting Borel sigma-algebra unless otherwise specified.
Condition 6.1. Assume q(y|η) is of the form above, E = {η ∈ R k : |κ(η)| < ∞}, E is open, E is nonempty, and η → Q η is one-to-one (that is, η is identifiable).
Theorem 6.2 (Exponential families). Consider a family q(y|η) satisfying Condition 6.1.
satisfies the conditions of Theorem 3.2 with probability 1.
. By standard exponential family theory (e.g., Miller and Harrison, 2014, Prop. 19) , κ is C ∞ (that is, κ has continuous derivatives of all order), κ is convex on Θ, κ ′ (θ) = E θ s(Y ), and κ ′′ (θ) is symmetric positive definite for all θ ∈ Θ. Let
, S n → s 0 with probability 1 by the strong law of large numbers. Thus, letting f (θ) = κ(θ) − θ T s 0 , we have that with probability 1, for all θ ∈ Θ,
. Therefore, with probability 1, f n → f pointwise, f n is convex and has continuous third derivatives on Θ,
is positive definite, and (f ′′′ n ) is uniformly bounded on E.
Generalized linear models (GLMs)
First, we state a general theorem for GLMs, then we show how it applies to commonly used GLMs. Consider a regression model of the form p(
) is a oneparameter exponential family satisfying Condition 6.1. Note that the proportionality here is with respect to θ, not y i . Assume Θ is open, Θ is convex, and θ T x ∈ E for all θ ∈ Θ, x ∈ X .
= 0 then a = 0, and
Then for any E as in assumption 4,
the assumed moment conditions (2) ensure that for all θ ∈ Θ, with probability 1, f n (θ) → f (θ). This implies that with probability 1, for all θ ∈ Θ, f n (θ) → f (θ), by the following argument. For any countable set C ⊆ Θ, we have that with probability 1, for all θ ∈ C, f n (θ) → f (θ). Hence, letting C be a countable dense subset of Θ, and using the fact that each f n is convex, we have that with probability 1, the limitf (θ) := lim n f n (θ) exists and is finite for all θ ∈ Θ andf is convex (Rockafellar, 1970, Thm 10.8 ). Since f is also convex, thenf and f are continuous functions (Rockafellar, 1970, Thm 10 .1) that agree on a dense subset, so they are equal. Choose E according to assumption 4. We show that with probability 1, (f ′′′ n ) is uniformly bounded on E. Fix j, k, ℓ ∈ {1, . . . , D}, and define
, assumption 4 implies that with probability 1, (f ′′′ n (θ) jkℓ ) is uniformly bounded onĒ, by the uniform law of large numbers (Ghosh and Ramamoorthi, 2003, Thm 1.3.3) . Letting C jkℓ (X 1 , X 2 , . . .) be such a uniform bound for each j, k, ℓ, we have that with probability 1, for all n ∈ N, θ ∈Ē, f 
Since this limit exists and is finite almost surely, then by the strong law of large numbers, the limit must be equal to the expectation (Kallenberg, 2002, 4.23) , that is,
is strictly positive with positive probability.
Linear regression
The linear regression model is p(
The model can equivalently be written as p(
) is a density with respect to λ(dy) = N (y | 0, σ 2 )dy for y ∈ Y and η ∈ E := R, by defining s(y) = y/σ 2 and κ(η) = η 2 /(2σ 2 ).
= 0 then a = 0.
Proof. For any random vector Z ∈ R k , E|Z| < ∞ if and only if EZ exists and is finite; likewise for matrices and tensors. Thus, EX i Y i and EX i X 
E is open and nonempty, and the mean of a normal distribution is identifiable. The GLM conditions are also straightforward to verify. Θ is open and convex, and θ T x ∈ E for all θ ∈ Θ, x ∈ X . Condition 3 of Theorem 6.3 is satisfied by assumption, and condition 4 is satisfied trivially since κ ′′′ (η) = 0 for all η ∈ E. Assumption 1 implies that condition 2 of Theorem 6.3 holds, since
Finally, it is straightforward to verify that condition 1 of Theorem 6.3 holds with θ 0 = (EX i X
Logistic regression
The logistic regression model is p(
) is a density with respect to λ = δ 0 + δ 1 for y ∈ Y and η ∈ E, by defining κ(η) = log(1 + e η ). Here, δ y denotes the unit point mass at y.
. . , D}, and
Then for any open ball
Proof. Condition 6.1 is easily checked: E = {η ∈ R : |κ(η)| < ∞}, E is open and nonempty, and η is identifiable since σ(η) is one-to-one. Trivially, Θ is open and convex, and θ T x ∈ E for all θ ∈ Θ, x ∈ X . Conditions 1 and 3 of Theorem 6.3 are satisfied by assumptions 1 and 3, respectively. Condition 4 of Theorem 6.3 is satisfied due to assumption 2 and the fact that |κ Folland, 2013, 6.12) . It follows that condition 2 of Theorem 6.3 holds,
where we have used the inequality |κ(η)| = log(1 + e η ) ≤ log 2 + |η| for η ∈ R.
Poisson regression
The Poisson regression model is p(
) is a density with respect to λ := y∈Y δ y /y! for y ∈ Y and η ∈ E := R, by defining κ(η) = e η .
Theorem 6.6 (Poisson regression).
Then for any open ball
Proof. As before, Condition 6.1 is easily checked: E = {η ∈ R : |κ(η)| < ∞}, E is open and nonempty, and η is identifiable. Trivially, Θ is open and convex, and θ T x ∈ E for all θ ∈ Θ, x ∈ X . Conditions 1 and 3 of Theorem 6.3 are satisfied by assumptions 1 and 3. Condition 2 of Theorem 6.3 is satisfied due to assumption 2, since for all θ ∈ Θ, E|κ(θ
Further, letting r > 0, c = |θ 0 | + r, and E = B r (θ 0 ), we have that for all θ ∈Ē, κ ′′′ (θ
by Hölder's inequality (Folland, 2013, 6 .2); thus, condition 4 of Theorem 6.3 is satisfied.
7 Applications to generalized posteriors
Pseudolikelihood-based posteriors
Pseudolikelihood (Besag, 1975 ) is a powerful approach for many models in which the likelihood is difficult to compute due to intractability of the normalization constant. Instead of the standard likelihood L(θ) = p(y 1 , . . . , y n | θ), the basic idea is to use a pseudolikelihood
where y −i = (y 1 , . . . , y i−1 , y i+1 , . . . , y n ). Maximum pseudolikelihood estimates are used in many applications and have been shown to be consistent and asymptotically normal in a range of cases (Besag, 1975; Geman and Graffigne, 1986; Gidas, 1988; Comets, 1992; Jensen and Künsch, 1994; Mase, 1995; Liang and Yu, 2003; Hyvärinen, 2006) . Usage of pseudolikelihoods for constructing generalized posteriors is much less common, perhaps due to concerns about the validity of the resulting posterior (but see Zhou and Schmidler, 2009; Bouranis et al., 2017; Pauli et al., 2011; Rydén and Titterington, 1998) .
In this section, we provide sufficient conditions for concentration, asymptotic normality, and the Laplace approximation for a large class of pseudolikelihood-based posteriors. Specifically, we consider pseudolikelihoods in which each factor takes the form of a generalized linear model. We provide a general result for pseudolikelihoods in this class, and then consider three cases in particular: the Ising model on Z m (Section 7.2), Gaussian Markov random fields (Section 7.3), and fully visible Boltzmann machines (Section 7.4). Since any pseudolikelihood is a composite likelihood, the consistency and coverage results discussed in Section 5 apply here.
Condition 7.1. Suppose the data can be arranged in a sequence y 1 , y 2 , . . . ∈ Y ⊆ R d and consider a pseudolikelihood of the form:
is a function of y = (y 1 , y 2 , . . .) and q(y|η) = exp(ηs(y) − κ(η)) is a one-parameter exponential family satisfying Condition 6.1 for y ∈ Y, η ∈ E. Assume Θ is open and convex, and θ T x ∈ E for all θ ∈ Θ, x ∈ X . 
1. for all θ ∈ Θ, f (θ) is finite and f n (θ) a.s.
= 0 then a = 0, and 4. with probability 1, (f ′′′ n ) is uniformly bounded on some open ball E ⊆ Θ containing θ 0 . Then for any E as in assumption 4, f n satisfies the conditions of Theorem 3.2 with probability 1.
Proof. As in the proof of Theorem 6.3, f n is C ∞ , f n is convex, and by convexity, assumption 1 implies that with probability 1, for all θ ∈ Θ, f n (θ) → f (θ). By Theorem 3.4, f ′′ (θ 0 ) exists and is finite. Thus,
by assumptions 2 and 3 and the fact that κ ′′ (η) > 0.
Ising model
The Ising model is a classical model of ferromagnetism in statistical mechanics and has gained widespread use in many other applications such as spatial statistics (Banerjee et al., 2014) and image processing (Geman and Geman, 1984) . (Besag, 1975) ,
By defining q(y|η) = exp(ηy − κ(η)) for y ∈ {−1, 1} and η ∈ R, where κ(η) = log(e η + e −η ), the Ising model pseudolikelihood can be written as L
. .) be a sequence of random variables in {−1, 1} and define
2. f ′ (θ 0 ) = 0 for some θ 0 ∈ Θ, and 3. Var
Then for any open ball E such that θ 0 ∈ E, f n satisfies the conditions of Theorem 3.2 with probability 1.
Proof. We apply Theorem 7.2. Define X = (1, z) T : z ∈ {−2m, . . . , 2m} , noting that X i ∈ X . It is easy to check that Condition 7.1 holds. For all θ ∈ Θ, f (θ) is finite since |X ×Y| < ∞. If a T X i a.s.
= 0 then a = 0, since a T X i = a 1 +a 2 j∈N i Y j and Var j∈N i Y j > 0. Let E be an open ball containing θ 0 , and let c = sup{|κ ′′′ (θ T x)| : x ∈ X , θ ∈Ē}. Then c < ∞ since κ ′′′ is continuous, |X | is finite, andĒ is compact. Therefore, for all θ ∈ E, |f
because differentiating under the integral sign is justified by the bounds |κ(η)| ≤ |η| + log 2, |κ ′ (η)| ≤ 1, |κ ′′ (η)| ≤ 2, and |X ij | ≤ 2m (Folland, 2013, 2.27 ).
Gaussian Markov random fields
Gaussian Markov random fields are widely used in spatial statistics and time-series (Banerjee et al., 2014). Let G be an infinite regular graph with vertices v(1), v(2), . . ., and let y 1 , y 2 , . . . ∈ R be variables associated with the vertices of G such that y i is the value at v(i). Consider a model in which the conditional distribution of y i given y −i is
, and N i = {j ∈ N : v(j) is adjacent to v(i)}. This leads to the pseudolikelihood (Besag, 1975 )
By defining q(y|η) = exp(ηγy − κ(η)) for y ∈ R and η ∈ R, where κ(η) = 1 2 γη 2 , this pseudolikelihood can be written as
. .) be a sequence of random variables in R and define
. . are identically distributed. Assume:
Proof. We apply Theorem 7. 
Fully visible Boltzmann machines
The Boltzmann machine is a stochastic recurrent neural network originally developed as a model of neural computation (Hinton and Sejnowski, 1983; Ackley et al., 1985) . Maximum pseudolikelihood estimation has been shown to be consistent for fully visible Boltzmann machines (Hyvärinen, 2006) . Here, we consider the corresponding pseudolikelihood-based generalized posteriors. Define p A,b (y) ∝ exp(y T Ay + b T y) for y ∈ Y := {−1, 1} d , where A ∈ R d×d is a strictly upper triangular matrix and b ∈ R d . Given samples from p A,b , inference for A and b is complicated by the intractability of the normalization constant Z A,b = y∈Y exp(y T Ay +b T y) since |Y| = 2 d is very large when d is large. Observe that we can write
where
/2 dimensional vector concatenating b and the strictly upper triangular entries of A, and ϕ j (y) ∈ {−1, 0, 1} D is a function that does not depend on y j . Thus, we have p A,b (y j |y −j ) = q y j | θ T ϕ j (y) by defining q(y j |η) = exp(ηy j − κ(η)) for y j ∈ {−1, 1} and η ∈ R, where κ(η) = log(e η + e −η ). Now, suppose we have n samples y 1 , . . . , y n ∈ Y = {−1, 1} d and for θ ∈ Θ := R D , consider the pseudolikelihood
1. f ′ (θ 0 ) = 0 for some θ 0 ∈ Θ, and
Then for any open ball E such that θ 0 ∈ E, f n (θ) := − 1 n n i=1 d j=1 log q Y ij | θ T X ij satisfies the conditions of Theorem 3.2 with probability 1.
As in the proof of Theorem 6.3, f n is C ∞ and convex. − − → f (θ) by the strong law of large numbers. Due to convexity, this implies that with probability 1, for all θ ∈ Θ, f n (θ) → f (θ) as n → ∞.
Let E be an open ball containing θ 0 . Then for all θ ∈ E, |f
Finally, we show that
because differentiating under the integral sign is justified by the bounds |κ(η)| ≤ |η| + log 2, |κ ′ (η)| ≤ 1, |κ ′′ (η)| ≤ 2, and |X ijk | ≤ 1 (Folland, 2013, 2.27) . Let θ ∈ R D be nonzero and let A, b be the corresponding parameters such that θ = θ(A, b). Then by Equation 6,
Cox proportional hazards model
The Cox proportional hazards model (Cox, 1972 ) is widely used for survival analysis. The proportional hazards model assumes the hazard function for subject i is λ 0 (y) exp(θ T x i ) for y ≥ 0, where λ 0 (y) ≥ 0 is a baseline hazard function shared by all subjects, x i ∈ R D is a vector of covariates for subject i, and θ ∈ R D is a vector of coefficients. To perform inference for θ in a way that does not require any modeling of λ 0 and elegantly handles censoring, Cox (1972 Cox ( , 1975 proposed using the partial likelihood,
where y i ≥ 0 is the outcome time for subject i and z i ∈ {0, 1} indicates whether y i is an observed event time (z i = 1) or a right-censoring time (z i = 0). When z i = 1, the ith factor in the partial likelihood can be interpreted as the conditional probability that subject i has an event at time y i , given the risk set {j : y j ≥ y i } (the set of subjects that have not yet had an event or been censored up until time y i ) and given that some subject has an event at time y i . See Efron (1977) for an intuitive explanation of the Cox partial likelihood based on a discrete approximation. Formally, the Cox partial likelihood coincides with the likelihood of a certain generalized linear model with categorical outcomes, however, asymptotic analysis is complicated by the dependencies between the factors of the partial likelihood. A number of authors have studied the asymptotics of the Cox partial likelihood; we mention, in particular, the result of Lin and Wei (1989) on asymptotic normality of the maximum partial likelihood estimator for the Cox model under misspecification. The generalized posterior π n (θ) ∝ L Cox n (θ)π(θ) based on the Cox partial likelihood has been considered by several authors (e.g., Raftery et al., 1996; Sinha et al., 2003; Kim and Kim, 2009; Ventura and Racugno, 2016) . Sinha et al. (2003) show that π n approximates the standard posterior under a semiparametric Bayesian model, extending the results of Kalbfleisch (1978) . Here, we provide sufficient conditions for π n to exhibit concentration, asymptotic normality, and an asymptotically correct Laplace approximation.
1. X is bounded, 2. the c.d.f. of Y is continuous on R,
Then for any open ball E such that
Z i log n satisfies the conditions of Theorem 3.2 with probability 1.
See Section S5 for the proof. Note that exp(−nf n (θ)) ∝ L Cox n (θ) since 1 n n i=1 Z i log n does not depend on θ; the purpose of introducing this term is so that f n converges.
Median-based posterior for a location parameter
Suppose we wish to perform robust Bayesian inference for the parameter θ of a location family model G θ (x) = G(x − θ) where G is a cumulative distribution function (c.d.f.) on R. If G is misspecified, then the posterior on θ can be poorly behaved, and may even fail to converge at all. For instance, if G θ is the c.d.f. of N (θ, σ 2 ) and the data are X 1 , X 2 , . . . i.i.d. ∼ Cauchy(0, 1), then the posterior on θ is concentrated near 1 n n i=1 X i when n is large, but 1 n n i=1 X i ∼ Cauchy(0, 1); thus, the posterior does not converge to any fixed value. Doksum and Lo (1990) propose to use the conditional distribution of θ given the sample median (or some other robust estimate of location) to perform robust Bayesian inference for θ. More precisely, let M(x 1:n ) be a sample median of x 1:n = (x 1 , . . . , x n ) and assume G θ has a density g θ . Then when n is odd,
where π is the prior on θ. Here, the conditional densities are under the model in which θ ∼ π and X 1 , . . . , X n |θ i.i.d. ∼ G θ . Doksum and Lo (1990) show that p(θ | M(X 1:n ) = M(x 1:n )) and generalizations thereof have desirable properties as robust posteriors for θ; in particular, they provide consistency and asymptotic normality results. With this as motivation, consider the generalized posterior π n (θ) ∝ π(θ) exp(−nf n (θ)) where f n (θ) = − 1 2 log G(m n − θ)(1 − G(m n − θ)) and m n = M(x 1:n ); this approximates p(θ | M(X 1:n ) = m n ) and is somewhat simpler to analyze. The following theorem strengthens the Doksum and Lo (1990) asymptotic normality result by showing convergence in total variation distance, rather than convergence in the weak topology. Further, our conditions are simpler, but we do assume greater regularity of G and we only consider the median.
Theorem 7.7. Suppose G : R → (0, 1) is a c.d.f. such that G ′′′ exists and is continuous,
′′ (x) ≤ 0 for all x ∈ R, and (log G)
log G(m n − θ)(1 − G(m n − θ)) satisfies the conditions of Theorem 3.2 on R.
Proof. By the chain rule, f n (θ) has a continuous third derivative since log(x) and G(x) have continuous third derivatives and G(x) ∈ (0, 1). Define f (θ) = − 1 2 log G(θ 0 − θ)(1 − G(θ 0 − θ)) for θ ∈ R. Then for all θ ∈ R, f n (θ) → f (θ) as n → ∞ since m n → θ 0 , log(x) and G(x) are continuous, and G(x) ∈ (0, 1). Further,
In cases where f n (θ) = h(θ, s n ) for some finite-dimensional statistic s n , the following simple proposition can make it easy to verify the uniform boundedness condition.
Proposition 7.8. Let K ⊆ R D and S ⊆ R d be compact sets. Suppose f n (θ) = h(θ, s n ) for θ ∈ K, n ∈ N, where h : K × S → R and s 1 , s 2 , . . . ∈ S. If (∂ 3 h/∂θ i ∂θ j ∂θ k )(θ, s) exists and is continuous on K × S for all i, j, k ∈ {1, . . . , D}, then (f ′′′ n ) is uniformly bounded on K. Proof. Let h ′′′ (θ, s) denote the tensor of third derivatives with respect to θ, and let c = sup{
Supplementary material for "Asymptotic normality, concentration, and coverage of generalized posteriors"
S1 Proofs of concentration results
Proof of Theorem 2.2. Let ε > 0. Define µ n (E) = E e −nfn(θ) Π(dθ) for E ⊆ Θ. Recall that µ n (Θ) = z n < ∞ by assumption. For any β ∈ R,
, so prove the result, it suffices to show that for some β, the numerator is bounded and the denominator goes to ∞. First, consider the numerator. Condition 3 implies that there exists β > 0 such that for all n sufficiently large, inf θ∈A c ε f n (θ) ≥ f (θ 0 ) + β. Then for all n sufficiently large, for all θ ∈ A c ε , we have exp − n(f n (θ) − f (θ 0 ) − β) ≤ 1. Hence, for all n sufficiently large,
and open in R D , and θ 0 ∈ E. Let f n : Θ → R be convex, and assume f n → f pointwise on E for some f : E → R.
Proof.
(1) As the pointwise limit of convex functions on a convex open set, f is convex on E (Rockafellar, 1970, 10.8). Let R > 0 such that f ′ (θ) exists for all θ ∈ B R (θ 0 ). Let u ∈ R D with |u| = 1, and define
the first step holding since f n → f uniformly on K, and the second step since f | K is continuous, K \ N ε is compact, and
(Part 3) We show that 3 implies 1. Denote B ε = {θ ∈ R D : |θ − θ 0 | < ε}. Let r > 0 small enough that B r ⊆ Θ. As the pointwise limit of convex functions, f is convex, and thus, it is continuous on B r (Rockafellar, 1970, 10.1) . By Lemma S1.1 with E = B r , in either case (a) or (b), we have liminf
ε , this proves the result.
S2 Proofs of asymptotic normality results
Lemma S2.1. Let θ n ∈ R D such that θ n → θ 0 for some θ 0 ∈ R D , let π n be a density with respect to Lebesgue measure on R D , and let q n be the density of
|q n (x) − q(x)|dx −→ 0 for some probability density q, then π n concentrates at θ 0 .
Proof. Let Π n , Q n , and Q denote the probability measures corresponding to π n , q n , and q, respectively. For any ε > 0 and δ > 0,
for all n sufficiently large. Hence, since Q n → Q in total variation,
Taking the limit as δ → ∞ shows that lim n Π n (B ε (θ 0 )) = 1.
Proof of Theorem 3.1.
recalling that z n < ∞ by assumption, and define
Let α ∈ (0, λ), where λ is the smallest eigenvalue of H 0 . Let ε > 0 small enough that ε < α/(2c 0 ), ε < ε 0 , and π(θ) ≤ 2π(θ 0 ) for all θ ∈ B 2ε (θ 0 ) (which we can do since π is continuous at θ 0 ). Let δ = liminf n inf θ∈Bε(θn) c f n (θ) − f n (θ n ) , noting that δ > 0 by assumption. Letting A n = H n − αI and A 0 = H 0 − αI, define
We will show that S3 (a) g n → g 0 and h n → h 0 pointwise,
(c) g n = |g n | ≤ h n for all n sufficiently large, and
By the generalized dominated convergence theorem, this will imply that g n → g 0 and |g n − g 0 | → 0 (e.g., Folland, 2013, exercises 2.20, 2.21) . Supposing this for the moment, we show how the result follows. Since q n = 1, by Equation S2 we have
where |H 0 | = | det H 0 |, and hence,
as n → ∞; this proves Equation 3. For any a n → a ∈ R, we have |a n g n − ag 0 | → 0 since
Thus, letting 1/a n = e nfn(θn) n D/2 z n and 1/a = π(θ 0 )
|H 0 | 1/2 , we have a n → a by Equation S3, and thus,
First, consider h n . For all n sufficiently large, |x| < ε √ n, and thus,
since H n → H 0 and for all n sufficiently large (to ensure that |x/ √ n| < ε 0 and the assumed bound on r n holds),
Since A n → A 0 and A 0 is positive definite, then for all n sufficiently large, A n is also positive definite and the first term equals
where Z ∼ N (0, I). The second term goes to zero, since it is nonnegative and upper bounded by
(c) For all n sufficiently large, |θ n −θ 0 | < ε, the bound on r n applies, and inf θ∈Bε(θn) c f n (θ)− f n (θ n ) > δ/2. Let n large enough that these hold, and let
, and thus,
α|x| 2 , by the fact that |x/ √ n| < ε < ε 0 and ε < α/(2c 0 ). Therefore,
(d) Since H 0 and A 0 are positive definite, g 0 and h 0 are finite. By (b) and (c), since h n → h 0 < ∞, we have g n ≤ h n < ∞ for all n sufficiently large. Measurability of g n and h n follows from measurability of f n and π.
Proof of Theorem 3.2. First, we show that under case 2, the conditions for case 1 hold. By Lemma S1.1(1), f (θ) > f (θ 0 ) for all θ ∈ E \ {θ 0 } since f ′ exists on E by Theorem 3.4. Letting K = B ε (θ 0 ) where ε > 0 is small enough that K ⊆ E, we have liminf n inf θ∈Θ\K f n (θ) > f (θ 0 ) by Lemma S1.1(2). Thus, it suffices to prove the result under case 1.
Consider case 1. Extend π, f n , and f to all of R D by defining π(θ) = 0 and
Then all the conditions of Theorem 3.2 (under case 1) still hold with R D in place of Θ. We will show that:
(a) (f n ) is equicontinuous on E, and f
there exist θ n ∈ E such that θ n → θ 0 and f ′ n (θ n ) = 0 for all n sufficiently large, and
S5
Assuming (a)-(c) for the moment, we show how the result follows. Letting H 0 = f ′′ (θ 0 ), the conditions of Theorem 3.3 are satisfied, and thus, condition 1 of Theorem 3.1 is satisfied for all n sufficiently large. Condition 2 of Theorem 3.1 holds, since for all ε > 0,
the first step holding by (c), the second step since θ n → θ 0 and thus B ε/2 (θ 0 ) ⊆ B ε (θ n ) for all n sufficiently large, and the third step by the implication 2 ⇒ 1 in Theorem 2.3. Thus, the conditions of Theorem 3.1 are satisfied (except possibly for some initial sequence of n's, which can be ignored since the conclusions are asymptotic in nature), establishing Equation 2 (concentration at θ 0 ), Equation 3 (the Laplace approximation), and Equation 4 (asymptotic normality). To complete the proof, we establish (a), (b), and (c).
(a) By Theorem 3.4, (f n ) is equi-Lipschitz (hence, equicontinuous) on E and f
. Thus, f attains its minimum on the compact set S ε , and since f (θ) > f (θ 0 ) on S ε , we have inf θ∈Sε f (θ) > f (θ 0 ). For each n, since f n is continuous on E, its minimum over the set B ε (θ 0 ) is attained at one or more points; define θ ε n to be such a minimizer. Since f n → f uniformly on E (by Theorem 3.4), then for all n sufficiently large, any such minimizer cannot be in S ε (since inf θ∈Sε f (θ) > f (θ 0 )). Hence, for all sufficiently small ε > 0, for all n sufficiently large, we have θ 
, the first term going to zero since θ n → θ 0 and (f n ) is equi-Lipschitz on E, and the second term since f n → f pointwise. D 3 , define the inner product S, T = i,j,k S ijk T ijk (noting that this is just the dot product of the vectorized versions of S and T ). For x ∈ R D , define D 3 , and note that x ⊗3 = |x| 3 .
For tensors S, T ∈ R
Proof of Theorem 3.3. By Lemma S6.2, (f
⊗3 , and t n (θ) is a point on the line between θ and θ n . Then by Cauchy-Schwarz,
S6
Choose ε 0 > 0 small enough that B 2ε 0 (θ 0 ) ⊆ E, and choose c 0 = C 0 /6. For all n sufficiently large, |θ n − θ 0 | ≤ ε 0 and hence for all x ∈ B ε 0 (0), we have θ n + x ∈ B 2ε 0 (θ 0 ) ⊆ E; thus, setting θ = θ n + x in Equation S5 yields |r n (x)| ≤ c 0 |x| 3 .
S3 Proof of regular convergence theorem
Lemma S3.1. Let E ⊆ R D be open. If f n : E → R has continuous second derivatives, (f n ) is pointwise bounded, and (f ′′ n ) is uniformly bounded, then (f ′ n ) is pointwise bounded. Proof. Let C = sup{ f ′′ n (x) : n ∈ N, x ∈ E} < ∞. Fix x ∈ E, and let ε > 0 small enough that B 2ε (x) ⊆ E. By Taylor's theorem, for any u ∈ R D with |u| = 1,
for some z on the line between x and x + εu, and therefore,
T u : n ∈ N} is bounded, for any u with |u| = 1. Applying this to each element of the standard basis, we have that f
Proof. Let C = sup n sup x∈E f ′′′ n (x) < ∞. Fix x ∈ E, and let ε > 0 small enough that B ε (x) ⊆ E. By Taylor's theorem, for any u ∈ R D with |u| = 1,
for some z + on the line between x and x + εu. Likewise,
for some z − on the line between x and x − εu. Adding these two equations gives
Thus, since (f n ) is pointwise bounded, this implies that {u T f ′′ n (x)u : n ∈ N} is bounded, for any u with |u| = 1. Let u 1 , . . . , u k ∈ R D , with |u i | = 1, such that u 1 u 
Lemma S3.3. Suppose V is a finite-dimensional inner product space over R, and let e 1 , . . . , e k ∈ V be a basis. If S ⊆ V such that { e i , x : x ∈ S} is bounded for each i = 1, . . . , k, then S is bounded.
Proof. Let G be the Gram matrix of (e i ), i.e., G ij = e i , e j . Note that G is positive definite, since for any a ∈ R k ,
with equality if and only if i a i e i = 0, that is, if and only if a = 0 (since (e i ) is a linearly independent set). For x ∈ V , define a(x) ∈ R k by the property that i a i (x)e i = x (noting that a(x) always exists and is unique, since (e i ) is a basis). Define b(x) ∈ R k such that b i (x) = e i , x . Then for any x ∈ V ,
By assumption, {|b(x)| : x ∈ S} is bounded, hence, { x : x ∈ S} is bounded.
Lemma S3.4. Let E ⊆ R D be open, convex, and bounded. Let f n : E → R have continuous second derivatives. If f n → f pointwise for some f : E → R, and (f ′′ n ) is uniformly bounded, then f ′ exists and is continuous, and f
Proof. First, we show that (f ′ n ) converges pointwise. Let C = sup n sup x∈E f ′′ n (x) < ∞. Let x ∈ E, and let ε > 0 small enough that B ε (x) ⊆ E. Then for any u ∈ R D with |u| = 1, for any m, n, by applying Taylor's theorem to f m − f n ,
for some z on the line between x and x + εu. Thus,
The first two terms on the right go to zero as m, n → ∞ (by pointwise convergence of f n ), and f
T u| → 0 as m, n → ∞. Choosing u = (1, 0, 0, . . . , 0), then u = (0, 1, 0, . . . , 0), and so on, this implies |f uniformly; it will follow that f ′ is continuous, as the limit of a uniformly convergent sequence of continuous functions.
To establish the result, it suffices to show that for any x 0 ∈ E, f ′ (x 0 ) exists and f
for some z on the line between x and x 0 , and hence,
(by e.g., Rudin, 1976, 7.8 
By the definition of the derivative f
Therefore (by e.g., Rudin, 1976, 7.11),
Hence, f ′ (x 0 ) exists and equals v = lim n f ′ n (x 0 ). Proof of Theorem 3.4. First, suppose (f n ) is pointwise bounded. By Lemma S6.2 with k = 3, (f ′′ n ) is equi-Lipschitz, and by Lemma S3.2, (f ′′ n ) is pointwise bounded. Thus, since E is bounded, it follows that (f ′′ n ) is uniformly bounded. Therefore, by Lemma S6.2 with k = 2, (f ′ n ) is equi-Lipschitz, and by Lemma S3.1, (f ′ n ) is pointwise bounded. Thus, likewise, (f ′ n ) is uniformly bounded. And lastly, applying Lemma S6.2 with k = 1, we have that (f n ) is equi-Lipschitz, and hence, uniformly bounded, since it is pointwise bounded by assumption. Now, assume f n → f pointwise. Then in fact, f n → f uniformly, by Lemma S6.1, since (f n ) is equi-Lipschitz (as just established), and hence, equicontinuous. By Lemma S3.4, f ′ exists and f ′ n → f ′ uniformly. To complete the proof, we show that f ′′ exists and f 
S4 Proofs of coverage results
Proof of Theorem 4.1. Letting X n = − √ n(θ n − θ 0 ) and X ∼ Q,
where step (a) is by the definition of R n , and (b) is by Lemma 4.2, using assumptions 1 (X n D − → X), 3, and 4. To see that Q(R) = α, note that Π n (S n ) a.s.
− − → α by assumption and also Π n (S n 
by assumption 2 and assumption 3 plus the dominated convergence theorem (Folland, 2013, Theorem 2.24) .
c ) are continuous. For any k, by Lemma 4.3 we have that with probability 1, for all n sufficiently large, A k ⊆ R n ⊆ B k . Thus, with probability 1, liminf n 1(
and therefore, limsup n P(X n ∈ R n ) ≤ limsup n P(X n ∈ B k ). Hence, by the portmanteau theorem (Dudley, 2002 , Theorem 11.1.1), for all k,
Taking limits as k → ∞ and using the fact that (Folland, 2013, Theorem 1.8) 
Proof of Lemma 4.3. First, we establish some initial facts. It is straightforward to check that R is convex. R
• is nonempty since m(R) ≥ m(R) > 0 and m(∂R) = 0 (Lang, 1986) . It follows that R, A, and B are bounded. For any open cube E such thatĒ ⊆ R, we have E ⊆ R n for all n sufficiently large, since 1(x ∈ R n ) → 1(x ∈ R) for each corner x of the cube E.
Next, we show that A ⊆ R n for all n sufficiently large. For each x ∈Ā, let E x be a nonempty open cube centered at x such thatĒ x ⊆ R. Then {E x : x ∈Ā} is an open cover ofĀ. SinceĀ is compact, there is a finite subcover E x 1 , . . . , E x k . Thus, for all n sufficiently large, A ⊆Ā ⊆ k i=1 E x i ⊆ R n . Now, we show that R n ⊆ B for all n sufficiently large. Let S δ = {x ∈ R D : d(x, R) = δ} for δ > 0. Let E ⊆ R be a nonempty open cube such that E ⊆ R n for all n sufficiently −→ g(y) ∈ R by the strong law of large numbers since 0 < E(e θ T X 1(Y ≥ y)) ≤ e m|θ| < ∞. Next, G n is a non-increasing function on [0, c] (that is, if 0 ≤ y < y ′ ≤ c then G n (y) ≥ G n (y ′ )) since y → 1(Y j ≥ y) is non-increasing. Further, g(y) is continuous on [0, c] by the dominated convergence theorem, since |e θ T X 1(Y ≥ y)| ≤ e m|θ| and P(Y = y) = 0 by the continuity of F . Thus, with probability 1, for all n sufficiently large, G n is finite on [0, c] 
To see this, observe that by Equation S7, 
where p c = P(Y > c). This follows from the fact that
a.s.
= m|θ|K n /n − 1 n where K n = n i=1 1(Y i > c), using that P(Y i = Y j ) = 0 for i = j by continuity of F . Now, we put these pieces together to obtain the result. Writing
, for all c ∈ (0, c * ) we have D . First, we put h y (θ) in the form of κ(θ) in Lemma S6.6 by noting that h y (θ) = log E(e θ T X P(Y ≥ y | X)) = log exp(θ T x)µ y (dx) where µ y (dx) = P(Y ≥ y | X = x)P (dx) and P is the distribution of X (Dudley, 2002, 10 .2.1-10.2.2). Let m = sup{|x| : x ∈ X } < ∞. We have |h y (θ)| < ∞ for all θ ∈ R D and all y ≥ 0 because exp(−m|θ|) ≤ exp(θ T X) ≤ exp(m|θ|), and thus −∞ < −m|θ| + log P(Y ≥ y) ≤ h y (θ) ≤ m|θ| + log P(Y ≥ y) < ∞ due to assumptions 1 and 4 of Theorem 7.6.
For any given θ ∈ R D and y ≥ 0, following Lemma S6.6, we define a probability measurẽ P =P θ,y on X byP (dx) = exp(θ T x − h y (θ))P(Y ≥ y | X = x)P (dx). Note that P and P are mutually absolutely continuous since exp(θ T x − h y (θ))P(Y ≥ y | X = x) is strictly positive for all x ∈ X . By Lemma S6.6, h ′ y (θ) = E(X) and h ′′ y (θ) = Cov(X) whereX ∼P . We claim that for any nonzero a ∈ R D , a T h ′′ y (θ)a > 0. To see this, suppose a ∈ R D such that a T h ′′ y (θ)a = 0. Since a T h ′′ y (θ)a = Var(a TX ), it follows that P(a TX = E(a TX )) = 1. But then P(a T X = E(a TX )) = 1 since P ≪P . Hence, a T X is a.s. equal to a constant, so Var(a T X) = 0, which implies a = 0 by assumption 3 of Theorem 7.6. To justify differentiating under the expectation in E(h Y (θ)Z), we apply Folland (2013, Theorem 2.27b) using the following bounds. First, E|h Y (θ)Z| < ∞ by Lemma S5.1. Next, |X| ≤ m becauseP is supported on X . Thus, | ∂ ∂θ j h y (θ)z| = |E(X j )z| ≤ E|X j | ≤ E|X| ≤ m and | ∂ 2 ∂θ j ∂θ k h y (θ)z| = |Cov(X j ,X k )z| ≤ E|X j ||X k | + E|X j |E|X k | ≤ 2m 2 for z ∈ {0, 1}. 
S6 Supporting results
This section contains miscellaneous supporting results used in the proofs. A metric space E is totally bounded if for any δ > 0, there exist x 1 , . . . , x k ∈ E, for some k ∈ N, such that S13 E = k i=1 {x ∈ E : d(x, x i ) < δ}. In particular, any bounded subset of a Euclidean space is totally bounded.
Lemma S6.1. Suppose h n : E → F for n ∈ N, where E is a totally bounded metric space and F is a normed space. If (h n ) converges pointwise and is equicontinuous, then it converges uniformly.
Proof. Let ε > 0. Choose δ > 0 by equicontinuity, so that for any n ∈ N, x, y ∈ E, if d(x, y) < δ then h n (x) − h n (y) < ε. Choose x 1 , . . . , x k ∈ E by totally boundedness, and by pointwise convergence, let N such that for all m, n > N, for all i ∈ {1, . . . , k}, h m (x i ) − h n (x i ) < ε. Then, for any x ∈ E, there is some i ∈ {1, . . . , k} such that d(x, x i ) < δ, and thus
for any m, n > N. Therefore, (h n ) converges uniformly (by e.g., Rudin, 1976, 7.8) .
When all the kth order partial derivatives of f exist, let f (k) (x) denote the k-way tensor of kth derivatives; in particular, f
(1) = f ′ , f (2) = f ′′ , and so on. When these derivatives are continuous, the order of differentiation does not matter (Rudin, 1976, exercise 9.29 ).
Lemma S6.2. Let E ⊆ R
D be open and convex, and let f n : E → R for n ∈ N. For any k ∈ N, if each f n has continuous kth-order derivatives and (f Proof. First, we prove the case of k = 1. Let C = sup n sup x∈E |f ′ n (x)| < ∞. By Taylor's theorem, for any n ∈ N, x, y ∈ E, f n (x) = f n (y) + f ′ n (z)
T (x − y) for some z on the line between x and y, and therefore, |f n (x) − f n (y)| ≤ |f ′ n (z)| |x − y| ≤ C|x − y|.
Thus, (f n ) is equi-Lipschitz.
For notational clarity, we prove the case of k = 3, and observe that the extension from this to the general case is immediate. For any i, j ∈ {1, . . . , D}, if we define h n (x) = f ′′ n (x) ij = ∂ 2 ∂x i ∂x j f n (x), then (h 
