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1. INTRODUCTION 
We consider first-order elliptic systems of the form 
where II = (ur , ua ,..., u,) and P and Q are m x m matrices with entries which 
are complex-valued Cl functions of x = (x1 , x2 ,..., x,). We shall establish a 
generalized maximum principle for certain classes of equations of the form (1 .I) 
provided that the solutions are of class C2. 
It is easy to see that the maximum principle usually associated with second- 
order elliptic equations does not hold in general for first-order systems. For 
example, the function II = D = exp[-$(X2 + r”)] is a solution of the first-order 
elliptic system 
UX -v,= -xu+yv 
v, + I.$ = -xu - yv 
(1.2) 
and the maximum of u and v in R2 occurs at (0,O). Nevertheless, we show that 
solutions of (1.2) satisfy a generalized maximum principle in sufficiently restricted 
domains in the plane. 
The method we employ consists of operating on (1.1) with a general first-order 
linear operator, thereby obtaining a second-order system in the unknown u. 
If solutions of this second-order system satisfy the criteria for a generalized 
maximum principle, then solutions of the original first-order system do also. 
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In Section 2 we establish a criterion for a generalized maximum principle 
for second-order elliptic systems of the form 
in which the blij and cli are complex-valued functions and the aij real-valued 
functions of X. This result, of interest in itself, imposes different conditions on the 
coefficients from those of Miranda [9] and Protter and Weinberger [ll]. 
Maximum principles for weakly coupled second-order elliptic systems have also 
been obtained by Dow [Sj, Szepticki [13], and Wasowski [14]. In addition, we 
show how this result may be used to obtain gradient estimates for a single second- 
order elliptic equation. The results here are related to those given in [ 121. 
In Section 3 we develop conditions on systems of the form (1 .I) which lead to 
those of the form (1.3). We give a rather complete treatment for first-order 
systems when n = 2 and we show that for n > 2 the existence of maximum 
principles is related to the determination of certain Clifford algebras associated 
with the first-order differential operator. 
The methods developed in Section 3 can be extended to yield maximum 
principles for first-order systems which can be decomposed into subsystems, each 
of which satisfies the conditions imposed in Section 3. The precise results are 
given in Section 4 and, as a special case, we show that biharmonic functions have 
the property that a linear combination of such a function and its derivatives 
satisfies a maximum principle. Results of this type in the plane were given by 
Miranda [8]. In fact, the results we obtain are valid for systems which may be 
considered as generalizations of solutions of polyharmonic equations. A special 
type of maximum principle for polyharmonic functions was obtained by Chow 
and Dunninger [2]. 
2. SECOND-ORDER SYSTEMS 
We consider a second-order operator 
in a domain D in Iin. We assume that L is uniformly elliptic, i.e., there is a 
constant cs > 0 such that for all x E D and all y = (yi , ya ,..., yJ in Rn the 
inequality 
(2-l) 
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holds. The operator L is the principal part of each equation in the second-order 
elliptic system 
Lu, + f f hi&) 2 + i CLj(-+j = 0, 1 = 1, 2 ,..., m. cw 
i=l j=l j=l 
We suppose that the coefficients brij , clj are bounded complex-valued functions 
in D. A solution ?I = (ui , ua ,..., u,) is a complex-valued C2 function which 
satisfies (2.2) in D. 
For any matrix M we denote the conjugate matrix by M and the conjugate 
transpose by M*. If M = (mij) and N = (n,J are n x s matrices, we define the 
dot product of M and N: 
n,s 
M. N = c m,jfi~~j = trace (MN*). 
i,j=l 
There is the corresponding norm 
/ M I2 = M. M = c 1 mij i2. 
i,j 
Let A be the matrix of the coefficients of L and denote the jth column of M by 
Mj. Clearly, 
AM.M= g(AM)j.Mj=x(AMj).Mj. 
j=l j 
Since A is a symmetric matrix, the ellipticity condition (2.1) may be applied with 
y replaced by the complex-valued vector Mj to yield 
AM. M > i c,, 1 Mj 12 = c0 1 M 12. 
i=l 
(2.3) 
Since A is real and symmetric, we have the additional formulas 
AM . N = trace(AMN*) = trace(MN*A) = trace[M(AN)*] = AI . (AN). 
(2.4) 
Let A-l denote the inverse of A and let 6 > 0 be a number. We apply (2.3) with 
M replaced by M + SA-lN so that 
A(M + SA-lN) . (M + SA-lN) > 0. 
Expanding and using (2.4), we obtain the inequality 
2 Re(M N) = M ’ N + N. M >, -SplAM. M - SN . A-lN. (2.5) 
For convenience we write the system (2.2) in the form 
Lu, + %,u . B, + u . Cl == 0, 1 = 1, 2,..., m 
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where B, is the n x in matrix (&&, cz is the vector (E,, , E,, ,..., c&, a,u is the 
n x m matrix of the derivatives (az+)/(ax,), and the dot symbol is also used for 
the scalar product of two vectors when appropriate. 
THEOREM 2.1. There exists a constant K >, 0 whose size depends only on the 
coefficients in (2.2) such that if u is a solution of (2.2) and (Y is a positive C2 function 
in D, then the product OL 1 u I2 = (Y. CL, 1 ui I2 cannot attain a positive maximum at 
any point where (Y satis$es 
a-lLcx - 2a-?(AVor) . Vol > K. (2.6) 
Proof. We set p = 1 u I2 and find 
L(q) = (La)p + ct(Lp) + 2AVc4 . VP. 
At a point where @ attains a maximum, we have 
(2.7) 
0 = V(“P) = P4P + 4VP>, 
and (2.7) becomes 
L(q) = p(La - 2r1AVol . VU) + a(Q). 
A direct computation yields 
Lp = f [z+Lu, + zl;Lu, + 2AVu, . Vu,] 
Z=l 
(2.9) 
and 
= f 2 Re(u,Lu,) + 2A(a,u) . a,u 
Z=l 
2 Re t&(Lu,) = -2 Re &u (qB,) - 2 Re u . (ulcL). (2.10) 
(2.8) 
We apply (2.5) with M = a,u, N = -u,B, , and S = m/2 to obtain 
-2 Re(a,u . u,B,) 2 - $ (A~,u) . 8,~ - + ) ul I2 B, . A-‘B, . (2.11) 
The ellipticity condition (2.3) implies that A-lB, . BL < co1 1 B, 12, and we find 
from (2. I 1) 
-2 Re(8,zc . u,B,) >, - + (A&u) . a,u - F c;’ 1 ul 1’ I B, 12. (2.12) 
Furthermore, 
-2 Re u . (uzcL) > -2 f 1 ul / 1 clj Ill2 / czj Ill2 I ui I 
i=l 
3 -1 (I uI 1' I clj I + I uj I2 ! CLj 1). (2.13) 
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We substitute (2.12) and (2.13) into the right side of (2.10), and then insert the 
resulting expression into (2.9) to obtain 
LP 2 -PwG + K2) (2.14) 
with Kl and KS constants of the form 
Kl = K3 sup I &(x) i2 
zED,Z=l.....m 
K, = K3 sup I 44 
ED,Z=l....,m. 
(2.15) 
where K3 is a constant which depends only on m and n. We insert (2.14) into (2.8) 
to get 
L(oip) > ap[ol-‘L(~ - 2,+4Va) . Vol - c;lKl - K,]. (2.16) 
This inequality holds at any point in D where orp attains a maximum. Thus orp 
cannot achieve a positive maximum at any point where the quantity in brackets 
in (2.16) is positive. The theorem is established with K = c$K, f Kz . 
If we choose 01= 1, then a modification of the proof yields a maximum 
principle for 1 u 1 with (2.6) replaced by a condition which must be satisfied by 
the coefficients of the system (2.2). Results of this type were obtained by Miranda 
[9]; see also [12]. 
It is natural to ask whether functions 01 exist which satisfy condition (2.6). The 
following corollary shows that for every system (2.2) an a! satisfying (2.6) can 
always be found provided that the domain is restricted sufficiently. 
COROLLARY 2.2. (i) There exist positive constants p, p depending only on the 
coe#kients in (2.2), such that for any x0 in R” and solution u in D, the function 
I +)I2 exp@ I x - x0 1”) 
does not attain a positive maximum in D n {x: 1 x - x0 1 < p}. (ii) There exist 
positive constants CT, 7, depending only on the coe&ients in (2.2), such that for any 
x0 = (x,0, x20,..., xp) in Rn and solution u in D, thefunction 1 u(x)I” exp(T/ xi --xi0 1”) 
does not attain a positive maximum in the intersection of D with the slab 
{x: / x1 - x10 1 < u}. 
Proof. (i) We let a(x) = exp(j3 1 x - x0 1”) with /3 > 0. Then 
La = 4p2ol(x)[A(x)(x - x0)] . (x - x0) + 2@(x) trace A(x) 
and 
AVol . Vol = 4P2a2[A(x)(x - x”)] . (x - x0). 
The trace of A is the sum of its eigenvalues and we denote by yM(x) and y,(x) 
the largest and smallest eigenvalues of A. Then ym > co and 
A(x)(x - x0) . (x ~ x0) < y,M 1 x ~ x0 i2. 
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The left side of (2.6) has the lower bound 
a+Lol - 2or-2(AVor) *Va >, 2@ trace A - 4fiM 1 x - x0 I2 
2 2/3~,[1 - 2p j x - x” [“I + 2/3c,, . (2.17) 
We choose j3 so large that 2&, > c;‘K1 + K, where Kl , K, are defined by 
(2.15). Then if p is chosen so small that p2 < l/2/3, inequality (2.6) holds. 
(ii) We let a(x) = exp[T(x, - x10)“] and obtain 
[a-%% - 2&(AVa . Va)] = 2TU,,(X)[l - 27(x, - x10)2] 
> 27co[l - 27(x1 - x10)2]. 
We choose T so large that 7co > c;'Kl + K, and then select u so small that 
c? < l/47. 
Corollary 2.2 yields a maximum principle for any system of the form (2.2) 
provided that the domain D is sufficiently small. It is possible to obtain maximum 
principles in an arbitrary bounded domain provided that the coefficients of the 
system (2.2) are restricted sufficiently. For example, suppose that D is such 
a domain and a(x) = exp# 1 x - x0 1”). We choose /3 so small that 
1 - 2p / x - x0 I2 > 0 for all x E D. Then if Kl and K, are so small that 
2pco > c;'K, + K2 , the function a: j u I2 cannot attain a maximum in D. 
Theorem 2.1 can be used to obtain bounds on the gradient of the solution of a 
single second order elliptic equation provided the coefficients are sufficiently 
smooth. 
We consider the equation 
i;l %iW g&y + z w s + c(x)u = O (2.18) 
and suppose that the coefficients are C1 functions in D and that the solution u is 
C3 in D. We differentiate (2.18) with respect to xk and find 
u = 0, 
K = I,2 ,..., n. (2.19) 
By combining (2.18) and (2.19) we get a system of the form (2.2) consisting of 
n + 1 equations in the n + 1 unknowns u, au/iix, ,..., au/ax, . We obtain a 
maximum principle for the quantity a(\ u j2 + 1 Vu I”). If c is constant or never 
zero in D, then u can be eliminated from the above system and a system of n 
equations in the gradient of u yields a maximum principle for (II 1 Vu 12. 
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3. MAXIMUM PRINCIPLES FOR A CLASS OF FIRST-ORDER SYSTEMS 
We consider a first-order system of equations of the form 
where u = (pi , u2 ,..., urn) is a column vector and the matrices Ps , i = I,2 ,,.., n, 
and Q are m x m with entries which are complex-valued Cl functions in a domain 
D in Rn. We suppose that the solution u is a c2 function in D. We shall also 
consider a collection of m x m matrices R, , R, ,..., R, and the operator 
If it is possible to choose the matrices Rj in such a way that 
(3.2) 
where I is the m x m identity matrix, L is an elliptic second-order operator of the 
form 
as described in Section 2, and S is an m x m matrix operator of order less than 
two, then we can apply Theorem 2.1 to obtain a maximum principle for solutions 
of the system (3.1). We cannot expect (3.2) to hold unless the first-order system 
(3.1) is elliptic as defined in [3, p. 1741. This fact will be established later. 
Equating the principal terms in (3.2), we find that the matrices Ri , j = 
1, 2,..., n must satisfy the equations 
RjPi f RiPi = 2a,$ for i#j 
(3.3) 
RiPi = aJ 
for some symmetric matrix A = (aij) which satisfies (2.1). 
We discuss several special cases in detail: (For elliptic systems we may take 
Pl as the identity in (3.1).) 
Case (a). m = 2, real principal terms. In this case it is easy to verify that 
there are no elliptic systems if n > 2. Therefore we consider the equation 
Iuz + Pu, = Qu (3.4) 
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where P, Q are.2 .X 2 ematrices, I is the identity matrix, and u = (ur , ale) is 
assumed to be a c” solution of (3.4). We suppose that P has real entries, and we 
note that the ellipticity condition of (3.4),states that 
det(P - ti) # 0 for h real. 
We may write 
det(P - XI) = aX2 + 2b/\ + c, 
and we observe that the ellipticity condition is equivalent to the inequality 
b2 - ac < 0. Since P satisfies its characteristic equation, we have 
aP2 + 2bP + cl = 0. 
We choose R, = al and R, = cP-I, and we find that 
R,P + R.$ = -2bI 
R,I = al 
R,P = cl. 
Hence (3.3) holds with 
A = (f -“,, . 
Since UC - b2 > 0, we see that A is positive definite. Hence every elliptic system 
of two first order equations which has a C2 solution can be transformed into a 
second order system in such a way that Theorem 2.1 holds. The simplest 
example of this type is given by the Cauchy-Riemann system 
u, - vy = Cl24 + c2v 
0, + 21, = CQU + cg. 
We see that here P = (f -3 and a = 1, b = 0, c = 1. The matrix A is the 
identity and L is the Laplace operator. Also, R, = I and R, = -P. 
Case (b). m 3 2,n = 2. The system (3.1) may be written 
Iu, + Pu, = Qu (3.5) 
where P, Q are m x m matrices, I is the identity, and u = (ur , us ,..., u,) is 
a C2 solution of (3.5). We assume P satisfies a second-degree polynomial equation 
of the form 
aP2 + 2bP + d = 0 (3.6) 
where a, b, c are real and furthermore, we suppose that b2 - m < 0. Then the 
analysis of case (a) appliesand matrices Rj which satisfy (3.3) can be found. The 
505/24/I-10 
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solutions of (3.5).will satisfy a maximum. principle. Conversely, if matrices Ri 
can be found for (3.5) which satisfy (3:3), then as an ‘easy calculation shows, 
P satisfies (3.6) with u = a,, , b = -%a, and c = a,. 
Equations of the form (3.5) which satisfy a relation such as (3.6) may be 
brought into canonical form so that the first-order operator Iu, + Pug is a 
generalization of the Cauchy-Riemann operator. “Completing the square” in 
(3.6), we obtain 
(P+p,‘= - ac(IBb2 I, 
and by setting 
we find the equation 
(P)Z = -I. (3.7) 
Thus we have an obvious correspondence between solutions of (3.6) and (3.7). 
Equation (3.7) shows that (det P)2 = (-1)” and, in case P (and therefore, s) 
is real, we see that m must be even. Whenever P is real it is easily shown that by 
means of a similarity transformation it can be brought into the rational canonical 
form J where J = V-II%‘, and / is the matrix consisting of 2 x 2 main diagonal 
blocks of the form (y -3 an d zeros elsewhere. If P is complex, then by a complex 
similarity transformation, it can be brought into a diagonal form where every 
diagonal element is i or 4. (A more detailed discussion of this case is given in 
PI.) 
First-order systems (3.5) which satisfy (3.6) may be brought into a simplified 
form directly by means of similarity transformations. If a, b, c are real and 
b2 - UC < 0, then it follows [6, p. 268 that P can be brought into the rational 
canonical form K = T-lPT where K is a matrix consisting of main diagonal 
blocks of 2 x 2 matrices 
( 
0 -c/u 
1 -2b/u > 
and zeros elsewhere. We make the change of dependent variable w = T-4 
and, assuming sufficient differentiability of the coefficients, we obtain 
u, = Tw, + T,w, u2/ = Tw, + T,w. 
Therefore (3.5) becomes 
w, + Kw, = [T-lQT - T-IT, - T-lPT,lw. (3.8) 
Equation (3.8) represents a system of 2% = m equations in 2m, unknowns which 
can be viewed as a system of m, pairs of equations where coupling between pairs 
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occurs only in the zero-order terms. See Doughs [4] for a detailed analysis of 
the reduction. We write the terms of.the system (3~8) in the form 
c 
Y&-1.2: - a F&a, = fi 
%i,z + wzi--l,Y - p L., = gi 9 
(3.9) 
i = 1, 2 ,..., ml , 
where the fi , gi are linear functions in the components wr , wr ,..., wUzm, . In 
the special case that a = c and b = 0, the left sides of (3.9) are seen to be 
Cauchy-Riemann operators. 
A similar analysis can be performed in case the matrix P in (3.5) is complex. A 
similarity transformation yields a diagonal matrix (see [4]) where each diagonal 
term is h or x with 
h = _ ~ + i (ac abz)” . 
The system analogous to (3.9) is 
*i,r + 
4 f i(ac T b2)li2 
wi,v = a 4 = 7 i 1, 2 ,... , m, (3.10) 
for the complex-valued unknowns w, , wa ,..., w, . The quantities hi are linear 
functions of the wi . The + or - sign in (3.10) is chosen for the ith equation 
depending on whether the ith term in the diagonalized matrix is /\ or A. The 
coupling in (3.10) appears only in the hi . 
Case (c). m > 2, n > 2. We consider the matrices Pl , Pz ,..., P, in (3.1) 
and we seek matrices R, , R, ,..., R, such that (3.3) holds. First we show that if 
the R, exist, then the system (3.1) must be elliptic. We consider real scalars 
4 , 42 ,+--, L and multiply the equations in (3.3) by Xi/Ii and sum on i and j. We 
get 
f (R,P, + R,P,) Aihj = 
i,i=l 
and hence 
Since A = (arj) is positive definite, we see that det(Ci hiPi) # 0 unless all the 
Xis are zero. Hence (3.1) is elliptic. It has been shown by Adams, Lax, and 
Phillips [I] that for given n there are severe restrictions on the values of m for 
which elliptic systems exist. Let R(m), (C(m)) denote the maximum number of 
real (complex) m x m matrices PI , Pz ,..., P,, such that det(C&PJ # 0 for all 
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real A, ., A, ,..., A, not identically+zero, The values of R(m) and C(m) are derived 
in [l]. We set m = (2a + 1)2b, b = c + 4d where a, b, c, d are nonnegative 
integers with 0 < c < 4. Then 
R(m) = 2” + 8d 
C(m) = 2b + 2. 
(3.11) 
For example, if m = 2t where t is an odd number, then b = c = 1 and d = 0. 
We have R(m) = 2 and C(m) = 4. Th a is, if the Pi are real in (3.1), there are no t 
elliptic systems in more than two independent variables. In particular, real 
first-order systems of 6, 10, 14, 18 ,... equations in more than two independent 
variables can never be elliptic. 
If the system (3.1) is elliptic then it may be possible to find matrices R, , 
R 2 >..., R, such that (3.3) holds. The determination of these matrices is equivalent 
to the existence of a set of m x m matrices Qa ,..., Qn which satisfy the relations 
QiQj = -QjQi > i#.i 
Qi” = -I, i = 2, 3 )...) n. 
(3.12) 
Each matrix Pi is a particular linear combination of the Qi and the identity 
matrix. We recognize the fact that the matrices I, Qs ,..., Qn form the basis of a 
Clifford algebra associated with the quadratic form -(~a” + ... + xn2); see 
Lam [7]. We conclude that for every such Clifford algebra we can determine a 
class of first-order elliptic systems of the form (3.1) for which a maximum 
principle exists. 
We summarize the preceding analysis in the following statement. 
THEOREM 3.1. (i) Let u be a c” solution of the elliptic system (3.5) in which the 
entries in P and Q are Cl functions. If the matrix P satisfies (3.6) with b2 - ac < 0, 
then there exists a positive function 01 such that a! / u I2 satisfies the maximum principle 
of Theorem 2.1. If m = n = 2, and P is real, then P will always satisfy (3.6). 
(ii) Let u be a C’ solution of the elliptic system (3.1) in which the entries in Pi and 
Q are C1functions and m ‘3 n > 2. The existence of a set of matrices R, , R, ,..., R, 
satisfying (3.3) is equivalent to the existence of matrices I, Q2 ,..., Qn which form the 
basis of a Clifford algebra and are such that each Pi is a particular linear combination 
of the Qi and I. For all such systems there exists an 01 such that 01 1 u j2 satis$es the 
maximum principle of Theorem 2. I . 
4. AN EXTENDED MAXIMUM PRINCIPLE 
In Section 3 we considered first order systems which for n = 2, have the 
property that the matrix P satisfies an equationsuch as (3.6). If P does not 
satisfy any such equation it still may be possible to obtain a maximum principle. 
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We first illustrate with an example. Consider the system, 
Iv, + Mv, = NV, (4.1) 
where M, N, and I are s x s matrices and v = (vr , vz ,..., vJ. Suppose that this 
system can be split into two parts with unknowns u = (ur ,..., u,), w = (wl ,..., wr), 
m + r = s, where ui = vi and wj = v,+~ , i = 1, 2 ,..., m, j = 1, 2 ,..., r, and 
Iu, + Pu, = Qu 
Iw, + Pwy = R ( ; j + Su, + Tu, . 
(4.2) 
In (4.2), p is an r x r matrix, R is r x s, and S, T are r x m matrices. If the 
matrices P and P both satisfy a second-degree polynomial equation such as (3.6), 
then the system (4.2) satisfies a generalized maximum principle. To see this we 
differentiate the first equation in (4.2) getting 
(4.3) 
We define the column vector U = (u, u, , u, , w) with 3m + r components and 
the matrix 
We observe-that he system (4.2), (4.3) can be written 
IU,+ P’U, =Q’U. 
Thelmatrix P’ satisfies the same second degree polynomial equation that P and p 
do. We may therefore use part (i) of Theorem 3.1 to conclude that the quantity 
4 u I2 + I % I2 + I % I2 + I w I”) 
satisfies a maximum principle provided that z, is a C3 solution of (4.1) and that the 
entries of the matrices in (4.1) are of class Cz. 
As a special instance of the preceding example we consider the system 
ux - vr = au + bv 
v, + u, = cu + dv 
P, - c7Y + % = f(% v> P, 4) 
!7e + P, + v?/ = &, v, P> 4) 
(4.4) 
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wheref and g are linear functions. It may be verified that if the right side of (4.4) 
is zero then the system is satisfied by any biharmonic function p. Conversely, 
every solution p of (4.4) with the right side zero which is sufficiently differentiable 
is a biharmonic function. It is easy to see that the matrix P of (4.4) does not 
satisfy the hypotheses of Theorem 3.1(i). However, the above analysis shows 
that 
(Q” + q2 + u2 + ?I2 + uz2 + u,“2 + oz2 + q,“) (4.5) 
satisfies a maximum principle since the matrices P and P are both the Cauchy- 
Riemann operator: 
P = P = (; -3. 
It is well known that a biharmonic function p in a simply connected domain has 
the representation p = Re(%v + 4) where v and I,!I are analytic. Set 
q = Irn(zp + 4) and letf = u + iv be an analytic function whose derivative is 
f’ = 2i9. Then the functions p, q, u, ZI satisfy (4.4) with the right. side zero. In 
this case (4.5) shows that a maximum principle holds for a combination of a 
biharmonic function and its related conjugate functions. A maximum principle 
for a combination of a biharmonic function and its derivatives has been obtained 
by Miranda [8]. 
The system (4.2) is an example of a general procedure for first order systems 
in two variables. We consider 
22 = (Ul , u2 >..a, %Q), u2 = (%Ll+l ,a.*, %n,+mz ,..a; uk = (%l+...,-m,~,+l ,-.., us) ) 
in which there are ml + ... + mL = s unknowns. We suppose that each ui is a 
column vector and we write the system in the form 
Iuzi + P&i = fi ) i = 1, 2,..., k (4.6) 
where in the ith equation I and Pi are mi x mi matrices and fi will be described 
below. We define the (ml’+ mz + ... + mJ x 1 vector Ui = (ul, u2,..., ui). 
The right side fi of (4.6) consists of a sum of terms linear in Ul,..., lJi and their 
derivatives of the form 
A,“lY + A,“D,W1 + ARiD,W1 + A,iD,zUi-z + AtD,D,Ui-2 
+ A iD 2Ui-2 + .., 6 Y + AliD;-lU1, (4.7) 
where for convenience we have set D, = (a/ax) and D, = (a/$~). Nonpositive 
upper indices indicate the term is absent. The matrices Aji all have m, rows and 
the number of columns appropriate for the matrix multiplication. If each 
matrix Pi in the system (4.6) satisfies the same second-order polynomial equation 
(3.6) and if the solutions and coefficients are sufficiently smooth, then we show 
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where each Pi is an m x m matrix, Q is m x m and u is an m x 1 vector. Each 
Pi is r x I, R is Y x (m + r), each Si is r x m, and w is an r x 1 vector. We 
suppose that there exist matrices R, , R, ,..., R, such that 
RiP, + RiPi = 2a,I, i,j = 1,2 ,...) n 
and matrices RI ,..., 8, such that 
I2j.P.i + &Pj = 2a,J, i,j = 1,2 ,..,, n. 
The matrix A = (a(j) is assumed to be positive definite. We differentiate the 
first system in (4.8) obtaining 
We now consider the system consisting of Eqs. (4.9) and (4.8) in the variables 
a=(%%(, w). The matrices of this system are Pi’, i = 1, 2 ,..., n, where each 
Pi’ consists of zeros except for n + 2 main diagonal blocks, the first n f 1 blocks 
being repetitions of P, and the last block being pi . We define Ri, i = 1, 2,..., n, 
as all zeros except for n + 2 main diagonal blocks being repetitions of Ri and the 
last block being Ri . Each Pi’, Ri’ is a square matrix with mn + m + r rows and 
columns. The system 
satisfies the hypotheses of Theorem 3.l(ii). We conclude that there exists an Q 
such that 01 / u’ I2 satisfies the maximum principle. 
As an example of the above maximum principle we consider the system 
1 PA, = Qu (4.10) 
with 
O-l 0 
t 1 O O 
0 
PI = I, pz E 
0 0 0 
O 1 1’ 0 -l 0 
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It is not difficult to see that this system satisfies the hypotheses of Theorem 3.l(ii) 
and hence a maximum principle holds. In fact the left side of (4.10) is a generaliza- 
tion of the Cauchy-Riemann operator. If we adjoin to (4.10) a system of the form 
i Pa, = R ( ; ) + i Siuzi ,
i=l i=l 
(4.11) 
then the combined system will not in general satisfy the hypotheses of Theorem 
3.l(ii). However, the procedure described above shows that by differentiating 
(4.10) we can obtain an enlarged system so that the quantity 
satisfies the maximum principle. 
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