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Abstract As is well known, one-dimensional systems with interactions restricted to first nearest neighbors
admit a full analytically exact statistical-mechanical solution. This is essentially due to the fact that the knowl-
edge of the first nearest–neighbor probability distribution function, p1(r), is enough to determine the structural
and thermodynamic properties of the system. On the other hand, if the interaction between second nearest–
neighbor particles is turned on, the analytically exact solution is lost. Not only the knowledge of p1(r) is
not sufficient anymore, but even its determination becomes a complex many-body problem. In this work we
systematically explore different approximate solutions for one-dimensional second nearest–neighbor fluid
models. We apply those approximations to the square-well and the attractive two-step pair potentials and
compare them with Monte Carlo simulations, finding an excellent agreement.
Keywords One-dimensional fluids · Nearest-neighbors · Square-well model · Two-step model · Radial
distribution function · Fisher–Widom line
1 Introduction
It is well known that equilibrium systems confined in one-dimensional geometries with interactions restricted
to first nearest neighbors (1st nn) admit a full exact statistical-mechanical solution [5, 15, 26, 27, 29–38, 42,
43, 52, 53]. Apart from its undoubtful pedagogical and illustrative values [6, 8, 11, 12, 25, 44–47], this exact
solution can also be exploited as a benchmark for approximations [2, 3, 7, 10, 13, 14, 16, 43, 51] or simulation
methods [9].
Exact solutions are also possible for a few one-dimensional systemswith interactions extending beyond 1st
nn, as happens, for example, in the one- and two-component plasma, the Kac–Backer model, or isolated self-
gravitating system [19, 20, 41]. However, most one-dimensional non-1st nn fluids do not admit an analytical
exact solution but only an approximate one, as happens, for example, to the penetrable-square-well model
[18,22,48].
While a fair amount of simplification of relevant questions occurs in a lattice gas or Ising model context
[15], here we will be concerned with spatially continuous fluid systems. The two main ingredients allowing
for an exact statistical-mechanical treatment of one-dimensional fluids (in the isothermal-isobaric ensemble)
are [47]: (i) the pair interaction potential diverges as the two particles approach each other, so that the ordering
of the particles cannot change, and (ii) each particle interacts only with its two 1st nn. In that case, it is
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2possible to obtain the exact 1st nn probability distribution function, p1(r), whose knowledge is in turn enough
to determine all the structural and thermodynamic properties of the system.
On the other hand, even if the ordering property (i) is maintained, as soon as the interaction extends
to second nearest neighbors (2nd nn) the exact solution is generally lost. First, the determination of p1(r)
becomes a complex many-body problem. Second, even if p1(r)were known, the convolution property relating
p1(r) to the more general correlation functions is no longer valid and one is again faced with a many-body
correlation coupling. Nonetheless, the problem is in general more tractable than the one of a generic non-1st
nn fluid since the potential energy now contains only the interactions between 1st and 2nd nn pairs. It is
therefore interesting to find reasonable approximate solutions in this particular case. This is the objective of
the present work.
After revising the exact expressions for the ℓth-order nn distribution functions in the isothermal-isobaric
ensemble and their structure, we devise a sequence of approximations (by means of a diagrammatic descrip-
tion) at various increasing orders of accuracy. Our sequence gives the exact solution only at infinite order,
but we will discover that already at second order it does a very good job. As illustrations, we will apply our
approach to two particular cases: the square-well (SW) and the attractive two-step (TS) models.
As for the thermodynamic properties, the equation of state is determined from three alternative roots:
the virial and compressibility routes, and the consistency condition that the radial distribution function (RDF)
must tend to 1 at large distances. This gives us useful thermodynamic consistency tests on our approximations.
Of course, the van Hove theorem [28, 40, 54] states that in our case there cannot be a phase transition for the
fluid and, in particular, the isothermal susceptibility cannot diverge. We check this by computing the isother-
mal susceptibility through two different thermodynamic routes. Another relevant thermodynamic consistency
test refers to the internal energy per particle.
We carry on a detailed analysis of the RDF and compare the behavior of our approximations with the
results from canonical Monte Carlo (MC) simulations for both the SW and TS models. Also, within our
approximate theory, we compute the Fisher–Widom (FW) line [23] for the SW model at various ranges.
The work is organized as follows. In Sect. 2 the problem of the 2nd nn fluid is presented and the exact
solution in the 1st nn case is recalled. In Sect. 3 we introduce the sequence of approximations used to solve
the 2nd nn problem. This is followed by Sects. 4 and 5, where the approximations are particularized to the
SW and TS fluids, and compared with our own MC simulations. In Sect. 6 we calculate the FW line for the
SW model. Finally, Sect. 7 presents our concluding remarks.
2 The roblem
Let us consider a one-dimensional system of N particles in a box of length L (so that the number density is
n= N/L) subject to a pair interaction potential φ(r) such that:
i. limr→0 φ(r) = ∞. This implies that the order of the particles in the line does not change, i.e., the particles
are assumed to be impenetrable.
ii. φ(r) = 0 for r > D. Thus, the interaction has a finite range D.
iii. Each particle interacts only with its 1st and 2nd nn, i.e., with the four particles closer to it.
The total potential energy is then
ΦN(r
N) =
N
∑
i=1
[φ(xi+1− xi)+ γφ(xi+2− xi)] , (2.1)
where rN = {x1,x2, . . . ,xN} are the coordinates of the N particles ordered in such way that x1 < x2 < · · ·< xN ,
and periodic boundary conditions (pbc) are assumed, so that xN+1 = x1+L and xN+2 = x2+L. A sketch of
the system is shown in Fig. 2.1. In Eq. (2.1) we have introduced the bookkeeping factor γ simply to keep track
of the 2nd nn contribution to the total potential energy. At the end of the calculations γ = 1 will be taken.
2.1 General Relations
2.1.1 Nearest–Neighbor and Pair Correlation Functions
Given a reference particle at a certain position, let p1(r)dr be the conditional probability of finding its 1st
nn at a distance between r and r+ dr to its right. More in general, we can define pℓ(r)dr as the conditional
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Fig. 2.1 Illustration of the one-dimensional fluid and of the distances used in the main text. For simplicity, particle i= 1 defines
the origin of coordinates (i.e., x1 = 0).
probability of finding its (right) ℓth neighbor (1≤ ℓ≤N−1) at a distance between r and r+dr [47]. Since the
ℓth neighbor of the reference particle must be somewhere, the normalization condition, in the thermodynamic
limit (N → ∞, L→ ∞, n= const), is ∫ ∞
0
dr pℓ(r) = 1. (2.2)
The physical meaning of the RDF [4, 24, 28, 47] implies that ng(r)dr is the total number of particles at a
distance between r and r+ dr, regardless of whether those particles correspond to the 1st nn, the 2nd nn, . . .
of the reference particle. Thus, again in the thermodynamic limit,
ng(r) =
∞
∑
ℓ=1
pℓ(r). (2.3)
2.1.2 Thermodynamic Quantities
Apart from characterizing the equilibrium spatial correlations, the RDF allows one to obtain the thermo-
dynamic quantities by means of well-known statistical-mechanical formulas [47]. For instance, the excess
internal energy per particle is given by
βu = βn
∫ ∞
0
drφ(r)g(r) = β
∫ ∞
0
drφ(r) [p1(r)+ p2(r)] , (2.4)
where β ≡ 1/kBT is the (reduced) inverse temperature (kB and T being the Boltzmann constant and the
absolute temperature, respectively) and we have taken into account that φ(r) vanishes beyond 2nd nn.
Moreover, from the virial theorem we find
β p
n
= 1−βn
∫ ∞
0
dr rφ ′(r)g(r) = 1+n
∫ ∞
0
dr r f ′(r)y(r), (2.5)
where p is the pressure, · · ·′ ≡ d · · ·/dr, f (r) = e−βφ (r)− 1 is the Mayer factor, and y(r) = g(r)eβφ (r) is the
cavity function. A thermodynamic consistency test comes from the following Maxwell relation(
∂ βu
∂ β p
)
β
= β
(
∂n−1
∂ β
)
β p
. (2.6)
Of course, for an exact solution this is an identity.
The isothermal susceptibility is defined as
χT =
(
∂n
∂ β p
)
β
. (2.7)
4Alternatively, it can also be obtained via the compressibility route as [47]
χT = 1+2n
∫ ∞
0
dr [g(r)−1] = 1+2n lim
s→0
[
Ĝ(s)−
1
s
]
, (2.8)
where
Ĝ(s)≡
∫ ∞
0
dre−rsg(r) (2.9)
is the Laplace transform of the RDF. Again, the two routes (2.7) and (2.8) give identical results if the exact
RDF is used. Note that the physical condition limr→∞ g(r) = 1 and Eq. (2.8) imply the small-s behavior
Ĝ(s) =
1
s
+
χT −1
2n
+O(s). (2.10)
2.1.3 Isothermal-Isobaric Ensemble
We will see that retaining in the potential energy of the fluid up to the 2nd nn interactions involves an N-body
coupling in any of the ℓth nn distribution functions. This renders the one-dimensional problem extremely
more complicated than the 1st nn fluid, for which a general analytical solution can be found [47] due to the
decoupling of each pair of nn (see Sect. 2.2).
In the isothermal-isobaric (or NpT ) ensemble, the N-body configurational probability density function
is [47]
ρ(rN) ∝ e−β pL−βΦN(r
N). (2.11)
As a consequence, we find for p1(r) (see Fig. 2.1)
p1(r) ∝
∫ ∞
r
dLe−β pL
∫ L
x2
dx3
∫ L
x3
dx4 · · ·
∫ L
xN−1
dxN e
−βΦN(r
N ), (2.12)
where we have taken particles i = 1 (at x1 = 0) and i = 2 (at x2 = r) as the representative 1st nn pair. The
proportionality constant in Eq. (2.12) is obtained from the normalization condition (2.2).
Using Eq. (2.1) and the pbc we find (see Fig. 2.1 for notation)
ΦN(r
N) = φ(r)+ γφ(R)+φ(r3)+ γφ(R3)+φ(r4)+ γφ(R4)+ · · ·+φ(rN+1)+ γφ(RN+1), (2.13)
with R = x3 = r+ r3 and ri = xi− xi−1, Ri = xi+1− xi−1 = ri + ri+1 for i = 3,4, . . . ,N+ 1. It is proved in
Appendix A that, after an adequate change of variables, Eq. (2.12) becomes
p1(r) ∝ e
−β [pr+φ (r)]
∫ ∞
0
dr3 e
−β [pr3+φ (r3)]e−γβφ (r+r3)
∫ ∞
0
dr4 e
−β [pr4+φ (r4)]e−γβφ (r3+r4) · · ·
×
∫ ∞
0
drN e
−β [prN+φ (rN )]e−γβφ (rN−1+rN)
∫ ∞
0
drN+1e
−β [prN+1+φ (rN+1)]e−γβφ (rN+rN+1)e−γβφ (rN+1+r).
(2.14)
We clearly see that all the N− 1 spatial integrals are coupled, so that we cannot proceed any further with-
out introducing approximations. This many-body coupling can be conveniently visualized by means of a
diagrammatic representation, as shown in the first row of Table 2.1.
For the 2nd nn distribution we have
p2(R) ∝
∫ ∞
R
dLe−β pL
∫ R
0
dx2
∫ L
R
dx4
∫ L
x4
dx5 · · ·
∫ L
xN−1
dxN e
−βΦN(r
N). (2.15)
As proved in Appendix A, this becomes
p2(R) ∝ e
−β [pR+γφ (R)]
∫ R
0
dr2 e
−βφ (r2)e−βφ (R−r2)
∫ ∞
0
dr4 e
−β [pr4+φ (r4)]e−γβφ (R−r2+r4)
×
∫ ∞
0
dr5 e
−β [pr5+φ (r5)]e−γβφ (r4+r5) · · ·
∫ ∞
0
drN e
−β [prN+φ (rN)]e−βφ (rN−1+rN)
×
∫ ∞
0
drN+1 e
−β [prN+1+φ (rN+1)]e−γβφ (rN+rN+1)e−γβφ (rN+1+r2). (2.16)
5Table 2.1 Diagrammatic representation. We indicate with (i, j) the distance ri j = |xi − x j|. The open circles denote the root
points (not integrated out) i and j, while the filled circles (enclosed by open ones) denote field points (integrated out). The thick
straight lines represent a link exp{−β [pr+ φ(r)]} between 1st nn, while the thin curved lines represent a link exp[−γβ φ(r)]
between 2nd nn. In this representation, the dashed lines link two root points, while the solid lines link two field points or one
root and one field point.
Label Function Diagram
exact p1(1,2) ∝ r❞
N−1
r❞
N
❞
1
❞
2
r❞
3
r❞
4
exact p2(1,3) ∝ r❞
N−1
r❞
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❞
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r❞
2
❞
3
r❞
4
exact p3(1,4) ∝ r❞
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N
❞
1
r❞
2
r❞
3
❞
4
1(00) p
(00)
1 (1,2) ∝ ❞
1
❞
2
1(01) p
(01)
1 (1,2) ∝ ❞
1
❞
2
r❞
3
= ❞
1
❞
2
× ❞
1
❞
2
r❞
3
1(11) p
(11)
1 (1,2) ∝ r❞
N
❞
1
❞
2
r❞
3
= ❞
1
❞
2
×
(
❞
1
❞
2
r❞
3
)2
2(00) p
(00)
2 (1,3) ∝ ❞
1
r❞
2
❞
3
= ❞
1
❞
3
×
(
❞
1
❞
2
∗ ❞
2
❞
3
)
2(01) p
(01)
2 (1,3) ∝ ❞
1
r❞
2
❞
3
r❞
4
= ❞
1
❞
3
×
(
❞
1
❞
2
∗ ❞
2
❞
3
r❞
4
)
2(11) p
(11)
2 (1,3) ∝ r❞
N
❞
1
r❞
2
❞
3
r❞
4
= ❞
1
❞
3
×
(
r❞
N
❞
1
❞
2
∗ ❞
2
❞
3
r❞
4
)
3(00) p
(00)
3 (1,4) ∝ ❞
1
r❞
2
r❞
3
❞
4
3(01) p
(01)
3 (1,4) ∝ ❞
1
r❞
2
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3
❞
4
r❞
5
3(11) p
(11)
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N
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5
Once again, the expression above depends on all the N-body terms. It is represented by the second row in
Table 2.1.
In the case of the 3rd nn distribution, its formal expression is
p3(R¯) ∝
∫ ∞
R¯
dLe−β pL
∫ R¯
0
dx2
∫ R¯
x2
dx3
∫ L
R¯
dx5 · · ·
∫ L
xN−1
dxN e
−βΦN(r
N), (2.17)
6where we have denoted by R¯ the distance between the reference particles 1 and 4. Equation (2.17) is equivalent
to (see Appendix A)
p3(R¯) ∝ e
−β pR¯
∫ R¯
0
dr2 e
−βφ (r2)e−γβφ (R¯−r2)
∫ R¯−r2
0
dr3 e
−βφ (r3)e−γβφ (r2+r3)e−βφ (R¯−r2−r3)
×
∫ ∞
0
dr5 e
−β [pr5+φ (r5)]e−γβφ (R¯−r2−r3+r5)
∫ ∞
0
dr6 e
−β [pr6+φ (r6)]e−γβφ (r5+r6) · · ·
×
∫ ∞
0
drN e
−β [prN+φ (rN)]e−γβφ (rN−1+rN)
∫ ∞
0
drN+1 e
−β [prN+1+φ (rN+1)]e−γβφ (rN+rN+1)e−γβφ (rN+1+r2).
(2.18)
The diagram representing Eq. (2.18) is displayed as the third row of Table 2.1.
The process can be continued in a similar way to get pℓ(R¯) with ℓ = 4, . . . ,N− 1 and R¯ = xℓ+1− x1. In
particular,
pN−1(R¯) ∝ e
−β pR¯
∫ R¯
0
dr2 e
−βφ (r2)
∫ R¯−r2
0
dr3 e
−βφ (r3)e−γβφ (r2+r3)
∫ R¯−r2−r3
0
dr4 e
−βφ (r4)e−γβφ (r3+r4) · · ·
×
∫ R¯−r2−r3−···−rN−2
0
drN−1e
−βφ (rN−1)e−γβφ (rN−2+rN−1)e−βφ (R¯−r2−r3−···−rN−1)e−γβφ (R¯−r2−r3−···−rN−2)
×
∫ ∞
0
drN+1 e
−β [prN+1+φ (rN+1)]e−γβφ (R¯−r2−r3−···−rN−1+rN+1)e−γβφ (rN+1+r2). (2.19)
2.2 First Nearest–Neighbor Fluids: Exact Solution
Let us suppose now that the 2nd nn interactions are switched off. This is equivalent to setting γ = 0 in Eqs.
(2.1) and (2.13). In that case, the curved lines in the three first rows of Table 2.1 disappear and most of the
integrals in Eqs. (2.14), (2.16), and (2.18) can be absorbed into the proportionality constants:
p1(r) = K1e
−β [pr+φ (r)], (2.20a)
p2(R) ∝ e
−β pR
∫ R
0
dr2 e
−βφ (r2)e−βφ (R−r2), (2.20b)
p3(R¯) ∝ e
−β pR¯
∫ R¯
0
dr2 e
−βφ (r2)
∫ R¯−r2
0
dr3 e
−βφ (r3)e−βφ (R¯−r2−r3), (2.20c)
where in Eq. (2.20a) K1 is the normalization constant. In the case of Eq. (2.19), even though only the integral
over rN+1 can be absorbed into the proportionality constant so that N−2 integrals still remain, they acquire a
simple convolution structure:
pN−1(R¯) ∝ e
−β pR¯
∫ R¯
0
dr2 e
−βφ (r2)
∫ R¯−r2
0
dr3 e
−βφ (r3)
∫ R¯−r2−r3
0
dr4 e
−βφ (r4) · · ·
×
∫ R¯−r2−r3−···−rN−2
0
drN−1e
−βφ (rN−1)e−βφ (R¯−r2−r3−···−rN−1). (2.21)
Thus, in the case of a pure 1st nn fluid, the following recurrence relation holds
pℓ(r) =
∫ r
0
dr′ p1(r
′)pℓ−1(r− r
′)≡ (p1 ∗ pℓ−1)(r). (2.22)
It is straightforward to check that Eqs. (2.20) and (2.21) are consistent with Eq. (2.22). The convolution
structure of the integral in Eq. (2.22) suggests the introduction of the Laplace transform
p̂ℓ(s)≡
∫ ∞
0
dre−rspℓ(r), (2.23)
7so that Eq. (2.22) becomes
p̂ℓ(s) = p̂1(s)p̂ℓ−1(s) = [p̂1(s)]
ℓ . (2.24)
The normalization condition (2.2) is equivalent to
p̂ℓ(0) = 1. (2.25)
Note that this condition is automatically satisfied by Eq. (2.24) provided that p̂1(0) = 1. In fact, the Laplace
transform of Eq. (2.20a) is
p̂1(s) = K1Ω̂ (s+β p), K1 =
1
Ω̂ (β p)
, (2.26)
where
Ω̂ (s)≡
∫ ∞
0
dre−sre−βφ (r) (2.27)
is the Laplace transform of the pair Boltzmann factor e−βφ (r).
In this case of a 1st nn fluid, the RDF in Laplace space is exactly given by [see Eqs. (2.3) and (2.9)]
Ĝ(s) =
1
n
∞
∑
ℓ=1
[ p̂1(s)]
ℓ =
1
n
p̂1(s)
1− p̂1(s)
. (2.28)
Finally, the number density n is obtained as a function of pressure and temperature by enforcing the condition
lims→0 sG(s) = 1 [see Eq. (2.10)]. The result is [47]
n=−
Ω̂(β p)
Ω̂ ′(β p)
, (2.29)
where
Ω̂ ′(s)≡
∂ Ω̂(s)
∂ s
=−
∫ ∞
0
dre−rsre−βφ (r). (2.30)
Obviously, Eqs. (2.20)–(2.22), (2.24), (2.26), (2.28), and (2.29) cease to be exactly valid as soon as the
interactions extend to 2nd nn (i.e., γ = 1).
3 Our Approximations
3.1 First Nearest–Neighbor Distribution
As discussed above, the exact expression (2.14) for p1 is not amenable for an analytical treatment of the
problem. We will then introduce a hierarchy of successive approximations.
In Eq. (2.14) we observe that, apart from the prefactor exp{−β [pr+φ(r)]}, the distance r appears explic-
itly in the first integral (over r3) and, because of the pbc, in the last integral (over rN+1). The dependence on
r propagates as well to the remaining integrals (over r4, . . . , rN) due to the nested structure of the integrals
induced by the 2nd nn terms of the form exp[−γβφ(ri+ ri+1)], as diagrammatically illustrated in the first row
of Table 2.1. On the other hand, the r-dependence becomes more and more indirect and attenuated as the in-
tegrals involve particles farther and farther from the pair (1,2), either to its right or (because of the pbc) to its
left. Thus, by truncating the integrals at a certain order and incorporating their values into the normalization
constant, one can construct a hierarchy of approximations to p1(r) involving only a finite number of particles
in the environment of the pair (1,2).
The crudest approximation would consist in just neglecting the r-dependence in all the integrals of Eq.
(2.14), i.e.,
p
(00)
1 (r) = K
(00)
1 e
−β [pr+φ (r)], (3.1)
8where K
(00)
1 is the normalization constant. Henceforth, a factor of the form K
(k1k2)
ℓ will denote a normalization
constant. In the zeroth-order approximation (3.1), represented by the diagram with the label 1(00) in Table 2.1,
p1(r) is assumed to be given by the exact solution (2.20a) for the 1st nn fluid. It can reasonably be expected
that this is a very poor approximation for the 2nd nn fluid.
A less trivial approximation is obtained by including the integral over r3 but not the other ones, i.e.,
p
(01)
1 (r) = K
(01)
1 e
−β [pr+φ (r)]
∫ ∞
0
dr3 e
−β [pr3+φ (r3)]e−βφ (r+r3), (3.2)
where henceforth γ = 1 is already set. This first-order approximation to the exact p1(r) is represented by the
diagram with the label 1(01) in Table 2.1. If, instead of including the integral over r3 (i.e., the distance between
the root particle 2 and the particle to its right) we include the integral over rN+1 (i.e., the distance between the
root particle 1 and the particle to its left, according to the pbc) we have
p
(10)
1 (r) = K
(10)
1 e
−β [pr+φ (r)]
∫ ∞
0
drN+1 e
−β [prN+1+φ (rN+1]e−βφ (rN+1+r). (3.3)
Since r3 and rN+1 are dummy integration variables, it is obvious that p
(10)
1 (r) = p
(01)
1 (r), as expected by
symmetry arguments.
The first-order approximation p
(01)
1 (r), while more reliable than p
(00)
1 (r), is asymmetric as it treats one
side of the pair (1,2) differently from the other side. This is remedied by the second-order approximation
p
(11)
1 (r) = K
(11)
1 e
−β [pr+φ (r)]
[∫ ∞
0
dr3 e
−β [pr3+φ (r3)]e−βφ (r+r3)
]2
, (3.4)
where we have exploited the fact that the integrals over r3 and over rN+1 are identical. A diagram for this
approximation is shown with the label 1(11) in Table 2.1.
Obviously, the same scheme could be followed by introducing the approximations p
(12)
1 , p
(22)
1 , p
(33)
1 , and
so on. They become increasingly more accurate at the expense of becoming increasingly more involved.
In fact, the exact 1st nn distribution is recovered, in the thermodynamic limit, as p1 = limk→∞ p
(kk)
1 . As a
compromise between accuracy and simplicity we stop at the second-order approximation p
(11)
1 .
3.2 Second Nearest–Neighbor Distribution
A similar process can be followed for the 2nd nn distribution p2(R). Here, particles 1 and 3 are fixed and
one needs to integrate over all the positions of the intermediate particle 2. If one ignores in Eq. (2.16) the
R-dependence of the integrals over those field particles to the right of 3 or to the left of 1, one finds
p
(00)
2 (R) = K
(00)
2 e
−β [pR+φ (R)]
∫ R
0
dr2 e
−βφ (r2)e−βφ (R−r2)
=
K
(00)
2[
K
(00)
1
]2 e−βφ (R) ∫ R
0
dr2 p
(00)
1 (r2)p
(00)
1 (R− r2). (3.5)
A diagram for this zeroth-order approximation is shown with the label 2(00) in Table 2.1, where we have used
the fact that the point 2 is an articulation point to simplify the diagram as the convolution of two sub-diagrams.
The asymmetric first-order approximation for p2 is
p
(01)
2 (R) = K
(01)
2 e
−β [pR+φ (R)]
∫ R
0
dr2 e
−βφ (r2)e−βφ (R−r2)
∫ ∞
0
dr4 e
−β [pr4+φ (r4)]e−βφ (R−r2+r4)
=
K
(01)
2
K
(00)
1 K
(01)
1
e−βφ (R)
∫ R
0
dr2 p
(00)
1 (r2)p
(01)
1 (R− r2). (3.6)
This approximation is described by the diagram with the label 2(01) in Table 2.1, where again the convolution
property is used.
9The symmetrization of p
(01)
2 gives rise to the second-order approximation
p
(11)
2 (R) = K
(11)
2 e
−β [pR+φ (R)]
∫ R
0
dr2 e
−βφ (r2)e−βφ (R−r2)
∫ ∞
0
dr4 e
−β [pr4+φ (r4)]e−βφ (R−r2+r4)
×
∫ ∞
0
drN+1 e
−β [prN+1+φ (rN+1)]e−βφ (rN+1+r2).
=
K
(11)
2[
K
(01)
1
]2 e−βφ (R) ∫ R
0
dr2 p
(01)
1 (r2)p
(01)
1 (R− r2). (3.7)
A diagram for this approximation is shown with label 2(11) in Table 2.1. Again, the point 2 is an articulation
point so that the diagram simplifies as the convolution of two sub-diagrams.
As in the case of p1, one could define p
(22)
2 , p
(33)
2 , . . . , but for simplicity we stop at the level of the 2
(11)
approximation (3.7).
3.3 Third Nearest–Neighbor Distribution
Regarding the 3rd nn probability distribution, we can proceed by starting from Eq. (2.18) and introducing the
zeroth-, first-, and second-order approximations. They are given by
p
(00)
3 (R¯) = K
(00)
3 e
−β pR¯
∫ R¯
0
dr2 e
−βφ (r2)e−βφ (R¯−r2)
∫ R¯−r2
0
dr3 e
−βφ (r3)e−βφ (r2+r3)e−βφ (R¯−r2−r3), (3.8)
p
(01)
3 (R¯) = K
(01)
3 e
−β pR¯
∫ R¯
0
dr2 e
−βφ (r2)e−βφ (R¯−r2)
∫ R¯−r2
0
dr3 e
−βφ (r3)e−βφ (r2+r3)e−βφ (R¯−r2−r3)
×
∫ ∞
0
dr5 e
−β [pr5+φ (r5)]e−βφ (R¯−r2−r3+r5), (3.9)
p
(11)
3 (R¯) = K
(11)
3 e
−β pR¯
∫ R¯
0
dr2 e
−βφ (r2)e−βφ (R¯−r2)
∫ R¯−r2
0
dr3 e
−βφ (r3)e−βφ (r2+r3)e−βφ (R¯−r2−r3)
×
∫ ∞
0
dr5 e
−β [pr5+φ (r5)]e−βφ (R¯−r2−r3+r5)
∫ ∞
0
drN+1 e
−β [prN+1+φ (rN+1)]e−βφ (rN+1+r2). (3.10)
These approximations are represented by the diagrams labeled 3(00), 3(01), and 3(11), respectively, in Table
2.1. Since there are no articulation points, the diagrams cannot be simplified any further.
By following the same process one could construct similar approximations for p4, p5, . . . , but they become
increasingly more intricate as they would involve at least three, four, . . . nested integrals.
3.4 Radial Distribution Function
As clearly seen from Eq. (2.3), the knowledge (even if it were exact) of p1(r), p2(r), and p3(r) is not enough
to get the RDF g(r), as we need pℓ(r) for ℓ≥ 4 as well. Thus, additional approximations are required.
Assume first that we want to construct an approximate function Ĝ(s) based on p̂1(s) and p̂2(s) only (since
it is essential to keep at least those two quantities in a 2nd nn fluid). How can we estimate p̂ℓ(s) with ℓ ≥ 3
from p̂1(s) and p̂2(s)? A simple possibility consists in extending the exact convolution property (2.24) of 1st
nn fluids as an approximation to 2nd nn fluids. Two main possibilities arise:
p̂2ℓ+1(s) = p̂1(s) [p̂2(s)]
ℓ , p̂2ℓ+2(s) = [p̂2(s)]
ℓ+1 , ℓ≥ 1, (3.11a)
p̂ℓ(s) = [ p̂1(s)]
ℓ , ℓ≥ 3. (3.11b)
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Then, application of Eq. (2.3) yields, respectively,
Ĝ(s) =
1
n
p̂1(s)+ p̂2(s)
1− p̂2(s)
, n=
2
p˜2
, (3.12a)
Ĝ(s) =
1
n
{
p̂1(s)
1− p̂1(s)
+ p̂2(s)− [p̂1(s)]
2
}
, n=
1
p˜1
. (3.12b)
Here, we have used the condition lims→0 sĜ(s) = 1 [see Eq. (2.10)] to determine the number density n in
terms of
p˜ℓ ≡−
∂ p̂ℓ(s)
∂ s
∣∣∣∣
s=0
=
∫ ∞
0
dr rpℓ(r). (3.13)
Regardless of whether Eqs. (3.12a) or (3.12b) is used, a different approximation for Ĝ(s) is made depending
on which approximation is chosen for p1 (see Sect. 3.1) and p2 (see Sect. 3.2). We introduce the notation
[1(α1)2(α2)]a and [1
(α1)2(α2)]b to refer to Eqs. (3.12a) and (3.12b), respectively, complemented with the ap-
proximations 1(α1) for p1 and 2
(α2) for p2, where (α1),(α2) = (00),(01), or (11).
In Eqs. (3.12) p̂3(s) is expressed in terms of p̂1(s) and p̂2(s). On the other hand, if the 3rd nn probability
distribution is described, with independence of p̂1(s) and p̂2(s), by any of the approximation of Sect. 3.3 we
can construct p̂ℓ(s) with ℓ≥ 4 as any of the following three possibilities:
p̂3ℓ+1(s) = p̂1(s) [p̂3(s)]
ℓ , p̂3ℓ+2(s) = p̂2(s) [ p̂3(s)]
ℓ , p̂3ℓ+3(s) = [ p̂3(s)]
ℓ+1 , ℓ≥ 1, (3.14a)
p̂2ℓ(s) = [ p̂2(s)]
ℓ , p̂2ℓ+1(s) = p̂1(s) [p̂2(s)]
ℓ , ℓ≥ 2, (3.14b)
p̂ℓ(s) = [ p̂1(s)]
ℓ , ℓ≥ 4. (3.14c)
This gives rise, respectively, to
Ĝ(s) =
1
n
p̂1(s)+ p̂2(s)+ p̂3(s)
1− p̂3(s)
, n=
3
p˜3
, (3.15a)
Ĝ(s) =
1
n
{
p̂1(s)+ p̂2(s)
1− p̂2(s)
+ p̂3(s)− p̂1(s)p̂2(s)
}
, n=
2
p˜2
, (3.15b)
Ĝ(s) =
1
n
{
p̂1(s)
1− p̂1(s)
+ p̂2(s)+ p̂3(s)− [p̂1(s)]
2− [p̂1(s)]
3
}
, n=
1
p˜1
. (3.15c)
As before, we will denote as [1(α1)2(α2)3(α3)]a, [1
(α1)2(α2)3(α3)]b, and [1
(α1)2(α2)3(α3)]c the approximations
(3.15a), (3.15b), and (3.15c), respectively, complemented with the approximations 1(α1) for p1, 2
(α2) for p2,
and 3(α3) for p3.
Note that Eqs. (3.12) and (3.15) are fully equivalent in the case of a 1st nn fluid, as a consequence of
Eq. (2.24). This is not so, however, for 2nd nn fluids. On physical grounds, the approximations of the form
[1(α1)2(α2)]a, where p̂3(s)≈ p̂1(s)p̂2(s), are expected to be more accurate than those of the form [1
(α1)2(α2)]b,
where p̂3(s)≈ [p̂1(s)]
3
. Likewise, the approximations of the form [1(α1)2(α2)3(α3)]a are expected to be better
than those of the form [1(α1)2(α2)3(α3)]b or, even more, of the form [1
(α1)2(α2)3(α3)]c.
We will now apply our approximations to two specific 2nd nn fluid models and assess the results by MC
simulations.
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Fig. 4.1 (a) Plot of p
(00)
1 (r) (—), p
(01)
1 (r) (– –), p
(11)
1 (r) (- - -), and p
(12)
1 (r) (· · · ) at T
∗ = 1 and p∗ = 1. (b) Plot of p
(00)
2 (r) (—),
p
(01)
2 (r) (– –), p
(11)
2 (r) (- - -), and p
(12)
2 (r) (· · · ) for the SW fluid (λ = 3) at T
∗ = 1 and p∗ = 1.
4 The Square-Well Potential
As a simple prototype potential to test our approach, let us consider the SW potential,
φ(r) =
∞, r < σ ,−ε, σ ≤ r < λσ ,0, λσ ≤ r. (4.1)
The physical properties of the fluid will depend on the dimensionless range λ , the reduced temperature T ∗ ≡
kBT/ε , and either the reduced density n
∗ ≡ nσ or the reduced pressure p∗ ≡ pσ/ε . Of course, for λ ≤ 2 the
fluid is a 1st nn one so it admits an exact solution [29,45,47]. Our results for the 2nd nn fluid will allow us to
extend such an exact solution, in an approximate way, to the range 2< λ ≤ 3.
4.1 Structural Properties
Clearly, due to the hard core at r = σ , one has pℓ(r) = 0 for r < ℓσ . Therefore,
ng(r) =

p1(r), σ < r < 2σ ,
p1(r)+ p2(r), 2σ < r < 3σ ,
p1(r)+ p2(r)+ p3(r), 3σ < r < 4σ ,
...
...
(4.2)
All the approximations for the 1st nn, 2nd nn, and 3rd nn distributions described in Sects. 3.1–3.3 have
fully analytical (albeit too long to be displayed here) expressions in the case of the SW potential, both in real
space and in Laplace space. This allows one to obtain analytical expressions for the Laplace transform Ĝ(s)
in any of the approximations described in Sect. 3.4. The RDF in real space, g(r), can then be found up to
r = 4σ by application of Eq. (4.2) and, for longer distances, by a numerical inverse Laplace transform using
the algorithm described in Ref. [1].
Henceforth, unless stated otherwise, we take σ = 1 as the length unit and particularize to λ = 3, which is
the largest range consistent with 2nd nn interactions.
Before comparing withMC simulations, let us analyze the convergence of the approximations presented in
Sects. 3.1–3.3. Figure 4.1(a) shows p
(00)
1 (r), p
(01)
1 (r), p
(11)
1 (r), and p
(12)
1 (r) (the latter quantity not explicitly
defined in Sect. 3.1) at the state T ∗ = 1, p∗ = 1. We observe that the second-order approximation p
(11)
1 (r)
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Fig. 4.2 (a) Plot of p
(00)
3 (r) (—), p
(01)
3 (r) (– –), p
(11)
3 (r) (- - -), and p
(12)
3 (r) (· · · ) at T
∗ = 1 and p∗ = 1. (b) Plot of (p
(11)
1 ∗ p
(11)
1 ∗
p
(11)
1 )(r) (—), (p
(11)
1 ∗ p
(11)
2 )(r) (– –), and p
(11)
3 (r) (- - -) for the SW fluid (λ = 3) at T
∗ = 1 and p∗ = 1.
is almost indistinguishable from the third-order one p
(12)
1 (r). We have also checked that the fourth order
approximation p
(22)
1 (r) differs from the third-order one by about 0.1%. Therefore, we can conclude that
convergence has been practically reached already at second order.
The 2nd nn functions p
(00)
2 (r), p
(01)
2 (r), p
(11)
2 (r), and p
(12)
2 (r) at the same thermodynamic state are plotted
in Fig. 4.1(b). Again we find that a good convergence has been reached with the second-order approximation
p
(11)
2 (r).
Figure 4.2(a) is equivalent to Fig. 4.1 but for the 3rd nn distribution. Once more, we observe that the
second-order approximation p
(11)
3 (r) is hardly distinguishable from the third-order approximation p
(12)
3 (r).
The convolution approximations (p
(11)
1 ∗ p
(11)
1 ∗ p
(11)
1 )(r) and (p
(11)
1 ∗ p
(11)
2 )(r) are compared with p
(11)
3 (r) in
Fig. 4.2(b). As expected, the convolution functions p1 ∗ p1 ∗ p1 and p1 ∗ p2 are only qualitatively correct in
describing the 3rd nn distribution. In fact, p1 ∗ p1 ∗ p1 fails in capturing the kink of p3 at r = 4. All of this
confirms that, in principle, Eq. (3.12a) is a better approximation than Eq. (3.12b) but it is worse than any of
Eqs. (3.15), at least in the range 1< r < 4.
Once we have seen that the second-order approximations for p1(r), p2(r), and p3(r) represent a good bal-
ance between simplicity and accuracy, we consider now the RDF and compare the theoretical approximations
of Sect. 3.4 with our own canonical MC simulations (with N = 1024 particles).
In Fig. 4.3 we show the RDF calculated from the approximation [1(11)2(11)]a [see Eq. (3.12a)] compared
with our MC simulations, at several values of the reduced temperature and density. It is apparent that the
approximation [1(11)2(11)]a works very well in the region 1< r < 3, where ng(r) = p1(r)+ p2(r), and keeps
being generally good for larger distances, even though p3 is approximated by p1 ∗ p2.
In view of Fig. 4.2(b), the quality of the approximations in the region r > 3 is expected to improve if p3
is approximated with independence of p1 and p2, as done in Eqs. (3.15). This is confirmed by Fig. 4.4, where
the approximation [1(11)2(11)3(11)]a [see Eq. (3.15a)] is compared with MC data for the same three states as in
Fig. 4.3 plus the more stringent state T ∗= 0.5 and n∗ = 0.7. A very good agreement is observed, although, not
surprisingly, the quality of the approximation worsens as the temperature decreases and the density increases
[see Fig. 4.4(d)].
4.2 Thermodynamic Properties
The approximations for the 1st, 2nd, and 3rd nn probability distribution functions and for the RDF worked
out in Sect. 3 can also be used to obtain the thermodynamic properties, as presented in Sect. 2.1.2. We focus
on the equation of state (i.e., the relationship between pressure, density, and temperature), the isothermal
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Fig. 4.3 Plot of g(r) as obtained from MC simulations (— and – –) and from the approximation [1(11)2(11)]a [see Eq. (3.12a)]
(◦ and △) for the SW fluid (λ = 3) at (a) n∗ = 0.7 and two temperatures (T ∗ = 1 and T ∗ = 5, respectively) and (b) T ∗ = 1 and
two densities (n∗ = 0.7 and n∗ = 0.1, respectively).
susceptibility, and the excess internal energy per particle. Given the approximate character of our proposals,
the results will in general depend on the route followed to obtain those thermodynamic quantities. In fact, the
degree of thermodynamic inconsistency will be used as a test of our approach.
The most direct way of determining the equation of state is as n = ℓ/p˜ℓ, with ℓ = 1,2,3, in accordance
with Eqs. (3.12) and (3.15). This gives the number density as an explicit function of pressure and temperature,
i.e., n(β ,β p). If we prefer to express the pressure as a function of density and temperature, p(n,T ), we need
to solve numerically the equation n= n(β ,β p). In either choice of independent variables, the compressibility
factor is obtained as Z ≡ β p/n. We will use the superscript (A), i.e., n(A) and Z(A), to denote this “direct” route
to the equation of state. From it, the excess internal energy per particle (u) and the isothermal susceptibility
(χT ) can be obtained via the thermodynamic properties (2.6) and (2.7), respectively, namely
u(A)(β ,β p) = β p
∫ 1
0
dt
(
∂1/n(A)(β , tβ p)
∂ β
)
β p
, (4.3a)
χ
(A)
T =
(
∂n(A)
∂ β p
)
β
=
1(
∂nZ(A)/∂n
)
T
. (4.3b)
Alternatively, u, Z, and χT can be obtained from the energy (e), virial (v), and compressibility (c) routes,
respectively, as given by Eqs. (2.4), (2.5), and (2.8). In particular, for the SW potential (4.1) one has
u(e)
ε
=−
∫ λ
1
dr p1(r)−
∫ λ
2
dr p2(r), (4.4)
Z(v) = 1+n
[
g(1+)−λ
(
eβε −1
)
g(λ+)
]
= 1+ p1(1
+)−λ
(
eβε −1
)[
p1(λ
+)+ p2(λ
+)
]
. (4.5)
As for the isothermal susceptibility, application of the approximations (3.12) and (3.15) into Eq. (2.8) yields
χ
(c)
T =
3˜˜p3
p˜23
−
2(p˜1+ p˜2)
p˜3
−1, (4.6a)
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Fig. 4.4 Plot of g(r) as obtained from MC simulations (—) and from the approximation [1(11)2(11)3(11)]a [see Eq. (3.15a)] (△)
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χ
(c)
T =
2˜˜p2
p˜22
−
2p˜1
p˜2
−1, (4.6b)
χ
(c)
T =
˜˜p1
p˜21
−1, (4.6c)
where
˜˜pℓ ≡ ∂ 2 p̂ℓ(s)∂ s2
∣∣∣∣
s=0
=
∫ ∞
0
dr r2pℓ(r). (4.7)
Equation (4.6a) applies to Eq. (3.15a), while Eq. (4.6b) applies to Eqs. (3.12a) and (3.15b), and Eq. (4.6c)
applies to Eqs. (3.12b) and (3.15c). From Eq. (2.7) and χ
(c)
T , the compressibility factor can be obtained as
Z(c)(β ,β p) =
1∫ 1
0 dt χ
(c)
T (β , tβ p)
. (4.8)
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Fig. 4.5 Plot of the relative differences (a) Z(A)/Z(v)−1, (b) Z(A)/Z(c)−1, (c) χ
(A)
T /χ
(c)
T −1, and (d) u
(A)/u(e)−1 as functions of
density for the SW fluid (λ = 3) at T ∗ = 1. The curves correspond to the approximations [1(11)2(11)3(11)]a (—), [1
(11)2(11)3(11)]b
(– –), and [1(11)2(11)3(11)]c (- - -).
The thermodynamic quantities Z(A), u(A), χ
(A)
T , Z
(v), u(e), χ
(c)
T , and Z
(c) are common to those approxima-
tions (3.12) and (3.15) having the same denominator of the form 1− p̂ℓ(s). In our notation, this means that
[1(α1)2(α2)]a = [1
(α1)2(α2)3(α2)]b and [1
(α1)2(α2)]b = [1
(α1)2(α2)3(α3)]c in what concerns the thermodynamic
properties. Thus, here we will refer to the thermodynamic properties associated with the three approximations
[1(11)2(11)3(11)]a,b,c.
Figure 4.5 presents thermodynamic consistency tests for the different routes within the approximations
[1(11)2(11)3(11)]a,b,c. As expected, [1
(11)2(11)3(11)]a is the most consistent approximation, the thermodynamic
quantities deviating typically less than 10% at the relatively low temperature T ∗ = 1.
The theoretical values are compared with MC simulation results for a few thermodynamic states in Table
4.1. We can observe that the best agreement in the case of the compressibility factor is generally reached with
the direct route, Z(A), in the [1(11)2(11)3(11)]a approximation. The compressibility route, however, tends to
overestimate the value of Z. In what refers to the excess internal energy, the energy route is generally better
than the direct route. By a fortuitous cancelation of errors, the approximations [1(11)2(11)3(11)]b,c can in some
cases outperform the approximation [1(11)2(11)3(11)]a in estimating u.
In Fig. 4.6 we show the behavior of the compressibility factor and of the excess internal energy per particle
as functions of density at temperatures T ∗ = 1 and T ∗ = 5. At the latter temperature the three approximations
[1(11)2(11)3(11)]a,b,c provide practically indistinguishable results. As can be observed, the agreement with our
MC results is very satisfactory.
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Table 4.1 Some thermodynamic quantities for the SW fluid (λ = 3) at several values of T ∗ and n∗.
Method Z(A) Z(v) Z(c) χ
(A)
T χ
(c)
T u
(A)/ε u(e)/ε
T ∗ = 1,n∗ = 0.1
MC 0.8402(6) — −0.434(1)
[1(11)2(11)3(11)]a 0.8427 0.8271 0.8494 1.3381 1.3117 −0.4273 −0.4252
[1(11)2(11)3(11)]b 0.8441 0.8269 0.8529 1.3309 1.2978 −0.4241 −0.4259
[1(11)2(11)3(11)]c 0.8474 0.8263 0.8614 1.3151 1.2667 −0.4169 −0.4274
T ∗ = 1,n∗ = 0.4
MC 0.785(1) — −1.168(1)
[1(11)2(11)3(11)]a 0.8087 0.7246 0.8461 0.9596 0.8713 −1.1213 −1.1299
[1(11)2(11)3(11)]b 0.8200 0.7269 0.8643 0.9347 0.8389 −1.1014 −1.1381
[1(11)2(11)3(11)]c 0.8450 0.7322 0.9073 0.8822 0.7672 −1.0618 −1.1559
T ∗ = 1,n∗ = 0.7
MC 1.575(3) — −1.752(1)
[1(11)2(11)3(11)]a 1.6263 1.6680 1.7725 0.1268 0.1083 −1.6772 −1.7442
[1(11)2(11)3(11)]b 1.6480 1.6875 1.8103 0.1278 0.1092 −1.6440 −1.7487
[1(11)2(11)3(11)]c 1.6980 1.7324 1.9102 0.1304 0.1098 −1.5774 −1.7587
T ∗ = 5,n∗ = 0.1
MC 1.0669(1) — −0.2373(4)
[1(11)2(11)3(11)]a 1.0671 1.0670 1.0674 0.8724 0.8715 −0.2368 −0.2368
[1(11)2(11)3(11)]b 1.0671 1.0670 1.0676 0.8723 0.8711 −0.2367 −0.2368
[1(11)2(11)3(11)]c 1.0671 1.0670 1.0681 0.8723 0.8698 −0.2366 −0.2368
T ∗ = 5,n∗ = 0.4
MC 1.4733(5) — −0.9230(8)
[1(11)2(11)3(11)]a 1.4769 1.4738 1.4840 0.4230 0.4172 −0.9188 −0.9217
[1(11)2(11)3(11)]b 1.4775 1.4740 1.4875 0.4226 0.4147 −0.9169 −0.9220
[1(11)2(11)3(11)]c 1.4789 1.4746 1.4973 0.4216 0.4075 −0.9116 −0.9225
T ∗ = 5,n∗ = 0.7
MC 2.940(2) — −1.683(1)
[1(11)2(11)3(11)]a 2.9592 2.9613 2.9915 0.09464 0.09345 −1.6697 −1.6843
[1(11)2(11)3(11)]b 2.9602 2.9620 3.0040 0.09470 0.09317 −1.6623 −1.6845
[1(11)2(11)3(11)]c 2.9627 2.9638 3.0397 0.09486 0.09237 −1.6423 −1.6849
5 The Two-Step Potential
Let us now consider the following TS fluid defined by the potential
φ(r) =

∞, r < σ ,
−ε, σ ≤ r < λ1σ ,
−ε2, λ1σ ≤ r < λσ ,
0, λσ ≤ r.
(5.1)
Clearly, for ε2 = ε , or λ1 = 1, or λ1 = λ we recover the SW fluid of Sect. 4. More in general, playing with the
signs and the magnitudes of the two energy scales, ε and ε2, several classes of piece-wise constant potentials
can be described [49, 50]. Here, we will restrict ourselves just to the case of full attraction with ε > ε2 > 0.
Analogously to the SW case, we define the reduced density and temperature as n∗ ≡ nσ and T ∗ ≡ kBT/ε ,
respectively.
Obviously, if λ ≤ 2 the TS interaction cannot extend beyond 1st nn and therefore the exact solution
described in Sect. 2.2 applies. On the other hand, if 2< λ ≤ 3, the interaction involves both 1st and 2nd nn,
so that only approximate treatments are possible. The aim of this section is to test the performance of the
approximations of Sect. 3 against our MC simulations (again with N = 1024 particles) in the case of the TS
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Fig. 4.6 Plot of the compressibility factor Z [panels (a) and (b)] and of the excess internal energy per particle u [panels (c)
and (d)] as functions of density for the SW fluid (λ = 3) at T ∗ = 1 [panels (a) and (c)] and T ∗ = 5 [panels (b) and (d)].
The curves are theoretical results Z(A) and u(e), as obtained from the approximations [1(11)2(11)3(11)]a (—), [1
(11)2(11)3(11)]b
(– –), and [1(11)2(11)3(11)]c (- - -), while the circles represent MC data. Note that in panels (b)–(d) the three approximations
[1(11)2(11)3(11)]a,b,c yield practically indistinguishable results.
potential. To that end, we will fix λ1 = 1.5, λ = 3, and ε2 = ε/2. This means that the strength of the 2nd
nn interactions is weaker in this TS potential than in the SW potential considered in Sect. 4. Therefore, at
common values of T ∗ and n∗, our approximations may be expected to be more accurate for the TS fluid than
for the SW fluid.
5.1 Structural Properties
As happened in the case of the SW potential, the approximations described in Sects. 3.1–3.3 lend themselves
to analytical implementations in the case of the TS potential. Moreover, due to the hard core at r = σ , Eq.
(4.2) still applies.
Figure 5.1 shows the RDF obtained from our approximation [1(11)2(11)]a at several values of n
∗ and T ∗
and tests it with the result of our MC simulations. From comparison with Fig. 4.3, we see that, as expected, the
agreement between the theoretical approximation [1(11)2(11)]a and the MC simulations improves with respect
to the SW case treated in Sect. 4. The more sophisticated approximation [1(11)2(11)3(11)]a does an even better
job (not shown). The improvement of the theoretical approximation [1(11)2(11)3(11)]a when applied to the TS
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(◦ and △) for the TS fluid (2λ1 = λ = 3, ε2/ε =
1
2 ) at (a) n
∗ = 0.7 and two temperatures (T ∗ = 1 and T ∗ = 5, respectively) and
(b) T ∗ = 1 and two densities (n∗ = 0.7 and n∗ = 0.1, respectively).
0.0
0.5
1.0
1.5
2.0
2.5
3.0
1 2 3 4 5 6
g
(r
)
r/σ
T
*
=0.5 n
*
=0.7
[1
(11)
2
(11)
3
(11)
]a
MC
Fig. 5.2 Plot of g(r) as obtained from MC simulations (—) and
from the approximation [1(11)2(11)3(11)]a [see Eq. (3.15a)] (△) for
the TS fluid (2λ1 = λ = 3, ε2/ε =
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) at T ∗ = 0.5 and n∗ = 0.7.
fluid rather than to the SW fluid is confirmed by Fig. 5.2 at a low temperature (T ∗ = 0.5) and high density
(n∗ = 0.7) [compare with Fig. 4.4(d)].
5.2 Thermodynamic Properties
As discussed in Sect. 4.2, the “direct” route n= ℓ/p˜ℓ allows one to obtain Z
(A), u(A), and χ
(A)
T . The compress-
ibility route yields χ
(c)
T and Z
(c) again from Eqs. (4.6) and (4.8). As for u(e) and Z(v), the counterparts of Eqs.
(4.4) and (4.5) are
u(e)
ε
=−
∫ λ1
1
dr [p1(r)+ p2(r)]−
ε2
ε
∫ λ
λ1
dr [p1(r)+ p2(r)] , (5.2)
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Z(v) = 1+n
[
g(1+)−λ1
(
eβ (ε−ε2)−1
)
g(λ+1 )−λ
(
eβε2−1
)
g(λ+)
]
= 1+ p1(1
+)−λ1
(
eβ (ε−ε2)−1
)[
p1(λ
+
1 )+ p2(λ
+
1 )
]
−λ
(
eβε2−1
)[
p1(λ
+)+ p2(λ
+)
]
. (5.3)
Of course, since p2(r) = 0 for r < 2, the term p2(r) in the first integral of Eq. (5.2) and the term p2(λ
+
1 ) in
Eq. (5.3) can be removed if λ1 < 2, as happens in our specific case (λ1 = 1.5, λ = 3).
From Fig. 5.3 we see again that the approximation [1(11)2(11)3(11)]a is thermodynamically more consistent
than [1(11)2(11)3(11)]b, and the latter is more consistent than [1
(11)2(11)3(11)]c. Also comparison between Figs.
4.5 and 5.3 shows that, as expected, our approximations are much more consistent for the TS fluid than for
the SW fluid at common values of T ∗ and n∗.
Table 5.1 and Fig. 5.4 show a comparison with our MC simulation data. The conclusions are similar to
those drawn from Table 4.1 and Fig. 4.6 in the SW case, except that now the performance of the approxima-
tions are even better. In fact, from Fig. 5.4 one can notice that the three approximations [1(11)2(11)3(11)]a,b,c
are practically indistinguishable, even at T ∗ = 1.
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Table 5.1 Some thermodynamic quantities for the TS fluid (2λ1 = λ = 3, ε2/ε =
1
2
) at several values of T ∗ and n∗.
Method Z(A) Z(v) Z(c) χ
(A)
T χ
(c)
T u
(A)/ε u(e)/ε
T ∗ = 1,n∗ = 0.1
MC 0.9425(5) — −0.2341(6)
[1(11)2(11)3(11)]a 0.9440 0.9421 0.9467 1.0964 1.0882 −0.2324 −0.2320
[1(11)2(11)3(11)]b 0.9443 0.9421 0.9481 1.0954 1.0841 −0.2319 −0.2321
[1(11)2(11)3(11)]c 0.9445 0.9420 0.9518 1.0927 1.0730 −0.2306 −0.2322
T ∗ = 1,n∗ = 0.4
MC 1.0075(8) — −0.750(1)
[1(11)2(11)3(11)]a 1.0193 1.0019 1.0401 0.7279 0.6958 −0.7391 −0.7404
[1(11)2(11)3(11)]b 1.0228 1.0028 1.0501 0.7231 0.6832 −0.7338 −0.7420
[1(11)2(11)3(11)]c 1.0317 1.0051 1.0761 0.7111 0.6515 −0.7214 −0.7459
T ∗ = 1,n∗ = 0.7
MC 1.905(3) — −1.2302(8)
[1(11)2(11)3(11)]a 1.9182 1.9304 1.9895 0.1269 0.1204 −1.2105 −1.2290
[1(11)2(11)3(11)]b 1.9240 1.9349 2.0126 0.1272 0.1197 −1.2003 −1.2300
[1(11)2(11)3(11)]c 1.9392 1.9468 2.0761 0.1280 0.1177 −1.1763 −1.2325
T ∗ = 5,n∗ = 0.1
MC 1.0831(1) — −0.1441(2)
[1(11)2(11)3(11)]a 1.0832 1.0832 1.0833 0.8493 0.8489 −0.1445 −0.1445
[1(11)2(11)3(11)]b 1.0832 1.0832 1.0834 0.8493 0.8487 −0.1445 −0.1445
[1(11)2(11)3(11)]c 1.0832 1.0832 1.0837 0.8493 0.8481 −0.1444 −0.1445
T ∗ = 5,n∗ = 0.4
MC 1.5287(4) — −0.6090(5)
[1(11)2(11)3(11)]a 1.5311 1.5304 1.5347 0.4064 0.4038 −0.6076 −0.6083
[1(11)2(11)3(11)]b 1.5312 1.5304 1.5364 0.4063 0.4025 −0.6072 −0.6084
[1(11)2(11)3(11)]c 1.5316 1.5306 1.5415 0.4061 0.3989 −0.6057 −0.6085
T ∗ = 5,n∗ = 0.7
MC 3.003(2) — −1.188(1)
[1(11)2(11)3(11)]a 3.0270 3.0275 3.0421 0.09520 0.09470 −1.1845 −1.1882
[1(11)2(11)3(11)]b 3.0272 3.0277 3.0487 0.09522 0.09453 −1.1826 −1.1882
[1(11)2(11)3(11)]c 3.0279 3.0282 3.0680 0.09526 0.09403 −1.1771 −1.1883
6 The Fisher–Widom Line of the Square-Well Model
Rather general arguments [17, 23] suggest a behavior of the one-dimensional g(r) at large r of the following
form,
g(r)−1= ∑
i
Aie
sir ≃ A1e
s1r+A2e
s2r+A3e
s3r+ · · · , (6.1)
where the sum runs over the discrete set of nonzero poles si of the Laplace transform Ĝ(s), the amplitudes
Ai =Res
[
Ĝ(s)
]
si
being the associated (in general complex) residues, and the ordering 0>Re(s1)≥Re(s2)≥
Re(s3) ≥ ·· · is adopted. Note that in Eq. (6.1) the poles are assumed to be single. In case of si being a
multiple pole, the corresponding term Aie
sir must be replaced by Res
[
esrĜ(s)
]
si
. For the discussion below it
is sufficient to assume that the pole with the largest real part is single.
Equation (6.1) shows that the asymptotic decay of the total correlation function h(r) = g(r)− 1 is de-
termined by the nature of the pole(s) with the largest real part of the Laplace transform Ĝ(s) of the RDF. If
s1 = −κ + iω and s2 = −κ − iω make a pair of complex conjugates, then the asymptotic decay of h(r) is
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Fig. 5.4 Plot of the compressibility factor Z [panels (a) and (b)] and of the excess internal energy per particle u [panels (c) and
(d)] as functions of density for the TS fluid (2λ1 = λ = 3, ε2/ε =
1
2
) at T ∗ = 1 [panels (a) and (c)] and T ∗ = 5 [panels (b) and
(d)]. The curves are theoretical results Z(A) and u(e), as obtained from the approximations [1(11)2(11)3(11)]a (—), [1
(11)2(11)3(11)]b
(– –), and [1(11)2(11)3(11)]c (- - -), while the circles represent MC data. Note that the three approximations [1
(11)2(11)3(11)]a,b,c
yield practically indistinguishable results
oscillatory:
h(r)≈ 2|A1|e
−κr cos(ωr+δ ), (6.2)
where δ is the argument of A1, i.e., A1,2 = |A1|e
±iδ . On the other hand, if s1 =−κ
′ is a real pole, the decay is
monotonic, namely
h(r)≈ A1e
−κ ′r. (6.3)
In general, the oscillatory decay (6.2) reflects the correlating effects of the repulsive part of the interaction
potential, while the correlating effects of the attractive part are reflected by the monotonic decay (6.3). At
a given temperature, the first type of decay takes place at sufficiently high values of pressure (or density),
whereas the monotonic decay occurs at sufficiently low values of pressure (or density). Following Fisher and
Widom [23], the locus of transition points from one type to the other one (κ ′ = κ) defines a line (the so-
called FW line) in the pressure (or density) versus temperature plane , with a maximum defining a sort of
pseudocritical point.
If the interactions are restricted to the 1st nn, the exact solution is given by Eq. (2.28), so that the poles
of Ĝ(s) are the roots of p̂1(s)− 1 [21, 23]. Due to the property (2.24), those are also roots of p̂ℓ(s)− 1 with
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Fig. 6.1 (a) FW line for the SW fluid with λ = 2.1, as calculated from the approximations [1(11)2(11)3(11)]a (—), [1
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the lines corresponding to λ = 1.5 and 2 are exact, while those corresponding to λ > 2 were calculated from the approximation
[1(11)2(11)3(11)]a.
ℓ = 2,3, . . .. On the other hand, this equivalence is broken if the interactions involve 2nd nn and we use our
approximations (3.12) and (3.15). Thus, the poles of Ĝ(s) are determined by the roots of p̂1(s)− 1 in the
approximations (3.12b) and (3.15c), the roots of p̂2(s)−1 in the approximations (3.12a) and (3.15b), and the
roots of p̂3(s)− 1 in the approximation (3.15a). In each case, the FW line is obtained by solving the set of
coupled equations
p̂ℓ(s=−κ)−1= 0, (6.4a)
Re [ p̂ℓ(s=−κ± iω)]−1= 0, (6.4b)
Im [ p̂ℓ(s=−κ± iω)] = 0, (6.4c)
where in Eq. (6.4a) we have taken into account that κ ′ = κ on the FW line. At given T , the solution to Eqs.
(6.4) (with ℓ= 1, 2, or 3) gives p, κ , and ω on the FW line. We see that, as happened with the thermodynamic
quantities, [1(α1)2(α2)]a = [1
(α1)2(α2)3(α2)]b and [1
(α1)2(α2)]b = [1
(α1)2(α2)3(α3)]c in what concerns the FW
line. Again, we can focus on the three approximations [1(11)2(11)3(11)]a,b,c.
Now we apply the above general description to the SW potential (4.1) with varying range λ . In Fig. 6.1(a)
we show a comparison between the three approximations [1(11)2(11)3(11)]a,b,c at λ = 2.1. They agree well up
to approximately the location of the pseudocritical point, i.e., for T ∗ & 1. At lower temperatures, however,
the two approximations [1(11)2(11)3(11)]b,c [i.e., the solutions to Eqs. (6.4) with ℓ= 1,2] exhibit an unphysical
increase of the pressure as temperature decreases. This may be regarded as an artifact of the approximations,
which break down at small temperatures when the particles of the fluid are highly coupled. Nevertheless, the
approximation [1(11)2(11)3(11)]a is qualitatively correct.
The influence of λ on the FW line is analyzed in Fig. 6.1(b), where the exact results for λ = 1.5 and 2 are
contrasted with those resulting from our approximation [1(11)2(11)3(11)]a for λ = 2.1, 2.2, and 2.3. We can see
that the most relevant trends observed when increasing λ in the “safe” exact domain (λ ≤ 2) are extended to
the domain λ > 2. In particular, the location of the pseudocritical point moves to larger values of temperature
and, especially, of pressure as the range λ increases. Also, at a given T ∗ (larger than the pseudocritical value),
the oscillatory–monotonic transition takes place at noticeably higher values of p∗, even if λ is increased
very little. Nonetheless, the approximation [1(11)2(11)3(11)]a predicts too sharp a decay of the FW line below
the pseudocritical temperature, even crossing the lines of smaller λ . We believe this to be an artifact of the
approximation, which becomes less reliable as temperature decreases.
23
7 Conclusions
In this work we have proposed a detailed analysis of approximate analytical extensions to 2nd nn fluids of
the exact analytical solution of 1st nn fluids confined in one spatial dimension. The inclusion of the 2nd nn
interactions renders the calculation of the partition function and the various correlation functions extremely
more cumbersome than in the 1st nn case. In particular, the exact solution is not tractable anymore. A detailed
diagrammatic analysis of the exact structure of the correlation functions and of their various approximations
has also been carried out in the spirit of the Mayer cluster diagrams.
Two stages have been followed to determine the RDF g(r). In the first stage, attention is focused on
the ℓth nn probability distribution function pℓ(r). The exact pℓ(r), which involves a many-body problem, is
approximated by p
(k1k2)
ℓ (r), where only integrals involving the k1 particles to the left of particle 1 and the
k2 particles to the right of particle ℓ+ 1 are incorporated. In the second stage, a finite number of functions
p̂1(s), p̂2(s), . . . , p̂ℓ(s) (in Laplace space) are used to approximate the Laplace transform of the RDF, Ĝ(s).
This double sequence of approximations becomes the exact solution only in the infinite order limit, i.e., if
ℓ→ ∞ in the construction of Ĝ(s) and k1,k2 → ∞ in the construction of p
(k1k2)
ℓ (r). Here we have restricted
ourselves to k1,k2 ≤ 1 in the construction of p
(k1k2)
ℓ (r) and to ℓ = 3 in the construction of Ĝ(s). Out of this,
our recommended approximation is given by Eq. (3.15a) complemented by Eqs. (3.4), (3.7), and (3.10). We
have denoted this combined approximation as [1(11)2(11)3(11)]a.
Our theoretical approach has been assessed by comparison with our own MC simulations for the SW and
TS fluids, in both cases with the largest potential range compatible with 2nd nn interactions. The comparison
has been made both at the level of the most common thermodynamic quantities, such as the equation of
state and the internal energy per particle, and at the level of the RDF. Also some internal thermodynamic
consistency tests (three different routes to the equation of state, two to the isothermal susceptibility, and two
to the internal energy) have been carefully addressed. We have found that [1(11)2(11)3(11)]a is a sufficiently
good approximation for the SW fluid, while the simpler approximation [1(11)2(11)]a is already good enough
for the TS potential (at least when the depth of the second step, affecting also the 2nd nn, is one half the depth
of the first step, affecting only the 1st nn).
Finally, we have calculated the FW line (separating states where the correlation function decays mono-
tonically from those where it decays in an oscillatory way) of the SW model for various ranges. Although the
reliability of the approximation [1(11)2(11)3(11)]a is expected to worsen at temperatures lower than the pseud-
ocritical one, the results clearly show that the FW line is rather sensitive to changes in the potential range, the
pseudcritical point moving to higher temperatures and, especially, pressures as the range increases
The analysis presented here can become a useful tool, as an approximate extension to the 2nd nn fluid
of the exact 1st nn fluid analytical solution, whenever one wants to find an easy, albeit approximate, solution
for the fluid properties, both structural and thermodynamic. It can avoid having to resort to simulations or
serve as a guide to them, with the necessary caution of keeping in mind that the reliability of the approach is
expected to worsen at very low temperatures.
Our general scheme can be easily generalized to the inclusion of any number of nn interactions, but one
must treat each case independently. This is an alternative procedure to the eigenvalue route used, for example,
in Ref. [19] towards the analytical solution of a generic (non-quantum) one-dimensional fluid of impenetrable
particles interacting through pair interactions which reflect the fact that the particles are “living” on the line
or simply moving on the line but embedded in a higher dimensional space. It is also worth mentioning that
the isothermal-isobaric ensemble results can be regarded as evaluation of a generating function; embedding
in an overcomplete density functional formalism [39] makes extension to non-1st nn interactions possible.
On the other hand, the method cannot be easily generalized to more than one spatial dimension since a
crucial ingredient is the ordering of the particles on the line, which is lost in dimensions higher than one. Of
course, following a bottom-up strategy, one is free to blindly adapt our approximation scheme, for example, to
the more realistic three-dimensional case (where even the SW potential with λ < 2 cannot be solved exactly),
but the result remains uncertain.
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A Derivation of Eqs. (2.14), (2.16), and (2.18)
A.1 Equation (2.14)
By a change of variables from absolute coordinates ({xi}) to relative coordinates ({ri}), we find that Eq. (2.12) can be rewritten
as
p1(r) ∝ e
−βφ(r)
∫ ∞
r
dLe−β pL
∫ L−r
0
dr3 e
−βφ(r3)e−γβφ(r+r3)
∫ L−r−r3
0
dr4 e
−βφ(r4)e−γβφ(r3+r4) · · ·
×
∫ L−r−r3−···−rN−1
0
drN e
−βφ(rN)e−γβφ(rN−1+rN)e−βφ(rN+1)e−γβφ(rN+rN+1)e−γβφ(rN+1+r), (A.1)
where rN+1 = L−r−r3− . . .−rN and we have taken into account that rN+2 = r. The change of variables L→ L
′ = L−r implies
that a factor e−β pr comes out of the integrals. Exchanging the integral over L′ and the integral over r3 we get
p1(r) ∝ e
−β [pr+φ(r)]
∫ ∞
0
dr3 e
−βφ(r3)e−γβφ(r+r3)
∫ ∞
r3
dL′ e−β pL
′
∫ L′−r3
0
dr4 e
−βφ(r4)e−γβφ(r3+r4) · · ·
×
∫ L′−r3−···−rN−1
0
drN e
−βφ(rN)e−γβφ(rN−1+rN)e−βφ(rN+1)e−γβφ(rN+rN+1)e−γβφ(rN+1+r). (A.2)
Next, changing variables L′ → L′′ = L′− r3 and exchanging the integral over L
′′ and the integral over r4 we find
p1(r) ∝ e
−β [pr+φ(r)]
∫ ∞
0
dr3 e
−β [pr3+φ(r3)]e−γβφ(r+r3)
∫ ∞
0
dr4 e
−βφ(r4)e−γβφ(r3+r4)
∫ ∞
r4
dL′′ e−β pL
′′
· · ·
×
∫ L′′−r4−···−rN−1
0
drN e
−βφ(rN)e−γβφ(rN−1+rN)e−βφ(rN+1)e−γβφ(rN+rN+1)e−γβφ(rN+1+r). (A.3)
This process can be continued with L′′→ L′′′ =L′′−r4, L
′′′→ LIV = L′′′−r5, . . . , until arriving to L
(N−1)= L−r−r3−·· ·−rN =
rN+1 (see Fig. 2.1). After performing all these changes it is easy to see that Eq. (2.14) is finally obtained.
A.2 Equation (2.16)
Using Eq. (2.1) and the pbc, Eq. (2.15) can be rewritten as
p2(R) ∝ e
−γβφ(R)
∫ ∞
R
dLe−β pL
∫ R
0
dr2 e
−βφ(r2)e−βφ(R−r2)
∫ L−R
0
dr4 e
−βφ(r4)e−γβφ(R−r2+r4)
∫ L−R−r4
0
dr5 e
−βφ(r5)e−γβφ(r4+r5) · · ·
×
∫ L−R−r4−···−rN−1
0
drN e
−βφ(rN)e−γβφ(rN−1+rN)e−βφ(rN+1)e−γβφ(rN+rN+1)e−γβφ(rN+1+r2). (A.4)
Analogously to the case of p1(r), the change of variables L→ L
′ = L−R implies that a factor e−β pR comes out of the integrals.
Exchanging the integral over L′ and the integral over r4 we get
p2(R) ∝ e
−β [pR+γφ(R)]
∫ R
0
dr2 e
−βφ(r2)e−βφ(R−r2)
∫ ∞
0
dr4 e
−βφ(r4)e−γβφ(R−r2+r4)
∫ ∞
r4
dL′ e−β pL
′
∫ L′−r4
0
dr5 e
−βφ(r5)e−γβφ(r4+r5) · · ·
×
∫ L′−r4−···−rN−1
0
drN e
−βφ(rN)e−γβφ(rN−1+rN)e−βφ(rN+1)e−γβφ(rN+rN+1)e−γβφ(rN+1+r2). (A.5)
Successive changes of variables L′ → L′′ = L′− r4, L
′′ → L′′′ = L′′− r5, L
′′′ → LIV = L′′′− r6, . . . , until L
(N−2) = L−R− r4−
·· ·− rN = rN+1 allows one to derive Eq. (2.16).
A.3 Equation (2.18)
As before, use of Eq. (2.1) and of the pbc yields
p3(R¯) ∝
∫ ∞
R¯
dLe−β pL
∫ R¯
0
dr2 e
−βφ(r2)e−γβφ(R¯−r2)
∫ R¯−r2
0
dr3 e
−βφ(r3)e−γβφ(r2+r3)e−βφ(R¯−r2−r3)
∫ L−R¯
0
dr5 e
−βφ(r5)e−γβφ(R¯−r2−r3+r5)
×
∫ L−R¯−r5
0
dr6 e
−βφ(r6)e−γβφ(r5+r6) · · ·
∫ L−R¯−r5−···−rN−1
0
drN e
−βφ(rN)e−γβφ(rN−1+rN)e−βφ(rN+1)e−γβφ(rN+rN+1)e−γβφ(rN+1+r2).
(A.6)
Again, the change of variables L→ L′ = L− R¯ implies that a factor e−β pR¯ comes out of the integrals. Exchanging the integral
over L′ and the integral over r5, changing variables to L
′→ L′′ = L′− r5, and continuing this process we finally reach Eq. (2.18).
25
References
1. Abate, J., Whitt, W.: The Fourier-series method for inverting transforms of probability distributions. Queueing Syst. 10,
5–88 (1992)
2. Archer, A.J., Chacko, B., Evans, R.: The standard mean-field treatment of inter-particle attraction in classical DFT is better
than one might expect. J. Chem. Phys. 147, 034,501 (2017)
3. Archer, A.J., Evans, R.: Relationship between local molecular field theory and density functional theory for non-uniform
liquids. J. Chem. Phys. 138, 014,502 (2013)
4. Barker, J.A., Henderson, D.: What is “liquid”? Understanding the states of matter. Rev. Mod. Phys. 48, 587–671 (1976)
5. Ben-Naim, A., Santos, A.: Local and global properties of mixtures in one-dimensional systems. II. Exact results for the
Kirkwood–Buff integrals. J. Chem. Phys. 131, 164–512 (2009)
6. Bishop, M.: Virial coefficients for one-dimensional hard rods. Am. J. Phys. 51, 1151–1152 (1983)
7. Bishop, M.: WCA perturbation theory for one-dimensional Lennard-Jones fluids. Am. J. Phys. 52, 158–161 (1984)
8. Bishop, M.: A kinetic theory derivation of the second and third virial coefficients of rigid rods, disks, and spheres. Am. J.
Phys. 57, 469–471 (1989)
9. Bishop, M., Berne, B.J.: Molecular dynamics of one-dimensional hard rods. J. Chem. Phys. 60, 893–897 (1974)
10. Bishop, M., Boonstra, M.A.: Comparison between the convergence of perturbation expansions in one-dimensional square
and triangle-well fluids. J. Chem. Phys. 79, 1092–1093 (1983)
11. Bishop, M., Boonstra, M.A.: Exact partition functions for some one-dimensional models via the isobaric ensemble. Am. J.
Phys. 51, 564–566 (1983)
12. Bishop, M., Boonstra, M.A.: A geometrical derivation of the second and third virial coefficients of rigid rods, disks, and
spheres. Am. J. Phys. 51, 653–654 (1983)
13. Bishop, M., Boonstra, M.A.: The influence of the well width on the convergence of perturbation theory for one-dimensional
square-well fluids. J. Chem. Phys. 79, 528–529 (1983)
14. Bishop, M., Swamy, K.N.: Pertubation theory of one-dimensional triangle- and square-well fluids. J. Chem. Phys. 85,
3992–3994 (1986)
15. Borzi, C., Ord, G., Percus, J.K.: The direct correlation function of a one-dimensional Ising model. J. Stat. Phys. 46, 51–66
(1987)
16. Brader, J.M., Evans, R.: An exactly solvable model for a colloidpolymer mixture in one-dimension. Physica A 306, 287–300
(2002)
17. Evans, R., Henderson, J.R., Hoyle, D.C., Parry, A.O., Sabeur, Z.A.: Asymptotic decay of liquid structure: oscillatory liquid-
vapour density profiles and the Fisher–Widom line. Mol. Phys. 80, 755–775 (1993)
18. Fantoni, R.: Non-existence of a phase transition for penetrable square wells in one dimension. J. Stat. Mech. p. P07030
(2010)
19. Fantoni, R.: Exact results for one dimensional fluids through functional integration. J. Stat. Phys. 163, 1247–1267 (2016)
20. Fantoni, R.: One-dimensional fluids with positive potentials. J. Stat. Phys. 166, 1334–1342 (2017)
21. Fantoni, R., Giacometti, A., Malijevsky´, A., Santos, A.: Penetrable-square-well fluids: Analytical study and Monte Carlo
simulations. J. Chem. Phys. 131, 124106 (2009)
22. Fantoni, R., Giacometti, A., Malijevsky´, A., Santos, A.: A numerical test of a high-penetrability approximation for the
one-dimensional penetrable-square-well model. J. Chem. Phys. 133, 024101 (2010)
23. Fisher, M.E., Widom, B.: Decay of correlations in linear systems. J. Chem. Phys. 50, 3756–3772 (1969)
24. Hansen, J.P., McDonald, I.R.: Theory of Simple Liquids, 3rd edn. Academic, London (2006)
25. Harnett, J., Bishop, M.: Monte Carlo simulations of one dimensional hard particle systems. Comput. Educ. J. 18, 73–78
(2008)
26. Herzfeld, K.F., Goeppert-Mayer, M.: On the states of aggregation. J. Chem. Phys. 2, 38–44 (1934)
27. Heying, M., Corti, D.S.: The one-dimensional fully non-additive binary hard rod mixture: Exact thermophysical properties.
Fluid Phase Equil. 220, 85–103 (2004)
28. Huang, K.: Statistical Mechanics. John Wiley & Sons, New York (1963)
29. Katsura, S., Tago, Y.: Radial distribution function and the direct correlation function for one-dimensional gas with square-
well potential. J. Chem. Phys. 48, 4246–4251 (1968)
30. Kikuchi, R.: Theory of one-dimensional fluid binary mixtures. J. Chem. Phys. 23, 2327–2332 (1955)
31. Korteweg, D.T.: On van der Waals’s isothermal equation. Nature 45, 152–154 (1891)
32. Lebowitz, J.L., Percus, J.K., Zucker, I.J.: Radial distribution functions in crystals and fluids. Bull. Am. Phys. Soc. 7, 415–
415 (1962)
33. Lebowitz, J.L., Zomick, D.: Mixtures of hard spheres with nonadditive diameters: Some exact results and solution of PY
equation. J. Chem. Phys. 54, 3335–3346 (1971)
34. Lord Rayleigh: On the virial of a system of hard colliding bodies. Nature 45, 80–82 (1891)
35. Nagayima, T.: Statistical mechanics of one-dimensional substances i. Proc. Phys.-Math. Soc. Jpn. 22, 705–720 (1940)
36. Nagayima, T.: Statistical mechanics of one-dimensional substances ii. Proc. Phys.-Math. Soc. Jpn. 22, 1034–1047 (1940)
37. Percus, J.K.: Equilibrium state of a classical fluid of hard rods in an external field. J. Stat. Phys. 15, 505–511 (1976)
38. Percus, J.K.: One-dimensional classical fluid with nearest-neighbor interaction in arbitrary external field. J. Stat. Phys. 28,
67–81 (1982)
39. Percus, J.K.: Density functional theory of single-file classical fluids. Mol. Phys. 100, 2417–2422 (2002)
40. Ruelle, D.: Statistical Mechanics: Rigorous Results. World Scientific, Singapore (1999)
41. Rybicki, G.B.: Exact statistical mechanics of a one-dimensional self-gravitating system. Astrophys. Space Sci. 14, 56–72
(1971)
42. Salsburg, Z.W., Zwanzig, R.W., Kirkwood, J.G.: Molecular distribution functions in a one-dimensional fluid. J. Chem. Phys.
21, 1098–1107 (1953)
43. Santos, A.: Exact bulk correlation functions in one-dimensional nonadditive hard-core mixtures. Phys. Rev. E 76, 062201
(2007)
26
44. Santos, A.: (2012). “Radial Distribution Function for Sticky Hard Rods”, Wolfram Demonstrations Project,
http://demonstrations.wolfram.com/RadialDistributionFunctionForStickyHardRods/
45. Santos, A.: (2015). “Radial Distribution Function for One-Dimensional Square-Well and Square-Shoulder Fluids”, Wolfram
Demonstrations Project, http://demonstrations.wolfram.com/RadialDistributionFunctionForOneDimensionalSquareWellAndSqua/
46. Santos, A.: (2015). “Radial Distribution Functions for Nonadditive Hard-Rod Mixtures”, Wolfram Demonstrations Project,
http://demonstrations.wolfram.com/RadialDistributionFunctionsForNonadditiveHardRodMixtures/
47. Santos, A.: A Concise Course on the Theory of Classical Liquids. Basics and Selected Topics, Lecture Notes in Physics,
vol. 923. Springer, New York (2016)
48. Santos, A., Fantoni, R., Giacometti, A.: Penetrable square-well fluids: Exact results in one dimension. Phys. Rev. E 77,
051206 (2008)
49. Santos, A., Yuste, S.B., Lo´pez de Haro, M.: Rational-function approximation for fluids interacting via piece-wise constant
potentials. Condens. Matter Phys. 15, 23602 (2012)
50. Santos, A., Yuste, S.B., Lo´pez de Haro, M., Ba´rcenas, M., Orea, P.: Structural properties of fluids interacting via piece-wise
constant potentials with a hard core. J. Chem. Phys. 139, 074503 (2013)
51. Schmidt, M.: Fundamental measure density functional theory for nonadditive hard-core mixtures: The one-dimensional
case. Phys. Rev. E 76, 031202 (2007)
52. Takahasi, H.: Eine einfache methode zur behandlung der statistischen mechanik eindimensionaler substanzen. Proc. Phys.-
Math. Soc. Jpn. 24, 60–62 (1942)
53. Tonks, L.: The complete equation of state of one, two, and three-dimensional gases of elastic spheres. Phys. Rev. 50,
955–963 (1936)
54. van Hove, L.: Sur l’inte´grale de configuration pour les syste`mes de particules a` une dimension. Physica 16, 137–143 (1950)
