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Abst ract - - In  this paper, we propose aNeumann-Neumann algorithm to approximate a frictionless 
static Signorini contact problem between two elastic bodies and we prove its convergence. The 
Neumann-Neumann algorithm is a parallel one, in which we have to solve a Dirichlet problem and 
then a Neumann one, simultaneously on each domain. The primary feature of this new algorithm is 
the retention the natural interface between the two bodies as a numerical interface for the domain 
decomposition. (j~) 2004 Elsevier Ltd. All rights reserved. 
Keywords - -Domain  decomposition methods, Contact problems. 
1. INTRODUCTION 
In the framework of domain decomposition methods for contact problem using the Neumann- 
Neumann preconditioner, the contact and the numerical interfaces are different [1]. In this paper, 
a Neumann-Neumann algorithm for the frictionless tatic Signorini problem is proposed in which 
the contact zone and the decomposition i terface are the same. The convergence of the algorithm 
is proved. The strategy consists in solving in parallel a Dirichlet problem on each domain for 
a given trace on the contact interface. Then using the solution of the previous problems, we 
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solve in parallel a Neumann problem. The updating is given by adding the trace of the Dirichlet 
problem solution and the averaged trace of the Neumann one. The convergence of the algorithm 
towards the solution of the initial problem is given by a two-step procedure. We prove first, in 
Proposition 4.1, that the convergence of (An)~ in 7-/1/2(Fc) induces the strong convergence of 
(u~)~ and (w~) n. Then, in Proposition 4.3, the contraction of an auxiliary operator To defined 
by (24) is established. This yields the convergence of the sequence (An)~ by way of Theorem 4.4 
for 0 < 0 < 0". 
Let ~in a = 1,2, be two elastic bodies in contact hrough an interface F~. Each body is fixed 
on a part r~ of its boundary 0~ n, and subjected to body forces fn  C (L2(y/a)) 2 and surface 
traction ¢~ on F~. The problem consists in finding the displacement u ~ and the stresses cr(u n) 
such that 
div a(u n) + fn = 0, on ~n, 
= on rL  (1) 
u a = 0, on ru a. 
P~, F~, r~ form a partition of the boundary F a = 0~ n, where r~ ¢ ~. The forces fn and ¢~ are 
regular data. With the usual coerciveness hypothesis, the elastic behavior law is given by 
1 (Vu +vuT), (2) 
where A n is the elasticity tensor of the elastic body occupying ~/a. 
We will use the usual notations for the normal and tangential components of the displacement 
and stress vector on Fc 
uan n u ~ U~V = i i ,  ~ = -- Zt~V nn '  
ot ot ot n n c~ = cqj(u )n i n j ,  cr~r = ~rij(u")n] -- aNn i ,  
in which we have denoted by n n the outward normal unit vector to the boundary. 
On the interface Fc, the unilateral contact law is described by 
4,  = o}  = = 4 = (3) 
[uN] <_ 0, aN _< 0, ~TN.[UN] = 0, (4) 
where [VN] = v 1.n 1 + v2.n 2 is the jump across the interface of any function v defined on ~n. 
The contact is supposed frictionless, we have on Fc 
= o. (5) 
2. THE VARIAT IONAL FORMULATION 
Let us introduce the following functional spaces: 
--~rn = {V n E (H 1 (f/n)) 2 , v =0 on F~},  provided with the norm [1" [In = ]]" l](Hl(a~))2; 
V = V 1 x V 2, provided with the norm II" [Iv = I[" 11 ; 
ol=l 
K = {v e V, [vg] <_ O, a.e. on Fc}; 
~1/2(Fc) = {~ E (L 2 (Fc)) 2", ~v E V n, a = 1,2; 7Viro = ~} , provided by the norm: 
[ l~[[w2,r~=inf{Hv[la; veVa ,  a=l ,2 ,  VVirc =~},  where ~/is the usualtrace operator; 
H1/2(Fc )  = {~ C n2(Fc); ~v E H i ( f in ) ,  oL : 1 or 2; "~V[F ~ : eft}. 
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We will denote by 
a~(u, v) =/~ A~kleij(u)e~l(v ) dx, 
Fa(v)=Ja  f~vdx+ fr ¢~vd~r, 
2 
a(u, v) -~ E aa(u' v)~ 
a----1 
2 
F(~) = ~ F~(~). 
[['he bilinear forms a~(., .) are continuous and coercive since mes(F~) > 0. 
PROPOSITION 2.1. The variational formulation of problem (1)-(5) is 
(P1) t indueK;  a (u ,v -u )>_F(v -u ) ,  YveK ,  (6) 
and the problem has a unique solution. 
PROOF. See [2,3]. 
3. MULT IBODY FORMULATION 
In the following, we will use some lift operators which allow us to build specific functions from 
t:heir values on F~. For a = 1, 2, let 
a" (R~,  ~) = 0, 
(R~)  = ~, 
R~: ~t~/2(r~) --~ v% 
~ R~.  
v~e (H~(~°)) ~ with ~ =0 onr~ur~,  
on ~c- 
(7) 
PROPOSITION 3.1. 
R a (i) The three norms H~i]~/2,ro and [[ D~][~, a 1, 2 are equivalent on T/1/2(Fc). 
(ii) A constant C > 0 exists such that Vv e Y i, [[RJDTVlro[ b" <_ C[[v[[i, i , j  = 1,2 and i ¢ j. 
PROOF. See [4,5]. | 
REMARK 1. For the sake of simplicity, we will write in the following R~ (~v) instead of R~ (~/V]r¢). 
To give a multibody formulation of the initial problem, let us introduce for all ~ E H1/2(F~) 
the set 
V_2(~) - {v 2 e V 2, v2n 2 ~ -~ a.e. on Fc}. 
PROPOSITION 3.2. 
(1) The variational formulation (6) is equivalent to the following problems: 
(P2) 
(P~) 
findulEV1; al(ul,v)=Fl(v)_a2(u2, R2D(TV))+F2(R2D(~/v)) ' VvEV 1. (8) 
~nd~2eV~(~) ;  a~(~2,v -~)>F~(~-~) ,  WeV~(~).  (9) 
PROOF. See [4,5]. | 
REMARK 2. In order to have a fixed test function space in (P3), we make the following translation 
for the test function v: ~ = v - R2D(~/u 1) and we obtain the equivalent problem 
(v~) find u2~ (u~); a s (~2,~ + a~ (e~l) _ ~)  > F ~ (~ + a~ (~1) _~2),  v~ ~ v_~(0). 
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4. ALGORITHM AND CONVERGENCE 
In the following, we define the Neumann-Neumann algorithm, in which 0~ is a nonnegative 
parameter that will be determined in order to ensure the convergence of the algorithm. Let 
A0 E 7~1/2(pc) be given. For n > 1, we define the sequence of functions (u~)~>0, (w~)~>0, 
a = 1, 2, by solving the following problems: 
I find un c V 1, 
a~(u~,v)=F~(v) ,  Vve(H l (~t~) )2wi thTv=Oonr~ur~,  (10) 
~u~ = A,,_~ on F~; 
2 V 2 (~n_ l .n  1) find u~ E _ 
a: (~,  ~ + R~(~- I )  - ~) >_ F ~ (~ + R~(~_ I )  - ~) ,  w e~(0); 
(11) 
1 find w n e V 1, (12) 
1 a 1 (wl ,  v) ~- -~ ( -a  1 (u l ,v)  -4- E l (v ) -a  2 (~t2n,R2D(')'v)) -~ F 2 (R2D('Tv))), Vv e gl ;  
find w 2 E V 2, (13) 
1 
a2(w~,v)=~(a2(u2 ,  v ) -F2(v )+a l (u~,R1D(~/v) ) -F l (R1D(TV) ) ) ,  Vv e V2; 
~. = ~.-1 + e.  (.yw~ - .yw~) . (14) 
PROPOSITION 4.1. Let us suppose that a strictly positive 0rain exists such that V 8~ >_ 0rain, the 
sequence (A,0,~_>o converges in ~1/2(Fc). Then u~ > u ~ in V a (strongly). 
ul  1 2 PROOF. Let (~,u2~) and (Urn,Urn) be solutions of the problems (10),(11) at iterations n and m, 
respectively. Using definition (7) and Proposition 3.1(i), we have 
I I~ -  ~111 < ellX. - A.~lll/2,ro. 
As the sequence (An)~_>o converges in 7-/1/2(Fc), so the sequence (u~)~ converges trongly in V 1. 
2 R2D('TU~) and v 2 2 1 In (11), the choices v = u ,~-  = u n -RD(~fun)  at iterations n and m, 
respectively, and the use of Proposition 3.1 lead to 
u 2 I1~- ~11~ -< c l l~-  ~111- (15) 
As (u~)~ converges trongly in V 1, then strong convergence of (u2)~ is obtained. 
Let 1 2 1 2 (Wn, Wn) and (win, win) be solutions of the problems (12),(13) at iterations n and m, 
respectively. So 
a 1 (w~ 1 v) 1 ~_ -- Urn 7 -- Urn, _Win ,  ~(_a l (~t  1 1 v)_ka2(u  2 2 R2D(./u))), VvEV 1 (16) 
1 wlm, we have Choosing in this equation v ---- w~ - 
a~(w~ ~ l _w~)  1 = -~ ,w~-  - ~ ,R~ (~-  ~) ) ) .  __~Om,,U] n ~ (_a l (~ l  1 1 ~/)lrn) _~a2 (~2 2 2 
(17) 
Using for the left-hand side the coerciveness of the bilinear form al(., .), and for the right-hand 
side the continuity of the bilinear forms an(., .), ~ -- 1, 2, and Proposition 3.1, we obtain 
I lwt -  ~111~ < ~ (l l -t  - ~2111 + I1-~--~11:) • 0s) 
Using the convergence of (u~)~ and 2 (u~),, the convergence of (w~)~ is proved. 
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The convergence of (w2)~ is obtained by using the same method in (13). 
ztl 2 Wl  W 2 ( n)n, and (~)~, ( ~)~, we At last, by using the convergence of the sequences ( ~)~, pass 
to the limit in equations (10)-(13). Moreover, as the sequence (A~)~ converges V0~ _> 0min, the 
continuity on F~ of the limit of (TW~)~ is obtained using (14). 
Let u ~* and w ~* be the limits of (u~)~ and (w~)n, respectively. The limit problem obtained 
is given by 
find u 1. • V 1, 
al(ul*,v)=Fl(v),  Vv • (H1 (a l ) )  2 with~ =0 onr~ur  1, (19) 
~/U 1. = A* on F~; 
find u 2. • V 2 (u ) ) ,  
a 2 (u 2., v + R~ ('}'u 1.) -- It 2.) > F 2 (V -+-/I{~) (ltl*) __ ~t2*) , w • W(o); (20) 
find W 1. E V I , 
1 al(wl*,v) -_ -~ (-al(ul*,v) + Fl(v)--a2(u2*,R2D(TV)) + F2(R~9(Tv))) , Vv • V1; (21) 
find w 2. • V 2, 
1 (22) 
a2(w2*,v)=-~(a2(u2*,v)-F2(v)+al(ul*,R1D(TV))-Fl(R1D(TV))), Vv • V2; 
~/W 1. = 7W 2., on Ft. (23) 
With suitable choices of the test functions in the previous problems, we can show that w a* = 0 
in V% So (u 1., u 2.) is the unique solution of (P2),(P~), which completes the proof. | 
In order to prove the convergence of (A,)~, let us introduce the operator To defined by 
To : H1/2(F~) , H1/2(F~), 
(24) 
¢,  , ToO = ¢ + 0 (~ - ~2) ,  
such that w 1 and w 2 are defined by solving the following problems: 
find u 1 • V 1, 
£ (uLv) =_Pl(v), Vv•  (H1 (~1)) 2 with 7v =0 on r~uv~,  (25) 
7u 1 = O on F~; 
find u 2 e V_2(¢), 
~ (~L~ + RL(O) -~)  > F ~ (~ + RL(,) -~2), Vv • ~(0); (26) 
find w 1 E V 1, 
1 a 1 (wl,v) = ~ ( -a  1 (ttl,v) 2r- F l (v ) -a  2 (it2, R~(Tv)) -t- F 2 (n2D("/v))), Vv E V1; (27) 
find w 2 E V 2, 
1 a2 (w2,v) = ~ (a2 (u2,v) - F2(v )+a l  (ul, RL(Tv)) _ F1 (R l (Tv) ) ) ,  
For sake of simplicity, we define the operator T by 
T:  ~1/2(r~) , ~1/2(r~), 
0 ' ) TO = .~qjjl - -  ~/¢j)2 
so, we can write ToO = O + OTO. 
Vv E V 2. 
(28) 
(29) 
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In the following, we denote by (2-5), (2-6), (2-7), and (2-8) the corresponding problems to a given 
C 7-/1/2(Fc) and by ~21, fi2 @1, and @2 the corresponding solutions. 
PROPOSITION 4.2. The operator T 18 Lipschitz continuous. 
PROOF. From the definition of T, we have for any ¢, ~ E 7-/1/2(Fc) 
T¢-  T¢ 1/2,r~ -< I1~1 -~@~11~/~,~o + I1~ =~ - z@~llv~,~o • (3o) 
Problems (10)-(13) and (25)-(28) are similar because we have only to use ¢ instead of A.-1. So 
the following inequality holds: 
II w~ -@~11~ -< c ¢ -~  1/2,ro ' ~ = 1,2. 
Using those inequalities and the continuity of the trace operator in (30), we obtain the required 
result, il 
Let us consider the following norm in ~V2(Fc): 
II1¢1ll = ( a~ (RID¢,R1D¢)) 1/2. (31) 
The equivalence of the norms HI" Ill and ll" N1/2,rc is proved in Proposition 3.1. 
PROPOSITION 4.3. There exists O* > 0 such that V0 E ]0, 0"[, the operator To is a contraction. 
PROOF. Let ¢ and ¢ in 7-/1/2(F~), so 
To(,) - To (;b) ~ : ¢ -  ~ ~ + o2 T , -  T~ 
(32) 
+ ,oo  (+ _ 
Using v = R~9(%D - ~) as a test function in the substracted equations (27),(2-7) and the definition 
of the extension R~, we obtain 
a' (+- 
= a I (W 1 _ @1 it,1 - ,1~1) _a l  (.R~ 9 ( , . , /w2- ,.)i@2),%t,1 _ ~1) .  
The choice v = u 1 - ~l in (27),(2-7) and the fact that 
_a  2 (u 2 _ ~22, R~ (G,u I _ G,~21)) < _a  2 (u 2 _ ~2,u2 _ ~2) (34) 
imply 1( + :,2r  ) al(w 1-@1,u1-~1) <--~ ¢ -  +a2(u2-~z2,u2-~ 2) . (35) 
On the other hand, the choice v = w 2 - @2 in (28),(2-8) implies, after factorization, that 
(R b (7/o2 _7@2) ,u l  _/~1) _~ la2 (u2 _ ~2,u2 __ /~2) .  (36) ~ a 1 
Incorporating (35),(36) in (33), then using the result and Proposition 4.2 in (32), we obtain 
T0(¢) - To((~) 2 <_ (02C~ _ 0 + 1) ¢ - ~ I 2. (37) 
Let  0* = min(1,  I /2C~) ,  the operator  To is a contraction V 0 E ]0, 0* [. | 
As  0* is strictly positive, we  can find a 0rain such that 0 < 0rain < 0* and  we have the following 
result. 
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THEOREM 4.4. For all O e]0,  O*[, the sequence (An)n>_0 converges in 7-/1/2(Fc) towards 7u 1, 
where u 1 is the restriction on f~l of the solution of the initial problem. Moreover, for any initial 
guess Ao 6 7"/1/2(lPc), and VOmi n < O < 0", the solution u~, a = 1,2 of  the algorithm (10)-(14) 
converges to the solution u = (u 1, u 2) of problern (PI) (6) when n tends to infinity. 
PROOF. From the algorithm (10)-(14), it is easy to prove that  To(An-l) = An. On the other 
hand, one deduces from problems (P2) and (P3) that  To(Tu I) = Vu 1. Hence, an application of 
Proposit ion 4.3 gives 
(38) 
The convergence of A,~ is obtained by a recursive application of (38). Proposit ion 4.1 concludes 
the proof. | 
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