Abstract. In this paper we derive weighted Ostrowski, Ostrowski-Grüss and Ostrowski-Čebyšev type inequalities on time scales. We also give some other interesting inequalities on time scales as special cases.
Introduction
In 1938, Ostrowski derived a formula to estimate the absolute deviation of a differentiable function from its integral mean [24] , the so-called Ostrowski inequality, which can also be shown by using Montgomery identity [22] . In 1997, by combining Montgomery identity and Grüss's integral inequality, Dragomir and Wang [10] proved the following Ostrowski-Grüss type integral inequality, which is a connection between Ostrowski's inequality and Grüss's inequality. 
for all x ∈ [a, b].
In [9] , Dragomir and Barnett pointed out a new estimation of the left membership of (1.1) as follows. Recently, Ahmad et. al [2] developed some new Ostrowski andČebyšev type inequalities involving two functions, by using an identity of Dragomir and Barnett proved in [9] . In [28] , Tseng, Hwang and Dragomir established the following generalizations of weighted Ostrowski type inequalities for mappings of bounded variation. The development of the theory of time scales was initiated by Hilger [11] in 1988 as a theory capable to contain both difference and differential calculus in a consistent way. Since then, many authors have studied the theory of certain integral inequalities on time scales (see [3, 6, 7, 8, 12, 14, 15, 16, 17, 18, 19, 20, 23, 25, 26, 27, 29, 31] ). For examples, by using the Montgomery identity on time scales, Bohner and Matthews [7] established the following Ostrowski inequality on time scales which unify discrete, continuous and many other cases. 
g(t)dt + h(x) − h(a) + h(b)
where M = sup a<t<b f △ (t) < ∞. This inequality is sharp in the sense that the right-hand side of (1.5) cannot be replaced by a smaller one.
Theorem 5. Assume f, g : T → R are differfentiable at t ∈ T k . Then the prfoduct f g : T → R is differfentiable at t with
Proof. Using item (4) of Theorem 6 and (3.2), we have (see also [21] )
in the right hand side of (3.3), we obtain
From (3.5) and using the properties of modulus, the inequality (3.1) is proved.
Corollary 1.
In the case of T = R in Theorem 8, we have
Corollary 2. In the case of T = Z in Theorem 8, we have
m and b = q n with m < n in Theorem 8, Then we have
where
Corollary 4. In the case of h(t) = t in Theorem 8, we have
Corollary 5. In the case of α = 0 in Corollary 4, we have
Corollary 6. In the case of T = R in Corollary 4, we have
Remark 1.
In the case of α = 0 in Corollary 6, we get (1.2) in Theorem 2.
Corollary 7.
In the case of T = Z in Corollary 4, we have
Corollary 8.
In the case of α = 0 in Corollary 7, we have 
Proof. We have
We also have
Using the Cauchy-Schwartz inequality, we may write
Using (3.7)-(3.12), we obtain the inequality (3.6).
Corollary 9. In the case of T = R in Theorem 9, we have
Corollary 10. In the case of T = Z in Theorem 9, we have
Corollary 12. In the case of h(t) = t in Theorem 9, we have
∩T, where
Corollary 13. In the case of α = 0 in Corollary 12, we have
Corollary 14.
In the case of T = R in Corollary 12, we have
Remark 2. In the case of α = 0 in Corollary 14, we have
Corollary 15. In the case of T = Z in Corollary 12, we have
Remark 3. In the case of α = 0 in Corollary 15, we have
) be rd continuous and positive and h
Multiplying both sides of (3.12) and (3.13) by r(x) and p(x) respectively, adding the resulting identities and rewriting, we have:
Using properties of the modulus, we get (3.11).
Corollary 16.
In the case of T = R in Theorem 10, we have
Corollary 17. In the case of T = Z in Theorem 10, we have
where 
Corollary 19. In the case of h(t) = t in Theorem 10, we have
(1 − α) 2 p(x)r(x) + α 4 (b − a) [ −h 2 ( a, ( 1 − α 2 ) a + α 2 b ) + h 2 ( x, ( 1 − α 2 ) a + α 2 b ) −h 2 ( x, α 2 a + ( 1 − α 2 ) b ) + h 2 ( b, α 2 a + ( 1 − α 2 ) b )] [ r(x) ( p △ (a) + p △ (b) ) + p(x) ( r △ (a) + r △ (b) )] − 1 − α 2 (b − a) ( r(x) ∫ b a p(σ(t))∆t + p(x) ∫ b a r(σ(t))∆t ) + α(1 − α) 2 ( r(x) p(a) + p(b) 2 + p(x) r(a) + r(b) 2 ) − 1 2 (b − a) 2 [ −h 2 ( a, ( 1 − α 2 ) a + α 2 b ) + h 2 ( x, ( 1 − α 2 ) a + α 2 b ) − h 2 ( x, α 2 a + ( 1 − α 2 ) b ) +h 2 ( b, α 2 a + ( 1 − α 2 ) b )] [r(x) (p(σ(b)) − p(σ(a))) + p(x) (r(σ(b)) − r(σ(a)))] ≤ 1 2 (b − a) 2 (|r(x)| M + |p(x)| N ) ∫ b a |W (x, t)| [ h 2 ( a, ( 1 − α 2 ) a + α 2 b ) +h 2 ( t, ( 1 − α 2 ) a + α 2 b ) + h 2 ( t, α 2 a + ( 1 − α 2 ) b ) + h 2 ( b, α 2 a + ( 1 − α 2 ) b )] △t, for all α ∈ [0, 1] such that a + α b−a 2 , b − α b−a 2 ∈ T and t ∈ [ a + α b−a 2 , b − α b−a 2 ] ∩T, where M = sup a<t<b p △△ (t) < ∞, N = sup a<t<b r △△ (t) < ∞,andW (x, t) = { t − ( ( 1 − α 2 ) a + α 2 b), a ≤ t < x, t − ( α 2 a + ( 1 − α 2 ) b), x ≤ t ≤ b.
Corollary 20. In the case of α = 0 in Corollary 19, we have
p(x)r(x) − 1 2 (b − a) ( r(x) ∫ b a p(σ(t))∆t + p(x) ∫ b a r(σ(t))∆t ) − 1 2 (b − a) ( r(x) ∫ b a p(σ(t))∆t + p(x) ∫ b a r(σ(t))∆t ) − 1 2(b − a) ( h 2 (x, a) − h 2 (x, b) b − a ) [r(x) (p(σ(b)) − p(σ(a))) + p(x) (r(σ(b)) − r(σ(a)))] ≤ 1 2 (b − a) 2 (|r(x)| M + |p(x)| N ) ∫ b a |S(x, t)| [h 2 (t, a) + h 2 (t, b)] △t,where M = sup a<t<b p △△ (t) < ∞, N = sup a<t<b r △△ (t) < ∞, and S(x, t) = { t − a, a ≤ t < x, t − b, x ≤ t ≤ b.
Corollary 21. In the case of T = R in Corollary 19, we have
(1 − α) 2 p(x)r(x) + α(1 − α) 4 ( x − a + b 2 ) [r(x) (p ′ (a) + p ′ (b)) + p(x) (r ′ (a) + q ′ (b))] − 1 − α 2 (b − a) ( r(x) ∫ b a p(t)dt + p(x) ∫ b a r(t)dt ) + α(1 − α) 2 ( r(x) p(a) + p(b) 2 + p(x) r(a) + r(b) 2 ) − 1 − α 2 (b − a) ( x − a + b 2 ) [r(x) (p(b) − p(a)) + p(x) (r(b) − r(a))] ≤ 1 2 (b − a) 2 (|r(x)| M + |p(x)| N ) { 1 96 α 2 (a − b) 4 ( 13α 2 − 16α + 12 ) + 1 192 [2(x − a) + α (a − b)] 2 [ (b − a) 2 (13α 2 − 14α + 4) − 2(b − a)(b + a − 2x)α + 4(x − a) 2 + 8(b − x) 2 ] + 1 192 [2(b − x) + α (a − b)] 2 [ (b − a) 2 (13α 2 − 14α + 4) + 2(b − a)(b + a − 2x)α + 8(x − a) 2 + 4(b − x) 2 ] } where M = sup a<t<b |p ′′ (t)| < ∞, N = sup a<t<b |r ′′ (t)| < ∞.
Remark 4. In the case of α = 0 in Corollary 21, we have
This is the result given in [2, Theorem 5].
Corollary 22. In the case of T = Z in Corollary 19, we have
(1 − α) 2 p(x)r(x) + α 4 ( (1 − α) ( x − a + b 2 ) − 1 2 ) [r(x) (△p(a) + △p(b)) + p(x) (△r(a) + △r(b))] − 1 − α 2 (b − a) ( r(x) b−1 ∑ t=a p(t + 1) + p(x) b−1 ∑ t=a r(t + 1) ) + α(1 − α) 2 ( r(x) p(a) + p(b) 2 + p(x) r(a) + r(b) 2 ) − 1 2 (b − a) ( (1 − α) ( x − a + b 2 ) − 1 2 ) [r(x) (p(b + 1) − p(a + 1)) + p(x) (r(b + 1) − r(a + 1))] ≤ 1 2 (b − a) 2 (|r(x)| M + |p(x)| N ) [ ( a 4 + b 4 ) ( 13 48 α 4 − 7 12 α 3 + 3 4 α 2 − 5 12 α + 1 6 ) + ( a 3 + b 3 ) (( − 1 2 α 2 + 1 2 α − 1 2 ) x + 1 4 α 2 − 1 4 α + 1 3 ) + ( a 2 + b 2 ) (( 1 2 α 2 − 1 2 α + 1 ) x 2 + ( − 1 2 α 2 + 1 2 α − 3 2 ) x − 1 12 α 2 + 1 2 α + 1 3 ) + (a + b) ( −x 3 + 5 2 x 2 − 3 2 x + 1 6 ) + ( a 2 b + b 2 a ) (( 1 2 α 2 − 1 2 α − 1 2 ) x − 1 4 α 2 + 1 4 α + 1 2 ) + ( a 3 b + ab 3 ) ( − 13 12 α 4 + 7 3 α 3 − 5 2 α 2 + 7 6 α − 1 6 ) + ab ( ( −α 2 + α + 1 ) x 2 + ( α 2 − α − 2 ) x + 1 6 α 2 − α + 5 6 ) +a 2 b 2 ( 13 8 α 4 − 7 2 α 3 + 7 2 α 2 − 3 2 α + 1 2 ) + 1 2 x 4 − 5 3 x 3 + 3 2 x 2 − 1 3 x ] , where M = sup a<t<b △ 2 p(t) < ∞ and N = sup a<t<b △ 2 r(t) < ∞.
Remark 5. In the case of α = 0 in Corollary 22, we have
where M = sup 
Proof. Multiplying the left and right sides of the identities (3.12) and (3.13), we get
Using properties of the modulus, we get (3.14).
Corollary 23. In the case of T = R in Theorem 11, we have
Corollary 24. In the case of T = Z in Theorem 11, we have
) 3 
Corollary 25. In the case of h(t) = t in Theorem 11, we have
Corollary 27. In the case of T = R in Corollary 25, we have 
