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Abstract.
Statistical properties of random cross-correlated sequences constructed by the
convolution method (likewise referred to as the Rice’s or the inverse Fourier
transformation) are examined. Algorithms for their generation are discussed. They are
frequently reduced to solving the problem for decomposition of the Fourier transform
of the correlation matrix into a product of two mutually conjugate matrices; different
decompositions of the correlation matrix are considered. The limits of weak and strong
correlations for the one-point probability and pair correlation functions of the sequences
are studied. Special cases of heavy-tailed distributions resulting from the convolution
generation are analyzed. Anisotropic properties of statistically homogeneous random
sequences related to asymmetry of a filtering function are discussed.
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1. Introduction
Over the past several decades the correlated disorder has been the focus of a large
number of studies in different fields of science. The unflagging interest in systems
with correlated fluctuations is explained by specific properties they demonstrate and
their prospective applications. Moreover, at present there is a commonly accepted
viewpoint that our world is complex and correlated. The most peculiar manifestations
of this concept are the records of brain activity and heart beats, human and animal
communication, written texts, DNA and protein sequences, data flows in computer
networks, stock indexes, etc.
The studies of random systems in physical and engineering sciences can be divided
into two parts. The first one investigates, analyzes and predicts the behavior of such
systems, whereas the second one, which is considerably smaller, develops the methods
of construction, or generation, of random processes with desired statistical properties.
The essence of the second approach is to construct a mathematical object (for example,
a correlated sequence of symbols or numbers) with tailored statistical characteristics.
This approach provides not only a deeper insight into the nature of correlations but
also a creative tool for designing the devices and appliances with random components
in their structure such as different wave-filters, diffraction gratings, artificial materials,
antennas, converters, delay lines, etc. These devices can exhibit unusual properties or
anomalous dynamical, kinetic or transport characteristics controlled by a proper choice
of disorder.
There are many algorithms for generating long-range correlated sequences: the
Mandelbrot fast fractional Gaussian noise generation [1], the Voss procedure of
consequent random addition [2], the correlated Le´vy walks [3], the expansion-
modification Li method [4], the method of Markov chains [5], etc. We believe that the
convolution method (and its variant — the Fourier filtering method [6]) is one of the
most efficient. This method may be used to generate enhanced diffusion, isotropic and
anisotropic self-affine surfaces, isotropic and anisotropic correlated percolation [7]. The
convolution method allows one to construct sequences with random elements belonging
to a continuous space of states — the space of real numbers R = (−∞,∞) — the widest
possible space. Note that if some restrictions on possible states of random variables are
imposed, say, we need to generate a random dichotomous sequence, then the problem
becomes much more complicated [8–15].
In the present paper we generalize the convolution method of generating a discrete
statistically homogeneous colored sequence with a given correlation function. The
method is based on a linear transformation of white noise with the use of the filtering
function – the kernel of the convolution operator – and gives a rather simple relation
between this function and the pair correlation function [16]. Here we present the matrix
generalization of this method to construct a bunch of N cross–correlated sequences and
study their statistical properties.
The scope of the paper is as follows. First, we discuss briefly the Rice convolution
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method for generating random sequences. In section 3 we generalize the method to
a set (or, a bunch) of N cross-correlated statistically homogeneous sequences with a
prescribed binary correlation matrix. Some analytical solutions for the problem of the
correlation matrix decomposition are presented in section 4. Section 5 is devoted to
studying statistical properties of sequences constructed with this particular method.
Section 6 contains an example for constructing two cross-correlated chains with a given
correlation matrix.
2. Introduction to Convolution Method
This section provides a brief introduction to the most known and frequently used
method for generating random correlated sequences with a continuous space of
states [5, 7, 14, 16–25].
Let us introduce a homogenous random white noise sequence {ξ(n)} of independent
and identically distributed (i.i.d.) variables ξ(n) ∈ R, n ∈ Z = (...,−2,−1, 0, 1, 2, ...).
All statistical properties of the sequence are determined by the one-point probability
distribution function (PDF) and its moments. The most important among them are the
mean value 〈ξ(n)〉, which we put hereafter equal to zero without loss of generality, and
the two-point correlation function, which is expressed via the unit variance σ2ξ :
〈ξ(n)〉 = 0, Cξ(r) = 〈ξ(n)ξ(n+ r)〉 = σ2ξ δr,0, σξ = 1, (1)
where δr,0 is the Kronecker delta symbol. The brackets 〈...〉 mean a statistical
(arithmetic, Cesa`ro’s) average along the chain,
〈f(ξ(n))〉 = lim
M→∞
1
2M + 1
M∑
n=−M
f(ξ(n)), (2)
or the equivalent average with the PDF ρΞ(ξ)
〈f(ξ(n))〉 =
∫
dξ ρΞ(ξ) f(ξ). (3)
It is supposed that the mean values and the variance of sequence {ξ(n)} exist.
The linear convolution transformation with filtering function F (n) generates a new
correlated sequence {x(n)},
x(n) =
∞∑
n′=−∞
F (n− n′) ξ(n′). (4)
This formula (probably, the most important throughout the paper, no matter how
simple it may seem) determines both analytical properties of correlated sequence and the
method of its numerical construction (beginning with the white-noise sequence {ξ(n)}).
So, we have to be able to answer a number of questions: what restrictions should be
imposed on the filtering function, what one-point probability distribution and two-point,
or pair, correlation functions of {x(n)} sequence are.
It is evident from the first formula of equation (1) that
〈x(n)〉 = 0. (5)
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It is also simple to calculate the pair auto-correlation function
Cx(r) =
∞∑
n=−∞
F (n+ r)F (n). (6)
This equation is readily derived by substituting of equation (4) into the definition of
correlation function Cx(r),
Cx(r > 0) = 〈(x(n + r)− 〈x〉) (x(n)− 〈x〉)〉
= lim
M→∞
1
2M − r + 1
M−r∑
n=−M
x(n + r)x(n) = Cx(−r). (7)
Since our main purpose is to consider the cross-correlated sequences, it is worth to note
that sequences {ξ(n)} and {x(n)} are correlated,
Cξx(r) = 〈ξ(n)x(n+ r)〉 = F (r). (8)
This property explains the meaning of the filtering function.
Considering the sets of functions F (n) and F (n + r) as two vectors and their
combination
∑∞
n=−∞ F (n + r)F (n) as a scalar product of two equal vectors, one of
which rotates around another (from the passive point of view the components F (n+ r)
are obtained by cyclic rotations of the coordinate system and F (n) are the components
of the vector prior to rotation) we conclude that
Cx(0) ≥ Cx(r). (9)
We will also use the correlation coefficient Kx(r),
Kx(r) =
Cx(r)
Cx(0)
. (10)
By definition, the correlation coefficient Kx(r) is normalized to unity, Kx(0) = 1.
The last property can be seen as a transformation x(n) → x(n)/√Cx(0), which
renormalizes the old variables x(n) to the new ones with unit variances. Because
the initial uncorrelated chain {ξ(n)} is statistically homogeneous and the generating
function F (.) in equation (4) depends on the difference n − n′ only, the generated
random sequence {x(n)} is statistically homogeneous as well. This property implies the
independence of one-point distribution functions on the number of site, the possibility
of averaging (3) along the sequence, the dependence of binary correlation functions on
the difference of their arguments and many other useful properties of the sequence.
Thus, equation (6) relates the pair correlation function to the filtering function
provided that the series
∑∞
n=−∞ F (n + r)F (n) converges. A simpler relation between
them, the Fourier transformation of equation (6), reads
C˜x(k) = F˜ (k)F˜ (−k). (11)
Here we use the following formulae for the Fourier transform and its inverse:
G˜(k) =
∞∑
r=−∞
G(r) exp(−ikr), G(r) = 1
2pi
pi∫
−pi
dk G˜(k) exp(ikr). (12)
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Two properties of the function G˜(k), stemming from discreteness and real-valuedness of
the function G(r), will be useful in what follows:
G˜(k + 2pi) = G˜(k), G˜(−k) = G˜∗(k). (13)
From the second expression of equation(13) and equation (11), we immediately obtain
the Wiener-Khinchin theorem [26] for power spectrum C˜x(k),
C˜x(k) = F˜ (k)F˜ (−k) = |F˜ (k)|2 ≥ 0. (14)
It is easy to see that equations (6) and (11) correctly reflect the parity of function Cx(r)
and its Fourier transform C˜x(k) for any function F (n):
Cx(−r) = Cx(r), C˜x(−k) = C˜x(k). (15)
The solution of equation (11) is
F˜ (k) = exp[iϕ(k)]
√
C˜x(k), (16)
where ϕ(k) is an arbitrary odd function, ϕ(−k) = −ϕ(k).
Thus, the solution of the problem of constructing a random sequence with a given
correlation function Cx(r), or its Fourier transform C˜x(k), is reduced to finding the
filtering function F (n), which determines (see equation (4)) the transformation of
uncorrelated sequence {ξ(n)} into correlated {x(n)}-sequence.
For numerical generation of random sequences, in equation (4) an even kernel
function F (n) is commonly used. Nevertheless, we see that equation (16) allows
one to find solutions in more general form. Let us consider this in more detail and
represent the filtering function F (n) as the sum of its even Fc(n) and odd Fs(n) parts,
F = Fc(n) + Fs(n). Then equations (6) and (11) become
Cx(r) =
∞∑
n=−∞
[Fc(n + r)Fc(n) + Fs(n + r)Fs(n)],
C˜x(k) = F˜c
2
(k) + F˜s
2
(k). (17)
Here F˜c(k) and F˜s(k) are the Fourier cosine and sine transforms of Fc(n) and Fs(n),
respectively.
Another method, the inverse Fourier transformation, for generating a sequence
of random numbers with long-range correlations is given in [7]. This method can be
viewed as a modification of the above discussed convolution method and it is based on
the Fourier transform of equation (4)
x˜(k) = F˜ (k)ξ˜(k). (18)
The first step in generating correlated random numbers is to calculate the Fourier
transform of uncorrelated sequence {ξ(n)}. A method which enables one to avoid
these cumbersome calculations and generate directly the values of ξ˜(k) is presented
in appendix.
Now consider the effect of the filtering function shape on correlation properties
of a random sequence qualitatively. Suppose that the filtering function is bell-shaped
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with a characteristic scale of the order of unity. The characteristic scale of the function
F (n/Rc)) is then Rc > 0. For r = 0 the overlap of functions F (n) and F (n + r) in
equation (6) is maximal, so that Cx(r = 0) is maximal as well. If the “distance” r
between F (n) and F (n+ r) exceeds Rc, the overlap almost vanishes, so that Cx(r > Rc)
takes on small values. It means that, by an order of magnitude, the characteristic scale
of the function F (n/Rc)) is, at the same time, the correlation length Rc of the generated
random sequence. Furthermore, it is clear that if Rc goes to zero, the sequence {x(n)}
becomes uncorrelated white noise with Kx(r) = δr,0 and K˜x(k) = 1. The other limit, Rc
goes to infinity, describes totally correlated sequence, Kx(r) = 1 and K˜x(k) = 2piδ(k).
All the above-mentioned facts are demonstrated by the following simple example [27]:
K(r)) =
1
1− exp(−piRc)
1− (−1)r exp(−piRc)
1 + (r/Rc)2
, (19)
K˜(k)) =
piRc
1− exp(−piRc) exp(−Rc|k|), F˜ (k)) =
√
K˜(k)). (20)
Note, if (in some cases) at r > Rc the filtering function vanishes, then the correlation
function also vanishes at r > 2Rc, Cx(r > 2Rc) = 0.
3. Generalization of Convolution Method
The convolution method outlined in the previous section can be generalized to the
generation of a set of N cross-correlated statistically homogeneous random sequences
{xi(n)}, xi(n) ∈ R, n ∈ Z, with a given binary correlation matrix C(r), whose entries
Cij(r), i, j = 1, 2, ..., N , are
Cij(r) = 〈(xi(n+ r)− 〈xi〉) (xj(n)− 〈xj〉)〉. (21)
The diagonal elements of the correlation matrix are the auto-correlation functions, which
describe the relationships between the elements of the same sequence, while the non-
diagonal entries represent cross-correlations between the elements of different sequences.
As above, here we also suppose 〈xi〉 = 0, i = 1, ..., N .
The correlation matrix elements are real and, as seen directly from equation (21),
have the following property:
Cij(r) = Cji(−r). (22)
In terms of the Fourier transform determined by equation (12), this property reads
C˜ij(k) = C˜ji(−k) = C˜∗ji(k), (23)
where the asterisk denotes complex conjugation. Equations (22) and (23) can be written
in matrix form:
C(r) = C⊤(−r), C˜(k) = C˜⊤(−k) = C˜†(k), (24)
where the symbols ⊤ and † indicate the transpose and conjugate transpose of a matrix,
respectively. Since the matrix C˜(k) has complex entries and is equal to its conjugate
transpose, it is Hermitian; hence, its diagonal elements are real.
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To construct the correlated sequences {xi(n)}, let us consider as a starting point
N independent uncorrelated white-noise random sequences {ξi (n)}:
〈ξi〉 = 0, 〈ξi(n)ξj(n′)〉 = δijδnn′ . (25)
Similarly to the 1-sequence convolution method, we construct N correlated
sequences {xi(n)} as a sum of convolutions of delta-correlated sequences {ξj(n)} with
filtering functions Fij(n) in the following way:
xi(n) =
N∑
j=1
∞∑
n′=−∞
Fij(n− n′)ξj(n′). (26)
Substituting equation (26) into definition of correlator (21) and using property
(25), we reveal the relationship between the elements of the correlation matrix and the
filtering functions:
Cij(r) =
N∑
p=1
∞∑
n=−∞
Fip(n + r)Fjp(n). (27)
The Fourier transform translates equation(27) into the system of equations in k-
space:
C˜ij(k) =
N∑
p=1
F˜ip(k)F˜jp(−k). (28)
The matrix form of equation (28), which generalizes equation (11) to the case
of N cross-correlated sequences, embodies the algebraic content of the problem under
consideration:
C˜(k) = F˜(k)F˜⊤(−k) (29)
or, equivalently,
C˜(k) = F˜(k)F˜†(k). (30)
Thus, to construct the bunch of N cross-correlated sequences {xi(n)} with the given
correlators we have to find the factorization of the Hermitian matrix C˜(k) into a product
of the Fourier transform of generating function F˜(k) and its Hermitian transpose F˜†(k).
This is the well-known problem of liner algebra (see, for example, [28]) and there are
different approaches to its solution. Let us consider some of them in relation to the
problem under consideration.
Spectral decomposition. Since the correlation matrix C˜(k) is Hermitian, it can
be diagonalized by a unitary matrix U and the resulting diagonal matrix has real entries
only ( [28], Theorem 4.1.5). If the matrix C˜ is positive-definite, we can easily find the
formal solution of equation(30):
C˜ = UΛU†, Λ = diag (λ1, ..., λN) . (31)
Here λi ≥ 0 are the eigenvalues of matrix C˜(k). This implies
F˜(k) = U
√
Λ,
√
Λ = diag
(√
λ1, ...
√
λN
)
. (32)
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Cholesky decomposition. For Hermitian positive-definite matrices, there are
other decompositions, which solve equation (30). One of them is the Cholesky
decomposition factorizing the matrix into a lower triangular matrix L with strictly
positive diagonal entries and its conjugate transpose [29–31],
C˜ = LL†, (33)
which immediately provides the solution to our problem, F˜ = L.
LDL factorization. Besides, one can use the so-called LDL decomposition
factorizing a Hermitian matrix into a lower triangular matrix L, a diagonal matrix
D with positive entries and conjugate transpose of the lower triangular matrix [31]),
C˜ = LDL†. (34)
In the context of our problem, F˜ = L
√
D.
Hermitian ansatz. It is also natural to look for a solution of problem (30)
assuming F˜(k) to be a Hermitian matrix, F˜(k) = F˜†(k). In this case equation (30)
can be converted to
C˜(k) = F˜2(k). (35)
Formally the solution of this equation can be presented as
F˜ = U
√
ΛU† (36)
with unitary matrix U and Λ determined in equations (31) and (32).
Note that all of the above discussed solutions are particular ones. The general
solution can be obtained from any of them by right multiplication by an arbitrary
unitary matrix W; if F˜ is a solution of our problem, then such is F˜G = F˜W. Thus, for
example, implementing the Hermitian ansatz and representing the unitary matrix W
as an exponential function of an arbitrary skew-Hermitian matrix A,
W = expA, where A† = −A, (37)
we can write the general solution of equation (30) as
F˜G(k) = F˜(k) expA(k), A†(k) = −A(k). (38)
This solution is a matrix generalization of equation(16) for the problem of N cross-
correlated sequences.
Considered algorithms of decompositions (32) – (36) are widely used in
programming [32] and continue to be developed and optimized for specific forms of
matrices. Nevertheless, explicit analytical solutions of this problem can be found just
in a few situations. In the next section we are going to discuss some of them.
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4. Explicit solutions
Equation (30) admits explicit solutions in the case of cyclic bunch of N statistically
identical sequences {xi(n)} with the nearest neighbor cross-correlations, when the
correlation matrix entries C˜ij(k) are
C˜ij(k) =

Ai, i = j,
B∗i , j = i+ 1 (mod N),
Bi, i = j + 1 (mod N).
(39)
We consider the simplest case of Ai = A, Bi = B and, hence, the correlation matrix
is
C˜(k) =

A B 0 · · · 0 B∗
B∗ A B 0 0
0 B∗
. . .
. . .
...
...
. . .
. . . B 0
0 0 B∗ A B
B 0 · · · 0 B∗ A

. (40)
Under this assumption, one can verify by direct substitution that
F˜(k) =

a B/a 0 · · · 0 0
0 a B/a 0 0
0 0
. . .
. . .
...
...
. . .
. . . B/a 0
0 0 0 a B/a
B/a 0 · · · 0 0 a

(41)
is one of the solutions of equation (30). Here
a =
{
A
2
±
√
A2
4
− |B|2
}1/2
, A2 ≥ 4|B|2. (42)
Multiplying matrix F˜ by an arbitrary unitary matrix, we get the general solution.
Another instance when the filtering matrix F˜(k) can be found explicitly, is the
generation of two correlated sequences {x1(n)} and {x2(n)}, i.e. N = 2 . The particular
case of the 2× 2 problem was considered in [33], where a solution was obtained for the
special form of filtering matrix
F(r) =
(
G1(r) cos η G1(r) sin η
G2(r) sin η G2(r) cos η
)
, (43)
η is the real parameter and G1(r), G2(r) are even filtering functions for the auto-
correlation functions C11 and C22. This form of F implies the specific form of cross-
correlation function
C12(k) ∝
√
C11(k)C22(k). (44)
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Now we will discuss the problem for a general form of F˜(k). In the 2 × 2 case
equation (30) is reduced to the system of three equations
C˜11 = |F˜11|2 + |F˜12|2,
C˜22 = |F˜21|2 + |F˜22|2,
C˜12 = F˜11F˜
∗
21 + F˜12F˜
∗
22.
(45)
Their general solution is
F˜12 =
√
C˜11 − |F˜11|2 ei(β+θ−φ1), (46)
F˜21 =
√
C˜22 − |F˜22|2 ei(α−θ−φ2). (47)
Here
cosφ1 =
|C˜12|2 − C˜22|F˜11|2 + C˜11|F˜22|2
2|C˜12||F˜11|
√
C˜22 − |F˜22|2
, (48)
cosφ2 =
|C˜12|2 + C˜22|F˜11|2 − C˜11|F˜22|2
2|C˜12||F˜22|
√
C˜11 − |F˜11|2
, (49)
and θ is the argument of C˜12. The functions F˜11 = |F˜11|eiα, F˜22 = |F˜22|eiβ are arbitrary
up to the condition(
C˜22|F˜11|2 + C˜11|F˜22|2 − |C˜12|2
)
≤ 4(C˜11C˜22 − |C˜12|2)|F˜11|2|F˜22|2. (50)
Condition (50) stems from the restriction imposed on the right-hand sides of (48) and
(49): their modulus should be less then unity.
Passing to the limit F˜12 → 0, from general 2× 2 solution (46) – (50) one can derive
the Cholesky decomposition (33) discussed in the previous section:
F˜11 =
√
C˜11, F˜21 = C21/
√
C˜11, F˜22 =
√
C˜11C˜22 − |C˜21|2
C˜11
, (51)
where C˜11C˜22 > |C˜12|2.
The elegant explicit 2 × 2 solution can be found if the filtering matrix F˜(k) is
Hermitian, F(k) = F†(k), and equation (45) is converted to
C˜11 = F˜
2
11 + |F˜12|2,
C˜22 = |F˜12|2 + F˜ 222,
C˜12 = F˜12(F˜11 + F˜22).
(52)
In this particular case the solution is
F˜ij =
C˜ij + δij
√
C˜11C˜22 − |C˜12|2(
C˜11 + C˜22 + 2
√
C˜11C˜22 − |C˜12|2
)1/2 , (53)
or, in matrix form,
F˜ =
C˜+
√
det C˜ I√
tr C˜ + 2
√
det C˜
. (54)
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Below, in section 6, we use solutions (51) and (53) for the numerical generation of two
cross-correlated sequences with a given correlation matrix.
5. Probability distribution function
It is well known that most part of the transport properties of complex random systems
are determined by the Fourier transform of the correlation function. Nevertheless, on
frequent occasions we have to know the PDF of the underlying random sequence. It is
just for that we study the statistical properties of sequences constructed through the
use of the convolution method.
1. Weak short-range correlations.
The normalized filtering function,
∑1
r=0 F (r)
2 = 1, of the form
F (r) = (1− ν
2
2
)δr,0 + νδr,1, |ν| ≪ 1. (55)
provides a minimal (asymmetric) model governing all the statistical properties of the
sequence with weak correlations. Using equations (4) and (6) one readily gets
K(r) = δr,0 + νδ|r|,1. (56)
The positive values of ν correspond to the correlation function describing the sequence
with persistent correlations or, in other words, superdiffusion. Persistence means
an “attraction” between the elements of the same sign and implies superdiffusion,
whereas antipersistence means a “repulsion” of the elements of the same sign and
is accompanied by subdiffusion. To demonstrate this, let us introduce an important
statistical characteristic of a random sequence — the coordinate variance D(r) for an
imaginary Brownian particle
D(r) = 〈[x(n + 1) + x(n+ 2) + ... + x(n+ r)]2〉. (57)
Here x(n+1) stands for the length of the first jump, the sum x(n+1)+x(n+2)+ ...+
x(n + r) is the coordinate of particle after r jumps. The variance can be found either
by straightforward calculation (it is simple in this case only) or by “integration” of the
discrete equation connecting the variance to the correlation function [34],
K(r) =
1
2
[D(r + 1)− 2D(r) +D(r − 1)], r ≥ 1. (58)
To proceed, it makes sense to introduce the integrated correlation function I(r), the
first integral of equation (58), which satisfies the recurrence relation
I(r + 1) = I(r) +K(r), r ≥ 0. (59)
The second integral of equation (58) is
D(r + 1) = D(r) + 2I(r + 1). (60)
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The last two equations follow from equation (58) and definition (57). Taking into
account the equalities D(1) = K(0) = 1 (following from equation (57)) and adopting
for convenience of calculations the “constant of integration” D(0) = 0, we obtain
D(r) =
{
r + 2ν(r − 1), |r| ≥ 1,
0, r = 0.
(61)
We see that the positive values of the parameter ν yield positive corrections to the
coordinate variance of uncorrelated Brownian motion D(r) = r, i.e., describe a weak
superdiffusion phenomenon, whereas the negative values of ν describe a subdiffusion.
Note that the integrated correlation function is suitable in numerical studies of
random processes as a clear indicator of the correlation length of the sequence; the
position of maximal value of I(r) corresponds to Rc.
Now consider the distribution function ρX(x) of the random variable x(n)
determined by equations (55). When correlations are short-range and weak, it is not
difficult to find the one-point distribution function of the correlated sequence {x(n)}.
Combining equations (4) and (55) we get
x(n) = (1− ν2/2)ξ(n) + νξ(n− 1). (62)
Using the well-known formula
ρY+Z(x) =
∞∫
−∞
ρY (x− z)ρZ(z)dz, (63)
expressing the distribution function of the sum of two independent random variables
Y + Z via the convolution of their individual distributions, we arrive at the sought
result in terms of the uncorrelated PDF ρΞ(.)
ρX(x) =
1
1− ν2/2 ρΞ
(
x
1− ν2/2
)
+
ν2
2(1− ν2/2)3ρΞ
′′
(
x
1− ν2/2
)
. (64)
Here, the first term is the distribution function of random variable (1− ν2/2)ξ(n),
whereas the second one is a small correction due to the second term in equation (62).
The PDF for X is slightly narrower and steeper than initial distribution ρΞ(ξ) and
contains additional narrow and small humps near the maximum of ρΞ(ξ).
Despite the lack of symmetry in the filtering function (55) the correlation function
(56) is even. Then, the question arises: which of statistical characteristics reflect the
asymmetry of filtering function?
The lowest by order among the higher order correlation functions is the third-order
one:
C3(r1, r2) = 〈x(n)x(n + r1)x(n + r1 + r2)〉. (65)
Straightforward calculation gives
C3(0, 1) = 〈x(n)2x(n + 1)〉 = 〈ξ3〉ν(1− ν2/2)2, (66)
C3(1, 0) = 〈x(n− 1)x(n)2〉 = 〈ξ3〉ν2(1− ν2/2). (67)
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If PDF of ξ is an even function, then 〈ξ3〉 = 0. Hence, to characterize anisotropy of the
sequence, we have to turn to the next, four-point, correlation function:
C4(r1, r2, r3) = 〈x(n)x(n + r1)x(n + r1 + r2)x(n+ r1 + r2 + r3)〉; (68)
C4(0, 0, 1) = 〈x(n)3x(n+ 1)〉 = 〈ξ4〉ν(1− ν2/2)3, (69)
C4(1, 0, 0) = 〈x(n− 1)x(n)3〉 = 〈ξ4〉ν3(1− ν2/2). (70)
Thus, it is clear that the sequence generated by means of asymmetric filtering
function (55) is anisotropic, C3(0, 1) 6= C3(1, 0) or C4(0, 0, 1) 6= C4(1, 0, 0). The
sequences produced by even filtering functions are isotropic.
Isotropy properties of the multi-step Markov dichotomous sequences were earlier
studied in [35].
2. Long-range correlations. Now we are interested in analyzing the case of
long-range correlations when the correlation length Rc is large
Rc ≫ 1. (71)
We will show that, if the filtering function is smooth and a large number of
summands contributes to equation (6), the distribution function ρX(x) has the Gaussian
or Le´vy form. This statement is analogous to the Central Limit Theorem.
The simplest way to demonstrate this is to calculate the characteristic function
ϕX(t) of the random variable x(n), which is defined by
ϕX(t) ≡ 〈exp[itx(n)]〉 =
∫ ∞
−∞
dx ρX(x) exp(itx). (72)
From the second equality in definition (72), it immediately follows that the
probability density ρX(x) is nothing but the Fourier transform of ϕX(t),
ρX(x) =
1
2pi
∫ ∞
−∞
dt ϕX(t) exp(−itx). (73)
We substitute the explicit expression (4) for x(n) into definition (72) of the
characteristic function ϕX(t), present the exponential function of the sum of arguments
as a product of exponential functions and take into account the statistical independence
of random variables ξ(n). This procedure yields
ϕX(t) =
∞∏
n′=−∞
〈exp [itF (n′)ξ(n− n′)]〉
=
∞∏
n=−∞
∫ ∞
−∞
dξ ρΞ(ξ) exp[itF (n)ξ]. (74)
Below we will see that the determining contribution into integral (73) is made by the
small values of variable t (due to a large number of multipliers F (n)). At the same time,
the series expansion with respect to the small parameter t depends on the analytical
property of the probability density ρΞ(ξ) or, to be more exact, on the behavior of ρΞ(ξ)
at |ξ| → ∞.
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A. Finite dispersion. Suppose, that ρΞ(ξ) is a rapidly decreasing function, such
that the variance σ2ξ exists. In the vicinity of t = 0, we get
ϕΞ(t) =
∫ ∞
−∞
dξ ρΞ(ξ) exp[itF (n)ξ]
≃
∫ ∞
−∞
dξ ρΞ(ξ)[1− t2F 2(n)ξ2] = 1− 1
2
σ2ξF
2(n)t2. (75)
Substituting this result (with σξ = 1) into equation (74), after some algebra (typical for
the Laplace method of integral calculations) we have
ϕX(t) ≃
∞∏
n=−∞
[1− 1
2
F 2(n)t2] =
∞∏
n=−∞
exp{ln[1− 1
2
F 2(n)t2]}
≃ exp{−1
2
∞∑
n=−∞
F 2(n)t2}. (76)
The characteristic function of this form gives rise to the Gaussian distribution
function [5, 14]:
ρX(x) =
1√
2piσ2
exp
[
− x
2
2σ2
]
, σ2 =
∞∑
n=−∞
F 2(n). (77)
If F (n) = 1 for n = 1, 2, ..., N and F (n) = 0 for n ≤ 0 and n > N , we recover the
well-known result of the Central Limit Theorem.
We can easily generalize result (77) to the sequences {xj(n)} generated by equation
(26) as a sum of convolutions of delta-correlated sequences {ξj(n)} with filtering
functions Fij(n). As a consequence of this calculations for the random variable xi(n),
determined by equation (26), we have the Gaussian distribution function
ρXi(xi) =
1√
2piσ2i
exp
[
− x
2
i
2σ2i
]
(78)
with the variance
σ2i =
N∑
j=1
∞∑
n=−∞
F 2ij(n). (79)
B. Infinite dispersion. In the last decades a new class of systems that do not obey
the law of large numbers has emerged [2,3]. The behavior of these systems is dominated
by large and rare fluctuations that are characterized by broad distributions with power-
law tails. The hallmark of these statistical distributions, commonly referred to as Le´vy
statistics [4], is the divergence of their second and/or first moment.
Suppose ρΞ(ξ) to be a slowly decreasing function, such that property (1) does not
hold anymore. Then, the large values of ξ determine the characteristic function ϕX(t)
for small values of t. This type of statements is known as the Abel - Tauberian theorem
for the Fourier transform. Let us demonstrate this by considering the special form of
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ρΞ(ξ) - the Student distribution function - generalized to the fractional value of index
α,
ρΞ(ξ) =
Γ
(
α+1
2
)
√
piΓ
(
α
2
) bα
(b2 + ξ2)
α+1
2
, α > 0, b > 0. (80)
Here Γ(.) is the gamma function. The characteristic function of ρΞ(ξ) reads
ϕΞ(t) = 2
∞∫
0
cos (tξ) ρΞ(ξ)dξ =
2
Γ
(
α
2
) (bt
2
)α
2
Kα
2
(bt) , (81)
where Ka(.) is the modified Bessel function of order a. Taking into account the
asymptotic relations for the modified Bessel function we obtain in the limit t→ 0
ϕΞ(t) = 1+
pi
Γ
(
α
2
)
sin piα/2
[
1
Γ
(−α
2
+ 2
) (bt
2
)2
− 1
Γ
(
α
2
+ 1
) (bt
2
)α]
. (82)
We see that α = 2 is a critical value dividing the asymptotic behavior of the
characteristic function at small values of t into two regions.
If α > 2 we can neglect the second term in the square brackets of equation (82)
and, using the recurrence relation for the gamma function, Γ (z + 1) = zΓ (z), we recover
the above obtained result (75), ϕΞ(t) = 1 − σ2t2/2, σ2 = b2/(α − 2). Note that the
characteristic function contains the α-independent term t2.
Now we are especially interested in the values α < 2. In this case we can neglect
the first term in the square brackets, so that we have for the characteristic function
ϕΞ1(t) = 1−
Γ
(
1− α
2
)
Γ
(
1 + α
2
) (bt
2
)α
, α < 2. (83)
In contrast to the region α > 2, the exponent of the second term in the characteristic
function is now α-dependent.
Let us consider a more general family of distributions ρΞ(ξ) than the Student one.
Assume that ρΞ(ξ) is an even slowly decreasing function with the asymptotic property
ρΞ(ξ)→ C|ξ|−(1+α)) at |ξ| → ∞. (84)
We can normalize the distribution ρΞ(ξ), so that for small t the characteristic function
has the form
ϕΞ1(t) = 1− tα. (85)
As an example of such kind of distributions we can take equation (80) if we choose the
parameters b and α satisfying the equality 2Γ (1− α/2) = bαΓ (1 + α/2). In line with
equations (75) and (76) we obtain the following results:
ϕX(t) =
∞∏
n=−∞
∫ ∞
−∞
dξ ρΞ(ξ) exp[itF (n)ξ]≃ exp{−
∞∑
n=−∞
F α(n)tα}, (86)
ρX(x) =
1
pi
∞∫
0
exp(−γtα) cos(tx)dt, γ =
∞∑
n=−∞
F α(n). (87)
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Note, all the Gaussian functions “do not remember” the form of its initial distribution
ρΞ(ξ), whereas the Le´vy distributions decrease at long distances in the same manner as
the initial ones.
Result (87) for the infinite PDF variance sequences generated by equation (26) is
transformed into
γi =
N∑
j=1
γij =
N∑
j=1
∞∑
n=−∞
F αij(n). (88)
6. Example of generation.
From the viewpoint of physical applications it is interesting to consider two delta-
correlated sequences with a given cross-correlation function. For example, let us generate
sequences with correlations given by the following matrix
C(n) =
(
δn,0
1
2
(δn,−1 + δn,1)
1
2
(δn,−1 + δn,1) δn,0
)
, (89)
or, in term of the Fourier transform,
C˜(k) =
(
1 cos k
cos k 1
)
. (90)
The Cholesky-like decomposition of (90) yields
F˜(k) =
(
1 0
cos k i sin k
)
. (91)
Applying the inverse Fourier transform (12), we can recover the Cholesky filtering
functions FCij (n) in real space:
F˜C(n) =
(
δn,0 0
1
2
(δn,−1 + δn,1)
1
2
(δn,−1 − δn,1)
)
. (92)
Now we can construct numerical sequences {xC1,2(n)} according to equations (26). In
our simple example these sequences are:
xC1 (n) = ξ1(n), (93)
xC2 (n) =
1
2
[ξ1(n + 1) + ξ1(n− 1) + ξ2(n+ 1)− ξ2(n− 1)]. (94)
Substituting (93) and (94) into (21), one can see that the correlation properties of the
generated sequences are described by given matrix (89).
Bringing into play solution (53), we construct a new pair of sequences {xH1,2(n)}
correlated in the same way. The Fourier transforms of the new Hermitian filtering
functions are
F˜H11(k) = F˜
H
22(k) = cos
(
pi
4
− k
2
)
, (95)
F˜H12(k) = F˜
H
21(k) = sin
(
pi
4
− |k|
2
)
. (96)
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Here the filtering matrix FH is Hermitian, therefore its real entries should be even. The
corresponding filtering functions FHij (r) have the form
F˜H11(n) = F˜
H
22(n) =
{
A(n) for even n,
0, otherwise,
(97)
F˜H12(n) = F˜
H
21(n) =
{
−A(n) for odd n,
0, otherwise,
(98)
(99)
where A(n) = 2
√
2/pi(1− 4n2), and we can generate new numerical cross-correlated
sequences {xH1,2(n)} in accordance with equations (26). Mention that different
decompositions of the correlation matrix provide the filtering matrix elements with
essentially different analytical properties.
Often the controlling parameters of processes in random systems are determined by
the Fourier transform of correlation functions of disorder. By this reason in the plot we
present the Fourier transform of the given cross-correlation function C˜12(k) (see matrix
(90)) and the results of its numerical calculations with the use of equations (12), (21)
and (26) for the both pairs of cross-correlated sequences {xC1,2(n)} and {xH1,2(n)}. The
length of the delta-correlated sequences {ξj(n)} is 106.
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Figure 1. Fourier transform of given cross-correlation function C12: solid curve
is C˜12(k) entry of matrix (90); points correspond to numerically calculated cross-
correlator of generated sequences {xC
1,2(n)} and triangles stand for numerically
calculated cross-correlator of generated sequences {xH
1,2(n)}.
7. Conclusion
In conclusion, let us summarize briefly the main results of the paper. Despite section
2 is introductory, it contains a few new results. We clarify the meaning of the
filtering function F (r) and show that it is the value of the cross-correlation function
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which describes correlations between the initial white noise and constructed correlated
sequences. This function is determined up to the gauge factor containing an arbitrary
odd function. There is no restriction on the parity of the filtering function.
In section 3 we present the matrix generalization of the method for a bunch of N
sequences. To construct N cross-correlated sequences we start with N independent
uncorrelated white-noise random sequences {ξi(n)}. Similarly to the 1-sequence
convolution method we built N cross-correlated sequences {xi(n)} as a sum of
convolutions of delta-correlated sequences {ξj(n)} with filtering functions Fij(n). The
set of these functions is obtained via the factorization of the Hermitian matrix C˜(k)
into a product of the Fourier transforms of the generating function F˜(k) and its
Hermitian transpose F˜†(k). Different decompositions of the correlation matrix are
considered: spectral, Cholesky, LDL and Hermitian ansatz. Explicit expressions for
some particular cases are presented. It was noticed that different decompositions of
the correlation matrix provide the filtering matrix elements with essentially different
analytical properties.
Statistical properties of the sequences constructed by the convolution method were
examined. One-point probability distribution functions in the cases of weak and strong
correlations were studied. The correlation function, integrated correlation function and
the second integral of the correlation function (the variance of the sum of L random
variables) were found for asymmetric weak short-range correlations in the 1-sequence
case. It was shown that the even part of the filtering function is responsible for
generation of isotropic sequences. It will be interesting to study this phenomenon in the
long-range correlation limit.
If the filtering function is smooth and a large number of summands contribute to
equation (6), the distribution function ρX(x) has the Gaussian or Le´vy form.
An example of numerical construction of two correlated chains with a given
correlation matrix was presented. Two different decompositions of the correlation matrix
were used. It was shown that both of them give identical numerically reconstructed
correlation functions (in spite of the difference of their analytical properties).
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APPENDIX
Here we answer the question how we can generate Fourier harmonics ξ˜(k) for
random uncorrelated sequence {ξ(n)} of finite length N >> 1. Consider the complex
form of the discrete Fourier transform for ξ(n):
ξ(n) =
N−1∑
m=−N+1
ξ˜(k) exp(ikn), k = km =
2pi
N
m. (100)
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The Fourier coefficients are:
ℜξ˜(k) = 1
N
N∑
n=0
ξ(n) cos kn, ℑξ˜(k) = 1
N
N∑
n=0
ξ(n) sin kn. (101)
Here symbols ℜ and ℑ stand for the real and the imaginary parts of a complex number.
From equations (77), (101) and formulas
∑N−1
n=0 sin
2 kn = (1−δk,0)N/2,
∑N−1
n=0 cos
2 kn =
(1 + δk,0)N/2, it follows that the random variables ℜξ˜(k) and ℑξ˜(k) are Gaussian
distributed ones with variances σ2
ℜξ˜(k)
= (1 + δk,0)/2N, σ
2
ℑξ˜(k)
= (1− δk,0)/2N .
The values of ℜξ˜(k) and ℑξ˜(k) for negative k (after generating ℜξ˜(k) and ℑξ˜(k)
for k > 0) have to be determined from relationships:
ℜξ˜(−k) = ℜξ˜(k), ℑξ˜(−k) = −ℑξ˜(k). (102)
So, instead of generating a sequence {ξ(n)} of uncorrelated random numbers and
calculating then their Fourier transform coefficients, we can generate directly complex
random numbers ξ˜(k) = ℜξ˜(k) + iℑξ˜(k).
To formulate the inverse statement let us consider the discrete Fourier transform
for ξ(n):
ξ(n) = a0 +
N−1∑
m=1
(ak cos kn + bk sin kn), k = km =
2pi
N
m, (103)
and suppose that the Fourier components ak and bk are independent and identically
distributed variables with the variances σ2ak = σ
2
bk
= 1/N . We conclude that the random
variables ξ(n) are Gaussian distributed ones with equal variances σ2ξ(n) = 1. This follows
immediately from equation (77).
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