Abstract: Data preprocessing including proper normalization and adequate quality control before complex data mining is crucial for studies using the cDNA microarray technology. We have developed a simple procedure that integrates data filtering and normalization with quantitative quality control of microarray experiments. Previously we have shown that data variability in a microarray experiment can be very well captured by a quality score q com that is defined for every spot, and the ratio distribution depends on q com . Utilizing this knowledge, our data-filtering scheme allows the investigator to decide on the filtering stringency according to desired data variability, and our normalization procedure corrects the q com -dependent dye biases in terms of both the location and the spread of the ratio distribution. In addition, we propose a statistical model for false positive rate determination based on the design and the quality of a microarray experiment. The model predicts that a lower limit of 0.5 for the replicate concordance rate is needed in order to be certain of true positives. Our work demonstrates the importance and advantages of having a quantitative quality control scheme for microarrays.
INTRODUCTION
With the potential to profile gene expression for a whole genome in a single hybridization, microarray technology is attracting ever-increasing attention (Brown and Botstein, 1999) . However, because of its scale and complexity, there are many sources of variation in a microarray experiment that affect the absolute value of gene expression measurements. Some of these variations are systematic and can be removed or minimized by a procedure called normalization. The remaining variations inherent to the experiment reflect the quality of the * To whom correspondence should be addressed. experiment or limitations of the technology and need to be properly controlled. It is essential that efficient normalization and adequate quality control of data have been ensured before complex data mining in order to better detect and quantify biological variations in the samples of interest.
In microarray experiments, the most common bias and probably the easiest to remove is the labeling difference in the two fluorescent dyes (typically Cy5 and Cy3). This bias can hamper a direct interpretation of the data since the normal 'fold change' way to interpret ratio data is incorrect, and averaging over replicates may increase variation and noise since they may have different characteristics in dye bias and ratio distribution. To remove this bias, global normalization approaches have been used initially (Kerr et al., 2000; Schuchhardt et al., 2000) . Such approaches will not work if the ratio distribution depends on factors such as intensity level, spot size, background or position of the spot, as often is the case. Effort has been made to address the issue of spot intensity level or position dependent ratio distribution (Yang et al., 2002a,b) . As for the variations that cannot be removed or minimized, many data filtering mechanisms have been proposed to improve data quality (Kadota et al., 2001; Mills et al., 2001; Tseng et al., 2001; Yang et al., 2002a) . Despite these efforts, currently there still lacks a standardized data normalization, quality control and quality assurance scheme to minimize the data variability problems in microarrays. In addition, none of the existing data preprocessing methods allows an investigator to decide quantitatively on the filtering stringency based on desired data quality, sensitivity of detection or false positive rate.
We have previously reported a microarray image analysis software package Matarray that provides quantitative quality control in image processing and data acquisition for hybridized cDNA microarrays (Wang et al., 2001) . Quality scores are defined for each spot on the array according to their size, signal-to-noise ratio, background level and uniformity, and saturation status. Based on these five individual scores, a composite score q com is defined for each spot to give an overall assessment of its quality (Wang et al., 2001) :
We have demonstrated that the inherent variability in intensity ratio measurements correlates closely with q com , in that high-quality spots are less variable, and that q com is better than intensity level or spot size used alone during a data filtering scheme. We have also observed that the ratio distribution on each slide depends on q com , both in terms of the location and the spread. We found that such log ratio-q com plots are very useful and revealing of the characteristics and potential problems of the microarray data. In this paper we propose a q com -dependent procedure to normalize the variation in ratio distribution, and to filter data. Furthermore, we propose a statistical model that gives false positive rate estimation using the quality information of the experiment. We show that together with this model a quantitative quality control scheme of a whole microarray experiment is very useful in deciding data filtering and processing strategies and in study designs.
SYSTEM AND METHODS

Array data preparation
Data used in this paper are from eight independent experiments each comparing gene expressions between two different human mRNA samples, with at least three replicate hybridizations in each comparison (Table 1) . The design of the arrays are different, with one experiment using array design MAC041 (denoted MAC041-1) and compares mRNAs from Jurkat and UACC903 cell lines; five using design MAC050 (denoted MAC050-1 to MAC050-5) with two of them comparing amplified mRNAs from Jurkat and UACC903 cell lines (MAC050-1 and MAC050-2), and three comparing directly labeled mRNAs from Jurkat and UACC903 (MAC050-3 to 5); and two experiments using design MAC061 (denoted MAC061-1 and MAC061-2) and compare human CD4+CD25+ and CD4+CD25-T cells. All three human array designs were developed at our center and have 9600 cDNA clones on each slide, with differences in the control clone design and in details of the geometric configuration. After hybridization, microarray images were processed using Matarray (Wang et al., 2001) . Data filtering is performed utilizing the geometric mean of q com from all replicate hybridizations in each experiment, dropping spots from the low end as ranked by this quality measure. This approach to data filtering using a composite measure for all replicate hybridizations drops the same set of spots, and would not have the missing values problem for post analysis. In this study unless specified otherwise, 30% spots lowest in q com were dropped when calculating correlation or concordance rate.
Correlation and concordance rate calculations
In each experiment replicate hybridization pair-wise correlation and concordance rate were calculated for the log ratio of differentially expressed (DE) genes. In detail, for each hybridization the 2.5% tails in normalized log ratio distribution were taken as DE genes. This choice was made for simplicity to illustrate the advantage of our normalization method, and is not recommended as a general procedure to define DE genes. Correlation of DE genes was calculated for each pair of replicate slides using the Pearson definition. We define concordance rate CC between a pair of slides to be the proportion of genes that are common in both DE lists. Suppose D E 1 is the list of genes predicted by slide 1 to be differentially expressed, and D E 2 is the list from slide 2, then the concordance rate CC between slide 1 and 2 is given by
where size means number of genes in the list. The mean and standard deviation (SD) of all pair-wise correlations and concordance rates were also determined.
ALGORITHMS AND IMPLEMENTATION Z -method: Quality-dependent filtering and normalization
The dependence of ratio distribution on q com suggests a new data filtering and normalization method. For each gene we define a quality-dependent Z -score, in place of the commonly used log ratio log R and define the Z -method normalized log ratio to be
where q is q com . The mean of log ratio with respect to quality score mean log R(q) is obtained using a LOWESS (locally weighted scatter plot smoothing) scheme as that described in (Cleveland and Devlin, 1988; Yang et al., 2002b) . The SD of log ratio with respect to q com S D log R(q) is obtained using a moving window LOWESS approach. Briefly, standard deviation in log ratio local to a spot is calculated using f proportion of its neighboring spots, where f is the fraction of data used for smoothing in the LOWESS fit for mean (Cleveland and Devlin, 1988; Yang et al., 2002b) . After that, a LOWESS will be performed on the standard deviations and the result is defined to be S D log R(q). Figure 1 shows the results of such smooth fit, where solid lines are mean log R(q) and mean log R(q) ± 3S D log R(q) respectively. Z -score is essentially a measure of how differentially expressed each gene is at its corresponding quality level. Also shown in Figure 1 are the three SD lines using a global normalization scheme (dashed lines) that utilizes the means of all spots above a threshold intensity value 1000 (determined according to background and negative control spots). If we were to use three SD as threshold for biological meaningful outliers, obviously Z -method has the potential in more sensitive detection at high-quality end and in generating far less false positives in the low-quality region.
Comparison with other normalization methods
In microarray experiments there are two types of variation in the data, the biological variation underlying the study design which one would like to detect and quantify; and the variation due to the technology, the handling and processing, which one would like to minimize in order to not obscure the biology. For this reason we compared the variation reduction efficiency of our Z -normalization approach with three other methods by calculating three measures of data technical variation: (1) the pair-wise correlation coefficient and (2) concordance rate among replicates in each experiment, and (3) average coefficient of variation (CV) in normalized log R for DE genes. We use the following notation to represent the four normalization methods we compared:
• Global. A single scaling factor is calculated using all spots with intensity above 1000.
• R-I LOWESS. A localized normalization method utilizing the ratio-intensity dependence, as has been described in (Yang et al., 2002b) .
• R-Q LOWESS. A localized normalization method given in Equation (4). It is similar to R-I LOWESS and utilizes the ratio-q com (R-Q) relationship rather than the R-I plot.
• Z -normalization. The normalization method given in Equation (3).
Since Z -normalization corrects variation in both location and spread of the ratio distribution, while R-I LOWESS only normalizes the location of ratio distribution, we included R-Q LOWESS, which also only corrects for the variation in ratio distribution location.
We find that when including all elements on each slide, the methods do not differ significantly (data not shown). However, when we look at the DE genes, the advantage of localized normalization is obvious (Fig. 2a,b) . The correlation and concordance rate for DE are much higher in the three local methods indicating that they are more efficient normalization methods. An evaluation of the variation in log ratio for each DE gene across replicate slides further demonstrated their advantage; average CV after local normalization is much smaller than that after global normalization, as shown in Table 1 . Here we did not include Z -score since one can only compare CVs for the same variable.
The difference among the three localized normalizations is much smaller in comparison to their difference with global normalization. Over 80% of the DE genes predicted by each of them are common to all three methods. To better quantify the difference between them, paired ttests were performed between the means of the three measurements of data variation and the results are given in Table 2 . Here paired t-test is used rather than an ANOVA type of test because the data sets are not independent. The result indicates that the improvement in concordance rate using Z -method is significantly better than the others at p = 0.03. In terms of the other two measures Zmethod is better only at p = 0.10. As for the two methods (R-I and R-Q LOWESS) that did not normalize the variation in ratio distribution spread, the difference between them is marginal, with two out of three measures yield insignificant difference. The results presented are comparisons of data after dropping 30% spots lowest in q com . Studies at other filtering stringency yield similar results. 
* The anomalous MAC050-4 is excluded in the calculation
Data filtering and quality evaluation of the whole experiment Figures 3 gives the pair-wise correlation for a microarray experiment (MAC061-2) that consists of 4 replicate slides. It provides visualization for the results of Z -normalization at all quality levels. Both correlation and concordance rate in Z -method depends on spot quality; higher quality spots are more correlated and vice versa. Therefore Zmethod also provides a quantitative way to filter and quality control data. One can determine the amount of low-quality spots to drop, or the cutoff value of q com for data filtering according to the desired data variability, rather than a blind intensity or spot size cutoff value as is often used (Bittner et al., 2000; Zhou et al., 2000) . We have also found that such correlation-q com (or % low-q com spots dropped) plot is very informative for identifying problematic slides, and for evaluating the quality of a whole experiment, as demonstrated in Figure 3 . It is apparent that one replicate correlates much less with the remaining slides. Thus more stringent filtering should be applied or the slide should simply be dropped from further consideration. The remaining three slides correlate highly and with just 30% low-quality spots dropped the average correlation coefficients reaches 0.90, reflecting the quality of this experiment.
Quantitative quality control, number of replicates and false positive rate Many microarray studies have pointed out the importance of replicates (Kerr et al., 2000; Lee et al., 2000; Manduchi et al., 2000) . Nevertheless, it is unclear to many investigators how many replicate hybridization and replicate sample are necessary or sufficient, and there is no easy way to define the problem. This dilemma is related to defining statistical confidence or false positive rate for the predictions drawn from microarray data, the importance of which has Fig. 3 . Use correlation-q com relationship can identify a problematic slide. Obviously one slide has substantial lower correlation with the rest (the lower three lines) and need to be discarded. For the three remaining slides, poor quality spots can be dropped to further improve the correlation.
also been realized by many researchers (Manduchi et al., 2000; Pan et al., 2002; Tusher et al., 2001) We think that it should also depend on the quality of the microarray experiment. Here we propose a simple integrated model for false positive rate estimation. We show that the number of replicate hybridization needed in a microarray experiment depends on the replicate concordance rate and the desired false positive rate. The model is developed based on the idea that genes positively predicted (to be differentially expressed) by multiple replicates are more likely to be true positives and those by fewer replicates are more likely to be false positives. This assumption is reasonable for data that have gone through efficient normalization, where systematic biases have been minimized and the residual variations are essentially of a random nature. Of course, we are aware of the fact that by chance a true negative can also show differential expression on every replicate. Likewise, a true positive may not appear on every replicate. However, we are merely stating that our confidence for a true positive increases if it is differentially expressed on all replicates. Let us use a stringent criterion that assumes we make positive predictions on a gene expression change only if it is positively predicted by every replicate, and denote the average pair-wise concordance rate CC, discordant rate p = 1−CC. It follows that if a gene is positively predicted by one slide then it has probability p to be identified as false by a replicate; if positively predicted by two slides, then this chance reduces to p 2 , and so on. Assume that on average each replicate by itself generates a DE list of N genes. Let us construct a list of genes that appear in DE lists from all replicates, starting with the first replicate. On average including a second replicate will drop pN elements, adding a third replicate will further drop p 2 N elements, and so on. With a nth replicate additional p n−1 N elements will be dropped. When p n−1 N 1 adding more replicate will no longer be meaningful. Let n lim be the smallest number satisfying p n lim −1 N 1, namely,
This number provides an upper limit of the sufficient number of replicates. If an experiment makes at least n lim replicates then the number of positive predictions (which we will call true positives T P) will be
An immediate prediction from the model is that a microarray experiment needs to reach such quality that its replicate pair-wise concordance rate satisfies CC > 0.5 in order to generate T P. In reality one may not make as many as n lim replicates, limited by sample availability or resources. Say m < n lim replicates are made, and we use the same rule and only take a gene to be differentially regulated if it is positively predicted by all replicates. It follows then the number of positive predictions N p is given by
(7) Among them some would not be in the list if n lim replicates were made, and we will call those false positives (F P). It follows that the number of F P are
The false positive rate f p of the prediction is therefore
To see if our model describes the experimental data well, we investigated the positive prediction rate N p /N as functions of m and CC in more detail. In Figure 4 data from the seven experiments using MAC050 and MAC061 designs, which consist of at least four replicates each (see Table 1 ), are compared with the theoretical predictions. No spot is dropped. Evidently our model fits with experimental data well for this set of human data. Using this model, an investigator is also able to derive the number of replicate m he should make according to his target number of false positives F P or false positive rate f p, Table 3 gives m and N p (in terms of N ) for three example false positive rates. It shows that experiments at different quality levels will require different number of replicate hybridization to reach the same number of false positives in their predictions. Clearly a high-quality experiment that produces high concordance rate between replicate slides would require fewer replicates. Again one can see that if CC < 50%, the experiment should be discarded.
DISCUSSION
Proper, efficient data filtering and normalization and adequate quality control are essential for microarray study, before any complex analysis and data mining. In this paper we propose a quantitative approach for data filtering using quality metrics defined by q com , such that data at user-desired quality can be obtained.
As far as we are aware, it represents the only one of its kind in the field of microarray studies. Based on our quality control scheme, we have developed a new normalization procedure, the Z -method. Our studies have shown that the variation in Z -score among replicates is less than using several other normalization approaches.
The evidence suggests that a statistical method based on Z -normalization has the potential of more sensitive and quantitative detection of gene regulation changes since the non-biological variations in data is efficiently reduced. In this paper we did not consider spatial factors as they did not pose a significant problem for the experiments we presented (data not shown). However, by the nature of our method, it can be easily integrated into a more comprehensive procedure that includes the spatial normalization component. For example, if difference in printing pin causes significant data variability as observed in [4], we can perform Z -normalization for data from each pin separately. This way, the pin difference will be taken care of since scale normalization as described in [4] is inherent in the definition of Z -score (Equation 3). In this paper, for simplicity, we have used 2.5% tails as an example to define DE genes to demonstrate the advantages of our method, since our ratio distributions are very close to being normal. Using more rigorous definitions of DE, for example, taking distribution shape into consideration, or through constructing appropriate null hypothesis distribution, should yield similar results.
As we have discussed in our previous work (Wang et al., 2001 ), constructing quality measures that capture the variations in a microarray system is a complex issue. Variations can be lab-and system-dependent. For example, the definition for the composite quality score given in Equation (1) that we used is not necessarily optimal for other investigators. Each lab may need to analyze the source of variation in their microarray data and assign weights to individual factors accordingly when defining their composite quality measure. We have found that the optimal definition of q com can be different for batches of slides printed from different arrayers, and even for different batches from the same arrayer (data not shown). For this reason we are currently developing a weighted-mean approach that automatically calculates the optimal quality measure for a given microarray experiment (manuscript in preparation). Nevertheless, we believe this general data normalization and filtering approach using quantitative quality measures is valuable. In this perspective, the data filtering and normalization utilizing the R-I plot can be viewed as a special example under this general approach where one only includes intensity as the factor causing variation.
We have also proposed a statistical model that gives false positive rate prediction based on the quantitative quality evaluation of a microarray experiment, in particular the information on replicate concordance rate. Compared with other studies of its kind in the field (Kerr and Churchill, 2001; Pan et al., 2002; Tusher et al., 2001) , ours is a more heuristic approach, and we have shown that it fits well with experimental data. We believe this model should provide good guidelines for study design and false positive rate estimation as we have shown. Utilizing this model together with Figure 3 , an investigator is able determine data filtering stringency based on the desired false positive rate and number of replicates available, or conversely, design the number of replicates according to the quality of experiment one is able to reach and false positive rate one is willing to tolerate. If one works with precious sample and were not able make many replicates, then improving the quality of experiments becomes crucial, and using Equation (9) and (10) and Table 3 one can have a idea of the false positive rate his experiments will generate. Such integrated approach that links study design, quality control stringency and statistical analysis of results in a microarray study warrants more attention.
