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Abstract
Intrinsic variability of the speaker in spontaneous speech
remains a challenge to state of the art Automatic speech
recognition (ASR). While planned speech exhibits a
moderate variability, the significant variability of spon-
taneous speech is caused by situation, context, intention,
emotion and listeners. This conditioning of speech is ob-
servable in terms of speaking rate and in feature space.
We analysed broadcast news (BN) and broadcast conver-
sational (BC) speech in terms of phoneme rate (PR) and
feature space reduction (FSR), and contrasted both with
the planned speech data. Strong statistically significant
differences were revealed. We cluster the speech seg-
ments with respect to their degree of PR and FSR form-
ing a set of variability classes, and induce the variabil-
ity classes into the Hidden-Markov-Model (HMM) based
acoustic model (AM).
In recognition we follow two approaches: the first
considers the variability class as context variable, the sec-
ond relies on prior estimation of the variability class af-
ter the first pass of a multi-pass recognition system. Be-
side explicit modelling of the intrinsic speech variabil-
ity of the speaker, we furthermore segregate the gen-
eral speaker specific characteristics by means of speaker
adaptive training (SAT) into feature space transforms us-
ing ConstrainedMaximumLikelihood Linear Regression
(CMLLR), and apply the adaptive approach in third pass
recognition.
By approaching to model both within speaker vari-
ation and between speaker variation in spontaneous
speech, we address two fundamental sources of speech
variability that determine the performance of ASR sys-
tems.
1. Introduction
The speaking style is an essential intrinsic variable for
modelling spoken language and remains challenging in
speech recognition [1][2]. Different speaking style re-
sults into a composition of linguistically varying expres-
sions, phonetically varying pronunciations and prosodi-
cally varying tone of voice. The pronunciation variation
not in the strict phonological sense, but phonetically, as a
varying quality, ranges between pronunciation with min-
imum coarticulation and assimilation towards their maxi-
mum. We summarised the fundamental studies on effects
of speaking style variability on vowel and consonant re-
duction, and analysed duration and Mel-Frequency Cep-
stral Coefficients (MFCC) feature space reduction of
acoustic data used in below presented large vocabulary
continuous speech recognition (LVCSR) framework, giv-
ing context dependent effects special attention in [3].
2. Methodology
The LVCSR follows the conventional stochastic frame-
work using context-dependent HMM that model within-
word allophones as well as cross-word boundary con-
texts. However, we condition the AM p(xT1 |w
N
1 ) by class
variability c [4].
wˆN1 = argmax
wN
1
,cˆ
p(wN1 ) · p(x
T
1 |w
N
1 , cˆ) (1)
Since speaking rate was identified as influential cause
on the spectro-temporal characteristics of speech, and ef-
fects vowel and consonant reduction alike, it serves as
discriminating context variable. The measure is esti-
mated as phonemes per second over a segment [5]. The
estimation disregards inter-word silence, and remains un-
normalised with respect to the intrinsic duration variabil-
ity of the phonemes of a language. The approach there-
fore solely relies on the phonemic segmentation. We no-
ticed a particularly varying rate between utterances of the
spontaneous corpus compared to those of the planned
speech corpus. Therefore the rate measure relies on
segments whose boundaries are determined by acoustic
events, sentence boundaries and silence longer than 0.3
seconds. Thus, these segments may contain complete
sentences, but also sentence fragments.
FSR revealed significant differences between planned
and spontaneous speech upon the change of spectral char-
acteristics in [2]. We analysed the FSR for each phone-
mic segment as described in [3], and determine an aver-
age reduction per segment, which originate from the same
above described segmentation.
A discretisation of these acoustic reduction qualifying
measures by means of the k-means algorithm into distinct
classes c allows for direct induction into the AM. Figure
1 depicts the induction of these classes c ontom dialectal
pronunciations q of word w.
Figure 1: Segment based class variability dependent
models
As a result, the conventional HMMs are augmented
by the variability class c of the word they are derived
from. Consequently their number multiplies with the
given number of classes.
The conventional Classification and Regression Tree
(CART) used to tie HMM states follows a top-down
growing strategy. For context-variable dependent mod-
elling we consider two HMM state tying approaches.
The first approach keeps a the separation between
different variability classes (CART-S). It derives its tied
HMM states from a CART growing strategy that par-
titions the aligned features of HMMs with respect to
their central phonemes and assigned variability classes,
splits these partitions further according to their HMM
states, and finally applies the phonetic CART questions
on the contextual (left, right) HMM states. Given that the
aligned features of HMMs have been partitioned not only
with respect to the central phonemes, but also according
to their variability class, HMM states of different classes
may not be tied.
The second approach (CART-L) again partitions the
aligned features of HMMs with respect to their central
phonemes, whereas those of different variability class
still remain in the same partition for further processing
steps. Subsequently, it splits these partitions with respect
to its HMM states, and permits a split of the aligned fea-
tures of the central HMM states with respect to their vari-
ability class of the central phoneme. This strategy fa-
cilitates to partition the aligned features of HMMs with
respect to their central HMM states of a phoneme featur-
ing different classes without compelling a prior split of
the HMM context states. Finally, the approach permits a
split of aligned features of context HMM states accord-
ing to the defined phonetic classes as well as into their
variability classes c. The splitting of partitions for given
HMM state s presupposes a gain in log likelihood, e.g
Lc=i(X |s)+Lc=j(X |s) > Lc=i∪j(X |s) for HMM states
of allophones that posses different variability classes.
Beside the conventional Maximum Likeli-
hood (ML) parameter estimation, we segregate
the general speaker specific characteristics by
means of SAT [6] into feature space transforms
using CMLLR [7] maximising the likelihood for
(λˆc, Gˆ) = argmax(λc,G)
∏S
s=1 L(X
(s)|G(s)(λc)),
whereas G denotes the speaker specific linear transforms.
In practise, the model parameters λc = µ,Σ are the least
speaker specific. They essentially solely model a single
Gaussian per tied HMM states, and allow the linear
transforms to absorb most speaker specificity.
In contrast to a single Gaussian, Gaussian Mix-
ture Models (GMM) are supposed to model most inter-
speaker variability. And, although it is inevitable that
larger intra-speaker variability is to some extend rep-
resented, the number of densities in GMM would re-
quire a significant increase to model both inter- and sig-
nificant intra-speaker variability likewise. However, in
order to prevent overfitting, the latter requires at the
same time sufficiently more observations carrying intra-
speaker variability. The presented approach particularly
keeps the number of GMM equal to those of the baseline
AM, and its total number of densities at similar level.
The clustering with respect to parameters that esti-
mate acoustic reduction keeps the inter-speaker variabil-
ity, but separates intra-speaker variability.
Recognition requires a multi-pass system, see Figure
2, that estimates a segment specific FSR and PR respec-
tively per segment relying on aligned unsupervised auto-
matic transcriptions of the 1. pass recognition. It assigns
the nearest cluster c of their prior determinedAM training
data centroids to each segment. The cluster c determines
the HMMs to be used of FSR respectively PR specific
AM for each segment in the 2. pass. The 3. pass segre-
gates both inter- and intra-speaker variability. It chooses
the HMMs of prior assigned cluster for recognition and
adapts the features using CMLLR linear transforms.
Figure 2: Multi-Pass ASR using FSR-AM and SAT
3. Experimental Framework
The feature space comprises 16 Mel frequency cepstral
coefficients (MFCC) that are subject to mean and vari-
ance normalisation, and its first and second order deriva-
tives. HMM parameters are iteratively estimated using
the Expectation Maximisation (EM) algorithm. The AM
provides context dependent semi-tied continuous density
HMM using a 3-state topology for each allophone. Their
emission probabilities are modelled with GMM sharing a
common diagonal covariance matrix. The CART ties the
HMM states using the strategies described above.
While focusing on the Catalan language, we follow a
pragmatic approach in providing sufficient acoustic train-
ing data for broadcast conversation (BC) and broadcast
news (BN) recognition task.
1. dictation (DI), reference / normalisation: planned
read speech, prepared script, lexically and gram-
matically complete, and without hesitations, repe-
titions and repairs, speech continuous and fluent,
but not fast, speakers non-professional but experi-
enced
2. broadcast news (BN), analysis: planned and ex-
temporaneous style, well prepared content, profes-
sional speakers, rare lexical and grammatical in-
completeness, clear and distinguishable pronunci-
ation and avoid regional accents
3. broadcast conversation (BC): debates, purely con-
versational speech, less prepared content, unpro-
fessional but experienced public speakers, frequent
hesitations, repetitions and repairs, lexically and
grammatically incomplete
4. spontaneous utterances of the SpeeCon (SC)
database, originate from elicited stories around a
set of 30 predefined topics
Since adding DI to the overall AM training data re-
sulted in performance degradation on both recognition
tasks, and therefore solely function as FSR and PR ref-
erence. The AM training and test incorporate the data in
Table 1.
Figure 3 shows the distribution of FSR per segments
for AM training corpora, whereas DI data functioned as
normalisation. BC phonemes cause statistically lower
FSR ratio (higher reduction) than BN despite averaging
over segments. The flat FSR distribution of SC segments
are a result of the imposed data collection characteristics,
i.e. many segments not necessarily exhibit low FSR.
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Figure 3: Feature Space Reduction Ratio histograms
The 4-gram language model (LM) and 100k words
vocabulary for recognition are derived from online tex-
tual corpora as well as as from transcriptions of the
AM training data. Both separately counted n-gram
LMs achieved minimal perplexity (PPL) with modified
Kneser-Ney smoothing methodology, and were linearly
interpolated. As for AM estimation, each word received
Training Testing
BC SC BN BC BN
Duration [h] 20:00 31:00 16:50 1:24 1:47
# Segments 21420 11190 7544 1647 757
# Speakers 275 140 525 17 53
# Words 229k 268k 221k 17k 21k
Table 1: BC , SC and BN acoustic model training and
testing data
phonetic transcriptions from four Catalan dialectal re-
gions.
We evaluate both PR and FSR independently as dis-
criminating context variable. Their segment estimates
are clustered at utterance level, i.e. each word within
these boundaries receives the same cluster c, and thus
its allophonic HMM that model its acoustics. Conse-
quently, these HMM are solely estimated from observa-
tions whose original utterance features a degree of the
context variable that ranges within the context variable
specific cluster.
4. Results
Table 2 displays results of the baseline multi-pass sys-
tem. Its performance is strongly affected by the predic-
tive power of the LM that still exhibits high perplexity
despite its incorporation and interpolation of spoken lan-
guage, and the overall amount of AM training data.
BC WER % BN WER %
1. Pass
baseline 22.8 22.0
2. Pass
SAT-AM 20.8 20.7
SAT ∆ Relative 8 6
Table 2: Performance of baseline multi-pass system
The multi-pass PR specific LVCSR system in Table 3
exhibits an overall improvement of relative 13% for BC
and relative 8% for BN, but only minor improvement in
contrast to the non-PR specific LVCSR system. Enhanc-
ing the conventional CART growing by inducing the like-
lihood criterion to keep HMM states of allophones that
exhibit different variability classes separate beneficial to
2. pass recognition. However, SAT diminishes these ef-
fects.
Table 4 tabulates the word error rate (WER) of FSR
context variable dependent modelling for both the con-
ventional speaker independent (SI) (2. pass) and SAT
(3.pass) ASR using CART-L growing strategy. The latter
BC WER % BN WER %
1. Pass
baseline 22.8 22.0
CART S L S L
2. Pass
PR-AM 22.5 22.0 21.8 21.6
3. Pass
PR-SAT-AM 20.0 19.7 20.3 20.3
SAT∆ relative 11 10 7 6
Table 3: Performance of PR multi-pass system
BC WER % s/u BN WER % s/u
1. Pass
baseline 22.8 22.0
2. Pass
FSR-AM 22.5/22.6 22.3/22.0
3. Pass
FSR-SAT-AM 19.8/20.0 19.5/19.3
SAT ∆ relative 12/11 12/12
Table 4: Performance of multi-pass FSR-AM system
combines both distinct modelling of inter-speaker vari-
ability as well as intra-speaker variability, and exhibits
an overall relative improvement of 12% for both BC and
BN. Since the reliability of FSR estimates for recognition
depends on prior aligned phonemes, we compare both su-
pervised (s) (manual transcriptions) and unsupervised (u)
(1. pass recognition transcriptions) FSR estimates. The
WER differences between both are small, but lack indi-
cation on whether to expect a degradation due to unsu-
pervised FSR estimation.
5. Discussion
Direct comparison to the baseline multi-pass system may
be biased due to the prior estimation of PR and FSR in 1.
pass recognition. However, relative differences between
SAT systems and their previous passes seem to be rea-
sonable.
Comparing the baseline SAT with the PR- and FSR-
SAT systems in terms of their relative improvement to
their corresponding previous passes (indicated in above
tables as SAT ∆ relative), we achieve a higher relative
improvement for BC using PR-SAT system. The FSR-
SAT system is superior to these results for both BC and
BN.
Although exclusive modelling of intra-speaker vari-
ability has shown to have limited effects on the perfor-
mance of LVCSR, significant performance gains can be
achieved segregating both intra- and inter-speaker vari-
ability. While PR and FSR allow for distinct modelling of
intra-speaker variability, the CMLLR transforms in fea-
ture space essentially absorb speaker specificity similarly
to spectral warping carried out by means of vocal tract
length normalisation. Despite of enhanced HMM pa-
rameter tying between variability classes, effects of data
sparseness due to prior splitting may sustain, and conse-
quently lead to a loss of robustness that need to be com-
pensated by performance gain of distinct variability mod-
elling.
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