Post-infrared infrared stimulated luminescence (pIRIR) measurements are reported for multiple aliquots of potassium-rich feldspar grains from sedimentary deposits at Marathousa 1 and Choremi Mine in the Megalopolis Basin in southern Greece. Ages were obtained for 9 samples from the deposits that over-and underlie as well as include the archaeological and palaeontological deposits at Marathousa 1. These sediments are sandwiched between lignite seams II and III and thought to represent sediment deposition during a single glacial period. A single age was obtained for a sample from Choremi mine. The equivalent dose estimates are based on a newly developed method presented elsewhere, and environmental dose rate determinations followed standard procedures. A specific focus of this paper is the determination of a representative estimate of time-averaged palaeo-water content of the organic and sand-rich deposits and the impact of porosity and compaction on these estimates. Ages are presented using two water content scenarios. These final ages have relatively large uncertainties, making it difficult to accurately assign deposition to a single oxygen isotope stage (OIS). Taking uncertainty into account, sediment deposition at Marathousa 1 occur sometime during OIS 12 and 11 and at Choremi mine during MIS 8. When combined with other proxy information, these results support the interpretation that the peat deposits (represented by lignite seams II and III) were deposited during warm interglacial periods, and that the intervening clastic materials were deposited during glacial periods. In this case, the ages are best interpreted as supporting deposition of sediments during MIS12. This is consistent with one of the proposed age models, but younger than the other.
Introduction
Marathousa 1 is a recently discovered Middle Pleistocene site located in the lacustrine sediments of the lignite mines of the Megalopolis basin in southern Greece (Panagopoulou et al., 2015; Harvati, 2016; Tourloukis and Harvati, 2018; Panagopoulou et al., this issue) . The site is currently the earliest known stratified archaeological site in Greece and contains a rich lithic assemblage, bone remains of an almost complete elephant, and several other faunal remains. Several cut marks on the elephant remains and other bone suggests that the site represents an elephant butchering site (Konidaris et al., this issue) .
Obtaining reliable age estimates for this site using luminescence dating techniques posed some challenges. First, an initial attempt to obtain an age for a single sediment sample, using both quartz optically stimulated luminescence (OSL) and potassium-rich (K) feldspar infrared stimulated luminescence (IRSL) methods was unsuccessful; both the OSL and post-infrared IRSL (pIRIR) signals were in dose saturation and only minimum ages could be calculated. Obtaining a reliable estimate of the equivalent dose (D e ) from K-feldspar grains required the development of a new procedure based on a multiple aliquot regenerative dose (MAR) procedure and the pIRIR signal from K-feldspar grains. This method is presented in Li et al. (2017) and forms the basis for D e determination in this study. Second, accurate estimation of the average palaeo-water content over the entire burial period from lake sediments are difficult to estimate accurately (c.f. Sugisaki et al., 2012 ). An accurate estimate of the water content is essential as water attenuates external radiation and, therefore, lowers the dose rate received by sedimentary grains in its burial environment. A 10% increase in water content, will typically give rise to a ∼5% increase in age obtained from K-feldspar grains (e.g., Zander and Hilgers, 2013) . Key factors that change the water content over the burial history of lake sediments include compaction and dewatering. Also, significant water loss can happen between field sampling and sample preparation, particularly when water saturated sand samples are encountered.
In this paper, we will present multiple aliquot regenerative dose predose multiple elevated temperature post infrared-infrared (MAR-pMETpIRIR) age estimates for K-feldspar grains for sediment samples collected from two sites -Marathousa I and Choremi mine -and will pay special attention to the calculation of water content for the lake sediments using a range of different equations to test the sensitivity of the age estimates to our assumptions about palaeo-water content.
Site information and age models
The intermountain Megalopolis basin is a post-orogenic graben with a pre-Pliocene basement consisting of Jurassic to Eocene marine sedimentary rocks (flysch, limestone, dolomite and chert), ultramafic Mesozoic rocks, and Palaeozoic to Triassic cystralline rocks (chist, marble and phyllite) (Vinken, 1965) . Carbonate rocks dominate the margins of the basin as well as part of the basal floor of the Plio-Quaternary sequence. These rocks produce a very active karstic aquifer which has played a significant role in the formation of the overlying Plio-Quaternary deposits.
The Megalopolis basin comprises more than 250 m of fluvio-lacustrine Pliocene and Pleistocene deposits. The Pleistocene lignite-bearing Marathousa Member is ∼200 m thick in the middle of the basin and is overlain by ∼30 m of fluvial deposits of the Megalopolis Member (Vinken, 1965) . The sedimentary sequence of the site of Marathousa 1, located in the Marathousa Member, comprises bedded sands and silts, organic-rich laminated and massive sandy silts, and intraclast-rich mudflows deposited in the marshy margins of a shallow lake with fluctuating water levels ( Fig. 1 ; Karkanas et al., this issue) . The site comprises two excavated areas, A and B, which are 60 m apart. Although the stratigraphy between the excavated areas shows some differences, field stratigraphic observations, and sedimentary, geochemical and microstratigraphic analyses allowed secure correlations of strata between the two areas ( Fig. 1 ; Karkanas et al., this issue) . In particular, a lower part of the sequences has been identified in both areas (UB6-UB9 and UA4-UA6: Fig. 1 ) that comprise subaqueous deposited sediment of generally low organic and carbonate content. Bluish muds with characteristic load deformation features (UB6 and UA4) closes the lower sequence. The upper part of the sequence (UB5-UB2 and UA3-UA2) follows a major hiatus attributed to exposure and erosion. Macroscopic and microscopic sedimentary facies analysis enabled the identification of microstratigraphic episodes of subaerial exposure, reworking, and erosion at this contact. The upper sequence consist of subaqueously emplaced cycles of organic-and carbonate-rich sediment that have been generated by subaerial floods. Further correlation of the depositional units is based on microscopic studies of facbric, sedimentary structures, and clastic carbonate content (Karkanas et al., this issue) .
The site was found ∼30 m below the present, pre-mine operation surface, at an altitude of ∼350 m above sea level (masl). The maximum elevation attained by the fluviolacustrine sediment in the basin was ∼430-450 masl, sometime during the end of the Middle Pleistocene after which the basin opened due to regressive erosion by a neighbouring river basin and the modern drainage system was established. The clastic sedimentary sequence in the area of the site is developed between Lignite Seams II and III. The Matuyama/Brunhes palaeomagnetic boundary at 0.78 Ma is found in the upper part of the lowest Lignite Seam I (Okuda et al., 2002; Tourloukis et al., this issue), so sediments dated in this study must, therefore, be younger. Several studies of the lignite layers suggest that peat was forming during warm periods of the Pleistocene, whereas clastic sedimentation prevailed during cold periods (Nickel et al., 1996; Okuda et al., 2002; van Vugt et al., 2000) . The Marathousa Member comprises a relatively continuous sedimentary sequence and according to the pollen-based climatostratigraphic model of Okuda et al. (2002) it probably spans isotopic stages 15-9. Alternative models have also been suggested, moving the sequence one interglacial up or down (van Vugt et al., 2000; Okuda et al., 2002) . According to the age model preferred by Okuda et al. (2002) , Marathousa I is placed in MIS 14 (∼565-540 ka). A revised age model suggested by Tourloukis et al. (this issue) offers an alternative option that places the site in MIS 12 (∼480-420 ka). The latter interpretation is more consistent with the single ESR age estimate of 370 ± 110 ka (2σ) presented for one of the uppermost lignite seams in Okuda et al. (2002) .
Methods

Optical dating
Optical dating provides a means of determining burial ages for sediments and associated artefacts and fossils (Huntley et al., 1985; Aitken, 1998; Duller, 2004; Wintle, 2014; Roberts et al., 2015; Athanassas and Wagner, 2016) . The method is based on the time-dependent increase in the number of trapped electrons induced in mineral grains-such as quartz and potassium-rich (K-rich) feldspar-by low levels of ionising radiation from the decay of natural uranium, thorium and potassium in the surrounding deposits, from within the mineral grains themselves, and from cosmic rays. The time elapsed since the light-sensitive electron traps were emptied can be determined from measurements of the luminescence signals from K-feldspar (infrared stimulated luminescence, IRSL, and post-infrared IRSL, pIRIR)-from which the equivalent dose (D e ) is estimated-together with determinations of the radioactivity of the sample and the material surrounding it to a distance of ∼30 cm (the environmental dose rate). The luminescence 'clock' is reset by just a few hours (K-feldspar) of exposure to sunlight. The D e divided by the environmental dose rate gives the burial time of the grains in calendar years ago.
Sample collection
We visited the field site and collected a total of 9 samples from excavation areas A and B at elevations of between 349 and 353 masl. We deliberately targeted the sandier layers with the lowest environmental dose rates as those samples will give us the highest chance of dating success. These samples also maximised our chances in finding sand-sized (> 90 μm diameter) grains of K-feldspar that were generally quite rare and limited the number of multigrain aliquots that could be measured for each sample. We also used the opportunity to directly measure the gamma dose rate in situ. The stratigraphic sequences for both areas are shown in Fig. 1 , together with photographs of the 7 samples collected for which ages could be calculated. The stippled lines show the relationship between the major stratigraphic units between the two excavation areas. We were unable to extract enough sand grains from a sample collected from a sandy layer inside the sequence of Lignite seam III, and this sample remains undated.
The location of sample CHO-SU3 is not depicted in the stratigraphy of Fig. 1 as it comes from a higher stratigraphic level, the Megalopolis Member, at an elevation of ∼362 masl and from a different mine area-Choremi mine, ∼2 km to the south of Marathousa 1. The site represents a small concentration of lithics found during a directed survey of the Megalopolis basin (Thompson et al., this issue) . Unfortunately, during a large slumping event in the mine, the site was destroyed, but a sample (CHO-SU3) for luminescence dating was collected prior to this event. We present here the age of this sample as it offers a useful chronological point in the interpretation of the age of the Z. Jacobs et al. Quaternary International 497 (2018) 170-177 basin.
Sample preparation
All of the samples were prepared using routine optical dating procedures (Aitken, 1998) . Samples were first treated with HCl acid and H 2 O 2 solution to remove carbonates and organic matter, respectively. The remaining sediment was then dried and sieved to obtain a range of sand-sized grain fractions. Grains of 180-212 μm in diameter were used for dating of 5 of the 7 samples. Grains of between 90-150 and 90-125 μm in diameter were used for samples MAR-R3 and MAR-R4, respectively. The K-feldspar grains were separated from quartz and heavy minerals using sodium polytungstate solutions of densities 2.62 and 2.58 g/cm 3 . The K-feldspar grains were immersed in 10% HF acid for 40 min to etch the surfaces of the grains and remove the outer, alpha-irradiated portions. The HF-etched feldspar grains were then rinsed in HCl acid to remove any precipitated fluorides and sieved again.
Equivalent dose (D e ) measurements
The D e values for K-feldspar grains were determined using multiplealiquot pIRIR measurements (Li et al., 2017) . The pIRIR measurements were made on an automated Risø TL-DA-20 luminescence reader equipped with infrared (870 nm) light-emitting diodes (LEDs) for stimulation of multi-grain aliquots (Bøtter-Jensen et al., 2003) . Luminescence emissions were detected using an Electron Tubes Ltd 9235QA photomultiplier tube. The pIRIR emissions were detected through Schott BG-39 and Corning 7-59 filters. The multi-grain aliquot measurements were made using 9.8 mm-diameter stainless steel discs, to which grains were affixed to a 5 mm-diameter spot in the centre of each disc using 'Silkospray' silicone oil. Irradiations were carried out inside the luminescence reader using a 90 Sr/ 90 Y beta source that has been calibrated using a range of known gamma-irradiated quartz standards. Solar bleaching was conducted using a Dr Hönle solar simulator (model: UVACUBE 400). A multiple-aliquot regenerative-dose (MAR) procedure (Li et al., 2017) was used to measure all samples from Marathousa 1 and Choremi. This method was developed specifically for these samples and is based on the so-called multiple-aliquot pre-dose multiple-elevatedtemperature pIRIR (pMET-pIRIR) procedure for K-feldspar (Li et al., 2013 (Li et al., , 2014b , which appear to be immune from fading (Li and Li, 2011; Li et al., 2014a) . Furthermore, the MAR method has some advantages over the SAR method in overcoming problems associated with inappropriate sensitivity correction of the natural signal (L n ) and its associated test dose signal (T n ) (Chen et al., 2015; Guo et al., 2015; Li et al., 2017) and, combined with a standardised growth curve (SGC) approach, can also significantly reduce instrument time.
The MAR procedure for K-feldspar is based on the establishment of a SGC constructed from the re-normalised L x /T x signals of multiple groups of aliquots (Li et al., 2017) . We have shown that the MAR dose response curve of the pMET-pIRIR signal continues to grow with dose beyond 1500 Gy, without reaching saturation, and that a SGC exists for our samples (see Li et al., 2017 for details). We, therefore, calculated D e values for all the samples based on the MAR SGCs established using 4 of the samples-MAR-01, MAR-R1, MAR-R2 and MAR-R5. For each sample, after measuring their L n and T n signals, each aliquot was bleached for ∼4 h in the solar simulator and then given a regenerative dose of 400 Gy and a subsequent test dose of 60 Gy, the same values used to establish the MAR SGCs. The L n /T n ratios were then re-normalised using the corresponding (L r /T r ) ratios, and the re-normalised ratios (
) at each stimulation temperature were then calculated using the central age model (Galbraith et al., 1999; Galbraith and Roberts, 2012 ) to obtain weighted-mean values. These weighted-mean (
) values were then projected onto the MAR SGCs to estimate the D e values. Full details of the method and experimental procedures and tests are provided in Li et al. (2017) .
Environmental dose rate measurements
The total environmental dose rate consists of contributions from beta, gamma and cosmic radiation external to the grains, plus a beta dose rate due to the radioactive decay of potassium ( 4 K) and rubidium ( 87 Rb) inside sand-sized grains of K-feldspar. To calculate the optical ages, we have assumed that the present-day radionuclide activities and dose rates have prevailed throughout the period of sample burial. As shown by experiments and modelling, most time-dependent disequilibria in the uranium and thorium decay chains are unlikely to give rise to errors in the total dose rate of more than a few percent when emission-counting methods-such as those used in this study-are used to measure the external beta and gamma dose rates (Olley et al., 1996 (Olley et al., , 1997 .
We estimated the beta dose rates directly by low-level beta counting of dried, homogenised and powdered sediment samples in the laboratory, using a Risø GM-25-5 multi-counter system (Bøtter-Jensen and Mejdahl, 1988) . We prepared and measured samples, analysed the resulting data, and calculated the beta dose rates and their uncertainties following the procedures described and tested in Jacobs and Roberts (2015) ; three sub-samples were measured for each sample. For all samples, allowance was made for the effect of water content (Nathan and Mauz, 2008) , grain size (Brennan, 2003) and HF acid etching (Bell and Zimmerman, 1978) on beta-dose attenuation.
Gamma dose rates were measured directly by in situ gamma spectrometry to take into account any spatial heterogeneity in the gamma radiation field within 30 cm of each sample. The gamma dose rate was measured at every sample location. Counts were collected for 30 min with a NaI(Tl) detector (2-inches in diameter). The detectors were calibrated using the concrete blocks at Oxford University (Rhodes and Schwenninger, 2007) and the gamma dose rates were determined using the 'threshold' technique (Mercier and Falguères, 2007) .
We ignored the cosmic-ray contribution to the dose rate, because the influence of cosmic radiation on the minerals is completely attenuated by the overlying sediment that are > 30 m in depth.
K-feldspar also has a significant internal beta dose rate from the radioactive decay of 4 K and 87 Rb inside the grains. To calculate the internal beta dose rates for K-feldspar grains of different sizes, we combined the estimates for 4 K (12 ± 1%; Huntley and Baril, 1997) and 87 Rb (400 ± 100 μg/g; Huntley and Hancock, 2001) , and used the conversion factors of Liritzis et al. (2013) and a correction for the absorbed dose fraction, which varies depending on grain size. For Kfeldspar grains of 180-212 μm and 90-125 μm in diameter, for example, the effective internal beta dose rates are 0.83 ± 0.10 and 0.48 ± 0.06 Gy/ka, respectively.
Moisture content estimation
Both the beta and gamma dose rates are affected by moisture content and allowance should be made for the attenuation due to moisture content (Nathan and Mauz, 2008 ). Individual measured current water contents for each of the samples range between ∼9% and 38% (Table 1) , but these were measured for samples collected from variably dried out section walls and are thought to represent significant underestimates of the average water content experienced over the burial history of the samples. Freshly dug trenches during excavation at Marathousa revealed generally wet sediment even during the dry months. Note that excavations are conducted adjacent to an old lignite mine bench and, therefore, some water draining must have occurred in the recent past. In the Kyparissia mine, to the north of the Marathousa mine, the water table was found at ∼330-340 masl and in several other areas up to ∼350-380 masl (Tisiftsis, 1991). Marathousa 1 is located at ∼350 masl, so we assume that the sediments at Marathousa 1 were water-saturated and that this was the situation for their entire burial history.
A simple experiment was carried out to estimate the maximum water-holding capacity of the sediment. Small rectangular sediment blocks (5 × 5x5 cm) were extracted from the areas where luminescence samples were collected (Fig. 1 ). Samples were dried at 105°C for 24 h. Their bulk volume (V t ) was measured precisely with 3D laser scanning (Next Engine). They were then dried again to eliminate the possibility that the sediment have gained back humidity during scanning. The sediment were weighed (M d ) and their dry bulk density estimated (ρ d = M d /V t ). The dried samples were placed in beakers, partially filled with distilled water, weighed, and left overnight for all the voids to be filled with water. Care was taken to ensure that enough water was available to saturate the sample through capillary action. Samples were not completely immersed in water as some trapped air could block water penetration. Due to the very low clay content of samples, voids were easily filled with water. This was tested with breaking some extra test samples and confirming that they were completely soaked with water. After pouring out excess water, the beakers with the samples were weighed again and the wet sample weight (M w ) was estimated after extracting the weight of the beaker. As the density of distilled water is 1 g/cm 3 the difference between dry and wet sample weight equals the pore volume of the samples. Porosity was calculated using equation (1):
To check the validity of the pore space volume approach in evaluating water content, we also calculated porosity using equation (2): Porosity = (1 − dry bulk density (ρ d ) /particle density (ρ p )) × 100 (2)
Inorganic sediment particle density is in the range 2.6-2.7 g/cm 3 and conventionally taken as 2.65 g/cm 3 (Blake and Hartge, 1986; Boyd, 1995) . The average particle density of sediment containing a significant fraction of organic particles can be corrected assuming a density of 1.25 g/cm 3 for organic matter (OM) (Boyd, 1995) . Organic content values have been estimated by Loss on Ignition (LOI) of samples at 450°C (Karkanas et al., this issue) and are presented in Table 1 . Therefore, the weighted mean sediment particle density (g/ cm et al., 2001 ). For dry bulk density the experimentally determined value were used. Porosity was then estimated using equation (2).
Porosity was also calculated using the equation of dry bulk density by Avnimelech et al. (2001) for organic-rich flooded sediment using equation (3), with porosity estimated using equation (2):
In which OC = organic carbon = OM/1.7. Table 1 shows the experimentally determined and calculated porosities using equations (1)-(3) above.
The effect of compaction on porosity, and as a consequence, on water content is more difficult to address. The sediments at Marathousa 1 were deposited under water and buried under deposited sediment gradually reaching a maximum thickness of ∼100 m. Paul and Barras (1998) found that for the simple case of self-weight compression of the Z. Jacobs et al. Quaternary International 497 (2018) 170-177 layer thickness for incompressible materials, such as sand and silt, it is only ∼1-2%. The sandy sediments of the samples at Marathousa 1, below the layers with the archaeological remains fall into this category, and we can safely assume that compaction did not play a significant role in water content. However, the layers containing and overlying the archaeological remains are particularly rich in compressible organic matter. One way of calculating the original porosity of the organic-rich sediment is to use equation (4) for estimating dry density (uncompacted) as suggested by van Asselen (2011) for peat compaction:
In which a = 1.5; b = 6; c = 1.53.
And then to substitute in equation (2) for porosity. The amount of porosity so estimated is higher by between 6 and 25%, with the highest differences observed for the organic-rich sediment samples (Table 1 ).
An alternative approach is offered by Bartholdy et al. (2010) who, in addition to OM, take into account the amount of incompressible sand in estimation of autocompaction of silty marsh clays. In this case, dry bulk density is estimated using equation (5) In which S is the amount of sand in the sediment (values were used from Sifogeorgaki and Karampatsou, 2014) .
The calculated uncompacted porosities are lower than the ones produced using the van Asselen (2011) approach, but still higher than our measured values. They also show the same pattern with respect to OM content (Table 1) in agreement with Paul and Barras (1998) who suggested that pure sands and silts are practically uncompressible.
Results
Equivalent dose (D e ) values
The D e values are plotted as a function of stimulation temperature in Fig. 2 (D e -T plots) for all the samples. For most of the samples, the MAR D e values differ negligibly with stimulation temperature, implying that there is very little difference in fading rate of the signals measured at the various stimulation temperatures. This has been supported by the anomalous fading tests made on samples MAR-R2 and MAR-R5, which showed that there is little difference between the fading rates for the various signals stimulated at different temperatures and all the fading rates are statistically consistent with zero at 2σ (see Li et al., 2017 for details). We are, therefore, confident that finite and reliable D e values were obtained for these samples based on the 275°C pMET-pIRIR signals. The final D e values used for calculation of the ages are provided in Table 2 .
Environmental dose rate estimates
To calculate the final beta and gamma dose rates, the measured values need to be corrected for the average burial water content. The uncompacted sediment porosities calculated as (4) and (5) in Table 1 is only appropriate for sedimentary material close to the original surface of the deposit. These values should, therefore, be considered maxima as they are not representative of the entire burial history of the samples. A more likely and representative time-averaged burial porosity value is somewhere between the present measured porosities ((1) in Table 1 ) and that calculated for uncompacted deposits ((4) in Table 1 ); this average is provided as (6) in Table 1 . We corrected the beta and gamma dose rates of all samples for water content using two different approaches (Table 2 ): a) using the measured water content for the whole burial time ((1) in Table 1 ), and b) the average measured content and maximum compaction values obtained using the approach of van Asselen (2011) ((6) in Table 1 ). The environmental dose rates so calculated are presented in Table 2 with our preferred estimates based on the second approach highlighted in grey in Table 2 . The organic-rich layers are obviously affected more because of the greater extend of compaction. The beta and gamma dose rates calculated using the two different approaches differ between ∼9% (MAR-R10) and 1.5% (CHO-SU3) and on average ∼5%.
The estimated gamma and beta dose rates for the 8 samples are provide in Table 2 . The gamma dose rates measured directly in the field are quite reproducible between the different samples ranging from 0.45 ± 0.04 (MAR-R5) to 0.63 ± 0.05 (MAR-R3) Gy/ka. The beta dose rates show greater variability, ranging from 0.47 ± 0.04 (MAR-R5) to 0.82 ± 0.07 (MAR-R10) Gy/ka, with the organic-rich layers having the highest beta dose rates. The total dose rates range from 1.50 ± 0.10 (MAR-R4) to 2.24 ± 0.13 (MAR-R10) Gy/ka (Table 2 ).
Age estimates and discussion
The final pIRIR ages for all samples, calculated using the two alternative water content values discussed above, are listed in Table 2 , together with the supporting D e and dose rate estimates. Values highlighted in grey represent our preferred estimates. Uncertainties on the ages are given at 1σ (the standard error on the mean) and were estimated by combining, in quadrature, all known and estimated sources of random and systematic error. Ages are presented in stratigraphic order. The age obtained for the single sample from Choremi is 264 ± 22 ka, Avnimelech et al. (2001) . (4)Porosity calculated for uncompacted samples based on van Asselen (2011) . (5)Porosity calculated for uncompacted samples based on Bartholdy et al. (2010) . (6)Averaged burial porosity based on (1) and (4). a Negative value -this equation seems not to work for such a low organic content.
consistent with deposition during oxygen isotope stage (OIS) 8. At Marathousa 1, ages of between 380 ± 48 ka (MAR-R9) and 480 ± 39 ka (MAR-01) were obtained for the units containing and overlying the artefacts and fossils (samples MAR-R4, R9, R10 and 01). Ages of between 438 ± 38 ka (MAR-R6) and 508 ± 42 ka (MAR-R5) were obtained for the units underlying the artefacts and fossils (samples MAR-R2, R3, R5 and R6). As all samples from the lower part of the sequence come from the same stratigraphic level (UA5 and UB7), we have calculated a weighted average age of 470 ± 30 ka. When using the lower water content values based on the burial average porosity values provided as (1) in Table 1 , a weighted mean estimate of 460 ± 28 ka is calculated. This age is statistically indistinguishable from our preferred estimates. The biggest difference in age using the two different water content scenarios is observed for the organic-rich samples (MAR-R4, R9, R10 and 01) that show a 5-6% increase in age with use of the higher water content values. Ages for the sandier layers from the lower part of the sequence only increase by 2-2.5%, confirming that these sediments are practically uncompressible. The same is also true for samples CHO-SU3 where the age is not affected by the water content change due to compression during burial. Overall, there is good agreement and reproducibility between ages for samples from the same units. The standard errors associated with the ages are relatively large, ranging between 7% and 12.5% at 1 sigma and should be taken into account when ages are assigned to oxygen isotope stages and a chronological sequence inferred from these ages.
A major depositional hiatus and erosional event between correlated Table 1 and text).
units UA4 and UB6 ( Fig. 1 ) and the overlying sediments was identified based on the sedimentary and microstratigraphic analysis of the site (Karkanas et al., this issue) . A considerable temporal hiatus is not supported by a statistically significant time gap, because of the coarser resolution of the chronology compared to the stratigraphic observations. The ages and their 1-sigma uncertainties are plotted above the oxygen isotope curve in Fig. 3 . The age in blue represents sample CHO-SU3 and the filled and open red symbols those from excavation areas A and B at Marathousa 1, respectively. Sediment deposition coincides with OIS 13 to 11 for Marathousa I and OIS 8 for Choremi. Also shown in Fig. 3 are black triangles that represent three weighted mean age estimates: The youngest age is the combined age estimate for samples overlying the archaeological and palaeontological deposits (UB2a and UA3b; Fig. 1 ), the middle estimate represents UB5 and the oldest age estimate for those deposits underlying the major sedimentary hiatus (UA5 and UB7; Fig. 1 ). Previous lithostratigraphic and palynostratigraphic studies and available age models, assigned the whole sediment sequence lying between Lignite seams III and II (upper and lower black units, respectively in Fig. 1 ) to one glacial period, with the two lignite deposits belonging to two separate and major interglacials (van Vugt et al., 2000; Okuda et al., 2002) . Based on the weighted mean age estimates (black triangles in Fig. 3) , the pMET-pIRIR ages place the lower part of the sequence in OIS 12 (glacial), the deposit associated with the archaeological materials at the boundary between OIS 12 and OIS 11, and the upper part in OIS 11 (interglacial). Given the overall uncertainty associated with each individual age, and specifically the uncertainty of our water content estimations and the burial and compaction history of especially the upper part of the sequence consisting of organic-rich deposits, it is likely that the upper part of the sequence could be placed at the end of OIS12/beginning of OIS11. These MAR pMET-pIRIR ages presented here are consistent with one of the existing age models -the one presented by Tourloukis et al. (this issue) and are in broad agreement with the preliminary ESR ages presented by Blackwell et al. (2016) .
Sample CHO-SU3 was collected from the overlying Megalopolis Member and gave an age of ∼260 ka, which is consistent with deposition during OIS 8. The age is not affected by the water content changes due to compression during burial. The age is in good agreement with the overall stratigraphy of the basin and with the available age models. It was previously suggested that the Megalopolis Member was deposited after OIS 9 (Okuda et al., 2002; cf. Tourloukis et al., this issue) .
Conclusions
Obtaining luminescence ages for the deposits from Marathousa 1 posed several challenges. Experimental and analytical work resulted in the development of a multiple aliquot measurement procedure based on the pIRIR signal from k-feldspar grains (Li et al., 2017) . Since these sediments were deposited on a lake margin and heavily influenced by lake-level fluctuations over its entire burial history, a detailed investigation of the palaeo-water content of the site was required. This involved different ways of measuring and estimating past and present water content, and calculation of porosity and the effect of compaction to provide a best-guess estimate of the time-average water content of these samples. Different samples with different compositions (sandy vs. organic-rich) were more or less sensitive to these calculations. The effect on the environmental dose rate was more significant for the organic-rich sediment. Uncertainty still remain about the effect of possible disequilibrium in the uranium decay series as this was not explicitly addressed in this study.
The new set of luminescence ages reported here for Marathousa 1 were collected from two separate excavation areas and support the stratigraphic correlations that were made between the two areas (Karkanas et al., this issue) . Ages are not in strict stratigraphic order, but the relatively large age uncertainties should be kept in mind. Ages are consistent with sediment deposition during OIS 12 and OIS 11 and support the age model proposed by Tourloukis et al. (this issue) , who suggest that lignite seams II and III were deposited during the interglacial periods of OIS 13 and OIS 11, respectively, and that the intervening clastic-rich deposit dated in this study, was deposited during the glacial period of OIS 12. The archaeological and palaeontological deposits at Marathousa I, therefore, date to OIS 12. Fig. 3 . Individual age estimate with 1 sigma uncertainties plotted above the oxygen isotope curve (Lisiecki and Raymo, 2005) for the last 780 ka. The blue filled circle represent the age for the single sample from Choremi mine and the open and filled red circles represent ages from excavation areas B and A, respectively, from Marathousa1. The filled black triangles represent weighted mean age estimates for samples from units below and above the archaeological and palaeontological units and the unit on the surface of which the latter is found (UB5). The grey shaded bands represent the three interglacial periods most closely associated with the ages obtained in this study. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
