Spider diagrams provide a visual logic to express relations between sets and their elements, extending the expressiveness of Venn diagrams. Sound and complete inference systems for spider diagrams have been developed and it is known that they are equivalent in expressive power to monadic first-order logic with equality, MFOL [ ¼].
equality, MFOL [ ¼] . To illustrate this result, the spider diagram in Fig. 1 is equivalent to the MFOL[ ¼]s e n t e n c e (x 1 (x 2 ðPðx 1 Þ4:Q ðx 1 Þ4:Q ðx 2 Þ4x 1 ax 2 48yððPðyÞ4:Q ðyÞÞ ) ðy ¼ x 1 3y ¼ x 2 ÞÞÞ:
In this paper, we present a novel approach to the study of spider diagrams, through examining their relationship with regular languages. Regular languages lie at the heart of theoretical computer science. Much is known about how they relate to finite automata, symbolic logic, and algebraic formalisms. Each of these relationships gives a different insight into regular languages as well as illuminating the other areas themselves. As with earlier work, our study of spider diagrams with regular languages provides insights into both regular languages and diagrammatic logic. For instance, we can now determine whether two spider diagrams are semantically equivalent by establishing whether they define the same language; two languages are equal if the minimal automata that accept them are the same.
We now explain how spider diagrams are associated with languages. The first step assigns sets of letters to contours, so that each zone corresponds to a single letter. If we have contours labelled P and Q,a si nFig. 1, and alphabet S ¼fa,b,c,dg then we can assign fa,bg to P and fb,cg to Q. This induces an assignment of the letters to zones as follows:
1. a is assigned to the zone that is inside the contour P but outside the contour Q, 2. b is assigned to the zone that is inside both contours P and Q, 3. c is assigned to the zone that is inside the contour Q but outside the contour P, and 4. d is assigned to the zone that is outside both contours P and Q.
This assignment of letters to zones is illustrated in Fig. 2 . Using this assignment, we can use spider diagrams to define languages by considering the information provided by the diagram. The presence of a spider in a diagram corresponds to the presence of a letter in a word. For instance, in Fig. 1 , the spider comprising a single dot inside P but outside Q tells us that words must contain an a, and the other spider tells us that words must contain either an a (in addition to that present because of the first spider) or a d (because of the dot outside both contours). The disjunctive information arises from the fact that this spider comprises two dots connected by a line; the line represents disjunction. Thus, all words in the language defined by this spider diagram must contain one of the words aa, ad and da as a scattered subword (defined in Section 3)ofa. The shading provides an upper bound on the number of occurrences of letters in words: all of the letters that are assigned to shaded zones m u s tb er e p r e s e n t e db ys p i d e r s .S o ,i nFig. 1,t h es h a d i n g tells us that the only a letters arise from spiders because the shaded zone is assigned the letter a.A p a r tf r o mt h e r e s t r i c t i o no nt h en u m b e ro fas, any other letters can be present. Thus, this spider diagram defines the language faa,ad,dag fb,c,dg n ;t h i si st h eshuffle product of faa,ad,dag and fb,c,dg n which comprises of all words formed by interspersing the letters of words in faa,ad,dag with words in fb,c,dg n . Of note is that spider diagrams cannot assert any ordering information between the letters of a word, so they define only commutative languages.
We connect our work to Thomas' definition of a language definable by a sentence in MFOL[ o] [22] . Thomas proves that the star-free regular languages, including those which are not commutative, are precisely those definable in monadic first-order logic of order (MFOL [ o ] ), in which the only binary predicate is o , interpreted as strict total order; the requirement for a strict total order arises from the fact that languages definable in MFOL [ o ] need not be commutative, so o is necessary when placing constraints on the order of letters. The notion of when a MFOL [ o] sentence defines a language requires a correspondence to be defined between monadic predicate symbols and sets of letters, just as we demonstrated when linking spider diagrams to languages in our example above by assigning sets of letters to contour labels. To illustrate, using the same example alphabet S ¼fa,b,c,dg, we assign the set fa,bg to the predicate symbol P and the set fb,cg to the predicate symbol Q, just as we assigned these sets to contours above. In this case, the MFOL[ o ] sentence (xðPðxÞ48yðyax ) x oyÞ defines the language consisting of all words that begin with a letter a or a letter b; intuitively, there is a letter ((x) that is in the set fa,bg (since P(x) holds and P is assigned fa,bg) that comes before every other letter (since 8yðyax ) x o yÞ). Since this language is not commutative, it is not definable by a spider diagram or in MFOL [ ¼ ] .
In light of the observation that spider diagrams define commutative languages, spider diagrams of order were proposed [4] , which are expressively equivalent to MFOL[ o ] [5] , and therefore define all star-free regular 
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languages. In this paper, we prove that the following four statements are equivalent, where S is the alphabet:
1. L is the language of a spider diagram, 2. L is defined by a sentence in monadic first-order logic with equality, MFOL[ ¼ ], 3. L is a commutative star-free regular language, and 4. L is a finite union of languages of the form K G n where K is a finite commutative language and GDS.
Thus, the work reported here complements Thomas' by showing that the commutative languages are precisely those definable in MFOL [ ¼ ] .
Section 2 illustrates our approach to prove that spider diagrams define precisely the commutative star-free regular languages by working through a set of representative examples. Section 3 presents our notation for discussing finite automata and regular languages. In Section 4 we define the syntax and semantics of spider diagrams. Section 5 formalises when an interpretation is a model for a word. Section 6 defines the language of a spider diagram and proves that the language is a finite union of languages of the form K G n as just described. Section 7 proceeds to derive our characterisation of commutative star-free languages as finite unions of shuffle products as previously described.
Illustrating our approach
To prove our main results, a key step requires us to prove that spider diagrams can define all star-free regular languages. To do this, we first characterise the set of languages defined by spider diagrams in terms of shuffle products; the shuffle products that correspond to spider diagrams have a particular form, K G n , where K is a finite commutative language and G is a set of letters. Subsequently, by examining finite automata, we show that every commutative star-free regular language can be written as a finite union of shuffle products of the required form. We are then able to convert shuffle products in this form into spider diagrams.
Here, we work through a set of examples to illustrate the approach; the formal definitions of the concepts used will be given later in the paper. First, we provide examples of spider diagrams and derive the language they define in terms of shuffle products, following the strategy used in Section 6. We further illustrate how we convert such shuffle products into spider diagrams. Second, we provide an example of a commutative, star-free regular language and demonstrate how we identify a spider diagram defining the language via automata, following the strategy used in Section 7. Later in the paper, we make reference back to these examples where appropriate.
In the examples of this section, we take the alphabet to be S ¼fa,b,c,dg and we assume the contour labels (analogous to predicate symbols in symbolic logic) are in the set C ¼fP,Q g. Further, we assign the set of letters fa,bg to P and fb,cg to Q.
Converting spider diagrams to shuffle products
Consider the spider diagram d 1 3d 2 in Fig. 3a . This diagram is a disjunction of the so-called unitary diagrams; these are diagrams that do not involve any logical connectives. The diagram d 1 expresses that there is an element in the set P, by the use of the spider placed inside the contour labelled P. In addition, the shading tells us that there can be no other elements in P: shading asserts that all elements in the sets represented by shaded zones must be represented by spiders. The diagram d 2 expresses that there is an element that is not in P or Q.
In language terms, the diagram d 1 defines L ¼fa,bg fc,dg n , since:
1. there is a spider inside the contour labelled P (assigned the set of letters fa,bg) so there must be an a or a b present in words of L; this gives rise to fa,bg in the shuffle product and 2. there is shading inside the contour labelled P, so the only a or b letters present must be those arising from the spiders, and the lack of shading elsewhere means that we can have any number (including 0) occurrences of c and d; this gives rise to fc,dg n in the shuffle product.
We denote fa,bg in the shuffle product by Kðd 1 Þ and fc,dg 
Whilst in the example just given it was easy to identify the sets K and G for each unitary diagram, in more complex examples it is not so straightforward. Complexity arises because of the disjunctive information provided by spiders. In the previous example, the spider in d 1 was taken to represent either an a or a b since it was inside P; because this is the only spider in d 1 , we do not have to worry about how the letters arising from this spider interact with letters arising from other spiders. When there are many spiders present, we must ensure that the set K fully represents the different possibilities for the letters arising from each spider. For instance, the diagram d 3 in Fig. 3b contains three spiders, each of which provides disjunctive information. Moreover, each spider represents a different element, in set theory terms, and in language terms each spider gives rise to a letter in each word of the language defined by d 3 . Of note here is that the spider comprising two dots represents an element which is either in P (the left most node) or not in P (the right most node). The fact that there are three spiders tells us that there are at least three letters in each word, namely:
1. an a or a b, arising from the spider inside P, 2. a c or a d, arising from the spider outside P, and 3. an a,ab,ac or a d, arising from the spider that comprises two dots.
Forming the set Kðd 3 Þ is, therefore, not so straightforward: we need to pick one letter from each spider and arrange them in all possible orders. Then, we need to pick a different combination of letters from the spiders and arrange them in all possible orders, and repeat this process until we cannot form any more words. To simplify the details, we use the known result that tells us each spider diagram can be converted into a disjunction of unitary spider diagrams where all of the contour labels are present and each spider has just one node [11] . In the case of d 3 , this diagram is obtained by first adding Q, shown in d 4 , and then 'splitting' the spiders in d 4 so that they have only single dots, shown in Fig. 4 .
Adding contours followed by splitting spiders means that all of the information provided by the spiders is now represented in disjunctive normal form 1 We prove that spider diagrams define languages of the form above (Theorem 4 in Section 6).
In fact, we also prove that any language which can be written as a finite union of languages of the form K G n ,
where K is a finite commutative language and G is a finite set of letters, can be defined by a spider diagram (Theorem 6 in Section 6). To illustrate the approach, suppose we have K 1 ¼fdg, G 1 ¼fa,b,c,dg, K 2 ¼fa,bg, and G 2 ¼fc,dg and we want to define the language
using a spider diagram; as with our translation of spider diagrams into shuffle products, we convert shuffle products into spider diagram in disjunctive normal form. It is easy to convert fdg fa,b,c,dg n into a spider diagram in disjunctive normal form: the diagram must contain both contours P and Q and the letter d (in K 1 ) gives rise to a spider outside both P and Q (since neither P nor Q are assigned the letter d). There is no shading, since G 1 ¼ S.T h es p i d e r diagram d 5 in Fig. 5 defines fdg fa,b,c,dg n .I nt h ec a s eo f fa,bg fc,dg n , the is no unitary diagram in disjunctive normal form that defines this language. This is because the set K 2 ¼fa,bg, whilst commutative and finite, cannot arise from such a diagram: a unitary diagram in DNF giving rise to K 2 can only contain one spider, since the words in K 2 have length 1, but that spider would have two nodes, one for the letter a and another for the letter b, contradicting the 'spiders have single nodes' condition of being in DNF. We partition K 2 into two sets, namely fag and fbg;i nt h eg e n e r a lc a s e ,w e partition K into sets that are the commutative closure of a single word, w,i nK with each letter in w giving rise to a spider in an appropriate zone. We see that fa,bg fc,dg n ¼ðfag fc,dg n Þ[ðfbg fc,dg n Þ and we can now convert each of the shuffle products in this union into a disjunction of two unitary spider diagrams, each of which is in disjunctive normal form; these two diagrams are d 6 and d 7 in Fig. 5 . In both cases, we have shaded zones because the set G 2 is not equal to S: the zones corresponding to the letters not in G 2 are shaded. Thus, the language
Following this approach, we are able to prove Theorem 6 in Section 6.
To summarise, in Section 6 we prove that spider diagrams can define precisely the languages that are finite unions of shuffle products of the form K G n where K is a finite commutative language and G is a finite set of letters.
Converting commutative star-free regular languages to spider diagrams
We now demonstrate how to covert commutative starfree regular languages to spider diagrams. Our strategy is to show that every such language can be written as a finite union of shuffle products of the form K G n where K is a finite commutative language and G is a finite set of letters. To do so, we analyse properties of minimal finite automata accepting such languages.
We illustrate our approach by considering the commutative star-free language, L, defined by the (star-free) regular expression |d| [ð|fa,bg| fa,bg|fa,bg| Þ:
A minimal finite automaton, A, accepting L ¼ LðAÞ can be seen in Fig. 6a . We note that the language L can be described as a union of two languages: the set of words accepted at one of the final states together with the set of words accepted at the other final state. Thus, we can 'decompose' A into two automata, A 1 and A 2 , each accepting one of these two sets of languages, say LðA 1 Þ and LðA 2 Þ respectively; these automata are also shown in Fig. 6b and c respectively.
We prove, in Theorem 8 of Section 7, that each of the automata arising from this decomposition accepts a commutative star-free regular language. In essence, this reduces our problem of establishing how to define commutative star-free regular languages using spider diagrams to only those languages accepted by automata with single final states. Moreover, as a corollary of the Hopcroft minimisation algorithm [9] , we may minimise these deterministic complete finite automata without introducing additional final states (as the algorithm merges indistinguishable states and does not create new final states).
Consider the minimal automata minðA 1 Þ and minðA 2 Þ in Fig. 7a and b obtained from A 1 in Fig. 6b and A 2 in Fig. 6c respectively. We see that any letter which occurs on a cycle in the minimal automaton which is on a path to the final state also occurs on a loop at the final state. For instance, in minðA 2 Þ there is a loop labelled c at the start state and c also occurs on a loop at the final state. Intuitively, the loop on the start state tells us that the number of cs at the beginning of any accepted word is not bounded. By commutativity, we can move all such cst o the end of the accepted word and remain in the accepted language. Thus, there must be a loop labelled c on the final state. Here, the intuitive reasoning about the existence of an appropriate loop at the final state is relatively straightforward, since c itself labelled a loop at a non-final state. We prove that this property of letters on cycles giving rise to loops on the final state is true of any minimal automaton with a single final state that accepts a commutative star-free regular language in Lemma 6.T o extract a set, G, from such an automaton we simply read off the letters that occur on loops at the final state; intuitively, their occurrence on such a loop means that there are no restrictions on their use in words of the (commutative) language. In our example, we have 
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and GðminðA 2 ÞÞ ¼ fcg:
All that remains is for us to determine how to extract the set K from such an automaton. To identify K, we simply read off the words that are accepted without following any cycles and take the commutative closure of this set; trivially, all words in K are accepted by the automaton, since the language is commutative. In our example, we have It can be shown that minðA 1 Þ accepts fdg fa,b,c,dg n and minðA 2 Þ accepts fa,bg fcg n . Therefore, the original automaton A accepts
A diagram defining this language is in Fig. 8 ,w h i c hi s semantically equivalent to d 5 3d 6 3d 7 in Fig. 5 . However, the diagram in Fig. 5 does not arise from the union of shuffle products given above: the shuffle product fdg fa,b,c,dg n gives rise to d 5 but fa,bg fcg n does not give rise to d 6 3d 7 since the lack of a d in the righthand component of the shuffle product, namely fcg n , requires the zone outside both P and Q to be shaded.
We prove, in Theorem 9 in Section 7, that a minimal automaton, A, with a single final state that accepts a commutative star-free regular language, accepts KðAÞ GðAÞ n , where KðAÞ and GðAÞ are as just illustrated.
Theorem 10 brings our results on automata together to establish that every commutative star-free language is a finite union of languages of the form K G n . From this, we are able to prove our main result, in Theorem 11 of Section 7, that the following statements are equivalent:
1. L is the language of a spider diagram, 2. L is a commutative star-free regular language, and 3. L is a finite union of languages of the form K G n where K is a finite commutative language and GDS.
In addition, since it is known that spider diagrams are equivalent in expressiveness to monadic first-order logic with equality [20] , the following statement is also equivalent: L is defined by a sentence in monadic first-order logic with equality.
Background: formal language theory
This section presents the notation we will use in respect of formal languages, alongside known results and concepts. The reader who is familiar with formal languages and properties of star-free regular languages may choose to skip this section.
Our notation for formal languages is primarily drawn from [13] . A regular language over a finite alphabet S is one that is defined using a regular expression:
1. the empty word, l, and the empty language, |, are regular expressions, 2. each letter, a,i nS is a regular expression, and 3. if r 1 and r 2 are regular expressions then so are:
and (e) r n .
Regular expressions define regular languages in the obvious inductive way, where the base cases are given by: l defines flg, | defines |, and a defines fag. Since we consider only regular languages, we shall simply say language to mean regular language. A language is starfree if it can be defined by a regular expression without using the Kleene star, n . Thus, the regular expression r ¼ða Á aÞ n [ðb Á bÞ n (which can also be written as ðaaÞ n [ðbbÞ n as an abuse of notation) defines the language containing all words with an even number of as and no bs or an even number of bs and no as. Examples of words in this language include l, aa, aaaa, bb, and bbbb whereas a, ab, and aabb are examples of words not in the language. Where it is appropriate to do so, we blur the distinction between a regular expression and the language it defines.
The length of a word w over alphabet S is denoted 9w9 whereas the number of occurrences of a letter, a,i nw is denoted 9w9 a . For example, aa and bb have length 2, aabab has length 5 and so forth.
The commutative closure of a word w,d e n ot edcomm(w), is the set commðwÞ¼fw 0 2 S n : for all a 2 S,9w
The commutative closure of a language L is commðLÞ¼ S w2L commðwÞ: If L ¼ commðLÞ then L is commutative. The regular expression r ¼ðaaÞ n [ðbbÞ n defines a commutative language.
The shuffle product of two words u ¼ u 1 ...u n and
where ðl uÞ¼ðu lÞ¼fug: The shuffle product of aa and bb is aa bb ¼faabb,abab,abba,baab,baba,bbaag: If w 2 u v then u is a scattered subword of w. For example, ab is a scattered subword of abaab. We define w-s u to be the set of scattered residuals of u within w, obtained by deleting letters of u from w. Formally w-s u ¼fv 2 S n : w 2 u vg:
For example, the set of scattered residuals of ab in aababaa is faabaa,abaaag:
The shuffle product of two languages
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Given a finite alphabet, S, a finite automaton, Fig. 9a , the automaton with the depicted transition diagram accepts the language defined by the regular expression ðaaÞ n [ðbbÞ n . We blur the distinction between a finite automaton and its transition diagram where it is convenient to do so. For instance, we will refer to a path in the automaton when, strictly, we mean a path in the transition diagram.
A word u 2 L is said to exercise a path, p, in (the transition diagram of) A ¼ /Q ,S,d,q 0 ,FS if performing the actions on the letters of the word u takes the path p through the automaton. A cycle, C, in finite automaton A is a sequence of edges in the transition diagram beginning at a state q and ending on q (i.e. d n ðq,uÞ¼q where u exercises C). A trivial cycle is a cycle of length 1. We define A9 a to be the graph obtained by deleting all edges from the transition diagram of the automaton except those labelled by the letter a 2 S.
For example, in Fig. 9a , the word aab exercises the path starting at q 0 , and then transitioning to q 1 then to q 3 and ending at q 5 . It also exercises the path starting at q 3 , then transitioning to q 1 , then q 3 and ending at q 5 . There is a trivial cycle at the non-final state q 5 . The graph A9 a is obtained from the graph in Fig. 9a by deleting all of the b labels and then deleting all of the edges which are left with no label. The resulting graph can be seen in Fig. 9b .
One key observation on which our arguments rely is captured by the following property:
Proposition 1 (Modified from [12] Consider the prefix, x. When a minimal finite automaton, A, accepting L, reads x it takes us to some state, q i . From q i , we can read u taking us to state q j and, also from q i , we can read v taking us to state q k . Now, if xuy and xvy are both in L or both not in L, it must be that q j and q k are the same state (if different, q j and q k would be indistinguishable and this would contradict the minimality of A). We have the following property: Recall that a monoid is a set together with an associative, binary operation under which there is an identity element. So, S n under concatenation is a monoid which has identity l. Given a monoid, M, and a congruence relation, R,o nM, one can form the quotient monoid M=R in the standard manner. The syntactic monoid of a language L is the quotient monoid ðS
Under the binary operation, Á, we see that ½aÁ½a¼½aa, ½aÁ½ab¼½ab, and ½bÁ½l¼½b for example. The monoid M is not aperiodic, since ½a 2n a½a 2n þ 1 for any integer n (intuitively, having an even number of as-½a 2n -is not equivalent to having an odd number of as-½a 2n þ 1 -since the former describes words in L whereas the latter does not).
Since we are considering star-free languages, the following classic result is helpful to us. 
Proposition 3 (Schützenberger [16]). Let L DS n with syntactic monoid M. Then L is star-free if and only if M is finite and aperiodic.
Hence the language ðaaÞ n [ðbbÞ n is not star-free: whilst its syntactic monoid M is finite, it is not aperiodic. By contrast, the language L ¼ðabÞ n has a finite aperiodic monoid, namely ðS Hence, ðabÞ n defines a star-free regular language, even though this regular expression is not star-free itself. The regular expression ðabÞ n , over alphabet S ¼fa,bg, can be written as a star-free regular expression ðb|Þ\ð|aa|Þ\ð|bb|Þ\ð|aÞ:
Spider diagrams
This section provides a brief overview of spider diagrams, modified from [11] . The contour labels in spider diagrams are selected from a finite set C.Azone, denoted (in,out), is a pair of disjoint subsets of C. The set in contains the labels of the contours that the zone is inside whereas out contains the labels of the contours that the zone is outside. The set of all zones is denoted Z.Aregion is a set of zones. To describe the spiders in a diagram, it is sufficient to say how many spiders are placed in each region. In the following definition, PZ denotes the power set of Z.
Definition 1 (Howse et al. [11] ). A unitary spider diagram, d 1 , is a quadruple /C,Z,ShZ,SIS where: The abstract syntax of the diagram d 1 in Fig. 3ai 
Formally, the semantics of spider diagrams are modelbased: a model is an assignment of sets to contour labels that agrees with the intended meaning of the diagram. Our definition of an interpretation includes o as a strict total order on the universal set U. Whilst spider diagrams place no constraints on o , regular expressions are able to do so. Thus, the presence of o will be meaningful when we define models for words later in the paper.
Definition 3 (Delaney et al. [5] ). An interpretation is a triple I ¼ðU, o ,CÞ where U is a finite set, o is a strict total order over U and C : C-PU assigns a subset of U to each contour label. We extend C to zones and regions:
1. each zone, ðin,outÞ2Z, represents the set T The formal definition of a model for a unitary spider diagram differs, in presentation, from that in Howse et al. [11] because our interpretations contain a strict total order o. However, the relation o is irrelevant when determining whether an interpretation is a model for a diagram. Further, our definition closely mirrors the one given for constraint diagrams in [19] (constraint diagrams extend spider diagrams by adding more syntax). In any case, an interpretation is a model under our definition precisely when it is a model under the definition given in [11] . Therefore m is a model for d 1 3d 2 .
Word models
In order to discuss the language of a spider diagram, we associate sets of letters with contour labels, as first done in [5] , following Thomas' approach in [22] .W e illustrated this in Section 2 and we now formalise the approach using a function called a letter map. The letter map condition ensures that the spider diagram logic is capable of distinguishing each letter:
given any letter, a 2 S, there is a zone, z 2ðin,CÀinÞ, where lmðzÞ¼fag. Thus, a letter map establishes a one-to-one correspondence between zones that partition C and letters. We are, therefore, assuming 9S9 r2
9C9 . Further, when we consider letter map functions, we assume that they are extended to zones as defined above.
We define a function zone : S-fðin,CÀinÞ : in DCg by zoneðaÞ¼ðin,CÀinÞ where lmðin,CÀinÞ¼fag. Given such a correspondence between letters and zones, we define when an interpretation models a word. Definition 6. An interpretation I ¼ðU, o ,CÞ is a model for a word w ¼ a 1 a 2 ...a n if there exists a bijection, U, from the multi-set fa 1 ,a 2 , ...,a n g to U such that the following conditions hold:
1. Letter location condition. Each letter a i interprets an element in the set represented by the zone to which the letter a i is assigned: for each a i ,Uða i Þ2Cðzoneða i ÞÞ. Such an U is said to be valid. would not model any word since I has an element in the set CðQÞÀCðPÞ, in other words, there is an element in the set represented by the zone ðfQ g,fPgÞ, but lmðfQ g,fPgÞ ¼ |.
Consequently, given any word, w, no valid U can exist in this interpretation. Thus, in this section, we have demonstrated that a letter map function provides us with a link between the diagrams world and the formal language world. From this point forward we assume, in our theoretical exposition, that a particular letter map has been identified. Using a letter map, we are able to identify when interpretations model words. In the next section, we use models to define the language of a spider diagram, given a letter map.
The language of a spider diagram
A spider diagram, D 1 , defines a language, L 1 , if the model set of D 1 equals the model set of L 1 ; the models of L 1 are precisely those that model each of its words. Since spider diagrams place no constraint on o, it naturally follows that they place no constraints on the order of letters in words; hence, their languages are commutative.
For illustrative purposes, let S ¼fa,b,c,dg, C ¼fP,Q g and a letter map defined by lmðPÞ¼fa,bg and lmðQ Þ¼fb,cg. The interpretation m ¼ðU, o ,CÞ where U ¼f1,2,3g, o is the natural order over U, CðPÞ¼f1g and CðQÞ¼f2,3g is a model for d 1 in Fig. 3a and is also a model for the word acc. Therefore, the word acc is in the language of d 1 . We now use some key results from the literature [18] to characterise precisely the languages of spider diagrams: every spider diagram is semantically equivalent to a disjunction of unitary spider diagrams, each of which is ? or 1. contains all of the contour labels in C, 2. has no missing zones, and 3. has only spiders placed in single zones.
Thus, we can identify the class of languages defined by spider diagrams by analysing diagrams in this disjunctive normal form (DNF). We note that a single unitary diagram meeting the above 'DNF' conditions is itself a diagram in DNF. Since unitary diagrams in DNF have only spiders with single zone habitats, to aid our exposition, we will abuse notation by abbreviating ZðsÞ¼fzg to ZðsÞ¼z.
Diagrams with no language
Whether any given diagram defines a language depends on the letter map chosen. This is because a letter map need not assign letters to all zones. If this is the case then there are interpretations that do not model any word but these interpretations model diagrams. We use Fig. 10 to illustrate when diagrams define languages. Suppose that S ¼fa,b,cg, C ¼fP,Q g and a letter map is defined as illustrated in d 1 . Thus, the zone ð|,fP,Q gÞ does not contain any letter. The diagram d 2 defines the language S n , since all of its models also model words, and every word model also models d 2 . However, the diagram d 3 does not define any language. The spider placed in the zone ð|,fP,Q gÞ forces this zone to represent a non-empty set in any model. Such a model cannot satisfy any word due to the lack of a letter assigned to this zone. Although the diagrams d 4 and d 5 are not in DNF, they provide some insights into the subtlety of this issue. The diagram d 4 forces all elements to be in P and defines the language fa,bg*. However, the diagram d 5 does not define a language. Whilst the element represented by the spider could correspond to a letter c in a word, since lm(P) does not include c, the diagram has models where there are elements that are not in P or Q; such models for d 5 do not model words. Our results in this section are presented for diagrams in DNF for simplicity.
In the unitary case, a spider diagram, d 1 , in DNF defines a language if and only if the zones, z, for which lmðzÞ¼|, are shaded and have no spider in them. To prove that this characterisation does indeed identify those unitary diagrams in DNF that define languages, we make use of the following lemma, obtained from results in [11] . 
It is straightforward to show that I models d 1 where a valid mapping, f, of spiders to universal set elements simply maps them to themselves (that is, f is the identity map). But f ðsÞ2CðzÞ, so we deduce that zoneða i Þ¼z (again using Lemma 1), giving a contradiction. Hence, in either case we have derived a contradiction so the two conditions must hold. For the converse, suppose that the two conditions hold for each z in d 1 . We must show that d 1 defines a language. Let I ¼ðU, o ,CÞ be a model for d 1 . It is sufficient to show that I models a word. To construct such a word w ¼ a 1 ...a n where 9U9 ¼ n,s i m p l yd e fi n ea i to be the letter such that Cðzoneða i ÞÞ contains the ith element of U under o .I ti s straightforward to show that I models w. &
Diagrams that define languages
For diagrams that do define languages, we will now proceed to classify those languages. First, we will establish that the defined languages are all commutative and star-free. We will then proceed to show that they are finite unions of shuffle products of languages K and G n where K is a finite commutative language and G is a finite set of letters. 
Commutative and star-free languages
Spider diagrams are unable to specify any order information. From this it follows, intuitively, that the language of a spider diagram is commutative. Moreover, Thomas [22] Let M be the set of interpretations that model D 1 . Then M is the set of models for a sentence in MFOL½¼ [20] . Furthermore M is the set of models for a star-free regular language as each star-free regular language definable in MFOL½ o [22] . Thus, as MFOL½¼ D ! MFOL½ o , the language of D 1 is star-free. Therefore, the language of D 1 is both commutative and star-free. &
Shuffle products
For a unitary diagram, d 1 , we will now define Kðd 1 Þ to be the set of words derived from the spiders in d 1 , and Gðd 1 Þ to be the set of letters arising from the non-shaded zones, as illustrated in Section 2. Given lmðPÞ¼fa,bg and lmðQ Þ¼fb,cg over the alphabet S ¼fa,b,c,dg, we note that for a diagram containing only shading, such as that in Fig. 11 
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n , the following lemma shows that any language of the form Kðd 1 Þ Gðd 1 Þ n is a subset of the language of that unitary spider diagram.
Consider d 7 in Fig. 12b . Here Kðd 7 Þ¼fbbg and Gðd 7 Þ¼fa,c,dg.
Given w 2 k g,k 2 Kðd 7 Þ,g 2 Gðd 7 Þ n , we show that an interpretation m that models w is a model for d 7 
Then there exists
n such that w 2 k g. Since k 2 Kðd 1 Þ there exists k : Sðd 1 Þ-S that maps spiders to letters in a manner that respects lm. In particular, without loss of generality, k ensure that kðs i Þ¼k i and fkðs i Þg ¼ lmðZðsÞÞ, where Þ¼fs 1 ,s 2 , ...,s x g; from this it follows that zoneðk i Þ¼ Zðs i Þ. We show that any model, m ¼ðU, o ,CÞ, for w also models d 1 . Suppose w ¼ a 1 a 2 ...a n then choose a valid U from fa 1 ,a 2 , ...,a n g to U.
1. The missing zones condition holds as d 1 is in DNF and, therefore, has no missing zones. 2. Define f : Sðd 1 Þ-U such that, for each s 2 Sðd 1 Þ by f ðsÞ¼fUðkðsÞÞg. We now show that f is valid. 
Consider K ¼fab,ba,cd,dc,abbg and G ¼ S. We partition K into K 1 ¼fab,bag,K 2 ¼fcd,dcg and K 3 ¼fabb,bab,bbag and, as in Lemma 5, create d 8 ,d 9 and d 10 , depicted in Fig. 13 , such that Lðd 8 Þ¼K 1 G n ,Lðd 9 Þ¼K 2 G n , and Fig. 13 . Spider diagrams constructed from an arbitrary K and G.
The next theorem takes a finite commutative language K and a set of letters, G, and shows that their shuffle product is the language of a compound diagram. 
Theorem 5 is extended to consider finite unions of Proof. By Theorem 5, for each
& To conclude this section, from Theorems 2 and 6 we have the following corollary. In the next section we show all commutative star-free language are of this form.
Characterisations of commutative star-free languages
In this section, we show that a language is commutative and star-free if and only if it is a finite union of languages of the form K G n , where K is a finite commutative language and G is a finite set of letters. This is similar to Higman's characterisation of the shuffle ideal languages [8] . We consider minimal finite automata that accept commutative star-free languages, such as A in Fig. 14. We show that such an automaton can be decomposed into n automata A 1 , ...,A n where n is the number of final states in A and the union of the languages of the component automata is the language of A. Moreover, each A i has a single final state. Given each A i , such as A 1 in Fig. 14 , we show that a finite commutative language, K, and a set of letters, G, may be extracted from minðA i Þ where LðA i Þ¼K G, as demonstrated in Section 2. In order to determine the set G we will use Proposition 1 given in Section 3, which states that for a minimal automaton accepting a star-free language the graph minðAÞ9 a ,a 2 S contains no non-trivial cycles. We show any letter occurring on a cycle in minðA i Þ from which we can reach the final state, also occurs on a trivial cycle at the final state of minðA i Þ. The set G contains precisely the letters occurring on trivial cycles at the final state.
We begin with a restatement of the fact that the language of an automaton is the union of the sets of words accepted at each final state.
..,f n gS be a minimal finite automaton accepting a commutative star-free language L and A 1 ,A 2 , ...,A n be decomposed automata where
Proposition 2 is used in the proof of the following theorem in order to show each A i accepts a commutative language. The property states that u $ L v if and only if for each q 2 Q it is the case that d n ðq,uÞ¼d n ðq,vÞ. Moreover, it is possible to construct an epimorphism from the syntactic monoid, 
We first prove that f is well-defined by showing that if and A i then we have gðqÞagðq 0 Þ. Obviously, the function g is surjective.
As stated in Proposition 2, given any u and v in S 
Since L is commutative and star-free we know that M is commutative and aperiodic. Furthermore, as f : M-M i is an epimorphism, M i is commutative and aperiodic. Hence, by Property 3, L i is commutative and star-free.
We now proceed to derive results on automata with single final states. Since minimizing automata does not introduce any new final states, without loss of generality we can proceed by considering only minimal automata. In the previous section, for each unitary diagram d 1 ,inDNFwe defined a finite commutative set Kðd 1 Þ and a set of letters Gðd 1 Þ such that LðdÞ¼Kðd 1 Þ Gðd 1 Þ.W en o wd e fi n eKðAÞ and GðAÞ as analogous sets derived from the automaton A. Definition 10. Let A ¼ /Q ,S,d,q 0 ,ff gS be a finite automaton accepting a commutative star-free language. We define KðAÞ to be the set of words accepted by A where no cycle is followed.
In Fig. 14 , KðminðA 1 ÞÞ ¼ fag and KðminðA 2 ÞÞ ¼ fab,bag, both of which are commutative. Definition 11. Let A ¼ /Q ,S,d,q 0 ,ff gS be a finite automaton accepting a star-free commutative language. We define GðAÞ to be fa 2 S : ðf ,a,f Þ2dg.
In Fig. 14 , GðminðA 1 ÞÞ ¼ fag and GðminðA 2 ÞÞ ¼ fa,bg. The language of automata A is commðKðAÞÞ GðAÞ n , where comm(X) denotes the commutative closure of X. This is established in Theorem 9 using the following key lemma: Then, for any n Z 0, u Á w n Á v 2 L by traversing, c, n times. We choose n 49Q 9. The word w n p ¼ a n 1 a n 2 ...a n k is a permutation of w n and, as L is a commutative language
Then A must contain a cycle c a k exercised by a word containing only the letter a k , as the postfix a k n of w p n is longer than the number of states in A.F u r t h e r m o r e ,b y Property 1, the cycle c a k is trivial. Then we can rewrite (3) as Proof. Let w be in the language of A. We show w 2 commðKðAÞÞ GðAÞ n .I fw exercises a path that gave rise to a word in KðAÞ or some permutation of w exercises such a path then w 2 commðKðAÞÞ, establishing the result. Otherwise, w exercises a path that includes at least one cycle. Let w ¼ u 0 v 1 u 1 ...u nÀ1 v n u n where each v i is a word that exercises a cycle c i in A and k ¼ u 0 u 1 ...u n 2 K. Reorder the letters in w so that we obtain a word of the form kx so kx ¼ kv 1 v 2 ...v n . Then each letter in x arises from a letter on a transition in each c i . Therefore, each such letter is in GðAÞ. Hence kx is in commðKðAÞÞ GðAÞ n .
That is, a permutation of w is in K G n .A scommðKðAÞÞ is commutative it follows that commðKðAÞÞ GðAÞ n is commutative (so w 2 commðKðAÞÞ GðAÞ n Þ. Proof. That 3 ) 4 is shown in Theorem 10 and 4 ) 3i s shown in Corollary 1. The proof of 431 is given by Theorems 4 and 5. Stapleton proved that for all sentences in monadic first-order logic with equality there exists a spider diagram with the same set of models and viceversa [20] . Therefore, by our definition of the language of a diagram 132.
Related work and discussion
The literature concerning star-free regular languages provides a syntactic characterisation, a logical characterisation and an algebraic characterisation of the language class. Using the syntactic characterisation, as we have seen, star-free regular languages can be defined using a star-free regular expression. This syntactic approach has led to the definition of infinite hierarchies that characterise the class of star-free regular languages. One such infinite hierarchy, the so-called dot-depth hierarchy [1] , can be syntactically defined using the empty language and the complement of the empty language as the base cases. The base cases are referred to as level 0 of the hierarchy. Level n þ 1 2 of the hierarchy (n Z0) is the Boolean closure of level n and level n þ 1 of the hierarchy is defined using a closure involving the concatenation of languages at level n þ 1 2 of the hierarchy. Thomas [22] proved that languages in the class of starfree regular languages are exactly those which are defined by sentences in monadic first-order logic of order. In that paper, Thomas shows that the level at which a star-free language, L, first appears in the dot-depth hierarchy is the same as the minimum number of quantifier alternations in an MFOL[ o ] sentence, S, in prenex normal form that defines L. For instance, a language L definable by such an S drawn from ( n 8 n will first appear at level two in the hierarchy.
Using an algebraic approach to defining regular languages [15] , Schützenberger [16] proved that the syntactic monoid of a star-free regular language is finite and aperiodic. Eilenberg [6] extended these results to consider varieties of finite monoids, and established a correspondence between varieties and well known subclasses of regular languages. More recently, Eilenberg's variety theorem has been extended to consider ordered monoids [14] . In our work, we have used these results in establishing that spider diagrams define commutative star-free regular languages as the syntactic monoid of the language defined by a spider diagram is commutative.
Shin [17] and Stapleton et al. [11] , amongst others, have examined the expressiveness of diagrammatic logics. In Shin's case, she showed that Venn-II (a logic based on Venn diagrams) is exactly as expressive as monadic first-order logic, MFOL. Stapleton et al. showed that spider diagrams are exactly as expressive as monadic first order logic with equality, MFOL [ ¼] . In each case, the proof strategies begin by establishing that for every diagram there is a semantically equivalent sentence in the corresponding logic by providing a syntactic translation. Thereafter, every sentence in the corresponding logic is established to be semantically equivalent to a diagram. In the Venn-II case, this strategy involves defining syntactic translations from MFOL to Venn-II. However, in the spider diagram case, a model theoretic analysis is conducted of MFOL[ ¼] sentences in order to prove that MFOL[ ¼] is no more expressive than spider diagrams. These proof techniques give us ways in which to view diagrams as sentences and vice versa. This means that we can use results from either paradigm and translate them to the other paradigm. For instance, we can now adopt theorem proving support developed for symbolic logics and utilise it for these diagrams to establish properties like semantic equivalence, as demonstrated in [23] .
The connections between formal language theory and diagrammatic logic, developed in this paper, are also of practical use when performing reasoning with diagrams. Given two diagrams d 1 and d 2 , Howse, Stapleton and Taylor's sound and complete reasoning system for spider diagrams can be used to determine semantic equivalence, but the algorithm to do so is computationally complex [11] ; the exact complexity has not been computed, but it is far from being polynomial. The results in this paper give us another, more efficient, route to decide whether two diagrams are semantically equivalent. Suppose an automaton Aðd 1 Þ was constructed such that Aðd 1 Þ accepts the star-free regular language defined by d 1 . An automaton Aðd 2 Þ may be similarly constructed. The classic Hopcroft algorithm [9] can be used to minimize each of Aðd 1 Þ and Aðd 2 Þ in Oðn log(n)), where n is the number of states in each automaton. The equivalence of minimal automaton can be checked in Oðn 2=5 Þ to decide whether d 1 is semantically equivalent to d 2 [10] .
Conclusion
The main contributions of this paper are the development of a formal framework within which we can study spider diagrams by investigating commutative star-free languages, and various characterisations of the expressiveness of spider diagrams derived from results concerning formal languages. In particular, we have presented various characterisations of the expressiveness of spider diagrams with respect to formal languages, specifically that they define precisely the languages definable by MFOL[ ¼], the star-free regular languages, and languages that are finite unions of languages of the form K G n where K is a finite commutative language and GDS.
This research was originally inspired by Thomas' paper on the definability of star-free languages in MFOL[ o] [22] . From the results in [20] , it immediately follows that sentences in MFOL[ ¼ ] are all semantically equivalent to MFOL[ o] sentences drawn from the set of sentences in prenex normal-form with alternating quantifier blocks ( n 8 n [ ( n [8 n ; one can obtain sentences in this form by converting spider diagrams in DNF to MFOL[ o ] sentences. Thus, as a consequence of the results in this paper, we can deduce that all commutative star-free languages are at level 2 of the dot-depth hierarchy, and may have appeared at level 1 or level 0. Indeed, we fully expect to be able to generalise results concerning spider diagrams in DNF to provide an effective procedure for determining the level in this hierarchy at which such a language first appears: spiders correspond to the presence of ( and shading corresponds to the presence of 8, so to derive a procedure one needs to produce a 'minimal' disjunctive normal form for spider diagrams.
Future plans also include the development of a diagrammatic logic with the expressive power of monadic second-order logic, begun in [3] which has previously been shown by Büchi to define the class of regular languages [2] .I n [3] the syntax of spider diagrams has be extended with an v operator, unlabelled curves and arrows. We believe that it may well be possible to derive new insights into the properties of regular languages via such a diagrammatic logic, akin to the results that we have presented in this paper. The different characteristics of the syntax of the various approaches to defining regular languages (using diagrams, finite automata, symbolic logics, and regular expressions) imply that the study of each can provide unique insight into properties of the others, as we have demonstrated in this paper.
