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Interoperabilität zwischen Bibliotheken ist seit Jahrhunderten eine 
unzureichend gelöste Schwachstelle, wenn es darum geht, Bibliotheken und 
ihre Inhalte miteinander zu verknüpfen. Gründe hierfür und für die daraus 
resultierende Versäulung liegen in unterschiedlichen Bibliothekspraktiken für 
die Beschreibung und Kuratierung von Metadaten. Diese Unterschiede ergeben 
sich insbesondere aus der Domäne, der Ressourcenstruktur, den 
unterschiedlichen Katalogisierungsregeln, der Anwendung unterschiedlicher 
Metadatenschemata, Ontologien und Vokabulare. Dank der Digitalisierung 
können Digitale Bibliotheken diese Versäulung von bibliothekarischen 
Datenquellen bis zu einem gewissen Grad mildern. Gleichzeitig entstehen 
jedoch weitere Herausforderungen, da mit der Digitalisierung von 
Bibliotheken, auch Erwartungen der Benutzer*innen an Zugänge zu nicht-
bibliothekarischen Datenquellen entstehen.  
 Parallel zur Etablierung des Konzepts einer „Digitalen Bibliothek“ gab es 
rasante Weiterentwicklungen in den Bereichen semantischer Technologien, 
Information Retrieval und künstliche Intelligenz. Im Kontext semantischer 
Technologien sind das semantische Web, Linked-Data und damit verbundene 
Technologien für persistente Identifikatoren von besonderer Bedeutung für 
diese Arbeit. Verfahren des Information Retrieval, wie Vektorraummodell und 
„Word Embedding“ können genutzt werden, um inhaltliche Ähnlichkeiten 
abzuschätzen. Im Themenfeld künstliche Intelligenz entwickelte spezielle 
Methoden für maschinelles Lernen haben einen Reifegrad erreicht, der ihren 
breiten Einsatz beschleunigte.  
 Die Anwendung und Kombination von semantischen Technologien, 
Verfahren des Information Retrieval und des maschinellen Lernens bilden den 
Ausgangspunkt für diese Dissertation. Im Spannungsfeld dieser drei 
Themenfelder der Informatik positioniert sich diese Dissertation, die sich als 
Ziel setzt, anwendungsorientierte Beiträge zur Verbesserung der 
Interoperabilität zwischen Digitalen Bibliotheken aber auch zwischen Digitalen 
Bibliotheken und nicht-bibliothekarischen Datenquellen zu leisten. 
 Die Idee ist es, mit ihrer Hilfe bibliographische Daten, also Inhalte von 
Bibliotheken, miteinander zu vernetzen und „intelligent“ mit zusätzlichen, 
insbesondere nicht-bibliothekarischen Informationen anzureichern. Durch die 
Verknüpfung von Inhalten einer Bibliothek wird es möglich, einen Zugang für 
Benutzer*innen anzubieten, über den semantisch ähnliche Inhalte 
unterschiedlicher Digitaler Bibliotheken zugänglich werden. Beispielsweise 
können hierüber ausgehend von einer bestimmten Publikation eine Liste 




Themenfeldern und aus verschiedenen digitalen Bibliotheken zugänglich 
gemacht werden. Darüber hinaus können sich Nutzer*innen ein breiteres 
Autoren-Profil anzeigen lassen, das mit Informationen wie biographischen 
Angaben, Namensalternativen, Bildern, Berufsbezeichnung, Instituts-
Zugehörigkeiten usw. angereichert ist. Diese Informationen kommen aus 
unterschiedlichsten und in der Regel nicht-bibliothekarischen Quellen. Um 
derartige Szenarien Realität werden zu lassen, verfolgt diese Dissertation zwei 
Ansätze.  
 Der erste Ansatz befasst sich mit der Vernetzung von Inhalten Digitaler 
Bibliotheken, um auf Basis zusätzlicher Informationen für eine Publikation 
semantisch ähnliche Publikationen anzubieten. Dieser Ansatz verwendet 
publikationsbezogene Metadaten als Grundlage. Die verknüpften Begriffe 
zwischen verlinkten offenen Datenrepositorien/Thesauri werden als wichtiger 
Angelpunkt betrachtet, indem Unterbegriffe, Oberbegriffe und verwandten 
Konzepte über semantische Datenmodelle, wie SKOS, berücksichtigt werden. 
Methoden des Information Retrieval werden angewandt, um v.a. 
Publikationen mit hoher semantischer Verwandtschaft zu identifizieren. Zu 
diesem Zweck werden Ansätze des Vektorraummodells und des „Word 
Embedding“ eingesetzt und vergleichend analysiert. Die Analysen werden in 
Digitalen Bibliotheken mit unterschiedlichen thematischen Schwerpunkten 
(z.B. Wirtschaft und Landwirtschaft) durchgeführt. Durch Techniken des 
maschinellen Lernens werden hierfür Metadaten angereichert, z.B. mit 
Synonymen für inhaltliche Schlagwörter, um so Ähnlichkeitsberechnungen 
weiter zu verbessern. Zur Sicherstellung der Qualität werden die beiden 
Ansätze mit verschiedenen Metadatensätzen vergleichend analysiert wobei die 
Beurteilung durch Expert*innen erfolgt. Durch die Verknüpfung verschiedener 
Methoden des Information Retrieval kann die Qualität der Ergebnisse weiter 
verbessert werden. Dies trifft insbesondere auch dann zu wenn 
Benutzerinteraktion Möglichkeiten zur Anpassung der Sucheigenschaften 
bieten.  
 Im zweiten Ansatz, den diese Dissertation verfolgt, werden 
autorenbezogene Daten gesammelt, verbunden mit dem Ziel, ein umfassendes 
Autorenprofil für eine Digitale Bibliothek zu generieren. Für diesen Zweck 
kommen sowohl nicht-bibliothekarische Quellen, wie Linked Data-
Repositorien (z.B. WIKIDATA) und als auch bibliothekarische Quellen, wie 
Normdatensysteme, zum Einsatz. Wenn solch unterschiedliche Quellen 
genutzt werden, wird die Disambiguierung von Autorennamen über die 





bietet sich ein algorithmischer Ansatz für die Disambiguierung von Autoren 
an, der Normdaten, wie die des Virtual International Authority File (VIAF) 
nachnutzt.  
 Mit Bezug zur Informatik liegt der methodische Wert dieser Dissertation in 
der Kombination von semantischen Technologien mit Verfahren des 
Information Retrievals und der künstlichen Intelligenz zur Erhöhung von 
Interoperabilität zwischen Digitalen Bibliotheken und zwischen Bibliotheken 
und nicht-bibliothekarischen Quellen. Mit der Positionierung dieser 
Dissertation als anwendungsorientierter Beitrag zur Verbesserung von 
Interoperabilität werden zwei wesentliche Beiträge im Kontext Digitaler 
Bibliotheken geleistet: (1) Die Recherche nach Informationen aus 
unterschiedlichen Digitalen Bibliotheken kann über einen Zugang ermöglicht 
werden. (2) Vorhandene Informationen über Autor*innen werden aus 












Interoperability between libraries has been for centuries an insufficiently solved 
limitation when it comes to linking libraries and their contents. The reasons for 
this and the resulting isolation are the different library practices for describing 
and curating metadata. These differences arise in particular from the domain, 
resource structure, different cataloging rules, the use of different metadata 
schemas, ontologies and vocabularies. Thanks to digitization, digital libraries 
can to some extent mitigate the isolation of library resources. However, at the 
same time, further challenges arise as the digitization of libraries also raises user 
expectations of access to non-library data sources. 
 Parallel to the establishment of the concept of a "digital library", there have 
been rapid developments in the fields of semantic technologies, information 
retrieval and artificial intelligence. In the context of semantic technologies, the 
semantic web, linked data and related technologies for persistent identifiers are 
of particular importance for this work. Information retrieval techniques, such 
as Vector Space Models and Word Embedding, can be used to estimate content-
based similarities. Special methods for machine learning developed in the field 
of artificial intelligence have reached a level of maturity that has accelerated 
their widespread use. 
 The application and combination of semantic technologies, information 
retrieval and machine learning methods form the base for this dissertation, 
which is positioned in the area between these three fields of computer sciences. 
The goal of this dissertation is to make application-oriented contributions to 
improve the interoperability between digital libraries, but also between digital 
libraries and non-library data sources.  
 The idea is to use make use of these three fields to crosslink bibliographic 
data, i.e., library content, and to enrich it "intelligently" with additional, 
especially non-library, information. By linking the contents of a library, it is 
possible to offer users access to semantically similar contents of different digital 
libraries. For instance, a list of semantically similar publications from 
completely different subject areas and from different digital libraries can be 
made accessible. In addition, the user is able to see a wider profile about 
authors, enriched with information such as biographical details, name 
alternatives, images, job titles, institute affiliations, etc. This information comes 
from a wide variety of sources, most of which are not library sources. In order 





 The first approach is about crosslinking digital library content in order to 
offer semantically similar publications based on additional information for a 
publication. Hence, this approach uses publication-related metadata as a basis. 
The aligned terms between linked open data repositories/thesauri are 
considered as an important starting point by considering narrower, broader, 
and related concepts through semantic data models such as SKOS. Information 
retrieval methods are applied to identify publications with high semantic 
similarity. For this purpose, approaches of vector space models and "word 
embedding" are applied and analyzed comparatively. The analyses are 
performed in digital libraries with different thematic focuses (e.g. economy and 
agriculture). Using machine learning techniques, metadata is enriched, e.g. 
with synonyms for content keywords, in order to further improve similarity 
calculations. To ensure quality, the proposed approaches will be analyzed 
comparatively with different metadata sets, which will be assessed by experts. 
Through the combination of different information retrieval methods, the 
quality of the results can be further improved. This is especially true when user 
interactions offer possibilities for adjusting the search properties. 
 In the second approach, which this dissertation pursues, author-related data 
are harvested in order to generate a comprehensive author profile for a digital 
library. For this purpose, non-library sources, such as linked data repositories 
(e.g. WIKIDATA) and library sources, such as authority data, are used. If such 
different sources are used, the disambiguation of author names via the use of 
already existing persistent identifiers becomes necessary. To this end, we offer 
an algorithmic approach to disambiguate authors, which makes use of 
authority data such as the Virtual International Authority File (VIAF). 
 Referring to computer sciences, the methodological value of this 
dissertation lies in the combination of semantic technologies with methods of 
information retrieval and artificial intelligence to increase the interoperability 
between digital libraries and between libraries with non-library sources. By 
positioning this dissertation as an application-oriented contribution to improve 
the interoperability, two major contributions are made in the context of digital 
libraries: (1) The retrieval of information from different Digital Libraries can be 
made possible via a single access. (2) Existing information about authors is 
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The introduction of the thesis begins by highlighting the motivation and 
problem statement. Afterward, in Section 1.2 the scientific contributions are 
presented, followed by the list of publications in Section 1.3. Section 1.4 
outlines the structure of the thesis, by introducing each chapter.  
 
 
1.1  Motivation   
 
Traditionally, libraries provide the basic information infrastructures for 
scholarly communication. As mentioned in [Borg90] and [KlMc99], since 
the beginning of the 90s, electronic scholarly communication has captured 
the imagination of many scholars. The era of digitalization emphasized 
their role in this process, but at the same time, requirements and 
expectations of services provided by them increased. Thus, libraries are not 
considered anymore only as a place for finding a particular piece of 
information, but a place where the required information would be enriched 
with various data from different places and domains, and lead us to further 
insights. We would like also to point out to the fact that there is a growing 
trend of repositories published as linked open data (LOD), WIKIDATA is 
just one such example that prominently has served as a hub to gather 
context information for scientific publications and authors. 
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 Consequently, rather than navigating into the webspace, i.e., several 
Digital Libraries (DLs) or non-library sources for interlinking relevant 
information and getting more comprehensive information, the scholar may 
use a single interface in a preferred DL for that purpose. Hence, a DL would 
provide automated services for integrating data from various sources and 
offer scholars the possibility to adjust, tune and filter the data through 
various facets for further insights and discoveries. In such a case, DLs have 
successfully managed to adapt to these challenges by improving the 
utilization of resources from different perspectives, such as quality of 
services, system performance and user experience [GaGF10, HFCH12, 
Xie06]. Even so, there is still an evident gap between the demand and 
supply of DL services to support scholarly use cases [Than16]. 
  Some of these elements that create that gap are related to information 
retrieval, i.e., recommending semantically related articles (e.g., publications 
with similar content) based on a preselected publication or set of concepts. 
The current practices of recommending related articles to a preselected one 
are mostly based on text matching and word frequencies rather than word 
relatedness or semantic similarities. As an example, for the publication 
titled “Food prices and political instability” the list of retrieved publications 
consists of articles where its terms appear in the indexed metadata (i.e., title, 
abstract, full text, keywords). However, many more publications that are 
closely related to this will be completely invisible or ranked far below the 
top publications. This is because the intersections of the metadata terms 
usually result in an empty set, and there is an inability to identify 
relatedness among terms such as energy, water or fuel by considering the 
word food. Chapter 6, respectively sections 6.2 and 6.3, presents scenarios 
and approaches to tackle this particular challenge. 
 The task becomes even more complex if we are interested to retrieve 
semantically similar publications from several DLs that belong to different 
domains. Typically, specialized scientific DLs hold domain-specific 
information such as economics, social sciences, computer sciences, or 
agronomics, make it difficult to search across various domains. For 
example, would a scholar need literature from economics and agriculture, 
he or she would have to access two different DLs, relying on the heuristic 
manner, which often requires step-wise or extensive navigations through 
the affected DLs. Achieving interoperability by crosslinking publications 




from different repositories is still an open field of research when the 
interconnection between different domains is tackled [Dors17, Jacs05].  
 The current practices of Google Scholar, BASE - Bielefeld Academic 
Search Engine, Mendeley or Semantic Scholar from AI2, and many more 
discovery systems that achieve to integrate and index hundred millions of 
metadata sets from different libraries, are impairing the barriers by fading 
the isolation aspect of repositories. However, challenges such as 
crosslinking resources1, i.e., scientific publications with an assured degree 
of semantic similarity remain even today. That issue certainly presents a 
complex process of lexical or string matching, mostly due to the diversity 
of ontologies and metadata vocabularies used for describing resources 
[JJHY12]. Hence, retrieving and recommending publications from these 
repositories continues to rely on the metadata terms rather than on 
vocabulary, i.e., thesauri alignments between repositories.  
 The usage of linked open data, i.e., the aligned concepts between 
repositories, can be seen as hope for breaking down the heterogeneity 
among repositories. Linked Data (LD), as a way to publish data in a 
structured format, has achieved to enhance the meaning and usability of 
data by establishing interlinks between them, across repositories. 
Therefore, in addition to the links between the documents, the links 
between the data, in even the finest granularities, make it possible not only 
for people but also for machines to query and create knowledge of the data. 
This empowers the usage of ontologies as models for formal representation 
of taxonomies, classifications, and relations among the data, concepts, or 
entire entities. Hence, nowadays there are several such vocabularies 
designed for various data descriptions, such as Friend Of A Friend (FOAF) 
for people in social networks, Dublin Core (DC) for digital resources, 
Simple Knowledge Organization System (SKOS) for representing KOS on 
the LD, etc. Given the recommendations for the use of existing vocabularies, 
in contrast to the creation of new vocabularies within the repositories, it 
affects the reduction of heterogeneity and the increase of interconnection 
between them. Chapter 3 provides more details about linked data and 
semantic technologies. In addition, the introduction of LOD emphasized 
even more the role of thesauri, especially in the mapping process, i.e., 
                                                          
1 Appendix A1.1 provides a definition of the “resource”. 
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aligning together concepts from different repositories that bear the same 
meaning. In this way, the concept “Inflation” from the STW thesaurus 
[Stw17] is mapped to several other thesauri/vocabularies (WIKIDATA, 
AGROVOC, TheSoz, DBpedia, GND, JEL). As a result, each publication 
described by the STW concept is connected to all the other publications 
where descriptions from mapped KOSs are used. By considering the SKOS 
navigating hierarchy with the related, broadened, or narrowed concepts, 
the interconnection of concepts becomes more inclusive. Section 6.1 
provides more details in regard to our approach to the application of 
thesauri and term alignments.  
 In the process of generating recommendations, namely finding related 
publications for a selected publication, the combination of terms from 
metadata has a decisive role. In discovery systems, we are indeed dealing 
with an enormous amount of data, but what emerges is the lack of 
functionalities for making refinements and adjustments of particular 
metadata components in order to narrow down the results. For example, 
by considering Google Scholar, there is an evident limitation in the number 
of facets for further filtering and thesauri - or disciplinary based - searches. 
Moreover, if we are interested in emphasizing or diminishing the role of a 
particular concept during the search, then it becomes even more difficult. 
Let us assume that we have found an interesting publication in our favorite 
DL, entitled "Globalization, brain drain and development". If we prefer to 
get a list of recommended publications related to "brain drain" rather than 
"globalization", such adjustments are very necessary.  
 Referring to current search practices, when a new search is initiated or 
expanded in a DL, it is principally based on keywords, i.e., the user input 
of terms for articulating the query. Thus, the effort of the user to choose the 
right terms is excessive and may be iterative.  Hence, we are proposing an 
automatic approach for extending or enriching the provided terms with 
concepts from controlled vocabularies, including terms generated by 
machine learning techniques, in a way to facilitate the searching process 
and reduce the mental workload. Moreover, such enrichments may lead to 
further discoveries, thus finding publications that may be in your interest 
in an unintended manner. Such approaches, by proposing specific cases, 
are set out in section 6.4. 




 Another very important element, which is evident almost in every DL, 
deals with the exact identification of publications that belong to a particular 
author. Hence, relying only on the author’s name it is very difficult to 
harvest all the research output of a given author from a particular 
repository. Even more, this can be considered as impossible if we attempt 
different repositories. What makes the process challenging is the 
appearance of an author with different name alternatives, inside one or 
across repositories. Moreover, by considering the probability of having 
different authors with the same name, the complexity becomes obvious. 
Therefore, crosslinking information based on a particular author or co-
authorship relation has to require the author disambiguation and the 
application of already known persistent identifiers. Currently, there are 
many efforts in that direction, by crosslinking and extending author 
identifiers. Such an example is the FREYA project for interconnecting 
identifiers in a way to improve the interoperability of data [WiFe18]. The 
Scholia Web service, for generating on-the-fly scholarly profiles, with 
several other functionalities such as co-author, topic and citation graphs, is 
another promising use case [NiMW17]. The Scholia Service collects the data 
by querying the WIKIDATA SPARQL endpoint, hence the community 
input can be of significant importance.   
 The application of such identifiers already is part of several DLs. Based 
on what we have observed, the level and quality of their deployments, i.e., 
author disambiguation, is different. Thus, in several cases, DLs are facing 
an entirely ambiguous author set, which means none of the authors are 
identified with any type of a local or global identifier. Therefore, the only 
possibility for retrieving author’s research output relies on her/his name, 
and that typically results in very low precision. In other DLs, merely a part 
of the collection contains identifiers for authors. Such a partial 
disambiguation state currently is evident at EconBiz2. Thus, from a total of 
around 10 million bibliographical records, i.e., publications, there are 
around 500 000 authors that are identified with a persistent identifier (GND 
ID in this case). Concerning the rest of the authors, an additional clustering 
and disambiguation process must be followed. Accordingly, we have 
proposed an approach, as presented in section 7.2, that can be applied in 
                                                          
2 https://www.econbiz.de 
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either entirely or partially ambiguous environments, assigning a globally 
known persistent identifier to authors, such as VIAF ID. 
 Thus, by having a persistent identifier, we can not only generate a 
reliable list of publications that surely belong to that author, but an 
extended profile can also be created by attaching different library and non-
library resources, based on the LD approach. Having in mind the potential 
of WIKIDATA, it can serve also as a hub to extend the list of identifiers. The 
outcomes of such enrichment and profile generation are described in 
section 9.2. 
 
 The achievement of such interoperability among DLs by crosslinking 
publications, authors and other related data would facilitate scholarly 
communication, scientific findings, knowledge retrieval, and 
representation. Starting from a single point of access, a scholar would be 
able to find publications and authors, previously enriched with additional 
information, from different repositories. 
 
 
1.2  Overview of Approaches and Contributions 
 
The work presented here focuses on the process of crosslinking scientific 
publications stored in a specific repository with related data, such as 
publications, author information, correlations with other authors, 
information about conferences, events, etc. For this purpose, the thesis 
pursues two ways of retrieving the most relevant information from the 
targeted repositories3, which will be explained below. Both crosslinking 
approaches start from one repository of a DL. While in the first case the 
crosslinking process begins based on publication-centered metadata, the 
second takes the author metadata as its point of departure. The process then 
proceeds by interlinking information among several repositories. 
 Following the first approach, the content of repositories published based 
on the semantic web technology stack, such as bibliographic linked open 
data and authority linked open data repositories [BHIB08], are among the 
                                                          
3 Appendix A.1 provides details about the meaning of “target repository”. 




first where the deployment of these strategies will be evaluated. By 
bibliographic repositories, we mean repositories that contain metadata 
about publications, books, authors, or any digital content. As authority 
repositories, on the other hand, we consider repositories that contain 
authority name information concerning persons, such as, name 
alternatives, cross references, useful for identifying and clustering an 
author. According to the first approach, the interlinking of scientific 
publications primarily relies on existing alignments of concepts between 
KOSs used to index resources in repositories. Regarding this idea, we define 
the first research question. 
 
RQ1.1. How could existing methods from information retrieval, relying 
on terms alignments, be extended or combined to retrieve similar 
publications from different repositories? 
 
The exploration of RQ1.1 investigates whether utilizing term alignments 
between repositories is helpful for retrieving semantically similar publications. 
Moreover, it emphasizes the role of thesauri in the source and target repository 
and the implications of not using thesauri. In order to answer this RQ, the thesis 
explores different scenarios on the basis of the experimental results and seeks to 
determine which one works best (for example, the use of alignments between 
repositories or thesauri for retrieving a preliminary subset of possibly similar 
publications).  
  Extending with similar publications from across repositories brings new 
challenges to the users. In this case, they face too many choices to select from – 
a situation of information overload – which needs to be addressed. In handling 
information overload-related challenges, we rely on the semantic similarity 
measure, data mining, and machine learning techniques. In Chapter 6, 
respectively in section 6.1, a detailed description of this question is given. 
 
RQ1.2. How can machine learning methods improve the quality of 
retrieved publications from different repositories? 
 
RQ1.2 implies that the application of the data approaches will be used to 
measure the semantic similarity or relatedness between publications retrieved 
from different repositories, especially from repositories of a different discipline 
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than the initial4 one. Namely, being in a DL of the economic domain, we will be 
able to retrieve publications from social, medical, or agronomic domains. Even 
so, the results generated by such measurements can serve us for the rankings of 
retrieved publications. For this purpose, we intend to follow two different 
approaches. Initially, we measure the similarity among publications in a very 
traditional way, by applying the algorithms for the Vector Space Model (VSM), 
and follow with the most comprehensive approach that is proclaimed today, 
namely the word embedding (WE) approach. Thus, the vector representation of 
words using neural networks, i.e., word embedding, is applied in the same 
context. Comparatively, the evaluation of both approaches will assess which one 
suits best in particular circumstances. The approaches are elaborated in sections 
6.2 and 6.3, while the assessments are part of chapter 8.  
  In order for the approaches above to apply and operate between 
publications, apart from the concepts between the alignments, it will be 
necessary to include more information, i.e., the metadata of publications. For 
this reason, the inclusion and the selection of different elements from the data 
that describe a publication is a significant factor. As a result, the question that 
naturally follows is: 
 
RQ1.3. What methods from text mining and natural language processing 
should be extended, combined or adapted, to determine the key terms of 
a publication which are suited for a semantic similarity between 
publications? 
 
The outcome of this question is of particular importance as it is a prerequisite 
for applying other approaches, especially data mining-related approaches. More 
details of this point are given in section 6.2.1. 
 Another issue that can be addressed at this point is the use of linguistic 
thesauri, such as WordNet, which contains an extension of terms and their 
respective synonyms. Therefore, we are interested to figure out the implication 
of external resources, such as WordNet synonyms, for particular terms in the 
existing set of data, for improving the similarity degree among initial and 
retrieved publications. 
 Given all these approaches and components, we intend to propose an 
applicative solution that could include all of this in a single interface. 
 
                                                          
4 Appendix A1.1 provides details about the meaning of “initial repository”. 




  Starting from the goal to generate and enrich author profiles with data 
not found in the initial repository5, our approach propagates crosslinking 
author information with library and non-library resources from several 
repositories. Thus, the scholar would be able to find in one place additional 
publications, co-authors, biographical, and other information related to that 
author. To achieve this goal, the presence of persistent author identification 
attributes may be decisive for the accuracy and quality of the retrieved 
information. Therefore, the research question in this context is: 
 
RQ2.1. What methods to harvest author-related information exist, 
particularly for cases where the author does not have a unique global 
identifier? 
 
Name ambiguity is a real and persistent problem in the world of DLs. In many 
situations, we face the disambiguation challenge for authors with the same 
name, or when the name of an author is presented in different variations. 
Hence, in many cases, it is difficult or almost impossible to decide whether a 
particular research output belongs to a specific author or not. The presence of 
author identifiers somewhat alleviates this challenge. We address RQ2.1 in 
chapter 7, while the main outcomes of such interoperability are highlighted in 
chapter 9. In this RQ we consider two cases with regards to author 
identification: 
 
 In the absence of an identifier, harvesting author information from 
other repositories becomes more difficult, since we face author name 
ambiguity scenarios. Therefore, the process should go through the 
author name disambiguation workflow. 
 When the author in a DL or repository is identified with a global 
identifier such as GND, VIAF, RePEc, ORCID, and so on, finding and 
retrieving data from other repositories can be made with greater 
fidelity. However, the diversity of these factors also causes 
difficulties in the identification process. For example, in repository A 
the author can be identified with a GND identifier, while in 
repository B with a RePEc identifier. This requires us to extend the 
range of the identifiers to match the search with the identifier in the 
repository from where harvesting will take place.  
                                                          
5 Definitions of terms, such as initial and target repositories are given in Appendix A.1. 
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 Apart from examining different approaches for crosslinking 
publications and authors, the thesis contributes by analyzing and 
implementing several methods in the domain of information retrieval and 
recommender systems.  The application of these methods, by representing 
documents as VSM and the document vocabulary representations through 
Word Embedding (WE) methods, is done comparatively. In this way, 
through different scenarios, we emphasize the advantages and limitations 
of such methods, especially in regard to their applicability in the domain of 
DLs. We propose an integration and combination of several methods to 
improve the quality of the retrieved publications, i.e., getting the list of 
semantically related publications. In addition, the usage of external thesauri 
and concept alignments in the context of terms enrichment and further 
performance enhancement is applied. Concerning the user experience and 
evaluations, we have deployed an interface that integrates the proposed 
methods with the possibility of their adjustments and customization. 
 A distinct contribution is also given to the process of author 
disambiguation by proposing and applying an algorithmic approach to this 
purpose. The approach can operate in different environments, i.e., in 
partially or entirely ambiguous repositories, relying on services outside the 
repository, such as VIAF and WIKIDATA. Consequently, linking and 
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1.4  Chapters Structure 
 
This thesis is structured in four main parts and an appendix.  
 
Part I covers the foundations of the thesis, general information of the 
domain, terms and concepts, technologies, services, algorithms, and 
repositories used in this work. 
Chapter 2 presents an overview of Scholarly Communication with a 
particular focus on Digital Libraries (DL) and interoperability among 
resources.  
Chapter 3 highlights the Semantic Web Technologies and Linked Open 
Data (LOD), especially bibliographic repositories and thesauri offered 
as LOD. The alignments between these repositories are also elaborated. 
The presence of Integrated Authority files, such as VIAF or 
WIKIDATA, is considered as a hub for integrating and crosslinking 
authors. 
Chapter 4 gives details about Recommender Systems and techniques 
for measuring the semantic similarity degree among text corpora, 
starting with the classical Vector Space Model (VSM) and continuing 
with Word Embedding (WE) approach.  
 
Part II contains the main contribution for crosslinking or enriching 
scientific publications.  
Chapter 5 is dedicated to the main idea and followed approached for 
crosslinking and enriching a DL resource with other information. 
Details about the publication- or author-centered metadata are 
presented, on both sides, at the initial and targeted repositories.  
Chapter 6 explains the approach for crosslinking information 
regarding LOD Repositories. It begins by exploring the existing 
alignments among repositories, and continues by evaluating the text-
mining techniques for achieving improvements about the semantic 
measurements between resources. Two main approaches are followed 
for this purpose, the Vector Space Model through TF-IDF and Cosine 
Similarity, in comparison with the Word Embedding approach through 
Word2Vec. The chapter ends by introducing user interactivity for 
deploying both of them in a single search interface.  




Chapter 7 focuses on the approach for crosslinking information 
concerning author metadata. The presence of persistent author 
identifiers is of crucial importance, therefore WIKIDATA is considered 
as a hub for further expansions. In the absence of any identifiers, the 
process goes through author name disambiguation, where the usage of 
VIAF is considered. We introduce an algorithmic and formal approach 
for the author’s identification at VIAF. 
 
Part III is about the evaluation of implemented approaches.  
Chapter 8 gives and discusses results regarding the usage of LOD 
alignments and data mining methods for crosslinking resources. The 
application of the Vector Space model and Word Embedding approach 
is evaluated comparatively.  
Chapter 9 represents the results as the output of author-related 
information. In this chapter, discussions and outcomes are focused on 
enriching author data through identification, namely the author name 
disambiguation. 
Chapter 10 represents the related work. Related work is positioned at 
the end of the thesis for the following reasons. Initially, most of the 
approaches, methods, and algorithms mentioned in related work 
require a previous explanation of the problem as well as the context for 
what we are referring to. Hence, having it at the beginning may cause 
interruptions to the flow. Moreover, placing related work just before 
the conclusion interlinks the existing approaches with our summary 
and key findings. However, a considerable part of the related work is 
also cited in the relevant section in the corresponding chapters. 
 
Part IV represents the conclusion and future work. 
 
Chapter 11 concludes the thesis. 











































Libraries present the first and foremost source for scholarly 
communication. Traditionally, they provide the basic information 
infrastructures, the content and the metadata for sharing and discovering 
knowledge. They can be categorized as a primary source from where 
scholars are provided with resources. 
 
 
2.1  Digital Libraries 
 
During the era of digitalization, libraries have become an even more crucial 
primary source of scholarship, by increasing and simplifying the 
accessibility of resources [BoFu02, KlMc99]. According to Rowley and 
Hartley[RoHa17], a digital library can be viewed as a managed collection 
of digital information with associated services, accessible via network. 
Thus, at present, they can be categorized in different levels, such as 
national, institutional/university, or domain-specific libraries. For 
example, the German National Library (DNB), the Library of Congress 
(LoC) and the British Library (BL) represent examples of national DL for 
Germany, the US, and the UK, correspondingly. Furthermore, institutional 
repositories seize and preserve the research output of single or multiple 
institutions by providing a component that increases access to research and 
competition, brings economic relief, as well as reduces the monopoly 
character of power journals [Crow02]. At the same time, they can serve as 
indicators of a university’s quality, by increasing the visibility, status, and 
public value of the institution [Crow02]. Among the large number and 
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variety of such repositories, the Smithsonian/NASA Astrophysics Data 
System (ADS), Kyoto University Research Information Repository, MIT 
Institutional Repository, or the CERN Document Server, are the most 
popular at the moment. The open-source system DSpace is one of the most 
favorite platforms for developing and maintaining institutional repositories 
[TBSB03]. Finally, the Sterling Memorial Library at Yale University or the 
Baker Library at Harvard Business School are but few examples of 
institutional/university DLs. 
 The thematic division is quite common in the world of digital libraries. 
Therefore, nowadays there are several domain-specific DLs, such as 
economics, medical, social sciences, computer sciences, etc.  Such examples 
include the National Library of Medicine (NLM) in the United States, the 
German National Library of Medicine (ZBMed), Leibniz Information 
Centre for Science and Technology (TIB), etc. 
 The role of DL is undisputed in the overall scholarly communication 
process. With their global and simplified accessibility of resources, their 
usages bring a huge benefit for the community and scholars in particular. 
However, not always does the DL satisfy each scholar’s request. In some 
cases getting the most relevant and qualitative resources in a reasonable 
time using a DL can be challenging [ASWF14, BoFu02, Borg10, Than14].  
 Publications stored in a repository in most cases belong to a particular 
domain, described or cataloged according to predefined metadata schema, 
by trained professionals in the field of library/information sciences. This 
practice leads to some limitations in the search of literature from a specific 
field, based on the applied cataloging and indexing rules. Such that many 
studies are categorizing DLs as monolithic systems, where metadata 
describes the data rather than uses [Borg99, Tenn04]. Therefore, the MARC 
(MAchine-Readable Cataloging) format, with all its variations, does not 
offer almost anything considering the relationship between data, especially 
the data outside any repository [AlSR12, Tenn02]. 
 By triggering a publication in a particular DL, apart from the standard 
metadata used for describing that publication, the system can offer some 
metrics such as downloads, views, citations and a list of related publications 
stored in that repository. However, do scholars need more? What about 
related publications stored or indexed in different libraries, new author 
correlations and other important information for enriching that resource? 
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 The interoperability between DLs has been a central concern from the 
beginning of their creation. As it is mentioned in [PCWG98], researchers 
have been struggling with interoperability as one of the main features for 
achieving better recommendation results from digital libraries. 
 
 
2.2  Interoperability of Digital Library resources 
 
The role of the current DLs is more than evident; however, there are several 
directions where they lack to provide the needed service. One of the most 
obvious shortcomings is the need for a proper link between resources in 
different repositories, i.e., the visibility and accessibility of a resource stored 
in a repository from different DLs. As mentioned in the motivation part, 
repositories are considered as isolated silos. Therefore, it is almost 
impossible to harvest resources from different repositories with the same 
query formulation. The difficulty is mainly due to the diversity of 
ontologies and metadata vocabularies used for describing resources 
[JJHY12], including the domain-specific information. Searching through 
cross-disciplinary repositories (e.g. economics, agriculture, medicine) 
makes it necessary to perform a particular search in several places. All this 
is still very heuristic, and often requires step-wise or, as far as possible, 
simultaneous navigations through the affected DLs.  
 The interoperability among resources has been represented as a problem 
for many years [Bess02, Borg02, PCWG98, Shet99] and continues to be the 
subject of research until today [AgFS16]. Consequently, according to Agosti 
et al. [AgFS18], nowadays DLs started to be perceived as user-centered 
systems, versus the document-centric approach that was a characteristic of 
traditional libraries. Therefore, the vision of DLs changes in many aspects, 
where, among the others, the management of resources now is considered 
as a collaborative task. Thus, they managed to improve the utilization of 
resources from different perspectives, such as quality of services, system 
performance and user experience [GaGF10, HFCH12, Xie06]. Therefore, the 
isolating character of DLs must be something that needs to be overcome or 
at least minimized to the extent possible.  
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 The achievement of interoperability among DLs by crosslinking 
publications, authors and other related data would facilitate scholarly 
communication, scientific findings, knowledge retrieval and representation 
[Than14]. Starting from a single point of access, a scholar would be able to 
find resources, i.e., publications and authors, previously enriched with 
additional information from different (disconnected) repositories. 
 
 
2.3  Integrated Authority Files 
 
Researchers, i.e., author records, are part of several DLs and other services 
that index their published works. However, not all of them have adopted a 
unique way to represent an author's name. Therefore, the same author may 
be in different name variations inside or across several repositories and 
services, known as name synonyms. For example, William Nordhaus is 
represented with several spelling alternatives, such as W. D. Nordhaus, U. 
Nordchauz, W. Nordhaus, and Weilian Nuodehaosi. Besides, different 
authors may generate research outputs under the same names, i.e., name 
homonyms. This represents one of the main obstacles for linking authors' 
profiles between different repositories.  
 Nowadays, there are several efforts for generating authority profiles for 
aggregating and uniquely identifying resources and authors. 
Consequently, for each author, a particular profile is generated and a global 
persistent identifier is assigned. In this way, the interlinking process among 
these services would be simplified, especially if a particular repository 
(service) offers outgoing links to other repositories. Hence, the data 
exchange among repositories would be possible, and the profile of an 
author would be always up to date in all of them, smoothing out the effect 
of isolated repositories.  
 As most applicable approaches that are operating in the area of author 
disambiguation or used as a “hub” for retrieving accurate information from 
other repositories we emphasize: ORCID, VIAF, ISNI, VIVO, Google 
Scholar, Scopus, Mendeley, ResearchGate, Academia.edu, arXiv, Microsoft 
Academia.edu, ResearcherID, and OpenID. Some of these services, such as 
Academia.edu or ResearchGate, are more oriented to social networking 
among researcher communities. In such services, including several others, 
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i.e., ORCID, ISNI, RePEc, author contributions can be of huge impact for 
identifying themselves and their research outputs. Several other services 
are focused on completely automated approaches for clustering and 
disambiguating authors. Some of these approaches we have described in 
our previous paper [HaRT15], and with several supplementary details are 
presented as follows: 
VIAF - Virtual International Authority File hosted by OCLC (Online 
Computer Library Center, Inc.) is a service that virtually integrates multiple 
authority files from several national libraries into a single OCLC name 
authority service. VIAF began as a common project with the LoC, DNB BNF 
and OCLC [HiTo14, Loes11]. 
GND - The Integrated Authority File (GND-Gemeinsame Normdatei) 
is an authority file for persons, corporate bodies, conferences and events, 
geographic information, topics, and works. Above all, it is used for the 
cataloging of literature by libraries, but it also is increasingly deployed in 
archives, museums, projects, and web applications. It is operated 
cooperatively by the German National Library, all German-speaking 
library networks, the German Union Catalogue of Serials (ZDB) and 
numerous other institutions. Contributions to the GND are made either via 
the networks or in direct agreement with the German National Library. 
GND is one of the biggest contributors to the Virtual International 
Authority File (VIAF ), among the other national authority files [Dnb16]. By 
querying the offered dump files, currently, GND results to have 4 917 517 
differentiated persons. From that number, 4 896 088 (99.6%) contain VIAF 
ID in their authority records, while 5 836 have ORCID ID. 
ISNI - International Standard Name Identifier is a registry providing 
reliable identifiers for public identities including persons and 
organizations. Just these identifiers are considered as a key element for 
facilitating and making possible the data interlinking process among 
repositories, i.e. digital libraries. Similarly as VIAF, ISNI currently is 
maintained by OCLC. Even though their goals converge at a point, there 
are also changes in the way of organization and functioning. Therefore, the 
VIAF is using selectively the ISNI data for the cluster’s correction and 
enrichment. Hence, an ISNI identifier can be noted in the VIAF clusters also 
[MaAG13].   
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ORCID - Open Researcher and Contributor Identifier create and 
maintain a registry of unique researcher identifiers and a method of linking 
research activities. The main contributors are several publishing houses, 
scientific communities and universities. It has available APIs under an 
open-source license [Haak13]. At the moment, ORCID can be characterized 
as a very popular service for identifying authors. A large number of 
institutions, conferences or magazines recommend or even make 
compulsory the use of ORCID IDs for authors. Furthermore, other 
authority files, i.e. GND, started to enrich their bibliographical records with 
ORCID detail [HaPa17].  
VIVO - enables the discovery of researchers across institutions. It is an 
open-source semantic web application, where institutions such as Cornell, 
Harvard, and Indiana University, manage and publish information about 
researchers and their activities6. 
ResearcherID – to identify potential collaborators and avoid author 
misidentification, each member is assigned a unique identifier to enable 
researchers to manage their publications’ list. The ResearcherID integrates 
the data with the Web of Science of Thomson Reuters Company and 
ORCID7. From April 2019, ResearcherID identifiers claimed publication 
history and other ResearcherID account information will be moved to 
Publons8. 
OpenID – is a foundation that promotes Open ID technologies. OpenID 
Foundation members include leading companies and individuals in the 
digital identity industry such as Google, Microsoft, and Yahoo. Even 
though this currently has no direct application in scholarly communication, 
however, there is a promising potential for Internet-scale user-centric 
identity infrastructure [ReRe06].  
RePEc ID - The RePEc short-ID is a permanent identifier that is 
uniquely assigned to people, mainly from the field of economics. RePEc is 
a noticeable example of showing the efficiency of a service when the input 
of authors and publishers is evident [KrZi13].  
                                                          
6 What is VIVO?, https://duraspace.org/vivo/about/, accessed 07.09.2018 
7 What is ResearcherID, https://www.researcherid.com/, accessed 08.09.2018 
8 https://publons.freshdesk.com/support/solutions/articles/12000055561-what-is-happening-to- 
researcherid-, accessed 27.06.2019 
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WIKIDATA – is a free, multilingual open knowledge base that can be 
read and edited by both humans and machines. It acts as central storage for 
the structured data of its Wikimedia sister projects including Wikipedia, 
Wikivoyage, Wikisource, and others [Wiki18]. Currently, the knowledge 
base contains more than 69 million items, where more than 6 million are 
related to humans. Section 2.3.2 provides more in-depth information about 
WIKIDATA. 
 In this work, we consider VIAF and WIKIDATA as resources with the 
most usage relevance. The approach of clustering authors through the 
discovery and dissemination process by integrating authority files from 
several other DLs is the main reason for the VIAF selection. While 
WIKIDATA, being one of the most important hubs for crosslinking several 
identifiers, i.e., authority data, where community contribution is essential, 
represents an excellent opportunity to find and use author-related data. 
 
 
2.3.1 Virtual Authority Files (VIAF) 
 
The current practice followed by several national libraries to create and 
maintain authority files on their own brings a distinctive way of preserving 
them [HiTo14]. VIAF, on the other hand, aims to link and combine 
authority files from several national libraries into a single “super” virtual 
authority record, i.e., cluster. Therefore, VIAF is offering a freely available 
API that can be used by anyone without the need for authentication. In 
addition, the VIAF LOD repos are another alternative to the API access. 
However, VIAF strongly recommends using the API for up-to-date 
information, according to the frequency of updates.  
 VIAF links different name formulations for the same person by 
integrating authority files from more than 40 contributors (national libraries 
and institutions), from more than 30 countries9. This number increases 
continuously, as new contributions become part of VIAF clusters. One of 
the biggest contributors to VIAF is the DNB - German National Library. 
Besides national libraries, VIAF is also focused on other sources such as 
Getty ULAN, WIKIDATA, Perseus, Syriac, and xR. 
                                                          
9 http://www.oclc.org/viaf.en.html, accessed 23.08.2018 
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 The aggregated sources are clustered and identified with a globally 
unique identifier, i.e., a VIAF ID. However, there are cases when the VIAF 
clustering algorithm exposes various issues, such as numerous clusters for 
the same person, different sources (different people) into the same cluster, 
incorrect bibliographic data, or clusters with poor content (lack of 
information). The aggregation of sources inside a particular cluster has an 
accuracy of around 99% (see the publication “Managing Ambiguity In 
VIAF” [HiTo14]). Therefore, according to this resource, if two sources have 
less than a 1% chance of describing the same person, they are excluded from 
that cluster. Therefore, it may be possible for the same person to have more 
than one cluster. Based on the outcomes from [FWMJ12], a search of 283 114 
different name labels resulted in 59% unambiguous output, meaning that 
only one heading cluster was retrieved, 26% matched two clusters, 10% 
matched three clusters, 3% matched four, and 2% more than four. As a 
result of changes that may occur inside of a cluster, such as new titles, co-
authors, or author details, authority records may be moved from one cluster 
to another. Therefore, searching at different times can result in different 
results. The re-clustering frequency is monthly. 
 The VIAF data consumption can be done in several forms, such as the 
simple search and advanced (SRU-based) search at viaf.org, through the 
API usage, or by downloading the dump files at viaf.org/viaf/data. The API 
makes it possible the search for authority data by keywords, names, title, 
etc., while the dump files provide data about clusters, external links to other 
resources and even internal links between clusters, in case of merge/split. 
 Based on the 2016 statistics [Hick16], there were 55 million source 
authority records, 130 million bibliographic records, 256 million links 





Each item in WIKIDATA, including persons, is uniquely identified with a 
number, preceded with a “Q”. For example, the WIKIDATA identifier of 
the American economist “James Heckman” is Q312561. The structured data 
in the WIKIDATA repository are described through the property value 
pairs called statements [VrKr14]. The properties always have the prefix “P” 
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followed by a specific number. For example, P227 is the property for the 
GND ID. 
As mentioned in [VrKr14], one of the most essential factors in WIKIDATA 
development is the volunteer community’s reuse and integration of 
external identifiers from existing databases and authority controls. These 
external persistent identifiers allow applications to integrate WIKIDATA 
with data from other sources that remain under the control of the original 
publisher. Accordingly, WIKIDATA and VIAF represent one of the most 
important hubs for interconnecting authors’ identifiers [Neub17].   
 In the following, we have analyzed the presence of the most significant 
authority identifiers in WIKIDATA. Table 2.1 provides more details from a 
statistical point of view comparing a one-year period, 2019 versus 2018, and 
by including here the data from September 2020. As shown, there is a 
noticeable increase in almost all identifiers. From around five million 
people on WIKIDATA in 2019, 1.2 million are identified with VIAF, while 
613 000 with GND ID. Furthermore, if these figures are compared with the 
data in 2020, we see more than their doubling. The increasing presence of 
GNDs and ORCID identifiers in WIKIDATA within a year also emphasizes 
the importance of these identifiers in the community. Moreover, from the 
WIKIDATA perspective, it is worth mentioning that the GND identifiers 
are almost completely attached to VIAF as denoted in the table (in February 
2019, from 613 051 GND identifiers 611 478 are mapped to VIAF, see 
VIAF+GND). 
 
 Table 2.1 The list of some authors’ identifiers in WIKIDATA  
 Feb 2018 Feb 2019 Diff %  Sept 2020 
WIKIDATA(human, Q5) 4 128 338 4 887 509 18.39%  8 162 753 
VIAF (P214) 1 013 751 1 188 858 17.27%  2 558 168 
GND (P227) 496 960 613 051 23.36%  1 023 323 
ORCID (P496) 100 760 432 384 329.12%  1 602 716 
RePEc (P2428) 6 829 6 849 0.29%  6 942 
VIAF+GND 495 344 611 478 23.45%  1 011 227 
GND+RePEc 4 344 5 635 29.72%  6 165 
















“Invisible threads are  




The Semantic Web aims to improve the current state of the World Wide 
Web [AGHH12, BHLO01] - not by offering an alternative to the current 
Web but by offering an attempt to extend it. The main aim is achieving that 
the data on the Web to become machine-understandable information, 
independently of platforms and other boundaries. The Semantic Web 
provides the technologies and standards that are needed to add machine-
understandable meanings to the current Web, thus computers can 
understand the Web documents and therefore can automatically 
accomplish tasks [HiKR09, Yu11]. 
 The implementation of semantic technologies and the interoperability 
between different linked data sources are considered for enriching digital 
libraries with additional information.  
 
 
3.1  Linked Open Data (LOD) 
 
Linked Data has been introduced and conceptualized by Tim Berners-Lee 
as a set of best practices for publishing and interlinking structured data on 
the Web [BHIB08, BiHB09, HeBi11]. Linked Data is about employing the 
Resource Description Framework (RDF) and the Hypertext Transfer 
Protocol (HTTP) to publish structured data on the Web and to connect data 
between different data sources, effectively allowing data in one data source 
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to be linked to data in another data source [BeMc04, BHIB08, BiHB09, 
HeBi11]. 
 The Resource Description Framework (RDF) was proposed as a model, 
similar to Entity-Relationship (ER), for processing metadata and providing 
interoperability between applications that exchange machine-
understandable information on the Web [BeMc04, CyWL14, LaSw99]. A 
basic element of RDF and Semantic Web construction is the statement. It 
represents the triplet, recourse together with its property and the value for 
that property. These three elements of a statement are known as subject, 
predicate, and object. The proposed syntax for serializing RDF is XML in 
the RDF/XML form, designed for machine consumption rather than for 
human eyes. There are indeed other RDF serialization formats, such as 
Notation-3 (or N3), Turtle, and N-Triples [CyWL14]. In RDF, each 
statement or triple represents a single fact. A collection of statements or 
triples, which form a graph, represents some given piece of information or 
knowledge.  
 The other levels above RDF consist of vocabularies for describing 
properties and classes of RDF resources, such as RDF Schema (RDFS) and 
Web Ontology Language (OWL). Resource Definition Framework schema 
(RDFS) allows users to define their own terminology, i.e., vocabulary for 
representing RDF statements. RDFS describes the relationships between 
objects by creating hierarchies of classes and properties [BrGM14]. 
“Vocabularies are used to classify the terms that can be used in a particular 
application, characterize possible relationships, and define possible 
constraints on using those terms” [Fens01, MaSt01]. For more complex 
ontologies, where it is necessary the use of several vocabularies, the 
deployment of OWL offers an extended construct over RDFS [McHO04]. 
 Below we elaborate three basic n-triples regarding a particular author in 
a given repository. There should be noted that different repositories may 
use different ontologies and vocabularies for representing the same thing. 
(e.g., dc:creator, foaf:maker). There are evident cases where data publishers 
apply their own ontology, again the strong recommendation for using the 
already existing ontologies and widely deployed vocabularies. 
 
 <http://linkeddata.econstor.eu/beta/resource/authors/9060227>  foaf:name  
 "Kehl, Victoria". 
 //The author with number 9060227 is called "Kehl, Victoria". 




"Identification of responders to Amiodarone subgroup analysis of the EMIAT study". 
//The publication with number 30811 is titled "Identification of responders to Amiodarone 
subgroup analysis of the EMIAT study". 
<http://linkeddata.econstor.eu/beta/resource/publications/30811> dc:creator 
<http://linkeddata.econstor.eu/beta/resource/authors/9060227>  
 // The author of this publication (30811) is "Kehl, Victoria" (9060227). 
 
 The development of the Semantic Web appears as a layered process with 
layers that interact between them. Figure 3.1 represents a comprehensive 
representation of the Semantic Web architecture, unlike several variations 
of Tim Berners-Lee Semantic Web LayerCake [Bern00]. 
 After the designing process (i.e., defining RDF, RDFs or OWL) there is a 
possibility to retrieve information by querying RDF data. In this context, 
the available tool is the Simple Protocol and RDF Query Language 
(SPARQL) [HaSe13]. As RDFS and OWL describe properties and classes in 
RDF, in a similar way SPARQL can be used for querying ontologies, i.e., 
knowledge bases, and diverse data sources directly. SPARQL is also a 




Figure 3.1 Semantic Web architecture in layers [Brat07]  
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 As mentioned in [FMFG18], the use of RDF to expose semantic data has 
seen a dramatic increase over the last years, making RDF data ubiquitous. 
Therefore, as of May 2007, there have been evident only 12 datasets, 
comparing to 1 184 datasets counted in April 2018. Figure 3.2 gives an 
overall view of the current Linked Open Data Cloud Diagram and 
interlinks with other datasets in the cloud (the current version has 15 993 
links). The size of the circles matches the number of edges connected to each 
dataset. Thus, in total there are three sizes, large with more than 100 edges, 
medium 50-100 or small with 1-5. 
 The color coding in the figure denotes the different domains, such as 
Life Sciences, Government, Geography, Linguistics, Media, Publications, 
Social Networks, User Generated and Crossdomain datasets. It is worth 
mentioning that various datasets are published under a specific license or 
as public.  
Among others, our interest is focused on the datasets from the 
publications’ domain. The diagram shows that they take an important part 
in the cloud, with around 10% in total based on 2014 statistics. Thus, inside 
these datasets, the metadata or the entire catalog of the offered data can be 
found. Some of the libraries one the LOD of interest for our scenarios are 
German National Library (DNB), Library of Congress (LoC), British 
National Bibliography (BNB), Swedish National Library (LIBRIS), 
Hungarian National Library (NSZL), Europeana Digital Library, Leibniz 
Information Centre for Economics (ZBW), Computer Science Bibliography 
(DBLP), Multilingual Bibliographic Database for Agricultural (AGRIS), 
Association for Computing Machinery (ACM), etc. 
  
 
3.2  Selected Repositories  
 
In the following, we list the repositories used for developing and evaluating 
our approaches. Initially, the experiments take part at EconStor, as an initial 
repository, and AGRIS as a target repository. Hence, the selected 
repositories are an integral part of the experimental setup conducted in 
chapters 6 and 8.  
 
 










                                                          
10 Linking Open Data cloud diagram 2017, by Andrejs Abele, John P. McCrae, Paul Buitelaar, Anja 
Jentzsch and Richard Cyganiak. http://lod-cloud.net/ 
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3.2.1 EconStor Repository 
 
In this thesis, the EconStor repository is selected as the initial repository, 
whose publications should be linked/enriched with information from other 
repositories.  
 EconStor is among the leading Open Access repositories in Germany 
and is widely related to scholarly economic literature [Oarr17]. Through 
EconStor, the ZBW - Leibniz Information Centre for Economics offers a 
platform for open access publishing to researchers in economics. It provides 
open access to more than 170 000 full-text documents (working papers, 
journal articles, conference proceedings, etc.). EconStor is used in more than 
400 institutions for the digital dissemination of their publications in open 
access fashion. EconStor titles are visible from search engines like Google, 
Google Scholar, or BASE, and in academic databases like WorldCat, 
OpenAire, and EconBiz. 
 Moreover, part of EconStor metadata, i.e., 108 000 metadata records,  are 
available as linked open data [LaBT14]. The bibliographic records are 
serialized as RDF triples and can be downloaded as a dump file or accessed 
through the SPARQL endpoint11. The data are described by using 
vocabularies such as Dublin Core (DC), Friend of a Friend (FOAF), and RDF 
schema. 
  
Table 3.1 The list of properties by vocabularies at EconStor. 
Property (RDFs) Property (FOAF) Property (DC) 
rdf:type  foaf:maker  dc:creator  
rdfs:label  foaf:name  dc:description  
 foaf:page  dc:issued  
  dc:keyword  
  dc:language  
  dc:publisher  
  dc:subject  
  dc:title  
  dc:type  
  dcterms:abstract  
  dcterms:isPartOf  
                                                          
11 http://linkeddata.econstor.eu/beta/snorql 
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 Table 3.1 gives the list of properties in each of these vocabularies. For 
description and indexing purposes, EconStor is using the Thesaurus for 
Economics (STW), which is also maintained by ZBW [Neub09]. 
 
 
3.2.2 AGRIS Repository 
 
In achieving part of the enriching process, we are considering AGRIS as a 
target repository. It is one of the globally leading information systems in 
the area of the agricultural sciences [AJCS15]. AGRIS is a collaborative 
network of more than 150 institutions from 65 countries [CMWS15]. Its 
records, more than 7 million, are enhanced with Multilingual Agricultural 
Thesaurus (AGROVOC), maintained by the Food and Agriculture 
Organization of the United Nations (FAO) [CaKe11, CSRM12].  
 AGRIS is also part of the LOD cloud, by proving their data as RDF 
collection. At the same time, there is a SPARQL endpoint available for those 
interested. However, for practical reasons, we are consuming the AGRIS 
dump file, the version with updates of the year 2013. This dataset contains 
201 038 257 statements, and for having a better usability experience, in 
terms of query response time and overloads, the data are stored on Ontotext 
GraphDB12. 
 The similarity between AGRIS and EconStor is evident also in the 
selected RDF vocabularies. Hence, the main vocabularies used for 
repressing the facts at AGRIS are Dublin Core (DC), BIBO, and Friend of a 
Friend (FOAF) [AJCS15].  
 
 
3.3  Selected Thesauri  
 
In this part, we explain two of the main thesauri used in the experimental 
setup regarding our evaluations. Considering the explained repositories in 
the previous section, the thesauri listed, i.e., STW and AGROVOC are the 
main indexing thesauri for the EconStor and AGRIS content.   
 
                                                          
12 http://graphdb.ontotext.com 
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3.3.1 STW Thesaurus 
 
The STW Thesaurus for Economics is the leading bilingual thesaurus for 
economics-related content. Currently, many research institutions, 
development companies, and universities use it. STW has almost 6 000 
subject headings in English and German and more than 20 000 additional 
entry terms in the economic area. The STW is developed and maintained 
by ZBW - Leibniz Information Centre for Economics and is continuously 
upgraded according to the latest changes in the economic terminology 
[Stw17].    
 The STW is also part of the Linked Open Data cloud and Semantic Web 
technologies [Neub09]. Through SKOS13 modeling scheme, STW triples are 
available as a downloadable file and SPARQL endpoint. 
 STW at the same time provides several experimental economics 
terminology and authority web services dedicated to humans and 
machines. The services primarily aim to support resource lookup and query 
expansion in the context of information retrieval applications. Some of 
these services are /suggest for resource suggestions (starting with a given 
string), /synonyms that offer alternative terms for a search term (from 
matching labels), /mappings list the mappings for a concept, etc.  
 
 
3.3.2 AGROVOC Thesaurus 
 
The AGROVOC is a multilingual agricultural thesaurus, maintained by the 
Food and Agriculture Organization of the United Nations (FAO) [CaKe11, 
CSRM12]. The Thesaurus covers several areas including food, nutrition, 
agriculture, fisheries, forestry, and the environment.  AGROVOC contains 
more than 32 000 concepts available in 23 languages.   
 AGROVOC has a wider usage by many researcher institutions, 
librarians and information managers for indexing, retrieving, and 
organizing data in agricultural information systems. It is expressed in SKOS 
and an LD set aligned with 16 other multilingual knowledge organization 
                                                          
13 https://www.w3.org/TR/swbp-skos-core-spec, accessed 12.07.2018   
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systems related to agriculture. AGROVOC is downloadable as a dump file 
or accessible as a SPARQL endpoint.  
 
 
3.3.3 WordNet Thesaurus 
 
WordNet is a lexical database for the English language, which includes a 
large set of nouns, verbs, adjectives, and adverbs. One of the most 
interesting parts is the set of synonyms, i.e., synsets. Synonyms are 
meaningful related words and concepts. The WordNet content is available 
for download or navigable with the browser. As such, it represents a very 
important component for natural language processing [Mill95]. 
 
 
3.4  Aligned Concepts Between Repositories/Thesauri 
 
The introduction of Linked Data concepts gives a new vision to the 
interoperability between different data repositories. Section 3.1 highlights 
more details regarding Linked Open Data, where several repositories are 
offering outgoing links to other repositories for interlinking the same piece 
of information.  
 Thesauri alignments represent the mappings between concepts that 
have the same meaning or describing the same thing. The thesauri 
elaborated previously, i.e., STW and AGROVOC, offer several mappings to 
other thesauri or vocabularies. In this way, STW thesaurus has outgoing 
alignments to nine other thesauri and vocabularies, according to version (v 
9.08), such as Integrated Authority File (GND), DBpedia, WIKIDATA, 
Thesaurus Social Sciences (TheSoz), AGROVOC, German labor law 
thesaurus (WKD), EuroVoc, etc. Table 3.2 depicts all these mappings by also 
specifying the type of relations based on SKOS. 
 The AGROVOC thesaurus is aligned to 16 vocabularies in total, such as 
STW, TheSoz, DBpedia, EuroVoc, etc. Thus, there are 11 013 
skos:closeMatch alignments from AGROVOC to DBpedia, 1 269 
skos:exactMatch to EuroVoc, while from AGROVOC to STW there are in 
total 1 122 skos:exactMatch and 3 closeMatch relations.  
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 The benefits of such interoperability between different thesauri and 
vocabularies promise information retrieval operations from different 
repositories through the same query string. Even more, this can help 
overcome the language barriers, thus help the process of interlinking 
publications in different languages.  
 
Table 3.2 STW mappings 
AGROVOC  DBpedia 
1 027 skos:exactMatch  1 005 skos:exactMatch 
1 skos:closeMatch  2 062 skos:closeMatch 
German National Library (DNB)  Thesaurus Social Sciences (TheSoz) 
4 932 skos:exactMatch  3 022 skos:exactMatch 
7 107 skos:narrowMatch  1 397 skos:narrowMatch 
369 skos:broadMatch  81 skos:broadMatch 
3 139 skos:relatedMatch  600 skos:relatedMatch 
WIKIDATA  WKD German labor law thesaurus 
1 874 skos:exactMatch  270 skos:exactMatch 
47 skos:closeMatch    
65 skos:narrowMatch    
16 skos:broadMatch    
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4.1  Recommender Systems 
 
The process of interlinking two items, i.e., publications or authors, is closely 
related to the process of recommending items based on their semantic 
similarity. Providing the user with the desired information, several 
parameters must be considered, such as a previously selected item or any 
other kind of preference [NMOR12]. In this way, it is inevitable to explore 
the application of Recommender Systems (RS) in scholarly communication, 
particularly in DLs [HCOC02, MoRo00, SmCa05]. The common 
implementation of RSs in DLs is mainly a practice used within the same 
repository. Therefore, recommending and interlinking publications by 
crosslinking relevant information from several repositories remains a 
challenge [DSEQ13, Hora10, Pass10a]. 
 RSs are defined as techniques and software tools that provide 
suggestions for “items” to be of use to a user [RiRS11], whereas an “item” 
can be any piece of information that the system recommends to users. The 
importance of RS has been evident since the beginning of the digital era and 
continues to be so because of the practical application that helps users to 
deal with information overload [AdTu05]. Nowadays their application is in 
almost every field where the interaction between users and items is in focus.  
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 Through the equation 4.1, Adomavicius and Tuzhilin [AdTu05] give a 
more formal definition of RSs. 
 
∀𝑐 ∈ 𝐶,      𝑠′𝑐 = argmax
𝑠∈𝑆
𝑢(𝑐, 𝑠)                                  (4.1) 
 
 Let c denote the users, while s the “items” recommended to the users. 
The utility function u that measures the usefulness of item s to user c, is 
defined as u: C × S → R, where R is an ordered set (e.g., nonnegative integers 
or real numbers within a certain range) [AdTu05]. Thus, for each user c, s’ 
items are chosen that maximize the user’s utility. A particular rating 
represents the utility, which indicates the consent of that item by the user 
or by the system itself.   
 The systems for retrieving and recommending items, i.e., scientific 
publications, are generally grounded on content analysis, user profiles and 
collaborative filtering, with the incontestable role of social data as  
[BOHG13, LoGS11, PKCK12, SuKa10]. 
 Hence, in this work, we follow a content analysis strategy for initiating 
and retrieving the list of recommended relevant resources. The approach 
followed here is entirely based on the set of metadata used to describe a 
paper in a repository, rather than any input query from the user. Thus, the 
extracted sets of features that characterize an item s are used for 
determining the similarity with the other recommended items. In essence, 
the user triggers the search and selects a paper from a DL that best fits her 
requirements. In the next step, the selected publication is enriched with 
closely related publications, authors, and similar information found in 
other repositories. The same approach is followed for recommending 
authors that are working on similar topics. 
   
 
4.2  Similarity scoring 
 
Determining the similarity between two texts represents a complex and 
challenging process. In general, there are several approaches introduced 
based on lexical matching, handcrafted patterns, term-weighting, and 
syntactic parse trees [KeRi15, RoZa10].  
4.2  Similarity scoring 
 
39 
 One of the most widely used approaches is the Vector Space Model 
(VSM) that represents the text documents as weighted vectors [SaMc86, 
SaWY75]. In this method, the TF-IDF weighting scheme is applied, while 
usually the similarity is measured as the cosine value between documents.  
 
 
4.2.1  Vector Space Model (VSM) 
 
The representation of a set of documents as vectors in a common vector 
space is known as the Vector Space Model [MaRS08, SaMc86, SaWY75]. 
Let’s consider the set of documents Di = {di1, di2, di3, …, dij}, where each of 
these documents is considered by terms Tj. Thus, each dimension is 
associated with one term, where a t-dimensional vector represents each 
document Di. As mentioned before, the best-known way for calculating 
these dimensional values is the application of TF-IDF.   
 
 
Term Frequency-Inverse Document Frequency (TF-IDF) 
 
Typically, in content-based systems, the recommended items are text-
based, such that the content is usually described with terms and keywords. 
However, the frequency of a term may shadow the importance of any 
essential term, which does not appear very often in a document. The most 
popular measure for determining the weights of the terms in Information 
Retrieval is the term frequency/inverse document frequency (TF-IDF) 
measure [SaBu88]. Thus, the importance of each word from the selected 
metadata is weighted by applying the TF-IDF algorithm [MaRS08, 
Ramo03].  
 Through the TF-IDF, each term t in document d, is weighted by a certain 
value, such as in the equation below (4.2), where  
 
TF-IDFt,d = TFt,d ×IDFt                                             (4.2) 
 
TFt,d  in the basic way of interpretation, represents the number of times that 
a term t is into the given document d, known as local frequency. The inverse 
document frequency (IDF) for term t usually defined as log(D/nt), represents 
the global frequency in the whole corpus for that term. 
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Cosine Similarity (CS) 
 
Cosine Similarity represents a standard way of measuring the similarity 
between two documents, d1 and d2, by calculating the cosine similarity of 
their vector representations ?⃗? (𝑑1) and ?⃗? (𝑑2)  [MaRS08, SaWY75]. The 
determination of such similarity is calculated through the equation (4.3). 
The numerator in this formulation represents the dot product, also known as 
the inner product, while the denominator represents the Euclidean length. 
 
𝑠𝑖𝑚(𝑑1, 𝑑2) =  
?⃗? (𝑑1)∗ ?⃗? (𝑑2)
|?⃗? (𝑑1)||?⃗? (𝑑2)|
                            (4.3) 
 
 The implementation of averages of vectors, i.e., centroids, is a very 
common practice in vector space modeling. Therefore, applying CS to 
calculate the similarity between documents based on centroids actually 
represents the calculation of distance among centroids. 
 
 
4.2.2  Deep Learning through Word Embedding 
 
The lexical features, like string matching and frequency of words in a text, 
do not capture semantic similarity at a satisfactory level [BaDK14, KeRi15].  
 Current trends for determining word similarities, i.e., semantic 
similarities among texts, rely on vector representations of words by using 
neural networks, known as word embedding or word representations 
[BaDK14, BSSM06, TuRB10, CoWe08, KeRi15, KSKW15, LeCo15, LeGD15, 
MCCD13, MnHi09, PeSM14]. In deep learning, word embedding (WE) 
currently represents the most outstanding approach. Deep learning is the 
main discussed subject in almost every publication regarding the semantic 
representation of words in a low-dimensional vector [BaDK14, BSSM06, 
TuRB10, CoWe08, KeRi15, KSKW15, LeCo15, LeGD15, MCCD13, MnHi09, 
PeSM14]. Their presence is evident in many areas, such as Natural 
Language Processing (NLP), Information Retrieval (IR), and generation of 
search query strings. Word embedding inserts the complete vocabulary 
into a low-dimensional linear space. The embedded word vectors are 
trained over large collections of text corpora through neural network 
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models. Thus, words are embedded in a continuous vector space where 
semantically similar words are mapped to close vectors. Learning the word 
embedding is a completely unsupervised method computed on a 
predefined text corpus. 
Word embedding currently has two well-known models of 
implementation: the Word2Vec algorithms proposed by Mikalov et al. for 
Google [MCCD13] and GloVe model from Pennington et al. at Stanford 
[PeSM14]. Our experiments and evaluations are based on Word2Vec due to 





As noted before, Word2Vec is a novel word embedding approach, which 
learns a vector representation for each word using the neural network 
language model  [MCCD13]. Two implementations of Word2Vec can be 
found, the continuous bag-of-words (CBOW) and skip-gram. CBOW 
predicts a word from the context of input text (surrounding words); while 
Skip-gram predicts the input words from the target context, (surrounding 
words are predicted from one input word). Word2Vec uses the hierarchical 
softmax training algorithm, which best fits for infrequent words while 
negative sampling is used to frequent words and low dimensional vectors. 
Based on the previous analyses in [BaDK14, KSKW15, MCCD13], the skip-
gram model with the use of the hierarchical softmax algorithm is 
particularly efficient regarding the computational cost and performance. 
CBOW is recommended as more suitable for larger datasets. As such, the 
model can be trained on conventional personal machines with billions of 
words, achieving the ability to learn complex word relationships [KSKW15, 
MCCD13]. 
Currently, there are several implementations of Word2Vec in different 
environments. The native proposed code is optimized in the C 
programming language. However, Deeplearning4j implements a 
distributed form of Word2Vec for Java and Scala, while Gensim and 
TensorFlow offer a Python implementation of Word2Vec. 
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4.3 Ranking evaluation metrics 
 
One of the most notable metrics for quantifying the performance of ranking 
high relevant documents is Discounted Cumulative Gain (DCG) measure 
[JäKe00]. The formulation of DCG is defined as below, where the main 
inputs are the relevance value of the retrieved documents (𝑟𝑒𝑙𝑖) with the 











𝑖=2                            (4.4) 
 
 It is worth mentioning that several other modifications of DCG are 
present for different circumstances. Thus, for a more general representation 
of these values, the normalized discounted cumulative gain (nDCG) is 
applied. The nDCG represents the fraction of DCG with ideal DCG 
(nDCG=DCG/IDCG). Finally, ideal DCG is the recalculation of DCG after 









































The second part of the thesis describes the main approaches to crosslink 
and enriches information between publications and authors. This chapter 
focuses on the general strategies followed to this purpose, including the 
approaches to identify and make use of this data. The next two chapters, 
namely, 6 and 7, provide a detailed overview of the proposed approaches.  
 Information retrieval in Digital Libraries has been an issue since the 
beginning of their creation. Their application in DLs shows different 
approaches, such as term matching, statistical analyses of text,  i.e., word 
frequency, or the semantic approach, by searching concepts rather than 
words [Scha97]. Therefore, for facilitating the process in most of the cases, 
publications are enriched with terms from a subject thesaurus. Similarly, IR 
has also been seen as an alternative for achieving interoperability among 
resources from different domains [LyGa96]. However, the interoperability 
of digital resources still continues to be one of the issues faced in the world 
of scholarly communication. Even today DLs are considered as isolated 
silos where in some instances it is almost impossible to cross the boundaries 
by spreading one’s search query into several sources, i.e., DLs. The lack of 
interoperability is even more evident when we try to handle crossdomain 
repositories starting from an initial DL. 
 The intention behind this work is to emphasize the advantages which 
result from an improved interoperability among different DLs and to 
further investigate different approaches for achieving it. With this goal in 
mind, we are considering including other related information that exists 
about the publication, i.e., other publications from other disciplines, 
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authors’ details, co-authors relations, information about the institute or 
organization, events, etc. 
 This chapter begins by highlighting the main idea and the potential 
sources for accomplishing the interoperability in order to enrich a DL with 
additional information. Continuing with the proposed research 
approaches, this goes through different directions before converging to the 
same end result. The first path is initiated from the publications metadata, 
while the second path has the author metadata as a starting point. 
Therefore, section 5.4 in detail explains the set of publication’s metadata at 
the initial repository, including the information from the used thesaurus, 
by following with similar details about the publications found in the 
targeted repository. The chapter ends with the author’s main metadata at 
the initial repository and VIAF clusters information.  
 
 
5.1  The aim 
 
Enriching the content of a DL with additional information from other DLs, 
especially regarding information that is related to a publication and author, 
is defined as the aim in our case. Therefore, we raise the need to add other 
information about a publication, such as retrieving closely related 
publications from other repositories and domains, or providing a wider 
profile of an author with a more detailed description. In this way, starting 
from a single point of access, a scholar would be able to find an enriched 
resource with additional information, rather than navigating in different 
places to accomplish her request.  
 In essence, the user triggers the search and selects a paper or an author 
from a DL that best fits her requirements. Thus, in the next step, the selected 
publication would be enriched with closely related publications, or similar 
information found in other repositories. In the case of the author, it can be 
the authors’ related data such as co-authors relations and other publications 
similar to her field, or some non-library resources such as biographical 
details, affiliations, professions, etc. 
5.2  Identifying sources for enrichment 
47 
 In order to achieve enriched resources within a DL, it is necessary to 
point out relevant data from other sources, as well as to find the most 




Figure 5.1 Enriching a scientific publication or author with other related 
information 
Scenario:  
“Starting from a single point of access, a scholar would be able to find 
resources, i.e., publications and authors, previously enriched with several 
other information from different repositories, that may belong to entirely 
different areas, but semantically similar to the initial publication. When a 
scholar fetches a publication in a DL, the system will offer her a list of 
semantically related publications from other repositories, an extended list of 
co-authors, and other related data corresponding to that publication.” 
 
 
5.2  Identifying sources for enrichment 
 
To fulfill the aim of enriching the content of a publication or author within 
a DL, primarily we need to identify the sources from which the data can be 
retrieved. For this purpose, several paths will be followed. As one of the 
possible sources for data enrichment, we consider bibliographic and 
authority repositories which are offered by several libraries and 
institutions. The main direction will be to leverage the already available 
content on the semantic web, such as Linked Open Data (LOD) repositories, 
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as one of the most promising data sources [BHIB08, FMFG18]. In this way, 
repositories available as semantic web content, such as bibliographic 
Linked Open Data (LOD) repositories are in the focus of this study. As 
described in chapter 3, we firstly consider the existing alignments among 
concepts between repositories and exploring best practices for consuming 
them in the context of crosslinking information. The initial experiments are 
done between EconStor and AGRIS repositories, based on structural 
similarity between them (i.e., vocabularies and thesauri) and the 
crossdomain background (i.e., economics vs. agriculture). Both of them 
offer an open catalog as part of LOD cloud with available SPARQL 
endpoints and RDF dump files, as well as thesauri named STW and 
AGROVOC, respectively. In section, 3.2.1 and 3.2.2 provide more details 
regarding these repositories. After that, we investigate the role of thesauri, 
including descriptors with the corresponding narrowed, broadened, and 
extended concepts through a Simple Knowledge Organization System 
Reference - SKOS14 vocabulary. For this purpose, as described in sections 
3.3.1 and 3.3.2, the STW and AGROVOC thesauri are explored.  
 Additionally, any external service such as WordNet (section 3.3.3), 
would be considered for extending the list of terms and concepts. 
Furthermore, several DLs are offering API services for accessing their 
catalogs or any other particular information, such as the title or abstract of 
a publication. For instance, such a service is provided by the German 
National Library (DNB) that makes it possible to explore the catalog and 
extract the record extraction in different representations.  
 In the intention to crosslink and enrich author-related information, the 
approaches for authority file aggregations are among the first we explore. 
Several approaches that uniquely identify and produce correlations 
between researchers [PaKS15] are also considered. In section 2.3 we provide 
a list of the most prominent services. The purpose of their usage is related 
to author name disambiguation for achieving crosslinking information 
among different repositories. For instance, VIAF and WIKIDATA are 
considered as the most relevant services in our scenarios. Sections 2.3.1 and 
2.3.2 provide more details about the two.  
                                                          
14 https://www.w3.org/TR/swbp-skos-core-spec, accessed 12.07.2018   
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5.3  Proposed approaches 
 
In section 5.1 the main goal of the thesis is about enriching/crosslinking a 
particular resource, be it a publication, or an author, inside a DL is already 
elaborated. Therefore, for each possible resource, a wider profile will be 
generated and enhanced with additional information. Based on this, the 
main challenge is about achieving the right approach for identifying, using, 
and evaluating the targeted information. The process of crosslinking data 
from different repositories is crucial for this goal.  
 The approach followed in this work is entirely based on the set of 
metadata that are used to describe a paper in a repository, rather than any 
input query from the user. For this purpose, we have followed two main 
approaches for achieving interoperability and retrieving the most relevant 
information from the targeted repositories. Actually, in both cases, the 
interoperability is initiated from one repository, i.e. a particular DL, in 
which resources are intended to be enriched with additional information. 
Thus, in this document, we will refer to it as the “initial repository”, while 
repositories where we try to find and retrieve the data as “target 
repositories”. Appendix A.1 provides detailed descriptions of these 
definitions. 
 
 The first approach is related to publication-centered metadata. 
Primarily, the existing alignments among the concepts between 
LOD repositories (thesauri) will be considered, by exploring best 
practices for consuming them. Improvements regarding the 
semantic measurements between resources are achieved by 
evaluating several text-mining and machine learning techniques. 
Chapter 6 gives the details of this approach.   
 
 The second approach is related to author-centered metadata.  
Therefore, for a given author, we find the correlations with other 
authors, publications or other related information by crosslinking 
data. Additionally, before the author profile enrichment, the 
process of author name disambiguation and accurate identification 
is applied, as a mandatory step to harvest and crosslink 
information. This approach is presented in chapter 7. 
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5.4  Publication-centered metadata at initial repository 
 
The initial experiments regarding the interoperability are done between 
EconStor and AGRIS, based on the structural similarity between these two 
repositories, such as metadata of the collections that they host, used 
vocabularies, as well as the presence of thesauri on both sides, STW and 
AGROVOC respectively. The reason we choose these two repositories is 
that they support our goal for interlinking repositories from different 
disciplines. Both repositories offer an open catalog, part of LOD cloud, with 
available SPARQL endpoints and RDF dump files. 
 Analysis of the existing metadata, which are used to describe a 
publication in the initial repository, i.e., EconStor will be one of the first 
steps to achieve the interoperability goal. A wide range of metadata 
describes each paper in EconStor. Besides the common ones for title, 
abstract, authors, year and publisher, the application of the STW thesaurus 
provides enrichment with a huge set of descriptors and concepts with the 
respective mappings to other repositories.  
 As mentioned in section 3.2.1, part of the EconStor records is available 
as LOD. Thus, through SPARQL queries we are retrieving the necessary 
information concerning a publication. The SPARQL query listing 5.1 shows 
such an example, for having the title, abstract, hyperlink, year and 
publisher.  
 
Listing 5.1 Retrieving publication’s information from EconStor SPARQL endpoint 
 SELECT DISTINCT ?p ?title ?abs ?hlink ?issued ?publ 
 WHERE {  
    ?p dc:title ?title; 
     foaf:page ?hlink;  
     dc:publisher ?publ. 
 OPTIONAL {?p dcterms:abstract ?abs}. 
 OPTIONAL {?p dc:issued ?issued}. 
 } 
 
 Moreover, though the listing 5.2 we able to retrieve the list of authors 
that are assigned to that publication. Therefore, there are some instances 
when more than one SPARQL query requests need to be executed to obtain 
the necessary information. 
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Listing 5.2 Retrieving publication’s author(s) from EconStor SPARQL endpoint 
 SELECT DISTINCT ?name   
 WHERE { 
    ?p dc:creator ?a. 
    ?a foaf:name ?aname. 
  OPTIONAL {?p dc:creator ?other. 
                   ?other foaf:name ?name}. 
 } 
 
 In order to get an overall view of the dataset collections, we have built a 
prototype that retrieves and presents this information. Through it, we can 
display and group information in a comprehensive way, but also perform 
a series of experiments using this data. Searching for a particular EconStor 
publication, the user is provided with data as presented in figure 5.2. Each 
of the constituting elements of that result set are denoted in the following 
way: title (pt), abstract (pabs), hyperlink (ph), year (py), publisher (pp), 
keywords (Kp) and synonyms for the showed keywords (𝑆𝑘 ). It is worth 
mentioning that the synonyms are generated by consuming the existing 
STW web service, econ-ws/synonymss15, that returns a set of alternative terms 
for a given term. Furthermore, in many cases, we have considered the usage 
of WordNet synonyms as part of our experimental setups. 
 The use of STW thesaurus obviously affects the description of 
publications by enriching the metadata set with several descriptors. The 
SKOS modeling scheme, i.e. vocabulary, supports describing resources 
with several descriptors, which over the same scheme are narrowed, 
broadened or presented with related terms. Besides these, the STW 
thesaurus provides alignments among concepts between repositories. 
Thus, each concept found behind an EconStor publication is mapped to a 
concept with the same meaning in other repositories (see section 3.4). Figure 
5.3 gives a closer view of one of these descriptions used for describing a 
paper, i.e. Inflation. From here, based on STW thesaurus, inflation 
narrowed to Stagflation, Hyperinflation and Core inflation, broadened to Price 
level, while related to Anti-inflation policy, Inflation theory, Inflation rate and 
Wage-price spiral.  
                                                          
15 http://zbw.eu/beta/econ-ws/about, accessed 13.06.2018 





Figure 5.2 Extracting publication’s metadata from EconStor 
 Figure 5.3 also makes visible the outgoing links of concept to other 
linked open data repositories and vocabularies. As can be noted, the 
concept “Inflation” through STW is aligned to DBpedia, AGROVOC, 
German National Library (DNB) and TheSoz. However, except “Inflation”, 
the chosen publication has five more descriptors, such as Corporate taxation, 
Equity capital, Bank, Banking history and Sweden, which are also mapped to 
similar vocabularies. Figure 5.4 gives a summary of these descriptors, 
where in total four of them are aligned to AGROVOC, by including the 
corresponding links.  




Figure 5.3 A descriptor of an EconStor publication, with the corresponding 
narrowed, broadened, and related concepts, including mappings. 




Figure 5.4 Summary of main descriptors by highlighting AGRIS alignments. 
 The table below represents the notation of the selected metadata from 
the initial repository, which are further used in EconStor experiment.  
 
Table 5.1 The notation table – publication’s metadata from the initial repository. 
Notation Description 
 𝑝𝑡 title 
𝑝𝑎𝑏𝑠 abstract 
𝑝ℎ publication’s hyperlink at EconStor 








, … , 𝑎𝑛
𝑝







, … , 𝑘𝑛
𝑝
} dc:keyword of publication p 













, … , 𝑑𝑛
𝑝
} dc:subject, main descriptors of publication p 





𝑑𝑛} skos:narrower concepts for the descriptor d 





𝑑𝑛} skos:broader concepts for the descriptor d 





𝑑𝑛} skos:related concepts for the descriptor d 
 𝑀𝑑,  𝑀𝑛,  𝑀𝑏 ,  𝑀𝑟 mappings for aligned concepts 
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5.4.1  Publication-centered metadata at target repository 
 
As mentioned previously, the initial experiments in this thesis are done by 
crosslinking information between two LOD repositories, i.e., EconStor and 
AGRIS. Therefore, as a target repository at this phase, we point to AGRIS, 
which serves as the multilingual bibliographic database for agricultural 
science and technology. More detailed information about this repository is 
shown in section 3.2.2, including the complementary AGROVOC thesaurus 
in section 3.3.2. 
 In general, we are focused on the same set of metadata as in our initial 
repository. Hence, for each publication d, from AGRIS, we consider the title 
(dt), abstract (dabs) and other general data; keywords in this case are not 
provided. Moreover, using the AGROVOC thesaurus, the metadata set is 
extended with the main descriptors (𝐷𝑑),  including the narrowed, 
broadened, and related terms, similarly as in our initial repository.  
 Regarding AGRIS, the version with updates of the year 2013 is loaded, 
with 201 038 257 RDF statements. The datasets of AGRIS and AGROVOC 
are stored locally using the Ontotext GraphDB data storage component. The 
data are consumed by executing several SPARQL queries. The listing 5.3 
shows the example for retrieving the main AGRIS metadata including the 
links of descriptors.  
 
Listing 5.3 Retrieving publication’s metadata including the main descriptors from 
the target repository (AGRIS). 
 SELECT ?d ?title ?abs ?uri ?year (GROUP_CONCAT( ?subject; SEPARATOR = ",") AS ?desc) 
  { 
  SELECT distinct ?d ?subject ?title ?abs ?uri ?year 
  WHERE{  
  ?d ?p ?o; 
   dcterms:subject ?subject; 
   dcterms:title ?title; 
   bibo:abstract ?abs; 
   dcterms:language  "eng". 
 OPTIONAL{?d bibo:uri ?uri.} 
 OPTIONAL{?d dcterms:issued ?year.} 
  }  
 } 
 GROUP BY ?d ?title ?abs ?uri  ?year 
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Table 5.2 A sample of retrieved metadata for an AGRIS publication. 















































































































































































































































































































































































































































































































































































































































 As an instance of the query output from the listing 5.3 generates a view 
as shown in table 5.2. Based on this metadata set, we are considering the 
title and abstract of crucial importance, especially in the steps when 
different data mining approaches are applied. In addition, the assigned 
descriptors represent a valuable input in this regard, based on the fact that 
they derive from a controlled vocabulary and annotated under the care of 
domain experts. The example in table 5.2 shows three descriptors with the 
link to the corresponding term, including the id at the end (e.g. c_3020). For 
retrieving the list of labels, instead of hyperlinks, we refer to the AGROVOC 
thesaurus. The SPARQL query given below listing 5.4 provides an example 
where the output of the chosen concept will consist of a single label, which 
in this case it is “Inflation”.  
 
Listing 5.4 Retrieving descriptor’s label from AGROVOC 
  SELECT DISTINCT  ?mainLabel 
   { 
  <http://aims.fao.org/aos/agrovoc/c_3857> skos:prefLabel ?mainLabel. 
  FILTER (langMatches(lang(?mainLabel), "EN")) 
  } 
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 In this case, query results are limited only to the English language, 
avoiding the results that contain multilingual labels from AGROVOC. 
Otherwise, the label of the concept “Inflation” is provided in 22 languages, 
which also can be a powerful point for achieving cross language 
interoperability. However, due to the multilingual noise in the initial 
repository, and for the sake of evaluations later on in the research, we have 
focused on English language publications. 
 Staying at the same concept (Inflation), its description can be extended 
by listing the narrowed, broadened or related terms. The example in listing 
5.5 shows exactly such an instance, in which case the thesaurus provides 
only one additional term as a broadened concept, i.e., “monetary policies”. 
All the terms related to a given concept, represent an important component 
for further steps when data mining approaches are considered. 
 
Listing 5.5 Extracting narrowed, broadened and related concepts of a selected 
descriptor from AGROVOC thesaurus.   
 SELECT  DISTINCT  ?label 
 WHERE  
 { 
  { 
  <http://aims.fao.org/aos/agrovoc/c_3857> skos:narrower ?nar. 
  ?nar skos:prefLabel ?label. 
  }  
    UNION {<http://aims.fao.org/aos/agrovoc/c_3857> skos:broader ?br. 
  ?br skos:prefLabel ?label. 
   } 
         UNION { <http://aims.fao.org/aos/agrovoc/c_3857> skos:related ?re. 
  ?re skos:prefLabel ?label. 
             } 
     FILTER (langMatches(lang(?label), "EN")) 
    } 
 
 It is worth mentioning that besides the fact that the experiments are 
based on one repository such as AGRIS, the proposed approaches can be 
evaluated without any additional effort at any repository, and this is so 
especially in case of providing a similar set of metadata. Even in the case 
when only the title or abstract is available, one of the proposed methods 
such as word embedding performs at a satisfactory level, (section 6.3). 
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5.5  Author-centered metadata at initial repository 
 
In the second approach, the data crosslinking process relies on the metadata 
set that is used to describe an author in a particular repository. Therefore, 
the procedure starts from an initial repository, i.e., EconStor, whose authors 
to be uniquely identified and enriched with other data. The most basic 
metadata for describing an author are Name and Surname. Hence, each 
author a(aname, asurname) is represented by the vector a = (t1, t2).  Given this, 




𝑎, … , 𝑝𝑘
𝑎}. Consequently, every certain publication will be composed by 







,  …, 𝑡𝑚
𝑝𝑖
}. 
Accordingly, as we have presented earlier [HaRT15], for each publication 
from Pa, other authors are considered to be co-authors of a. The union of 
authors from all Pa publications, will represent the set of co-authors, which 




𝑎,}. The set of co-authors’ publications 
is of particular importance for determining the co-authorships at the initial 
repository. With ?̅?𝑎 we will represent the set of publications of co-authors 






𝑎𝑛}. Thus, ?̅?𝑎 = {?̅?𝑗
𝑎𝑖;  𝑖 =
1, 𝑛;  𝑗 = 1, 𝑘}. 
 
   
 
Figure 5.5 The relationship among authors, co-authors, publications and co-
authors publications for a given author a 
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Table 5.3 represents the set of these metadata. A detailed picture of the 
relationships is shown in Figure 5.5, where can be seen that 𝑝1
𝑎 𝑎𝑛𝑑 𝑝2
𝑎 have 
a common author. 
 
Table 5.3 Notation table – author’s metadata from the initial repository 
Notation Description 




𝑎, … , 𝑝𝑘




















𝑎𝑛} publications of co-authors of a 
 
 
5.5.1 VIAF metadata 
 
We are considering VIAF clusters as “bridges” for achieving the 
disambiguation and crosslinking process concerning the author’s related 
approach. Therefore, several operations are taken between the metadata 
from the VIAF clusters and the metadata from our repository. For an input 
author in VIAF the output is delivered by a set of clusters for that author, 
denoted as cj, where j=1, k (k is the number of retrieved clusters that can be 
different in individual cases).  
 Inside each of these VIAF clusters, different forms of authors’ name 
alternatives can be found for a particular author, obtained from the native 
libraries, as shown in figure 5.6. Henceforth, the set of variations is denoted 








}, where each certain name alternative is given 
such as  𝑎1
𝑐𝑗
= (t1, t2), similarly as in the initial repository. Except for this 
information, in any cluster cj, a possible list of publications can be found in 
addition to the list of co-authors assigned to that author. Given that the set 
of publications and co-authors is an important piece of information in 
assessing the cluster's importance to a particular author, we are denoting 
them as in the following. The set of publications found in a particular 
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}, while the set of co-authors 
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Besides these data, the set of publications retrieved directly from the 
libraries or institutions that are contributing to that cluster can be of 
particular importance. These publications can be retrieved by referring to 
the identification number of each library for that cluster. Thus, the set of 
publications extracted from all the sources like this, are presented with the 












Figure 5.6 A particular cluster (heading) in VIAF 
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In conclusion, the ultimate set of metadata from a particular VIAF 
cluster that we are considering are the most important in our experimental 
setup is presented in table 5.4. 
 
Table 5.4 Notation table – author’s metadata from a VIAF cluster 
Notation Description 









} author’s names variations in a VIAF cluster cj, j=1, k 
cbyear birth year 
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Linking publications across 




“What we know is a drop,  




As noted in chapter 5, the process of crosslinking information from different 
repositories represents the key step to the ultimate goal, the enrichment of 
DL resources with additional information. In our approach, the 
interoperability is initiated from one repository i.e., DL, by considering all 
existing metadata for a single publication. Using this information, we are 
connecting to other external repositories to search for possible semantically 
related publications and other related information (e.g. author details) to 
the initial publication. In order to achieve this, we leverage already 
available content on the semantic web, such as Linked Open Data (LOD) 
repositories, as one of the most promising data sources [BHIB08, BHLO01, 
LaST16]. As such, the existing alignments among concepts between 
repositories are considered with the corresponding narrowed, broadened 
and extended concepts through the SKOS modeling scheme. Parts of this 
chapter are published at several proceedings and journals [HaLT14, 
HaTo16, HaTo17, HaTo18]. 
For retrieving a set of publications as semantically similar to the initial 
publication, the application of semantic technologies, information retrieval 
and machine learning methods are applied. For this purpose, we present 
preliminary experiments conducted by Vector Space Models (VSM) 
[SaWY75] through the application of TF-IDF and Cosine Similarity (CS). 
Special attention is given to the process of determining key concepts at the 
initial publication, as an essential point to initiate the crosslinking process.  





Figure 6.1 Enriching a scientific publication with recommendations from LOD 
repositories. 
Additionally, we extend the experiments by applying a Word 
Embedding (WE) approach, in which we are focusing mainly on the context 
of distributed word representations, instead of words frequency, weighting 
and string matching. The contemporary Word2Vec implementation is 
applied as a similar Deep Learning approach to model semantic word 
representations [MCCD13]. An ultimate overview of this approach is 
represented in figure 6.1. 
 
 
6.1  Using the aligned concepts 
 
Currently, a large number of libraries have exposed their data as RDF 
statements inside the LOD cloud. Such example are German National 
Library (DNB), Library of Congress (LoC), Swedish National Library 
(LIBRIS), British National Bibliography (BNB), Europeana Digital Library, 
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Leibniz Information Centre for Economics (ZBW), Food and Agriculture 
Organization of the United Nations (FAO), DBLP Bibliography Database, 
etc. Most of these LOD repositories as part of LOD cloud, offer a number of 
incoming/outgoing links to other repositories for mapping several 
resources or concepts that have the same meaning.  
 As mentioned in section 3.4, EconStor through the STW thesaurus has 
numerous mappings to other thesauri and vocabularies. For instance, for 
AGROVOC 1 027 skos:exactMatch alignments exist while to DBpedia 1 005 
skos:exactMatch. Therefore, the interlinking process primarily is initiated 
from the existing alignments among concepts between repositories, by 
exploring best practices for consuming these mappings.  
 Let us elaborate this with some examples. The STW concept “Biofuel” is 
used for describing and indexing several publications in the EconStor 
repository. Hence, a concept with similar meaning may exist in several 
other thesauri, for describing publications in their initial repositories. In 
particular, the same concept is present at AGROVOC thesaurus with the 
label “biofuels”, used for indexing publications at AGRIS repository. The 
interlinked concepts in figure 6.2 give a better interpretation of this idea.
 Therefore, the alignment between these two concepts would make it 
possible to retrieve all the publications from both repositories with the same 
query, using “biofuel”. Thus, starting from EconStor repository, by using 
that concept we are able to retrieve all the publications from AGRIS that 
having exactly that concept among the selected descriptors. Hence, a simple 
query shows that the concept “biofuel” is used for describing 7 083 
documents in AGRIS catalog. However, since a particular publication may 
be described by numerous descriptors, exists the possibility of several of 
them to be aligned. Thus, the number of recommended publications from 
other repositories, based on these alignments is on different size. Through 
the SKOS schema, hierarchical conceptual navigation can be performed in 
the initial or at the target repository. All this has an impact on the selected 
concepts by narrowing and broadening the set of results.  
 In addition, the same concept can be aligned to other repositories at the 
same time. Thus, if for example, AGROVOC provides outgoing alignment 
for the same concept to another repository, which alignments are missing 
in the initial repository, the request can be distributed there too. Figure 6.2 
gives a visual understanding of this indication. 





Figure 6.2 Thesauri alignments 
 After a closer view of these components and a variety of experiments, 
there are notable two phenomena. Firstly, there is obvious that not all the 
publications inside a repository are described with descriptors. Inside the 
EconStor repository cases without descriptors are very rare, however, there 
are several cases where descriptors are so general terms, such as “Theory” 
or “Germany”. Secondly, not all descriptors are aligned with concepts from 
other repositories. Therefore, the experiments are focused on publications 
that have at least one descriptor with the outgoing link to the targeted 
repository.  
 By triggering an EconStor publication, the developed prototype makes 
it possible to show all the available metadata behind that publication. 
Besides the common metadata, explained in section 5.4, all the alignments 
to other repositories and thesauri are highlighted with the pointing 
repositories in particular. Figure 6.3 gives an example of considering the 
descriptor “Inflation”.  





Figure 6.3 Alignments to other repositories for a particular STW descriptor. 
 Hence, the descriptor “Inflation” is aligned to AGROVOC, DBpedia, 
German National Library and TheSoz thesaurus. By analyzing the URI 
http://aims.fao.org/aos/agrovoc/c_3857 that points to AGROVOC, it 
can be seen that the concept is mapped to absolutely the same label 
“inflation”. However, this does not have always to be so; sometimes the 
mapped concepts can have different morphology, such as singular vs. 
plural (ex. Biofuel to biofuels) or a completely different label. The mapping 
between concepts makes it possible the terms labeled differently in separate 
vocabularies, to signify the same concept. 
 Let consider a concrete publication from EconStor title “Do inflation and 
high taxes increase bank leverage?”. In this case, in total six descriptors (D) are 
used for describing this paper, such as Inflation, Corporate taxation, Equity 
capital, Bank, Banking history and Sweden. From that list, as shown in table 
6.1, only two main descriptors (D) are mapped to AGROVOC, i.e. AGRIS, 
by excluding the narrowed (N) and broadened (B) terms.  
 
Table 6.1 A sample of mapped descriptors to another repository, i.e. AGRIS 
 STW  concept Mapped  link AGROVOC  concept 





D Equity capital   
 B   Capital http://aims.fao.org/aos/agrovoc/c_1271 capital 
D Bank   
 N   Savings bank http://aims.fao.org/aos/agrovoc/c_28954 savings bank 
D Banking history   
D Sweden http://aims.fao.org/aos/agrovoc/c_7549 Sweden 




Figure 6.4  Retrieving scientific publications from LOD repositories based on 
concepts’ alignments 
 In addition, the presence and the role of thesauri used for indexing the 
data inside repositories are investigated with particular attention. In 
addition to the alignments, we include the descriptors with the 
corresponding narrowed, broadened and extended concepts through SKOS 
modeling scheme. Table 6.1 gives details regarding the alignments of these 
concepts, where the concept “Capital” is denoted as broadened (B) concept 
from the descriptor “Equity capital”. While the “Bank Savings” is narrowed 
from “Bank”. The presence of such alignments can ensure a list of 
publications from other repositories. The idea is to retrieve publications, 
which are described by any of these descriptors in the target repository. 
Figure 6.4 shows an overview of this process.  
 
 Listing 6.1 represents a SPARQL query for getting the list of publications 
from a target repository where any of the mentioned descriptors are used. 
The example below will retrieve the publication from AGRIS that among 
other descriptors have the concept “inflation”. 
 
Listing 6.1 Retrieving publications from the target repository (AGRIS), based on a 
particular descriptor. 
  SELECT distinct ?d ?title ?abs ?uri ?year 
  WHERE{  
  ?d ?p ?o; 
   dcterms:title ?title;                                                                                         
   bibo:abstract ?abs; 
   dcterms:language  "eng". 
 OPTIONAL{?d bibo:uri ?uri.} 
 OPTIONAL{?d dcterms:issued ?year.} 
 FILTER (?o=<http://aims.fao.org/aos/agrovoc/c_7549>). 
 }  
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 However, the execution of this query will result in an extremely huge 
list of results. In order to deliver more details, the concept “inflation” is 
used for describing 2 754 documents in AGRIS catalog, while “income” in 
21 838. Since a publication can have several such aligned concepts, the 
insertion of all of them through a union is resulting in even a broader 
outcome. For example, to look for publications described by any of the 
listed concepts, the following condition might be applied: 
 
 FILTER (?o=<http://aims.fao.org/aos/agrovoc/c_7549> ||  
       ?o= <http://aims.fao.org/aos/agrovoc/c_3820>  ||  ?o=<…>) 
 
 Meanwhile, the attempt to find publications in the target repository, 
with the same set of descriptors as in the initial one, results in an empty set. 
For example, searching for publications outlined with all the required 
concepts, the statement would be as follows: 
 
 FILTER (?o=<http://aims.fao.org/aos/agrovoc/c_7549> &&  
       ?o= <http://aims.fao.org/aos/agrovoc/c_3820>  &&  ?o=<…>) 
 
 The hierarchical navigation between concepts with the use of 
knowledge organization systems by broadening and narrowing the 
concepts, e.g., the notion of Germany broadened to Europe and narrowed 
to Berlin, helps to reduce complexity by narrowing down the number of 
results. However, the choice is very arbitrary and the outcome is not 
satisfactory for offering a shorter list of recommended publications with the 
opportunity to be ranked. 
 Therefore, we use alignments between repositories or thesauri for 
retrieving an initial set of publications, especially for reformulating a search 
query from one vocabulary to another [BiTu16, HaLT14, JJHY12]. The 
importance of these descriptors, as well as the alignments among them, is 
considered as undisputed since experts in relevant fields set them 
manually.  
 The presence of thesauri in the targeting repository can be useful for 
extending the corpus of metadata concepts, which, as we will show later, is 
very significant for further analyses. Thus, besides the hierarchical 
navigation at the initial repository, through the alignments, it is possible to 
perform the same steps in the target repository. Such an example provides 
the case in table 6.1. Accordingly, the concept “inflation” is broadened to 
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“monetary policies”, “capital” narrowed to “fixed capital” and “working 
capital”, “savings bank” is broadened to “banks” while “Sweden” is 
broadened to “Scandinavia”. All these newly founded concepts can be part 
of the publication metadata at the initial repository, for further text mining 
steps. Apart from this information, almost each of these labels is provided 
in more than 16 languages. In several cases, the target repository offers a 
short definition of the concepts, thus for example, “inflation” is defined at 
AGROVOC as “the overall general upward price movement of goods and services 
in an economy”. Moreover, the target repository also provides outgoing links 
to other repositories for the selected concept. This is a good opportunity to 
extend the mapping list of that concept to the initial repository with the 
newfound outgoing links.   
 The “inflation” at AGROVOC is mapped to five other repositories, from 
which three of them are not in the STW mapping list for “inflation”.   
 CAT (http://cat.aii.caas.cn/concept/c_45316), not in the initial repository 
 DNB (http://d-nb.info/gnd/4026887-1)  
 Eurovoc, (http://eurovoc.europa.eu/1421), not in the initial repository 
 USDA (http://lod.nal.usda.gov/nalt/28678), not in the initial repository 
 ZBW (http://zbw.eu/stw/descriptor/11506-6) 
 
 However, in addition to AGROVOC links, STW thesaurus offers a 
mapping to several other repositories. Section 3.4 gives detailed 
information about these alignments. Therefore, the presence of DBpedia 
mappings can be used for having some general information about a 
particular concept. Hence, by performing a query as in the listing 6.2, the 
abstract and the Wikipedia link are retrieved from the DBpedia repository. 
Actually, the prototype provided a visual view of such output for every 
concept behind an EconStor publication (STW concept) if the DBpedia 
mapping is provided. Figure 6.5 gives an overview of such an instance 
where the definition of “Inflation” is generated. 
 
Listing 6.2  Getting DBpedia information about an STW concept.  
 SELECT distinct ?abs ?link WHERE {     
        <http://dbpedia.org/resource/Inflation> dbo:abstract ?abs;  
    foaf:isPrimaryTopicOf ?link .   
        FILTER (langMatches(lang(?abs), "en")). 
 }   
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Figure 6.5 DBpedia information for a selected STW concept, retrieved through the 
prototype 
The performed experiments show that the alignments among concepts 
are an important element to break the heterogeneity between vocabularies 
and crosslink resources from different repositories. However, for the 
reasons outlined above, such as a wider or empty set of results, retrieving 
semantically similar publications based only on alignments is almost 
impossible. In a situation when the usage of aligned concepts generates a 
wider range of results, we need further processing to narrow this subset 
and generate a relevance-based ranking. For this purpose, the involvement 
of other metadata, such as title, abstract and keywords is more than 
required. Moreover, the presence of the thesauri descriptors affects the 
enrichment of this set of metadata with several other concepts, and through 
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the SKOS modeling scheme that set can be extended with several related 
terms. Section 5.4 and section 5.4.1 give details about these sets at the initial 
and target repository, regarding our experimental setups. 
Therefore, by holding all these metadata elements, the implementation of 
data mining approaches is considered. In two different approaches, we try 
to measure the semantic similarity between the triggered publication at the 
initial repository, with the retrieved publications as result of alignments 
from the targeted repositories. The process begins with one of the most 
essential and widely used approaches for this purpose, such as the Vector 
Space Model.  
 
 
6.2  Vector Space Model approach 
 
The terms extracted from the publications metadata, at the initial and target 
repositories are represented as separate vectors through the Vector Space 
Model. Therefore, the terms of a publication from the initial repository are 
projected in the vector ?⃗? (𝑝), while each publication in the target repository 
will embody a particular vector, ?⃗? (𝑑𝑖), 𝑖 = 1, 𝑛.  
 The selection of terms for populating these vectors has a direct impact 
on the generated results, elaborated later in this section. Additionally, the 
frequency of a term in the vector can shadow the importance of any relevant 
term, with a lower frequency.  
 Accordingly, the importance of each word from the selected metadata is 
weighted by applying the TF-IDF algorithm [MaRS08, Ramo03].   
 
 
6.2.1  Determining the key terms of a publication 
 
Topic modeling, and extracting the key terms from a given text, is a very 
common and applied issue in IR, NLP, data mining, etc. Consequently, 
there is a large number of techniques and mixtures among them for 
performing in different environments. Such that the TF-IDF, Latent 
Semantic Analysis-LSA including the probabilistic attitude, Latent 
Dirichlet allocation-LDA are among the most popular for this purpose. 
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However, there are present several cases when the existing methods are 
modified or combined with other techniques, for the sake of computational 
cost or performance quality. Such an example is the mixture of Dirichlet 
Topic Models with Word Embedding for creating the  Ida2Vec [Mood16]. 
On several other occasions, the application of external vocabularies and 
thesauri may be used for labeling documents with a set of controlled terms.  
 In our approach, we base the initial experiment on the basic TF-IDF 
approach, for having a better view and adjustments over the metadata 
terms and analyzing their role in the crosslinking process. However, in that 
case, the IDF value is not generated based on the corpus, but it was adopted 
from a general frequency of terms based on Google Books Ngrams (GNB). 
GBN presents a dataset of n-grams consisted of unigrams to 5-grams corpus 
[BrFr06, Norv13, Stef10]. In this work, we are focused on unigrams, i.e. 
individual words and their frequency in the corpus. Thus, locally we have 
saved a dataset consisted of 319 999 words of English language and their 
frequency of usage. Table 6.2 gives a short overview of some words and 
their frequency over that dataset. As expected, the word “the” is the most 
used with a 0.0393 frequency.  
 
Table 6.2 The list of unigrams, the word and their frequency based on Google 
Books Ngrams 
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 In advance, before populating the vector ?⃗? (𝑝) with terms from the set of 
publications’ metadata, several pre-processing steps are performed; such as 
removing punctuations, lowercase and encoding the data to Unicode 
character encoding (UTF-8). Additionally, the list of “stopwords” is applied 
for avoiding the iteration at table 6.2 for high-frequency words. After that, 
each word that becomes part of the vector is weighted by considering a very 
naive method. In the case when the word (w) is listed in the frequency 
dataset, its weight is determined by multiplying (1 − 𝑓𝑤) with the term 
frequency. Otherwise, if the word is not part of that list, the weight remains 
to be calculated based on the metadata distribution. The equation below 
gives more details. 
 
𝑤𝑤𝑒𝑖𝑔ℎ𝑡 = {
log 10(1 + 
𝑡𝑓
𝑛
) ∗ (1 − 𝑓𝑤)            𝑤 ∈ 𝑊
log 10(1 + 
𝑡𝑓
𝑛
)                                 𝑤 ∉ 𝑊
  
 
 In the majority of experiments, a global unigrams frequency of words is 
applied, instead of generating corpus-based frequency, which is a common 
practice in TF-IDF implementation. An instance of these frequencies is 
shown in table 6.2. The only reason for this approach relies on avoiding the 
domain influence over the generated frequencies since we are aiming to 
crosslink interdomain information.  
Let us consider the title of the publication “Do inflation and high taxes 
increase bank leverage?”. After the preprocessing steps, the vector ?⃗? (𝑝) will 
contain the words inflation, high, taxes, increase, bank, and leverage. In this 
case, the overall number of words in the vector is denoted as n, n=6, while 
the frequency of the words in the document (i.e. title) is denoted as tf. 
As shown in figure 6.6, for a given paper from the initial repository, the 
developed prototype makes it possible to adjust the relevance of each 
metadata component: the value can be increased or decreased by weighting 
the title(𝑝𝑡), abstract (𝑝𝑎𝑏𝑠), keywords(𝐾𝑝) and descriptors(𝐷𝑝). The example 
shows that if we only consider the title of the selected publication (see figure 
6.6-a), the words “leverage” and “inflation” are more crucial, whereas 
“high” is less important. This is because in general “high” occurs very often 
(based on table 6.2).  





Figure 6.6 Adjusting the relevance of the metadata components for the initial 
publication 
 In the second adjustment of the metadata, when all the metadata 
components are taken, the word “bank” is assigned as an essential term, 
followed by “inflation” and “capital”. 
 
Table 6.3 The top-ten most important terms of a publication metadata based on a 
specific adjustment among them. 
Rank Word tf Weight 
1 bank  10 0.065918249938192 
2 inflation  7 0.047178390392642 
3 capital  7 0.047173543186314 
4 corporate  6 0.040739099875212 
5 taxes  5 0.034212141508546 
6 high  7 0.034194006135951 
7 leverage  4 0.027583331996128 
8 ratios  4 0.027583262848340 
9 swedish  1 0.014010412785021 
10 explain 1 0.014010119258181 
.b 
.a 
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The top-ten most important terms regarding this metadata adjustment 
for this publication, are listed in table 6.3. Besides the fact that the term 
“high” appears seven times in these metadata, it is ranked as the sixth most 




6.2.2  Measuring the similarity among publications 
 
The similarity among publications, i.e., vectors of concepts, is measured as 
the deviation of angles between each document vector, by using the Cosine 
Similarity. Thus, iteratively we measure the similarity between metadata of 
our initial publication with the metadata of publications from the target 
repository, 𝑠𝑖𝑚(𝑝, 𝑑𝑖), for 𝑖 = 1, 𝑛. As shown in figure 6.6, the combination 
of the metadata is crucial for determining the weight of the terms in the 
initial publication. The proper selection can be seen as the right bait for 
successful “fishing”. Different combinations among these parameters 
would result in a different list of retrieved publications from the targeted 
repository. The impact can also be seen in the generated results. 
In another study [HaLT14], considering different cases, different 
combinations of these metadata also led to good results. For this purpose, 
we conducted heuristic evaluations when analyzing the impact of each 
element. In the absence of any golden rule, as the most determinant 
combination we have perceived the combination of all the available 
metadata elements by doubling the title, (2𝑝𝑡 , 𝑝𝑎𝑏𝑠, 𝐾𝑝 , 𝐷𝑝). The title is far 
representative, since the author tends to include the key terms regarding 
the subject.  
 
 
6.2.3  Experimental setup of VSM approach 
 
We have evaluated 57 EconStor publications, through the developed 
prototype. Thus, after triggering a title from EconStor, the system retrieves 
an ordered list of most similar publications from other repositories, in this 
case, AGRIS. As can be seen in figure 6.7, the prototype generated values 
for several parameters. Thus, #c represents the number of common 
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descriptors in both sites. #w is the number of common words among these 
publications. Tcs represent the cosine similarly measured only on titles, 
while simCS the cosine similarity measured with all the defined 
components, i.e. sim[(2𝑝𝑡 , 𝑝𝑎𝑏𝑠 , 𝐾𝑝, 𝐷𝑝), (2𝑑𝑡 , 𝑑𝑎𝑏𝑠 , 𝐾𝑑 , 𝐷𝑑)].  
 From the generated results in figure 6.7, the prototype shows that the 
first retrieved publication has 0.3370 cosine similarity with our publication, 
while among titles the similarity is zero, since there are no common words 
on both sides. The value of one in the parameter #c represents the 
intersection of common words between our publication and this one. The 
prototype indicates that the average number of tokens from the initial 
publication is about 72, while at the targeted part this number goes to 79.  
However, the frequency of tokens inside the metadata is crucial for 
scoring results. The word “inflation” in fact appears eight times in our 
selected publication at the initial repository and 20 times in the first ranked 
paper from the target repository. Conversely, the number four has only two 
words in common i.e. the word “inflation” and “bank”, and a small number 
of other noisy words. The number of the equivalent descriptors used for 
describing a paper in both repositories generally is one; except for a few 
cases, the publication is described by two or more descriptors in both 
repositories.  
For determining the relevance of the retrieved publications, human 
evaluations are done on the top-ten ranked results. These evaluations are 
done by analyzing and comparing the titles [Resn61] and continuing with 
the abstract using the possibility for full-text reading.  
Actually, evaluators have been asked the question: How would you 
evaluate the relevance of the top-ten retrieved publications regarding the selected 
publication? 
To each of the top-ten retrieved publications is assigned a value of i for 
irrelevant, s for somehow relevant or r as relevant. Therefore, considering 
the example in figure 6.7, publication number three is evaluated as 
irrelevant and seven others as somehow relevant, while only two of them 
are depicted as closely related to the initial publication. However, in 
another example, “Food prices and political instability” inside the top-ten, five 
are identified as irrelevant, four somehow and only one as relevant.  
6. Linking publications across different LOD repositories 
 
78 
The precision (i.e. the list of relevant documents) is improved by 
factorizing the title in the scoring and ordering. A simple experimentation, 
by performing the ranking as the average of title and all other metadata i.e., 
𝑎𝑣𝑔(𝑇𝑐𝑠, 𝑆𝑖𝑚𝐶𝑆), shows significant improvement regarding the number of 
relevant publications in the top-ten. However, this has negative 
implications for the relevant publications with no meaningful title. In that 
case, several relevant publications will not be highly ranked. The tenths 
ranked publication from figure 6.7 that is evaluated as relevant will not be 
in top-ten since the zero value in Tcs. As a result, the role of the abstract and 
other components such as keywords or descriptions is crucial when the title 
is not subject representative (of the type “What next?” or “Lessons learned”). 
Figure 6.7 The combination of metadata components from a scientific paper for 
retrieving recommended publications from other repositories 
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Hence, when the title does not contain common terms with the 
publication’s metadata, e.g. “Capital employed” in figure 6.7, VSM fails to 
calculate any similarity. 
The count-based approach with TF-IDF and Cosine Similarity generates 
satisfactory results for retrieving relevant publications from other 
repositories when a satisfactory amount of metadata is provided. Especially 
when the intersection between the compared documents results in common 
words [HaLT14]. Despite that, we have identified several weaknesses 
showed with this approach, in several directions. The next section 
highlights some of these problems.  
 
 
6.2.4  Limitations of VSM  
 
The main issue with this approach is that it is strictly related to the 
intersection of common words among compared documents. Such that, a 
simple morphological variation between words deviates the result. The 
attempt for achieving uniform words, i.e. converting to singular, or by 
applying stemming or lemmatization, show improvements. However, we 
need to be very careful with this process, since the evaluations show that in 
several cases the stemming or lemmatization can be so “aggressive” by 
changing a word roughly. In figure 6.7, our title with the title of publication 
number ten initially generates zero similarity (Tcs). After the stemming 
process, the word “bank” will be matched but not “inflationary” since it is 
stemmed like “inflationari”.  
The semantic interconnection between words or the context of use is not 
taken into account, as we cannot find any similarity or relatedness between 
words such as “bank” and “credit”. This implies that a large number of 
relevant publications might not be on the top. The application of external 
vocabularies such as WordNet, for the availability of synonyms about the 
given words, even more, complicates the process. The variety of synonyms 
for a single word broadens the result by making it too far from the initial 
publication. 
This approach repeatedly shows those irrelevant terms to be highly 
ranked. Let’s take the publication titled “Food prices and political instability“, 
based on the combination (2𝑝𝑡 , 𝑝𝑎𝑏𝑠 , 𝐾𝑝 , 𝐷𝑝), the word “food” becomes 
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dominant. This results in compromising outcomes, i.e., recommending 
semantically distant publications to that publication. In this case, as a first 
ranked publication, we retrieve “Food Security in Older Australians from 
Different Cultural Backgrounds”. Therefore, the right combination of 
metadata terms for this purpose is very experimental.   
 Another point worth mentioning is that this approach shows 
unsatisfactory results when measuring the similarity of vectors with only a 
few terms in them, such as the similarity between titles of publications. As 
one of many examples that show the weakness of these approaches when 
relying on short texts, is the similarity between these two titles “Do inflation 
and high taxes increase bank leverage?” and “Lessons from heterodox stabilization 
programs”, which results in zero. 
 
 
6.3  Word Embedding Approach 
 
Section 6.2 centered on the use of TF-IDF and CS for measuring the 
similarity among publications and realizing a ranking according to the 
similarity score. Based on this, in general, TF-IDF and CS do not offer much 
for achieving a completely automated process for measuring the semantic 
relativeness among the initial and retrieved publications [BaDK14]. Having 
this, we have explored several other approaches for finding an optimal 
solution that includes the semantic component for similarity measurement 
and ranking. The Latent Semantic Analysis (LSA) [DDFL90] or Latent 
Dirichlet Allocation (LDA) [BlNJ03] are an option in this direction. 
However, based on the evaluations in several studies, these approaches do 
not offer the best solution for our cases [BaDK14, KiWL16, PeSM14]. 
According to this, we are focused on neural word embedding as one of the 
most promising approaches in the NLP. 
 
 
6.3.1  Training and Building the Model 
 
The experiments in this section are based on the Gensim package, which is 
a Python implementation of the Word2Vec model [ŘeSo10]. Gensim 
provides significant optimization regarding the computational speed, 
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which overpasses even the native C implementation. Currently, there are 
several pre-trained models on different datasets, such as Google News, 
DBpedia, and Freebase. Considering the specificity of the domain, we 
prefer to train our own word vectors for deploying the experiments.  
Our model is trained on a text corpus for generating a set of vectors, 
which are word representations of words in that corpus. Through a 
SPARQL query, we retrieve all the titles, abstracts, and keywords of 37 917 
publications from EconStor. Since Gensim’s Word2Vec expects a sequence 
of sentences as input, several preprocessing steps are performed at the 
corpus, such as conversion to utf8 Unicode, lowercasing, removing 
numbers and punctuations. Finally, the model is trained on the corpus of 
12 329 307 raw words and 683 937 sentences. Before the training process, 
several hyper-parameters are determined in concert to the training speed 
and quality. Based on our dataset size, every word in the corpus is 
considered with a window value of five. The dimensionality space of the 
words inside a vector is set to 300, which means that each word is 
represented with 300 most similar words in that vector. More words in a 
vector mean better quality, although a bigger dataset must be used. The 
hierarchical skip-gram architecture is used for training the model in a 
laptop with i5 CPU 1.7 GHz, 8 GB RAM memory. Surprisingly, the time it 
took was 129.7 sec, far beyond our expectations. This is the main model 
where we have based the experiment, otherwise, we have trained and 
tested many others by changing the hyper-parameters or even the corpus. 
 
 
6.3.2  Analyzing the Model 
 
This section presents the investigation of the learned model. We performed 
several analyses on top of the trained model in section 6.3.1. One of the most 
interesting analyses regarding the word representation approach is about 
finding the set of related words based on a particular entered word. For 
instance, regarding the economic domain of the trained corpus, we are 
interested to see what the model learned about the concept “inflation”, as a 
purely economic concept, and the concept “food”, as a general concept. 
Table 6.4 lists ten nearest terms that Word2Vec has calculated for these 
words. 
6. Linking publications across different LOD repositories 
 
82 
Table 6.4 Top-ten most similar words based on the words “inflation” and “food”, 
generated through Word2Vec from our text corpus. 
a. for the word “inflation”   b. for the word “food”  
Word  Similarity   Word  Similarity  
output .644  energy  .789  
nominal .611  agricultural  .786  
volatility .604  water  .767  
gdp .590  land  .756  
aggregate .570  crop  .701  
persistence .561  fuel  .694  
macroeconomic .543  transport  .694  
price .535  agriculture  .691  
inflationary .532  electricity  .690  
forecast .531  milk  .684  
 
The generated results are very impressive. For example, the word 
“output”, “nominal” and “volatility” are ranked as the most similar to 
“inflation” with a degree of similarity .644, .611 and .604 out of 1. In fact, that 
value is more accurately to be denoted as the degree of relatedness among 
these concepts, rather than the similarity [FTRD16]. In general, all the listed 
words are intuitively very close to it. Moreover, a word is represented in 
relatedness to three hundred words, as defined by the training parameters. 
To our knowledge, it is almost impossible to generate such a result through 
dictionaries or thesauri. Hence, if we are referring to the STW thesauri 
described in section 3.3.1, the concept “inflation” is not represented with 
many meaningful terms, regarding the SKOS vocabulary. Even the usage 
of other external resources, such as WordNet synonyms, does not offer such 
an impressive set of related terms. 
The trained model can be used for several other features of semantic 
language processing. Accordingly, there is a possibility to retrieve a list of 
most similar words by subtracting words from a given set of words. Thus, 
from a set of metadata, we have the possibility to include or exclude several 
concepts. For example, from the set of metadata concepts defined for a 
publication, we want to consider the terms “bank”, “oil” and “price” by 
excluding the term “food”. Therefore, based on this formula [(bank + oil + 
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price) – (food)], the trained model offers the term “currency” with .764 
similarity, “liquidity” with .734 and “spreads” with .695. Such an 
implementation can be useful and determinant in the steps to populate the 
vector ?⃗? (𝑝) with terms from the publication’s metadata. Initially, the 
evaluations rely on a completely automatic metadata selection process for 
populating the vector. Moreover, in section 6.4 the user interaction with the 
metadata properties, in regard to different adjustments such as selection 
and weighting, is presented. 
 
 
6.3.3  Experimental setup of Word Embedding approach 
 
Based on the developed prototype, we have evaluated exactly the same 57’s 
EconStor publications, used in section 6.2.3. For each selected publication, 
the prototype retrieves and orders the most semantically similar 
publications from AGRIS. The process is the same as in section 6.2.3, 
however as can be noted from figure 6.8, in this approach we  have 
introduced two more measurement components; Tw2v which denote the 
Word2Vec similarity among titles, and simW2V that is the Word2Vec 
similarity measurement among all the publication’s metadata, i.e. sim[(2𝑝𝑡 , 
𝑝𝑎𝑏𝑠 , 𝐾𝑝, 𝐷𝑝), (2𝑑𝑡 , 𝑑𝑎𝑏𝑠, 𝐷𝑑)]. The ordering is performed according to 
simW2V scoring.  
 As expected, the implementation of the word embedding approach 
shows a different list of retrieved publications, compared to Cosine 
Similarity in figure 6.7. The results from the figure 6.8 make it obvious that 
the values generated through Word2Vec overcome those generated by CS. 
Figure 6.8 represents one of the depicted results from the evaluated 
publication, which is the same as in figure 6.7,  “Do inflation and high taxes 
increase bank leverage?”. The results are shown in both approaches with two 
different sets of metadata 
 Firstly, the similarity degree between publication p and 𝑑𝑖  is calculated 
only on titles, such as sim(𝑝𝑡 , 𝑑𝑡,𝑖). As such, for the first retrieved publication 
on that list Word2Vec has generated a similarity of .5680, shown in Tw2v 
column. The count-based implementation of Cosine Similarity gives 0 score 
between the same titles, shown in Tcs. This is one of many examples that 
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prove the ability of the word embedding approach to work even with a 
small amount of metadata. 
 In the same example, analyses are extended by including other metadata 
terms in the similarity calculations. Hence, from the EconStor publications 
the title(𝒑𝒕), abstract(𝒑𝒂𝒃𝒔), keywords(𝑲𝒑) and descriptors(𝑫𝒑) are 
considered,  while from the AGRIS publications the title(𝒅𝒕), abstract(𝒅𝒂𝒃𝒔) 
and descriptors(𝑫𝒅). The last two columns of figure 6.8 show the similarity 
among these metadata comparatively in both approaches, simCS and 
simW2V. By considering the first publication from figure 6.8, TF-IDF with 
CS generates .2019 similarity degree among them, while Word2Vec gives 
.8733. It is more than obvious the differences of generated results in both 
approaches. What is most important lies in the fact that WE reaches to rank 
on top publications that the previous approach could not. Therefore, the 
third-ranked publication through Word2Vec, manually judged as relevant 
(see figure 6.8), does not appear in top-ten retrieved publications in the first 
approach where only CS is applied (see figure 6.7).  
 
Figure 6.8 The similarity measurement is scored with cosine similarity and 
Word2Vec. The results are ordered based on Word2Vec similarity score. The 
relevance of the retrieved publications is evaluated manually. 
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 The fact that word embedding overcome cosine similarity, regarding the 
score value, can not be adopted with automatism as the ultimate approach. 
Since the scores are used for ranking purposes, we have extended the 
human evaluation in both approaches, comparatively. Thus, the same as in 
the first approach, the top-ten retrieved publications are manually analyzed 
in order to determine the semantic relevance with the initial publication.  
 
6.3.4  Limitations of Word Embedding approach 
 
In the case when the word embedding model is trained on the corpus of 
one dataset, then the vocabulary of that corpus is embedded in word arrays. 
Such that, the usage of the model for measuring semantic similarity 
between two texts from different datasets is facing in a large set of 
“unknown” words. In our case the model is trained from the EconStor data, 
thus the Word2Vec has detected several missing words from the AGRIS 
when similarity measurement is calculated. We have ignored all the words 
that are not part of the trained model; however, this has implications in the 
generated results, i.e. the result to be generated on a few terms that cannot 
be representative for the publication from the non-trained corpus.  
 Using a model trained on a non-specific domain, such as Google News, 
decreases the number of missing words, given the wider range of covered 
vocabulary. However, the application of this model does not make evident 
any improvements regarding the relevance of the top retrieved 
publications. Building a model on top of the experimented datasets, the 
initial and the targeted repository is resulting in different distributions of 
semantically related words in arrays. Therefore, considering the 
combination of EconStor and AGRIS for building the model, Word2Vec 
gives more general context to a particular word, instead of closely related 
economic correlations. Thus, in this situation the most semantically similar 
words to “food” are listed, seafood 0.71, foodstuff 0.69, grocery 0.66, restaurant 
0.651, consumer 0.642, menu 0.620, etc. As shown, there is a huge difference 
compared to the same word in table 6.4-b. By applying this kind of model, 
we are facing decreased performance in the task to determine the semantic 
similarity between two publications, according to human judgments. The 
embedding trained on specific domain corpora generates better results 
versus a more general model such as Wikipedia or Google News, for 
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specific related tasks [YSMB16]. In different scenarios, the combination of 
local and global context corpora in the learning process is productive for a 
more general word representation [HSMN12].  
 Word embedding is an unsupervised process, such that the selected 
dataset for training the model is crucial for the quality of the model. 
Therefore, the absence of terms in the training phase, word frequency and 
neighborhoods can be determining factors. Even the predefined hyper-
parameters like the dimensions of the distributed words on arrays, the 
window size, negative samples or the minimum count, can play a role over 
the final model. Based on the performed experiment, we conclude that the 
word embedding knows to be very sensitive to these tuning parameters. 
Similar conclusions, regarding the tuned parameters, are noted in other 
works [FTRD16, HSMN12, LeGD15, SLMJ15, YSMB16, ZaCr16]. 
Recent trends are putting the focus on the combination of word 
embedding with other old-fashioned approaches (ex. LSA, BM25, TF-IDF), 
or with other different word representation methods (ex. Mikolov, Glove) 
[NGBM15] [KiWL16]. As claimed, such combination is resulting in better 
performance regarding the measurement of semantic word relatedness or 
even semantic text similarity. In [KiWL16] is proposed a combination of 
word embedding with BM25, or Word Mover’s Distance (WMD) [KSKW15] 
for measuring similarity between a query and a document. While [BCBD16] 
shows an attempt to combine word embedding with TF-IDF information. 
The use of weighted centroids of word embedding with WMD to re-rank 
the retrieved documents is evident in [BrMA16].  
 
 
6.4 UI integration and scholar involvement 
 
The approach presented in the following section was originally published 
in our IEEE research paper [HaTo18], which includes the outcomes of a 
visual search interface application through users' involvement regarding 
the selection and adjustments of search terms.  
 Let's consider a scenario to find songs similar to what we just heard, 
with the opportunity to define some different features, such as lower 
rhythm and more dominant piano. The same can be said for movies, to find 
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similar movies to the ones we like, with fewer scenes of violence, more 
dramatic and a lot of mystery. In both scenarios, we seek a product that is 
recomposed of similar products by selecting features that we like or dislike. 
In the context of scholarly communication, on many occasions, the necessity 
for something similar is noticeable. Hence, let assume that we have found 
an interesting publication in our favorite DL, titled "Globalization, brain drain 
and development". Within the DL, we can get a list of recommended 
publications based on it, however, what if we prefer a list of publications, 
which are more related to "brain drain" rather than "globalization"? 
The shown used cases have in the center the user behavior, i.e. the 
activity of the scholar in discovering publications. Namely, when a scholar 
refers to a DL, she initiates the search based on a set of terms, whose 
selection is very crucial for the results. Moreover, when an interesting 
publication is retrieved, the scholar's interest in other similar publications 
is obvious. Principally, almost every DL provides a list of feeds, i.e. 
recommending based on a selected publication. For example, Google 
Scholar16 offers the option “Related Articles", Mendeley17 has "Suggestions 
Based on This Article", EconBiz "Similar Items by Subject" while Elsevier's 
ScienceDirect18 offers "Recommended articles", etc. An in-depth overview 
for facilitating facetted search is provided by the EEXCESS19 project. 
However, from what we have observed, most of the existing approaches 
lack the opportunity for detailed adjustment of the searching parameters, 
with the purpose to customize the results. In addition to common layouts 
for specifying and narrowing down the results, when multiple 
functionalities are applied, the overload of the designs is obvious. This is 
especially evident when the scholar's search terms are extended through an 
external thesaurus or machine learning approach. Therefore, the scholar 
remains unaware about the presence of such terms in the query formulation 
and moreover why a particular publication appears in the result list. Within 
this context, our approach tends to introduce a balanced interface between 
simplicity and functionality, i.e. getting more with less effort. 










Figure 6.9 The proposed visual search interface  
 At this point, the main goal is to enable the scholar to redefine the list of 
recommendations based on the terms from a particular publication. To 
make this possible, the representative terms from the publication’s 
metadata, such as title, abstract and descriptors/keywords, are extracted 
and visualized in a word tag cloud. Such that, the scholar get an instant and 
better overview of the topics and main concepts in that publication.  
 Hence, when the scholar selects a paper in a DL, the most important 
concepts based on the retrieved metadata from that publication are 
determined. Furthermore, the scholar can make adjustments to metadata 
components to define the selection of the concepts and also determine the 
weight of each concept in particular, in order to narrow down the results. 
The following sections present two main methods in that regard.  
Similarly, as in the previous experiments, the approach is assessed with 
the content of the EconStor and AGRIS repository. 
 
 
6.4.1 Automated Search 
 
Figure 6.9 shows a scenario when through the provided interface the 
scholar selects a certain publication, and as an outcome, its metadata are 
projected in a word tag cloud. As depicted, the scholar's search interaction 
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is concentrated on three main areas, in order to advance her visual search 
and retrieve semantically similar publications. Through area 1, as denoted 
in figure 6.9, the scholar determines the set of metadata components to 
consider, by selecting among the title, abstract, and keywords. Thus, the 
scholar can include or exclude any of them, or specify the relevance by 
increasing their value over the sliders’ interaction. As it is exemplified in 
figure 6.9, the title is factorized more in comparison to other components, 
therefore its terms will get more importance.  
The outcome of the metadata combinations from the first area is 
instantaneously visible within the word tag cloud in area 2, while the 
application of TF-IDF, as denoted in section 6.2.1, achieve to highlights the 
most representative terms about that publication. From the same area, i.e., 
from 2a, the scholar can do the primary interactivity to generate a list of 
recommendations. Therefore, each interaction with the corresponding 
slider determines the number of concepts involved in calculating the 
semantic similarity for generating recommendations. Accordingly, given 
that the inclusion of all metadata elements (title, abstract, and keywords) 
produces a large set of terms, their selection in the similarity measurements 
leads to a more accurate list of recommendations. For this reason, the 
scholar can determine the number of terms to be considered, starting with 
the most emphasized ones. For that purpose, at this point, we are proving 
an intuitive and automated approach for selecting the terms.  
Additionally to the automated selection of terms, the scholar can 
perform a manual selection, by choosing the finest combination to narrow 
the search. Therefore, by dropping the terms in area 3, the scholar can 
generate a specific query formulation with the set of terms involved in the 




6.4.2  Customized Search 
 
As described previously, the manual section of terms from the word tag 
cloud allows the scholar to perform a very refined formulation of the search 
query. Moreover, in addition to the assembly of the terms in area 3 (see 
figure 6.9), several other customizations can be implemented. At first, each 
6. Linking publications across different LOD repositories 
 
90 
of the terms can get a distinct relevance by decreasing or increasing its 
weight on similarity calculations. A better overview of this feature is visible 
in figure 6.10. As represented, almost every selected term i.e., globalization, 
brain drain, development, is adjusted by the scholar, regarding their retrieval 
relevance. Such that, “brain drain” has been determined as the most crucial, 
while “scientists“ as less important in that collection.  
Furthermore, the set of terms can be extended by manually inserting 
new ones, besides the drag-and-drop option from the word cloud. This can 
be achieved through the “+” button, which generates a text box at the end 
of already existing terms. For example, by entering the word “ict” in figure 
6.10, it directly becomes part of the searching set, with a default relevance.   
The same figure also highlights some other important details regarding 
the extension of terms. As denoted there, each selected concept is 
accompanied by the symbols “t” in yellow color and “m” in red color. 
Through these two options, the scholar can enrich the provided terms with 
several others through the deployment of external thesauri (t) or with terms 
generated through machine learning techniques (m). Avoiding their 
presence in the recommendation retrieval can be achieved by pressing 
above the corresponding label. Such cases are evident in the terms 
“development” and “scientists”, where the faded silver color indicates the 




Figure 6.10  Customized search 
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Thesaurus Terms represent the terms suggested by the usage of an external 
thesaurus. Such an example can be the deployment of a general lexical 
database or even a domain-specific vocabulary. Hence, the WordNet 
implementation may help us get the synonyms or semantic relations for a 
given word [Mill95]. However, in our evaluations, we have adopted the 
STW thesaurus (see 3.3.1), taking into account the economic domain of our 
initial repository. Through the SKOS modeling scheme, STW enables 
hierarchical navigation between concepts, in narrowed, broadened, and 
related terms. In general, the approach is not limited to a specific thesaurus 
or vocabulary, but if it is close to the respective domain, it positively affects 
the accuracy of the retrieved results. 
The example in figure 6.11 illustrates a list of suggestions related to the 
concept “globalization”, according to the STW thesaurus. For practical 
reasons, the number of suggestions is limited to ten. When the "t" option is 
enabled, the entire list becomes part of the information retrieval process. 
However, the scholar may exclude any of the terms, as has been done with 
“transnationalization” in the same figure, if she asses it as unnecessary, or 
perhaps an outlier who may deviate the outcome. As explained before, 
there is a possibility to deactivate the entire list, as shown with the term 




Figure 6.11 Additional thesaurus suggested terms  
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Machine Learning Terms are generated through the application of the 
machine learning methods, such as the word embedding approach. For that 
purpose, as described in section 6.3.1, a model has been trained and built 
based on the EconStor repository subset through the Word2Vec technique. 
Figure 6.12 gives the top-five most related terms considering the term 
“globalization”, relying on the already built model. It is worth mentioning 
that the usage of different models leads to completely different outcomes 
regarding the relatedness between terms, i.e., suggestions. For instance, the 
Google News model categorizes the following terms as most similar to 
“globalization”: globalism, globalized, globalizing, globalization and 
capitalist_globalization (not shown in figure 6.12).  
All the features explained in the previous section, regarding the 
inclusion and exclusion of suggestions, apply here as well. The scholar can 
determine the presence of any concept or the entire list as a whole. 
Compared to thesaurus terms, the suggestions created by the machine 
learning approach are initially limited to five, with the possibility to expand 
the list to five more terms (by pressing the +5 option). Thus, in the case of 
"globalization" the following terms will be added to the list: integration, 




Figure 6.12 Terms suggested from the machine learning approach 
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The presented approaches, initially through the automated search, 
advancing to the customized form, represent significant facilitation of the 
search and retrieval process within or across DLs. The implemented visual 
search interface enables the scholar to operate with various functionalities 
and different sets of terms to a better query formulation and accuracy of the 
retrieved recommendations. However, the inclusion of a large number of 
terms, generated in different forms and sources, in several situations can 
lead to user uncertainty as to why a particular publication has appeared in 
the list of results.  
An instance of such visualization is given in figure 6.13, especially when 
the customized search is applied. Hence, the black bolded text is related to 
the manually selected terms, from the word tag cloud to area 3; the concepts 
in red color originate from machine learning suggestion; and the text in 
yellow color characterizes the terms from the thesaurus suggestions. Such 
an appearance includes the title, abstract, and keywords. Moreover, 





















“Disorder created connections  
-that is, resonance” 
_______________________________ 
Eric Abrahamson  
 
Chapter 5 under section 5.3 expounds details about the proposed directions 
for achieving the crosslinking process regarding the data enrichment goal. 
Therefore, the second proposed direction is related to author-centered 
metadata. Hence, for a given author to find the correlations with other 
authors, publications or other related information by crosslinking data.  
 
 The idea:  
Assume we have found publications and bibliographic information from an author 
in one DL, we want to harvest other DLs for correlations to other publications of the 
same author, of her or his co-authors, and additional bibliographic information of the 
initial author. 
 
 This chapter describes the approach of enriching the content of a DL 
with additional information from other repositories specifically regarding 
authors’ related information. To that purpose, the main objective is to 
collect and crosslink author’s bibliographical data, other publications, co-
authors' relations, citation metrics, and everything else of interest for that 
author. Consequently, an extended profile will be created, as a combination 
of the repository data and the data found in other repositories.  
 For every author as part of a Digital Library, i.e. EconStor, we harvest 
several other repositories for correlations with other authors, publications 
or other relevant information about the initial author. As a result, we create 
a wider author profile enriched with additional information. For achieving 
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this goal, we extend our interest to other bibliographic repositories offered 
by several libraries and institutions. Of particular interest are the data 
which are presented in the form of Linked Open Data (LOD), as part of the 
LOD cloud [BHIB08, HaLT14, LaBT14, PaKS15]. As a test case, we target 
the following library and non-library sources: German National Library 
(DNB), Library of Congress (LoC), National Library of France (BNF), 
National Library of Sweden (KB / LIBRIS), DBpedia and WIKIDATA.  
 
 
Figure 7.1 The author’s enrichment approach 
 However, retrieving the author’s details from other repositories remains 
to be a challenge. The author´s name ambiguity represents the major 
obstacle for direct information retrieval about a given author from 
corresponding repositories. In cases when an identifier is assigned to an 
author, such as ORCID, RePEc, GND, or something similar, the data 
crosslinking process, namely, retrieving the data from another repository 
for this author, is of reduced complexity. In addition, if the author is 
identified with a particular id, e.g. RePEc, the use of authority linking hubs, 
such as WIKIDATA or VIAF, may also reveal some other identifiers 
associated with this author. In the cases where the author does not have any 
type of identifier, there is always a doubt about whether we are pulling 
information for the right author, and it is a barrier to further data 
enrichment. For that purpose the deployment of author disambiguation is 
compulsory. Therefore, the creation of the author profile is preceded by the 
process of author name disambiguation, which is described in detail later 
in this chapter. This is presented as an inevitable need to achieve 
satisfactory and acceptable results. Therefore, the creation of a general 
profile for each author in a DL can serve for two purposes: 




 to enrich the search result with several other information related to 
that author, and generating a wider profile about the author by 
integrating the most relevant harvested information about her.  
 to resolve author name ambiguities through the unique 
identification of the same author written in different ways or the 
same name referring to different authors. This can contribute to 
clustering author names alternatives under one identification. 
Thus, we are increasing the precision of the retrieved publications, 
when a scholar is looking based on that author. 
 
 
7.1  Author’s name disambiguation 
 
The process of correct author identification in different repositories is 
related to the challenge of the author’s name ambiguity, when determining 
if two or more references correspond to the same person [ElIV07, LGCF08, 
SGLF14]. For instance, an author can be represented with different spellings 
i.e., name alternatives, in several bibliographic repositories, or different 
authors can share the same name, which increases the complexity of the 
data crosslinking process.  
 As an example, we would like to find as much information as possible 
about an EconStor author by harvesting other repositories. However, in 
almost every case we encounter situations in which the same author 
appears with different name variations, such as Adam Smith; Smith, 
Adam; A. Smith-; Smith. A.; Smith, Adam, 1723-1790; Смит, Адам, 1723; 
Smith, Adam T. ; and Smith, Adam, 1930. Besides, there could be different 
authors, all named Adam Smith, or with related name labels. In principles, 
a similar problem concerns the metadata about titles of publications which 
can vary across different repositories. 
 The process of author disambiguation, as we have described in a 
previous publication [HaRT15] and redefined in the following chapter, in 
addition to the name, makes it necessary for the implication of several other 
metadata from the initial repository. Hence, from the set of author’s 
centered metadata, explained in section 5.5, for a given author a, we are 
considering: 
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 the full name of the author a,  
 the list of publications, denoted as Pa, 
 the list of co-authors of the author a, denoted as Aa, and 
 the list of publications of co-authors of a denoted as ?̅?𝑎. 
 In view of this set of metadata, we can target any of the proposed 
repositories, for harvesting information regarding the author a. However, 
there are several initiatives that are already working for authority profiles, 
which offer the possibility of using them in this context. 
 Currently, there are present several efforts for generating authority 
profiles for uniquely identifying resources and researchers. As the most 
appropriate approaches that would facilitate the disambiguation of authors 
and which are used as a “bridge” for retrieving accurate information from 
other repositories, we emphasize GND, ORCID, VIAF, VIVO, 
RESERCHERID, and OpenID. Section 2.3 provides more details about these 
initiatives. In our work, we consider VIAF with the most usage relevance. 
Therefore, we utilize it as a "bridge” for the disambiguation process and 
crosslinking different bibliographical repositories. 
 Based on what we have encountered so far, repositories or DLs have 
different states regarding disambiguation quality. Hence, there are cases 
when a particular repository is entirely ambiguous, which means none of 
the authors is identified with any type of locally or globally identifier. In 
such a situation, there is almost impossible to distinguish and cluster the 
entire list of publications/co-authors related to that author. In such a 
situation, a record-based approach is followed, i.e. as input in the 
disambiguation process is considered only the title of that record and co-
authors belonging to it, if there is any. Also, the presences of other 
persistent identifiers in that record, such as ISSN, DOI, SSRN, HANDLE, 
etc., are of huge benefit. After several authors’ iterations in the 
disambiguation process, such that explained in section 7.2, the repository 
will achieve a partial disambiguation level. It means that several records 
will contain authors with a preferred globally identifier (e.g. VIAF ID, GND 
ID, ORCID, etc.). Moreover, in a partially disambiguated repository, the 
disambiguation process may continue and be divided into two main parts. 
Thus, a completely altered process can be performed locally, by analyzing 
only the metadata inside the repository, such as the list of publications 
where that author is already identified, the co-authors' graph, and the 




persistent identifiers on the corresponding records. In the cases when the 
local disambiguation steps are incapable to perform any results (due to the 
lack of information), the use of an external resource is considered over 
again. As noted before, as the most reliable resources for this purpose we 
have adopted VIAF.  
 The accurate identification of a particular author from a repository, i.e., 
EconStor, with the corresponding author (cluster) in VIAF, is just a 
straightforward step. As explained in session 2.3.1, there are also evident 
some weaknesses in the clustering authors to a specific heading. Some of 
these anomalies can be a wrong publication, co-author or a reference to any 
external resource. However, the most widespread problem is the large 
number of retrieved clusters searching with a particular author's name. 
Therefore, obtaining the accurate cluster will ensure a set of persistent 
identifiers, i.e., the VIAF ID and the IDs of corresponding sources 
contributing to that cluster., such as DNB, LoC, BNF and LIBRIS (fig.7.2). 
For this purpose, we are proposing an algorithmic approach by considering 
and comparing the set of metadata from the initial repository with the 




Figure 7.2 The overview for harvesting author’s data 
 
7.2  Identifying Authors in VIAF 
 
As mentioned in the previous section and underlined in part 2.3.1, each 
search in VIAF can result in several records (clusters, headings) that match 
the name of an author. Therefore, one of the main challenges in this step is 
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to assess the accuracy of each retrieved cluster, by analyzing and comparing 
author-related data from the initial repository with those found in each 
VIAF cluster. For this purpose, in addition to the metadata from the initial 
repository, we are considering several metadata components from each 
retrieved cluster cj (j=1 to some hundred clusters), such as: 
 Author’s name variations (alternatives), denoted as Acj, 
 Birth year and death year, cbyear , cdyear 
 List of publications in that cluster Pcj, 
 List of co-authors in that cluster ?̂?cj,  
 Publications from other sources assigned to that cluster ?̌?cj. 
 
 For determining the matching degree between the author a and the 
extracted clusters cj, several data mining techniques are implemented. 
Therefore, by adopting different vector space algorithms, there is proposed 
an algorithmic approach. With the highest priority, we use the Cosine 
Similarity (CS) for measuring the similarity between publications, while we 
apply Levenshtein distance and Jaro distances for the similarity of author 
names. The algorithm we propose follows ideas from the process of name 
deduplication and address information [BiMo03]. 
 We start by defining the metadata for the publications in our initial 
repository. These metadata are described in detail in section 5.2. In the very 
beginning, the process starts by using the VIAF API for identifying a 
particular author. Each retrieved cluster is analyzed iteratively according 
to four proposed steps, as emphasized in figure 7.3. 
 
 
Figure 7.3 Identifying authors in VIAF 




Table 7.1 The calculated variables to assess the VIAF cluster accuracy match 
Variable Description 
𝒘ac 
the weight as results of similarity between  author a with name 
versions in the cluster 
𝒘?̂?c 
the weight as results of similarity between  co-authors of a with co-
authors in the cluster cj 
𝒘pc 
the weight as results of similarity between  publications of a with 
publications in the cluster cj 
𝒘?̌?c 
the weight as results of similarity between  publications of a with 
publications if libraries contributors in the cluster cj 
 
 For each step in the process, there is calculated weight as a similarity 
degree between the corresponding metadata components from our author 
a, and the corresponding element from the VIAF cluster. The value of these 
weights is assigned to particular variables, as showed in table 7.1. 
 
 
7.2.1 Author’s name versus alternatives within a cluster 
 
Each VIAF cluster consists of several name alternatives for the same author. 
Section 5.5.1 gives more details about this, by visualizing the cluster of the 
author “Smith, Adam”. Therefore, the similarity measurement is calculated 
between the author’s name from our initial repository with the alternatives 
within each cluster. In cases when at least one full match is found, a weight 
of 0.5 is assigned to the variable, denoted as wac. In detail, the similarity 
check is done only in the context of the author's name and surname as terms 
in a vector, i.e. a = (t1, t2) and 𝑎𝑖
𝑐𝑗
= (t1, t2). Thus, iteratively for each name 
alternative 𝑎𝑖
𝑐𝑗
 within a cluster, similarity measurement is calculated with 




), 𝑖 = 1, 𝑛;   j = 1, k;                                      (7.1) 
 
The similarity among names in this step is calculated with CS and TF-
IDF where only the perfect match among names is considered. We take this 
simplified approach to avoid any unreliable results that could be infiltrated 
when otherwise.  
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7.2.2 Author’s publications versus clusters publications 
 
Another similarity measurement is done between publications that an 
author has in the initial repository with the publications found in the VIAF 
cluster. With Pa is assigned the set of all publications that this author has in 
our repository, while with Pcj the set of publications found in a particular 
cluster. Each publication from our repository is compared with each 
publication found in the cluster. The similarity between publications can be 
measured based on Cosine Similarity, where each publication is presented 
as an array of words, i.e., terms that consist of the title of the publication. 
The outcome of CS is bounded between 0 and 1, where 1 represents a 
complete match. Thus, for a given publication from the initial 
repository, 𝑝𝑒







,  …, 𝑡𝑘
𝑝𝑖
} and one from the VIAF 
cluster  𝑝𝑓
𝑐𝑗








, … , 𝑡𝑚
𝑐𝑗





), 𝑒 = 1, 𝑘;   𝑓 = 1,𝑚;   𝑘,𝑚 ≥ 3;                        (7.2) 
 
In this case for each comparison, a specific weight is assigned according 
to the calculated similarity value, denoted as wpc. Based on the performed 
experiments, two main thresholds are defined.  
Therefore, the variable of wpc gets the weight score of 0.5 in cases when 
the similarity among the compared titles is between 0.6 and 0.9. However, 
this applies only to the instances when the number of tokens in titles is 
higher than three (considering equation 7.2). In this way, we want to avoid 
any unrealistic similarity score when in the comparison takes place a very 
short title. For every measurement that generated a similarity degree above 
0.9, the value of wpc is equal to 2. These values are set based on our 
preliminary analysis, which showed that lower thresholds and less than 
three terms in the title, resulted in inaccurate matching.  
In a large number of cases, titles in the initial repository can be 
distinguished from them in a VIAF cluster with only one punctuation mark. 
Therefore, before performing the similarity algorithm, the cleaning and 
formatting of the data are conducted, such as: removing punctuation, 
eliminating “stopwords”, lowercase and encoding the data to Unicode 
character encoding (UTF-8). 




7.2.3 Co-authors versus co-authors in the cluster 
 
The next step is related to the list of co-authors that our author has in the 
initial repository, comparing to co-authors found in the cluster. Let us 




𝑎,} the set of co-authors with whom the author 









the set of co-authors in a particular VIAF cluster cj. In this case, as it is 
explained in (7.3.2), each co-author from Aa is compared with each co-





), 𝑒 = 1, 𝑘;  𝑓 = 1,𝑚;                                     (7.3) 
 
At least one match, Aa ∩ ?̂?cj ≠ Ø, can be significant proof that our 
repository and the cluster have a common co-author. In that case the 
variable w?̂?c will get a weight of 2 for each iteration based on CS. Having 
more than one match increases the evidence that it is the required cluster. 
Another similarity metric for names is applied based on the Jaro-Winkler 
metric. In this case, the similarity is calculated according to the characters 
and the w?̂?c weight is only 0.5. The threshold for names calculated by CS 
remains 1.0, while for Jaro-Winkler it will be above 0.9. 
 
 
7.2.4 Author’s publications versus publications from sources 
 
The final check is related to the list of publications extracted directly from 
the sources (libraries) that this cluster has aggregated. The set of 
publications retrieved from the libraries that belong to the cluster cj, is 
denoted with ?̌?cj. For example, if the German National Library (DBN) has 
its records in that cluster, there are measured the similarity between them 
and publications from our repository,  𝑝𝑎 ∈ 𝑃𝑎 with ?̌?
𝑐𝑗 ∈ ?̌?cj. For each 
comparison, a weight of 0.5, i.e. 2, is assigned to the variable w?̌?c, absolutely 





), 𝑒 = 1, 𝑘;   𝑓 = 1,𝑚;   𝑘,𝑚 ≥ 3;                            (7.4) 
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7.3  Determining the Matching Degree 
 
The key factors for determining the matching degree between an author 
from our repository with a particular VIAF cluster, are precisely the 
components presented above. At each of these components, under (7.2.1), 
(7.2.2), (7.2.3) and (7.2.4) the weight is calculated iteratively with equations 
(7.1), (7.2), (7.3) and (7.4). Appendix A provides the complete algorithmic 
approach regarding the measurement.  
 The accuracy between the explored cluster and the initial author from 
our repository is determined based on the variables, 𝒘ac, 𝒘pc, 𝒘?̂?c, 𝒘?̌?c.  
Therefore, in the case when the sum of any of these combinations 
𝒘pc+𝒘ac, 𝒘?̂?c+𝒘ac, or 𝒘?̌?c+𝒘ac is resulting in greater or equal to 2.5, the 
cluster is considered as “correct”. While, between the values 1.5 and 2.5, the 




7.4  The experimental setup 
 
For having a clear view of the applied approach, a prototype is developed. 
It offers an automatic approach to identify an author in VIAF and 
simultaneously extend her profile in the initial repository with other 
information. Thus, for a certain author, we are consuming the VIAF API, 
since VIAF strongly recommends its usage for up-to-date information. 
Below is shown the way of its usage, where the author's full name from the 






 Since the output of the above API results in an XML structure, for each 
retrieved cluster that matches the corresponding author name, we are 
parsing the data inside it. The parsed content is similar to the data 
presented in figure 5.6 and table 5.4. Hence, the syntax for that purpose by 
including the namespaces is listed in the following. 








[Acj]    $nodes_AuthName = $xml->xpath('//ns2:mainHeadings/ns2:data/ns2:text'); 
[Scj ][ Pcj ]  $nodes_source = $xml->xpath('//ns2:sources/ns2:source');   
[?̌?cj]   $nodes_titles = $xml->xpath('//ns2:title'); //  
[cbyear]   $nodes_birth = $xml->xpath('//ns2:birthDate'); 
[cdyear]   $nodes_death = $xml->xpath('//ns2:deathDate'); 
[?̂?cj]   $nodes_coAuth = $xml->xpath('//ns2:data[@tag="950"]/ns2:text'); 
 
 Accordingly, for each VIAF cluster the author name’s alternatives, 
publications, co-authors, birth and death year, and including the identifiers 
of the other sources that composing this cluster are parsed separately. 
 Further, in addition to the cluster’s content, we extend the range of data 
by considering and analyzing the aggregated sources within it, such as 
DNB, LoC, ISNI, and SUDOC Each VIAF cluster offers these records in 
several formats such as MARC-21 record, VIAF Cluster in XML, RDF record 
and the links in JSON. We rely on RDF records, to perform a detailed 
exploration of each of the referred resources. To this end, particular interest 
has been given to data from the DNB. 
 
 
7.4.1 The prototype examples 
Through the developed interface, we are able to implement and analyze the 
approaches described above, with a visual overview of each step. Let’s take 
a concrete example, by selecting a particular author, i.e. “Sims, Christopher 
A”, in EconStor. As result, the prototype will provide various information 
about him that can be seen in figure 7.4, such as:  
 
 the list of all publications,  
 co-authors and  
 co-author’s publications. 
 
 All these data originate from the initial repository. Therefore, the co-
authors' publications, which are sharing the co-authorship with the selected 
author, are noted with red color in bolded style. 




Figure 7.4 Initiating a search for a particular author. 




 Considering the provided set of data, the prototype automatically 
checks, disseminates, and selects the best match of the VIAF authority 
clusters that match the name of the author. Consequently, for this author, 
the prototype has found five clusters in total, of which the first one is 
depicted as the correct match. Here is worth mentioning that VIAF 
regularly is updating the headings, therefore at different times, different 
results can be shown. Figure 7.5 gives exactly the view of the correct cluster. 
 In this cluster, in addition to the similarities between the author's name 
and the offered alternatives, similarities are also found between 
publications, co-authors, and other publications extracted from the 
corresponding sources that contribute to this cluster. Thus, figure 7.5 shows 
that the cluster contains 18 publications and nine co-authors related to the 
selected author. From the list of publications, the prototype has highlighted 
four publications with a similarity score of 100% to the publications from 
the initial repository, based on the calculations explained in section 7.2.2. 
Concurrently, into the same cluster, there are underlined two co-authors of 
“Sims, Christopher” (number 1 and 2) with 100% match, who are also co-
authors in our repository. 
 Furthermore, there is a total of 14 libraries or institutions (“Sources” in 
Fig. 7.5) that contribute to this cluster. A possible assessment of these 
sources would enforce the matching degree, especially if we can identify 
publications that are not yet part of the cluster. For instance, two 
publications in German National Library are 100% similar to what we have 
in our repository (see “Other links” in Fig. 7.5). Nevertheless, in this case, 
the result is excluded from the overall calculation because the same 
publication appears in the cluster’s publications, based on 𝑝𝑎=?̌?𝑐𝑗 
(publications 6 and 14 in Fig. 7.5). In general, all these elements provide 
evidence that this cluster is an accurate match for the selected author.  
 Figure 7.6 depicts one of the clusters, which the prototype has assessed 
as an inaccurate match for the author “Sims, Christopher”. As can be seen, 
the calculated values are below all predefined thresholds for each required 
point. However, as noted in section 7.3, the prototype also asses with 
"maybe" all clusters for which certain evidence is missing to be classified as 
correct or incorrect. Figure 7.7 represents an instance of such a case. 
Therefore, the VIAF IDs for all these clusters are stored locally, with the 
note to be manually checked regarding the accuracy.  





Figure 7.5 The case when the prototype has found and assessed as correct match 
an EconStor author with a VIAF cluster 




 As noted earlier, for every conducted search on a particular author, the 
number of obtained VIAF clusters can vary from null to some hundred. The 
shown example is a case where a total of five clusters are retrieved as a 
match to that search, one is assessed correct and four others as an inaccurate 
match (as in Fig 7.6). However, for a given author the number of clusters 
retrieved as correct may also be none, one or more than one. In all cases 
where the prototype achieves to determine correct clusters, even when 
there is more than one, in a fully automatic way they are stored in a local 
database with the corresponding VIAF ID.  
  
  
         
Figure 7.6 The case when the prototype has depicted as incorrect a VIAF cluster 





         
Figure 7.7 The case when the prototype has depicted as “maybe” a VIAF cluster 
 




7.4.2 Storing and evaluating the prototype results 
At the time we refer to VIAF to disambiguate an author from our 
repository, the retrieved cluster persistent identifier is stored locally, 
including there the prototype’s decision regarding the correctness of the 
cluster. Beyond this, the performance of the system is evaluated by 
including human evaluation. In total, there are evaluated 1026 authors, and 
for each of them, the evaluators have assessed the system decision of the 
retrieved clusters. Therefore, every cluster’s determined status, such as 
“correct”, “maybe” and “incorrect”, is evaluated by a user to see if it is the 
right decision. Figure 7.8, gives an overview of such action. As can be noted, 
the assessor just needs to decide if agrees (True) or disagrees (False) with 
the system's decision. Let’s take the case (a.) from figure 7.8. In that 
example, the prototype has estimated that this cluster is “correct” and the 
user has assessed it as such. While, in the case of (b.), the user does not agree 
with the system’s evaluation i.e. it is an incorrect cluster but the system has 
been depicted as correct. However, the case (f.) is the opposite example, the 
user picks it as the right cluster beside the fact that the system has assessed 
it as an incorrect match.  
 
 
Figure 7.8 The prototype and user evaluation for retrieved VIAF clusters 
 In this manner, all the cases except (e.) are stored in the database. The 
case (e.), which means “incorrect” by the system and by the user, does not 
have any relevance for further usages. Therefore, if for a selected author all 
the retrieved clusters belong to option (e.), then “NA” is stored instead of 
the VIAF ID. That means the system cannot find any match for that author 
in VIAF. For the options, (c.) and (d.) the user evaluates the accuracy of the 
cluster as correct (True) or Incorrect (False). Table 7.2 gives a concrete 
instance by including the prototype and user evaluations. 
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Table 7.2 EconStor authors with the corresponding found VIAF ID 
Nr Name VIAF ID Prototype User 
1 Aalberts, Tanja 169218012 Correct True 
2 Abadie, Alberto 25681789 Correct True 
3 Abbassi, Puriya 171900455 Correct True 
4 Diamond, Peter A. 172333705 Correct True 
5 Diamond, Peter 172333705 Correct True 
6 Holmström, Bengt 88128957 Incorrect False 
7 Hart, Oliver 49326856 Correct True 
8 Shiller, Robert 41900524 Incorrect False 
9 Sigmund, Peter NA NA // 
10 Tirole, Jean 93736926 Correct True 
11 Sinn, Hans-Werner 2543709 Incorrect True 
12 Kasper, Wolfgang E. 27162644 Incorrect False 
13 Williamson, Oliver E. 108143756 Maybe True 
14 Sims, Christopher A. 76452133 Correct True 
15 Deaton, Angus 85162145 Maybe True 
 
 The benefits of accurate and unique identification of authors within a 
repository / DL can serve many purposes. In the beginning, this can be 
used for clustering purposes, i.e., collecting author’s publications together, 
and facilitating the creation of a comprehensive authority profile within the 
DL. Beyond that, the obtained VIAF ID provides us with a consistent 
connection to the corresponding VIAF cluster that ensures a continuous 
data exchange with the possibility and to extends the range of identifiers 
based on the resources located there. For this purpose, in all the cases when 
for a given author one of the combinations (correct, true), (incorrect, false), 
or (maybe, true) is fulfilled, the selected cluster is depicted as accurate. As 
a result, the VIAF ID is formatted and stored in an RDF triple such below: 
 
<author’s identification in EconStor> owl:sameAs <VIAF ID> 
Example: 
 
<http://linkeddata.econstor.eu/beta/resource/authors/9133153>   owl:sameAs 
 http://viaf.org/viaf/70222107 




 In a situation where an author within a repository is represented only 
by the name label, without having any local identifier, the disambiguation 
process becomes more complex. For the reason that we are forced to operate 
with a very small amount of metadata. In that case, we rely entirely on the 
record level, by considering the title, co-authors, and other information as 
part of the record. Therefore, the potential assignment of a discovered 
persistent identifier is done as part of the record, including there the record 
id, the name, and the assigned identifier for that author, as in the following 
format: 
 
Record ID, Name Surname, Persistent Identifier 
  
 Such an approach is implemented in EconBiz where in some records the 
authors are identified with an identifier, such as the GND ID in that case, 
as in the given instance:  
 
id": "10011870677", "name": "Aaberge, Rolf", "gnd_id": "170422291" 
 
 It is interesting to note that according to the analysis performed on 
EconBiz, based on the 2018 dump files, - which datasets are characterized 
as partially disambiguated in regard to authors - were evident 432 553 
authors with GND ID (name labels with distinct GND ID). From that list, 
13 817 authors share absolutely the same name (name string) but have more 
than one GND ID. This list precedes the name “Wang, Wei” with 36 
different GND IDs, followed by “Li, Jing” with 35, “Li, Wei” with 27, 
“Müller, Michael” with 25, and so on. These numbers, even more, are 
emphasizing the importance and the role of author disambiguation in the 
IR and crosslinking process. 
 
   
7.5  Limitations of this approach 
 
The disambiguation process, i.e. identifying the correct author inside a 
repository, in this scenario is described and applied through VIAF clusters. 
The major experiments are performed based on EconStor content; however, 
the same approach is generic enough and can be applied at any other 
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repository/DL, if the necessary data is provided. The most crucial data 
elements are the list of publications and co-authors in both repositories. 
Especially, the data at the initial repository plays a very important role in 
this process. Therefore, one of the deficiencies that would impede the 
application of this approach is indeed the lack of necessary data at the initial 
repository.  
 Most of the cases in which the approach failed to identify the right 
author in VIAF were due to a lack of data. For example, the author 
"Holmström, Bengt" at the initial repository, e.g. EconStor has only one 
single publication and no co-author’s correlations. Hence, that makes his 
correct identification in other repositories almost impossible, since we have 
nothing to compare. 
 Another issue that represents an obstacle in the disambiguation process 
is related to already assign false authorship in any of the repositories, i.e. 
the research output that is assigned to an incorrect author. This problem 
also affects the co-authorship relations and increases the complexity of 
matching an author in other repositories. Regarding our experiments, there 
was no evident example of such cases. But there were many marked cases 
where publications that belong to authors with the same name, are 
registered separately. In all these cases, the authors are differed by adding 
one additional initial (ex. the first letter of middle name) to one of the 
authors. Such an example is “Diamond, Peter” and “Diamond, Peter A.”. 
However, as can be shown from table 7.2, the system has identified both of 
them with the same VIAF ID (http://viaf.org/viaf/172333705), as 
correct in both cases. This is sufficient to prove that these two strings of the 






























Evaluation of approaches across 




“A goal is a dream  





This study presents several approaches with regard to the initial purpose 
to enrich scientific publications of a DL with other relevant information 
from other repositories. As relevant information can be considered a list of 
closely related publications stored and indexed in other repositories, even 
if they belong to different domains. Therefore, the main challenge relies on 
the crosslinking and retrieving process, i.e. the determination of semantic 
relatedness between the initial and retrieved publications. Starting from the 
aligned concepts between the LOD repositories, we extended our research 
into two additional approaches for measuring and determining semantic 
relatedness. The main part of this chapter is previously published in a 
journal article [HaTo17] and research papers [HaLT14, HaTo16, RaHL16]. 
 
 
8.1  Results and Discussions 
 
As emphasized in chapter 6, the use of alignments between LOD 
repositories is a productive step for retrieving an initial set of publications 
from targeted repositories. Especially, alignments are useful for 
reformulating a search query from one vocabulary to another [BiTu16, 
HaLT14, JJHY12]. At the same time, the presence of thesauri descriptors at 
initial or targeted repositories has a huge impact on metadata enrichment. 
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 The previously generated results showed that relying only on the 
aligned concepts between repositories/thesauri the list of retrieved results 
is very wide.  Therefore, further processing steps are necessary to narrow 
this subset and generate the relevance-based ranking. According to this, the 
implementation of data mining approaches was considered mandatory. In 
total two main approaches have been evaluated, for measuring the 
semantic similarity between the initial publication with the retrieved 
publications as a result of these alignments.  
 Therefore, the implementation of the count-based approach through TF-
IDF and Cosine Similarity requires a large set of publication’s metadata, to 
measure and generate a similarity degree. Moreover, the right combination 
of metadata elements is crucial. Hence, in several cases, the frequency of a 
more general concept in these metadata had a negative impact on the result. 
For example, regarding the publication titled “Food prices and political 
instability“, the word “food” has been determinant in the similarity 
measurements. Thus, the retrieved publications have been related to 
“agriculture”, “food security” or “health” rather than “food prices” or “politics”, 
which semantically are not close to the initial publication. Different 
adjustments among the metadata components are resulting in 
improvements considering the retrieved results. However, this applies 
heuristic involvements in the evaluation of results. Moreover, the count-
based approach shows significant weakness in recognizing relationships 
among terms, even in cases when the presence of thesauri is evident. 
Therefore, its performance is strictly related to the presence of the same 
words among the compared texts. In order to overcome such limitations, 
we have investigated word embedding, as the most comprehensive and 
promising approach. The evaluations are done comparatively, in both 
approaches at the same time, on selected repositories. The generated results 
of top-ten retrieved publications are assessed through human judgments 
regarding their relevance to the triggered publication.  
 Nowadays, there are several research articles that at the center have the 
evaluation of word relatedness i.e. semantic similarity among words, based 
on the word embedding approach. Almost, all of these evaluations take 
place in already human-annotated datasets such as WordSim353 [FGMR01] 
or SimLex-999 dataset [HiRK16]. Another set of publications are focused on 
IR, by evaluating the binomial query - retrieved documents, or question – 




answer. Even in these cases, there are present several humanly annotated 
datasets, such as TREC [HCRP07] or PubMed [LiWi07], with already 
predefined thresholds. However, even our case represents a common IR 
task, we find it more appropriate for evaluating the proposed approaches 
on tangible crossdomain repositories.  
 The main task in our case relies on semantic relatedness among 
documents, i.e. publications from different domain repositories. Therefore, 
there is an obvious difference in how the retrieval is initiated. We are 
starting by considering all the metadata behind a publication, rather than a 
user-entered query. When a user makes a query, it is consisted of carefully 
chosen appropriate terms, without “noisy” words in it. While at the 
publications metadata, the importance of metadata components i.e. title, 
abstract, keywords, should be determined additionally. Except that, the 
weight of the words inside these components plays a crucial role. Thus, 
different combinations among these metadata result in different retrieved 
publications. This is one of the reasons, for performing our evaluations on 
these types of datasets.   
 
 
8.1.1 The results 
As mentioned before, in total 57 publications are evaluated, including 
different sets of metadata with the two applied approaches. The process is 
described in detail in section 6.2, regarding VSM, and section 6.3 concerning 
the WE approach. Figure 6.6 and figure 6.7 give more details about them. 
For each of these 57 EconStor publications, the prototype has retrieved 300 
publications from the targeted repository i.e. AGRIS. Iteratively we have 
evaluated the top-ten retrieved publications, ordered on both approaches, 
with two different sets of metadata (all the metadata versus titles). Thus, for 
each of these EconStor publications 𝑝𝑖 , a set of publications 𝐷𝑖  is retrieved, 
where 𝐷 = {𝑑1, 𝑑2, 𝑑3, … , 𝑑300}  is a subset of AGRIS repository.  
 Table 8.1 depicts an example of two such evaluations. By default as a 
reference is taken the ordering done on Cosine Similarity score, denoted as 
top10CS. After that, for each EconStor publication i.e. publication1, 
publication2, the retrieved results are ordered by Word Embedding 
approach, similarity score, denoted as topW2V. Therefore, the relevance of 
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the retrieved publications is judged and labeled manually with i - irrelevant, 
s - somehow and r - relevant.  
 For clarifying this, let us have a closer view of table 8.1. Considering the 
EconStor publication 1, the first retrieved result based on Cosine Similarity 
is evaluated as irrelevant (i), while the first ranked result based on 
Word2Vec is judged as relevant (r). Thus, at the end of each column, 
cumulatively are shown the evaluation results of both approaches, 
concerning the relevance. The generated results make evident the 
discrepancies between the applied approaches. 
 
Table 8.1 An example of the top-ten retrieved and evaluated publications for two 
EconStor publications, ordered in both approaches with different sets of metadata 
  publication 1 (p1) publication2 (p2) 

























































































1 d1 i d5 r d8 r d22 s d1 r d1 r d8 s d12 s 
2 d2 r d59 r d1 i d2 r d2 s d33 r d7 s d8 s 
3 d3 r d28 i d6 i d3 r d3 r d13 r d23 i d5 s 
4 d4 i d57 s d4 i d7 s d4 s d41 s d12 s d23 i 
5 d5 r d39 s d5 r d6 i d5 s d27 s d4 s d19 i 
6 d6 i d60 i d2 r d59 r d6 r d3 r d14 s d1 r 
7 d7 s d42 i d13 i d14 r d7 s d5 s d10 s d28 i 
8 d8 r d34 s d23 i d42 i d8 s d20 r d1 r d7 s 
9 d9 i d66 i d46 i d39 s d9 s d36 s d6 r d22 s 
10 d10 i d3 r d3 r d60 i d10 s d15 r d17 s d27 s 
                 
                 
r  4  3  4  4  3   6   2   1 
s  1  3  0  3  7   4   7   6 
i  5  4  6  3  0   0   1   3 




 Accordingly, Word2Vec ranks, referring again to publication 1 (p1) in 
table 8.1, the 59th retrieved publication according to CS (d59), as fifth (d5). 
At the same time, there are evident several cases when Word2Vec has re-
ranked in top-ten publications that CS has ordered below 100. 
 Regarding the top-ten retrieved publications, based on all metadata, the 
Word Embedding approach gives 70.9% completely different list of 
documents in top-ten, versus Vector Space Model. Thus, only 29.1% of the 
same retrieved publications appear in top-ten, by both approaches. These 
cases are shown in table 8.1 with a highlighted background. On the entire 
set of evaluations, with all metadata, the Vector Space Model i.e. TF-IDF 
with Cosine Similarity gives 16.4% relevant publications in top-ten, 42.7% 
somehow relevant and 40.9% irrelevant. While on the same set, Word 
Embedding i.e. Word2Vec gives 17.3% relevant publications, 42.7% 
somehow relevant and 40% irrelevant. A better graphical representation of 
these data is visible in figure 8.1.   
 At first glance, it seems a minor difference in generated results between 
both approaches, according to the relevance of the top-ten retrieved 
publications. However, a more detailed analysis shows quite interesting 
occurrences, highlighting the differences and similarities between them, as 
presented below. 
 
Figure 8.1 Humanly evaluation of top-ten retrieved publications based on the 
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 If the analyses are distributed only to the list of relevant publications in 
top-ten, namely by excluding common relevant publications, i.e., the 
disjunctive union 𝑟𝑒𝑙𝐶𝑆  ∆ 𝑟𝑒𝑙𝑊2𝑉, then W2V catches 27% of all relevant 
publications, while CS with TF-IDF 13.5%. Thus, both of them perform with 
40.5% difference (the value of disjunctive union), or 59.5% in the same 
fashion, according to the number of relevant publications in top-ten. 
Concerning the irrelevant documents, WE gives 40.4% versus 46.1% of 
VSM, in that list. Figure 8.2 highlights more details about these proportions. 
 We also note that WE is able to generate better results, as far as relevance 
is concerned. It also reaches to ‘seize’ publications that even have little or 
no similar concepts among themselves. This is because of WE’s ability to 
present correlations between words. 
 The number of irrelevant results is in the frame of expectations, taking 
into account the different domains between the repositories where the 
evaluations take place. In the case when the selected publications are purely 
economic, such as “Taxes, wages and working hours”, both approaches give 
zero relevant recommendations, and four somehow relevant. Conversely, 
for inter-domain publications such as “Politics, globalization, and food crisis 
discourse”, or “Public policies against global warming” the system achieves to 
retrieve four very relevant publications. The other reason is related to the 
limited number of records for each search at the target repository. For 
evaluation purposes, the prototype processes only 300 publications, for 
every EconStor paper at that repository, i.e. AGRIS. Increasing that number 
means increasing the possibility for more relevant publications, but at the 
same time increasing the cost of processing.   
 
 
Figure 8.2 The relevance of the retrieved result based on the Vector Space Model 


















 In addition to the given metadata, Word embedding achieves good 
performance in smaller texts also [GMSB17, KeRi15]. Simultaneously, we 
have analyzed and evaluated the relevance of the retrieved documents 
when ordering score is used only the similarity between titles. For example, 
between the titles “Do inflation and high taxes increase bank leverage?” and 
“Are government regulations pushing food prices higher?” the Word2Vec has 
scored 0.7223 similarity degree, versus zero to CS score.  
 The results presented in Figure 8.3 point out the slight domination of 
WE in terms of performance only in titles. Therefore, WE achieved to 
retrieve 12.7% relevant publications versus 11.0% of VSM. In addition, VSM 
retrieves 8.8% more irrelevant documents than WE.  
 
 
Figure 8.3 The relevance of the retrieved result based on VSM and WE 
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 The score generated as the combination of all the metadata, i.e. sim[(2𝑝𝑡 , 
𝑝𝑎𝑏𝑠 , 𝐾𝑝, 𝐷𝑝), (2𝑑𝑡 , 𝑑𝑎𝑏𝑠 , 𝐷𝑑)] achieves to catch 17.3% more relevant or 
somehow relevant publications rather than the score calculated on titles, 
sim(𝑝𝑡 , 𝑑𝑡), referring to the Word Embeddings approach. Furthermore, only 
28.2% of publications in top-ten are the same in both ordering scores. 
 
 
8.1.2 Cumulative Gain measures 
A formal way for presenting the results is done by applying the 
Discounted Cumulative Gain (DCG) measure, as the most notable metric 
for quantifying the performance of ranking high relevant documents 
[JäKe00]. The formulation of DCG is defined in section 4.3, through 
equation 4.4. The number of evaluated documents in our case is continually 
10.  
The application of DCG in our evaluated data requires translation of the 
relevance values from literals to numbers. Such that, r that stands for 
relevant is denoted with 2, s of somehow’s as 1, and i for irrelevant as 0. 
Thus, in total there are three relevance values, 𝑟𝑒𝑙𝑖 ∈ {0,1,2}. Table 8.2 
embodies exactly the publication 1 from table 8.1, after including these 
translations. As can be noted in table 8.2, the DCG score is calculated for 
both approaches, i.e. CS and W2V on all metadata and titles comparatively. 
Therefore, the four ranking strategies are shown.  The end of each column 
gives the sum of these values as stated in the formulation. Therefore, 
considering the same example, the DCG10 score for Cosine Similarity on all 
metadata is 4.0 while the DCG10 score of Word2Vec on the same metadata 
is 4.973. 
However, the DCG score is not the best solution for measuring the 
performance of several approaches with different sets of metadata, 
regarding the ranking of relevant documents [JäKe02, WWLH13]. For that 
purpose, several other modifications of DCG are present for different 
circumstances. In our case, since we are operating with the fixed number of 
evaluated documents over all the approaches, i.e. ten, the normalized 
discounted cumulative gain (nDCG) is applied. For this purpose, the 
normalization between the results, based on the relevance order is 
performed. For each of the columns in table 8.2 (relCS, relW2V, relTcs, 




relTw2v), the DCG is recalculated after sorting the retrieved documents in 
decreasing order of relevance. For example, relCS now will be ordered such 
as (212223241506070809010). The DCG value calculated in this way is known as 
the Ideal DCG (IDCG). Hence, relCS will have IDCG10 of 5.510. The 
normalized discounted cumulative gain (nDCG), represents the fraction of 
DCG with ideal DCG. In this case, for the relCS example in table 8.2, we 
have nDCG10 =4.0/5.51 = 0.726. 
 
Table 8.2 An example of generating DCG10 score on top-ten retrieved publications 
for one EconStor publication. 
publication 1 (p1) 





























































1 0 2 2 1 0.000 2.000 2.000 1.000 
2 2 2 0 2 1.262 1.262 0.000 1.262 
3 2 0 0 2 1.000 0.000 0.000 1.000 
4 0 1 0 1 0.000 0.431 0.000 0.431 
5 2 1 2 0 0.774 0.387 0.774 0.000 
6 0 0 2 2 0.000 0.000 0.712 0.712 
7 1 0 0 2 0.333 0.000 0.000 0.667 
8 2 1 0 0 0.631 0.315 0.000 0.000 
9 0 0 0 1 0.000 0.000 0.000 0.301 
10 0 2 2 0 0.000 0.578 0.578 0.000 
         
   DCG10 4.000 4.973 4.064 5.373 
   IDCG10 5.510 5.436 5.123 6.200 
   nDCG10 0.726 0.828 0.793 0.867 
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The interpretation of scores can lead us to better understanding the 
performance of proposed approaches. The computed DCG10 and nDCG10 
scores are visualized in figure 8.4 based on the 57 evaluated EconStor 
publications. Therefore, from the same figure can be noted that DCG value 
shows a better performance of W2V versus CS in both metadata sets.  When 
all the metadata are considered, the DCG10 of W2V is 4.057 while CS is 3.861. 
This insight specifies that W2V archives to show in top-ten much relevant 
documents than CS. The discrepancy is even more notable when only titles 
are considered, i.e. 3.069 versus 2.317 in favor of W2V.   
However, an interesting sighting shows the analysis of nDCG10 score. 
The value of 0.869 at CS comparing to 0.835 at W2V let to know that CS 
achieve to perform a better ranking of the relevant document. Thus, 
although W2V attains to caught more relevant or somehow relevant 
documents in top-ten, CS achieves to perform better ranking. Nonetheless, 
it is not a case when the comparison is done only on titles. Emphasizing, 




Figure 8.4 The average Discounted Cumulative Gain (DCG) and Normalized DCG 
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8.2  Summary 
 
 This chapter puts the focus on the advantages resulting from improved 
interoperability among different Digital Libraries by evaluating different 
algorithms to achieve this interoperability. For this purpose, bibliographic 
Linked Open Data repositories are considered by investigating the 
alignments among them. The evaluated results show that the list of 
retrieved publications according to each aligned concept between 
repositories was extremely wide. While the attempt to find publications in 
the target repository, with the same set of descriptors as in the initial one, 
results in no publications returned. Therefore, we use alignments between 
repositories for retrieving an initial set of publications, especially as an 
important component for determining the weight of the terms in the 
metadata set.  
 The semantic relatedness of the retrieved publications with the triggered 
publication is measured by applying two main approaches comparatively. 
The generated results show that the traditional count-based and text-
matching approach through TF-IDF and Cosine Similarity, are satisfactory. 
However, it relies on heuristics to determine a higher level of semantic 
similarity among publications. Its performance is closely related to the 
common words among the compared publications. The disability for 
determining the word relatedness appears to be the main weakness, even 
in the cases when the presence of thesauri is evident.  
 Given this, we followed the deep learning approach to model semantic 
word representations. The implementation of contemporary Word2Vec 
results in important outcomes. This is achieved by simplifying the 
combination process between the metadata, and even more, by performing 
it on a smaller set of metadata, such as title’s concepts only. Substantial 
improvements are evident by extending the set of metadata with concepts 
from the abstract and keywords. The results show that the implementation 
of the word embedding approach achieved to retrieve as the top-ranked 
relevant recommended publications, which the previous approach has 
ranked far below from the top positions. Therefore, 27% of all relevant 
publications are caught by Word2Vec only, while 13.5% by CS with TF-IDF. 
Thus, they are performing with a 40.5% difference concerning the outcome 
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of relevant retrieved publications. A proper interlacement between these 
approaches brings to promising improvements.  
 In addition, the results are presented by applying the Discounted 
Cumulative Gain (DCG) measure and Normalized Discounted Gain 
(nDCG). These scores prove a light dominance of Word2Vec to show in top-
ten much relevant documents than CS. The discrepancy is even more 
notable when only titles are considered, regarding the DCG10 score of 3.069 
for Word2Vec, versus 2.317 for CS. However, although W2V attains to 
caught more relevant or somehow relevant documents in top-ten, the 
nDCG10 value indicates that CS achieves to perform better ranking when 
performing on all the metadata set.   
 In conclusion, as a result of the applied approaches, publications stored 
in a particular repository, i.e. digital library are enriched with closely 
related semantic recommendations from other Linked Open Data 
repositories. This will enhance the visibility of publications from a single 
place by sparing the scholar for further navigation in other digital libraries. 
The research can be extended with several other combinations of the 
proposed approaches and metadata. At the same time, new methods can be 
introduced. However, in any case, a human judgment regarding the 
relevance of retrieved results is necessary. Meantime, these judgments 











“Linking up the things you were  
with the things you become  
is what growing up is” 
_______________________________ 
James L. Brooks 
 
This chapter describes the results of the approaches regarding author’s 
centered metadata, presented in Chapter 7, and the benefits of author 
persistent identifiers. The evaluations are done through the developed 
prototype, used for the assessment of the proposed algorithms. Essentially, 
the prototype acts on two levels. Initially, it automatically checks VIAF for 
a particular author and automatically determines the appropriate clusters 
according to the principles presented in chapter 7. For each found cluster, 
the VIAF ID is assigned to the corresponding author in the initial repository 
(EconStor in our case). The next level is related to the extraction of the 
results found in the cluster, and by redirecting several queries to the 
corresponding digital libraries that the cluster aggregate. As a result, the 
author’s profile is enriched with additional relevant information, which 
previously has not been part of that repository. Parts of this chapter are 
published in several peer-review publications [HaPT21, HaRT15, PiHa21]. 
 Moreover, the assigned identifiers are extended with several others by 
considering WIKIDATA as a linking hub, see figure 9.6. The role of the 
community, in this case, is undisputed in terms of contributions to the data 
population. Consequently, linking more identifiers offers the opportunity 
to find and collect various other related information to a particular author 
in a single place.  
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9.1  Evaluation of VIAF approach 
 
Chapter 7, especially section 7.1 underlines the repository disambiguation 
level that highlights which authors need to be identified and clustered, 
plays an important role in the overall process. That’s because a partially or 
entirely disambiguated repository/DL can ensure a larger and precise list 
of publications and co-authors network to a particular author. In addition, 
the presence of a persistent identifier facilitates the generation of expanded 
author profiles enriched with other information about her/his. 
 In principle, the disambiguation process must rely on a record-based 
approach, i.e. each bibliographic record should be checked separately for 
each author present in that record. Therefore, in all cases when authors are 
not assigned with any kind of persistent identifier and their disambiguation 
is impossible to be done from the data within the repository, an external 
source should be used for that purpose. Hence, the use of VIAF is seen as a 
highly acceptable and efficient choice. 
 Finding the right VIAF authority cluster that matches the author's name 
presents a fundamental challenge. The automated process for checking, 
disseminating and selecting the best match does not always turn out to be 
straightforward. Therefore, as described in chapter 7, the approach is 
evaluated manually from individuals, on 1026 randomly selected authors 
from the EconStor repository. As result, the evaluation metrics of recall, 
precision, and F1 score are generated. 
 In these cases, the precision is considered for the clusters that are 
retrieved as correct match, i.e., all the VIAF clusters which the system has 
assessed as correct for representing a particular author. Referring to figure 
7.8, these are the cases under the option (a.) and (b.). In fact, it is the fraction 
among the really correct clusters (true positive) with all the clusters that the 
system has presented as correct, including all clusters that are assessed as 
correct, but users have not agreed to this (false negative). This form of 
evaluation tends to bring the approach into action, to measure the ability of 
the system to act independently of user intervention. Regarding this, the 
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 The recall is the fraction between the really correct clusters (evaluated 
by the system and users as such) with all the clusters depicted by the system 
as correct, including the clusters assessed as incorrect, but the users have 
identified them as correct (false negative). In figure 7.8, as truly correct are 










 As mentioned in chapter 7, the performance of the system is evaluated 
manually, regarding the accuracy of matches. Thus, except the recall and 
precision, the F1 score is calculated additionally. Since for a given author 
the number of retrieved clusters can vary from zero to many, each of these 
cases is analyzed in particular. 
 
F1score =
 2 ∗ (Recall ∗ Precision )
(Recall + Precision )
 
 
 The results in table 9.1 represent the clusters that are marked as positive, 
i.e., the prototype has marked them as correct clusters, and each of them is 
evaluated by the user. As can be noted, the analyses are covering the 
authors for which the prototype has found one, two, three and more than 
three clusters. While, for 265 authors (25.83%) of the evaluated instances, 
the system has not retrieved any match. It is worth noting that these data 
might change almost whenever we search through the respective clusters, 
taking into account the continuous updates of VIAF clusters. 
 
Table 9.1 The number of found VIAF clusters for EconStor authors. 






% Precision Recall F1 
618 1 60.23% 0.994 0.976 0.985 
96 2 9.36% 0.957 0.968 0.963 
40 3 3.90% 0.952 0.912 0.931 
7 > 3 0.68% 0.951 0.833 0.888 
265 0 25.83% / / / 
 
9. Evaluation of author’s disambiguation 
 
132 
 What is easily noticeable, the F1, recall, and precision scores are 
distributed entirely in different fashion according to the number of found 
clusters. Hence, when for a given author only one VIAF cluster is found, 
the precision is 0.994, and the recall is 0.976. Therefore, the calculated F1 
score, in this case, is 0.985. In all these cases, when the prototype achieves 
to provide only one cluster as correct, the probability of having the correct 
match, is almost maximal. Otherwise, when two clusters are shown as 
correct, the possibility of both of them being correct is not so absolute. 
Hence, in that situation, the precision is 0.957 with 0.968 recall, while 0.963 
is the F1 value. However, in all the cases when more than one cluster is 
identified as correct, the different distribution of data inside them is an 
indicator to evaluate and select the best option. Figure 9.1 gives a better 




Figure 9.1 The evaluation results based on the accuracy of the found clusters. 
In overall, based on the total number of evaluations (761 with at least one 
cluster), the efficiency of the approach is measured at 0.975 as F1 score. The 
precision and recall, in that case, are 0.987 and 0.963 respectively. As a result 
of the constant updates of the VIAF clusters, at different times we may have 
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9.2  The outcome after identification 
 
The right identifier, such as the VIAF ID, ensures us a direct retrieval of all 
relevant information found on that cluster and beyond. Hence, the 
approach makes it possible to be achieved an author profile enrichment at 
the initial repository. Such enrichment may include additional name 
variations of that author, an extended list of publications, new co-
authorship correlations, and other biographic information.  
 For having a closer view, let us consider a specific author name from our 
repository, through the usage of the developed prototype. By selecting the 
Nobel Prize winner, “Sims, Christopher A”, the EconStor repository is 
currently showing nine publications and a list of three co-authors (see Fig. 
9.8). The application of the presented approach to identify and match the 
corresponding VIAF cluster is resulting in significant profile data 
enrichments. Hence, except for the usage of the identified VIAF ID, the 
profile of this author has been also extended with several other information 
as discussed in the following section.  
 
 
9.2.1 Using the VIAF cluster  
Initially, we are able to retrieve a list of name variations, as alternatives to 
how this author appears in other digital libraries that consisting this VIAF 
cluster. Such output can be shown in figure 9.2, by including other 
biographical details, information that was missed in our initial repository. 
However, by expanding the list of identifiers, we are able to target other 
sources, such as the GND authority files or Wikipedia, to discover more 




Figure 9.2 Name variations for a particular author and living year(s). 
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 As part of the cluster, a wider list of publications and co-authors can be 
found. The list of publications that this author has in that cluster is showed 
in figure 9.3. Thus, by comparing the publications in the initial repository 
(fig.7.2) with the publications found inside the VIAF cluster, there is noted 
an evident distinction.  Hence, the list of publications in the initial 




Figure 9.3 The list of publications inside a VIAF cluster for a particular author. 
 The same author at the initial repository has only three co-authors (fig 
7.2), while the corresponding VIAF cluster is extending that list by 
additionally five new co-authors. Figure 9.4 shows the list of co-authors in 
the cluster, where the first two authors already are present in the initial 
repository, while the 7th and 8th records may represent the same person.  
 






Figure 9.4 The list of co-authors inside a VIAF cluster for a particular author. 
  Furthermore, each cluster contains identifications of libraries or 
institutions that contribute to the content, which appear under the 
<ns1:sources> tag, if we refer to the XML version of the cluster. 
Visualization of this data provides a result as in Figure 9.5. We are 
considering these IDs as very valuable information for expanding and 
enriching an author profile with new information that may not be part of 
the current cluster. Therefore, by having such an ID, e.g., 123351022 for 
DNB or n87118685 for LC, we can search directly in these repositories to 
link and get exactly the data about that author.  
 
 
Figure 9.5 The list of sources in a particular VIAF cluster 
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9.2.2 Using cluster’s sources  
The use of these resources is done by consuming the provided APIs and 
similar web services. Besides, a very practical way of accessing the data is 
by querying the available SPARQL endpoints or local deployment of the 
linked data repositories. However, this way does not always ensure the 
most up-to-date information. Therefore, most libraries, such as DNB, LoC, 
BNB, in addition to providing their data or metadata in the form of dump 
files, provide various web services for accessing up-to-date resources. For 
instance, the following web service will provide publications from DNB, by 
adding the ID of the source for a given author found inside a cluster. Hence, 
the DNB ID (i.e., the GND ID) for this author is 123351022 (see fig 9.5). 
 
D-NB URL service 
https://portal.dnb.de/opac.htm?method=simpleSearch&query={DNBauthorid} 
 
 The output of this query, respectively the Atom20 XML-based file format, 
is resulting in two publications, which already are part of the VIAF cluster 
(also highlighted in figure 7.5), such as:  
 
1. Rational inattention: a research agenda  
2. Fiscal aspects of Central Bank independence. 
 However, in some other cases, the exploration of these sources may 
reveal publications that are not yet part of the cluster. Hence, in addition to 
expanding the list of publications, this increases the possibility for a more 
accurate assessment of the cluster (depending on the update frequency).  
 Library of Congress (LoC) is another example of offering a linked data 
service for retrieving resources. A possible way for its usage can be through 
the token when an exact match is targeted. The token, in this case, would 
be n87118685, by considering the same author. Hence, the LoC linked data 




 The results of such a query furthermore can be processed by examining 
one of the provided formats, such as JSON, RDF, etc. 
                                                          
20 https://portal.dnb.de/opac.atom?method=search&currentResultId=auRef%3D123351022%26any 




 In addition, the Library of Congress and the German National Library 
offer further refined approaches to access the data, with many other 
possibilities. Therefore, though the SRU (Search/Retrieve via URL), as a 
standardized web service protocol for querying databases on the internet, 
makes their catalog available to everyone. Normally, for requesting the 
data, there is a need for previous registration and authorizations. 
 The DNB provides access to bibliographic and authority data by 
consuming the linked open data dump files. Such that, for a given entity i.e. 
person, using the GND ID we can retrieve a large amount of data to fill out 
the profile. Similar information may be harvested through the DNB’s data 
service known as “Entity Facts”21, which provides information on entities 
of the GND Authority File.  
 
9.2.3 Further data enrichment 
 
Moreover, in numerous cases, a VIAF author’s cluster offers mappings to 
several other sources, including DBpedia and WIKIDATA. We consider this 
as an opportunity to extend the profile of the author with several non-
library resources. The prototype automatically executes a SPARQL query 
in DBpedia or WIKIDATA and retrieves information such as a short 
biography, an author picture, a link to Wikipedia page, a downloadable list 
of works, and other links to different sources, if there are available. The 
links to other sources are treated as a very valuable bit of information, as in 
this way the linked data graph of this author is expanded for the purpose 
to harvest as much as possible data. 
 Below is an example of getting a list of identifiers for a given author, 
based on WIKIDATA ID.  Such that, the Google Scholar, ORCiD, RePEc, 
ISNI, SSRN, Nobel ID, and Twitter may be retrieved for this author, by 
querying WIKIDATA SPARQL Endpoint (https://query.wikidata.org) 
with the source ID found inside the cluster (see fig. 9.5, WKP| Q109737). 
As result, the query from the listing 9.1 will provide the Google Scholar ID 
“uXNOHdAAAAAJ”, short RePEc “psi12” and the Nobel ID " 2011/sims”. 
                                                          
21 https://www.dnb.de/EN/Professionell/Metadatendienste/Datenbezug/Entity-Facts/entityFacts_n 
ode.html, accessed 30.11.2019  
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Listing 9.1 Getting other identifiers from WIKIDATA 
SELECT distinct ?gsid ?orcid ?repec ?isni ?nobelid ?ssrn ?tw WHERE { 
 OPTIONAL {wd:WKP wdt:P1960 ?gsid}. 
 OPTIONAL {wd:WKP wdt:P496  ?orcid}. 
 OPTIONAL {wd:WKP wdt:P2428 ?repec}. 
 OPTIONAL {wd:WKP wdt:P213 ?isni}. 
 OPTIONAL {wd:WKP wdt:P3188 ?nobelid}. 
 OPTIONAL {wd:WKP wdt:P3747 ?ssrn}. 
 OPTIONAL {wd:WKP wdt:P2002 ?tw}. 
} 
    
 In addition to this, the same source can provide a different range of data, 
for this author, such as short biographical data, country of origin, 
publications, award received, etc. Such an example is the listing 9.2., which 
provides all the economic awards (Q17701409) for a given author (WKP). 
The advantages of this approach also take account of the ability to update 
the data in an easy and quick manner, by anyone who will contribute. 
Listing 9.2 Economic awards for a particular author based on WIKIDATA 
SELECT DISTINCT ?label WHERE { 
wd:WKP  p:P166 ?statement. 
?statement ps:P166 ?award. 
?award wdt:P31 wd:Q17701409. 
?award rdfs:label ?name. 
OPTIONAL { ?statement pq:P585 ?date. BIND(YEAR(?date) AS ?year) } 
SERVICE wikibase:label { bd:serviceParam wikibase:language "en" } 
BIND(CONCAT(STR(?year), "  - ", str(?name) ,"" )  AS ?label ). 
FILTER (LANG(?name) = "en"). 
} ORDER BY ASC(?awardLabel) ASC(?year) 
 
 In all the cases when the matched VIAF cluster is aligned to DBpedia, 
the profile may be enriched with several other details. Even when the VIAF 
does not contain such identifier, other HUBs, such as GND or WIKIDATA 
are considered for further expansions (see Fig. 9.6). The prototype 
automatically checks for the existence of such links, and in case of presence, 
the DBpedia SPARQL endpoint is queried. Such a query is showed under 
the listing 9.3. 




Listing 9.3 Getting author’s information from DBpedia. 
SELECT distinct ?abs ?birth ?picture  ?link  
WHERE { 
<author_id> dbo:abstract ?abs. 
OPTIONAL {<author_id> dbo:thumbnail  ?picture}. 
OPTIONAL {<author_id> dbo:birthDate  ?birth}. 
OPTIONAL {<author_id>  dbo:wikiPageExternalLink  ?link}. 
FILTER (langMatches(lang(?abs), "en")). 
} 
 
 As we have mentioned on many occasions, WIKIDATA represents a 
comprehensive hub of linking data including authorities. Hence, by 
discovering any of the globally known identifiers, let ‘say GND ID, gives 
the possibility to access several others. Figure 9.6 gives an overview of some 
identifiers supported in WIKIDATA.    
 
Figure 9.6 WIKIDATA as authority linking hub 
Furthermore, it is very significant that the community can contribute to 
those data by completing the list of identifiers. For example, if an author is 
assigned only with the RePEc ID, once the GND ID is discovered, the same 
can be registered in that profile. This can be very useful in case we want to 
adopt a single identifier for uniquely identifying authors in a repository. 
Let us give some details about this. Assuming that in a particular repository 
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we have several authors identified with ORCiD, some others with RePEc, 
VIAF, and GND ID. However, by creating an author profile, we are 
interested in having a unified way of representations, considering a unique 
identifier. Therefore, instead of creating a local hash table for mapping these 
ids, the usage of WIKIDATA may be considered.  
At the moment WIKIDATA has impressive coverage of people, more than 
8 million humans (Q5), and several other identifiers are mapped there. 
Figure 9.7 shows the presence of some IDs inside WIKIDATA, by 
visualizing the data retrieved at two different periods, such as February 
2019 and September 2020. For better understanding, we have conducted an 
experiment with the top 1000 RePEc22 authors according to the October 
2018 rankings. So for each author in that list, identified by the RePEc ID, we 
are looking for the respective GND ID at WIKIDATA. Initially, there is 
noted that 994 authors from that list were part of WIKIDATA, and 987 were 




Figure 9.7 Authority (persons) identifiers in WIKIDATA 
                                                          
22 The data are crawled from RePEc (https://ideas.repec.org/top/top.person.all.html, accessed 
17.10.2018).  




9.2.4 The overview of outcomes  
The benefits of identifying authors with a respective ID are numerous and 
in many directions. Firstly, referring to an author with a relevant identifier, 
besides serving the clustering process within a repository, leads to the 
generation of an accurate and comprehensible list of publications. 
Minimizing the doubt as to whether or not a publication belongs to the 
selected author. This also contributes to the creation of a truthful co-
authorship graph.  
 In addition, the list of discovered and extended author’s identifiers, such 
as VIAF ID, GND ID, WIKIDATA ID, RePEc ID, are used for further data 
enrichments by harvesting the corresponding sources. The implementation 
of linked data principles makes it easier to exploit these data by avoiding 
some complex ETL (extract-transform-load) processes. In such a manner, 
by consuming DBpedia, GND/Entity Facts and WIKIDATA, the author 
profile is extended with information such as life data, short abstract, a 
picture, professions, affiliations, other identifiers, etc. Section 9.2.3 presents 
some of the listings for this purpose, with the results shown in Figure 9.8.  
 As a result of these approaches, the generated profile provides to the 
user the possibility to have an overall view about a certain author, by 
avoiding multiple navigations to different sites for data collection. Thus, in 
our selected example the author profile is enriched with data such as other 
name alternatives, birth year, picture, abstract, affiliations, professions, new 
publications that are missing in the initial DL, five new co-authors, and 
linked sources to other libraries. In addition, other profile IDs such as 
RePEc, SSRN, Twitter, Quora23, ResearchGate, are displayed. 
 Figure 9.8 gives a general overview of how such an enrichment may be 
offered. Moreover, the co-author graph and the word tag cloud with the 
most frequently used terms and topics are shown, as it is described in figure 
9.9 and 9.10, respectively.  
 
                                                          
23 https://www.quora.com 






Figure 9.8 An enriched/extended author profile 






Figure 9.9 Co-authors network for a particular author 
 The right identification of an author in a DL ensures to us a truthful list 
of co-authors, associated with that author within the same DL, and a key 
point for harvesting the missing co-authorship relations from the newly 
discovered sources. The graphical representation of such relationships 
reflects a direct view of the authors’ collaboration and facilitates users’ 
navigation through them. Figure 9.9 shows an example of such kind of 
visualization through a word tag cloud, where the font size represents the 
frequency of co-authorship with a link to the corresponding author profile.   
 A comprehensive and accurate list of publications is also an important 
source for further processing and insights. By taking the titles, abstracts and 
keywords/subjects of publications, we generate a visual view of the most 
frequent terms and concepts used by the author. Such kind of visual 
representation provides an instant overview of the covered topics and fields 
in the author’s research output. Figure 9.10 denotes a view of such 
representation, where the tag cloud represents the most used terms and 
concepts in the “Oliver D. Hart” publications. Such a view is based on the 
titles, abstracts and subjects from the current list of his publications indexed 
in the EconBiz. Any changes to that list, by adding or removing 
publications, would also affect the following view. In addition to this, the 
extracted terms can be used by the user for query formulation in an attempt 
to narrow down the results. Section 6.4 provides more details in this 
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concert; even, in that case, the process is based on a single publication, in 
comparison to all author’s publications from the author as it is here.   
 The set of terms pulled out from authors’ publications titles and 
abstracts, in combination with assigned thesauri subjects, embody an 
important component to calculate the similarity between authors. Namely, 
to retrieve the list of authors whose research output intersects with the 
selected author. As explained in section 6, the assigned descriptors based 
on a predefined thesaurus, such as the usage of STW thesaurus in our case, 
are of key importance, considering here the manually labeling process done 
by the domain experts. The alignments between thesauri concepts play an 
essential role, especially when information retrieval targets multiple 
repositories, and especially when it comes to multilanguage or domain-
specific environments. However, the provided experiments show to us that 
the usage of other metadata components, such as title and abstract is 
necessary to narrow down the results and improve the similarity 
calculations. Figure 9.11 shows an example of that how the similarity 
between authors can be exposed to the users. The proposed prototype 
solution provides also options for some adjustments in order to generate a 





Figure 9.10 Word Tag cloud with terms from author’s publications 
 




 Accordingly, the slider movements imply different compilation of 
concepts including the corresponding frequencies for the respective 
author’s research output. The slider degree instantaneously determines the 
level of thesaurus usage in terms of narrowing/broadening the concepts, 
and the depth of machine learning generated concepts participating in the 
similarity calculations. Furthermore, the user can choose between the 
thesaurus and title/abstract concepts inclusion in the calculation. Such that, 
the following set of concepts: "contract theory", "theory firm", "corporate 
governance", "incomplete contract", “capital structure", "bankruptcy procedure", 
"contracts" and "bankruptcy", gives the results as in the figure 9.11, by 




Figure 9.11 Listing authors working on similar topics 
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9.3  Summary  
 
Relying on the initial idea of creating enriched author profiles in a digital 
library by extracting data from several other repositories, the process of 
author disambiguation is inevitable. We referred to VIAF for avoiding 
ambiguity and uniquely identifying authors in the initial repository. 
Besides, except VIAF, WIKIDATA provides a powerful hub of linking 
authorities. By discovering a persistent identifier about the author, the list 
identifiers can be expanded with several others, provided by WIKIDATA. 
Note that our approach is not limited to EconStor only, it should work for 
any repository given that the following input data are provided: author 
name, list of publications, co-author names and their publications. 
 As a result of the applied approach, the generated author profile within 
a digital library can serve in different directions, by considering that in a 
single place scholars can get information, such as:  
 biographic details, i.e. birth year, affiliations, professions, etc., 
 accurate topic representation based on the research output, 
 other publications differ from them within the DL,  
 more comprehensive co-authors relations, 
 author-related WIKIDATA or DBpedia content, 
 recommendation about similar authors or publications, 
 social media content. 
 
The outcomes of this approach are successfully integrated at Leibniz 
Information Centre for Economics (ZBW). Through a very visible platform 
such as EconBiz, we are providing a wider profile of authors. The running 
application24 has been evaluated in real environments and positively 
accepted by the research community and authors that find themselves on 
it. Therefore, the transfer of knowledge from this approach shows that the 















“Any fact becomes important  




A very good part of the related work has been mentioned in various parts 
of the relevant sections. Here is a summary of related work that is linked to 
the two main approaches followed in this work. 
 
 
10.1  Recommender systems across LOD  
 
 
10.1.1 Linked Open Data in Recommender Systems 
 The implementation of semantic technologies and the approach of 
interlinking resources known as Linked Data has given a new vision to the 
interoperability among information [BHLO01]. Since the conceptualization 
of Linked Data principles in 2006, as a set of best practices for publishing 
and interlinking structured data on the Web, the intention of them has been 
increased rapidly [AHBB16]. The RDF data model appears to be a widely 
accepted model for data integration, knowledge representation, and 
interconnections. Due to this, Digital Libraries often prefer to publish their 
indexes or even entire catalogs as RDF serializations. This intention does 
not rely only on publishing; applying and consuming Linked Data 
principles in real applications is now a common practice. Among several 
examples, a remarkable one is Europeana; an aggregator and single access 
point to millions of books, paintings, films and museum objects [DGHI10]. 
Alignments of concepts i.e. SKOS mappings among repositories/thesauri 
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can play a crucial role in the process of interoperability and 
interdisciplinary. The ARIADNE project highlights the importance of 
vocabulary linked data for the integration of archaeological records 
[BiTu16]. Several other projects put the focus on querying and retrieving 
information from LOD based on these alignments [FCLV11, JJHY12].  
 The usage of DBpedia in the context of recommender systems has been 
seen with high relevance, as it represents the nucleus of the LOD cloud. 
There are present a large number of researches in this direction, where the 
implementation of DBpedia content is used for semantic similarity 
measurement in graph-based recommendation [MBLG17, MeDa15, 
Pass10a]. The implementation of  LOD in recommender systems is present 
in several domains, such as in the domain of music [Pass10b],  scientific 
publications [HaLT14], book recommendation [PeVo13], movies [VFRT16], 
etc. In most of these cases, the DBpedia properties are used for semantic 
similarity calculation. In addition, the usage of Freebase is debrided as a 
possibility for enriching artists with other related content, also [BaSc12]. 
The explorations in this field are in continuous progress. Hence, in very 
recent research is introduced a generic framework based on linked open 
data, that is algorithm-independent and domain-independent [MNLG18]. 
It can generate a natural language explanation for every kind of 
recommendation algorithm, as investigated in three different domains, like 
movies, books and music. 
 Retrieving information relying on the linked data knows to generate a 
very high recall [CuLL15]. Usually, the result is dominated by the 
information that can be so different from what the user is interested in, i.e. 
not relevant to the user, or any relevant information cannot be displayed. 
Providing the user with the desired information, several parameters must 
be considered, such as the previously selected item or any other kind of 
preference [NMOR12]. Such that, it is inevitable to explore the application 
of recommender systems in scholarly communication, particularly in 
digital libraries [HCOC02, MoRo00, SmCa05]. The common 
implementation of recommending systems in DLs is mainly a practice used 
within the same repository. Therefore, recommending and interlinking 
publications by crosslinking relevant information from several repositories 
remains a challenge [DSEQ13, Hora10, Pass10a]. The systems for retrieving 
and recommending scientific publications are generally grounded on 




content analysis, user profiles and collaborative filtering with the 
incontestable role of social data [BOHG13, LoGS11, PKCK12, SuKa10]. 
Therefore, the application of data mining approaches is necessary.  
 
 
10.1.2 Vector Space Model and Word Embedding 
 The implementation of the Vector Space Model is one of the most 
propagated approaches in information retrieval, collaborative filtering and 
recommender systems [LoGS11, Must10, PaBi07]. According to Turney and 
Pantel [TuPa10], the calculation of word frequencies and weighting 
elements can guide machines to understand the meaning of human 
language. TF-IDF is one the most popular weighting scheme, with around 
70% of text based recommender-systems [BGLB16].  
 Consequently, the Vector Space Models (VSMs) of semantics are 
beginning to address these limits mainly through TF-IDF and Cosine 
Similarity. The truncated Singular Value Decomposition (SVD) based on 
Deerwester et al. [DDFL90] can be applied to document similarity, known 
as  Latent Semantic Indexing (LSI), or Latent Semantic Analysis (LSA) in 
case of word similarity. According to Zelikman, the introduced Contextual 
Salience (CoSal) can represent a replacement for TF-IDF and an intuitive 
measure of contextual word importance [Zeli18].  
 As emphasized in the previous chapters, the lexical features, like string 
matching and frequency of words in a text, do not capture semantic 
similarity at a satisfactory level [BaDK14, KeRi15]. In fact, this approach 
gives a satisfactory precision in terms of harvesting and ranking 
publications. However, on the other hand, many relevant documents 
remain very low ranked, only because there is not a match between the 
proposed query and their metadata. 
 Current trends for determining word similarities, i.e., semantic 
similarities among texts, rely on vector representations of words by using 
neural networks, known as word embedding or word representations 
[BaDK14, BSSM06, TuRB10, CoWe08, KeRi15, KSKW15, LeCo15, LeGD15, 
MCCD13, MnHi09, PeSM14]. Hence, word embedding has found an 
extended application in areas such as recommender systems [BaKo16, 
MSGL16], information retrieval [AmMG16, GRMJ15], sentiment analyses 
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[TWYZ14], document clustering, bilingual machine translation [ZSCM13],  
etc. As shown in section 4.2.2, Word2Vec is a very popular word 
embedding approach, which learns a vector representation for each word 
using the neural network language model  [MCCD13]. In addition, there 
are several other customizations and implementations. Such as an example 
of learning text representations is FastText [BGJM17, JGBM16]. Recently 
Athiwaratkun et al. introduced the Probabilistic FastText, as a new model 
for word embedding that can capture multiple word senses, sub-word 
structure, and uncertainty information [AtWA18]. Besides, there are several 
approaches that are mixing the existing popular algorithms with word 
embedding approaches. The mixture of Dirichlet Topic Models and Word 
Embedding, i.e. word2vec, into Ida2vec represent a case [Mood16]. 
However, in several publications, the efficiency, performance, as well as 
shortcomings and limits of the word embedding approach are tackled.  
Therefore, the meaning of the similarity values and the lack of an intuitive 
threshold for a given embedding mode, are mentioned by Elekes at al. 
[EESB18].  Several other publications also emphasizing that the values of 
parameters and the corpus selection during the training phase are 
influencing the relatedness and similarity of the generated word 
embedding vectors [FTRD16, HSMN12, LeGD15, LLHZ16, SLMJ15, 
YSMB16, ZaCr16]. Mikolov et al. in a recent publication present promising 
approaches for training high-quality word vector representations by using 





10.2  Authors’ disambiguation and identification 
 
Determining if a particular research output belongs to a specific author, 
remains a permanent challenge in the world of libraries. Author name 
ambiguity is a foremost problem which at any moment raises doubts as to 
whether or not a work belongs to a particular author, having in mind the 
cases where distinct authors have the same name or the same author may 
be represented with different names. Consequently, the need for unique 
author representation may not have been posed as a major problem at a 




time when data are stored in a singular repository, where it was not 
possible and necessary to link or share the information with other 
repositories. However, at the moment when it is intended to interlink 
information, accurate identification of persons, but not only, is a crucial 
need. Hence, in order to be able to perform an author-targeted query with 
satisfactory precision and recall, retrieving all and only those publications 
by a particular author, the authorship records for this author need to be 
disambiguated [KiDi16, LIKC14, MüRR17, Salo09]. 
 
  
10.2.1 Authors disambiguation 
The main challenge in the disambiguation process is the identification of 
whether two authors in the same or different DLs have the same identity or 
not. Generally, two main steps are applied for this purpose, measuring the 
similarity and clustering similar records. However, various studies are 
proposing different strategies and algorithmic approaches. The most 
explored strategies consider the string processing approach which 
measures the similarity of authors’ names [BMCR03, ToSm09]. The 
comparisons are one-to-many and many-to-many, by applying iterative 
[BhGe04] and incremental methods [SGLF17]. The explored 
disambiguation approaches are generally divided into supervised with 
heuristic similarity functions, unsupervised and hybrid [FeGL12, TFWZ12].  
 In almost all these strategies, the author's disambiguation process is 
primarily based on relationships among co-authors and similarity of 
publications, by discovering other relationships in other DLs [FWPZ11, 
KNLJ09]. Several approaches are relying on the citation network for 
clustering authors with different algorithmic methods  [GiZH05, MaYa03, 
SmTo09]. The most applied techniques for disambiguation and clustering 
are based on k-way spectral clustering [GiZH05], latent topic-based 
approaches (as an extension of Bayesian text model, such as the extension 
of Latent Dirichlet Allocation) [SHCL07, ShLM09], Support Vector 
Machines (SVMs) and the vector space representation [HGZL04], by 
including algorithms such as the Cosine Similarity (CS) with TF-IDF, 
Jaccard Similarity, Jaro Winkler, and Levenshtein algorithms. There are 
cases when the gathered information from citations is processed and used 
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directly in Web search engines to find relevant information about authors 
[PRZL09].  
 In addition, user feedback is highlighted as a valuable opportunity to 
facilitate and enhance the accuracy of the disambiguation process [FeMG12, 
FWPZ11]. Therefore, in several publications is emphasized that the 
feedback in combination with the hybrid supervised process is applied for 
assigning references to authors [FeMG12, GTCG13, TFWZ12]. Especially 




10.2.2 Linking Authors 
The introduction of linked open data offers new opportunities for 
discovering and interlinking authors and their research outputs [NeTo12]. 
Nowadays there are several efforts for generating authority profiles by 
aggregating and uniquely identifying resources and researchers, such as 
ORCID, VIAF, ISNI, VIVO, Google Scholar, Scopus, Mendeley, 
Academia.edu, Microsoft Academia, ResearcherID, OpenID, etc. According 
to [NeTo12] and several other studies, authority files are valuable sources 
that offer a backbone for the Semantic Web. Section 2.3 highlights and gives 
more details about these services by underlining VIAF and WIKIDATA.  
 In addition, a number of ongoing projects are focused on persistent 
identifiers (PIDs). In this context, we distinguish FREYA25 project, which 
aims to extend the PIDs infrastructure, and facilitate the open research in 
EU countries and globally. Hence, the interconnection of identifiers affects 
the improvement of data interoperability i.e. discovery, navigation and 
retrieval of research resources [WiFe18]. 
 
                                                          









































DLs are limited to certain institutional “barriers” – collections, metadata, 
services, etc. – that researchers can rely on. As a consequence, starting from 
a specific DL it is impossible or at least very difficult to cross the boundaries 
by spreading one’s search to other resources. These features are important 
concerns when a scholar or an experienced researcher wants to get insights 
into a new research field, the author’s new publications, or their relevance. 
 As expressed in the motivation part, the significance of DL is key to 
effective scholarly communication. Their usage brings considerable 
benefits to the research community, enabling global and simplified access 
to scientific resources (publications, research data, etc.). 
 Thus, by crosslinking data from different places, a resource would be 
enriched with additional library or non-library resources. This results in a 
significant enhancement of scholarly communication, i.e. a more efficient 
information retrieval process. The idea is to perform a single query in a 
single place (e.g. their favorite DL) and offer scholars information from 
different repositories. Ultimately, a selected publication in a DL will be 
enriched with a list of recommended publications from other DLs, 
additional information about authors, conferences, etc. 
 For this purpose, two main approaches are followed, as described in 
section 5.3. The first one uses available publication-centered metadata (see 
section 5.4), while the second one considers available author-centered 




 The concept of Linked Open Data presents a broader vision for 
information exchange and the mitigation of barriers between repositories. 
Therefore, the aligned terms between repositories (thesauri) are considered 
an important linking point for publications from different repositories (see 
figure 6.2). The initial evaluations are performed based on these alignments, 
and evaluated results show that: 
 
 retrieving semantically similar publications from other repositories 
based on terms alignments is wide-ranging (e.g., very different 
results based on mapped terms). Harvesting publications from a 
targeted repository using aligned terms results in an empty set since 
the variability of terms used in different repositories for describing 
a publication. Section 6.1 gives in-depth analysis and several 
scenarios considering this issue.  
 
 The presence of the thesauri in the source and/or the target repository 
gives another dimension to the interlinking process. Except for the terms 
that are aligned, the set is extended with narrowed, broadened and related 
concepts through the Simple Knowledge Organization System Reference - 
SKOS modeling scheme (see table 6.1).  
 
 However, the impact of such enforcement does not directly affect 
the retrieving process by narrowing the list of results or by 
improving the semantic similarities of publications. Such an 
extension is reflected in the enrichment of the terms with 
supplementary, semantically-related concepts, necessary for getting 
a subset of publications from the targeted repository. Figure 6.4 
provides an overview of this.  
 Another aspect of this operation applies to further steps, as a 
component for determining the weight of the terms in the metadata 
set. To this end, the role of the aligned terms between repositories is 
of particular importance for the crosslinking phase between 
repositories as well as the extension of concepts extracted from the 
publication’s metadata. 
 
 In addition, to narrow down the results and improve the semantic 
relatedness between the triggered and retrieved publications, the 
applications of IR methods are considered. To this end, the Vector Space 
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Model (VSM) and Word Embedding (WE) approaches are deployed and 
analyzed comparatively. Section 6.2 and 6.3 explain the implementation 
and experimental setups of these approaches. Consequently, for operating 
with these approaches, except the thesauri descriptors, the other metadata 
components are introduced. Concerning the open access policy to most of 
the documents, our focus is concentrated on metadata such as the title, 
abstract, authors, co-authors and keywords, without including the full text.  
 The evaluations are done in crossdomain repositories (i.e., economics vs. 
agricultural), and the proposed approaches are analyzed comparatively 
with different sets of metadata. In order to discover more insights, the 
analyses are performed in unlabeled datasets, hence on several occasions, 
the human assessment is applied. Section 8.1 provides all the details 
considering the evaluations followed by this strategy. To this end:  
 
 regarding the number of relevant documents in the top ten, the 
results show a slight superiority of word embedding through 
Word2Vec implementation. However, TF-IDF and CS achieve a 
better ranking of the documents in that list. Therefore, the 
traditional count-based and text-matching approach of VSM is 
achieving almost similar results such as the word embedding 
approach, when a large set of metadata is considered (i.e. title, 
abstract, keywords, and descriptors). 
 
 in the case when a reduced amount of metadata is measured, for 
example only the publication title, the WE approach outperforms 
the previous approach.     
 
 both approaches perform differently considering the top 10 relevant 
publications. That list of publications based on VSM is 40.5% 
different from the list generated through the WE approach.   
 
 TF-IDF and Cosine Similarity rely on the exact match among the 
compared publications. The inability to determine word relatedness 
seems to be the main weakness, which affects this approach with 
regards to ranking results if they do not have common words. Even 
the application of external thesauri and vocabularies does not 
provide any visible improvement if a human is not involved. On the 
other hand, the WE reaches impressive relatedness among terms, 




almost null exact matched words. However, this approach is 
affected and is sensitive to the chosen datasets and the values of the 
predefined parameters for training the model. These elements affect 
the quality of the model and its performance in real cases.   
 
 Based on the experimental setup and evaluations, choosing the right 
metadata is a crucial element in the process of crosslinking publications. 
The publication metadata selection from where the search is initiated is 
considered as bait for successful “fishing,” i.e., retrieving more relevant 
information from other repositories. Through the combination of metadata 
elements (title, abstract, and keywords) with the thesauri descriptors, the 
overall terms are weighted and ordered according to their importance.  
However, not all terms created in this way are necessary for subsequent 
calculations. In that set, we may have more general terms that can mislead 
the results – i.e., retrieve publications that are semantically distant from the 
initial publication. Thus, an important role is to prioritize their selection 
according to their weight and meaning. That is also important, when only 
a small set of terms are available, for example, determining the semantic 
similarity between publications based solely on the titles.  
 
 Among the methods we experimented with, the TF-IDF identifies 
the most important terms in cases when the right combination 
among the metadata is selected. Hence, the presence of abstract, 
keywords, thesaurus descriptions and doubling the weight of the 
title metadata element, gives the best combination. When 
considering the crosslinking process (retrieving semantically similar 
publications) from repositories of a different domain, the definition 
of term weights is more effective if it is made using global terms 
frequencies than those generated by the initial corpus. 
 
 The possibility for users to perform manual adjustments of these 
metadata components (title, abstract, keywords, and descriptors) - 
by viewing the impact of the terms during a search in real-time 
increases the quality of the retrieved publications. 
 
 Analyzing the generated results as well as the fact that the above 
approaches act differently from one another, a possible linkage of these 
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approaches to a single interface shows significant improvements. Such an 
implementation is presented in more detail in section 6.4. 
 
 
 the application of visual search interfaces is proposed as a way to 
simplify and provide a more intuitive retrieval of similar 
publications based on a preselected publication. This enables the 
scholar to perform more detailed research with a reduced mental 
workload, in comparison to traditional keyword-based search. The 
proposed approach, in an innate and conceptual manner, makes 
possible the application of suggested terms from other external 
resources. Accordingly, the set of terms can be extended with terms 
or concepts from an external language thesaurus, any SKOS 
modeling scheme, and at the same time, the deployment of terms 
through machine learning techniques applied innately. This allows 
the scholar at any time to manage the features and instantly see the 
change reflected on the results. 
 
The second approach is referred to the process of enriching the profile of an 
author inside a digital library by harvesting available information from 
other repositories. To this goal, the prior disambiguation of authors plays a 
decisive role. This issue is mainly tackled in chapter 7 through an 
algorithmic approach, including VIAF usage, while the outcomes and 
evaluations are described in chapter 9, specifically in section 9.2.    
 
 Starting with a set of metadata that usually describes an author, such 
as the name, publications and a list of co-authors, an author can be 
identified with high precision in VIAF. The F1 measures for this can 
reach a score of 0.975. Therefore, the application of authority files 
such as the virtual international authority file – VIAF, integrated 
authority file (GND), and even WIKIDATA, significantly improves 
the disambiguation process. 
 
 Such identification helps us assign a globally known identifier to the 
author by facilitating the harvesting process in the following steps. 
Moreover, WIKIDATA and VIAF are also considered as hubs that 
support the further enrichment of results. 
 
 The transfer of knowledge from this approach is used and assessed in a 




provides a comprehensive profile of authors by interlinking and integrating 
data from various sources. Such that, in a single interface the scholar can 
find a broad view of information in regard to a selected author, e.g. the most 
prominent fields of research the author is engaged in. The evaluations are 
done with scholars and authors themselves, find such an approach very 
useful from different points of view. The scholars value the volume, 
relevance, and diversity of information in one place. Moreover, the ability 
to find new insights quickly and intuitively is emphasized. The authors 
appreciate that they do not need to compile the information themselves as 
is often required by other author profile services. This approach also 
provides support to DLs for a better quality check and data curation. By 
visualizing the aggregated and clustered information, it enables the 
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The thesis implements and evaluates several approaches, methods, and 
algorithms for linking and enriching publications and authors in one DL 
with information from other DLs. Such kind of linking consists of 
semantically relevant publications related to a particular publication, co-
author network list, author-related information for creating or enriching 
her profile, etc. Numbers of approaches like semantic web, linked open data 
consumptions, i.e. thesauri concept alignments, data mining and machine 
learning techniques were explored to achieve the objectives, however, there 
are still several other approaches that may be explored in the future. 
 One aspect that can be addressed as future work is the evaluation of the 
output generated as a result of the first strategy, described in chapter 8. 
Currently, we offer an ultimate prototype from where the user can assess 
the relevance of the recommended publications based on each approach. 
However, as explained in chapter 8, this method is time-consuming and 
challenging in concern to subjects’ engagement, i.e. users for performing 
evaluations. Therefore, the implicit feedback generated from click-through 
[JGPH05], would increase the number of evaluations and also would offer 
facilitation in the evaluation process, especially if the application is based 
on a real environment [KnWi15]. For example, for a certain publication that 
the user has selected from the recommendation list, which approaches 
contributed to its ranking, how long the user stayed on it, etc. A setup that 
will act in the background for observing user behaviors i.e. decisions on 
item selections also presents an opportunity to extend the range of 
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experiments and improvements in the process of similarity measurement. 
This will be done through the combination of several metadata elements 
such as title, keywords, thesauri subjects, abstract with the already explored 
approaches and by introducing new methods mainly from the field of 
machine learning. Another point where we will focus in the future is on 
consuming the concept alignments between repositories or thesauri, i.e. 
expanding the scope of operations in other domains such as medicine, 
computer sciences, social sciences, etc. Hence, the crossdomain linkage and 
information retrieval will get a more comprehensive view. Moreover, in 
addition to the similarity and accuracy to apply and evaluate the diversity 
and novelty at DL resources.  
 Considering the second strategy, of disambiguating, linking and 
generating profiles about authors, Wikidata will continue to be in the center 
of our attention. Actually, the applied approaches for disambiguating and 
assigning a PID to authors, by using VIAF, GND and WIKIDATA are 
resulting in very satisfying outcomes. However, the permanent growth of 
WIKIDATA, where the presence of such identifiers is increasing constantly 
(see table 2.1, fig 9.7), position it to a crucial hub for linking authorities (fig. 
9.6). Current practices, where a number of services are being fed with data 
from WIKIDATA, such as Scholia, Entity Fact, indicate its crucial role in 
information aggregation. Undoubtedly, the contribution of the community 
in data gathering and updating emphasizes further improve these 
attributes. All this gives strong support and provides an important 




















































Resource – Refers to an item of a library catalog. In our context, it represents 
an intellectual output i.e., publication, of one or several authors, stored in a 
particular repository or DL. A specific resource is represented and 
described through a bibliographic record. Authority records are used to 
achieve better consistency of bibliographic records and to provide a linking 
structure between them.  
 
Repository – Provides storing and publishing of resources, i.e. intellectual 
output, from institutions, universities, organizations, etc. It is very common 
for them to be categorized in specific domains, such as economics, 
medicine, computer sciences. Besides the resource metadata, the repository 
usually stores the full-text, for the cases where the content adheres to the 
Open Access principles. Moreover, there are also several cases where a part 
or entire repository content is provided as a dump file, a SPARQL endpoint, 
APIs, or through a search interface. Such an example is the EconStor 
repository that offers full-texts (working papers, journal articles, conference 
proceedings, etc.) from the business administration and economics domain. 
Its content can be accessed from the search interface but also part of it is 
available as a dump file and from the SPARQL endpoint. However, not all 
repositories always offer these access options; the lack of a search interface 





Dataset – by definition, it presents a collection of data that usually are 
logically integrated. We are referring to datasets also for a part or entire 
repository content. In general, a repository may also be seen as a collection 
of several datasets.  
 
Digital Library – in most cases a DL represents a kind of gateway for 
different resources that do not necessarily belong to a repository. However, 
a DL may also represent the interface for a single repository. Furthermore, 
in a DL, a resource can be presented by only its metadata such as title, 
authors, keywords/subjects and abstract, without providing the full-text. 
In comparison to a repository, a DL offers a search interface, including 
faceting possibilities.  
 Since all of our proposed approaches are based and operate on the 
descriptive metadata layer e.g. title, keywords, authors and abstract, the use 
of both definitions, namely repository or DL, may be applicable. For this 
reason, we are referring to both concepts in the text. In fact, most of our 
experiments and evaluations are done on repository subsets, such as 
EconStor and AGRIS, which for practical purposes are loaded in our local 
environment. However, we are referring to a DL as a broader concept, since 
the proposed approaches and findings are not limited just to the repository 
level. They are applicable in a DL or repository when the metadata set such 
as title, authors, keywords and the abstract are provided. 
 
Initial repository / DL – refers to the repository or DL from where the 
scholar initiates the search. It also refers to the repository/DL whose 
content is enriched and linked with information from other places 
(repositories/DLs). For example, if we consider EconStor as an initial 
repository, then its resources are linked with semantically related resources 
from other repositories, authors are enriched with additional information 
by generating a distinct profile, etc.  
 
Target repository / DL – The repository or DL we target as a place to 
retrieve the required information from, such as semantically similar 





User / End-user / Scholar – a person that interacts with the repository/DL 
search interface.  
 
Term / Concept – a term, i.e. a KOS term, characterizes a particular concept. 
Therefore, in the cases when the concept is atomic in fact it represents a 
term, hence in this work are used interchangeably. However, the 
relationship between the term and the concept is more complex. Typically 
in natural languages, different terms are used to describe a particular 
concept, known also as labels, and not in all the cases the same term is used 
for the same concept. Hence, one of the primary roles of thesauruses is also 
to organize concepts through different relationships among terms, such as 
the hierarchical approach over broader and narrower terms.   
 
Descriptor / Subject heading – represents the preferred term (label) for 
describing a concept, while the non-descriptor terms are represented 









A.2 The algorithmic approach to disambiguate 
authors through VIAF clusters 
 
Input data from a digital library: a, Pa, Aa and ?̅?. 
Input data from a VIAF cluster: Acj, Pcj, ?̂?cj and ?̌?cj. 
Output: determine the match between the authors a with a VIAF cluster cj.  
 
Similarity measurement for point (i) with the equation (7.1)  
1: if Acj ≠ Ø then 
2:    for each 𝑎𝑖
𝑐𝑗
 ∈ Acj  do    
3:       if cosine_distance(𝑎, 𝑎𝑖
𝑐𝑗
) = 1 then   
4:         wac = 0.5; (the max value of  wac can be 1) 
5:       end if 
6:    end for 
7: end if 
Similarity measurement for point (ii) with the equation (7.2) 
8: if 𝑃𝑎, 𝑃𝑐𝑗  ≠ Ø then  
9:     for each 𝑝𝑎  ∈ 𝑃𝑎  do 
10:     for each 𝑝
𝑐𝑗
∈ 𝑃𝑐𝑗 do 
11:         if (𝑝𝑎, 𝑝
𝑐𝑗
 have more than 3 terms in title) then 
12:              if cosine_distance(𝑝𝑎, 𝑝
𝑐𝑗
) >= 0.9 then 
13:                wpc =+2; 
14:              else if cosine_distance(𝑝𝑎, 𝑝
𝑐𝑗
) >= 0.6 then 
15:                wpc =+0.5; 
16:              end if 
17:         end if 
18:     end for 
19:     end for 
20: end if 
Similarity measurement for point (iii) with the equation (7.3) 
21: if Aa, ?̂?cj  ≠ Ø then 
22:     for each 𝑎𝑎  ∈ Aa  do 
23:     for each ?̂?
𝑐𝑗
∈ ?̂?cj do 
24:         if cosine_distance(𝑎𝑎 , ?̂?
𝑐𝑗
) = 1 then 
25:           w?̂?c =+2; 
26:         else if jarowinkler_distance(𝑎𝑎 , ?̂?
𝑐𝑗
) >= 0.9 then 
27:           w?̂?c =+0.5; 
28:         end if 
29:     end for 
30:     end for 




Similarity measurement for point (iv) with equation (7.4) 
32: Calculations in this step are absolutely the same as in point (ii).  
Instead of the set 𝑃𝑐𝑗  is used ?̌?cj, with its elements. An initial step, 
check if (𝑝𝑎 ≠?̌?
𝑐𝑗
) is true, perform the calculation. This condition 
avoids the same publication to be measured more than ones. The 
weight for the step is denoted with wps. 
 
Determine the matching result 
33: if  (wpc + wac) or (w?̂?c + wac) or (w?̌?c + wac)>= 2.5 then 
34:     the cluster cj is assigned as “correct” for the author a 
35:     store the VIAF ID in our the database for the author a, as “correct” 
36:  elseif  (wpc + wac) or (w?̂?c + wac) or (w?̌?c + wac)>= 1.5 then 
37:     the cluster cj is assigned as “maybe” for the author a 
38:     store the VIAF ID in our the database for the author a, as “maybe” 
39: else 
40:     the cluster cj is assigned as “incorrect” for the author a 
41:     store “NA” instead of VIAF ID in our the database for the author a 
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