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Regolatori adattativi
Un regolatore adattativo è un regolatore che è in grado di modificare automaticamente
il proprio comportamento dinamico a fronte di variazioni della dinamica del processo e
dei disturbi al fine di garantire in ogni caso assegnate specifiche sul sistema controllato
In un sistema di controllo adattativo si individua la presenza di due anelli di retroazione,
quello usuale sulla variabile di uscita da controllare ed un secondo sui criteri di
specifica
Schema MRAS (Model Reference Adaptive System)
Regolatore Processo
Aggiustamento
Modello
parametri
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Regolatori adattativi
Schema STR (Self Tuning Regulator)
Regolatore Processo
StimatoreSintesi
parametri stimati del processo
- - -
-
ff-
v u y
?
?
- Metodi adattativi diretti, quando si adattano direttamente i parametri del regolatore
- Metodi indiretti, quando si passa attraverso una procedura di sintesi di tali
parametri
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Regolatori adattativi
Schema STR diretto (o implicito)
Regolatore Processo
Stimatore
parametri del regolatore
----
ff-
? yv u
- Principio di equivalenza al caso certo: i parametri stimati in tempo reale sono
utilizzati nelle elaborazioni di sintesi come se fossero uguali a quelli veri non noti
- Gli schemi di controllo adattativo rappresentano sistemi dinamici non lineari a
parametri variabili
- Nel seguito ci si limiterà a trattare la classe STR ed in particolare la combinazione
di stima a minimi quadrati e sintesi per assegnamento poli/zeri.
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Regolatori adattativi
Esempio: insufficienza di regolatori a parametri costanti in certe situazioni applicative
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Si considera esplicitamente solo il controllo del movimento φ attorno all’asse verticale.
Sia J il momento di inerzia totale visto dall’attuatore, τa la coppia necessaria per
bilanciare gli effetti dell’attrito e τm la coppia generata dall’attuatore
J = α+ βM + (γ + δM) sin2 θ
d
d t
(
Jφ˙
)
= Jφ¨+
d J
dθ
θ˙φ˙ = τa + τm
L’inerzia J cambia sia in funzione della geometria del manipolatore che in funzione di
M .
Jma = Jm +
J
k2r
Laboratory of Automation Systems – p. 5/46
Regolatori adattativi
Esempio (cont’d) Assumendo θ costante e τa = 0
Jφ¨ = τm, τm = kmi
PI Motore Giunto -- --
-ωr ω = φ˙i τm
i = k
[
(ωr − ω) + 1
Ti
∫ t
0
(ωr − ω)dt
]
Si ha quindi
J
d2 ω
dt2
+ kmk
dω
d t
+
kmk
Ti
ω = kmk
dωr
d t
+
kmk
Ti
ωr
ω(s)
ωr(s)
= G0(s) =
2δ0ω0s+ ω
2
0
s2 + 2δ0ω0s+ ω20
con k =
2δ0ω0J
km
, Ti =
2δ0
ω0
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Regolatori adattativi
Esempio (cont’d) Se il regolatore è calcolato per J0 (valore nominale), mentre il
momento di inerzia reale vale J , si ha
G′0(s) =
2δ0ω0sJ0/J + ω
2
0J0/J
s2 + 2δ0ω0sJ0/J + ω20J0/J
con pulsazione naturale ed il coefficiente di smorzamento
ωn = ω0
√
J0
J
, δ = δ0
√
J0
J
Se ω0 = 1 rad/s, δ0 = 0.7,
per J = 2J0 → ωn = 0.7071, δ ≈ 0.5
per J = 1
2
J0 → ωn = 1.4142, δ ≈ 1
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Regolatori adattativi
Esempio (cont’d)
Risposta del manipolatore a gradino nel caso nominale e nei casi J = 2J0 e J = J0/2
   y0(t)   
   y1(t)   
   y2(t)   
       1.4
         0
         0         20 (secondi) 
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Stima ai minimi quadrati
Regolatore Processo
Stimatore
parametri del regolatore
----
ff-
? yv u
Necessità di un algoritmo ricorsivo
Modello di regressione lineare nei parametri
yk = φ1(xk)α1 + φ2(xk)α2 + . . .+ φn(xk)αn + ek
Avendo a disposizione le coppie {yk, xk}, k = 1, . . . , N , si vogliono determinare i
parametri αi, i = 1, . . . , n in modo da ottenere
min
αi
N∑
k=1
e2k
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Stima ai minimi quadrati
Riformulazione vettoriale
y = [y1, y2, . . . , yN ]
T
e = [e1, e2, . . . , eN ]
T
α = [α1, α2, . . . , αn]
T
φ(k) = [φ1(xk), φ2(xk), . . . , φn(xk)]
T Φ =


φT (1)
φT (2)
· · ·
φT (N)


{
min
α
eT e
y = Φα+ e
La soluzione del problema, di tipo quadratico con vincoli lineari, soddisfa
ΦTΦαˆ = ΦT y
Se ΦTΦ è non singolare, la soluzione è unica
αˆ = (ΦTΦ)−1ΦT y
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Stima ai minimi quadrati
Interpretazione geometrica del problema
Per k = 1, . . . , N si ha

y1
y2
· · ·
yN

−


φ1(x1)
φ1(x2)
· · ·
φ1(xN )

α1 − . . .


φn(x1)
φn(x2)
· · ·
φn(xN )

αn =


e1
e2
· · ·
eN


del tipo y − φ1α1 − φ2α2 − . . .− φnαn = e
Siano y, φ1, . . . , φn vettori in uno spazio Euclideo a N dimensioni con norma ‖x‖ = xTx
Interpretazione geometrica del metodo dei minimi quadrati
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y
y∗
R(φ1, . . . , φn)
La soluzione, indicata con y∗, è data dalla proiezione ortogonale di y sul sottospazio R
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Stima ai minimi quadrati
Si può scrivere 

(y − y∗)Tφ1 = 0
. . .
(y − y∗)Tφn = 0
e poichè y∗ = α1φ1 + . . .+ αnφn, si ha


φT1 φ1 φ
T
1 φ2 · · · φT1 φn
φT2 φ1 φ
T
2 φ2 · · · φT2 φn
.
.
.
φTnφ1 φ
T
nφ2 · · · φTnφn


α =


yTφ1
yTφ2
.
.
.
yTφn


da cui
ΦTΦαˆ = ΦT y ⇒ αˆ = (ΦTΦ)−1ΦT y
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Stima ai minimi quadrati: formulazione ricorsiva
- È di interesse calcolare la stima dei parametri secondo una formula di
aggiornamento mano a mano che vengono forniti nuovi dati (elaborazioni in
tempo reale e stima di parametri variabili)
- Φ(N), y(N), α(N) grandezze relative a N coppie di dati {xi, yi}
- Nuova coppia di dati {xN+1, yN+1}
Φ(N + 1) =
[
Φ(N)
γT (N + 1)
]
, y(N + 1) =
[
y(N)
yN+1
]
γT (N + 1) = [φ1(xN+1), . . . φn(xN+1)]
- La stima dei parametri
αˆ(N + 1) = [ΦT (N + 1)Φ(N + 1)]−1ΦT (N + 1)y(N + 1)
può essere riscritta
αˆ(N + 1) = [ΦT (N)Φ(N) + γ(N + 1)γT (N + 1)]−1[ΦT (N)y(N) + γ(N + 1)yN+1]
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Stima ai minimi quadrati: formulazione ricorsiva
Lemma di inversione:
(A+BCD)−1 = A−1 − A−1B(C−1 +DA−1B)−1DA−1
Con le posizioni
A = ΦTΦ, B = DT = γ, C = 1
si ha
[ΦTΦ+ γγT ]−1 = (ΦTΦ)−1 − (ΦTΦ)−1γ[1 + γT (ΦTΦ)−1γ]−1γT (ΦTΦ)−1
da cui, con opportune sostituzioni e passaggi, si ottiene
αˆ(N + 1) = αˆ(N)− k(N + 1)γT αˆ(N) + k(N + 1)yN+1
= αˆ(N) + k(N + 1)[yN+1 − γT αˆ(N)]
dove si è posto
k(N + 1) = (ΦTΦ)−1γ[1 + γT (ΦTΦ)−1γ]−1
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Stima ai minimi quadrati: formulazione ricorsiva
Per completare l’algoritmo si pone
P (N) = [ΦT (N)Φ(N)]−1
per cui
k(N + 1) = P (N)γ[1 + γTP (N)γ]−1
ed ancora
P (N + 1) = (ΦTΦ+ γγT )−1
= P (N)− P (N)γ[1 + γTP (N)γ]−1γTP (N)
= [I − k(N + 1)γT ]P (N)
La formulazione ricorsiva cercata è:


αˆ(N + 1) = αˆ(N) + k(N + 1)[yN+1 − γT αˆ(N)]
k(N + 1) = P (N)γ[1 + γTP (N)γ]−1
P (N + 1) = [I − k(N + 1)γT ]P (N)
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Stima ai minimi quadrati: formulazione ricorsiva
Esiste un problema di inizializzazione. Si dovrebbe scegliere un valore N = N0 per cui
P (N0) = [Φ
T (N0)Φ(N0)]
−1
αˆ(N0) = [Φ
T (N0)Φ(N0)]
−1ΦT (N0)y(N0)
Per utilizzare le equazioni ricorsive fin dalla prima coppia di dati
P (N) = [P−10 +Φ
T (N)Φ(N)]−1
con
P (0) = P0 =
1
ǫ
I, ǫ≪ 1
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Stima ai minimi quadrati: formulazione ricorsiva
Esempio: Si supponga fissata l’espressione della funzione che interpola i dati
y(x) = ax3 + bx2 + cx+ d sinx
Si desidera stimare sulla base delle coppie {xk, yk} i parametri non noti a, b, c, d
In tale caso si deve porre
α = [a, b, c, d]T , y = [y1, y2, . . . , y21]
T
Φ =


x31 x
2
1 x1 sinx1
x32 x
2
2 x2 sinx2
. . .
x321 x
2
21 x21 sinx21


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Stima ai minimi quadrati: formulazione ricorsiva
Esempio (cont’d)
Stima parametrica ai minimi quadrati con dati esatti e dati affetti da rumore
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(d) Interpolazione MQ
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Stima ai minimi quadrati: formulazione ricorsiva
Esempio (cont’d)
Stima ricorsiva dei parametri a, b, c, d con due diverse inizializzazioni dell’algoritmo
ǫ = 10−2 ed ǫ = 10−6 e con valore iniziale αˆ(0) = [1, 1, 1, 1]T , nel caso di dati senza
rumore
0
2
4
6
0 5 10 15 20
Caso eps = 0.01
a
b
c
d
(a)
-3
-2
-1
0
1
2
0 5 10 15 20
Errore di stima
(b)
0
2
4
6
0 5 10 15 20
Caso eps = 0.000001
a
b
c
d
(c)
-3
-2
-1
0
1
2
0 5 10 15 20
Errore di stima
(d)
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Stima ai minimi quadrati: formulazione ricorsiva
Esempio (cont’d)
Stima ricorsiva dei parametri a, b, c, d con due diverse inizializzazioni dell’algoritmo
ǫ = 10−2 ed ǫ = 10−6 nel caso di dati rumorosi
0
2
4
6
0 5 10 15 20
(a) Caso eps = 0.01
a
b
c
d
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(b) Errore di stima
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(c) Caso eps = 0.000001
a
b
c
d
-10
0
10
0 5 10 15 20
(d) Errore di stima
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Stima di parametri variabili nel tempo
- Si deve usare una funzione costo che assegni un peso maggiore alle misure più
recenti
- Una tecnica relativamente semplice è quella di introdurre un fattore di peso
esponenziale sui residui
min
αi
N∑
k=1
βN−ke2k, 0 < β ≤ 1
dove il parametro β è detto “forgetting factor”
- Se si pone β = 1 si ritorna al caso standard
- Il numero equivalente di dati è
m =
1
1− β tipicamente con β tra 0.95 e 0.99
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Stima di parametri variabili nel tempo
Considerando il nuovo forgetting factor, il nuovo algoritmo ricorsivo è


αˆ(N + 1) = αˆ(N) + k(N + 1)[yN+1 − γT αˆ(N)]
k(N + 1) = P (N)γ[β + γTP (N)γ]−1
P (N + 1) = 1
β
[I − k(N + 1)γT ]P (N)
Ad ogni passo la matrice P è moltiplicata per un fattore 1/β > 1 e conseguentemente il
vettore di pesi k è mantenuto diverso da 0
Una seconda variante dell’algoritmo ricorsivo base, in cui l’effetto di forgetting è
ottenuto attraverso un provvedimento di tipo additivo è


αˆ(N + 1) = αˆ(N) + k(N + 1)[yN+1 − γT αˆ(N)]
k(N + 1) = P (N)γ[r2 + γ
TP (N)γ]−1
P (N + 1) = R1 + [I − k(N + 1)γT ]P (N)
in cui è usuale porre r2 = 1 ed R1 = qI con valori q = 10−4 ÷ 10−2
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Stima di parametri variabili nel tempo
I tre algoritmi ricorsivi, di base, moltiplicativo ed additivo coincidono per r2 = 1, q = 0 e
β = 1
Un raffinamento dell’algoritmo ricorsivo di tipo moltiplicativo consiste nel rendere il
forgetting factor variabile in dipendenza della variabilità dei parametri
Per esempio
if |e(k)| > e¯
then β(k) = 0.95
else β(k) = 1− [1− β(k − 1)]e−αT
endif
in cui e(k) = [yk+1 − γT αˆ(k)] è l’errore di predizione
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Applicazione ai sistemi dinamici lineari
G(z) =
b1z
−1 + b2z
−2 + · · ·+ bnz−n
1 + a1z−1 + a2z−2 + · · ·+ anz−n =
Y (z)
U(z)
per cui
y(k) = −a1y(k−1)−a2y(k−2)−· · ·−any(k−n)+
+b1u(k−1)+b2u(k−2)+· · ·+bnu(k−n)+e(k)
in cui i parametri ai, bi, i = 1, . . . , n sono non noti. In questo caso si pone
y =


y(n+ 1)
y(n+ 2)
. . .
y(n+N)

 , e =


e(n+ 1)
e(n+ 2)
. . .
e(n+N)

 , α = [−a1, . . . ,−an, b1, . . . , bn]T
Φ =


y(n) y(n−1) · · · y(1) u(n) · · · u(1)
y(n+1) y(n) · · · y(2) u(n+1) · · · u(2)
y(n+2) y(n+1) · · · y(3) u(n+2) · · · u(3)
.
.
.
.
.
.
y(n+N−1) y(n+N−2) · · · y(N) u(n+N−1) · · · u(N)


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Applicazione ai sistemi dinamici lineari
La soluzione è
αˆ = (ΦTΦ)−1ΦT y
dove
ΦTΦ =
[
A B
BT C
]
A = AT =


N+n−1∑
k=n
y2(k)
N+n−1∑
k=n
y(k)y(k−1) · · ·
N+n−1∑
k=n
y(k)y(k−n+1)
N+n−2∑
k=n
y2(k) · · ·
N+n−2∑
k=n
y(k)y(k−n+2)
.
.
.
.
.
.
N∑
k=1
y2(k)


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Applicazione ai sistemi dinamici lineari
B =


N+n−1∑
k=n
y(k)u(k) · · ·
N+n−1∑
k=n
y(k)u(k−n+1)
N+n−2∑
k=n
y(k)u(k+1) · · ·
N+n−2∑
k=n
y(k)u(k−n+2)
N∑
k=1
y(k)u(n+k−1) · · ·
N∑
k=1
y(k)u(k)


C = CT =


N+n−1∑
k=n
u2(k) · · ·
N+n−1∑
k=n
u(k)u(k−n+1)
.
.
.
.
.
.
N∑
k=1
u2(k)


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Applicazione ai sistemi dinamici lineari
ΦT y =
[
p
q
]
dove
p =


N+n∑
k=n+1
y(k)y(k−1)
N+n∑
k=n+1
y(k)y(k−2)
.
.
.
N+n∑
k=n+1
y(k)y(k−n)


q =


N+n∑
k=n+1
y(k)u(k−1)
N+n∑
k=n+1
y(k)u(k−2)
.
.
.
N+n∑
k=n+1
y(k)u(k−n)


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Applicazione ai sistemi dinamici lineari: accorgimenti realizzativi


αˆ(N + 1) = αˆ(N) + k(N + 1)[yN+1 − γT αˆ(N)]
k(N + 1) = P (N)γ[r2 + γ
TP (N)γ]−1
P (N + 1) = R1 + [I − k(N + 1)γT ]P (N)
forniscono ad ogni iterazione la stima αˆ dei parametri
- Necessità di accorgimenti numerici nell’applicazione pratica dell’algoritmo
- I segnali devono essere sufficientemente eccitanti la dinamica del sistema
- Inizializzazione dell’algoritmo (problema già esaminato)
- Definizione numerica della matrice P , simmetrica e definita positiva
P = UDUT
con U matrice triangolare superiore e D matrice diagonale, oppure
P = SST
essendo S la radice quadrata di P
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Applicazione ai sistemi dinamici lineari: accorgimenti realizzativi
- Problema di wind-up della matrice P
P (N + 1) ≈ P (N)/β
nel caso in cui la stima sia accurata e non ci siano sollecitazioni esterne
- Un metodo spesso adottato è quello di un forgetting factor β variabile, uguale ad 1
in condizioni di stima accurata
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Regolatori ST per assegnamento poli/zeri
Si riscrive la relazione di progetto
B T
AR+B S
=
Bm
Am
= Gm(z)
con
B = B+ B−
da cui
AR′ +B−S = A0Am
T = A0B
′
m
con Bm = B−B′m, R = B
+R′
Le equazioni di progetto vanno risolte in tempo reale
• È bene eliminare la fattorizzazione del polinomio B
• Ciò si ottiene in due modi:
- cancellando tutti gli zeri, B+ = B e B− = 1
- non effettuando alcuna cancellazione, B+ = 1 e B− = B
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Regolatori ST per assegnamento poli/zeri
ALGORITMO “E1” CON CANCELLAZIONE DI TUTTI GLI ZERI
• Dati Am e Bm e A0, ad ogni iterazione:
- si ottengono Aˆ e Bˆ, con M.Q. ricorsivi
- si risolve
AˆR′ + S = A0Am
rispetto ad S ed R′
- si calcola il nuovo valore del controllo
Ru = Tv − Sy
con R = R′ Bˆ, T = kA0, k = Am(1)
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Regolatori ST per assegnamento poli/zeri
ALGORITMO “E2” SENZA CANCELLAZIONE DI ZERI
• Dati Am e Bm e A0, ad ogni iterazione:
- si ottengono Aˆ e Bˆ, con M.Q. ricorsivi
- si risolve
AˆR+ Bˆ S = A0 Am
rispetto ad S ed R
- si calcola il nuovo valore del controllo
Ru = Tv − Sy
• Con l’algoritmo E2 si ottiene
Gd(z) =
kBˆ(z)
Am(z)
• Può risentire di variazioni di parametri del processo
• L’algoritmo può essere sempre applicato, anche se la Gp(z) è a fase non minima
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Regolatori ST per assegnamento poli/zeri
Forma implicita dell’algoritmo adattativo, con stima diretta dei parametri del regolatore
Da
AR′y +B−Sy = A0 Amy
Ay = Bu
si ha
A0 Amy = BR
′u+B−Sy = B−(Ru+ Sy)
che diviene lineare nei parametri qualora B− = 1
ALGORITMO “I1” CON CANCELLAZIONE DI TUTTI GLI ZERI
• Dati Am e Bm e A0, ad ogni iterazione:
- si ottengono le stime Rˆ e Sˆ del modello
A0Amy = Ru+ Sy
- si calcola il nuovo valore del controllo
Rˆu = Tv − Sˆy
con T = kA0, k = Am(1)
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Regolatori ST per assegnamento poli/zeri: esempio
G(s) =
0.4
(s+ 1)(s+ 2)(s+ 0.2)
=
Y (s)
U(s)
Risposta a gradino del processo in catena aperta
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Regolatori ST per assegnamento poli/zeri: esempio
Modello discreto del processo
G(z) = z−1
b0 + b1z
−1
1 + a1z−1
=
Y (z)
U(z)
Polinomio caratteristico Am(z) di specifica
Am(z) = 1−2e−δωnT cosωnT
√
1−δ2z−1+e−2δωnT z−2
= 1 + c1z
−1 + c2z
−2
Si sono assunti i valori δ = 0.7, ωn = 0.25 rad/s
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Regolatori ST per assegnamento poli/zeri: esempio
Progetto ST secondo l’algoritmo E2:
Periodo di campionamento T = 1 s. Si stimano i parametri a1, b0, b1 del modello
y(k) = −a1y(k − 1) + b0u(k − 1) + b1u(k − 2)
Si assume
A0(z) = 1
R(z) = 1 + r1z
−1
S(z) = s0
Schema a blocchi corrispondente all’algoritmo E2
Regolatore H0(s) G(s)
StimaSintesi reg.
ff
?
- ff
--   -
-    -
R, T, S
θˆ(k)
y(k)
v(k)
u(k)
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Regolatori ST per assegnamento poli/zeri: esempio
L’equazione polinomiale di progetto diviene
(1 + aˆ1z
−1)(1 + r1z
−1) + z−1(bˆ0 + bˆ1z
−1)s0 =
= 1 + c1z
−1 + c2z
−2
nelle incognite r1 ed s0
L’equazione di controllo è
(1 + r1z
−1)u(k) = k v(k)− s0y(k)
da cui
u(k) = k v(k)− s0y(k)− r1u(k − 1)
con k = (1 + c1 + c2)/(bˆ0 + bˆ1).
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Regolatori ST per assegnamento poli/zeri: esempio
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Variabile di controllo
Risposta del sistema con regolatore E2
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Regolatori ST per assegnamento poli/zeri: esempio
0 20 40 60 80 100 120 140 160 180 200
0.94
0.96
0.98
1
b
e
t
a
(
t
)
Forgetting factor
0 20 40 60 80 100 120 140 160 180 200
-1
0
1
a
l
f
a
(
t
)
Stima dei parametri
0 20 40 60 80 100 120 140 160 180 200
0
t  (s)
e
s
(
t
)
Errore di predizione
Risposta del sistema con regolatore E2
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Regolatori ST per assegnamento poli/zeri: esempio
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Risposta del sistema ad una variazione di guadagno
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Regolatori ST per assegnamento poli/zeri: esempio
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Risposta del sistema ad una variazione di guadagno
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Regolatori ST per assegnamento poli/zeri: esempio
Progetto ST secondo l’algoritmo I1
Regolatore H0(s) G(s)
Stima
?
- ff
--   -
-    -
y(k)
v(k)
u(k)
Rˆ, Sˆ
Assumendo
A0(z) = 1
R(z) = r0 + r1z
−1
S(z) = s0 + s1z
−1
si ottiene
(1+c1z
−1+c2z
−2)y(k) = z−1[(r0+r1z
−1)u(k)+(s0+s1z
−1)y(k)]
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Regolatori ST per assegnamento poli/zeri: esempio
da cui
y(k)+c1y(k − 1)+c2y(k − 2) =
= s0y(k − 1)+s1y(k − 2)+r0u(k − 1)+r1u(k − 2)
Si stimano i parametri s0, s1, r0, r1. Si ottiene
(rˆ0 + rˆ1z
−1)u(k) = kv(k)− (sˆ0 + sˆ1z−1)y(k)
da cui
u(k) =
1
rˆ0
[k v(k)− sˆ0y(k)− sˆ1y(k − 1)− rˆ1u(k − 1)]
con k = 1 + c1 + c2
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Regolatori ST per assegnamento poli/zeri: esempio
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Risposta del sistema con algoritmo I1 e T = 1 s
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Regolatori ST per assegnamento poli/zeri: esempio
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Risposta del sistema con algoritmo I1, T = 3 s
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Regolatori ST per assegnamento poli/zeri: esempio
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