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En este artı´culo reportamos varios conocidos resultados sobre la dina´mica dada por la interacio´n de endomorfismos deRn
en los que al menos una de sus funciones coordenadas tiene cierto tipo de convexidad (C2-convexidad). Expondremos las
propiedades ba´sicas (analı´ticas y geome´tricas) de esta clase de funciones convexas que tienen importante influencia en
los feno´menos dina´micos que son discutidos; tambie´n presentaremos algunos problemas que consideramos interesantes
abordar.
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Abstract
In this paper we review several known results on the dynamics given by the iteration of endomorphisms on Rn in
which at least one of the coordinate functions has certain type of convexity (C2-convexity). We will expose the basic
properties (analytical and geometric) of this kind of functions which have important influence in the discussed dynamics
phenomena. We will also present some problems that we consider interesting to appoach.
Keywords:
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1. Funciones C2-convexas
La convexidad tiene un destacado papel en importantes problemas de diversas a´reas de la matema´tica y
otras ciencias. En esta seccio´n presentaremos una clase especial de funciones convexas, incluyendo algunas
de sus propiedades analı´ticas y geome´tricas que consideramos u´tiles para abordar el estudio de sistemas
dina´micos discretos provenientes de la iteracio´n de endomorfismos de Rn para los cuales al menos una de
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sus funciones componentes pertenece a esa clase especial. Gran parte de ello puede encontrarse, por ejemplo,
en [27], [28] y [30].
Recordemos que un subconjunto K de Rn se dice convexo si para todo x, y ∈ K y cada λ ∈ [0, 1] se tiene
λx + (1 − λ)y ∈ K. Una funcio´n f : K ⊂ Rn → R, K convexo, es dicha convexa siempre que
f (λx + (1 − λ)y) ≤ λ f (x) + (1 − λ) f (y) (1)
para todo x, y ∈ K y λ ∈ [0, 1]. La convexidad de f es denominada estricta si la desigualdad en (1) es estricta
para todos los valores de λ diferentes de 0 y 1. Es bien conocido, ver Theorem 2.33 en [12] o Corollary 3.9.5
en [25], que si K es adema´s abierto y f de clase C2, entonces la convexidad de f equivale a 〈H f (x)v, v〉 ≥ 0
para todo x ∈ K y cada v ∈ Rn, donde H f (x) es la matriz Hessiana de f en x y 〈·, ·〉 denota el producto escalar
euclidiano de Rn; ası´ que la convexidad de cualquier funcio´n de clase C2 en un abierto convexo equivale a
que su matriz Hessiana sea no negativa en cada punto x ∈ K.
Definicio´n 1. Una funcio´n f : Rn → R se dice C2-convexa si es de clase C2 y existe una constante α > 0
tal que
〈H f (x)v, v〉 ≥ α‖v‖, (2)
donde ‖ · ‖ es la norma asociada al producto euclidiano.
Obviamente toda funcio´n C2-convexa f es convexa, su matriz Hessiana H f (x) es uniformemente positiva
definida: para cada x ∈ Rn y cualquier valor propio λ de H f (x) se tiene λ ≥ α, siendo que α es una constante
positiva como en (2).
Ejemplo 1. En R las funciones C2-convexas son aquellas funciones f : R→ R de clase C2 para las cuales
f ′′(x) ≥ α, cualquiera sea x ∈ R y donde α es una constante positiva independiente de x ∈ R. Note que
f (t) ≥ α2 t2 + f ′(0)t + f (0) para cada t ∈ R, luego existe r > 0 tal que f (t) > f (0) para todo |t| ≥ r. Esto
implica que el valor mı´nimo de f en [−r, r] se alcanza en un punto c ∈ (−r, r). Es claro que f ′(c) = 0;
adema´s, como f ′′ ≥ α, sigue que f es estrictamente creciente (resp. decreciente) en [c,+∞) (resp. (−∞, c]).
Consecuencia de esto se tiene que para todo β > f (c), existen u´nicos valores t−β < c < t
+
β tales que f (t
±
β ) = β.
La gra´fica de f es, por tanto, como una para´bola con un valor mı´nimo absoluto. Observe que si mı´n f es







Figura 1. Gra´fica de una funcio´n C2-convexa en R
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Ejemplo 2. En R2, una funcio´n cuadra´tica
f (x, y) = ax2 + by2 + cxy + αx + βy + δ,
es C2-convexa si, y solo si, 4ab − c2 > 0. En este caso su gra´fico
graph( f ) = {(x, y, f (x, y)) : x, y ∈ R}
es un paraboloide elı´ptico con valor mı´nimo y toda seccio´n transversal a graph( f ) por planos horizontales
z = d (d > mı´n f ) es descrita por la elipse de ecuacio´n ax2 + by2 + cxy + αx + βy + δ = d
Observacio´n 1. La nocio´n gemela a la convexidad de funciones es la concavidad, la cual se refiere al caso
en que la funcio´n f , como en (1), satisfaga
f (λx + (1 − λ)y) ≥ λ f (x) + (1 − λ) f (y)
para todo x, y en un conjunto convexo K y todo λ ∈ [0, 1]. Por su parte, la nocio´n dual a la C2-convexidad es
la C2-concavidad, que es cuando la funcio´n f : Rn → R de clase C2 cumpla con 〈H f (x)v, v〉 ≤ α‖v‖, donde
α es una constante negativa. Para los efectos de los asuntos dina´micos que trataremos, no tiene importancia
considerar funciones C2-convexas o C2-concavas; por ello consideraremos solo funciones de la primera
clase; es decir, C2-convexas.
1.1. Propiedades de funciones C2-convexas
En este apartado recordaremos algunas propiedades bien conocidas de las funciones C2-convexas, en
especial aquellas que tienen incidencia importante en la descripcio´n de algunos asuntos de la dina´mica de
endomorfismos de Rn. Para cualquier funcio´n f : Rn → R de clase C2 denotaremos por ∇ f (x), ∂i f (x) y








Proposicio´n 1. Si f : Rn → R es C2-convexa, entonces se cumplen cada una de las siguientes propiedades:
(a) Si α es la constante dada por la definicio´n de C2-convexidad, entonces para todo 0 < α′ < α/2 existe
r > 0 tal que
f (x) ≥ α′‖x‖2 para todo ‖x‖ ≥ r. (3)
(b) La funcio´n f tiene un u´nico punto crı´tico; adema´s, en ese punto la funcio´n f alcanza su valor mı´nimo.
(c) Si β > mı´n f y n ≥ 2, entonces f −1(β) = {x ∈ Rn : f (x) = β} (conjunto de nivel β) es una hipersuperficie
compacta difeomorfa a la esfera unitaria en Rn.
Demostracio´n. (a) Para cada x ∈ Rn con ‖x‖ = 1 sea ϕx : R → R la funcio´n dada por ϕx(t) = f (tx). Note
que ϕx es de clase C2, un simple ca´lculo muestra que ϕ′′x (t) = 〈H f (tx)x, x〉 para cada t ∈ R. Por tanto al
integrar dos veces consecutivas entre 0 y t se obtiene
ϕx(t) ≥ α2 t
2 + 〈∇ f (0), x〉t + f (0), cualquiera sea t ∈ R.
Dado que 〈∇ f (0), x〉 esta´ acotada cuando x varı´a en la esfera unitaria de Rn, si α′ es cualquier nu´mero
positivo menor que α/2 se tiene que
(α/2 − α′)t2 + 〈∇ f (0), x〉t + f (0)→ +∞, cuando |t| → +∞.
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Por tanto podemos escoger r > 0 tal que ϕx(t) ≥ α′t2 siempre que |t| ≥ r. Al tomar cualquier x con ‖x‖ ≥ r,
haciendo y = x/‖x‖ sigue que ϕy(‖x‖) = f (x) ≥ α′‖x‖2.
(b) Sea r > 0 tal que f (x) ≥ α3 ‖x‖2 si ‖x‖ ≥ r. Consideremos la bola cerrada (por tanto compacta) Br(0)
de radio r y centrada en el origen. Es bien conocido que existe x0 ∈ Br(0) tal que f (x0) ≤ f (x) para todo
x ∈ Br(0). Veamos que ∇ f (x0) = 0; es decir, x0 es punto crı´tico de f . Sea δ > 0 de forma que la bola
abierta Bδ(x0) de centro en x0 y radio δ esta´ contenida en Br(0). Para cada x ∈ Bδ(x0) definimos la funcio´n
ψx : (−1, 1)→ R por ψx(t) = f (x0 + t(x − x0)), cualquiera sea t ∈ (−1, 1). Como x0 + t(x − x0) ∈ Bδ(x0) para
todo t ∈ (−1, 1) y ψx(0) = f (x0), sigue inmediatamente que ψx(0) ≤ ψx(t) para todo t en (−1, 1); es decir, ψx
tiene un valor mı´nimo en t = 0, por tanto ψ ′x(0) = 0. Siendo ası´,
〈∇ f (x0), x − x0〉 = 0 para todo x ∈ Bδ(x0),
de donde ∇ f (x0) = 0. Veamos que f (y) > f (x0) para todo y , x0. Tomemos cualquier y , x0 y consideremos
x = x0 + 1‖y−x0‖ (y − x0). En vista que
ψx(t) ≥ α2 t
2 + f (x0) y ψx(‖y − x0‖) = f (y),
la conclusio´n sigue claramente: f (y) > f (x0) para todo y , x0.
(c) Dado que f es propia y cada β > mı´n f es un valor regular de f , sigue que f −1(β) es una hipersuperficie
compacta de Rn. Sean x0 el punto crı´tico de f y S = {θ ∈ Rn : ‖θ− x0‖ = 1} la esfera unitaria en Rn centrada
en x0.
Para cada θ ∈ S y t ∈ R definimos hθ(t) = f (x0 + t(θ − x0)). Como antes, hθ es C2-convexa con
hθ(0) = mı´n f , h′θ(0) = 0 y h
′′
θ (t) ≥ α para todo t ∈ R; ası´ que hθ(t) ≥ mı´n f + α2 t2 para cada t ∈ R: De aca´ que
exista un u´nico t(θ) > 0 tal que hθ(t(θ)) = β, o equivalentemente x0 + t(θ)(θ− x0) ∈ f −1(β). Haciendo uso del
Teorema de la funcio´n implı´cita en la funcio´n H : S × R → R con H(θ, t) = hθ(t), sigue que θ 7−→ t(θ) es
de clase C2; por tanto la funcio´n ϕ : S → f −1(β), con ϕ(θ) = x0 + t(θ)(θ − x0) para cada θ ∈ S , es tambie´n
C2. Ahora tomemos cualquier y ∈ f −1(β) y hagamos T (y) = 1‖y−x0‖ . Note que y 7−→ T (y) es continuamente
diferenciable siempre que y , x0; adema´s, θ = x0 + T (y)(y − x0) ∈ S , t(θ) = 1T (y) y ϕ(θ) = y. Sigue en
consecuencia que ϕ es un difeomorfismo de clase C2.
Consecuencias inmediatas de esta proposicio´n son las siguientes:
a) Cualquier funcio´n C2-convexa es propia; es decir, preima´genes de conjuntos compactos son conjuntos
compactos.
b) Para cada β > mı´n f , la hipersuperficie f −1(β) separa Rn (n ≥ 2) es dos componentes: la componente
acotada es el conjunto convexo i( f −1(β)) = {x ∈ Rn : f (x) < β} que contiene al punto crı´tico de f ;
la componente no acotada del complemento de f −1(β) la denotaremos por e( f −1(β)). Adicionalmente,
f −1(β) tiene exactamente dos puntos de tangencia con hiperplanos xi = constante, cualquiera sea i =
1, · · · , n.
c) Cualesquiera sean β, λ > mı´n f , la hipersuperficie f −1(λ) esta´ contenida propiamente en i( f −1(β)) si, y
solo si, β > λ.
d) La familia de hipersuperficies { f −1(β)}β>mı´n f es una foliacio´n de Rn \ {x0}.
23
N. Romero / Matua Revista Del Programa De Matema´ticas VOL: III (2016) pa´gina: 24–37 24
Observe que los lugares donde ocurren las tangencias de las hipersuperficies f −1(β), β > mı´n f , con los
hiperplanos xi = constante (i = 1, · · · , n) es dado por el conjunto
`i( f ) = {x ∈ Rn : ∂ j f (x) = 0 para cada j , i},
los cuales llamaremos lı´neas crı´ticas de f .
Proposicio´n 2. Para cada i = 1, · · · , n, el conjunto `i( f ) es una curva de clase C1; de hecho, existe x˜i :
R→ Rn−1 de clase C1 tal que (x1, · · · , xn) ∈ `i( f ) si, y solo si, (x1, · · · , xi−1, xi+1, · · · , xn) = x˜i(xi). Es decir,
`i( f ) es el gra´fico de una funcio´n de clase C1 definida en el i-e´simo eje coordenado.
Demostracio´n. Consideraremos solo el caso cuando i = n. Sea g : Rn → Rn−1 definida por g(x) =
(∂1 f (x), · · · , ∂n−1 f (x)) para cada x = (x1, · · · , xn). Es simple verificar que si x = (x˜, xn), con x˜ = (x1, · · · , xn−1),
entonces la derivada parcial ∂x˜g(x) en la variable x˜ es la matriz Hnnf (x) obtenida de H f (x) al retirar su fila y
columna n. Aunque puede mostrarse directamente que Hnnf (x) es invertible, emplearemos para ello un cla´sico
resultado del A´lgebra lineal, ver [5], el cual establece que si A es una matriz sime´trica, B es una submatriz
principal de A, λ1 ≥ · · · ≥ λn son los valores propios de A y µ1 ≥ · · · ≥ µm son los valores propios de B,
entonces λi ≥ µi ≥ λn−m+i para cada i = 1, · · · ,m (m es el orden de B); este resultado es conocido como
Teorema de interlazado de Cauchy para autovalores, ver por ejemplo [13] y [16]. Ası´, los valores propios
de Hnnf (x) son todos mayores o iguales a la constante α en (2), por tanto esta matriz es invertible. En vista
que g(x0) = 0, x0 punto crı´tico de f , el Teorema de la funcio´n implı´cita garantiza que existen una vecindad
V de x0n (u´ltima componente de x0) y una u´nica funcio´n x˜n : V → Rn−1 de clase C1 tales que en g(V) × V




n(xn) = −∇̂∂n f (x˜n(xn), xn) (4)
cualquiera sea xn ∈ V , siendo que ∇̂∂n f = (∂1n f , · · · , ∂(n−1)n f ). Finalmente, como `n( f ) es el conjunto de
puntos donde las hipersuperficies f −1(β) son tangentes a hiperplanos xn = constante, sigue que el dominio
de x˜n se extiende a todo R.
Cerramos esta seccio´n con una importante propiedad para familias uniparame´tricas de funciones C2-
convexas.
Proposicio´n 3. Si f : Rn → R es una funcio´n C2-convexa y fµ = f − µ con µ ∈ R, entonces exite µ0 ∈ R tal
que, para todo µ > µ0 y cada i = 1, · · · , n esta´n definidas funciones µ→ si(µ) y µ→ s˜i(µ) de forma que:
(a) La hipersuperficie f −1µ (si(µ)) es tangente a xi = si(µ) y xi = s˜i(µ); si(µ) → +∞, s˜i(µ) → −∞, si(µ)µ → 0
y s˜i(µ)
µ
→ 0 si µ→ +∞.




i (β) > h
−
i (β)) definen hiperplanos tangentes a f
−1
µ (β), entonces
h−i (β) < s˜i(µ) y si(µ) < h
+
i (β).
Demostracio´n. Como antes, solo trataremos el caso i = n. Definamos ϕµ : R → R por ϕµ(t) = fµ(x˜n(t), t),
donde x˜n es la funcio´n obtenida en la proposicio´n anterior, la cual es independiente del para´metro µ. Afir-
mamos que la funcio´n ϕµ es C2-convexa, de hecho ϕ′′µ (t) ≥ α para todo t ∈ R, con α como en (2). Observe




∂in f (x˜n(t), t)u′i(t) + ∂nn f (x˜n(t), t), (5)
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f (x˜n(t), t)) = −det(Ai(t)), (6)
siendo Ai(t) la matriz obtenida de Hnnf (x˜n(t), t) al reemplazar la columna i por el vector ∇̂∂n f (x˜n(t), t). Por
otra parte, es claro que
det(H f (x˜n(t), t)) =
n∑
i=1
(−1)n+i ∂in f (x˜n(t), t) det(Bi(t)), (7)
donde Bi(t) es la matriz obtenida de H f (x˜n(t), t)) al retirar su fila n y columna i; adema´s, Bn(t) = Hnnf (x˜n(t), t)
y Bi(t) (i , n) es igual a Ai(t) excepto que sus columnas i y n − 1 esta´n intercambiadas. Consecuentemente
de (5), (6) y (7) se tiene
det(H f (x˜n(t), t)) = det(Hnnf (x˜n(t), t))ϕ
′′
µ (t);
luego la anterior afirmacio´n sigue de la propiedad de interlazado de los valores propios de matrices sime´tri-
cas.
Note que para cualquier β > mı´nϕµ, la preimagen ϕ−1µ (β) esta´ constituida por dos puntos h−n (β) < h+n (β)
dispuestos a diferentes lados del punto crı´tico x0n de ϕµ; adema´s, {xi = h−n (β)} y {xi = h+n (β)} son hiperplanos
tangentes a f −1µ (β). Por la convexidad de ϕµ tambie´n podemos escoger µ0 tal que para todo µ > µ0 la funcio´n
ϕµ tiene dos puntos fijos con diferentes signos y ubicados a diferentes lados de x0n. Denotemos por sn(µ) su
punto fijo positivo y sea s˜n(µ) < x0n tal que ϕµ(s˜n(µ)) = sn(µ); de aca´ que si hacemos ϕµ = ϕ − µ, entonces
para todo µ > µ0 se tiene
ϕ(s˜n(µ)) − sn(µ) = µ = ϕ(sn(µ)) − sn(µ),
lo que junto a la convexidad implican la parte (a) de la proposicio´n. La parte (b) sigue fa´cilmente de la propia
definicio´n de ϕ−1µ (β) y el hecho que sn(µ) es punto fijo de ϕµ.
Observacio´n 2. La demostracio´n de la proposicio´n anterior la hemos hecho para i = n, con los restantes
casos se procede de la misma forma. Note adema´s que si µ es suficientemente grande, entonces para todo
i = 1, · · · , n y cualquier β > si(µ) no solo se tiene
h−i (β) < s˜i(µ) < x
0
i < si(µ) < h
+
i (β),
sino que adema´s −β < h−i (β) y h+i (β) < β.
1.2. C2-convexidad e infinito como atractor
Al estudiar la dina´mica discreta proporcionada por la iteracio´n de endomorfismos en espacios no acota-
dos es indispensable analizar el conjunto de puntos con o´rbita acotada, que es por supuesto el conjunto donde
se concentran los comportamientos lı´mites de la dina´mica y es, obviamente, el complemento del conjunto
de puntos cuyas o´rbitas crecen ilimitadamente en norma. Como parte del ana´lisis a realizar es conveniente
considerar la posibilidad de que existan conjuntos abiertos cuyos puntos tienen o´rbita no acotada, en estos
casos de habla del infinito como un atractor.
Definicio´n 2. Todo subconjunto W de Rn que sea complemento de un conjunto compacto es llamado vecin-
dad de ∞. Un endomorfismo F : Rn → Rn se dice que tiene a ∞ como atractor si existe una vecindad W de
∞ que sea F-invariante (F(W) ⊂ W) y ‖Fk(p)‖ → +∞ cuando k → +∞, cualquiera sea p ∈ W.
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Si F tiene a∞ como atractor y W es como arriba, entonces al conjunto
B∞(F) = {p ∈ Rn : ‖Fk(p)‖ → +∞ cuando k → +∞}




Proposicio´n 4. Sea F : Rn → Rn continua con F = ( f1, · · · , fn). Si para algu´n i ∈ {1, · · · , n} la funcio´n
fi : Rn → R es C2-convexa, entonces F tiene a∞ como atractor.
Demostracio´n. Por la parte (a) de la Proposicio´n 1 podemos escoger constantes positivas β y r tales que
| fi(x)| ≥ β‖x‖2 para todo x ∈ Rn con ‖x‖ ≥ r. Sean λ > 1 y R = ma´x{r, β−1λ}, luego es claro que
| fi(x)| ≥ λ‖x‖, si ‖x‖ ≥ R.
Como ‖F(x)‖ ≥ | fi(x)| para cada x ∈ Rn, sigue que W = {x : ‖x‖ > R} es una vecindad de ∞, F-invariante y
adema´s ‖Fk(x)‖ → +∞ cuando k → +∞, para cada x ∈ W.
Consideremos F y f1, · · · , fn como en el enunciado de la proposicio´n anterior. Sean ν = (µ1, · · · , µn)
en Rn y Fν = ( fµ1 , · · · , fµn ), donde fµ j = f j − µ j, cualquiera sea j ∈ {1, · · · , n}. Dado que la i-e´sima
componente fi de F es C2-convexa, podemos escoger µ∗i ∈ R tal que para todo µi > µ∗i esta´n definidas




f −1µi (β), con Ii = [s˜i(µi), si(µi)].
Obviamente Rn \Cµi es una vecindad de∞; observe que en R2 el compacto Cµi es un anillo cuyos bordes son
como elipses. En general, Cµi es justamente la clausura de i( f
−1
µi
(si(µi))) ∩ e( f −1µi (s˜i(µi))). De la Proposicio´n
3 sigue que si x ∈ f −1µi (δ) para algu´n δ < Ii, entonces Fν(x) ∈ f −1µi (β) para un u´nico β > |δ|; por tanto Rn \Cµi
es Fν-invariante, o equivalentemente F−1ν (Cµi ) ⊂ Cµi . Observe que ‖Fkν(x)‖ → +∞ cuando k → +∞, de lo
contrario podemos escoger una sucesio´n k j ↗ +∞ de forma que los puntos Fk jν (x), j ≥ 1, quedan atrapados
en un compacto. Sin pe´rdida de generalidad suponemos que Fk jν (x) → q cuando j → +∞. Para cada j ≥ 1
sea β j tal que F
k j
ν (x) ∈ f −1µi (β j); de lo anterior es claro que
β j+1 > β j > |δ| > ma´x{|˜si(µi)|, si(µi)}.
Luego la hipersuperficie f −1µi (η) que contiene a q es tal que i( f
−1
µi
(η)) contiene a Cµi , por lo que q < Cµi y
fµi (Fν(q)) > η. Sin embargo, como fµi (F
k j+1
ν (x)) ≤ fµi (Fk j+1ν (x)), la continuidad de F implica que fµi (Fν(q)) ≤
η. De esta manera hemos demostrado:
Proposicio´n 5. Si F, f1, · · · , fn y µ∗i son como antes, entonces para cada ν ∈ Rn con µi > µ∗i , el conjunto
Rn \Cµi es una vecindad de∞, Fν-invariante y contenida en B∞(Fν).
Como consecuencia de esta proposicio´n, el conjunto de puntos con o´rbita positiva acotada es dado por⋂
k≥0 F−kν (Cµi ). Note tambie´n que si adema´s de fi el endomorfismo F tiene otras componentes C2-convexas,
entonces la vecindad de∞ puede expresarse ma´s finamente; por ejemplo, si todas las funciones componentes
de F son C2-convexas, entonces para cada j ∈ {1, · · · , n} podemos considerar Cµ j (como se hizo con la com-
ponente i), definir Cν =
⋂n
j=1 Cµ j y obtener como cuenca de atraccio´n de∞ al conjunto Rn \
⋂
k≥0 F−kν (Cν).
La demostracio´n que hemos presentado para la Proposicio´n 5 contiene, en esencia, el siguiente criterio
mediante el cual se asegura que una vecindad de ∞ esta´ contenida en su cuenca de atraccio´n. Una funcio´n
como en el enunciado de la siguiente proposicio´n es conocida como funcio´n de Lyapunov.
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Proposicio´n 6. Sean F : Rn → Rn continua y W ⊂ Rn una vecindad de ∞ que es F-invariante. Si existe
una funcio´n continua L de la clausura W de W en R tal que la diferencia orbital ∆L = L ◦ F − L es positiva
para cada p ∈ W, entonces∞ es un atractor de F y W ⊂ B∞(F).
2. Endomorfismos C2-convexos: una visio´n general
Un endomorfismo F : Rn → Rn, F = ( f1, · · · , fn), se dice C2-convexo si cada una de las funciones
fi : Rn → R (i = 1, · · · , n) es C2-convexa. Con el objeto de relatar algunas de las propiedades dina´micas de
endomorfismos C2-convexos expuestas en [27] introducimos las siguientes notaciones. SeaH0 la coleccio´n
de todos los C1 endomorfismos F de Rn que satisfacen:
(a) F tiene a∞ como un atractor.
(b) El conjunto no errante Ω(F) de F es vacio´n, o bien es un conjunto de Cantor que coincide con el
complemento de B∞(F), y la restriccio´n de F a Ω(F) es expansora: existen constantes K > 0 y λ > 1
tales que, para todo p ∈ Ω(F), n ≥ 1 y cada v ∈ Rn \ {0} se tiene ‖DpFn(v)‖ ≥ Kλn‖v‖.
Debido a Man˜e´ y Pugh [23] y Przytycki [26] todos los endomorfismos en H0 son Axioma A y estructural-
mente estables.
Para cada F : Rn → Rn un endomorfismo C2-convexo y v ∈ Rn \ {0}, se denota por Fµ = F − µν la
familia parametrizada por µ ∈ R y por Gν el conjunto de todos los endomorfismos F de clase C2 para los
cuales existe µ∗ > 0 tal que para todo |µ| > µ∗, el endomorfismo Fµ ∈ H0. En [27] es demostrado que
la interseccio´n del conjunto Gν con el espacio de endomorfismos C2-convexos es abierto en la topologı´a
C2-Whitney; allı´ se construye un endomorfismo F ∈ Gν, no C2-convexo, que no es punto interior de Gν en
la topologı´a C2-Whitney. Tambie´n se introduce la siguiente nocio´n de transversalidad.
Definicio´n 3. Dadas hipersuperficies regulares S 1, · · · , S n en Rn y 0 <  < 1, se dice que S 1, · · · , S n
son -transversales si en cada punto de
⋂n
i=1 S i el conjunto de vectores normales v1, · · · , vn a S 1, · · · , S n,
respectivamente, son tales que para todo i = 1, · · · , n vale ‖P⊥Vi (vi)‖ ≥ ‖vi‖, donde Vi es el subespacio
vectorial generado por {v1, · · · , vn} \ {vi} y P⊥Vi es la proyeccio´n ortogonal de Rn sobre el complemento
ortogonal a Vi.
Esta nocio´n de transversalidad ofrece condiciones suficientes sobre la geometrı´a de las superficies de
nivel de las funciones componentes de los endomorfismos C2-convexos para que estos pertenezcan a H0;
ma´s precisamente se demuestra el siguiente resultado:
Teorema 1 (Proposition 1, [27]). Sea Fµ = ( f1 − µν1, · · · , fn − µνn) un endomorfismo C2-convexo, con
νi > 0 para cada i = 1, · · · , n. Si dado 0 <  < 1, existe µ0 ∈ R tal que para todo µ > µ0 las hipersuperficies
f −1i (µνi + s), i = 1, · · · , n, son -transversales para todo s ∈ [s˜i(µνi), si(µνi)], entonces Fµ ∈ H0 para todo µ
suficientemente grande.
juntos Cµ lucirı´an como en la figura; por lo que las curvas de nivel f −1i (µ+ s), con s ∈ [s˜i(µ), si(µ)] (i = 1, 2)
son suficientemente transversales como para usar el resultado anterior y garantizar que Fµ ∈ H0 si µ es
suficientemente grande. Un mapa F como el descrito es conocido como auto´mata celular real; ver seccio´n
3.
El siguiente ejemplo, tambie´n tomado de [27], muestra un endomorfismo C2-convexo (del tipo auto´mata
celular real) tal que las curvas de nivel no tienen suficiente transversalidad para obtener expansio´n; por
tanto, toda pequen˜a perturbacio´n C2 induce una familia a un para´metro la cual es no expansora para todo
valor suficientemente del para´metro. Esto es una notable diferencia, como comentaremos ma´s adelante, en
el caso que las funciones componentes sean cuadra´ticas.
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Es interesante intentar mostrar que si F = ( f1, f2) es un endo-
morfismo C2-convexo de R2 tal que sus funciones componentes
satisfacen (para i , j) la condicio´n ı´nfx ∂ii fi(x) es suficientemen-
te mayor que supx ∂ j j fi(x) y supx |∂i j fi(x)|, entonces la familia a
un para´metro
Fµ = ( f1 − µν1, f2 − µν2)
cumple con las condiciones del enunciado anterior. Esto es cier-
tamente factible cuando f2 es definida como f2(x, y) = f1(y, x)
para todo (x, y) ∈ R2 y ν = (1, 1), ello es debido a que los respec-
tivos con-
Ejemplo 3. Sea b : R→ R la u´nica funcio´n de clase C2 tal que:
1) b(0) = b′(0) = 0, y 2) b′′(x) =

3
2 , si |x| ≤ 1
|x| + 12 , si |x| ∈ [1, 32 ]
2 si |x| ≥ 32
;





2, si |x| ≤ 1
1
6 |x|3 + 14 x2 + 12 |x| − 16 , si |x| ∈ [1, 32 ]
x2 − 58 |x| + 1948 , si |x| ≥ 32
.
Consideremos F : R2 → R2 dada por F(x, y) = ( f (x, y), g(x, y)), siendo que f (x, y) = x2 + b(y) y g(x, y) =
f (y, x). Dado que b′′(R) = [ 32 , 2], sigue inmediatamente que f y g son funciones C
2-convexas. El u´nico
punto crı´tico de f (resp. g) es el origen, su valor mı´nimo es f (0, 0) = 0. Note adema´s que las tangencias
verticales (resp. horizontales) de f −1(β) (resp. g−1(β)), con β > 0, ocurren sobre el eje x (resp. eje y); por
tanto las funciones µ→ s˜1(µ) y µ→ s1(µ) (resp. µ→ s˜2(µ) y µ→ s2(µ)) son dadas por





1 + 4µ) y s˜1(µ) = s˜2(µ) = −s1(µ),
las cuales esta´n definidas para todo µ > − 14 . Tambie´n es claro que para todo β > µ > − 14 se tiene f −1µ (β) = f −1(µ + β) = {(x, y) : x2 + b(y) = µ + β}g−1µ (β) = g−1(µ + β) = {(x, y) : y2 + b(x) = µ + β} .
Las tangencias verticales de f −1µ (β) ocurren en x = ±
√
µ + β, por lo que |x|√
µ
∼ 1 para valores grandes de µ.
Por otra parte, las tangencias horizontales de f −1µ (β) ocurren en los valores de y para los cuales b(y) = µ+β.
Sin dificultad se muestra que para esos valores de y se tiene: |y| > √µ + β y |y|√
µ
∼ 1 para valores grandes
de µ. Esto significa que las curvas de nivel (similares a elipses) f −1µ (β) (resp. g−1µ (β)) son ma´s alargadas en
la vertical (resp. horizontal) que en la horizontal (resp. vertical), pero valores grandes de µ esas curvas de
nivel se asemejan a circunferencias. Sean:
Cµ( f ) =
⋃
β∈Iµ
f −1µ (β) y Cµ(g) =
⋃
β∈Iµ
g−1µ (β), donde Iµ = [s˜1(µ), s1(µ)].
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Figura 2. Disposicio´n geome´trica de los sectores Cµ( f ) y Cµ(g) cuando las funciones f y g son como en el Ejemplo 3
Una situacio´n interesante que debe destacarse es la siguiente. Las tangencias verticales de fµ(s˜1(µ)) son,
en valor absoluto, menores que las tangencias verticales de gµ(s1(µ)), aunque asinto´ticamente con µ son
del mismo orden; ello hace que las regiones Cµ( f ) y Cµ(g) luzcan como en la Figura 2. A diferencia del
disen˜o anterior, en este caso el conjunto Cµ( f ) ∩ Cµ(g) es conexo. Dado que para todo µ ≥ 0 la gra´fica de
fµ intersecta la diagonal de R3 en dos puntos, el mapa Fµ tiene un punto fijo Pµ = (xµ, xµ) con xµ > 0 y
xµ → +∞ cuando µ → +∞. Es claro que Pµ ∈ f −1µ (xµ) ∩ g−1µ (xµ); tambie´n es simple chequear que loos
valores propios de DPµFµ son λ1 = 2xµ + b
′(xµ) y λ2 = 2xµ − b′(xµ), por lo que debido al rango de b′′
se concluye que Pµ es un punto fijo hiperbo´lico del tipo silla. Adema´s, las curvas f −1µ (xµ) y g−1µ (xµ) son
-transversales si, y solo si,  <
4x2µ−(b′(xµ))2
4x2µ+(b′(xµ))2
. Nuevamente, por la forma que tiene la funcio´n b sigue que
4x2µ−(b′(xµ))2
4x2µ+(b′(xµ))2
≤ λ < 1 para un cierto valor de λ, lo cual indica que esas curvas son transversales en Pµ, pero
con una cota superior en el grado de transversalidad.
Cuando se consideran endomorfismos F = ( f1, · · · , fn) de Rn en el que las funciones componentes son
del tipo cuadra´tico:
fi(x) = 〈Aix, x〉 + 〈vi, x〉 + ai, (i = 1, · · · , n),
donde cada Ai es una matriz sime´trica definida positiva, el feno´meno de transversalidad se torna bastante
ma´s amplio. En el espacio de endomorfismos del tipo cuadra´tico es ma´s apropiado emplear la topologı´a
de´bil (compacta-abierta) dado que la topologı´a fuerte es discreta en este espacio; de hecho la topologı´a de´bil
coincide con la topologı´a de los coeficientes de las matrices sime´tricas. Con esta topologı´a se demuestra en
[27] el siguiente resultado de genericidad.
Teorema 2. Para cada ν ∈ Rn \ {0}, el conjunto Gν es abierto y denso en el espacio de endomorfismos del
tipo cuadra´tico de Rn.
3. Auto´matas celulares reales C2-convexos
Imitando la caracterizacio´n de G. Hedlund [14] para los auto´matas celulares cla´sicos en retı´culos discre-
tos, en [7] se introduce la nocio´n de auto´mata celular real en Rn como aquellas transformaciones F de Rn
que conmutan con el shift circular σ : Rn → Rn dada por σ(x1, · · · , xn) = (xn, x1, · · · , xn−1); ello equivale a
que exista una funcio´n f : Rn → R de forma que para cada w ∈ Rn se cumpla
F(w) = ( f (w), f (σ−1(w)), · · · , f (σ−n+1(w)));
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esta funcio´n f es llamada funcio´n bloque de F. Es bien conocido, ver Theorem 1 en [7], que si la funcio´n∑n−1
i=0 f ◦σ−i es estrictamente convexa y el auto´mata celular real F dado por f no tiene puntos fijos, entonces
el ω-lı´mite de todo punto es vacı´o; este es una versio´n del resultado enunciado en el Teorema 3 ma´s adelante.
Obviamente si la funcio´n bloque es C2-convexa, la condicio´n de convexidad estricta de
∑n−1
i=0 f ◦ σ−i es sa-
tisfecha. Tambie´n es claro que para cada auto´mata celular real cuyas funciones componentes sean funciones
cuadra´ticas existen una u´nica transformacio´n lineal sime´trica A : Rn → Rn, un u´nico funcional lineal L de
Rn y una u´nica constante µ ∈ R tal que ese auto´mata celular real se escribe de la forma
Fµ(w) = ( fµ(w), fµ(σ−1(w)), · · · , fµ(σ−n+1(w))) (8)
siendo que
fµ(w) = f (w) − µ = 〈A(w),w〉 + L(w) − µ,
donde 〈·, ·〉 es el producto interno usual de Rn. Denotemos por S(n) el espacio de las transformaciones
lineales sime´tricas de Rn y porL(n) el espacio dual de Rn. En [7] es mostrado que existe un conjunto abierto
y denso S′(n) de S(n) tal que, para cada A ∈ S′(n) y todo L ∈ L(n) existen constantes µ1 < µ2 cumpliendo:
(a) Para cada µ < µ1, el auto´mata celular real Fµ como en (8) tiene dina´mica trivial: el conjunto ω-lı´mite de
todo punto es vacı´o.
(b) Para todo µ > µ2, ∞ es un atractor de Fµ y el complemento de su cuenca de atraccio´n es un conjunto
hiperbo´lico expansor.
Con herramientas similares a las utilizadas en [7] podrı´a procurarse un resultado para auto´matas celulares
reales con funcio´n bloque C2-convexa, y que en cierta forma extienda la propiedad arriba descrita para los
auto´matas celulares reales cuadra´ticos; ma´s precisamente, creemos posible un resultado del tipo:
Existe un abierto no vacı´oU en el espacio de las funciones C2-convexas con la topologı´a C2 de Whitney de
forma que, para cada f ∈ U existe µ∗ ∈ R tal que para todo µ > µ∗ el auto´mata celular real con funcio´n
bloque fµ = f − µ tiene a la cuenca de atraccio´n de∞ como un conjunto hiperbo´lico repulsor.
Dos clases especiales de auto´matas celulares reales han ganado una considerable atencio´n debido a
su empleo para modelar discretizaciones de ecuaciones diferenciales, ası´ como para el estudio de ciertas
propiedades dina´micas observadas en feno´menos fı´sicos tales como la dina´mica de fluidos, y en general
para estudiar los denominados sistemas espacialmente distribuidos; ver [3]. Estas dos clases de auto´matas
celulares reales son las siguientes:
3.1. Acople difusivo del mapa logı´stico
Se trata de un modelo particular de sistemas dina´micos en retı´culos con dos nodos, este se expresa
mediante el sistema de ecuaciones en diferenciasxn = (1 − ) fµ(xn−1) +  fµ(yn−1)yn = (1 − ) fµ(yn−1) +  fµ(xn−1) , n ≥ 1, (9)
donde  ∈ (0, 1) y fµ(x) = µx(1 − x), con µ > 1 y x ∈ R, es el conocido mapa logı´stico. Observe que las
soluciones de (9) esta´n en correspondencia biunı´voca con las o´rbitas del endomorfismo biparame´trico del
plano:
Fµ,(x, y) = ((1 − ) fµ(x) +  fµ(y), (1 − ) fµ(y) +  fµ(x)); (10)
adema´s, el comportamiento asinto´tico de las soluciones es (9) es descrito mediante la dina´mica de Fµ, .
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El acoplamiento del mapa logı´stico (9), y por lo tanto del endomorfismo Fµ, , con µ ∈ (1, 4] y  ∈ [0, 1],
ha sido objeto de estudio en varias investigaciones en las que se describen algunas de sus propiedades
dina´micas y ergo´dicas. Por ejemplo en [9] y [10] se hacen estimaciones para la determinacio´n del conjunto
de o´rbitas acotadas de Fµ, , tambie´n se obtienen regiones del espacio fase en la cual existen atractores; en
[19] y [20] se estudian algunas propiedades elementales sobre la sincronizacio´n de las o´rbitas de Fµ, ; en
[11] es empleado un contexto que incluye el mapa logı´stico para algunos de los valores de los para´metros µ y
, allı´ se estudian propiedades relativas a la existencia de o´rbitas asinto´ticamente perio´dicas. Previamente en
[17] se hace un ana´lisis nume´rico referente a algunas propiedades ergo´dicas y a la existencia de atractores. En
[31] y [35] se ha mostrado la existencia de variedades invariantes mediante las cuales se describe la cuenca de
atraccio´n del atractor en el∞; esto permite una descripcio´n de la frontera de tal cuenca. Por otra parte, dado
que preima´genes de estas variedades invariantes limitan al conjunto de puntos con o´rbitas acotadas, ellas son
empleadas como una efectiva herramienta para estudiar uno de los feno´menos fundamentales de sistemas
fı´sicos espacio-temporales con homogeneidad: la sincronizacio´n. Los resultados en [31] y [35] son bastante
ma´s amplios que los similares en [9], [10], [19] y [20]; adema´s de ser ma´s precisos en la determinacio´n de la
frontera del conjunto de puntos con o´rbita acotada, el para´metro µ varı´a en (1,+∞) y el espacio fase es todo
R2; hipo´tesis que debido a interpretaciones fı´sicas, estos rangos son considerados en la literatura tradicional
sobre el tema en el intervalo (1, 4] y en el cuadrado Q = [0, 1] × [0, 1]. Ma´s recientemente, ver [32], los
resultados en [31] y [35] son complementados para valores de para´metro de acople  > 1; allı´ se mantiene
la amplitud del rango para µ y el espacio fase. En ese artı´culo, son mostrados algunos feno´menos dina´micos
no presentes en el marco considerado en [31] y [35].
3.2. Acople logı´stico con influencia lineal
Esta clase de acoplamiento es definido por el sistema bidimensional de ecuaciones en diferencia:xn = (1 − ) fµ(xn−1) + yn−1yn = (1 − ) fµ(yn−1) + xn−1 (n ≥ 1), (11)
donde µ,  y fµ son como arriba. La descripcio´n asinto´tica de sus soluciones se realiza mediante la familia
de endomorfismos de plano Fµ, : R2 → R2 dada por
Fµ,(x, y) = ((1 − ) fµ(x) + y, (1 − ) fµ(y) + x). (12)
Este acoplamiento tambie´n ha sido objeto de diversas investigaciones, aunque no tan amplias y difundi-
das como el acoplamiento difusivo de la misma familia unidimensional fµ, quiza´ ello se deba a la compleji-
dad del conjunto de puntos crı´ticos de (12), su imagen y preimagen; lo cual es un elemento de relevancia para
empreder el estudio de su dina´mica; aprovechamos para destacar que en [8] se hace una completa descrip-
cio´n geome´trica de esas ima´genes y preima´genes para endomorfismos cuadra´ticos del plano cuyo conjunto
crı´tico es una hipe´rbola con un u´nico punto crı´tico del tipo cusp, que es justamente el tipo que conjunto
crı´tico que despliega el acople (12). Conviene mencionarse que para esta familia de endomorfismos, y si-
milares con otro tipo de influencia lineal, se han estudiados propiedades relativas a: la estructura de ciertos
diagramas de bifurcaciones globales, la aparicio´n y apariencia de cuencas de atraccio´n mediante experimen-
tacio´n nume´rica, determinacio´n en el espacio de para´metros de regiones donde los denominados exponentes
transversales de Lyapunov son negativos y su relacio´n con a estructura fractal de las cuencas de atraccio´n
detectadas; citamos por ejemplo [15], [21], [22] y [36], donde se encontrara´ con mayor precisio´n algunas de
las propiedades estudiadas y mencionadas arriba. Se desconoce la existencia de curvas invariantes como las
que aparecen en el acoplamiento difusivo de la familia logı´stica.
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4. Endomorfismos con retardo C2-convexos
En el estudio de importantes problemas en distintas a´reas del conocimiento, ve´ase por ejemplo [1], [2] y
[4], es frecuente el uso de modelos matema´ticos expresados mediante ecuaciones del tipo
xk+n = f (xk, xk+1, · · · , xk+n−1), k ≥ 0 (13)
donde f es una funcio´n a valores reales definida en algu´n subconjunto deRn; estas ecuaciones son conocidas
como ecuaciones en diferencia con retardo de orden n, o simplemente, ecuaciones en diferencia con retardo
n-dimensional. Note que a partir de n datos iniciales x0, · · · , xn−1, la ecuacio´n (13) genera la sucesio´n
xn = f (x0, · · · , xn−1), xn+1 = f (x1, · · · , xn), · · ·
que es la solucio´n de esa ecuacio´n con datos iniciales x0, · · · , xn−1. El problema fundamental de las ecuacio-
nes en diferencia con retardo es describir el comportamiento asinto´tico de sus soluciones. Paul Montel en
[24] considero´ el endomorfismo F : Rn → Rn dado por
F(x0, · · · , xn−1) = (x1, · · · , xn−1, f (x0, · · · , xn−1)) (14)
para estudiar el comportamiento asinto´tico de las soluciones de (13) en las proximidades de una solucio´n
estacionaria; esto es, una solucio´n (xk)k≥0 donde xk = α para todo k ≥ 0. Al mapa F se le denomina endomor-
fismo con retardo asociado a f . Es simple verificar que (xk)k≥0 es solucio´n de (13) si, y solo si, el conjunto
{(xk, · · · , xk+n−1) : k ≥ 0} es la F-o´rbita positiva del punto x = (x0, · · · , xn−1), Fk(x) = (xk, · · · , xk+n−1) para
todo k ≥ 0. Ası´, las soluciones de (13) esta´n en correspondencia biunı´voca con las o´rbitas positivas del
endomorfismo con retardo F; adema´s, la dina´mica que describen las o´rbitas de puntos por F se corresponde
con el comportamiento lı´mite de las soluciones de (13). Observe que (x0, · · · , xn−1) es punto fijo de F si, y
solo si,
x0 = · · · = xn−1 = x = f (x, · · · , x);
esto equivalente a que el gra´fico de f corte la diagonal de Rn+1 en el punto (x, x, · · · , x); note que la sucesio´n
constante x es solucio´n estacionaria de (13). Luego es claro que F tiene tantos puntos fijos como intersec-
ciones tenga el gra´fico de f con la diagonal de Rn+1. En particular, si f es C2-convexa, el endomorfismo F
tiene a lo ma´s dos puntos fijos.
En apariencia el conjunto de los endomorfismos con retardo de clase Cr (r ≥ 1) en Rn luce pequen˜o,
no obstante esto no es del todo cierto. En [29] (ver Theorem 3.1) se muestra que al considerar la topologı´a
Cr-fuerte de Whitney en el conjunto de todos los endomorfismos de clase Cr en Rn, la proyeccio´n de los
endomorfismos con retardo es un conjunto abierto en el espacio cociente de las clases de equivalencias por
conjugaciones topolo´gicas.
El objetivo de esta seccio´n es doble; en primer lugar relataremos algunos conocidos resultados para la
dina´mica de los endomorfismos con retardos en familias uniparame´tricas en los que la funcio´n asociada al en-
domorfismo es C2-convexa, en particular describiremos las caracterı´sticas dina´micas para valores extremos
del para´metro, con lo cual se extienden propiedades de la paradigma´tica familia cuadra´tica fµ(x) = x2 − µ:
para todo valor de µ suficientemente negativo, la cuenca de atraccio´n de ∞ es todo R, mientras que para
valores suficientemente positivos de µ el conjunto de puntos con o´rbita acotada para fµ es un conjunto de
Cantor restricto al cual la funcio´n fµ es topolo´gicamente conjugada al shift unilateral en dos sı´mbolos; ver
[18]. Por otra parte, propondremos algunos problemas que se enmarcan en este contexto de endomorfismos
C2-convexos con retardo.
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Sean f : Rn → R una funcio´n C2-convexa y F : Rn → Rn el endomorfismo con retardo asociado
a f : F(x1, · · · , xn) = (x2, · · · , xn, f (x1, · · · , xn)), cualquiera sea (x1, · · · , xn) ∈ Rn. Para cada µ ∈ R, sean
fµ = f − µ y su correspondiente endomorfismo con retardo Fµ. Observe que el gra´fico graph( fµ) de fµ es la
traslacio´n vertical del gra´fico de f , existe por tanto µ1 ∈ R tal que para todo µ < µ1, graph( fµ) no corta la
diagonal de Rn+1; por tanto Fµ, con µ < µ1, no tiene puntos fijos. En ausencia de puntos fijos la dina´mica del
endomorfismo C2-convexo con retardo es trivial, esta propiedad fue demostrada por Rovella y Vilamajo´ en
[34], tambie´n puede verse en [28]. Ma´s precisamente:
Teorema 3 ([34], [28]). Sean f : Rn → R una funcio´n C2-convexa convexa y F su endomorfismo con retardo
asociado. Si F no tiene puntos fijos, entonces el ω-lı´mite de todo punto es vacı´o; de hecho B∞(F) = Rn.
La demostracio´n de este resultado esta´ basada en la construccio´n de una especial funcio´n de Lyapunov
con dominio en Rn, su consecuencia se obtiene de la Proposicio´n 6. Es importante sen˜alar que la conclusio´n
del teorema deja de ser cierta sin la hipo´tesis de la C2-convexidad: el gra´fico de la funcio´n cuadra´tica dada
por f (x, y) = 2x2 +y2 +4xy+1 no corta la diagonal deR3, sin embargo el endomorfismo con retardo asociado
tiene puntos perio´dicos de perı´odo 2. Variaciones de este teorema han sido mostradas en contextos diferente
al de endomorfismos con retardo; ver [6], [7] y [30].
4.1. Endomorfismos con retardos horizontales y verticales.
Rovella y Vilamajo´ consideran en [34] familias uniparame´tricas de endomorfismos con retardo C2-
convexo en el plano: Fµ(x, y) = (y, fµ(x, y)), fµ = f −µ. En ese artı´culo se muestran interesantes propiedades
para este tipo de familias; de hecho, al considerar la topologı´a C2-fuerte de Whitney en el conjunto C2(R2)
de funciones de clase C2 deR2 enR se muestra la existencia de un conjunto abierto no vacı´oU en C2(R2) de
forma que para toda f ∈ U existe un valor µ1 ∈ R tal que, para cada µ > µ1 valen las siguientes propiedades:
(a) El mapa Fµ tiene dos puntos fijos hiperbo´licos del tipo silla.
(b) La clausura W sµ la variedad estable W sµ de uno de esos puntos fijos es difeomorfa al producto de un
conjunto de Cantor y una circunferencia; ma´s aun, esa clausura es el complemento de la cuenca de
atraccio´n de∞.
Esencialmente el conjunto U es constituido por las funciones C2-convexas f para las que el infimo de
las derivadas de segundo orden ∂22 f (x, y) es suficientemente grande respecto de los valores absolutos de
las restantes derivadas de segundo orden de f . Esto hace que las curvas de nivel de fµ sean curvas cerradas
(tipo elipses) ma´s alargadas en la direccio´n horizontal que en la vertical. Haciendo uso del conjunto Cµ
introducido en la Proposicio´n 4 anterior se verifica que⋂
n≥0
F−nµ (Cµ) = W sµ = R2 \ B∞(Fµ).
Aunque los puntos en el conjunto W sµ tienen o´rbita acotada, este conjunto contiene puntos errantes. En [34]
tambie´n se muestra que el conjunto no errante Ωµ de Fµ, para valores de µ suficientemente grandes, es dado
por Ωµ =
⋂
n≥0 Fnµ(W sµ) y la restriccio´n de Fµ a Ωµ es topolo´gicamente conjugado a un shift unilateral en dos
sı´mbolos. Posteriormente en [28], en el contexto cuadra´tico y C2-convexo:
fµ(x, y) = f (x, y) − µ = ax2 + by2 + cxy + dx + ey − µ, a > 0 y 4ab − c2 > 0
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se recrean los resultados de [34]; esto es, cuando el coeficiente b es suficientemente grande respecto de
los coeficientes a y |c|. Adicionalmente se hace un ana´lisis de la dina´mica del endomorfismo con retardo
Fµ asociado a fµ en el caso que las curvas de nivel de la funcio´n f sean ma´s verticales que horizontales,
analı´ticamente ello significa que a es suficientemente mayor que b y |c|. En esas condiciones es mostrado en
[28] el siguiente resultado
Teorema 4. Existe µ1 ∈ R tal que para todo µ > µ1, el conjunto no errante Ωµ de Fµ coincide con el
complemento de la cuenca de atraccio´n de∞ y Fµ restricto a Ωµ es expansor y topolo´gicamente conjugado
al shift unilateral en dos sı´mbolos.
Este teorema fue extendido en [30] a una clase especial de endomorfismos con retardo en Rn (n ≥ 2),









∣∣∣∂i j f (x)∣∣∣ .
Al considerar la topologı´a C2 de Whitney en el conjuntoV(Rn) de funciones verticales, se demuestra en [30]
que hay un conjunto abierto no vacı´oU enV(Rn) de manera que para toda f ∈ U el enunciado anterior es
va´lido. Cabe mencionar que las funciones verticales no son necesariamente C2-convexas, sin embargo para
toda f ∈ V(Rn) existen constantes a1, · · · , an tales que la funcio´n g dada por
g(x1, · · · , xn) = f (x1, · · · , xn) + a2x22 + · · · + anx2n
sı´ lo es. Ello es una adecuada herramienta para lograr una demostracio´n de los principales resultados en
[30]. Es importante mencionar que si f : Rn → R es del tipo vertical, entonces para todo µ suficientemente
grande, el conjunto Cµ esta´ contenido en el interior del epigrafo de la funcio´n C2-convexa gµ = g−µ, donde g
es como arriba. En este caso cada punto en Cµ tiene exactamente dos preima´genes contenidas en el epigrafo
mencionado y ubicadas a diferentes lados del conjunto crı´tico del endomorfismo con retardo asociado a
fµ = f − µ.
En [33] se recurre a las ideas desarrolladas en [28] para introducir una nocio´n de funciones del tipo
horizontal en el contexto de funciones cuadra´ticas C2-convexas de R3; ba´sicamente esta nocio´n se refiere a
funciones f : R3 → R cuadra´ticas y C2-convexas tales que para todo µ suficientemente grande, la intersec-
cio´n de Cµ con el paraboloide imagen del conjunto crı´tico ` del endomorfismo con retardo Fµ asociado a
fµ = f −µ es la unio´n disjunta de dos anillos dispuestos a diferentes lados de `. En este contexto son demos-
trados resultados ana´logos a los presentados en [34]. Si bien esta extensio´n de la horizontalidad es restricta
a R3 y al mundo cuadra´tico, las ideas y te´cnicas expuestas en [33] contienen el germen de la generalidad
para un ana´lisis similar cuando la funcio´n cuadra´tica sea sustituida por una funcio´n C2-convexa f : R3 → R
en la que ı´nfw∈R3 ∂22 f (w) es lo suficientemente grande respecto de supw∈R3 |∂i j f (w)| con (i, j) , (2, 2), en tal
caso luce factible la veracidad de:
Existe µ∗ ∈ R tal que para todo µ > µ∗, el endomorfismo con retardo Fµ asociado a fµ cumple con las
siguientes propiedades:
(a) El complemento de la cuenca de infinito de Fµ es homeomorfo al producto de una circunferencia y un
conjunto de Cantor en el plano, y es la clausura de la variedad estable de cualquiera de los dos puntos
fijos de Fµ.
(b) El conjunto no errante Ωµ de Fµ es igual a
⋂
n∈Z Fnµ(Cµ), es hiperbo´lico del tipo silla con variedades es-
tables de dimensio´n uno y la dina´mica de Fµ a Ωµ es topolo´gicamente conjugada a la del shift unilateral
en dos sı´mbolos.
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Resaltamos que dar el paso de extender la horizontalidad de R3 a dimensiones mayores requiere un
poco ma´s de atencio´n, incluso en el caso cuadra´tico; por supuesto pensando en la bu´squeda de un resultado
como el de arriba esperado. Para funciones C2-convexas f : Rn → R (n > 3), una condicio´n del tipo
ı´nfw∈Rn ∂22 f (w) suficientemente grande respecto de supw∈Rn |∂i j f (w)|, (i, j) , (2, 2), no garantiza ni siquiera
que Cµ ∩ Fµ(`) sea un conjunto que extienda la naturaleza de esa misma interseccio´n en el caso que n = 3 y
f sea cuadra´tica C2-convexa.
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