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Abstract
Current turbulence models, such as those employed in Reynolds-averaged Navier-Stokes CFD, are
unable to reliably predict the onset and extent of the three-dimensional separated flow that typically
occurs in wing-fuselage junctions. To critically assess, as well as to improve upon, existing turbu-
lence models, experimental validation-quality flow-field data in the junction region is needed. In this
report, we present an overview of experimental measurements on a wing-fuselage junction model
that addresses this need. The experimental measurements were performed in the NASA Langley 14-
by 22-Foot Subsonic Tunnel. The model was a full-span wing-fuselage body that was configured
with truncated DLR-F6 wings, both with and without leading-edge extensions at the wing root. The
model was tested at a fixed chord Reynolds number of 2.4 million, and angles-of-attack ranging
from -10 degrees to +10 degrees were considered. Flow-field measurements were performed with
a pair of miniature laser Doppler velocimetry (LDV) probes that were housed inside the model and
attached to three-axis traverse systems. One LDV probe was used to measure the separated flow
field in the trailing-edge junction region. The other LDV probe was alternately used to measure the
flow field in the leading-edge region of the wing and to measure the incoming fuselage boundary
layer well upstream of the leading edge. Both LDV probes provided measurements from which all
three mean velocity components, all six independent components of the Reynolds-stress tensor, and
all ten independent components of the velocity triple products were calculated. In addition to the
flow-field measurements, static and dynamic pressures were measured at selected locations on the
wings and fuselage of the model, infrared imaging was used to characterize boundary-layer transi-
tion, oil-flow visualization was used to visualize the separated flow in the leading- and trailing-edge
regions of the wing, and unsteady shear stress was measured at limited locations using capacitive
shear-stress sensors. Sample results from the measurement techniques employed during the test are
presented and discussed.
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Nomenclature
A fringe gradient of the blue beam measurement volume
~bi unit vector along direction of laser beam i
B systematic uncertainty
c chord length at wing planform break
cf skin friction coefficient
C 0 dynamic pressure calibration coefficient for the 14x22
d outer diameter of the Preston tube
dij fringe spacing for measurement volume formed by laser beams i and j
do fringe spacing at the center of the blue beam measurement volume
dr diameter of the PMT receiving fiber
D diameter of the LDV measurement volume
~eij measure direction unit vector formed by beams i and j
f frequency or focal length
fij Doppler frequency from measurement volume formed be laser beams i and j
i ith sample or ith laser beam
k calibration coefficient for the 14x22 check standard probe
` length of the corner-flow separation
`e effective length of the LDV measurement volume
M1 freestream Mach number
N number of samples
p0 fluctuating pressure
po total pressure
ps test section static pressure
pv vapor pressure
P random uncertainty
q1 freestream dynamic pressure, q1 = ⇢1U21/2
R gas constant for air
Rec Reynolds number based on chord length at wing planform break
Res Reynolds number based on distance along surface
RMS root-mean-squared value
S⌧ static sensitivity of shear stress sensor
T duration of a Doppler burst signal
Ta air temperature
Tdew dew point temperature
u x component of velocity
uij velocity component along the measurement direction unit vector, ~eij
u⌧ friction velocity
U total uncertainty
U1 freestream velocity
v y component of velocity
V shear stress sensor voltage
Vo shear stress sensor voltage for wind-off conditions
w z component of velocity or width of corner-flow separation
wo blue beam waist radius
x distance along length of model from nose tip
y distance toward starboard wing tip from model nose tip
yo y location of the fuselage surface
z distance above model nose tip
zo z location of the wing surface
3
↵ geometric model pitch angle
  random value for uncertainty analysis by direct Monte Carlo simulation
  pressure gradient parameter
 p difference between total pressure and static pressure at test-section inlet
 pp Preston tube differential pressure
✏ random value for uncertainty analysis by direct Monte Carlo simulation
⌘ distance along bisector of blue-beam measurement volume
⌘R Rayleigh length
⌘w distance between the beam waist and the center of the blue beam measurement volume
✓ off-axis viewing angle of the LDV receiving optic
✓ij included angle between laser beams i and j
  wavelength of laser light
µ dynamic viscosity at the air temperature
⌫ kinematic viscosity at the air temperature
⇢ density at the air temperature
⇢c density at the air temperature corrected for compressibility
  standard deviation
⌧i particle transit time through the measurement volume for the ith sample
⌧w wall shear stress
Operators
(¯ ) mean value
( )0 fluctuating value
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1 Introduction
Junction flows, such as those formed around a wing-fuselage or a wing-pylon intersection, are com-
mon features of practically all civil and military aircraft. Since these flows typically exhibit regions
of flow separation that can adversely impact aircraft performance, there is a strong desire to accu-
rately predict the behavior associated with them. For wing-fuselage junction flows in particular, the
flow is often observed to separate in the corner-flow region near the wing trailing edge. However,
the turbulence models currently employed in Reynolds-averaged Navier-Stokes CFD are unable to
reliably predict the onset and extent of this separated corner flow. For example, CFD computations
at past Drag Prediction Workshops have displayed large variations in the predictions of separation,
skin friction, and pressure in the corner-flow region near the wing trailing edge [1]. To critically
assess our existing turbulence models, as well as to improve upon them, experimental validation-
quality flow-field data in the junction region is needed. To address that, NASA has developed a CFD
validation experiment for a generic full-span wing-fuselage junction model at subsonic conditions.
Rumsey et al. has previously reported on the detailed goals of this effort and has provided a his-
tory of its development [2,3]. The ultimate goal of this experiment is to provide a publicly-available
high-quality flow field and surface data set with quantified boundary conditions, geometry, and mea-
surement uncertainties. This data set should be suitable for use in CFD workshop environments and
will help CFD practitioners validate and improve their predictive capabilities for turbulent separated
corner flows.
Initially, a full-span wing-fuselage body with top-bottom/left-right symmetry and a symmetric-
wing profile was desired for the junction flow CFD validation experiment. That would allow us to
make measurements with the model both upright and inverted 180  so that geometric imperfections
in the model and flow nonuniformities in the freestream would be exposed, and their impact on
measurement uncertainty could be assessed [4, 5]. Furthermore, we hoped that such a configura-
tion would display fully-attached corner flow, incipient corner-flow separation, and a large corner-
flow separation simply by varying the freestream Mach number or the model pitch angle. Several
symmetric-wing profiles and a cambered wing profile (the DLR-F6) were analyzed via CFD, but
none of them displayed all of the desired flow-separation conditions [2]. However, given the cur-
rent limitations of the CFD turbulence models for separated flows, and our lack of trust in them,
we decided to perform a couple of risk-reduction experiments on flow-visualization models to see
whether or not corner-flow separation occurred in the trailing-edge region and if it did, to document
its progression with model pitch angle.
The first risk-reduction experiment was conducted with a smaller-scale model in the Virginia
Tech Stability Tunnel [2,6]. This full-span wing-fuselage junction model could be configurated with
five different wing designs, two of which were based on an NACA 0015 wing and a DLR-F6 wing.
Oil-flow visualizations were used to document the surface topology in the corner-flow region. All of
the wing configurations, except for the NACA 0015 wing, indicated corner-flow separation over the
range of pitch angles considered ( 10  to 10 ). The NACA 0015 wing indicated a small corner-flow
separation for pitch angles above 7.5 . In terms of progression, the corner-flow separation increased
in size with increasing pitch angle.
Since the first risk-reduction experiment was conducted at a relatively low chord Reynolds num-
ber of 0.62 million, fully-turbulent flow on the model was not realized for all model pitch angles,
even with the use of boundary layer trip dots. In addition, it was expected that the onset and size of
the corner-flow separation could be dependent on the Reynolds numbers. To address these concerns,
a second risk-reduction experiment was conducted on a larger model in the NASA Langley 14- by
22-Foot Subsonic Tunnel [7]. The geometry of that model—and its five interchangeable wings—
was the same as the small-scale model, but the chord Reynolds number of 2.4 million was equal to
the desired Reynolds number for the CFD validation experiment. In addition, for this larger chord
Reynolds number, turbulent flow on the fuselage and wing surfaces was achieved with boundary
layer trip dots. As before, all of the wing configurations, except the NACA 0015 wing, indicated a
corner-flow separation for all pitch angles considered ( 10  to 10 ). The NACA 0015 wing indi-
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cated a corner-flow separation for pitch angles of 5  and above; however, it was very small in size.
For all of the wing configurations, the corner-flow separation was observed to increase in size with
increasing pitch angle.
While the NACA 0015 wing design did provide the desired progression from attached flow
to separated flow, it was felt that the small extent of the corner-flow separation would be hard to
probe experimentally and still achieve the desired spatial resolution. On the other hand, the DLR-
F6 wing design did provide a progression from a small corner-flow separation to a large one that
could be easily probed for flow-field measurements. Of course, the down side of the DLR-F6 wing
was the loss of symmetry in the wing profile and with that, the ability to fully probe uncertainties
due to geometric imperfections. Since neither wing design was optimal in terms of our original
requirements, a decision was made and both wings were designed and built for the CFD validation
experiment.
In late 2017 and early 2018, the junction flow CFD validation experiment was conducted in the
NASA Langley 14- by 22-Foot Subsonic Tunnel and here, we provide an initial report out on that
test entry. The primary objective of this first test entry was to perform flow-field measurements
in the trailing-edge corner region of the wing-fuselage junction model using an internally mounted
laser Doppler velocimetry (LDV) system. For this set of measurements, the junction model was
configured with the DLR-F6 wing geometry. The LDV system provided measurements of all three
velocity components and all six independent components of the Reynolds-stress tensor. A second
internally mounted LDV system was alternately used to measure the flow field in the leading-edge
region of the wing and to measure the incoming fuselage boundary layer well upstream of the lead-
ing edge. In addition to the flow-field measurements, static and dynamic pressures were measured at
selected locations on the wings and fuselage of the model, infrared thermography was used to char-
acterize boundary-layer transition, oil flow was used to visualize the separated flow in the leading-
and trailing-edge regions of the wing, and unsteady shear stress was measured at limited locations
using capacitive shear-stress sensors. Sample results from these measurement techniques will be
presented and discussed in this report (with the exception of the static pressure results, which will
be reported at a later time).
It should be noted that a concerted effort was also made to document the as-built, as-assembled,
and as-tested geometry of the junction model using laser-based scanning techniques over the course
of the test entry. In addition, the wind-tunnel test-section geometry was documented and mea-
surements of the tunnel wall pressures, diffuser pressures, and boundary-layer rake pressures were
acquired as boundary conditions during the test entry. An earlier test entry in the 14- by 22-Foot
Subsonic Tunnel also attempted to characterize the test-section inflow using various measurement
techniques [8]. The ultimate goal for this group of measurements is to provide documented bound-
ary conditions and geometry so that an unambiguous comparison between CFD calculations and
the experimental measurements can be made. These aspects of the junction flow CFD validation
experiment are not included in this report and they will be documented at a later date.
In the next section, the experimental methods are presented and there, details of the wind-tunnel
facility and the junction model are provided, along with the details of the model instrumentation.
This is followed by a discussion of the data-analysis methods. Sample results for the experimental
measurements are then presented and discussed, followed by a summary for the report.
2 Experimental Methods
2.1 Wind-Tunnel Facility
The experiment was performed in the Langley 14- by 22-Foot Subsonic Tunnel which is a closed-
circuit, atmospheric-pressure wind tunnel capable of operating in an open, partially closed, or closed
test-section mode. Raising and lowering the north and south walls and ceiling creates the various
modes of tunnel geometry. The floor of the test section is formed by two model carts that are moved
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to and from the test section front and back bays. The carts are raised and lowered on hydraulic lifts
and transported along the floor under the test section on air pads. Once in place, the tunnel floor
is fixed during testing. Measurements for this test were made in the closed test section mode. In
this mode, the test section measures approximately 4.42 m high and 6.63 m wide, and the maximum
freestream velocity is 103 m/s. Flow conditioning is provided by a flow-straightening honeycomb,
four square-mesh screens with a mesh count of 10 per inch and 64% open area, and a tunnel con-
traction ratio of 9 to 1. This arrangement achieves a low test-section turbulence intensity of between
0.07 and 0.08 percent at a dynamic pressure (q1) of 2.87 kPa (60 psf)—but that does vary somewhat
with dynamic pressure and location in the test section [9]. A planform view of the tunnel circuit is
shown in Fig. 1 and further details about the tunnel can be found in Gentry et al. [10].
There are several key tunnel parameters that were monitored and measured during a wind-tunnel
run. The total pressure was measured downstream of the mesh screens with a silicon pressure trans-
ducer (SPT) that has an absolute full-scale range of 137.9 kPa. The differential pressure between
the total pressure and the static pressure at the test-section entrance was measured with an SPT that
has a differential full-scale range of 6.9 kPa. The air temperature and the dew-point temperature—
both of which were measured at the test-section entrance—were measured with a 4-wire RTD and
a dew-point hygrometer, respectively. Using these four parameters, all other test conditions were
calculated according to the equations documented by Boney [11].
Throughout all of the wind-tunnel runs, the tunnel controller held the chord Reynolds number,
Rec, at a constant value of 2.4 million to within ±0.3%. Since the facility does not have a tem-
perature controller, the air temperature increased over the course of a given run and therefore, the
velocity was increased accordingly to maintain a constant chord Reynolds number. In addition, there
were substantial changes in the nominal air temperature from day-to-day and over the course of the
test entry due to prevailing outdoor conditions. As such, the nominal tunnel velocity was again ad-
justed to maintain the target chord Reynolds number. In general, the air temperature ranged from
275 to 308 K and the Mach number ranged from 0.175 to 0.205 over the course of the test entry.
2.2 Wing-Fuselage Junction Model
The model was a full-span wing-fuselage body fabricated from 6061-T6 aluminum. The overall
length, height, and width of the fuselage was 4.839 m, 0.670 m, and 0.472 m, respectively, and the
tip-to-tip wing span was 3.397 m. Port-side, starboard-side, and front-view images of the model
installed in the 14x22 wind tunnel are shown in Figs. 2–4. Port- and starboard-side views of the
model looking in the upstream direction are shown in Figs. 5 and 6. Here the images are annotated
to show some of the test-section instrumentation, such as the ceiling and wall boundary-layer rakes.
CAD drawings showing top, bottom, front, port, and starboard views of the junction-model assembly
are shown in Figs. 7–11.
The model was painted with a black lusterless polyurethane paint suitable for both infrared
imaging and oil-flow visualizations on the model surface. A coating thickness gauge, which uses
eddy-current principles to measure the coating thickness on nonferrous metals, indicated a paint
thickness on the order of 254 to 330 µm (10–13 mils).
The model was attached to a long sting that could be raised or lowered via a motorized sting
mast to keep a reference point on the model near the center of the test section during a pitch-angle
adjustment. The reference point was located approximately 2.448 m from the model nose tip (5.41
m from the test-section entrance) and on the fuselage centerline. Pitch angles for this test ranged
from  10  to 10  in increments of 2.5 . Generally the nominal height of the reference point was
2.2098 m above the test-section floor; however, for pitch angles of  10  and  7.5 , that height
could not be reached due to geometrical constraints on the sting-mast height. As such, the height
was reduced to 1.7907 m and 2.0574 m, respectively, for those two angles. The model sting was
also motorized to allow for adjustments of the model roll angle, and over the course of this test, roll
angles of 0  and 180  were considered. The pitch and roll angles of the model were measured with
a pair of accelerometer-based model-attitude sensors that were located inside the model fuselage,
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and both sensors had an accuracy of ±0.01 . Further details on the model-attitude sensors can
be found in Finley and Tcheng [12]. To quantify vibration levels during a wind-tunnel run, the
junction model was instrumented with accelerometers to measure three orthogonal components of
acceleration. These sensors all had a nominal sensitivity of 5 g/V and were mounted inside the
model to a fixture on the wing box.
The junction-model fuselage consists of two parts: the fuselage nose section and the fuselage
main section. An exploded view of the fuselage nose-section assembly is shown in Fig. 12. The port
and starboard sides of the fuselage nose section were designed to be flat so that flat instrumentation
inserts could be used. The inserts were centered on the model centerline and 1168.4 mm from the
nose-section tip. Different types of insert plates were used, depending on the objectives of a given
run. For the LDV measurements the insert had an acrylic window. Other inserts were made for
an unsteady pressure transducer, a MEMS capacitive shear-stress sensor, and a Preston tube, all of
which were located in the center of a given insert plate. An additional insert plate with an array of
static-pressure ports was also available. Removable hatches on the top and bottom of the fuselage
nose-section provided internal access to the instrumentation. In Fig. 13, a CAD drawing of the port
side of the fuselage nose section is shown with an LDV/traverse assembly in place. This assembly
was mounted to a bridge piece located inside the nose-section. Further details on the LDV/traverse
assembly with be presented in the following section.
During fabrication of the junction model, a second fuselage nose section was made with an
extended length (2120.9 mm versus the 1511.3 mm length of the standard nose-section described
above). The purpose of this extended nose section was to thicken the fuselage boundary layer at the
wing-fuselage junction relative to that of the standard nose-section. This boundary-layer thickness is
known to have some impact on the flow field in the junction region and would be a useful parametric
for study. However, due to the time constraints of our test entry, this extended nose section was not
tested, but may be the subject of future test entries.
An exploded view of the fuselage main section is shown in Fig. 14. This section has four
removable inserts that were located on the flat sections of the fuselage sidewalls. On the port side,
one insert was located upstream of the wing box, providing access to the leading-edge region of the
wing. The other insert was located downstream of the wing box, providing access to the trailing-
edge region of the wing. These inserts were mirrored on the starboard side of the fuselage main
section. As with the fuselage nose section, several types of insert plates were used. Acrylic window
inserts were used on the port side of the model to provide optical access for the LDV measurements.
Solid inserts with static pressure ports were also used on this side of the model. An insert with
a MEMS capacitive shear-stress sensor was used in the port-side leading-edge location. On the
starboard side of the model, both inserts were instrumented with static pressure ports and unsteady
pressure transducers. A large removable hatch on the top side of the fuselage main section and
two smaller hatches on the bottom provided internal access to the instrumentation. Cabling for the
instrumentation was routed through the model sting and through four PVC conduits arranged around
the sting adaptor at the back end of the fuselage. Cables routed through the conduits were secured
to the model sting and sting mast with duct tape and zip ties. In Fig. 15, a CAD drawing of the
starboard side of the fuselage main section is shown with two LDV/traverse assemblies in place.
These assemblies were mounted to bridge pieces located inside the main section. As stated earlier,
further details on the LDV/traverse assemblies will be presented in the following section.
The junction model was configured with truncated DLR-F6 wings, both without and with a
leading-edge extension (or fillet). The geometry of the wings is characterized by a leading-edge
sweep angle of 27.1 , dihedral, wash-out twist towards the wing tip, and a planform break located
759 mm from the fuselage side wall. The planform break chord length for the wings was 557.17 mm
and this was used as the reference length when calculating the chord Reynolds number. Top views
of the wing planform without the extension (hereafter referred to as the F6 wing) and the wing
planform with the extension (hereafter referred to as the F6 wing with extension) are shown in
Figs. 16 and 17. Root-section profiles for the wing are shown in Fig. 18. A removable insert around
the leading-edge root region of the wing was used to switch between the two configurations. The
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leading-edge extension at the wing root is simply a geometrical fairing intended to eliminate or
minimize the development and influence of the horseshoe vortex that normally forms at the wing
leading edge in the absence of the extension. Both port and starboard wings were instrumented with
static pressure ports and the starboard wing was additionally instrumented with unsteady pressure
transducers. Further details on that instrumentation will be provided in subsequent sections.
During fabrication of the junction model, a second set of wings with an NACA 0015 root section
was also made. The purpose of this wing geometry was to provide a measurement case for CFD
validation where separation did not occur in the corner-flow region of the wing trailing edge (specif-
ically for pitch angles below 5 ) [7]. As with the extended fuselage section discussed above, time
constraints prevented us from testing this wing configuration during our test entry.
To ensure a turbulent boundary layer on the fuselage and the upper and lower surfaces of the
wing, trip-dot arrays were used to fix the transition location. The trip dots were applied to the model
with a commercially-produced trip-dot tape that is available in a range of heights. Specific details
for the trip-dot placement on the fuselage and wings, including trip-dot geometry, will be presented
in the Results section below.
2.3 Laser Doppler Velocimetry Measurements
As shown in the previous section, a pair of miniature laser Doppler velocimetry (LDV) probes were
located inside the model and each one was mounted to a three-axis traverse system. The LDV
probes provided flow-field measurements of all three velocity components and all six independent
components of the Reynolds stress. In addition, each probe has the capability to measure the particle
position within the measurement volume and that feature can be used to achieve submeasurement-
volume spatial resolution. During the test entry, both LDV probes were operated simultaneously
and measurements were made only on the port side of the model. One probe was located near the
trailing-edge of the wing and was used to measure upstream of and inside the separated corner flow.
The other probe was alternately used to measure the flow field in the leading-edge region of the
wing and to measure the incoming boundary layer on the fuselage nose section. Images of the LDV
systems installed at the trailing-edge and the leading-edge of the port wing are shown in Figs. 19
and 20.
The LDV system consists of a photonics system that provides laser light to the LDV probe,
a fiber-optic-based probe head with off-axis receiving optics, a set of photomultipliers to detect
Doppler bursts, and a data acquisition computer with a high-speed A/D board and software for burst
processing1. The photonics system, which resides in a cart located outside the test section, consists
of the laser systems, discrete optics, and acousto-optical modulators (Bragg cells). Power supplies
and water chillers for the lasers, as well as the Bragg cell frequency sources, also reside in the cart.
A schematic diagram of the photonics system is shown in Fig. 21.
Laser light for the system was provided by three continuous-wave diode-pumped solid-state
lasers with a power output of 1 W. Lasers 1 and 2 provided laser light with a wavelength of 532 nm
and laser 3 provided laser light with a wavelength of 488 nm. The beam emitted from laser 1 was
sent through a half-wave plate in a rotation mount before entering a polarizing beam splitter. This
arrangement allowed us to adjust the relative power of the two beams emitted from the beam splitter.
The first split beam (Beam 1, 0 MHz)2 was passed into a polarization-maintaining (PM) fiber via a 5
mm focal length fiber-optic coupler. The second split beam was passed through a Bragg cell driven
by a 200 MHz frequency source. Here the optical frequency of the output was downshifted (minus
first order). This beam (Beam 2, -200 MHz) was then passed into a PM fiber via a 5 mm focal length
fiber-optic coupler.
1The LDV system used in our study was a custom design delivered by Applied University Research, Inc. under a Phase
III SBIR contract (80NSSC18P0088).
2The frequency associated with the beam label denotes the amount by which the optical frequency is shifted from the
baseline value for the laser.
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The beam emitted from laser 2 was also sent through a half-wave plate in a rotation mount before
entering a polarizing beam splitter. The first split beam (Beam 3, 0 MHz) was passed into a PM fiber
via a 5 mm focal length fiber-optic coupler. The second beam was passed through a second half-
wave plate in a rotation mount before being divided again by another polarizing beam splitter. The
first beam coming from the second beam splitter was passed into a Bragg cell driven by an 80 MHz
frequency source and here the optical frequency of the output was downshifted (minus first order).
The output of this Bragg cell was reflected off a mirror that directed the beam (Beam 4, -80 MHz)
into a PM fiber via a 5 mm focal length fiber-optic coupler. The second split beam was passed to a
Bragg cell driven by a 350 MHz frequency source and here the optical frequency of the output was
upshifted (plus first order). The beam output from this Bragg cell (Beam 5, 350 MHz) was passed
to a PM fiber via a 5 mm focal length fiber-optic coupler.
The beam emitted from laser 3 was passed through a half-wave plate in a rotation mount before
entering a polarizing beam splitter. The first split beam (Beam 6, 0 MHz) was passed into a PM fiber
via a 5 mm focal length fiber-optic coupler. The second split beam was passed through a Bragg cell
driven by a 200 MHz frequency source and here the optical frequency was downshifted (minus first
order). This beam (Beam 7, -200 MHz) was then passed into a PM fiber via a 5 mm focal length
fiber-optic coupler.
All seven of the PM single-mode fibers were bundled together and passed through a 23 m cladded
conduit that was run from the photonics cart to the back end of the junction model, through one of
the PVC conduits in the model, and terminated at the LDV probe head. Along the way, the fiber
conduit was secured to the test section floor, sting mast, and sting.
A photograph of the LDV probe head is shown in Fig. 22. The probe head measures 22.8 cm
long by 8 cm high by 7.7 cm wide. Each of the PM single-mode fibers carried into the probe head
terminate in ferrules that were mounted in collimating cylinders arranged with the pattern shown
in Fig. 23. Each cylinder holds a fiber ferrule at the focus of an aspheric lens that collimates the
laser light emitted from the fiber end and it also holds the orientation of the fiber end to maintain
the polarization direction. The beams emitted from the collimating lenses were then focused by a
transmitting lens to form four overlapping measurement volumes. For the current study, the LDV
probe heads were fitted with 90 mm focal length transmitting lenses. The power of the laser beams
emitted from the probe head were typically on the order 100 mW for beams 1–5 and 150 mW for
beams 6 and 7.
The five green (532 nm) laser beams (beams 1–5) emitted from the probe head were crossed
at their beam waists to form three measurement volumes: beams 1 and 2 with a frequency shift of
-200 MHz, beams 3 and 4 with a frequency shift of -80 MHz, and beams 3 and 5 with a frequency
shift of 350 MHz. Note that an additional measurement volume is formed due to the interference
between beams 4 and 5 and has a frequency shift of 430 MHz. However, the burst signals from this
measurement volume are redundant and were discarded during the processing steps. The optical
frequency shift of one beam relative to the other in each measurement volume was used to set up
traveling interference fringes that can be used to determine the direction of particle motion [13]. A
stationary particle will produce a burst signal with a modulation frequency equal to the frequency
shift. A particle moving with the fringes yields a lower frequency and movement against the fringes
yields a higher frequency. For each of the three measurement volumes mentioned above, the nominal
diameter and length of the measurement volume was 140 µm and 960 µm, respectively. The mea-
surement directions defined by these three measurement volumes are nonorthogonal and therefore,
it was necessary to form a linear transformation to convert the measured velocity components to an
orthogonal body-fixed coordinate system. To that end, the beam unit vectors were measured via the
method described in Appendix A. Those unit vectors were then used to calculate the measurement
directions, the fringe spacings, and the linear-transformation as described in Section 3.1.
The two blue (488 nm) laser beams (beams 6 and 7) emitted from the probe head were crossed at
the measurement volumes formed by the green laser beams. However, this crossing occurred before
the beam waists of the blue beams and that produced a converging set of fringes along the bisector of
the two interfering beams [14]. In other words, the fringe spacing becomes smaller along the length
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of the measurement volume when moving away from the probe. Using the Doppler frequency
measured with this converging fringe pattern and the velocity measured by the conventional green-
beam measurement volumes (which have a uniform fringe pattern), the local fringe spacing of the
converging fringe volume can be deduced and that in turn yields a measure of the particle position
along the length of the measurement volume. Further details on the theory and development of this
particle-position-resolving capability can be found in Lowe [15] and in several other references [16–
18]. In Section 3.1, we will discuss the processing details used to calculate the particle positions and
with that, discuss the method used to achieve submeasurement-volume spatial resolution.
Scattered light from particles moving through the measurement volume was collected with a
110 mm focal-length lens oriented at approximately 35  to the optical axis of the probe head (see
Fig. 22). Light collected with that lens was then focused onto a multimode fiber with a diameter
of 105 µm. The off-axis arrangement of the receiving optics reduces the effective length of the
measurement volume. With front and back focal lengths equal to 110 mm, the effective length of
the measurement volume is calculated as: `e = dr/ sin ✓, where dr is the diameter of the receiving
fiber and ✓ is the off-axis viewing angle [19]. For our configuration, the effective length of the
measurement volume was approximately 180 µm.
The multimode receiving fiber was routed out of the model, through one of the PVC conduits, to
an enclosure residing outside of the test section. The enclosure housed two photomultipliers—with
associated power supplies and signal amplifiers—to measure the green light and blue light burst
signals carried by the receiving fiber. The amplified signals from the photomultipliers were then
sent to the inputs of an 8 bit, 1 GHz sample rate data acquisition card.
Burst signals from the LDV system were processed with proprietary software developed by Ap-
plied University Research, Inc. For our system, the software was configured to sample the two elec-
tronic signals from the photomultipliers. Burst detection for each channel was performed in the time
domain and Doppler frequencies were extracted from the power-spectral densities of the sampled
burst signals. Details on the burst processing algorithm can be found in Lowe [15]. The software
allowed for adjustment to the sampling parameters for burst acquisition and to the validation criteria
for detected bursts. Real-time displays of the sampled burst time series and spectra allowed us to
assess the quality of the LDV signal and to make adjustments to the probe receiving-optic align-
ment as necessary. For the blue channel burst signals, a single Doppler frequency associated with
the single measurement volume was present. For the green channel burst signals, three Doppler
frequencies, associated with the three measurement volumes, were present. Here the frequency shift
for each measurement volume was separated far enough apart in the frequency domain so that no
signal ambiguity could occur for our flow conditions. The software saved several parameters to disk
for post processing and included: the Doppler frequencies, a time stamp for each burst, the burst
duration, validation criteria for each burst component, and coincidence information.
Seeding for the LDV measurements was provided by a smoke generator that uses a low-residue
mineral oil and has an output volume of up to 800 m3 per minute. The low-residue smoke allowed
for longer run durations before signal levels were degraded due to deposition of residue on the
optical windows. The smoke generator was placed in the wind tunnel settling chamber ahead of the
honeycomb and it was necessary to run the generator continuously during a run so that adequate
burst data rates could be maintained. Depending on where the measurement volume was located in
the flow field, validated burst data rates on the order of 100 bursts/s to 500 bursts/s were achieved.
The smoke generator produced a narrow distribution of particle sizes with a nominal diameter of
0.94 µm.
Optical access to the flow field was provided by 1 mm thick acrylic windows at three locations
on the port side of the fuselage: one on the fuselage nose section, one in the wing leading-edge
region, and one in the wing trailing-edge region. These windows had antireflection coatings on
both sides and an antismudge coating on the outer surface that aided surface cleaning for removal
of seeding residue. The thin windows were chosen so that refraction of the probe laser beams was
minimal and did not alter the beam alignment. In fact, this was true even when the probe optical axis
was tilted relative to the window surface normal. However, the window frames to which the thin
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acrylic windows were bonded did require supporting ribs to help minimize deflections when under
a pressure differential during a wind tunnel run. This compromise somewhat limited the regions of
optical access for the LDV probes.
As stated earlier, the LDV probe measurement volume was positioned in the flow field with
a three-axis traverse system. Each stage in this system was of a center-driven leadscrew design
where the leadscrews were driven by servo motors. Linear encoders were used to measure the stage
positions and to provide feedback to the stage controllers. Traverse motion was performed in a
body-fixed coordinate system with origin at the model nose tip and with coordinate directions as
shown in Fig. 24. With the model at a pitch angle of 0  for example, the x-coordinate is positive
in the downstream direction, the y-coordinate is positive towards the starboard wing tip, and the
z-coordinate is positive in the upward direction. The x-axis stage had a travel of 152.4 mm, a
positional accuracy of 15 µm, and a bidirectional repeatability of ±1 µm. The y-axis stage had a
travel of 101.6 mm, a positional accuracy of 10 µm, and a bidirectional repeatability of±1 µm. The
z-axis stage had the same specifications as the x-axis stage.
For the fuselage nose section, the traverse stages were configured as shown in Fig. 13. Here the
probe optical axis was normal to the window surface. For the leading-edge region of the fuselage
main section, the traverse stages were configured as shown in Fig. 15. Here also the probe optical
axis was normal to the window surface. However, for a subset of measurements at this location,
the probe was mounted on an adapter plate—between the probe and the y-axis stage—that tilted the
probe in the x-y plane by 39  (Fig. 25). This allowed us to position the LDV measurement volume
closer to the F6 wing leading edge. For the trailing-edge region of the fuselage main section, the
traverse stages were configured as shown in Fig. 15. Here the probe optical axis was tilted downward
by 10  in the y-z plane so that the measurement volume could be placed closer to the wing surface
without clipping some of the probe beams. For all three stage assemblies a tungsten counterweight
was used to balance the torque load placed on the x-axis stage by the other stages and the probe
assembly. This was necessary to properly tune the x-axis servo motor for smooth operation.
Over the course of the test, one LDV probe/traverse assembly was alternately moved from the
fuselage nose section to the leading-edge region of the fuselage main section. This required dis-
assembly and reassembly of the traverse system and so each time the move was made, the probe
beam unit vectors were remeasured and a new velocity-transformation matrix between the probe
measurement directions and the body-fixed coordinate system was calculated. Similarly, the sec-
ond LDV probe/traverse assembly at the wing trailing edge was periodically moved to different
locations on the bridge piece to access a wider range of x-locations beyond that of the x-axis stage
travel. When this move was made, the probe beam unit vectors were remeasured and a new velocity-
transformation matrix was calculated.
When performing flow-field surveys with the LDV probe, it was necessary to locate the mea-
surement volume relative to the window surface and to the wing surface. To that end, we used the
following procedure. The laser for beams 1 and 2 was reduced to a power level of 60 mW and the
lasers for the remaining beams were set to a power level of zero. Starting with the measurement
volume inside the model, the y-axis stage was scanned through the window in 25 µm increments
until is was positioned outside the model. At each point in the survey, scattered light received at the
photomultiplier was recorded and the RMS voltage was calculated. An example for one of these
window scans is shown in Fig. 26. The peak of this RMS voltage distribution denotes the location
where the center of the measurement volume is at the outer window surface; i.e., the light scattering
is greatest at this location. For measurement-volume locations on either side of the window, the
RMS voltage is indicative of the photomultiplier noise floor. To find the wing surface, the measure-
ment volume was scanned down in the z-direction towards the wing surface and the photomultiplier
RMS voltage was recorded for each point in the scan. An example for one of the wing-surface scans
is shown in Fig. 27. Here again, the peak of the RMS voltage distribution denotes the location where
the center of the measurement volume is at the wing surface. The window and wing-surface scans
were performed before each profile measurement with the LDV system. Furthermore, these scans
were performed at the desired flow conditions so that any deflections of the window and wing sur-
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faces were accounted for. To find the x-locations of profile measurements, the probe measurement
volume was positioned relative to reference marks on the windows that were at known locations
from the model nose tip.
The LDV data were collected as a series of profile measurements using a comprehensive program
that controlled the traverse motion, communicated with the burst-processing software, and collected
tunnel parameters from the tunnel data system. Provisions were made in the software to pause the
acquisition occasionally so that the burst-processing parameters could be optimized as conditions
changed in a survey across the wing or fuselage boundary layer.
For the LDV probe positioned at the wing trailing edge, data were collected as a series of z-
direction profiles at several (x, y)-locations. Each profile typically contained 30 z-locations with
the first z-location 500 µm from the wing surface. Locations closer to the wing surface could
not be achieved due to light-scattering noise and the inability to detect burst signals. For each
location in a given profile, 30,000 samples were acquired. This probe was operated with the five
green laser beams and a single photomultiplier channel—hereafter referred to as single-channel
mode—to make three-component velocity measurements. Data from the blue channel were not
collected with this probe and so particle positions within the measurement volume are not available
for this data set. As such, the spatial resolution for measurements with this probe are dictated by
the measurement volume diameter (140 µm) and effective length (180 µm). The (x, y)-locations
for profile measurements in the trailing-edge region of the F6 wing at ↵ = 5  are listed in Table 1.
In Fig. 28 these locations are overlaid on an oil-flow image of the separated corner flow to provide
a spatial reference. The (x, y)-locations for profile measurements in the trailing-edge region of the
F6 wing with extension at ↵ = 5  and  2.5  are listed in Tables 2 and 3. Those locations are also
overlaid on corresponding oil-flow images in Fig. 29.
For the LDV probe positioned in the fuselage nose section, data were collected as a series of
y-direction profiles at x = 1168.4 mm and z = 0, ±30 mm, and ±60 mm. Each profile typically
contained 30 y-locations with a logarithmic spacing between locations, and the first location from
the surface of the window was 200 µm. As before, 30,000 samples were acquired at each location in
a given profile. This probe was operated with both green and blue laser beams—hereafter referred
to as dual-channel mode—to provide three components of velocity plus particle position. With these
measurements, submeasurement-volume resolution was achieved for near-wall y-locations as will
be discussed in Section 3.1. As with the other LDV probe measurements discussed above, profiles
were obtained on the fuselage nose section for the F6 wing configuration at ↵ = 5  and for the F6
wing with extension configuration at ↵ = 5  and  2.5 .
For the LDV probe positioned at the leading edge, data were collected as a series of y-direction
profiles, typically with 30 y-locations and 30,000 samples at each location. For the F6 wing con-
figuration at ↵ = 5 , the (x, z)-locations at which profile measurements were made are listed in
Table 4. Here the LDV probe was tilted 39  in the (x, y)-plane and was operated in the single-
channel mode. The first measurement location for each profile was 500 µm off the surface of the
fuselage. For the F6 wing with extension configuration at ↵ = 5  and  2.5 , the (x, z)-locations
at which profile measurements were made are listed in Table 5. Here the LDV probe was normal
to the window surface and the probe was operated in both single-channel and dual-channel modes.
The specific operating mode for each profile is also included in Table 5. For dual-channel mode, the
first measurement location for each profile was 200 µm off the surface of the fuselage; otherwise it
was 500 µm.
2.4 Infrared Imaging
Infrared (IR) imaging was used to determine the location of boundary-layer transition on the junction
model. This method is based on the detection of surface temperature differences brought about
by the increased heat-transfer rates that occur as the boundary layer transitions from laminar to
turbulent flow. Although these surface temperature changes are small in low-speed flows, the current
generation of IR cameras can resolve temperature differences on the order of tens of milliKelvins,
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which is sufficient to reveal the transition location for our test conditions.
For the present experiment, three IR cameras were used. One IR camera was mounted behind a
hole in the north wall of the test section to view the port side of the model fuselage. The other two
IR cameras were mounted behind holes in the test-section ceiling to view the upper surfaces of the
port and starboard wing planforms. Once IR imaging of the upper wing surfaces was completed, the
two IR cameras were moved and mounted behind holes in the test-section floor to view the lower
surfaces of the port and starboard wing planforms.
All three IR cameras had cooled Indium Antimonide (InSb) detectors that provide temperature
measurements in the midwavelength infrared (MWIR) range of 3 to 5 µm. The resolution of the
detectors was 1460 x 852 pixels with a pitch of 14 µm, and the noise equivalent temperature differ-
ence (NETD) of the detectors was less than 25 mK. Each camera was calibrated for a temperature
range from -20 to 350  C with an accuracy of ±2  C or 2% of reading. All cameras were fitted
with 25 mm, f/4.0 lenses for a wide field of view, and each camera was connected to a host PC
via a GigE Vision interface for camera control and image acquisition. Adjustments to the overall
exposure and contrast of the acquired IR images were made during post processing.
2.5 Oil-Flow Visualization
Oil-flow visualizations were performed at selected locations on the port side of the junction model
for a range of model pitch angles. In the trailing-edge region of the wing-fuselage junction, the oil-
flow visualizations allowed us to observe the surface topology of the corner-flow separation and its
progression with model pitch angle. Although these visualizations are generally regarded as quali-
tative in nature, here they were used to obtain approximate measurements of the length and width of
the corner-flow separation. That information was then used to guide the selection of an (x, y)-grid
of locations for z-direction profile measurements with the LDV system. In the leading-edge region
of the wing-fuselage junction, the surface topology revealed by the oil-flow visualizations was used
to guide the selection of (x, z)-locations for y-direction profile measurements with the LDV system.
In both regions, the oil-flow visualizations provided useful context for the interpretation of velocity
and unsteady-pressure measurements.
The oil-flow material was a mixture of 1 part titanium dioxide (TiO2), 2 parts kerosene, and 0.3
parts oleic acid. The TiO2, which serves as a pigment for the mixture, was white and contrasted
well against the black painted model surface. The kerosene, which serves as a carrier liquid for the
pigment, facilitated the flow visualization by moving under the influence of the local surface shear
stress and then evaporated to leave a mean-flow pattern of pigment on the surface. The oleic acid,
which serves as a dispersant, kept the TiO2 from clumping. In addition, by increasing the proportion
of oleic acid, the viscosity of the mixture could be increased, if needed.
Prior to a given run, the oil-flow material was applied to the model surface with foam paint
brushes. The tunnel was then ramped up to the desired chord Reynolds number and a live video
feed was used to determine when the oil-flow material stopped flowing. After the run, post-test
imagery of the oil-flow visualization was acquired. Close-up images of the corner-flow separation
at the wing trailing edge, the wing-leading edge region, and any other flow features of interest from
a given run were acquired with a 12 megapixel digital SLR camera. Video recordings of the oil-flow
development during a run were also saved. Approximate measurements of key flow features in the
oil-flow visualizations were made with a ruler with 1 mm divisions.
2.6 Steady Pressure Measurements
The junction model was instrumented with 266 static pressure ports on the F6 wings and 247 static
pressure ports on the fuselage. The inner diameter of each pressure port was 597–648 µm (0.0235–
0.0255 inch). The locations of these static pressure ports are plotted on a CAD rendering of the
junction model in Figs. 30 and 31. Electronically scanned pressure (ESP) modules, which were
stowed inside the junction model, were used to measure the mean pressure at each port. The full
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scale range of the modules was 6.89 kPa (1 psid) or 34.47 kPa (5 psid) depending on the expected
pressure range of the ports connected to the module, and the modules were referenced to the ambient
pressure in the control room of the wind-tunnel facility.
Additional mean pressure measurements were made at static pressure ports on the ceiling, the
north wall and the south wall of the test section and on a pressure rail mounted to the floor of the first
diffuser, just downstream of the test section. The mean total pressures from a set of boundary-layer
rakes mounted to the ceiling, the north wall, and the south wall were also acquired.
Analysis of the steady pressures is still ongoing and as such, these results will not be presented
in this report.
2.7 Unsteady Pressure Measurements
Unsteady pressure measurements were performed to gain insight to the dynamic nature of the surface
pressure field in specific regions of the junction model. Twenty three MEMS piezoresistive pressure
transducers were embedded in the starboard wing of the model at the locations listed in Table 6.
These transducer locations are also plotted on a CAD rendering of the junction model in Figs. 30
and 31 to provide a spatial reference, and here we see that they were clustered near the wing trailing
edge, in the corner-flow region. These differential pressure transducers had a full-scale range of 34.5
kPa (5 psid) and a nominal static sensitivity of 72.5 mV/kPa (550 mV/psid). Each of the sensors were
referenced to the ambient pressure in the room below the wind tunnel test section. The active element
of each sensor was covered by a screen with a 1 mm diameter hole in the center and the screen was
set flush to the outer surface of the wing. The frequency response of the sensors was nominally flat
from DC to approximately 20 kHz as reported in Hurst et al. [20]. The acceleration sensitivity of
the transducers was 5.2⇥ 10 4 kPa/g equivalent; which for the acceleration levels measured during
the test, produces equivalent pressures that are below the noise floor of the measurement system.
An additional thirty one MEMS pressure transducers were embedded in the fuselage of the
model at the locations listed in Table 7 and plotted on the CAD rendering of the junction model in
Figs. 30 and 31. Most of these sensors were located on the starboard side of the fuselage, but a select
few were placed on the port side at mirrored locations to examine the symmetry in the unsteady
pressure field. The full scale range, static sensitivity, reference pressure, and acceleration sensitivity
of the fuselage sensors were the same as for the wing sensors. In contrast, the active element of
each fuselage sensor was not covered by a screen and it was flush mounted with the outer surface
of the fuselage. For this configuration, Hurst et al. [20] have shown that the frequency response for
the sensors is extended to approximately 50 kHz. The spatial resolution for each fuselage pressure
sensor was 0.5 mm by 0.5 mm.
The voltage signals from the pressure transducers were AC coupled at 0.25 Hz, preamplified,
and then passed through an 8th-order low pass filter with a cutoff frequency of 40 kHz for anti-
aliasing. The signals were then digitized with a 24-bit A-to-D converter at a sample rate of 100 kHz.
Each channel was sampled simultaneously for a duration of 20 seconds, yielding a total of 2 million
samples per channel.
All of the pressure transducers were calibrated in situ by applying a range of known pressures to
the reference line of each sensor and recording the output voltage through the data acquisition sys-
tem. A linear regression was then applied to each sensor calibration data set and the static sensitivity
was set equal to the slope of the curve fit.
2.8 Shear-Stress Measurements
Wall shear stress measurements were made on the junction-model fuselage with MEMS capacitive
shear stress sensors.3 These sensors are a floating element device that provides time-resolved, one-
dimensional direct mean and fluctuating wall shear stress measurements. Two different shear stress
3The shear-stress sensors used in our study were delivered by the Interdisciplinary Consulting Corp. (IC2) under a Phase
III SBIR contract (NNX16CS72P).
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sensor models were used in our study. The first one had a full scale range of 50 Pa, a bandwidth of
1.4 kHz, a dynamic sensitivity of 47.4 mV/Pa, and sensing element dimensions of 2 mm by 0.4 mm.
The second one had a full scale range of 300 Pa, a bandwidth of 5 kHz, a dynamic sensitivity of
1.84 mV/Pa, and sensing element dimensions of 1 mm by 0.2 mm. Both sensors were operated with
the long dimension oriented in the x-direction of the body-fixed coordinate system and both had a
sensor flushness of ±25 µm (±0.001 in).
Both sensors were used to make shear-stress measurements at two locations on the port side
of the model fuselage. The first location was in the fuselage nose section at x = 1168.4 mm
and z = 0 mm. The second location was near the wing leading edge at x = 2001.37 mm and
z = 46.56mm. Measurements at that location were made only for the F6 wing because the leading-
edge extension of the other wing configuration covered that sensor location.
The shear-stress sensors were mounted in plexiglas plugs that were in turn mounted to the fuse-
lage insert plates. A photo of a shear-stress sensor installed at the leading edge of the F6 wing
is shown in Fig. 32. The sensor control units—which provide low-noise power to the sensor and
condition the analog voltage signal from the sensor for output to the data acquisition system—were
housed inside the model and were run off of battery power.
The voltage signal from the control unit of a given shear-stress sensor was split into AC and DC
components. The AC signal was coupled at 0.25 Hz, preamplified and then passed through an 8th-
order low pass filter with a cutoff frequency of either 1.5 kHz or 5 kHz depending on the bandwidth
of a given sensor. The DC signal was also passed through an 8th-order low pass filter with a cutoff
frequency of 20 Hz. Both signals were then digitized with a 24-bit A-to-D converter at a sample rate
of 100 kHz for a duration of 20 seconds, yielding a total of 2 million samples per channel.
For comparison to the wall shear stress measured with the MEMS capacitive shear stress sensors,
a Preston tube was used to measure the wall shear stress at x = 1168.4 mm, z = 0 mm for a
pitch angle of ↵ = 0 . The Preston tube was a circular pitot tube resting on the surface of an
aluminum plug that was mounted in a fuselage nose section insert plate on the port side of the model.
Pressure ports located on either side of the Preston tube (±5.08 mm) were used to measure the local
undisturbed static pressure. A photo of the Preston tube installed in the fuselage nose section is
shown in Fig. 33. The Preston tube was 7.62 mm long and had inner and outer diameters of 0.84
mm and 1.27 mm, respectively. The front opening of the Preston tube was polished to remove any
burrs or cut marks that could affect the pressure reading. The nondimensional relationship between
the Preston tube reading and the wall shear stress:
⌧wd2
4⇢⌫2
= F
✓
 ppd2
4⇢⌫2
◆
(1)
and the calibration function F (·)—which was determined experimentally by Patel in a fully devel-
oped turbulent pipe flow [21]—were used to calculate the wall shear stress. In Eq. 1,  pp is the
difference between the Preston-tube reading and the local static pressure, d is the outer diameter of
the Preston tube, ⇢ and ⌫ are the fluid density and kinematic viscosity at the air temperature, and
⌧w is the wall shear stress. A key assumption in the Preston-tube calibration is that the boundary
layer under consideration obeys the law of the wall. If, however, the boundary layer develops under
a pressure gradient, that assumption could be invalidated. For the junction model at a pitch angle
of 0 , CFD indicates that the boundary layer on the flat section of the fuselage is developing under
a favorable pressure gradient in the vicinity of the Preston tube. Patel [21] provided guidelines for
estimating the effect of pressure gradients on the Preston tube in terms of the pressure gradient pa-
rameter,  = ⌫/(⇢u3⌧dp/dx). For a favorable pressure gradient, he reported a maximum uncertainty
in the Preston-tube calibration of 3% if 0 >   >  0.005 and u⌧d/⌫  200. For our test conditions,
  ⇡  0.00027 and u⌧d/⌫ ⇡ 195, and so the Preston-tube calibration can still be applied with a
reasonable uncertainty level.
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3 Data Analysis Methods
3.1 LDV Data Processing
In this section, we describe the methods used to process the LDV data acquired in both single-
channel and dual-channel modes. First, the unit vectors for each beam emitted by the LDV probe
head were measured using the procedure described in Appendix A. This was performed each time
the LDV probe/traverse assembly was moved to a new location in the model (for example, when
moving the assembly from the fuselage nose section to the wing leading edge). A schematic for a
pair of beam unit vectors and the associated measurement direction is shown in Fig. 34. Using the
unit vectors for a pair of beams that form a measurement volume, the measurement direction unit
vector was calculated from:
~eij =
⇣
~bi ⇥~bj
⌘
⇥
⇣
~bi +~bj
⌘
   ⇣~bi ⇥~bj⌘⇥ ⇣~bi +~bj⌘    , (2)
where~bi and~bj are unit vectors along the direction of beam i and beam j, respectively. The included
angle, ✓ij , between beam i and beam j is equal to arccos(~bi · ~bj) and the fringe spacing for the
measurement volume formed by the beam pair is given as:
dij =
 
2 sin (✓ij/2)
, (3)
where   is the wavelength of the laser light. The included angle and fringe spacing for each beam
pair of the LDV probe positioned at the wing trailing edge are listed in Table 8, while those of the
LDV probe positioned at the wing leading edge or in the fuselage nose section are listed in Table 9.
Note that in both tables, no fringe-spacing value is provided for beam pair 6 & 7 because the fringe
pattern is converging.
For single-channel mode, the five green laser beams of the LDV probe head form three overlap-
ping measurement volumes: beams 1 & 2, beams 3 & 4, and beams 3 & 5. The measured Doppler
frequencies from each of these measurement volumes were converted into velocities in the probe
optical axes using:
uij = ~u · ~eij = fijdij , (4)
where uij is velocity along the measurement direction unit vector formed by beam i and beam j, ~u
is the velocity vector, and fij is the associated Doppler frequency. The histograms of these velocity
components were then calculated and the histogram-clipping routine of O¨lc¸men and Simpson [22]
was applied for removal of noise and outliers. Briefly, that method fits parabolas to each side of
the logarithm of the histogram ordinate and then discards data lying outside the intersection of
the parabolas with the ordinate value, which corresponds to one occurrence of a velocity signal.
Next, the nonorthogonal velocity components in the probe optical axes were converted to orthogonal
velocity components in the body-fixed coordinate system according to:24 uv
w
35 =
24 e12(x) e12(y) e12(z)e34(x) e34(y) e34(z)
e35(x) e35(y) e35(z)
35 1 24 u12u34
u35
35 , (5)
where eij(x), eij(y), and eij(z) denote the x, y, and z components of the measurement direction unit
vectors in the body-fixed coordinate system. Histograms of these transformed velocity components
were calculated and once again the histogram-clipping routine was applied.
The processed velocity samples—which were sampled with random spacing in time—were then
used to calculate several statistical moments. To account for velocity bias effects on the statistical
moments, each sample was weighted by the particle transit time through the measurement volume
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(or burst duration, which was recorded by the burst processor for each sample) [13]. With this
weighting factor, the mean components of velocity were calculated as:
u =
PN
i ui⌧iPN
i ⌧i
, (6)
v =
PN
i vi⌧iPN
i ⌧i
, (7)
and
w =
PN
i wi⌧iPN
i ⌧i
, (8)
where ⌧i is the transit time for a given sample i andN is the total number of samples. The Reynolds
normal stress components were calculated as:
u0u0 =
PN
i (ui   u)2⌧iPN
i ⌧i
, (9)
v0v0 =
PN
i (vi   v)2⌧iPN
i ⌧i
, (10)
and
w0w0 =
PN
i (wi   w)2⌧iPN
i ⌧i
. (11)
Similarly, the Reynolds shear stress components were calculated as:
u0v0 =
PN
i (ui   u)(vi   v)⌧iPN
i ⌧i
, (12)
u0w0 =
PN
i (ui   u)(wi   w)⌧iPN
i ⌧i
, (13)
and
v0w0 =
PN
i (vi   v)(wi   w)⌧iPN
i ⌧i
. (14)
Triple products of the velocity components were also calculated as:
u0v0w0 =
PN
i (ui   u)(vi   v)(wi   w)⌧iPN
i ⌧i
, (15)
with similar relations for the other nine independent components: u0u0u0, v0v0v0, w0w0w0, u0u0v0,
u0u0w0, u0v0v0, u0w0w0, v0v0w0, and w0w0v0. In Eqs. 12–15, it is assumed that the u, v, and w
velocities are available at the same instant in time and this was ensured by processing only coincident
data.
As noted earlier in this report, 30,000 samples were typically collected at each measurement
location in a flow-field survey. For the data rates that were achieved with our LDV system (100 to
500 samples/sec), many of the samples were statistically independent, being separated in time by
at least two times the integral time scale. Running averages for the mean velocity and Reynolds
stresses versus the sample count are shown in Fig. 35 for an example data set. Here it is observed
that the number of samples collected are more than sufficient to achieve well-converged statistical
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moments. The methods for estimating the uncertainties associated with these statistical moments
are detailed in Appendix B.
For the dual-channel mode, an additional measurement volume associated with the blue laser
beams of the LDV probe head overlaps those formed by the green laser beams: beams 6 & 7.
Furthermore, this measurement volume has a converging set of fringes along the bisector of the two
interfering beams. Using the measured Doppler frequency from the blue beams and the velocity
vector measured with the green beams, the fringe spacing for a particle moving through the blue
beam measurement volume was calculated as:
d67 =
~u · ~e67
f67
. (16)
For noise reduction and outlier removal, histogram clipping was applied to the measured Doppler
frequencies and the calculated fringe spacings. A simple model for the converging fringe pattern of
the blue beams is given by [15]:
d67 = A⌘ + do, (17)
where ⌘ is the distance along the bisector of the two blue beams, do is the fringe spacing at the center
of the measurement volume (⌘ = 0), and A is the fringe gradient. Following Lowe et al. [18], the
value for do was determined by placing the measurement volume in a region of the flow where the
velocity gradient was zero; e.g., outside the fuselage boundary layer. Assuming that particles are
uniformly distributed and have an equal probability of passing through any point along the fringe
gradient, the average fringe spacing at this location was set equal to do. The fringe gradient was
calculated as:
A =
do⌘w
[⌘2R + (⌘w/ cos(✓67/2)
2]
, (18)
where ⌘w is the distance between the waist of the beam and the center of the measurement volume:
⌘w =
D
2
⇡wo
 
, (19)
⌘R is the Rayleigh length:
⌘R =
⇡w2o
 
, (20)
D is the diameter of the measurement volume, wo is the beam waist radius, and ✓67 is the included
angle between beams 6 and 7. Using Eqs. 17–20 and the calculated fringe spacings from Eq. 16, the
position of a particle along the bisector of the measurement volume was calculated for each velocity
sample.
Before calculating the statistical moments for the dual-channel data, additional processing steps
were performed. First, it is important to recognize that the LDV probe was oriented normal to the
window surface for dual-channel measurements. This means the measurement volume length was
normal to the window surface and so particle positions within the measurement volume were mea-
sured along that direction. To aid the following discussion, consider the plot for the x-component
of velocity shown in Fig. 36. This example profile was measured on the fuselage nose section at
x = 1168.4 mm and z = 0 mm for ↵ = 5 . For each location in the profile, a colored point cloud
of the particle velocity versus the particle position is shown. The circle symbols in the plot denote
the mean velocity for each point cloud and are plotted against the location corresponding to the cen-
ter of the measurement volume. For the first location in the survey, the center of the measurement
volume was located 200 µm away from the wall. The corresponding point cloud (blue dots) shows
particle positions distributed around the center of the measurement volume by ⇡ ±100 µm, which
corresponds to the effective length of the measurement volume for our off-axis receiving optic. As
we move away from the wall, subsequent point clouds overlap the previous one up until y ⇡ 1 mm.
Beyond that, the point clouds no longer overlap.
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The overlapping point clouds in the near-wall region of the profile were used to improve the
spatial resolution of the statistical moments. To that end, a composite point cloud for the first nine
measurement locations was created and is shown in Fig. 37 for our example data set. The point
cloud was divided into fourteen linearly spaced bins with centers starting at y = 150 µm and ending
at y = 670 µm, each with a bin width of 40 µm. The statistical moments for each bin were then
calculated using Eqs. 6–15. While more bins and a smaller bin width could conceivably be used, the
selected values were chosen so that sufficient samples were contained in each bin to ensure well-
converged statistics with reasonable uncertainties. Generally, each bin contained approximately
5,000 to 10,000 samples for profile data collected in the dual-channel mode. The mean x-component
of velocity is also shown in Fig. 37, where locations below y = 0.7 mm are bin averages derived
from the composite point cloud. For locations above that, the mean velocity was calculated from
the point cloud associated with each location. In that case, the spatial resolution of the statistical
moments is dictated by the size of the measurement volume.
3.2 Processing of Unsteady Pressure and Shear-Stress Data
In this section, we describe the methods used to process the unsteady pressure time series and the
shear stress data obtained with the MEMS capacitive shear stress sensors. For the voltage time
series acquired with a given unsteady pressure transducer, the mean voltage was first calculated and
subtracted. Next, the voltage time series were divided by the filter gain—which was equal to the
product of the pre- and post-filter gains—and then divided again by the sensor static sensitivity as
measured during the in situ calibration discussed in Section 2.7. The power spectral density (PSD)
of the resulting pressure time series was then calculated via the Welch method using a block size of
10,000 points and a Hanning window with 50% overlap. With these parameters, 400 block averages
were performed and the frequency resolution of the PSD was 10 Hz. In addition, the probability
density function for the pressure time series was calculated with 100 bins distributed over a ±5
standard deviation range. The broadband RMS pressure for the time series was also calculated. Due
to the finite size of the unsteady pressure transducers, it is expected that spatial averaging of the
unsteady pressure field will have some impact on the results calculated above [23–25]. However,
no corrections were applied to the unsteady pressure results since the existing correction approaches
may have limited validity.
For the AC coupled voltage time series acquired with a given shear-stress sensor, the mean volt-
age was calculated and subtracted (to remove any offset voltage associated with the data acquisition
system) and the filter gain was divided out. The resulting time series was then divided by the sensor
dynamic sensitivity to obtain the shear stress time series. The shear stress power spectral density,
probability density function, and broadband RMS were than calculated using the same approach as
for the unsteady pressure time series. The DC coupled voltage time series acquired with a given
shear-stress sensor was averaged and the mean shear stress was calculated as:
⌧w =
V   Vo
S⌧
, (21)
where S⌧ is the sensor static sensitivity, V is the mean sensor voltage, and Vo is the mean sensor
voltage at wind-off conditions. The wind-off voltage was measured prior to and after a given wind-
tunnel run and the average value was used for Vo. Unfortunately, due to the large changes in the
test section air temperature over the course of a run, we were unable to obtain an accurate measure-
ment of the mean shear stress. This is due to the temperature sensitivity of the wind-off voltage
of the shear-stress sensors and therefore, we do not present values for the mean shear stress in this
report. On the other hand, the dynamic sensitivity of the sensor is believed to have a much weaker
dependence on the air temperature. Multiple measurements of the unsteady shear stress statistics
over several runs were found to repeat, despite large changes in the air temperature from run-to-run.
In light of that, we have better confidence in the unsteady shear stress data and will present some
example results in this report.
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4 Results
In this section, we present sample results for the various measurement techniques that were em-
ployed during the test entry. First, we present infrared images of the junction model and discuss the
natural transition patterns that they revealed. We also present infrared images of the junction model
with trip dots applied to fix the transition location. Next, we present oil-flow images of the trailing-
edge corner-flow separation. This is followed by a presentation of LDV profile measurements on the
fuselage nose section, in the leading-edge region of the wing, and in the trailing-edge corner region
of the wing. The section finishes with sample results from the unsteady pressure measurements and
shear-stress measurements.
4.1 Infrared Imaging Results
The model was initially configured with F6 wings and infrared imaging was used to determine the
location of natural transition on the fuselage and the upper and lower surfaces of the wings. To de-
termine the transition location on the fuselage, one IR camera with a 25 mm lens was placed behind
an open hole in a tunnel sidewall panel to provide a port-side view of the model. Infrared images
of the clean fuselage (no boundary layer trip dots) versus model pitch angle are shown in Fig. 38.
In the images, dark tones correspond to lower (cooler) temperatures and lighter tones correspond
to higher (warmer) temperatures. Since the model was cooler than the air temperature, the initially
laminar boundary layer on the fuselage nose is marked by dark tones. Boundary-layer transition
on the fuselage is then marked by the sudden shift towards lighter tones, where the increased heat
transfer associated with the turbulent flow increases the fuselage temperature. It can be seen that the
natural transition pattern is somewhat irregular and that the transition location changes slightly with
model pitch angle. There is also a wedge of turbulent flow ahead of the natural transition location
which was found to emanate from a small protuberance of paint near the lower side of the fuselage
nose.
To ensure a consistent transition location for the fuselage boundary layer, trip dots were placed
on the model at a nominal location of x = 336 mm from the fuselage nose tip. This location was
chosen so that: 1) the trip dots were nominally positioned just downstream of the suction peak as
determined from computed pressure distributions at our test conditions and 2) the local Reynolds
number based on distance along the surface, Res, was greater than 100,000 to ensure fully effective
trip dots [26]. The height of the trip dots was based on the roughness correlations of Braslow and
Knox [27], and for our test conditions, the trip dots had a height of 289.4± 1.1 µm (0.0114 in). The
trip dots were cylindrical in shape with a diameter of 1.16 ± 0.03 mm and had a center-to-center
spacing of 2.47 ± 0.04 mm. Infrared images for the tripped fuselage versus model pitch angle are
shown in Fig. 39. Here it is observed that the transition location is fixed at the trip dots and does not
vary with model pitch angle.
The natural transition location on the upper surfaces of the port and starboard wings was de-
termined with a pair of IR cameras positioned above the model behind openings in the test-section
ceiling. Infrared images of the clean port and starboard F6 wings for a range of model pitch angles
are shown in Figs. 40 and 42. Except for a few wedges of turbulent flow likely induced by imperfec-
tions in the painted surface, the overall transition pattern on the port and starboard wings is similar
over the range of pitch angles considered. The darker tones near and along the length of the wing
leading edges indicates that laminar flow prevails in this region. Although the fuselage boundary
layer is turbulent near the wing root, it does not contaminate the wing leading edge because the
attachment-line Reynolds number is too low to sustain turbulent flow. Initially, as the pitch angle
is increased from ↵ =  10 , the transition location on the wing upper surface retreats, and then
advances again, particularly in the region inboard of the wing planform break. From ↵ =  2.5 ,
the transition location rapidly advances forward along the entire wing span, and by ↵ = 2.5 , the
transition location locks in to a distance from the wing leading edge that is nearly fixed with further
increases in the pitch angle. This behavior suggests that a leading-edge separation bubble forms and
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reattaches turbulent.
To eliminate the leading-edge separation bubble, trip dots with a height of 170.6 ± 2.5 µm
(0.0067 in) were placed just upstream of the separation bubble along a line positioned at an arc-
distance from the leading-edge equal to 1.6% of the local chord. These trip dots were also cylindrical
in shape with a diameter of 1.27± 0.02 mm and had a center-to-center spacing of 2.53± 0.04 mm.
The resulting IR images of the upper wing surfaces versus model pitch angle are shown in Figs. 41
and 43. For the two lowest model pitch angles, 10  and 7.5 , the boundary layer was still laminar
for some distance downstream of the trip dots. This is likely due to the fact that the trip dots are
in a region of accelerated flow and therefore, due to the stabilizing effect of the favorable pressure
gradient, are not fully effective. Once the model is moved to ↵ =  5 , it appears that, except for a
few small streaks, transition was fixed at the trip dots and stays that way throughout the rest of the
pitch-angle range.
The natural transition location on the lower surfaces of the port and starboard wings was deter-
mined with a pair of IR cameras positioned below the model behind open holes in the test-section
floor. Infrared images of the clean lower surface F6 wings for a range of model pitch angles are
shown in Figs. 44 and 46. As with the upper wing surfaces, the transition patterns on the lower
surfaces of the port and starboard wings are similar. At ↵ =  10 , the transition location is very
close to the wing leading edge in the region outboard of the wing planform break. Here, it is likely
that a laminar separation bubble has formed on the lower surface and reattaches turbulent, and that
persists until ↵ =  5 . Inboard of the wing planform break, the transition location retreats over this
same pitch-angle range. At ↵ =  2.5 , the transition location has retreated along the entire wing
span, but with further increases in the model pitch angle, the transition location begins to advance
again.
To fix the transition location on the wing lower surfaces, trip dots with a height of 196.9±1.3 µm
(0.0078 in) were placed along a line positioned at an arc-distance from the leading-edge equal to 10%
of the local chord. These trip dots were cylindrical in shape with a diameter of 1.24± 0.03 mm and
had a center-to-center spacing of 2.42±0.09mm. The chord location for the trip dots was selected so
that the local Reynolds number,Res, was greater than 100,000. The resulting IR images of the lower
wing surfaces versus model pitch angle are shown in Figs. 45 and 47. For pitch angles of ↵ =  5 
and above, the transition location on the wing lower surfaces is fixed at the trip-dot location. For
the lower pitch angles, ↵ =  7.5  and  10 , the separation bubble that forms outboard of the wing
planform break still causes the transition location to snap forward, very close to the leading edge.
While this is suboptimal, it should be recalled that flow-field measurements with the LDV system
were performed only at pitch angles of  2.5  and 5  where a leading-edge separation bubble does
not form on the lower-wing surfaces.
Infrared imaging for the F6 wing with leading-edge extension was not performed in this test
entry. When switching from the F6 wing to the F6 wing with extension, the only model parts that
changed were the removable inserts around the leading-edge root region (see Figs. 16 and 17). The
trip dots on the remainder of the model were undisturbed and a new set of trip dots were placed on the
leading-edge extensions of the port and starboard wings. On the basis of a previous risk-reduction
experiment with a smaller-scale junction model, we can expect the turbulent boundary layer on the
fuselage to contaminate the insert attachment line [7]. However, as we move outboard of the insert,
the attachment line Reynolds number becomes too low to sustain turbulent flow and the attachment
line is expected to relaminarize. Other than that difference, the tripped transition locations on the
upper and lower wing surfaces of the F6 wing with extension are expected to remain the same as for
the F6 wing.
4.2 Oil Flow Visualization Results
Oil-flow visualizations in the trailing-edge corner region of the F6 wing are shown in Fig. 48 for a
range of model pitch angles. Here we observe the occurrence of separated flow and a progressive
growth in the separated-flow region with increasing pitch angle. Measurements of the corner-flow
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separation length, `, and width, w, were made with a ruler with 1 mm divisions. Generally, the
corner-flow separation is marked by a diffuse band of oil-flow material at the boundary of the sepa-
ration. This is due to the unsteady nature of the corner-flow separation and the history of the oil-flow
development as a run proceeds. As such, it is difficult to say precisely where the mean separation
line is located. For this present study, we report the outer extent (length and width) of this band of
oil-flow material,4 and an example length and width measurement is annotated in Fig. 49. With this
definition, it is likely that the true length and width bounding the mean separation line is less than
what is reported here. While this is acceptable for identifying trends and in helping to guide the
selection of survey regions for the LDV measurements, it is less suitable for exact comparison with
other analyses, such as CFD calculations. Table 10 lists the separation lengths and widths on the F6
wing for the pitch angles considered. Uncertainty estimates are also included in the table and the
uncertainty analysis from which they were derived is provided in Appendix B. Note that the oil-flow
visualizations were performed only on the port side of the model since the unsteady pressure sensors
on the starboard side precluded the use of oil flow.
Oil-flow visualizations in the trailing-edge corner region of the F6 wing with extension are shown
in Fig. 50 for a range of model pitch angles. As before, we observe the occurrence of separated flow
and a progressive growth in the separated-flow region with increasing pitch angle. Table 11 lists the
separation lengths and widths, along with uncertainties, on the F6 wing with extension for the pitch
angles considered.
4.3 LDV Measurements on the Fuselage Nose Section
In this section, we present examples of the measured velocity profiles on the port side of the fuselage
nose section. A schematic of the measurement locations is shown in Fig. 51. The center of the
window insert was located at x = 1168.4 mm, z = 0 mm and profile measurements were made
there, as well as at two locations above (z = 30 mm, 60 mm) and two locations below (z =
 30 mm, 60 mm). At each (x, z) location, the velocity profiles were acquired by traversing in the
 y direction, normal to the port side of the fuselage. In addition, the LDV probe was operated in
the dual-channel mode for these measurements so that particle positions were available to improve
the near-wall spatial resolution.
Mean velocity, Reynolds normal stress, and Reynolds shear stress profiles, on both linear and
semilogarithmic scales, are shown in Figs. 52, 53, and 54 for three z-locations. For this data set,
the model was configured with the F6 wing with extension and the model pitch angle was set to
↵ = 5 . Uncertainty bands are included in each profile plot and they represent the uncertainty
for a 95% confidence level (see Appendix B for details on their calculation). The mean-velocity
components were normalized by the freestream velocity and the Reynolds-stress components were
normalized by the freestream velocity squared (this was done throughout all of the LDV profile
plots in this report). The u component of mean velocity is similar to that of a zero-pressure-gradient
(ZPG) turbulent boundary layer, with a distinct log region and a wake region. The v component of
mean velocity is essentially zero across the boundary layer and the w component of mean velocity
is positive, which reflects the fact that the model is pitched upward. For the z locations at which
profile measurements were made, the mean-velocity profiles are the same to within the measurement
uncertainty. The boundary layer thickness at this location on the model is approximately 13 mm.
The Reynolds normal stress profiles at this x-location (Fig. 53) are also similar in shape to those
of a ZPG turbulent boundary layer and have similar anisotropy, with the u0u0 component being the
largest, followed by the w0w0 component and then the v0v0 component. The largest amplitude for
the u0u0 component occurs in the near-wall region, where turbulent production is expected to be
largest. For the Reynolds shear stress profiles at this x location (Fig. 54), the u0v0 component has a
distribution similar to that of a ZPG turbulent boundary layer; but in the present case, the values are
4It is important to note that the length and width of the separation size were measured along the wing surface, which is
not aligned with the body-fixed coordinate system.
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positive as opposed to the negative values observed for the ZPG case. This is simply a reflection of
our coordinate system, which has the y direction, and hence the v component of velocity, positive
toward the port side of the fuselage. In contrast to a ZPG turbulent boundary layer, the u0w0 and v0w0
components of the Reynolds shear stress are nonzero across the boundary layer due to the spanwise
mean-flow component. While the u0v0 component is dominant across most of the boundary layer,
the u0w0 component becomes dominant in the near-wall region. As with the mean-velocity profiles,
the Reynolds-stress profiles at the different z locations are the same to within the measurement
uncertainty.
Mean-velocity, Reynolds normal-stress, and Reynolds shear-stress profiles for a model pitch an-
gle of ↵ =  2.5  are shown in Figs. 55, 56, and 57 for three z-locations. Here the model was
configured with the F6 wing with extension. As with the previous case, the u component of mean
velocity is similar to that of a ZPG turbulent boundary layer and the v component of mean velocity
is essentially zero across the boundary layer. In contrast to the previous case, the w component of
mean velocity is negative, which reflects the fact that the model is pitched downward. The Reynolds
normal stress profiles are again similar to those for a ZPG turbulent boundary layer. The u0v0 com-
ponent of Reynolds shear stress (positive in our coordinate system) is also similar to that of a ZPG
turbulent boundary layer and in the present case, it is the dominant component across the layer. The
u0w0 and v0w0 components are nonzero and negative throughout the boundary layer and as before,
this is due to the spanwise mean-flow component. As with the previous case, the mean-velocity
and Reynolds-stress profiles for the different z locations are the same to within the measurement
uncertainty.
Over the course of the test entry, profile measurements were repeated at selected locations on
the model to assess any run-to-run variability that may exist. Three repeat profiles, acquired at x =
1168.4 mm, z = 0 mm, are shown in Fig. 58. For these measurements, the model was configured
with the F6 wing with extension and set to a pitch angle of ↵ = 5 . The profile measurements
were made over a period of days to weeks and the run-to-run profile points shown in the figure are
generally within the measurement uncertainty.
In Fig. 59, repeat profile measurements at x = 1168.4 mm, z = 0 mm for the model config-
ured with the F6 wing with extension (closed symbols) are compared to repeat profiles at the same
location for the model configured with the F6 wing (open symbols). Uncertainty bands were not
included in the plots for clarity. The data for the two cases presented in this plot were acquired three
months apart and during that time, the fuselage nose section was removed and reassembled, and the
LDV probe/traverse system was disassembled, reassembled, and the laser beam unit vectors were
remeasured. Except for some minor differences in the u0v0 component and in the other statistics very
near the wall, the profiles are in good agreement and mostly within the measurement uncertainty.
This suggests that the different wing leading-edge configurations have minimal, if any, effect on the
velocity profiles measured at this location on the fuselage.
Triple products of the velocity components were also calculated and example profiles of the ten
independent components are shown in Fig. 60. These profiles were measured at x = 1168.4 mm,
z = 0 mm, and the model was configured with the F6 wing with extension and set at a pitch angle
of ↵ = 5 . Note that the triple products were normalized by U31 and the amplitudes of the triple
products are therefore very small. To reduce the number of decimal places on the abscissas of the
plots, the normalized triple products were multiplied by 103. In Fig. 61, the triple product profiles
at the same location on the model are compared for both wing configurations. Here the agreement
is good except near the wall where there is increasing discrepancy for some of the components. For
those near-wall points, the uncertainties are larger due to a fewer number of samples in the calculated
statistics. Aside from those differences, it again appears that the wing leading-edge configuration
has minimal effect on the boundary layer at this location on the fuselage.
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4.4 LDV Measurements in the Wing Leading Edge Region
In this section, we present examples of the measured velocity profiles on the port side of the fuselage
near the wing leading edge. Consider first the case where the model was configured with the F6 wing
and the model pitch angle was set to ↵ = 5 . For these measurements, the LDV probe was mounted
to a 39  tilt plate to avoid beam clipping when the measurement volume was close to the wing
leading-edge (see Fig. 25). Here, the beam unit vectors were measured with the tilt adapter in place
so that the calculated velocity transformation matrix accounts for the probe tilt automatically. In
addition, the LDV probe was operated in the single-channel mode for these measurements and so
particle positions within the measurement volume are not available for this data set.
A schematic of the measurement locations for this case is shown in Fig. 62 and it is superim-
posed on an oil-flow visualization of the flow in the leading-edge region. The surface pattern is
characterized by a primary separation line and a secondary separation line further downstream and
closer to the wing-leading edge. In the region between the secondary separation line (sometimes
referred to as a line of low shear [28]) and the leading edge, oil-flow material is scrubbed away by a
horseshoe vortex that is present in a mean sense. Velocity profiles were measured in two areas: first,
profiles were measured at several x locations along a line located at z = 93.3 mm and second, pro-
files were measured at five locations along the root chord line projected forward of the wing leading
edge (red dashed line in Fig. 62). The five locations along the chord line correspond to the same
(x, z) locations of unsteady pressure sensors (sensors 27–31) on the starboard side of the model. For
each (x, z) location, the velocity profiles were acquired by traversing in the  y direction, normal to
the port side of the fuselage. To aid the following discussion, schematics of the hypothesized mean
flow in the leading-edge region are shown in Fig. 63.
Example mean velocity and Reynolds-stress profiles at four x locations along a line at z =
93.3 mm are plotted in Figs. 64, 65, and 66. The first location at x = 1983.4 mm (Fig. 64a) is
upstream of the primary separation line (see Fig. 62) and here, the mean flow is directed up and
around the separated-flow region. The v component of mean velocity at this location is slightly
negative, indicating a weak flow directed away from the fuselage.
The mean-velocity profiles at x = 2008.4 mm display inflections, deficits, and excesses that
suggest the presence of a vortex. To support that, consider the schematics in Fig. 63. In Fig. 63a, a
top view looking down on the wing-fuselage junction shows a hypothesized mean horseshoe vortex
in the junction region. The horizontal line cutting through the vortex corresponds to the location
of the LDV survey at x = 2008.4 mm. Near the fuselage, the vortex opposes the oncoming flow.
That accounts for the near-wall deficit in the u profile of Fig. 64b. At further distances from the wall,
towards the center of the vortex, the u component of velocity induced by the vortex becomes smaller,
providing less opposition to the oncoming flow. That is manifested as an increase in the u velocity
above the deficit. Moving further out, above the center of the vortex at roughly 5–6 mm, the velocity
induced by the vortex adds to the oncoming flow to further increase the u velocity. Eventually, as
the y location exits the vortex, the u profile becomes more uniform.
From Fig. 63a, the v component of velocity induced by the vortex is always negative and away
from the fuselage. More specifically, the v velocity is zero at the wall, increases negatively away
from the wall, and peaks near the vortex centerline. Past that, the v velocity decreases and eventually
approaches zero. This behavior is borne out in the v profile of Fig. 64b.
Consider next the schematic in Fig. 63b, which provides an end view looking upstream at the
hypothesized mean flow. The approaching flow has a positive w component. Near the fuselage, the
vortex adds to the w component of velocity until the point on the profile where the vortex centerline
is reached. At that point, the vortex neither adds nor subtracts to the vertical flow. Further away
from the wall, the vortex opposes the flow, subtracting from the w component of velocity. The w
profile in Fig. 64b supports the hypothesized mean flow. The w profile bulges out near the wall
where the vortical flow adds to the w component. Further away from the wall, the w profile peaks
and then diminishes as the vertical velocity induced by the vortex decreases and then opposes the
approaching vertical flow.
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The mean velocity profiles at x = 2053.4 mm and x = 2093.4 mm (Figs. 64c and d) indicate
a region of increasing u velocity where the flow is accelerating around the wing leading edge. This
is also a region where CFD calculations show minimum static pressures on the upper surface of
the wing root (not presented in this report). The v component of velocity for both profiles is zero
near the wall and then increases with increasing distance from the surface, indicating that the flow
is moving toward the wall in this region. As we move from x = 2053.4 mm to x = 2093.4 mm, the
w component of velocity decreases as the flow becomes more oriented in the x direction.
The Reynolds normal-stress and shear-stress profiles at the four x locations along the line at
z = 93.3 mm are shown in Figs. 65 and 66, respectively. The most notable feature in both plots is
that the Reynolds stresses have significantly larger magnitudes at x = 2008.4 mm where the profile
passes through the horseshoe vortex.
Example mean-velocity and Reynolds-stress profiles at the five locations along the root chord
line projected ahead of the wing leading edge (see Fig. 62) are shown in Figs. 67, 68, and 69. Note
that these profiles contain an increasing number of y locations with increasing x position. That
difference is due to the accumulation of seeding material on the window over the course of a wind-
tunnel run, particularly near the secondary separation line (see Fig. 70). The accumulation of seeding
material on the window introduced flare noise that degraded the LDV signal to the point that bursts
could no longer be detected without stopping the run and cleaning the window. As such, several of
the profiles were abbreviated and have fewer y locations. As we moved downstream, towards the
wing leading edge, the accumulation was not as significant, allowing for the acquisition of more
profile points before the window required cleaning.
Considering the mean velocity profiles at x = 1993.4mm, z = 47.3mm (Fig. 67a), the negative
u velocity near the wall and the negative v velocity throughout the profile suggest that a horse-
shoe vortex is present in the mean, with its center located downstream of the profile location. This
scenario is sketched in Fig. 71, where a hypothesized mean vortex is located near the fuselage-
wing junction. Considering next the mean velocity profiles at x = 1998.5 mm and z = 46.8 mm
(Fig. 67b), the negative u near the wall and the positive v velocity throughout the profile suggest
the presence of a horseshoe vortex; but in this case, the center is upstream of the profile location as
sketched in Fig. 71. The subsequent mean velocity profiles (Figs. 67c–e) for u and v have a similar
character to those shown in Fig. 67b. For all five locations, the w velocity profile is positive due to
the positive model pitch angle and the associated upflow.
The Reynolds normal-stress profiles (Fig. 68) peak near the horseshoe vortex center (except for
the x location closest to the wing leading edge) and then continuously diminish as the leading edge is
approached. Similar characteristics are also observed in the Reynolds shear-stress profiles (Fig. 69).
The turbulent separated flow around wing-fuselage junctions can often display low-frequency,
chaotic oscillations between two flow states and this behavior was first identified by Devenport and
Simpson [28]. The first state is a back-flow mode where the horseshoe vortex that forms upstream
of the wing leading edge induces a strong wall jet that penetrates far upstream. The second state is a
zero-flow mode and occurs when the reverse flow produced by the horseshoe vortex is too weak to
penetrate upstream and is instead ejected upward, away from the wall. These states manifest them-
selves as bimodal (double-peaked) probability density functions (PDFs) of velocity measurements
at certain locations in the flow field. For the profile measurements made in the leading-edge region
of the F6 wing at ↵ = 5 , only two locations were found to display bimodal PDFs: one was at
x = 1993.4 mm, z = 47.3 mm and the other was at x = 2008.4 mm, z = 93.3 mm. For both of
these locations, the mean-flow profiles cut through a portion of the mean horseshoe vortex (recall
the above discussion and see Figs. 67a and 64b).
Probability density functions for the u component of velocity at x = 1993.4 mm, z = 47.3 mm
are shown in Fig. 72 for several y locations above the wall. At the first two y locations off the wall,
the PDFs display a bi-modal character, where the peak at negative velocities denotes the back-flow
mode and the peak at low positive velocities denotes the zero-flow mode. For y locations further
from the wall, the zero-flowmode diminishes until a single mode is present in the PDFs. Meanwhile,
the mean u velocity increases from negative to positive values.
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Probability density functions for the u component of velocity at x = 2008.4 mm, z = 93.3 mm
are shown in Fig. 73 for several y locations above the wall. Here again, the near-wall PDFs display
a bimodal character; but in this case, the PDFs are shifted towards positive values presumably by
the accelerating flow around the leading edge. Therefore, the back-flow mode shows up as a peak
near zero velocity and the zero-flow mode shows up as a peak around u/U1 ⇡ 0.5. In other words,
the strong wall jet produced during the back-flow mode is counteracted by the oncoming flow to
produce a velocity near zero, and the low-velocity flow produced during the zero-flow mode adds to
the oncoming flow to produce a positive velocity. As the y location increases, the relative values of
the bimodal peaks in the PDFs are reversed and by⇡ 7mm from the wall, the PDFs display a single
mode.
Example triple products of the velocity components at x = 2009.1 mm, z = 45.8 mm are
shown in Fig. 74. This location is closest to the wing leading edge (see Fig. 62) and is at the same
(x, z) location as an unsteady pressure sensor (sensor 31) on the starboard side of the model. In
comparison to the triple-product values of the boundary layer on the fuselage nose section (Fig. 60),
these values in the separated flow region are considerably larger.
For the remainder of this section, we present measured velocity profiles in the leading-edge
region of the F6 wing with leading-edge extension. Model pitch angles of 5  and  2.5  were
considered for these measurements. The LDV probe head was oriented normal to the window surface
and was operated in the single-channel mode for most of the measurements in this region. At the
few locations indicated in Table 5, the probe was operated in dual-channel mode so that finer spatial
resolution near the wall could be achieved.
A schematic of the measurement locations for the F6 wing with extension is shown in Fig. 75
and it is superimposed on an oil-flow visualization in the leading-edge region with the model at a
pitch angle ↵ = 5 . In contrast to the F6 wing, there does not appear to be a strong horseshoe
vortex and multiple separation lines ahead of the wing leading edge. Instead, there is a single
separation line that emanates from a stagnation region below the wing chord line (the red dashed
line in Fig. 75). This separation line lies much closer to the wing leading edge due to the weaker
adverse pressure gradient imposed by the wing leading-edge extension that tapers into the fuselage
almost tangentially. Velocity profiles were measured along a pair of lines located at z = 98.05 mm
and z = 6.2 mm. In addition, profile measurements were made at x = 1904.2 mm, z = 71.2 mm
and at a location further upstream (x = 1859.2mm, z = 55.05mm) to characterize the approaching
flow. As before, the velocity profiles were acquired by traversing in the  y direction, normal to the
port side of the fuselage.
Mean-velocity and Reynolds-stress profiles at four locations along the z = 98.05 mm line are
shown in Figs. 76, 77, and 78. Here, the model was set to a pitch angle of 5 . The u profiles along
the line are similar and do not change significantly as the leading edge is approached. The v profiles
are essentially zero across the boundary layer while the w profiles are positive, reflecting the fact
that the model is at a positive pitch angle. The w velocity also increases slightly as the leading edge
is approached and this is due to the oncoming flow being directed up and around the leading edge.
The Reynolds normal-stress profiles for the same four locations at z = 98.05 mm are shown in
Fig. 77. The v0v0 and w0w0 components do not vary much at these four locations; however, the u0u0
component does display some near-wall attenuation with increasing x location. The Reynolds shear-
stress profiles, which are shown in Fig. 78, do not vary significantly for the first three x locations.
At the last x location, the u0w0 component is attenuated near the wall and above y ⇡ 12 mm, it
becomes negative until y ⇡ 23.8 mm.
Mean-velocity and Reynolds-stress profiles along a line at z = 6.2 mm are shown in Figs. 79,
80, and 81. Here, the u component of velocity decreases as the x location moves into the stagnation
region indicated by the oil-flow visualization (see Fig. 75). The v component of velocity becomes
more negative as we move into the stagnation region, indicating flow directed away from the fuselage
surface. The w component of velocity remains positive; but near the wall, it decreases slightly
with increasing x location. For the Reynolds normal-stress profiles along the z = 6.2 mm line
(Fig. 80), the u0u0 component displays growth as we move into the stagnation region. The v0v0 and
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w0w0 components are also slightly increased over the range of x locations shown. This behavior is
consistent with the results of Bradshaw [29] where an adverse pressure gradient increased all three
components of the Reynolds normal stress. For the Reynolds shear-stress profiles along the z = 6.2
mm line (Fig. 81), the u0v0 and u0w0 components are also enhanced as we move into the stagnation
region, but the v0w0 component is relatively constant.
An example for the triple products of the velocity components at x = 1919.2mm, z = 6.2mm is
shown in Fig. 82. Here, the approaching boundary layer is exposed to an adverse pressure gradient
as it moves into the stagnation region indicated in the oil-flow visualization (Fig. 75). Distinct
variations in the triple-product profiles are observed for this location, but the amplitudes are less
than what was observed for the F6 configuration at a location very close to the wing leading edge
(Fig. 74).
Profile measurements of the mean velocity, the Reynolds normal stress, and the Reynolds shear
stress at x = 1859.2 mm, z = 55.05 mm and ↵ = 5  are shown in Figs. 83, 84, and 85, respec-
tively. In these figures, three data sets—acquired over the course of several days—were plotted to
demonstrate the repeatability of the measurements. In general, the repeat profiles are observed to be
the same to within the measurement uncertainty.
A schematic of the measurement locations for the F6 wing with extension at ↵ =  2.5  is
shown in Fig. 86. As before, the locations are superimposed on an oil-flow visualization of the wing
leading-edge region. In this case, the flow approaches the wing leading edge, nearly along the chord
line, and then splits almost evenly around the upper and lower surfaces of the wing. Velocity profiles
were measured at the same locations as for the ↵ = 5  case and they were acquired by traversing in
the  y direction.
Mean-velocity and Reynolds-stress profiles at four locations along the z = 98.05 mm line are
shown in Figs. 87, 88, and 89 for ↵ =  2.5 . The u velocity profiles display a slight decrease
in the value near the wall as the x location increases. The v velocity profiles display increasingly
negative values with increasing x location, specifically near the edge of the boundary layer. The w
velocity profiles are observed to progress from slightly negative values in the freestream (Fig. 87a)
to increasingly positive values across the boundary layer as the flow approaches the wing and is
directed up and around the leading edge. The Reynolds normal-stress profiles for the same four
locations at z = 98.05 mm are shown in Fig. 88. As with the ↵ = 5  case, the v0v0 and w0w0
components do not vary significantly over these four x locations; but in contrast to the ↵ = 5 
case, the u0u0 component displays a slight increase and development of a peak away from the wall.
The Reynolds shear-stress profiles in Fig. 89 display vary little change over the four measurement
locations at z = 98.05 mm.
Mean-velocity and Reynolds-stress profiles at four locations along the z = 6.2 mm line are
shown in Figs. 90, 91, and 92 for ↵ =  2.5 . Both the u and v components show slight decreases
with increasing x location. The w component is negative and becomes increasingly negative with
increasing x location as the flow is directly down and around the wing leading edge. The Reynolds
normal-stress profiles are shown in Fig. 91 and here, the u0u0 component is observed to increase
slightly and develop a peak away from the wall as the x location increases. The v0v0 component
changes only slightly and the w0w0 component indicates some attenuation near the wall with in-
creasing x location. The Reynolds shear-stress profiles shown in Fig. 92 change only slightly with
increasing x location. In particular, both the u0v0 and u0w0 components display a slight attenuation
very close to the wall. The v0w0 component is essentially zero across the boundary layer for these
four measurement locations.
4.5 LDV Measurements in the Wing Trailing-Edge Corner-Flow Region
In this section, we present examples of the measured velocity profiles on the port side of the model
in the wing trailing edge corner region. Here, the profile measurements were made by traversing
in the z direction, up from the wing surface for a range of (x, y) locations. The LDV probe was
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operated in the single-channel mode for these measurements and so particle positions within the
measurement volume are not available for this data set.
Consider first the case where the model was configured with the F6 wing and the model pitch
angle was set to ↵ = 5 . Example profiles for this data set are presented at three x locations: the
first is at x = 2747.6 mm, which is upstream of the corner separation; the second is at x = 2852.6
mm, which is at the beginning of the corner separation; and the third is at x = 2892.6 mm, which is
located in the corner separation (the relation of these x locations to the corner separation is shown
in Fig. 28).
Mean-velocity profiles in the corner-flow region of the F6 wing at x = 2747.6 mm and ↵ = 5 
are shown in Fig. 93. Here, the velocity profiles are plotted at six spanwise locations (y locations)
and for reference, the fuselage surface is at y =  236.1 mm. The zo in the ordinate label denotes
the z location of the wing surface and those values are listed in Table 1. At the last two spanwise
locations shown (Figs. 93e and f), the profiles extend over a smaller range of z values. This is
due to support ribs on the optical windows that blocked some of the probe laser beams and thereby
prevented measurements. For z   zo locations of ⇡ 20 mm and above, the variations in the mean
velocity profiles are indicative of the fuselage boundary layer. As we move outboard along the wing
span to larger  y values, the u component increases towards the local freestream value. The v
component is zero in this region and the w component is negative as the flow moves down along
the contour of the wing surface. At y =  256.1 mm, the measured profile is near the edge of the
fuselage boundary layer. For z   zo locations below ⇡ 20 mm, the variations in the mean velocity
components are indicative of the merged fuselage and wing boundary layers. An interesting feature
of these profiles is the negative v component near the wall, which indicates flow away from the
fuselage. This may be the result of secondary flow induced by Reynolds shear-stress gradients along
the bisector plane between the wing and fuselage surfaces [30]. However, more detailed analysis is
required to support this explanation.
The corresponding Reynolds normal-stress profiles at x = 2747.6 mm are shown in Fig. 94.
Similar to the mean-velocity profiles, the Reynolds normal-stress variations above z   zo ⇡ 20 mm
are indicative of the fuselage boundary layer. All three components are observed to decay towards
the freestream levels as the y location moves out along the wing span. Below z   zo ⇡ 20 mm,
the normal-stress variations are driven by the interaction of the merged wing and fuselage boundary
layers. By y =  286.1 mm, however, the normal-stress profiles are beginning to look like those of
the wing boundary layer by itself.
The corresponding Reynolds shear-stress profiles at x = 2747.6 mm are shown in Fig. 95.
Again, the shear-stress variations above z   zo ⇡ 20 mm are indicative of the fuselage boundary
layer. The u0v0 component remains positive for most of the y locations and then decays to zero as
we move beyond the fuselage boundary layer. In the fuselage boundary layer, both the u0w0 and
v0w0 components are finite and negative and then decay to zero as we exit the fuselage boundary
layer. Below z   zo ⇡ 20 mm, where the wing and fuselage boundary layers are merged, there
are significant variations in the components of Reynolds shear stress. As the y location moves out
of the merged boundary-layer region, the shear-stress profiles begin to represent those of the wing
boundary layer alone. Here, however, the u0v0 and v0w0 components remain nonzero presumably
due to spanwise velocity gradients.
Mean velocity profiles at x = 2852.6 mm are shown in Fig. 96. Recall that these profile mea-
surements were made near the beginning of the corner-flow separation. The character of the mean
velocity profiles at this location are similar to those at x = 2747.6 mm, well upstream of the sep-
arated flow. Relative to the mean flow at the upstream location, the u component has decreased as
the corner flow developed through an adverse pressure gradient to the x = 2852.6 mm location.
In addition, the spanwise component of velocity near the wall has increased for y locations at and
beyond  246.1 mm. In part, that may be due to an upstream influence of the separated-flow region
that tends to direct the approaching flow away from the fuselage.
The corresponding Reynolds normal-stress profiles at x = 2852.6mm are shown in Fig. 97. The
variations in the normal-stress profiles are similar to the upstream location in that variations above
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z zo ⇡ 20mm are driven by the fuselage boundary layer and those below are driven by the merged
wing and fuselage boundary layers. At y =  286.1 mm, the normal-stress profiles are indicative
of the wing boundary layer. The corresponding Reynolds shear-stress profiles at x = 2852.6 mm
are shown in Fig. 98 and also have a similar character to the shear-stress profiles at the upstream
location.
Mean-velocity profiles at x = 2892.6 mm are shown in Fig. 99. Recall that these profile mea-
surements are beyond the beginning of the corner-flow separation and that some of the profiles are
located in the separated-flow region. At the first two y locations (y =  236.6mm and 239.1mm),
the near-wall values of u are negative, indicating reversed flow in the mean. Here also, the near wall
w values are positive, indicating that the flow moves upstream along the contour of the wing surface.
At distances further outboard (y =  243.1 mm and  246.1 mm), the profiles are still inside the
separated-flow region (as indicated by the oil-flow visualization in Fig. 28), but there is no longer
reversed flow in the mean.
The corresponding Reynolds normal-stress profiles at x = 2892.6 mm are shown in Fig. 100.
For the profiles at y =  236.6 mm and  239.1 mm, the normal stresses peak near the inflection
point in the u profile and have the character of a free shear layer. As we move further outboard, that
peak shifts towards the wall. By y =  286.1 mm, we are well outside the separated-flow region
and the fuselage boundary layer, and the profiles are more indicative of the wing boundary layer.
The corresponding Reynolds shear-stress profiles at x = 2892.6 mm are shown in Fig. 101.
For the profiles at y =  236.6 mm and  239.1 mm, the u0w0 component displays large negative
values that peak away from the wall near the peaks in the Reynolds normal-stress profiles. The
peak in this component shifts towards the wing surface as we move outboard. The u0v0 component
displays a peak at the same location as the u0w0 component, but it is positive at y =  236.6mm and
then decays and becomes negative as we move across the separated-flow region. Meanwhile, the
v0w0 component displays a peak at the same location and it is slightly negative at y =  236.6 mm
and then grows and becomes positive as we move across the separated-flow region. Outside the
separated-flow region, the v0w0 component decays to near zero.
Next, we consider the case where the model was configured with the F6 wing with leading-edge
extension at a model pitch angle of 5 . Example profiles for this data set are presented at the same
three x locations as for the F6 wing configuration: x = 2747.6 mm, 2852.6 mm, and 2892.6 mm.
The relation of these x locations to the corner separation is shown in Fig. 29a.
Mean-velocity profiles at x = 2747.6 mm and ↵ = 5  are shown in Fig. 102. Recall from the
previous section that the leading-edge extension eliminates the horseshoe vortex and the associated
bimodal oscillations. In addition, the initial development of the corner flow is modified by the change
in the leading-edge geometry. Despite those differences, the mean-velocity profiles at x = 2747.6
mm are remarkably similar to those for the F6 wing at the same x location. That is also true for the
Reynolds normal-stress and Reynolds shear-stress profiles shown in Figs. 103 and 104, respectively.
Mean-velocity profiles at x = 2852.6 mm and ↵ = 5  are shown in Fig. 105. These profile
measurements were made a few millimeters downstream of the start of the corner-flow separation
as indicated by the oil-flow visualization (see Fig. 29a). The mean-velocity profiles are similar in
character to those at the upstream x location; but due to the adverse pressure gradient imposed
on the flow, the u component is reduced. For the profiles at y =  236.6 mm and  237.1 mm,
the u velocity at the first measurement location above the wing surface is near zero. However,
the instantaneous values of u near the wall are highly unsteady, with both negative and positive
values that indicate periods of reversed and attached flow. This behavior manifests as bimodal
probability density functions for the u component of velocity as shown in Fig. 106. Here, the near
wall PDFs indicate that the instantaneous values of the velocity can be negative at times despite the
fact that the mean velocity is near zero or increasingly positive as z  zo is increased. The Reynolds
normal-stress profiles, which are shown in Fig. 107, indicate significant differences relative to the
upstream x location, particularly near the wing-fuselage corner where the profiles are influenced by
the separated flow. The Reynolds shear-stress profiles, which are shown in Fig. 108, also display
differences relative to the upstream x location.
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Mean-velocity profiles at x = 2892.6 mm are shown in Fig. 109. This x location is beyond the
beginning of the corner separation and at the first two y locations ( 237.1 mm and  239.1 mm)
there, the u and w profiles indicate reversed flow near the wall. Further outboard, the u component
is positive throughout the profile and by y =  266.1 mm, the profile measurement is out of the
separated-flow region. The corresponding Reynolds normal-stress profiles are shown in Fig. 110.
Similar to the F6 wing configuration, the normal stress profiles near the fuselage peak at the inflec-
tion point in the u profile and then that peak moves towards the wall as we move outboard on the
wing. The normal-stress profiles at y =  266.1 mm are at a location out of the separated-flow
region are are more characteristic of the wing boundary layer. The corresponding Reynolds shear-
stress profiles are shown in Fig. 111. These profiles share similar characteristics to those discussed
earlier for the F6 wing at the same x location (see Fig. 101).
Consider the final case where the model was configured with the F6 wing with leading-edge
extension and set to a pitch angle of 2.5 . Example mean-velocity and Reynolds-stress profiles for
the data set are presented at three x locations: x = 2757.6mm (Figs. 112, 113, and 114), x = 2887.6
mm (Figs. 115, 116, and 117), and x = 2922.6 mm (Figs. 118, 119, and 120). Note that these
locations are different than those for the case where the model was at ↵ = 5 , but they are at similar
locations relative to the corner-flow separation: the first one is well upstream of the separation, the
second one is near the beginning of separation, and the third one is within the separated-flow region.
Figure 29b shows the relation of these x locations to the corner-flow separation. In general, many of
the features for these mean-velocity and Reynolds-stress profiles are similar to those for the ↵ = 5 
case; therefore, a plot-by-plot description is not provided here.
To give a sense of the measurement repeatability, repeat profiles for the mean velocity (Fig. 121),
the Reynolds normal stress (Fig. 122), and the Reynolds shear stress (Fig. 123) within the separated-
flow region at x = 2892.6 mm, y =  239.1 mm are presented. For this data set, the model was
configured with the F6 wing with extension and set to a pitch angle of 5 . In the plots, each velocity
statistic is represented by a different symbol and the different colors for each symbol represent the
different repeat profiles. Five repeat profiles were acquired at this location over the course of a
month. During that period, the LDV probe/traverse assembly was moved to a new location on the
bridge piece inside the model (but one in which the traverse travel was sufficient to reach the same x
location on the model). Since this could slightly alter the angles between the probe laser beams and
the window-surface normal, the beam unit vectors were remeasured after moving the assembly and a
new velocity transformation matrix was calculated. In general, the scatter in the statistics at a given
z   zo location appears to be random and most of the scatter can be accounted for by the estimated
measurement uncertainties (uncertainty limits are not shown in the plots to improve clarity).
Tunnel conditions for the above repeat data set are shown in Fig. 124. Recall that the chord
Reynolds number was held constant during a wind-tunnel run by the tunnel controller and this is
reflected by the tight clustering of data points around Rec = 2.4 million. However, the air tem-
perature from one run to another, and even within a given run, is observed to vary. As a result,
the tunnel controller adjusted the freestream velocity to maintain the chord Reynolds number at a
nominal value. To account for that velocity variation, the velocity statistics presented throughout
the report were normalized, as appropriate, by the freestream velocity. For each of the repeat profile
measurements, the model pitch angle was nominally set to 5  and that target was held to within
±0.03  for the data shown here. For the repeat profile measurements discussed above, we did not
observe any correlation with the slight variations in Rec or ↵ from one survey to another. In other
words, the variations in the statistics from one run to another appear random and do not correlate
with the small variations in the test conditions.
A limited number of repeat profile measurements were made with the model inverted (or rolled
by   = 180 ). These repeat profiles were made at the same spatial locations in the body fixed
coordinate system as for the model upright repeat profiles (  = 0 ); however, with the model in-
verted, the measurements are effectively made in a different spatial region of the 14x22 test section.
Presumably, this would expose any nonuniformity or flow angularity in the freestream flow. How-
ever, given the limited amount of data we have collected, any difference that may exist between the
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upright and inverted profile data at a given location in the model flow field cannot be attributed to
a specific cause. In addition, the inverted model is not geometrically similar to the upright model:
this is because the sting-mast position is fixed to the test-section floor and the model deformation
due to gravity is different (and unquantified) in the inverted position. These limitations should be
kept in mind when viewing the following example. Repeat mean velocity, Reynolds normal stress,
and Reynolds shear stress profiles at x = 2892.6 mm, y =  239.1 mm and ↵ = 5  for the F6
wing with leading-edge extension are shown in Fig. 125, 126, and 127. In the figures, the closed
symbols denote 5 repeat profiles acquired with the model upright, while the open symbols denote 3
repeat profiles acquired with the model inverted. For the inverted case, there is a clear and repeatable
shift in the u and w components of mean velocity, relative to the upright case, that is larger than the
estimated measurement uncertainty. The Reynolds stresses also show a shift, but to a lesser extent.
As mentioned above, we cannot say what precisely is responsible for the difference between
the model upright and inverted profiles at this location in the flow field. To allay concerns that the
LDV probe/traverse system moved or deflected after the model was inverted, the beam unit vectors
were remeasured with the model inverted. Whether the profile data were processed with these beam
unit vectors or those measured in the upright configuration, the results were essentially the same.
Also, after acquiring repeat profiles with the model inverted, the model was returned to the upright
configuration and an additional repeat profile was acquired. That profile was found to be within
the uncertainty of previous profiles acquired in the upright configuration. In light of these results,
the difference in the upright and inverted profiles appears to be related to a change in the flow field
rather than an obvious, unaccounted measurement error.
One possible explanation for the difference between the upright and inverted profiles could be
related to flow angularity in the freestream. While the geometric pitch angle is the same for the
two configurations, the actual angle-of-attack would be different if there was flow angularity in the
freestream. Because the separated corner flow is sensitive to the model angle-of-attack, we would
then be measuring a slightly different flow field when the model is inverted versus when it is upright.
To support this conjecture, freestream flow angularity measurements would be required. However,
an argument against this conjecture is provided by the repeat profiles acquired for the ↵ =  2.5 
case at x = 2887.6 mm, y =  239.1 mm (Figs. 128, 129, and 130), where the profiles for the
upright and inverted configurations were generally the same to within the measurement uncertainty.
Example triple-product profiles of the velocity components at x = 2892.6mm, y =  239.1mm
are shown in Fig. 131. Here, the model was configured with the F6 wing with extension and set to
a pitch angle of 5 . Uncertainty bands are shown for each data point in the profiles and they denote
the estimated 95% confidence level. For the same location and model configuration, five repeat
measurements of the triple products are presented in Fig. 132. Most of the repeat profiles are the
same to within the measurement uncertainty.
4.6 Unsteady Pressure Results
Unsteady pressure data were collected from 23 pressure transducers on the starboard wing and 31
pressure transducers on the fuselage for model pitch angles ranging from  10  to 10  in 2.5  incre-
ments. The locations of the pressure transducers are listed in Tables 6 and 7 and the details on the
sensors—including the acquisition of voltage time series from them—were previously discussed in
Section 2.7. Details on the processing of the voltage times series from the sensors were discussed in
Section 3.2. Data were collected for both the F6 wing and the F6 wing with leading-edge extension.
In this section, sample results are presented for both wing configurations at a limited number of
sensor locations.
Broadband RMS pressures for a portion of the sensors on the starboard F6 wing are shown in
Fig. 133. These sensors were located near the trailing-edge corner of the wing. For a given pitch
angle, each symbol marks the (x, y) location of the sensor and the color represents the broadband
RMS. The symbol for sensor 2 at x = 2866.92 mm, y = 244.81 mm is missing because that sensor
was damaged at some point during the installation into the wing. For a few of the pitch angles,
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the sensor symbols are overlaid on a corresponding image of the oil-flow visualization (obtained on
the port side of the model and mirror imaged) to provide a spatial reference. The fuselage surface
is located at y = 236.1 mm and the wing trailing edge is located at x = 2961.9 mm. As the
model pitch angle is increased, the corner separation moves upstream and it expands outboard along
the wing span to envelope an increasingly larger number of pressure sensors. As that occurs, the
broadband RMS pressure for sensors within the separated-flow region increases and it continues to
increase up to the largest model pitch angle.
The power spectral densities (PSDs) of the unsteady pressure at x = 2902.94 mm, y = 244.81
mm (sensor 4) are shown in Fig. 134 for a range of model pitch angles. Included in the plot is a
wind-off PSD to show the sensor noise floor. The broad peak at about f = 16.6 kHz appears in both
the wind-off and wind-on spectra and does not appear to be a flow-induced characteristic; rather, it
is believed to be a characteristic of the in-line amplifier of the unsteady pressure transducer (in fact,
all of the sensors have this preamplifier and display a similar peak). The narrowband peaks at ⇡ 12
kHz and 36 kHz are due to electronic noise. For pitch angles up to 5 , the PSD are nearly the same
and for these angles the sensor lies upstream of the corner separation. Once we move to higher pitch
angles and the corner separation passes over the sensor, there is an increase in spectral energy and a
shift towards lower frequencies.
The power spectral densities of the unsteady pressure at x = 2956.94 mm, y = 262.79 mm
(sensor 13) are shown in Fig. 135 for a range of model pitch angles. This sensor is located further
outboard than the previous one and is near the trailing edge of the wing. As with the previous sensor,
the PSD are nearly the same for pitch angles up to  5  and after that, the PSD display broadband
energy growth, primarily at lower frequencies, as the separated-flow region moves outboard over
the sensor. There is little change in the PSD at high frequencies (⇠ 10 kHz) as the pitch angle is
increased.
In Figs. 136–139, the PSDs along a streamwise row of sensors at y = 262.79 mm are shown
for pitch angles of  2.5 , 0 , 2.5 , and 5 . At ↵ =  2.5  (Fig. 136), the last two sensors in
the row are influenced by the corner separation and display a slight reduction in high-frequency
energy. With increasing pitch angle, more of the sensors in the row are influenced by the growing
corner separation and they display an increase in broadband energy and a general shift towards lower
frequencies with increasing x location.
The broadband RMS pressures for a portion of the sensors on the starboard F6 wing with ex-
tension are shown in Fig. 140. As with the F6 wing, a larger number of sensors are enveloped
by the corner separation as it grows in length and width with increasing model pitch angle. As
that occurs, the broadband RMS pressures for sensors within the corner separation increase and
continue to increase up to the largest pitch angle. The corresponding PSDs for sensors located at
x = 2902.94 mm, y = 244.81 mm (sensor 4) and x = 2956.94 mm, y = 262.79 mm (sensor 13)
are shown for a range of pitch angles in Figs. 141 and 142, respectively. As with the F6 wing, the
broadband energy grows and shifts towards lower frequencies as the separated-flow region grows in
size and sweeps over the sensors with increasing pitch angle. In Figs. 143–146, the PSDs along a
streamwise row of sensors at y = 262.79 mm are shown for pitch angles of  2.5 , 0 , 2.5 , and
5 . The trends in the PSDs with increasing pitch angle and x location are similar to those for the F6
wing.
Consider next the unsteady pressure sensor at x = 1993.44 mm, z = 47.32 mm (sensor 27),
which is on the starboard side of the fuselage and in the leading-edge region of the F6 wing. It is
also near the secondary separation line indicated by the oil-flow visualization shown in Fig. 62. The
power spectral densities of the unsteady pressure measured at this location are shown in Fig. 147
for a range of model pitch angles. The spectra are broadband in character and the amplitude of
the spectra initially decrease with increasing pitch angle up to ↵ =  2.5  and then increase with
increasing pitch angle. To see that trend more clearly, the broadband RMS pressure for this sensor is
plotted as a function of model pitch angle in Fig. 148. A minimum in the broadband RMS pressure
is observed at ↵ =  2.5  and for this pitch angle, the flow on the fuselage is expected to approach
the leading-edge region nearly along the chord line, stagnate, and then split almost equally around
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the wing leading edge. Note that two data sets are shown in Fig. 148: one where the pressures were
acquired at progressively increasing pitch angles (+↵ sweep) and one where the pressures were
acquired at progressively decreasing pitch angles ( ↵ sweep). The RMS pressures for both data
sets collapse and there is no apparent hysteresis in the unsteady pressure at this location.
Probability density functions of the unsteady pressure measured at x = 1993.44 mm, z =
47.32 mm (sensor 27) for a range of model pitch angles are shown in Fig. 149. Here, the unsteady
pressure displays a bimodal PDF for pitch angles of 5  and above. This is associated with the chaotic
oscillations of the horseshoe vortex in the leading-edge region of the F6 wing and the presence of
two bistable flow states as described earlier in Section 4.4. This is also the same (x, z) location
where bimodal PDFs were observed in the u component of velocity measured with LDV on the port
side of the model at ↵ = 5  (see Fig. 72). For model pitch angles below 5 , bimodal PDFs are not
observed for the unsteady pressure at this location. This does not necessarily imply the absence of
bimodal oscillations in the flow field for these pitch angles; rather, the bimodal oscillations are fairly
localized and this sensor may not be at the proper location to measure them.
For comparison, consider the sensor at x = 1921.89 mm, z = 54.46 mm (sensor 24), which is
on the starboard side of the fuselage and in the leading-edge region of the F6 wing with extension.
More specifically, this sensor is located on the root chord line projected forward of the leading edge
and is just a few millimeters upstream of the leading edge. Recall that the purpose of the leading-
edge extension was to eliminate the horseshoe vortex and the associated bimodal oscillations. As a
result, there is a 1-to-2 orders of magnitude drop in the spectral amplitudes of the unsteady pressures
near the leading edge (Fig. 150) relative to those of sensor 27 for the F6-wing configuration where
bimodal oscillations were present (Fig. 147). The broadband RMS pressures (Fig. 151) are also
an order-of-magnitude lower. Probability density functions for the sensor at x = 1921.89 mm,
z = 54.46 mm (sensor 24) are shown in Fig. 152 for a range of pitch angles. For this sensor
location, no bimodal oscillations are observed and the PDFs are nearly Gaussian.
4.7 Shear Stress Results
In this section, we present examples of the unsteady shear stress measurements made on the fuselage
at x = 1168.4 mm, y =  236.1 mm, and z = 0 mm. Note that the MEMS capacitive shear stress
sensors used for these measurements provide only a single component of the shear-stress vector,
and in the present case, the sensor was oriented to measure the x component of shear stress; i.e.,
the component along the length of the fuselage. Power spectral densities of the x component of
shear stress for a range of model pitch angles are shown in Fig. 153. Here, PSDs for two models
of capacitive shear stress sensors (model CS-D50 with a bandwidth of 1.4 kHz and model CS-A05
with a bandwidth of 5 kHz) and data for two test entries in the 14x22 (T638 and T640, separated
by a month) are shown. In addition, the shear-stress data for the two test entries were collected
with different test protocols. In test T638, the time series data from the shear stress sensors were
collected at each model pitch angle as the pitch angle was increased from  10  to 10  (+↵ sweep)
and then decreased from 10  to  10  ( ↵ sweep) over the course of a run. In that case, the +↵
sweep and  ↵ sweep PSDs are observed to collapse and there are no obvious hysteresis effects.
In test T640, the time series data from the shear stress sensors were collected at each pitch angle
during a different run, with the model pitch angle preset to the desired value prior to a given run.
The shear stress PSDs measured during test entry T640 were found to be in good agreement with
those measured during T638.
Example probability densities for the x component of shear stress measured at x = 1168.4 mm,
y =  236.1 mm, and z = 0 mm for a range of model pitch angles are shown in Fig. 154. For
this data set, the shear stress sensor bandwidth was 5 kHz (sensor model CS-A05). A Gaussian
distribution (dashed line) is included in the plots for comparison. For the pitch angles considered,
the PDFs for the x component of shear stress indicate a positively skewed signal. This characteristic
is consistent with previous measurements in turbulent flat-plate boundary layers, where the unsteady
shear stress was inferred from near-wall hot-wire measurements in the viscous sublayer [31].
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As discussed earlier in Section 3.2, we were unable to obtain accurate measurements of the mean
shear stress with the MEMS capacitive shear stress sensor due to the temperature sensitivity of the
wind-off output voltage and the large changes in the air temperature over the course of a run in the
14x22. As such, those mean shear stress measurements are not reported. We did, however, measure
the x component of mean shear stress with a Preston tube at x = 1168.4 mm, y =  236.1 mm,
z = 0 mm for a model pitch angle of ↵ = 0 . From that measurement, the skin-friction coefficient
was found to be cf = ⌧w/q1 = 0.0026± 0.0001.
5 Summary
In this report, we have presented the experimental details of and sample results for a recent CFD
validation experiment on a full-span wing-fuselage junction model. This model geometry—which
was designed in coordination with CFD subject matter experts from government, industry, and
academia—exhibits a separated corner-flow region near the wing trailing edge that current RANS
models are unable to reliably predict. The ultimate goal of this experimental effort is to provide a
publicly-available high-quality flow field and surface data set with quantified boundary conditions,
geometry, and measurement uncertainties. It is expected that this data set will be suitable for use in
CFD workshop environments and will help CFD practitioners validate and improve their predictive
capabilities for turbulent separated corner flows.
The primary objective of this first test entry with the junction model was to perform flow-field
measurements with internally mounted laser Doppler velocimetry (LDV) systems. The flow-field
measurements were focused in three regions on the port side of the junction model: 1) the boundary
layer on the fuselage, well upstream of the wing leading edge; 2) the boundary layer in the vicinity
of the wing leading edge; and 3) the corner-flow region near the wing trailing edge. For the corner-
flow region in particular, profile measurements were acquired upstream of the corner-flow separa-
tion, near the beginning of separation, and within the separated-flow region. All three components
of mean velocity and all six independent components of the Reynolds-stress tensor were calculated
from the LDV measurements. In addition, all ten independent triple products of the velocity com-
ponents were calculated. Sample results for these flow-field measurements were presented and the
general features associated with them were discussed. Sample infrared images were presented to
show the natural and tripped states of the boundary layer on the junction model. Oil-flow visualiza-
tions of the wing trailing edge region showed the progressive growth in the corner-flow separation
with increasing model pitch angle and measurements of the length and width of the separated-flow
region were documented. Sample results from the unsteady pressure measurements in the trailing
edge corner region and in the leading-edge region of the wing-fuselage junction were presented and
discussed. Finally, sample measurements of the unsteady shear stress on the fuselage nose section
were presented.
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Appendix A. Measurement of LDV Beam Unit Vectors
In this section, we describe the procedure used to measure the unit vectors for each laser beam
emitted by the LDV probe head. These unit vectors were then used in subsequent calculations to
process the LDV data as described in Section 3.1. A printed paper target with a known scale was
first mounted to a bracket that was placed outside of and in front of a window on the junction-model
fuselage. The LDV measurement volume was then positioned at a known y location (y1) inside the
model and the probe laser beams were projected onto the target. A digital SLR camera, fitted with a
105 mm lens, was then used to acquire an image of the probe laser beam pattern on the target. The
LDV measurement volume was then moved to a second known y location (y2) outside of the model
and beyond the surface of the target. Here, a second image of the probe laser beam pattern on the
target was captured. For both images, the laser power was set to a low level (⇡ 10% of the maximum
power) and the camera lens was fitted with an orange filter to cut back on the intensity of the laser
light scattered by the target. A photograph of the measurement setup is shown in Fig. 155 and
example images of the laser-beam pattern on the calibration target with the measurement volume at
two different y locations are shown in Fig. 156. Note that the vertical shift in the laser-beam pattern
for this example is due to the downward tilt of the LDV probe by 10  in the y–z plane. Since the
images of the target were acquired with the camera at an angle to the target surface normal, there
is perspective distortion in the images. Therefore, the images were preprocessed with a dewarping
routine to remove the perspective distortion and subsequently cropped at four corners defined by
fiducial marks on the calibration target. Examples of these preprocessed images (converted to gray-
scale images) are shown in Fig. 157.
For a given preprocessed image, the next step was to find the (x, z) location for each laser-beam
center. The origin of the coordinate system for these beam centers was located at the top left corner
of the image, with x positive toward the right side of the image and z positive toward the bottom
of the image. For a given laser beam, a rectangular region of interest (ROI) around the beam image
was selected. The contrast of the ROI was then increased by saturating the bottom 1% and the top
1% of all pixel intensity values. The ROI was then converted to a binary image based on a threshold.
A noise reduction step was then applied to the ROI in which all objects containing fewer than 50
connected pixels were removed from the image. Finally, the centroid of the connected object in the
binary ROI image (the area of white pixels) was calculated to give the laser-beam center relative to
the origin of the ROI; i.e., relative to the upper left corner. An example of these ROI processing steps
is shown in Fig. 158 and here, the red plus symbol in images 1 and 4 denotes the calculated beam
center location. Because we know the location of the origin for the ROI, the beam-center location
can then be referenced to the origin of the full image that contains all of the probe laser beam
images. The uncertainty in the beam-center location measured with this image-processing approach
was estimated using simulated images of the Gaussian beam profile on the target and direct Monte
Carlo simulation. In general, the 95% confidence interval for the measured beam center location
was less than ±1 pixel.
At this point, the laser-beam center locations are in units of pixels and need to be converted
to physical units. To that end, a line of pixels passing through the grid on an image of the target
(for example, the image in Fig. 157a) was selected and a spectrum for this line of intensity values
was calculated. The fundamental frequency component of this spectrum corresponds to the inverse
spacing of the the grid lines on the target in units of 1/pixels. Using that value, and the known
target grid spacing of 5 mm, a scale factor in units of mm/pixel was calculated. This scale factor
was subsequently used to convert the laser beam center locations to physical units. An example
of the pixel intensity values for a line passing through the grid on an image of the target and the
corresponding spectrum for that line of pixels is shown in Fig. 159. In this particular example, the
scale factor was calculated to be 0.0159 mm/pixel.
Finally, for a given laser beam, the beam center location in the first image (x1, y1, z1) and the
beam center location in the second image (x2, y2, z2) were used to calculate the unit vector of the
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laser beam as:
~b =
 x~i+ y~j + z~kp
 x2 + y2 + z2
, (22)
where  x = x1   x2,  y = y2   y1, and  z = z1   z2. It is important to note that the beam
unit vectors as defined in this section are measured in an orthogonal coordinate system that is ro-
tated about the x axis of the body-fixed coordinate system by 180 . Therefore, once the velocity
components were calculated as described in Section 3.1, they were rotated back to the body-fixed
coordinate system.
Appendix B. Uncertainty Analysis
B.1. Uncertainty Analysis for the Wind Tunnel Test Conditions
During a given wind-tunnel run, several key tunnel parameters were monitored and measured. The
settling chamber total pressure, po, was measured with a Mensor 2500 DPG with a full scale range
of 2880 psfa and a systematic (bias) uncertainty of 0.01% of full scale (Bpo = 0.288 psfa) as per
the manufacturer’s specifications. The differential pressure between the total pressure and the static
pressure at the test-section entrance,  p, was measured with a Mensor 2500 DPG with a full scale
range of 144 psfd and a systematic uncertainty of 0.01% of full scale (B p = 0.0144 psfd) as per
the manufacturer’s specifications. The air temperature, Ta, and the dew-point temperature, Tdew,
were both measured at the test-section entrance with a Vigilant hygrometer and the systematic un-
certainties in these temperatures were BTa = 0.36  F and BTdew = 0.36  F. Each of the systematic
uncertainties for these measured variables was assumed to be a 95% confidence estimate.
The remaining test conditions were calculated using the data-reduction equations presented in
the report by Boney [11]. For the present study, the freestream velocity, u1, the freestream Mach
number, M1, and the chord Reynolds number, Rec, were calculated from those equations. To
estimate the systematic uncertainties for these variables, uncertainty analysis by direct Monte Carlo
simulation (DMCS) was utilized [32]. In that analysis, each of the input parameters (po, p, Ta, and
Tdew) are perturbed by a random value drawn from a normal distribution with a 2  value equal to that
of the corresponding systematic uncertainty. Here, it was assumed that the systematic uncertainties
for the four input parameters were uncorrelated. The perturbed input parameters were then applied
to the data-reduction equations to calculate the flow conditions of interest. This process was repeated
100,000 times to yield distributions in the calculated values. The systematic uncertainties for each
of the calculated values were then set equal to the 2  value of each respective distribution. As
with the input variables, the systematic uncertainties in the calculated variables are 95% confidence
estimates.
The specific data-reduction equations used to calculate the desired test conditions were as fol-
lows. First, the vapor pressure was calculated from:
pv = 12.7654 exp

9.72334Tdew   311.147
0.555556Tdew   223.192
 
(psf), (23)
and the tunnel air density (uncorrected for compressibility) was calculated from:
⇢ =
po   0.3789pv
R(Ta + 459.67)
(slugs/ft3), (24)
where R = 1716.229 (ft · lb)/(slug ·  R) is the gas constant for air. The air viscosity was calculated
from Sutherland’s correlation:
µ =
0.0002672
(Ta + 459.67) + 198.72
✓
Ta + 459.67
518.69
◆1.5
(slugs/ft · s). (25)
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The Sutherland correlation itself was assumed to have systematic uncertainty of 2% [33] and there-
fore, the viscosity values were also perturbed by a random value from a normal distribution with 2 
equal to 2% of µ during the DMCS. The test section static pressure was calculated from:
ps = po   C 0k p (26)
whereC 0 is a dynamic pressure calibration coefficient for the 14x22 and k is a calibration coefficient
for the check standard probe used to calibrate the 14x22 [34]. Based on unpublished calibration data
from the facility, the systematic uncertainty in the product C 0k was assumed to be 2%, and it was
perturbed by a random value from a normal distribution with 2  equal to 2% of C 0k during the
DMCS. The tunnel air density corrected for compressibility was calculated as:
⇢c = ⇢
✓
po
ps
◆ 0.7143
, (27)
and the freestream Mach number was calculated as:
M1 =
vuut5 ✓po
ps
◆2/7
  1
!
. (28)
The tunnel dynamic pressure was calculated as:
q1 = 3.5po
⇣
(1   )5/7   1 +  
⌘
, (29)
where   = (po   ps) /po. The freestream velocity was then calculated as:
u1 =
r
2q1
⇢c
, (30)
and the chord Reynold number was calculated as:
Rec =
⇢cu1c
µ
. (31)
Note that no wall or blockage corrections were applied to the test conditions calculated from the
above equations. For further details on the 14x22 data-reductions equations, see Boney [11]. Using
nominal values for po, p, Ta, and Tdew in the DMCS, the systematic uncertainties for the freestream
velocity, the freestream Mach number, and the chord Reynolds number were found to be Bu1 =
0.01u1, BM1 = 0.01M1, and BRec = 0.022Rec.
During a flow-field survey with the LDV system, a fixed number of samples were acquired over
a period of time (generally on the order of a minute) at each point in the survey and with that, the
tunnel test conditions were also acquired, but at a lower sample rate on the order of tens of Hz (note
that the test-condition samples were not synchronized in time with the LDV data samples over the
sample period). The test-condition samples were then used to calculate the mean test conditions for
each point in the flow-field survey and they were also used to estimate the random uncertainty in
those mean values. For example, the random uncertainty in the mean velocity (with 95% confidence)
was calculated as:
Pu1 =
2Su1p
N
, (32)
where Su1 is the standard deviation of the sample population for u1 andN is the number of statisti-
cally independent samples. In general, the test-condition samples were considered to be statistically
independent since the intersample time was greater than twice the integral time scale derived from
unpublished hot-wire measurements in the freestream of the 14x22. Similar equations were used to
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calculate the random uncertainty for the mean Mach number, PM1 , the random uncertainty for the
mean chord Reynolds number, PRec , and the random uncertainty for the mean air temperature, PTa .
The total uncertainties for the mean values of u1,M1, Rec, and Ta at each point in a flow-field
survey were than calculated as:
Uu1 =
q
B2u1 + P
2
u1 , (33)
UM1 =
q
B2M1 + P
2
M1
, (34)
URec =
q
B2Rec + P
2
Rec
, (35)
and
UTa =
q
B2Ta + P
2
Ta
, (36)
where the fact that Bu1 = Bu1 , BM1 = BM1 , BRec = BRec , and BTa = BTa was used since
averaging to obtain the mean does not reduce the systematic uncertainty [32].
B.2. Uncertainty Analysis for the LDV measurements
In this section, we provide an uncertainty analysis for the velocity measurements obtained with
the LDV system. We start first with an uncertainty analysis for the instantaneous values of the
velocity components, and then we present an uncertainty analysis for the various statistical moments
calculated from those values. For each sample obtained with the LDV system, the three Doppler
frequencies associated with the three nonorthogonal measurement directions (as defined by the five
green laser beams) are measured. Then, Eqs. 22, 2, 3, 4, and 5 are used to calculate the three
orthogonal velocity components in the body-fixed coordinate system. For convenience, these data-
reduction equations are repeated below. The unit vector for each laser beam emitted by the probe is
given as:
~bi =
 x~i+ y~j + z~kp
 x2 + y2 + z2
, (37)
where the subscript i = 1, 2, · · · , 5 denotes the five green laser beams of the LDV probe. The
measurement direction unit vector was calculated from:
~eij =
⇣
~bi ⇥~bj
⌘
⇥
⇣
~bi +~bj
⌘
   ⇣~bi ⇥~bj⌘⇥ ⇣~bi +~bj⌘    , (38)
where~bi and~bj are unit vectors along the direction of beam i and beam j, respectively. The included
angle, ✓ij , between beam i and beam j is equal to arccos(~bi · ~bj) and the fringe spacing for the
measurement volume formed by the beam pair is given as:
dij =
 ij
2 sin (✓ij/2)
, (39)
where  ij is the wavelength of the laser light for the beam pair. The measured Doppler frequencies
were converted into velocities in the probe optical axes using:
uij = ~u · ~eij = fijdij , (40)
where uij is the velocity along the measurement direction unit vector formed by beam i and beam
j, ~u is the velocity vector, and fij is the associated Doppler frequency. Finally, the nonorthogonal
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velocity components in the probe optical axes were converted to orthogonal velocity components in
the body-fixed coordinate system according to:24 uv
w
35 =
24 e12(x) e12(y) e12(z)e34(x) e34(y) e34(z)
e35(x) e35(y) e35(z)
35 1 24 u12u34
u35
35 , (41)
where eij(x), eij(y), and eij(z) denote the x, y, and z components of the measurement direction unit
vectors in the body-fixed coordinate system.
The uncertainty in the velocity components for a given sample was determined by applying
direct Monte Carlo simulation (DMCS) to the above data-reduction equations. To that end, the
uncertainties in the input values to the data-reduction equations were first estimated. Those input
values include the three measured Doppler frequencies (f12, f34, and f35), the laser wavelengths
for each beam pair ( 12,  34, and  35) and the spatial measurements ( x,  y, and  z) on the
calibration target for each probe laser beam.
The Doppler frequency measurements introduce random uncertainties that are due to the signal-
processing technique that is applied to the LDV burst signal. The burst-processing software uses an
FFT with zero-padding to calculate the power spectral density (PSD) of the burst signal and then
applies a Gaussian interpolation to find the peak of each Doppler component in the PSD. In that
case, the worst-case frequency uncertainty for each component is [35]:
Pf12 =
0.1
T
⇡ 0.1 k~uk
D
, (42)
Pf34 =
0.1
T
⇡ 0.1 k~uk
D
, (43)
and
Pf35 =
0.1
T
⇡ 0.1 k~uk
D
, (44)
where T is the duration of the burst signal, D is the diameter of the measurement volume, and ~u is
the velocity vector of the particle. The random uncertainties of the three Doppler frequencies are
considered to be uncorrelated in the DMCS.
Uncertainty in the laser wavelength contributes a systematic uncertainty to the data-reduction
equations. Laser beams 1 & 2 are sourced from a single laser that provides 532 nm laser light with a
wavelength uncertainty of B 12 = 3 nm, as per the manufacturer’s data sheet. Laser beams 3, 4 & 5
are sourced from a second laser that provides 532 nm laser light, also with a wavelength uncertainty
of 3 nm. In this case, the wavelength uncertainty associated with beam pair 3 & 4 is B 34 = 3 nm
and that for beam pair 3 & 5 is B 35 = 3 nm. Since a single laser provides laser light for beams 3,
4, & 5, the systematic uncertaintiesB 34 andB 35 are correlated, and that fact is used in the DMCS.
However, the systematic uncertainty B 12 is uncorrelated with B 34 and B 35 since it is related to a
different laser system.
As discussed in Appendix A, the measured probe beam center locations on image 1 and 2 of
the calibration target were used to calculate the beam unit vectors. The uncertainties in these mea-
surements ultimately contribute systematic uncertainties to the data-reduction equations. For each
laser beam in the probe, the uncertainty in  x = x1   x2 and  z = z1   z2 were nominally
B x = 23 µm and B z = 23 µm, respectively, while the uncertainty in  y = y2   y1 was
nominally B y = 14 µm. Each one of these measurements were considered to be uncorrelated.
With the uncertainties as defined above, each of the input parameters to the data-reduction equa-
tions were perturbed by a random value drawn from a normal distribution with a 2  value equal
to that of the corresponding uncertainty. The perturbed input parameters were then applied to the
data-reduction equations (Eqs. 37 to 41) to yield the three velocity components (u, v, and w). This
process was repeated 10,000 times to yield distributions in the calculated velocity components and
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the uncertainties for each component were then set equal to the 2  value of each respective distribu-
tion. Tables 12 and 13 present the results of this analysis for LDV probes 1 and 2, respectively. Here,
the results are broken down into the different uncertainty sources, where the uncertainty for a given
source (for example, the uncertainty due to the Doppler frequency measurement) was generated by
running the DMCS on that source acting alone. The total uncertainty was generated by running the
DMCS with all uncertainty sources acting simultaneously. Figures 160 and 161 present the results
of the analysis as a bar chart, and show the relative magnitudes of the different uncertainty sources.
For both LDV probes, the largest uncertainties are associated with the v component of velocity.
B.2.1. Uncertainty Analysis for the Statistical Moments
For a given point in the flow-field surveys, a fixed number of samples, N , were collected with
the LDV system and these were then used to calculate a number of statistical moments. The u
component of mean velocity was calculated as:
u =
PN
i ui⌧iPN
i ⌧i
, (45)
with similar equations for the v and w components of mean velocity. The u0u0 component of
Reynolds normal stress was calculated as:
u0u0 =
PN
i (ui   u)2⌧iPN
i ⌧i
, (46)
with similar equations for the v0v0 and w0w0 components, and the u0v0 component of Reynolds shear
stress was calculated as:
u0v0 =
PN
i (ui   u)(vi   v)⌧iPN
i ⌧i
, (47)
with similar equations for the u0w0 and v0w0 components. Finally, the u0v0w0 triple product of the
velocity components was calculated as:
u0v0w0 =
PN
i (ui   u)(vi   v)(wi   w)⌧iPN
i ⌧i
, (48)
with similar equations for the other nine independent components: u0u0u0, v0v0v0, w0w0w0, u0u0v0,
u0u0w0, u0v0v0, u0w0w0, v0v0w0, and w0w0v0. These equations can be viewed as data-reduction
equations where the inputs are the sequences of the velocity components ui, vi, and wi with i =
1, 2, · · · , N . The measurement uncertainties associated with those samples—which were estimated
in the above discussion—propagate through the data-reduction equations and produce uncertainties
in the calculated statistical moments. To estimate those uncertainties, a DMCS was performed. To
that end, each sample in the data sequence was expressed as:
ui = ui(MEAS) + ✏i(u) +  i(u), (49)
vi = vi(MEAS) + ✏i(v) +  i(v), (50)
and
wi = wi(MEAS) + ✏i(w) +  i(w), (51)
where ui(MEAS), vi(MEAS), and wi(MEAS) are the measured velocity components of a given sam-
ple; ✏i(u), ✏i(v), and ✏i(w) are random values drawn from normal distributions with 2  values of
Pu, Pv , and Pw, respectively; and  i(u),  i(v), and  i(w) are random values drawn from normal
distributions with 2  values of Bu, Bv , and Bw, respectively. The P values represent the random
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uncertainties for each velocity component due to the random uncertainties in the Doppler frequency
measurements. The B values represent the systematic uncertainties for each velocity component
due to all of the systematic uncertainty sources associated with each respective component (in a
root-sum-square sense). The P and B values used in the DMCS are given in Tables 12 or 13, with
the specific values depending on the LDV probe under consideration in the analysis.
As a practical matter, it is important to recognize that each ✏i(u), ✏i(v), and ✏i(w) value in the
sample sequence was produced with a random-number generator with a zero-mean, unit-variance
normal distribution and then scaled by Pu/2, Pv/2, and Pw/2, respectively. In this way, the random
perturbations are uncorrelated from one sample to the next and they are also uncorrelated from one
velocity component to the other. The perturbations associated with the systematic uncertainties in
the measurement samples ( i(u),  i(v), and  i(w)) were handled differently. Consider the perturba-
tion for the ui component,  i(u). A single random number was produced with a random-number
generator with a zero-mean, unit-variance normal distribution, and then scaled by Bu/2 and added
to all samples in the sample sequence. In this way, the perturbations are correlated from one sam-
ple to the next. This was done to account for the fact that the systematic uncertainty is common
to all of the samples in a given sequence. The same procedure was also applied to the vi and wi
sample sequences. Note that, here, separate random-number generators were used for each velocity
component and therefore the perturbations are uncorrelated from one component to the other.
With the sample sequences for each velocity component perturbed as described above, the sta-
tistical moments in Eqs. 45–48 where calculated. This was then repeated 5,000 times to yield distri-
butions in each of the statistical moments and the uncertainty for each one was estimated as the 2 
value for each respective distribution.
In addition to the uncertainties calculated above, there are uncertainties in the statistical moments
that are due to sampling of the random process associated with the turbulent flow. Benedict and
Gould [36] have developed formulas to estimate these uncertainties for a number of turbulence
statistics and here, we list those pertinent to the present study. For the u component of mean velocity,
the uncertainty can be estimated by:
Uu = 2
 
u02
Ne
!1/2
, (52)
with similar equations for the v and w components. For the u0u0 component of Reynolds normal
stress, the uncertainty can be estimated by:
Uu0u0 = 2
 
u04   (u02)2
Ne
!1/2
, (53)
with similar equations for the v0v0 and w0w0 components, and for the u0v0 component of Reynolds
shear stress, the uncertainty can be estimated by:
Uu0v0 = 2
 
u02v02   (u0v0)2
Ne
!1/2
, (54)
with similar equations for the u0w0 and v0w0 components. For triple products such as u0u0u0, the
uncertainty can be estimated by:
Uu0u0u0 = 2
 
u06   (u03)2   6(u04)(u02) + 9(u02)3
Ne
!1/2
, (55)
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and for triple products such as u0u0v0, the uncertainty can be estimated by:
Uu0u0v0 = 2
 
u04v02   (u02v0)2 + (u02)2v02 + 8u02(u0v0)2   2u02(u02v02)  4(u0v0)u03v0
Ne
!1/2
.
(56)
For the u0v0w0 triple product, there is no explicit formula for the uncertainty estimate. Instead,
the uncertainty for that triple product was estimated by using the jackknife resampling algorithm
described by Benedict and Gould [36]. When calculating the uncertainty estimates from Eqs. 52–
56, the statistical moments in those equations, (·), were estimated from the sample population. The
parameter Ne in the above equations denotes the number of statistically independent samples in the
sample sequence. For LDV data, Ne is generally less than the total number of samples collected in
a data sequence, N . For the samples in the data sequence to be independent, the data rate must be
less than 1/2⌧ , where ⌧ is the integral time scale of the quantity being measured [13]. LDV data,
however, is sampled at a variable rate, and therefore some of the samples are spaced too closely in
time for them to be statistically independent. To estimate Ne from a sequence of N samples, the
integral time scale of the quantity being measured was estimated and then the number of samples
spaced by 2⌧ in time were counted and set equal to Ne.
The total uncertainty for each statistical moment was finally estimated as the root-sum-square
of the uncertainty calculated from the DMCS described above and the uncertainty due to sampling
of the turbulent random process as calculated from the equations listed above. The analysis was
applied to each point in the flow-field surveys that were conducted over the course of the test. As
such, the uncertainties in the statistical moments are unique to each point in the flow-field surveys.
All of the statistical moments presented in this report were made nondimensional with u1 as
the velocity scale. For example, the u was nondimensionalized as:
uˆ =
u
u1
. (57)
Assuming that the uncertainties for u and u1 are uncorrelated, the uncertainty for uˆ was calculated
as:
U2
uˆ
=
✓
@uˆ
@u
◆2
U2u +
✓
@uˆ
@u1
◆2
U2u1 , (58)
or upon evaluating the derivatives:
U2
uˆ
=
✓
1
u21
◆
U2u +
✓
u2
u41
◆
U2u1 . (59)
Similar expressions were used for the vˆ and wˆ components. The u0v0 component of Reynolds stress
was nondimensionalized as:
ˆu0v0 =
u0v0
u21
, (60)
and the uncertainty for that component was calculated as:
U2ˆ
u0v0
=
 
@ ˆu0v0
@u0v0
!2
U2
u0v0 +
 
@ ˆu0v0
@u1
!2
U2u1 , (61)
or upon evaluating the derivatives:
U2ˆ
u0v0
=
✓
1
u41
◆
U2
u0v0 +
 
4
 
u0v0
 2
u61
!
U2u1 . (62)
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Similar expressions were used for the remaining five independent components of the Reynolds-stress
tensor. Finally the u0u0v0 triple-product component was nondimensionalized as:
ˆu0u0v0 =
u0u0v0
u31
, (63)
and the uncertainty for that component was calculated as:
U2 ˆ
u0u0v0
=
 
@ ˆu0u0v0
@u0u0v0
!2
U2
u0u0v0 +
 
@ ˆu0u0v0
@u1
!2
U2u1 , (64)
or upon evaluating the derivatives:
U2 ˆ
u0u0v0
=
✓
1
u61
◆
U2
u0u0v0 +
 
9
 
u0u0v0
 2
u81
!
U2u1 . (65)
Similar expressions were used for the remaining 9 independent components of the velocity triple
products. The uncertainties in the nondimensionalized statistical moments as defined by these equa-
tions were evaluated with the uncertainties in the statistical moments and the freestream velocity as
estimated with the approaches discussed earlier.
B.2.2. Uncertainty Analysis for the LDV Measurement Volume Position
The x location of the LDV measurement volume (MV) was positioned in the flow field relative
to reference marks on the windows of the junction model that were at known distances from the
model nose apex (the origin of the body-fixed coordinate system). The x uncertainty in locating
the MV relative to those reference marks was estimated to be equal to the MV diameter, 140 µm.
In addition, the x-axis stage positioning accuracy and repeatability were 15 µm and 1 µm as per
the manufacturer’s data sheet. The total uncertainty in the x location was then estimated as the
root-sum-square of these three uncertainty sources and is equal to Ux = 140.8 µm.
The y location of the LDV measurement volume was positioned in the flow field at locations
relative to the surface of the junction model optical windows (at yo =  236.1 µm in the body-fixed
coordinate system). The y uncertainty in locating the MV at the window surface was estimated to
be equal to 25 µm when using the wall-locating procedure discussed in Section 2.3. In addition, the
y-axis stage positioning accuracy and repeatability were 10 µm and 1 µm as per the manufacturer’s
data sheet. The total uncertainty in the y location was then estimated as the root-sum-square of these
three uncertainty sources and is equal to Uy = 27 µm.
For LDV measurements on the nose section and upstream of the wing leading edge, the z loca-
tion of the MV was positioned in the flow field relative to reference marks on the junction model
windows that were at known distances from the model nose apex. Here, the z uncertainty in locating
the MV relative to those reference marks was estimated to be equal to the MV diameter, 140 µm.
The z-axis stage positioning accuracy and repeatability were 15 µm and 1 µm as per the manufac-
turer’s data sheet. The total uncertainty in the z location was then estimated as the root-sum-square
of these three uncertainty sources and is equal to Uz = 140.8 µm.
For the LDV measurement in the trailing-edge corner region of the wing-fuselage junction, the z
location of the MV was positioned in the flow field relative to the local position of the wing surface,
zo (which varies from one (x,y) location to another). The z uncertainty in locating the MV volume
at the local wing surface was estimated to be equal to 25 µmwhen using the wall-locating procedure
discussed in Section 2.3. In addition, the z-axis stage positioning accuracy and repeatability were
15 µm and 1 µm as per the manufacturer’s data sheet. The total uncertainty in the z location was
then estimated as the root-sum-square of these three uncertainty sources and is equal toUz = 29 µm.
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B.3. Uncertainty in the Corner-Flow Separation Size
In this section, we provide an uncertainty analysis for the measurements of the corner-flow separa-
tion width and length that were obtained from oil-flow visualizations. For the width measurement,
the distance between the fuselage and the outer edge of the collection of oil-flow pigment at the
trailing-edge boundary of the corner separation was measured with a ruler that had 1 mm divisions.
Therefore, the systematic measurement uncertainty was 0.5 mm. Due to time constraints in the test
schedule, we did not have the opportunity to perform repeated oil-flow visualizations for a given
model pitch angle. As such, we were unable to estimate a random uncertainty in the width mea-
surement from the current oil-flow images. However, in our past risk reduction experiment with a
smaller-scale junction model [7], we were able to perform multiple oil-flow runs at fixed conditions,
and from those, we estimated the random uncertainty in the corner separation width measurement.
From that data, we found a random uncertainty that was approximately 16% of the measured corner-
flow separation width. Given that the present oil-flow formulation and methodology was the same
as that used during the risk-reduction experiment, we assumed a similar random uncertainty for the
present data. The total uncertainty for the width measurement was then calculated as the root-sum-
square of the systematic and random uncertainties.
The length of the corner-flow separation along the wing root was also measured with a ruler.
However, due to the diffuse collection of oil-flow pigment at the wing root, it was more difficult to
identify where the corner-flow separation began and so, by observation, the systematic uncertainty
in the length measurement was approximately 2 mm. From the risk-reduction experiment [7], the
random uncertainty was found to be approximately 13% of the measured corner-flow separation
length and that was assumed to apply in the present study. As before, the total uncertainty for
the length measurement was then calculated as the root-sum-square of the systematic and random
uncertainties.
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Table 1: Locations of profile measurements in the trailing-edge region of the F6 wing for ↵ = 5 .
All locations are in the body-fixed coordinate system with origin at the model nose tip and zo denotes
the wing-surface location.
x (mm) y (mm) zo (mm)
2747.6 -236.6 16.66
2747.6 -237.1 16.76
2747.6 -239.1 17.07
2747.6 -243.1 17.70
2747.6 -246.1 18.16
2747.6 -256.1 19.74
2747.6 -286.1 24.43
2832.6 -236.6 -3.15
2832.6 -237.1 -3.07
2832.6 -239.1 -2.74
2832.6 -241.1 -2.44
2832.6 -243.1 -2.11
2832.6 -246.1 -1.60
2832.6 -256.1 0.03
2832.6 -286.1 4.90
2852.6 -236.6 -8.56
2852.6 -237.1 -8.46
2852.6 -239.1 -8.13
2852.6 -243.1 -7.47
2852.6 -246.1 -6.99
2852.6 -256.1 -5.33
2852.6 -286.1 -0.38
2872.6 -236.6 -14.33
2872.6 -237.1 -14.25
2872.6 -239.1 -13.92
2872.6 -241.1 -13.59
2872.6 -243.1 -13.26
2872.6 -246.1 -12.75
2872.6 -256.1 -11.07
2872.6 -266.1 -9.42
2872.6 -286.1 -6.07
2892.6 -236.6 -20.60
2892.6 -239.1 -20.17
2892.6 -241.1 -19.84
2892.6 -243.1 -19.48
2892.6 -246.1 -18.97
2892.6 -251.1 -18.14
2892.6 -256.1 -17.30
2892.6 -266.1 -15.60
2892.6 -286.1 -12.22
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Table 1: Continued. Locations of profile measurements in the trailing-edge region of the F6 wing
for ↵ = 5 . All locations are in the body-fixed coordinate system with origin at the model nose tip
and zo denotes the wing-surface location.
x (mm) y (mm) zo (mm)
2922.6 -236.6 -30.63
2922.6 -239.1 -30.20
2922.6 -246.1 -29.01
2922.6 -256.1 -27.28
2922.6 -266.1 -25.55
2922.6 -286.1 -22.12
2952.6 -239.1 -40.61
2952.6 -246.1 -39.40
2952.6 -256.1 -37.67
2952.6 -266.1 -35.92
Table 2: Locations of profile measurements in the trailing-edge region of the F6 wing with extension
for ↵ = 5 . All locations are in the body-fixed coordinate system with origin at the model nose tip
and zo denotes the wing-surface location.
x (mm) y (mm) zo (mm)
2747.6 -237.1 16.75
2747.6 -239.1 17.06
2747.6 -246.1 18.16
2747.6 -266.1 21.30
2822.6 -237.1 -0.51
2822.6 -239.1 -0.20
2832.6 -236.6 -3.15
2832.6 -237.1 -3.07
2832.6 -239.1 -2.74
2832.6 -241.1 -2.44
2832.6 -246.1 -1.60
2832.6 -266.1 1.65
2842.6 -237.1 -5.72
2842.6 -239.1 -5.41
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Table 2: Continued. Locations of profile measurements in the trailing-edge region of the F6 wing
with extension for ↵ = 5 . All locations are in the body-fixed coordinate system with origin at the
model nose tip and zo denotes the wing-surface location.
x (mm) y (mm) zo (mm)
2852.6 -236.6 -8.56
2852.6 -237.1 -8.46
2852.6 -239.1 -8.13
2852.6 -241.1 -7.80
2852.6 -246.1 -6.99
2852.6 -266.1 -3.68
2872.6 -236.6 -14.33
2872.6 -239.1 -13.92
2872.6 -241.1 -13.59
2872.6 -243.1 -13.26
2872.6 -246.1 -12.75
2872.6 -256.1 -11.07
2892.6 -237.1 -20.50
2892.6 -239.1 -20.17
2892.6 -246.1 -18.97
2892.6 -251.1 -18.14
2892.6 -256.1 -17.30
2892.6 -266.1 -15.60
2922.6 -237.1 -30.56
2922.6 -239.1 -30.20
2922.6 -246.1 -29.01
2922.6 -256.1 -27.28
2922.6 -266.1 -25.55
2922.6 -276.1 -23.85
2922.6 -286.1 -22.12
2952.6 -237.1 -40.94
2952.6 -239.1 -40.61
2952.6 -246.1 -39.40
2952.6 -256.1 -37.67
2952.6 -266.1 -35.92
2952.6 -286.1 -32.44
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Table 3: Locations of profile measurements in the trailing-edge region of the F6 wing with extension
for ↵ =  2.5 . All locations are in the body-fixed coordinate system with origin at the model nose
tip and zo denotes the wing-surface location.
x (mm) y (mm) zo (mm)
2757.6 -237.1 14.55
2757.6 -239.1 14.88
2757.6 -241.1 15.19
2757.6 -246.1 15.98
2757.6 -266.1 19.13
2869.6 -237.1 -13.36
2869.6 -239.1 -13.03
2875.6 -237.1 -15.16
2875.6 -238.1 -15.01
2875.6 -239.1 -14.83
2875.6 -246.1 -13.67
2875.6 -266.1 -10.31
2881.6 -237.1 -17.02
2881.6 -239.1 -16.69
2887.6 -237.1 -18.90
2887.6 -238.1 -18.75
2887.6 -239.1 -18.57
2887.6 -241.1 -18.24
2887.6 -246.1 -17.37
2899.6 -237.1 -22.78
2899.6 -238.1 -22.61
2899.6 -239.1 -22.45
2899.6 -241.1 -22.10
2899.6 -246.1 -21.26
2899.6 -256.1 -19.56
2911.6 -237.1 -26.80
2911.6 -238.1 -26.62
2911.6 -239.1 -26.47
2911.6 -241.1 -26.11
2911.6 -246.1 -25.25
2911.6 -256.1 -23.55
2922.6 -237.1 -30.56
2922.6 -239.1 -30.20
2922.6 -241.1 -29.87
2922.6 -246.1 -29.01
2922.6 -251.1 -28.14
2922.6 -256.1 -27.28
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Table 3: Continued. Locations of profile measurements in the trailing-edge region of the F6 wing
with extension for ↵ =  2.5 . All locations are in the body-fixed coordinate system with origin at
the model nose tip and zo denotes the wing-surface location.
x (mm) y (mm) zo (mm)
2952.6 -239.1 -40.61
2952.6 -241.1 -40.26
2952.6 -246.1 -39.40
2952.6 -251.1 -38.53
2952.6 -256.1 -37.67
2952.6 -266.1 -35.92
Table 4: Locations of profile measurements in the leading-edge region of the F6 wing for ↵ = 5 .
All locations are in the body-fixed coordinate system with origin at the model nose tip and yo denotes
the fuselage surface location.
x (mm) z (mm) yo (mm)
1983.4 93.3 -236.1
1993.4 93.3 -236.1
1998.4 93.3 -236.1
2003.4 93.3 -236.1
2008.4 93.3 -236.1
2018.4 93.3 -236.1
2023.4 93.3 -236.1
2028.4 93.3 -236.1
2033.4 93.3 -236.1
2038.4 93.3 -236.1
2043.4 93.3 -236.1
2048.4 93.3 -236.1
2053.4 93.3 -236.1
2058.4 93.3 -236.1
2063.4 93.3 -236.1
2093.4 93.3 -236.1
1993.4 47.3 -236.1
1998.4 46.9 -236.1
2001.2 46.5 -236.1
2004 46.2 -236.1
2009 45.7 -236.1
62
Table 5: Locations of profile measurements in the leading-edge region of the F6 wing with extension
for ↵ = 5  and 2.5 . All locations are in the body-fixed coordinate system with origin at the model
nose tip and yo denotes the fuselage surface location. The LDV operating mode used for each profile
location is also listed.
x (mm) z (mm) yo (mm) LDV Operating Mode
1864.2 98.05 -236.1 Single
1869.2 98.05 -236.1 Single
1874.2 98.05 -236.1 Single
1879.2 98.05 -236.1 Single
1884.2 98.05 -236.1 Single
1889.2 98.05 -236.1 Single
1894.2 98.05 -236.1 Single
1899.2 98.05 -236.1 Single
1904.2 98.05 -236.1 Single
1909.2 98.05 -236.1 Single
1914.2 98.05 -236.1 Single
1921.2 (1921.1 for ↵ =  2.5 ) 98.05 -236.1 Single
1904.2 71.2 -236.1 Dual
1859.2 55.05 -236.1 Dual
1864.2 6.2 -236.1 Single
1879.2 6.2 -236.1 Single
1904.2 6.2 -236.1 Single
1919.2 6.2 -236.1 Single
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Table 6: Locations of the MEMS pressure transducers on the F6 wing of the junction model.
Sensor ID x (mm) y (mm) z (mm)
0 2830.93 244.81 -3.96
1 2848.94 244.81 -6.60
2 2866.92 244.81 -13.08
3 2884.93 244.81 -19.53
4 2902.94 244.81 -25.63
5 2920.92 244.81 -31.85
6 2938.93 244.81 -38.23
7 2956.94 244.81 -41.40
8 2866.92 262.79 -9.86
9 2884.93 262.79 -16.10
10 2902.94 262.79 -22.28
11 2920.92 262.79 -28.45
12 2938.93 262.79 -34.67
13 2956.94 262.79 -38.10
14 2902.94 280.80 -19.08
15 2920.92 280.80 -25.30
16 2938.93 280.80 -31.42
17 2956.94 280.80 -35.05
18 2938.93 298.81 -28.12
19 2956.94 298.81 -32.26
20 2956.94 415.09 -11.68
21 2956.94 469.09 -2.29
22 2956.94 560.10 13.72
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Table 7: Locations of the MEMS pressure transducers on the junction-model fuselage.
Sensor ID x (mm) y (mm) z (mm)
23 1904.21 236.10 56.18
24 1917.60 236.10 54.86
25 1921.89 236.10 54.46
26 1904.21 220.22 194.06
27 1993.44 236.10 47.32
28 1998.50 236.10 46.81
29 2001.27 236.10 46.56
30 2004.06 236.10 46.28
31 2009.11 236.10 45.80
32 1993.44 220.22 194.06
33 1993.44 220.22 -194.06
34 2319.86 220.22 194.06
35 2319.86 236.10 104.98
36 2831.85 220.22 194.06
37 2962.91 220.22 194.06
38 2962.91 236.10 23.04
39 2962.91 236.10 -23.04
40 2962.91 236.10 -66.04
41 2962.91 220.22 -194.06
42 2831.85 236.10 2.01
43 2867.91 236.10 -7.92
44 2903.98 236.10 -19.13
45 2939.80 236.10 -31.47
46 2957.83 236.10 -38.05
47 2975.86 236.10 -44.60
48 1168.40 220.22 194.06
49 1168.40 236.10 0.00
50 1168.40 -220.22 194.06
51 1168.40 -236.10 0.00
52 2319.86 -220.22 194.06
53 2319.86 -236.10 104.98
Table 8: Included angle and fringe spacing for each beam pair of the LDV probe positioned at the
wing trailing edge.
Beam Pair Included Angle Fringe Spacing (µm)
1 & 2 5.29± 0.03  5.77± 0.03
3 & 4 6.40± 0.03  4.77± 0.02
3 & 5 7.54± 0.02  4.05± 0.01
6 & 7 18.67± 0.05  n/a
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Table 9: Included angle and fringe spacing for each beam pair of the LDV probe positioned at the
wing leading edge or in the fuselage nose.
Beam Pair Included Angle Fringe Spacing (µm)
1 & 2 5.48± 0.04  5.57± 0.04
3 & 4 7.22± 0.02  4.23± 0.01
3 & 5 6.96± 0.01  4.38± 0.01
6 & 7 18.19± 0.08  n/a
Table 10: Measured widths and lengths (with uncertainties) of the corner-flow separation for the F6
wing (port side).
↵ (degrees) w (mm) Uw (mm) ` (mm) U` (mm)
-2.5 18.5 3.0 76.5 10.1
0 25.0 4.0 93.0 12.3
2.5 31.0 5.0 102.0 13.4
5 36.5 5.9 116.0 15.2
Table 11: Measured widths and lengths (with uncertainties) of the corner-flow separation for the F6
wing with leading-edge extension (port side).
↵ (degrees) w (mm) Uw (mm) ` (mm) U` (mm)
-2.5 22.0 3.6 81.0 10.7
0 29.5 4.7 89.0 11.7
2.5 38.0 6.1 104.0 13.7
5 42.5 6.8 118.5 15.5
10 54.0 8.7 152.0 19.9
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Table 12: Breakdown of uncertainty sources for a single, instantaneous velocity measurement with
LDV probe 1.
Uncertainty Source u (m/s) v (m/s) w (m/s)
Doppler frequency measurement Pu = 0.0026 k~uk Pv = 0.0153 k~uk Pw = 0.0029 k~uk
(random uncertainty)
Laser wavelength uncertainty Bu = 0.0054 k~uk Bv = 0.0069 k~uk Bw = 0.0013 k~uk
(systematic uncertainty)
Beam unit vector measurement Bu = 0.0028 k~uk Bv = 0.0266 k~uk Bw = 0.0049 k~uk
(systematic uncertainty)
Total uncertainty Uu = 0.0067 k~uk Uv = 0.0315 k~uk Uw = 0.0058 k~uk
Table 13: Breakdown of uncertainty sources for a single, instantaneous velocity measurement with
LDV probe 2.
Uncertainty Source u (m/s) v (m/s) w (m/s)
Doppler frequency measurement Pu = 0.0027 k~uk Pv = 0.0157 k~uk Pw = 0.0044 k~uk
(random uncertainty)
Laser wavelength uncertainty Bu = 0.0054 k~uk Bv = 0.0068 k~uk Bw = 0.0020 k~uk
(systematic uncertainty)
Beam unit vector measurement Bu = 0.0025 k~uk Bv = 0.0240 k~uk Bw = 0.0062 k~uk
(systematic uncertainty)
Total uncertainty Uu = 0.0065 k~uk Uv = 0.0295 k~uk Uw = 0.0079 k~uk
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Figure 1.  Langley 14- by 22-Foot Subsonic Tunnel circuit.  (All dimensions are in feet.)Figure 1: NASA Langley 14- by 22-Foot Subsonic Tunnel circuit (all dimensions are in feet).
Figure 2: Port-side image of the wing-fuselage junction model installed in the 14- by 22-Foot Sub-
sonic Wind Tunnel.
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Figure 3: Starboard-side image of the wing-fuselage junction model installed in the 14- by 22-Foot
Subsonic Wind Tunnel.
Figure 4: Front-view image of the wing-fuselage junction model installed in the 14- by 22-Foot
Subsonic Wind Tunnel.
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Figure 5: Port-side view of wing-fuselage junction model looking in the upstream direction.
Boundary-Layer Rakes
Figure 6: Starboard-side view of wing-fuselage junction model looking in the upstream direction.
70
TO
P
 V
IE
W
S
C
A
LE
  1
/8
Fi
gu
re
7:
To
p
vi
ew
of
th
e
w
in
g-
fu
se
la
ge
ju
nc
tio
n
m
od
el
as
se
m
bl
y.
71
!"#
#"
$%
&
'()
Fi
gu
re
8:
B
ot
to
m
vi
ew
of
th
e
w
in
g-
fu
se
la
ge
ju
nc
tio
n
m
od
el
as
se
m
bl
y.
72
3.
39
7 
m
0.
47
2 
m
0.
67
0 
m
Fi
gu
re
9:
Fr
on
tv
ie
w
of
th
e
w
in
g-
fu
se
la
ge
ju
nc
tio
n
m
od
el
as
se
m
bl
y.
73
5.
43
6 
m
Fi
gu
re
10
:P
or
t-s
id
e
vi
ew
of
th
e
w
in
g-
fu
se
la
ge
ju
nc
tio
n
m
od
el
as
se
m
bl
y.
S
TA
R
B
O
A
R
D
 S
ID
E
Fi
gu
re
11
:S
ta
rb
oa
rd
-s
id
e
vi
ew
of
th
e
w
in
g-
fu
se
la
ge
ju
nc
tio
n
m
od
el
as
se
m
bl
y.
74
NOSE, EXPLODED VIEW
SCALE  3/8
Figure 12: Exploded view of fuselage nose-section assembly.
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SCALE  3/8
NOSE LDV
Figure 13: Port side of fuselage nose section with LDV/traverse assembly.
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SCALE  3/8
F6 PORT
NO HORN
Figure 16: Top view of the F6 port-wing planform.
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Figure 17: Top view of the F6 port-wing planform with leading-edge extension.
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Figure 18: Root-section profiles for the F6 wing (blue) and the F6 wing with extension (orange).
The solid black lines denote the top and bottom of the fuselage
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Figure 19: LDV system located near the wing trailing edge.
Figure 20: LDV system located near the wing leading edge.
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Figure 22: Photograph of the LDV probe head with off-axis receiving optics.
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532nm laser: ①0MHz and ②-200MHz, 532nm laser:③0MHz, ④-80MHz and ⑤350MHz, 488nm 
laser: ⑥-200MHz and ⑦0MHz 
Figure 1. Schematic of SH3CompLDV probe. 
3.425” 
10” 
4” 
3.05” 
X, U 
Z, W 
X, U 
Z, W Y, V 
Figure 23: Front view of the LDV probe head with annotated locations for the collimating lenses of
the seven laser beams. Beams 1 (0 MHz) and 2 (-200 MHz) were produced by laser 1 (532 nm).
Beams 3 (0 MHz), 4 (-80 MHz), and 5 (350 MHz) were produced by laser 2 (532 nm). Beams 6 (0
MHz) and 7 (-200 MHz) were produced by laser 3 (488 nm).
Figure 24: Body-fixed coordinate system for the junction model. The origin of coordinate system is
located at the model nose tip.
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Figure 25: Photograph of an LDV probe head mounted to a 39  tilt adapter so that measurements
could be made closer to the F6 wing leading edge without clipping the probe laser beams or blocking
the receiving optics.
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Figure 26: Photomultiplier RMS voltage as the LDV measurement volume is scanned through the
fuselage optical window in the y direction. yo denotes the surface of the window and for positive
yo   y values, the center of the measurement volume is outside the model fuselage.
Figure 27: Photomultiplier RMS voltage as the LDV measurement volume is scanned down towards
the wing surface in the z direction. zo denotes the surface of the wing and for positive values of
z   zo, the center of the measurement volume is above the wing surface.
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Figure 28: Locations of z-direction LDV surveys in the corner-flow region of the F6 wing. The
black circles denote the (x, y)-locations of the profiles and those locations are superimposed on an
image of the oil-flow visualization at ↵ = 5 .
(a) ↵ = 5 .
(b) ↵ =  2.5 .
Figure 29: Locations of z-direction LDV surveys in the corner-flow region of the F6 wing with
extension. The black circles denote the (x, y)-locations of the profiles and those locations are super-
imposed on images of the oil-flow visualizations for the two pitch angles considered.
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Figure 30: Static pressure port (red squares) and unsteady pressure transducer (blue circles) locations
on the junction model configured with the F6 wing with extension.
Figure 31: Static pressure port (red squares) and unsteady pressure transducer (blue circles) locations
near the starboard wing root of the junction model configured with the F6 wing with extension.
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Figure 32: Photo of a MEMS capacitive shear stress sensor installed near the leading edge of the F6
wing.
Figure 33: Close-up photo of a Preston tube installed in the fuselage nose section.
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Bisector
~bi
~bi + ~bj
~bj
(~bi ⇥ ~bj)⇥ (~bi + ~bj)
Figure 34: Schematic of a pair of LDV probe beams that form a measurement volume and the
associated measurement direction.
Figure 35: Running averages of mean velocity and Reynolds stresses versus sample count. Data
were acquired at x = 2892.6 mm, y =  239.1 mm, and z =  17.1 mm for ↵ = 5 .
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Figure 36: X-component velocity profile measured in the dual-channel mode at x = 1168.4 mm
and z = 0 mm for ↵ = 5 . Point clouds of the particle velocity versus particle position are shown
for each survey location in the profile as a different color. The circle symbols denote the average
velocity of each point cloud and are plotted against the location of the center of the measurement
volume.
Figure 37: X-component velocity profile measured in the dual-channel mode at x = 1168.4 mm
and z = 0 mm for ↵ = 5 . A composite point cloud of the particle velocity versus particle position
for the first nine survey locations is shown and the circle symbols denote the average velocities.
Locations below y = 0.7 mm are bin averages derived from the point cloud.
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(a) ↵ =  2.5  (b) ↵ = 0.0 
(c) ↵ = 2.5  (d) ↵ = 5.0 
Figure 48: Oil-flow visualizations in the trailing-edge corner of the F6 wing (port side) versus model
pitch angle.
`
w
Figure 49: Definition of corner flow separation length, ` and width, w, from an example oil-flow
visualization (F6 wing, ↵ = 2.5 , Rec = 2.4⇥ 106).
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(a) ↵ =  2.5  (b) ↵ = 0.0 
(c) ↵ = 2.5  (d) ↵ = 5.0 
(e) ↵ = 10.0 
Figure 50: Oil-flow visualizations in the trailing-edge corner of the F6 wing with leading-edge
extension (port side) versus model pitch angle.
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Figure 51: Schematic of the LDV measurement locations on the port side of the fuselage nose
section. Dimensions are in millimeters. A small seeder jet is visible in the image.
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(a) z = 60 mm (b) z = 60 mm
(c) z = 0 mm (d) z = 0 mm
(e) z =  60 mm (f) z =  60 mm
Figure 52: Mean velocity profiles (on both linear and semilogarithmic scales) on the fuselage nose
section of the junction model at x = 1168.4 mm and ↵ = 5 . The model was configured with the
F6 wing with leading-edge extension for these measurements.
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(a) z = 60 mm (b) z = 60 mm
(c) z = 0 mm (d) z = 0 mm
(e) z =  60 mm (f) z =  60 mm
Figure 53: Reynolds normal stress profiles (on both linear and semilogarithmic scales) on the fuse-
lage nose section of the junction model at x = 1168.4 mm and ↵ = 5 . The model was configured
with the F6 wing with leading-edge extension for these measurements.
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(a) z = 60 mm (b) z = 60 mm
(c) z = 0 mm (d) z = 0 mm
(e) z =  60 mm (f) z =  60 mm
Figure 54: Reynolds shear stress profiles (on both linear and semilogarithmic scales) on the fuselage
nose section of the junction model at x = 1168.4 mm and ↵ = 5 . The model was configured with
the F6 wing with leading-edge extension for these measurements.
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(a) z = 60 mm (b) z = 60 mm
(c) z = 0 mm (d) z = 0 mm
(e) z =  60 mm (f) z =  60 mm
Figure 55: Mean velocity profiles (on both linear and semilogarithmic scales) on the fuselage nose
section of the junction model at x = 1168.4 mm and ↵ =  2.5 . The model was configured with
the F6 wing with leading-edge extension for these measurements.
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(a) z = 60 mm (b) z = 60 mm
(c) z = 0 mm (d) z = 0 mm
(e) z =  60 mm (f) z =  60 mm
Figure 56: Reynolds normal stress profiles (on both linear and semilogarithmic scales) on the fuse-
lage nose section of the junction model at x = 1168.4 mm and ↵ =  2.5 . The model was
configured with the F6 wing with leading-edge extension for these measurements.
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(a) z = 60 mm (b) z = 60 mm
(c) z = 0 mm (d) z = 0 mm
(e) z =  60 mm (f) z =  60 mm
Figure 57: Reynolds shear stress profiles (on both linear and semilogarithmic scales) on the fuselage
nose section of the junction model at x = 1168.4 mm and ↵ =  2.5 . The model was configured
with the F6 wing with leading-edge extension for these measurements.
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(a) Mean velocity. (b) Mean velocity
(c) Reynolds normal stress (d) Reynolds normal stress
(e) Reynolds shear stress (f) Reynolds shear stress
Figure 58: Repeat measurements of the mean velocity and Reynolds-stress profiles (on both linear
and semilogarithmic scales) on the fuselage nose section of the junction model at x = 1168.4 mm,
z = 0 mm, and ↵ = 5 . The model was configured with the F6 wing with leading-edge extension
for these measurements.
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(a) Mean velocity. (b) Mean velocity
(c) Reynolds normal stress (d) Reynolds normal stress
(e) Reynolds shear stress (f) Reynolds shear stress
Figure 59: Repeat measurements of the mean velocity and Reynolds-stress profiles (on both linear
and semilogarithmic scales) on the fuselage nose section of the junction model at x = 1168.4 mm,
z = 0 mm, and ↵ = 5 . Open symbols denote profiles for the model configured with F6 wing and
closed symbols denote profiles for the model configured with F6 wing with leading-edge extension.
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Figure 62: Schematic of the LDV measurement locations in the leading-edge region of the F6 wing
at a model pitch angle of 5 . The yellow circles denote locations where profile measurement were
made and the red dashed line denotes the chord line of the wing root section. Dimensions are in
millimeters.
(a) Top view, looking down on the wing/fuselage. (b) End view, looking upstream.
Figure 63: Schematic of hypothesized mean flow in the leading-edge region of the F6 wing. Dimen-
sions are in millimeters.
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(a) x = 1983.4 mm, z = 93.3 mm (b) x = 2008.4 mm, z = 93.3 mm
(c) x = 2053.4 mm, z = 93.3 mm (d) x = 2093.4 mm, z = 93.3 mm
Figure 64: Mean velocity profiles on the port side of the fuselage near the wing leading edge. The
model was configured with the F6 wing and set at a pitch angle of 5 .
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(a) x = 1983.4 mm, z = 93.3 mm (b) x = 2008.4 mm, z = 93.3 mm
(c) x = 2053.4 mm, z = 93.3 mm (d) x = 2093.4 mm, z = 93.3 mm
Figure 65: Reynolds normal stress profiles on the port side of the fuselage near the wing leading
edge. The model was configured with the F6 wing and set at a pitch angle of 5 .
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(a) x = 1983.4 mm, z = 93.3 mm (b) x = 2008.4 mm, z = 93.3 mm
(c) x = 2053.4 mm, z = 93.3 mm (d) x = 2093.4 mm, z = 93.3 mm
Figure 66: Reynolds shear stress profiles on the port side of the fuselage near the wing leading edge.
The model was configured with the F6 wing and set at a pitch angle of 5 .
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(a) x = 1993.4 mm, z = 47.3 mm (b) x = 1998.5 mm, z = 46.8 mm
(c) x = 2001.3 mm, z = 46.6 mm (d) x = 2004.1 mm, z = 46.3 mm
(e) x = 2009.1 mm, z = 45.8 mm
Figure 67: Mean velocity profiles on the port side of the fuselage near the wing leading edge. The
model was configured with the F6 wing and set at a pitch angle of 5 .
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(a) x = 1993.4 mm, z = 47.3 mm (b) x = 1998.5 mm, z = 46.8 mm
(c) x = 2001.3 mm, z = 46.6 mm (d) x = 2004.1 mm, z = 46.3 mm
(e) x = 2009.1 mm, z = 45.8 mm
Figure 68: Reynolds normal stress profiles on the port side of the fuselage near the wing leading
edge. The model was configured with the F6 wing and set at a pitch angle of 5 .
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(a) x = 1993.4 mm, z = 47.3 mm (b) x = 1998.5 mm, z = 46.8 mm
(c) x = 2001.3 mm, z = 46.6 mm (d) x = 2004.1 mm, z = 46.3 mm
(e) x = 2009.1 mm, z = 45.8 mm
Figure 69: Reynolds shear stress profiles on the port side of the fuselage near the wing leading edge.
The model was configured with the F6 wing and set at a pitch angle of 5 .
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Figure 70: Photograph of seeding material accumulation on the fuselage window.
Figure 71: Schematic of hypothesized mean flow in the leading-edge region of the F6 wing. Bottom
view, looking up from beneath the model. Dimensions are in millimeters.
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Figure 75: Schematic of the LDV measurement locations in the leading-edge region of the F6 wing
with leading-edge extension at a model pitch angle of 5 . The yellow circles denote locations where
profile measurement were made and the red dashed line denotes the chord line of the wing root
section. Dimensions are in millimeters.
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(a) x = 1864.2 mm, z = 98.05 mm (b) x = 1879.2 mm, z = 98.05 mm
(c) x = 1904.2 mm, z = 98.05 mm (d) x = 1921.2 mm, z = 98.05 mm
Figure 76: Mean velocity profiles on the port side of the fuselage near the wing leading edge. The
model was configured with the F6 wing with leading-edge extension and set at a pitch angle of 5 .
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(a) x = 1864.2 mm, z = 98.05 mm (b) x = 1879.2 mm, z = 98.05 mm
(c) x = 1904.2 mm, z = 98.05 mm (d) x = 1921.2 mm, z = 98.05 mm
Figure 77: Reynolds normal stress profiles on the port side of the fuselage near the wing leading
edge. The model was configured with the F6 wing with leading-edge extension and set at a pitch
angle of 5 .
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(a) x = 1864.2 mm, z = 98.05 mm (b) x = 1879.2 mm, z = 98.05 mm
(c) x = 1904.2 mm, z = 98.05 mm (d) x = 1921.2 mm, z = 98.05 mm
Figure 78: Reynolds shear stress profiles on the port side of the fuselage near the wing leading edge.
The model was configured with the F6 wing with leading-edge extension and set at a pitch angle of
5 .
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(a) x = 1864.2 mm, z = 6.2 mm (b) x = 1879.2 mm, z = 6.2 mm
(c) x = 1904.2 mm, z = 6.2 mm (d) x = 1919.2 mm, z = 6.2 mm
Figure 79: Mean velocity profiles on the port side of the fuselage near the wing leading edge. The
model was configured with the F6 wing with leading-edge extension and set at a pitch angle of 5 .
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(a) x = 1864.2 mm, z = 6.2 mm (b) x = 1879.2 mm, z = 6.2 mm
(c) x = 1904.2 mm, z = 6.2 mm (d) x = 1919.2 mm, z = 6.2 mm
Figure 80: Reynolds normal stress profiles on the port side of the fuselage near the wing leading
edge. The model was configured with the F6 wing with leading-edge extension and set at a pitch
angle of 5 .
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(a) x = 1864.2 mm, z = 6.2 mm (b) x = 1879.2 mm, z = 6.2 mm
(c) x = 1904.2 mm, z = 6.2 mm (d) x = 1919.2 mm, z = 6.2 mm
Figure 81: Reynolds shear stress profiles on the port side of the fuselage near the wing leading edge.
The model was configured with the F6 wing with leading-edge extension and set at a pitch angle of
5 .
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Figure 83: Repeat measurements of the mean velocity profiles at x = 1859.2 mm, z = 55.05 mm,
and ↵ = 5  on the F6 wing with leading-edge extension.
Figure 84: Repeat measurements of the Reynolds normal stress profiles at x = 1859.2 mm, y =
55.05 mm, and ↵ = 5  on the F6 wing with leading-edge extension.
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Figure 85: Repeat measurements of the Reynolds shear stress profiles at x = 1859.2mm, y = 55.05
mm, and ↵ = 5  on the F6 wing with leading-edge extension.
Figure 86: Schematic of the LDV measurement locations in the leading-edge region of the F6 wing
with leading-edge extension at a model pitch angle of  2.5 . The yellow circles denote locations
where profile measurement were made and the red dashed line denotes the chord line of the wing
root section. Dimensions are in millimeters.
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(a) x = 1864.2 mm, z = 98.05 mm (b) x = 1879.2 mm, z = 98.05 mm
(c) x = 1904.2 mm, z = 98.05 mm (d) x = 1914.2 mm, z = 98.05 mm
Figure 87: Mean velocity profiles on the port side of the fuselage near the wing leading edge. The
model was configured with the F6 wing with leading-edge extension and set at a pitch angle of
 2.5 .
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(a) x = 1864.2 mm, z = 98.05 mm (b) x = 1879.2 mm, z = 98.05 mm
(c) x = 1904.2 mm, z = 98.05 mm (d) x = 1914.2 mm, z = 98.05 mm
Figure 88: Reynolds normal stress profiles on the port side of the fuselage near the wing leading
edge. The model was configured with the F6 wing with leading-edge extension and set at a pitch
angle of  2.5 .
137
(a) x = 1864.2 mm, z = 98.05 mm (b) x = 1879.2 mm, z = 98.05 mm
(c) x = 1904.2 mm, z = 98.05 mm (d) x = 1914.2 mm, z = 98.05 mm
Figure 89: Reynolds shear stress profiles on the port side of the fuselage near the wing leading edge.
The model was configured with the F6 wing with leading-edge extension and set at a pitch angle of
 2.5 .
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(a) x = 1864.2 mm, z = 6.2 mm (b) x = 1879.2 mm, z = 6.2 mm
(c) x = 1904.2 mm, z = 6.2 mm (d) x = 1919.2 mm, z = 6.2 mm
Figure 90: Mean velocity profiles on the port side of the fuselage near the wing leading edge. The
model was configured with the F6 wing with leading-edge extension and set at a pitch angle of
 2.5 .
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(a) x = 1864.2 mm, z = 6.2 mm (b) x = 1879.2 mm, z = 6.2 mm
(c) x = 1904.2 mm, z = 6.2 mm (d) x = 1919.2 mm, z = 6.2 mm
Figure 91: Reynolds normal stress profiles on the port side of the fuselage near the wing leading
edge. The model was configured with the F6 wing with leading-edge extension and set at a pitch
angle of  2.5 .
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(a) x = 1864.2 mm, z = 6.2 mm (b) x = 1879.2 mm, z = 6.2 mm
(c) x = 1904.2 mm, z = 6.2 mm (d) x = 1919.2 mm, z = 6.2 mm
Figure 92: Reynolds shear stress profiles on the port side of the fuselage near the wing leading edge.
The model was configured with the F6 wing with leading-edge extension and set at a pitch angle of
 2.5 .
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(a) y =  236.6 mm (b) y =  237.1 mm
(c) y =  239.1 mm (d) y =  246.1 mm
(e) y =  256.1 mm (f) y =  286.1 mm
Figure 93: Mean velocity profiles in the corner-flow region of the F6 wing at x = 2747.6 mm and
↵ = 5 .
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(a) y =  236.6 mm (b) y =  237.1 mm
(c) y =  239.1 mm (d) y =  246.1 mm
(e) y =  256.1 mm (f) y =  286.1 mm
Figure 94: Reynolds normal stress profiles in the corner-flow region of the F6 wing at x = 2747.6
mm and ↵ = 5 .
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(a) y =  236.6 mm (b) y =  237.1 mm
(c) y =  239.1 mm (d) y =  246.1 mm
(e) y =  256.1 mm (f) y =  286.1 mm
Figure 95: Reynolds shear stress profiles in the corner-flow region of the F6 wing at x = 2747.6
mm and ↵ = 5 .
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(a) y =  236.6 mm (b) y =  237.1 mm
(c) y =  239.1 mm (d) y =  246.1 mm
(e) y =  256.1 mm (f) y =  286.1 mm
Figure 96: Mean velocity profiles in the corner-flow region of the F6 wing at x = 2852.6 mm and
↵ = 5 .
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(a) y =  236.6 mm (b) y =  237.1 mm
(c) y =  239.1 mm (d) y =  246.1 mm
(e) y =  256.1 mm (f) y =  286.1 mm
Figure 97: Reynolds normal stress profiles in the corner-flow region of the F6 wing at x = 2852.6
mm and ↵ = 5 .
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(a) y =  236.6 mm (b) y =  237.1 mm
(c) y =  239.1 mm (d) y =  246.1 mm
(e) y =  256.1 mm (f) y =  286.1 mm
Figure 98: Reynolds shear stress profiles in the corner-flow region of the F6 wing at x = 2852.6
mm and ↵ = 5 .
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(a) y =  236.6 mm (b) y =  239.1 mm
(c) y =  243.1 mm (d) y =  246.1 mm
(e) y =  256.1 mm (f) y =  286.1 mm
Figure 99: Mean velocity profiles in the corner-flow region of the F6 wing at x = 2892.6 mm and
↵ = 5 .
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(a) y =  236.6 mm (b) y =  239.1 mm
(c) y =  243.1 mm (d) y =  246.1 mm
(e) y =  256.1 mm (f) y =  286.1 mm
Figure 100: Reynolds normal stress profiles in the corner-flow region of the F6 wing at x = 2892.6
mm and ↵ = 5 .
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(a) y =  236.6 mm (b) y =  239.1 mm
(c) y =  243.1 mm (d) y =  246.1 mm
(e) y =  256.1 mm (f) y =  286.1 mm
Figure 101: Reynolds shear stress profiles in the corner-flow region of the F6 wing at x = 2892.6
mm and ↵ = 5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  246.1 mm (d) y =  266.1 mm
Figure 102: Mean velocity profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2747.6 mm and ↵ = 5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  246.1 mm (d) y =  266.1 mm
Figure 103: Reynolds normal stress profiles in the corner-flow region of the F6 wing with leading-
edge extension at x = 2747.6 mm and ↵ = 5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  246.1 mm (d) y =  266.1 mm
Figure 104: Reynolds shear stress profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2747.6 mm and ↵ = 5 .
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(a) y =  236.6 mm (b) y =  237.1 mm
(c) y =  239.1 mm (d) y =  241.1 mm
(e) y =  246.1 mm (f) y =  266.1 mm
Figure 105: Mean velocity profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2852.6 mm and ↵ = 5 .
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(a) y =  236.6 mm (b) y =  237.1 mm
(c) y =  239.1 mm (d) y =  241.1 mm
(e) y =  246.1 mm (f) y =  266.1 mm
Figure 107: Reynolds normal stress profiles in the corner-flow region of the F6 wing with leading-
edge extension at x = 2852.6 mm and ↵ = 5 .
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(a) y =  236.6 mm (b) y =  237.1 mm
(c) y =  239.1 mm (d) y =  241.1 mm
(e) y =  246.1 mm (f) y =  266.1 mm
Figure 108: Reynolds shear stress profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2852.6 mm and ↵ = 5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  246.1 mm (d) y =  251.1 mm
(e) y =  256.1 mm (f) y =  266.1 mm
Figure 109: Mean velocity profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2892.6 mm and ↵ = 5 .
158
(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  246.1 mm (d) y =  251.1 mm
(e) y =  256.1 mm (f) y =  266.1 mm
Figure 110: Reynolds normal stress profiles in the corner-flow region of the F6 wing with leading-
edge extension at x = 2892.6 mm and ↵ = 5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  246.1 mm (d) y =  251.1 mm
(e) y =  256.1 mm (f) y =  266.1 mm
Figure 111: Reynolds shear stress profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2892.6 mm and ↵ = 5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  241.1 mm (d) y =  246.1 mm
(e) y =  266.1 mm
Figure 112: Mean velocity profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2757.6 mm and ↵ =  2.5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  241.1 mm (d) y =  246.1 mm
(e) y =  266.1 mm
Figure 113: Reynolds normal stress profiles in the corner-flow region of the F6 wing with leading-
edge extension at x = 2757.6 mm and ↵ =  2.5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  241.1 mm (d) y =  246.1 mm
(e) y =  266.1 mm
Figure 114: Reynolds shear stress profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2757.6 mm and ↵ =  2.5 .
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(a) y =  237.1 mm (b) y =  238.1 mm
(c) y =  239.1 mm (d) y =  241.1 mm
(e) y =  246.1 mm
Figure 115: Mean velocity profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2887.6 mm and ↵ =  2.5 .
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(a) y =  237.1 mm (b) y =  238.1 mm
(c) y =  239.1 mm (d) y =  241.1 mm
(e) y =  246.1 mm
Figure 116: Reynolds normal stress profiles in the corner-flow region of the F6 wing with leading-
edge extension at x = 2887.6 mm and ↵ =  2.5 .
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(a) y =  237.1 mm (b) y =  238.1 mm
(c) y =  239.1 mm (d) y =  241.1 mm
(e) y =  246.1 mm
Figure 117: Reynolds shear stress profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2887.6 mm and ↵ =  2.5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  241.1 mm (d) y =  246.1 mm
(e) y =  251.1 mm (f) y =  256.1 mm
Figure 118: Mean velocity profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2922.6 mm and ↵ =  2.5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  241.1 mm (d) y =  246.1 mm
(e) y =  251.1 mm (f) y =  256.1 mm
Figure 119: Reynolds normal stress profiles in the corner-flow region of the F6 wing with leading-
edge extension at x = 2922.6 mm and ↵ =  2.5 .
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(a) y =  237.1 mm (b) y =  239.1 mm
(c) y =  241.1 mm (d) y =  246.1 mm
(e) y =  251.1 mm (f) y =  256.1 mm
Figure 120: Reynolds shear stress profiles in the corner-flow region of the F6 wing with leading-edge
extension at x = 2922.6 mm and ↵ =  2.5 .
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Figure 121: Repeat measurements of the mean velocity profiles at x = 2892.6 mm, y =  239.1
mm, and ↵ = 5  on the F6 wing with leading-edge extension.
Figure 122: Repeat measurements of the Reynolds normal stress profiles at x = 2892.6 mm, y =
 239.1 mm, and ↵ = 5  on the F6 wing with leading-edge extension.
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Figure 123: Repeat measurements of the Reynolds shear stress profiles at x = 2892.6 mm, y =
 239.1 mm, and ↵ = 5  on the F6 wing with leading-edge extension.
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Figure 124: Tunnel conditions during repeat profile measurements at x = 2892.6 mm, y =  239.1
mm, and ↵ = 5  on the F6 wing with leading-edge extension. Each color represents a different
repeat profile at this location on the junction model.
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Figure 125: Repeat measurements of the mean velocity profiles at x = 2892.6 mm, y =  239.1
mm, and ↵ = 5  on the F6 wing with leading-edge extension. The closed symbols denote data
acquired at a roll angle of 0  while the open symbols denote data acquired at a roll angle of 180 .
Figure 126: Repeat measurements of the Reynolds normal stress profiles at x = 2892.6 mm, y =
 239.1 mm, and ↵ = 5  on the F6 wing with leading-edge extension. The closed symbols denote
data acquired at a roll angle of 0  while the open symbols denote data acquired at a roll angle of
180 .
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Figure 127: Repeat measurements of the Reynolds shear stress profiles at x = 2892.6 mm, y =
 239.1 mm, and ↵ = 5  on the F6 wing with leading-edge extension. The closed symbols denote
data acquired at a roll angle of 0  while the open symbols denote data acquired at a roll angle of
180 .
Figure 128: Repeat measurements of the mean velocity profiles at x = 2887.6 mm, y =  239.1
mm, and ↵ =  2.5  on the F6 wing with leading-edge extension. The closed symbols denote data
acquired at a roll angle of 0  while the open symbols denote data acquired at a roll angle of 180 .
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Figure 129: Repeat measurements of the Reynolds normal stress profiles at x = 2887.6 mm, y =
 239.1 mm, and ↵ =  2.5  on the F6 wing with leading-edge extension. The closed symbols
denote data acquired at a roll angle of 0  while the open symbols denote data acquired at a roll angle
of 180 .
Figure 130: Repeat measurements of the Reynolds shear stress profiles at x = 2887.6 mm, y =
 239.1 mm, and ↵ =  2.5  on the F6 wing with leading-edge extension. The closed symbols
denote data acquired at a roll angle of 0  while the open symbols denote data acquired at a roll angle
of 180 .
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Figure 134: Power spectral densities of unsteady pressures measured at x = 2902.94 mm, y =
244.81 mm (Sensor 4) for a range of model pitch angles. The model was configured with the F6
wing.
Figure 135: Power spectral densities of unsteady pressures measured at x = 2956.94 mm, y =
262.79 mm (Sensor 13) for a range of model pitch angles. The model was configured with the F6
wing.
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Figure 136: Power spectral densities of unsteady pressures measured along a line a sensors (Sensors
8–13) located at y = 262.79 mm. The model was configured with the F6 wing and set at a pitch
angle of  2.5 .
Figure 137: Power spectral densities of unsteady pressures measured along a line a sensors (Sensors
8–13) located at y = 262.79 mm. The model was configured with the F6 wing and set at a pitch
angle of 0 .
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Figure 138: Power spectral densities of unsteady pressures measured along a line a sensors (Sensors
8–13) located at y = 262.79 mm. The model was configured with the F6 wing and set at a pitch
angle of 2.5 .
Figure 139: Power spectral densities of unsteady pressures measured along a line a sensors (Sensors
8–13) located at y = 262.79 mm. The model was configured with the F6 wing and set at a pitch
angle of 5 .
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Figure 141: Power spectral densities of unsteady pressures measured at x = 2902.94 mm, y =
244.81 mm (Sensor 4) for a range of model pitch angles. The model was configured with the F6
wing with leading-edge extension.
Figure 142: Power spectral densities of unsteady pressures measured at x = 2956.94 mm, y =
262.79 mm (Sensor 13) for a range of model pitch angles. The model was configured with the F6
wing with leading-edge extension.
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Figure 143: Power spectral densities of unsteady pressures measured along a line a sensors (Sensors
8–13) located at y = 262.79 mm. The model was configured with the F6 wing with leading-edge
extension and set at a pitch angle of  2.5 .
Figure 144: Power spectral densities of unsteady pressures measured along a line a sensors (Sensors
8–13) located at y = 262.79 mm. The model was configured with the F6 wing with leading-edge
extension and set at a pitch angle of 0 .
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Figure 145: Power spectral densities of unsteady pressures measured along a line a sensors (Sensors
8–13) located at y = 262.79 mm. The model was configured with the F6 wing with leading-edge
extension and set at a pitch angle of 2.5 .
Figure 146: Power spectral densities of unsteady pressures measured along a line a sensors (Sensors
8–13) located at y = 262.79 mm. The model was configured with the F6 wing with leading-edge
extension and set at a pitch angle of 5 .
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Figure 147: Power spectral densities of unsteady pressures measured at x = 1993.44mm, z = 47.32
mm (Sensor 27) for a range of model pitch angles. The model was configured with the F6 wing.
Figure 148: RMS pressure measured at x = 1993.44 mm, z = 47.32 mm (Sensor 27) for a range of
model pitch angles. The model was configured with the F6 wing.
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Figure 150: Power spectral densities of unsteady pressures measured at x = 1921.89mm, z = 54.46
mm (Sensor 24) for a range of model pitch angles. The model was configured with the F6 wing with
leading-edge extension.
Figure 151: RMS pressure measured at x = 1921.89 mm, z = 54.46 mm (Sensor 24) for a range of
model pitch angles. The model was configured with the F6 wing with leading-edge extension.
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Figure 155: Photograph of setup used to measure the probe laser beam unit vectors.
(a) LDV measurement volume located inside the model,
10 mm from the outer surface of the window.
(b) LDV measurement volume located outside the model,
50 mm from the outer surface of the window.
Figure 156: Photographs of the laser-beam pattern projected onto the calibration target with the
measurement volume positioned at two different y locations.
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(a) LDV measurement volume located inside the model,
10 mm from the outer surface of the window.
(b) LDV measurement volume located outside the model,
50 mm from the outer surface of the window.
Figure 157: Preprocessed images of the laser-beam pattern projected onto the calibration target with
the measurement volume positioned at two different y locations.
Figure 158: Example of processing steps on a region of interest (ROI) around an image of a laser
beam on the calibration target.
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(a) Pixel intensity values for a line passing through the grid on an image of the calibration
target.
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(b) Spectrum for the line of pixel intensity values passing through the grid on an image of
the calibration target.
Figure 159: Example of pixel intensity values for a line passing through the grid on an image of the
calibration target and the corresponding spectrum for that line of pixels.
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Figure 160: Breakdown of uncertainty sources for a single, instantaneous velocity measurement
with LDV probe 1.
Figure 161: Breakdown of uncertainty sources for a single, instantaneous velocity measurement
with LDV probe 2.
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