Abstract. It is known that in various random matrix models, large perturbations create outlier eigenvalues which lie, asymptotically, in the complement of the support of the limiting spectral density. This paper is concerned with fluctuations of these outlier eigenvalues of iid matrices Xn under bounded rank and bounded operator norm perturbations An, namely with λ( Xn √ n + An) − λ(An). The perturbations we consider are allowed to be of arbitrary Jordan type and have (left and right) eigenvectors satisfying a mild condition. We obtain the joint convergence of the (normalized) asymptotic fluctuations of the outlier eigenvalues in this setting with a unified approach.
1. Introduction 1.1. Background. Following the works of [3] and [4] investigating the asymptotic spectrum of perturbed empirical covariance matrices or spiked population models, various efforts have been undertaken to better understanding the outlier eigenvalues of perturbed random matrix models. In the Hermitian setting, the works of [7] , [8] , [16] , [17] , [11] , and [12] build up to an essentially complete picture of the asymptotic locations and normalized fluctuations of the outlier eigenvalues of bounded rank and bounded operator norm perturbations. This paper obtains the asymptotic fluctuations of outlier eigenvalues for the iid matrix ensemble under the same class of perturbations. Before stating our results, we introduce the theorem on the asymptotic location of the outlier eigenvalues due to [20] after presenting some introductory definitions and results. Definition 1. A iid matrix X is an infinite array of (complex) iid random variables (x i,j ) i,j≥1 which we identify with the sequence (X n ) n≥1 , X n = (x i,j ) 1≤i,j≤n . We assume that the atom distribution x = x 1,1 satisfies the moment conditions Ex = 0 and E|x| 2 = 1. We let Λ(Y ) denote the spectrum of Y and let
denote the empirical spectral distribution of X.
Theorem 1 (Circular law).
For an iid matrix X, we have
The circular law, which is the work of many authors (see [21] and references therein), in particular implies that the spectral radius of X/ √ n, ρ(X/ √ n), satisfies lim sup ρ(X/ √ n) ≥ 1 almost surely. The following is a complementary result; see [2] for a proof.
Theorem 2. Let X n be an iid matrix with atom distribution having bounded fourth moment. Then
converges to 1 almost surely as n → ∞. Moreover, for l ≥ 1, ( X √ n ) l converges to l + 1 almost surely as n → ∞. Now let A = A n be a deterministic matrix of rank O(1) and operator norm O(1). We will assume for notational convenience that Θ = Θ n := {λ ∈ Λ(A n ) : |λ| > 1} is independent of n for n sufficiently large and we let m θ denote the multiplicity of θ. Then the following theorem (due to [20] , with generalizations to other models in [15] , [18] and [6] ) shows that outliers in the spectrum of X √ n + A appear, in contrast to the situation in Theorem 2.
Theorem 3. Let X be an iid matrix with bounded fourth moment and let A and Θ be as above. For each θ ∈ Θ there exists
with |Λ θ | = m θ and for λ ∈ Λ θ , λ → θ almost surely.
To illustrate Theorem 3, in Figure 1 we have plotted the eigenvalues of a perturbed Gaussian matrix X/ √ n + A, with x having distribution N (0, 1) C and n = 1000. The two outliers near 2 correspond to the block ( 2 0 0 2 ) and the two outliers near 1.5 + i are from the block 1.5+i 1 0 1.5+i of A. Observe that the fluctuations from the Jordan block are larger; this phenomenon will be discussed later.
Model and statement of results.
The focus of our paper is the fluctuations λ − θ. More precisely, we obtain the limiting distribution of the normalized fluctuations when A is allowed to have arbitrary Jordan type and under certain sparsitiy and uniformity assumptions on the (left and right) eigenvectors of A. After introducing the main definition and theorem in this subsection, we will discuss simpler special cases in Subsection 1.3.
We now define the perturbation matrices we will consider in this paper, along with associated notation. To unify notation in this paper, for any complex vector z, we let and for s ∈ I, we write s = (i s , j s , k s , θ s ). Let I θ = {s ∈ I : θ s = θ}.
For fixed j, k and θ, let (v s ) k i=1 be the generalized eigenvectors corresponding to the jth block of J θ,k , and let v 1,j,k be the eigenvector for that block. Similarly define (u and for r ∈ I 2 , we write r = (s r , t r , θ r ).
For (s i , t i , θ i ) ∈ I 2 , i = 1, 2, we assume that the limits of the following inner products exist and define, for d 1 , d 2 ∈ {0, 1}, the scalars
We also assume the following convergence and define (G r ) r∈I2 by
. Lastly, we require the following technical assumption. Fix δ > 0 and let
Then we assume
Remark 1. The eigenvectors satisfying the convergence criteria of (2)-(5) are quite general, and are allowed to be of local, delocal and mixed types (see Remark 4). These eigenvector requirements are similar to those of [11] and [12] .
We denote the Schur complement of A in the block matrix
Recalling the notation of Theorem 3, we denote the elements of Λ θ by λ θ s for s ∈ I θ . We now state our main theorem.
Theorem 4. Let X be an iid matrix and A a perturbation matrix. We will assume the moment hypothesis E|x| m < ∞, with m defined as follows. First define c through
Then fix > 0 and set
Recalling (4), (2) and (3), we define the random variables (F r ) r∈I2 by
where (g r ) r∈I2 is a collection of centered complex Gaussians independent of (G r ) r∈I2 with mixed second moments specified by
are independent Gaussians. Depending on the Jordan structure J θ , the normalized fluctuations converge to the appropriate roots of eigenvalues of Schur complements of submatrices of F θ as specified in Theorem 4.
a,b=1 is a scaled complex Ginibre ensemble with atom distribution g satisfying Eg = 0, Eg 2 = 0 and E|g| 2 = |θ 2 | |θ 2 |−1 . If we now suppose further that J θ = θI m , then the m fluctuations associated to θ are given by the eigenvalues of the complex Ginibre ensemble specified above. By the circular law, they lie approximately uniformly in a disk of radius . This dependence of the rate of convergence on the size of the Jordan block is illustrated by the outliers in Figure 1 .
In [18] , the outlier eigenvalues of perturbations of the single ring model are studied and their locations and limiting fluctuations are obtained ([18, Theorem 2.9]) for finite rank and finite operator norm perturbations of arbitrary Jordan type. Note that the special case of the Ginibre ensemble, which is an iid matrix, is contained in this model as well. Our approach to dealing with perturbations of various Jordan types is similar and relies on a deterministic perturbation result known as the Lidskii-Vishik-Lyusternik perturbation theorem (see [13] , [22] , [14] and references therein) which we have reproduced in Appendix A. 
of a single outlier with n = 100 and A given by a i,j = 2δ (i,j)=(1,1) . In Figure 2a , the atom distribution x is distributed uniformly over the square [−l, l] 2 ⊂ C with l = 3/2 so that E|x| 2 = 1 (outlined in figure) . In Figure  2c In the case when A = vu * is of rank 1 and is delocalized ( u ∞ , v ∞ = O(n −1/2 )), they show that the outliers exhibit macroscopic fluctuations and demonstrate a convergence of these fluctuations to the zeros of a Gaussian analytic function. While this phenomenon does not occur with finite rank perturbations, some techniques of the proof are similar to the ones in our proof.
In the setting of finite rank perturbations of iid matrices, when Theorem 4 is specialized appropriately, our results coincide with [18, Theorem 2.9] for the Ginibre ensemble and with [6, Theorems 1.7 and 1.8] for local perturbations of the specified Jordan types. All other cases however, with X having a non-Gaussian atom distribution and A having general eigenvectors (see Remark 1), including the delocalized cases of (ii) and (iii), do not appear to have been explicitly addressed in the literature.
The main technical result of this paper is Proposition 1 which we prove using the moment method. We require a bounded number of moments in all cases and are able to obtain the limiting fluctuations in a more general setting with a unified approach.
The paper is organized as follows. In Section 2 we prove Proposition 1 which characterizes the joint asymptotic distribution of certain random variables arising from powers of X n appearing in the Neumann series of (X n / √ n − λ) −1 . In Section 3 we prove Lemma 7, which determines the joint limiting distribution of random variables related to a normalized resolvent of X n , namely of the form
Using Lemma 7, Theorem 4 is proven in Section 4, with the help of Proposition 2 from Appendix A, a deterministic perturbation result needed to understand the effect of Jordan blocks in perturbations. Appendix B presents the truncation argument that allows us to assume stronger hypotheses in Proposition 1 and Lemma 7.
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1.5. Notation. In this paper, n will be a parameter going to infinity and many quantities will be implicitly understood to depend on n. We will use the asymptotic notation X = O(Y ) and X Y to mean there is a constant C independent of n, but possibly dependent on other parameters, such that X ≤ CY for sufficiently large n. Similarly, we write X = Ω(Y ) to mean for some C and sufficiently large n, X ≥ CY . We write X = o(Y ) to mean lim n→∞ X/Y → 0. For a sequence of events E = E n , we say E occurs with high probability (w.h.p.) if P(E n ) = 1 − o(1) and with overwhelming probability if 1 − P(E n ) n −c for all c > 0. We will use ⇒ to denote convergence in distribution (and occasionally to denote implication) and finally, we write [k] for {1, 2, . . . , k}.
A central limit theorem 1
To obtain the limiting fluctuations of the outliers in Theorem 4, we will have to derive the joint asymptotic distributions for certain bilinear averages of the recentered and normalized resolvent, namely for
with u and v ranging over the generalized eigenvectors of the perturbation matrix A. To this end, in this section we prove Proposition 1 which obtains the limiting joint distribution for a bounded number of terms of the Neumann series of (12) . In Lemma 7 we will control the tail of (12), thus obtaining its limiting distribution.
Recall the notation introduced in (1) which we reproduce here for convenience. For any complex vector z, we let
Proposition 1. Let X be an iid matrix and
be a sequence of vectors in C n . We assume the hypotheses of Theorem 4 with
in the place of (u sr , v tr ) r∈I2 . Thus, in the place of (2) and (3), we assume the following limits and define the scalars
We will assume E|x| m < ∞ with m defined via (6) and (7).
where we have suppressed the n dependence for X n , u
For j = 1, we will assume that the following joint convergences in distribution and define the independent families (G
specified by (i) The G i,j 's are centered complex Gaussians for j ≥ 2 with mixed second moments given by
.
(ii) The collections of random variables
Note in particular that for j = k, Z i1,j and Z i2,k are asymptotically independent. and
, then by the classical central limit theorem, the G i,1 's are joint centered complex Gaussians with mixed second moments given by
(iii) Each u i and v j can be allowed to have a local and a uniformly delocalized part. Namely, we suppose that for some C independent of n and all
. In this case, the G i,1 's are a sum of a finite linear combination of the x i,j 's and an independent Gaussian. (iv) Finally, we mention an example that is not contained in the above cases.
Let p = 1, fix 0 < r < 1 and set u 1,k = v 1,k = r k c n with c n chosen such that u * v = θ := 2 say. Then G 1,1 is an infinite linear combination of the x i,j 's with exponentially decreasing entries.
Proof of Proposition 1.
Instead of assuming (7), via a truncation argument presented in Appendix B, it suffices to prove Proposition 1 under the stronger assumption that the atom distribution x satisfies the bound |x| ≤ K := o(n M ) with M = 2/m given by
with c defined by (6) . Furthermore, by decreasing c slightly (and decreasing ), we may assume max
instead. We will also assume without loss of generality that (u i , v i ) i∈ [p] are unit vectors.
In step 1, we show that (Z
In step 2, we derive the joint asymptotic distribution of (Z
A key part of the proof is contained in Lemma 5, whose proof we postpone to the end of this section.
Step 2 employs the moment method which, together with the truncation method (see Appendix B), contributes to the moment hypothesis. The moment hypothesis decays when the random variables (Z
are dealt with using the moment method; thus we deal with them separately.
We will need
Proof. This follows from the Cramér-Wold device (see [5, Chapter 1.7] ) and appears in [5, Exercise 1.4.2].
2.1.1.
Step 1. For j ≥ 2, define
Note that Z By Lemma 1, it suffices to show that
and 2 ≤ j ≤ m. We will need the following result.
Lemma 2. Let u and v be unit vectors in C n and X be an iid random matrix with atom distribution having mean 0, variance 1 and bounded fourth moment. Then
Remark 5. Lemma 2 is a special case of Lemma 9 which establishes the same statement for k that is allowed to grow polynomially with n. We postpone the proof to Subsection 3.1, where the result is needed in full generality. We remark that Lemma 2 can also be found in [20, Lemma 2.3].
Fix j ≥ 2 and let δ n = log n (any slowly growing function of n will suffice). By Lemma 2 and Markov's inequality, for any k ≥ 1,
occurs with high probability for any finite set of 2M unit vectors (u m )
Proof. Since X S is unchanged when restricting X S to an m × m submatrix containing S, we may assume m = n. If S = ∅, Lemma 3 is a consequence of Theorem 2.
from the triangle inequality. If the atom distribution x is symmetric, applying Theorem 2 to X and X yields the desired bound. To prove the lemma for general x, we will need a symmetrization argument from [19, Section 2.3.2] that we reproduce here for convenience. Letting X be an independent copy of X , we have
Since the operator norm is a convex function, we may apply Jensen's inequality to get
Removing the conditioning on X , we have
Now X − X has iid entries, so applying Theorem 2, we have
Applying Lemma 3 with
Now let
where we have used (20) and that a ≥ 2.
To bound E 1 , we have
Note that if j ≥ 2, then either m ≥ 1 or j − 1 − m ≥ 1 for 0 ≤ m ≤ k − 1. Hence the last line follows from (19) .
Since E|x kl | ≤ 1, δ n = log n and |L| = O(n 1/2−2δ ), we have E 1 → P 0 by Markov's inequality, and (17) follows.
2.1.2.
Step 2. We first state and prove the complex version of Wick's theorem (also known as Isserlis' theorem, see [10] ) which will be needed later. iY 1 , . . . , X n + iY n ) be a centered complex Gaussian vector. Thus the vector (X 1 , Y 1 , . . . , X n , Y n ) is multivariate normal. Then for any
where the sum is over all partitions P = k j=1 {p 2j−1 , p 2j } of [2k] into pairs. Also, the left hand side is 0 if I has odd length.
Proof. Wick's theorem is the statement of the lemma for multivariate centered real Gaussians. The complex version follows by expanding both sides of the equation into real and imaginary parts and applying Wick's theorem. Let
Switching the sums and applying Wick's theorem to E 2k l=1 W a l i l for each choice of the a l 's yields the result.
We now prove Proposition 1 for the collection of random variables (Z
. This part of the proof employs the moment method in a similar way to those in [20] and [6] . To avoid notational clutter on a first reading, one may set p = 1 to grasp the main ideas of the proof.
To handle the j = 1 case uniformly, in the proof we will abuse notation by writing
we will denote X L c by X j and finally, we define (21)
By Carleman's theorem for the case of a complex vector of random variables (see e.g. [1] ), it suffices to show that the multivariate mixed moments converge. Namely,
Then the left hand side of (22) is
Expanding the product in (23) will yield terms corresponding to the union of directed paths on the vertex set [n] with i r i,j + s i,j of them having length j for each 1 ≤ j ≤ m. We first introduce notation in order to write (23) as a sum n −Q1 * W (F ), with * and W (F ) defined appropriately. Next, we reduce the sum to terms with paths having multiplicity two and disjoint interior vertices (see Lemma 5) . Finally we apply the complex Wick theorem to obtain the proposition.
be the index set for the Z i,j 's. For s ∈ S we write s = (s a , s b , s c , s d ). Recalling (1), (23) can be written as
We let T := {(s, e) : s ∈ S and e ∈ [s b+1 ]} be the index set of terms within the Z i,j 's. For t ∈ T , we write t = (t s , t e ) = (t a , t b , t c , t d , t e ).
By a slight abuse of notation, we will write u t for u ta and u s for u sa . We denote the index set for terms in the expansion of (24) by
Finally for s ∈ S and F ∈ F let
and set
Now we can write (24) as
For each partition T = {T 1 , . . . , T q } of T , set
to be the set of terms F whose preimages induce the partition {T 1 . . . . , T q }. We can now write
We now define notation for the edges of the graph induced by the terms F . First, let E := {(t, t ) ∈ T 2 : t s = t s , t e = t e + 1} and fix a partition T = {T 1 . . . , T q } of T . For F ∈ F T and i, j ∈ [q] = [q(T )], let E T i,j := {e = (t, t ) ∈ E : t ∈ T i and t ∈ T j } and let
Since E|x| = 0, W x (F ) = 0 if |e| = 0 for any e ∈ E T . Thus defining
we have
Each F ∈ F can be interpreted as a union of paths on [n]. More precisely, letting T s := {t ∈ T : t s = s}, we define π F,s := F | Ts to be the path of F corresponding to term s ∈ S. The interior vertices of π F,s are defined to be F ({(s, e) : e = 2, 3, . . . , s b }).
Lemma 5. Assume the hypotheses of Proposition 1 and recall the notation introduced above. Let F 0 be the set of terms F such that each path π F,s for s ∈ S has multiplicity 2 and different paths have disjoint interior vertices.
We will postpone the proof of the lemma to the end of the section. Assuming the lemma, we now prove the proposition.
First suppose i r i,j + s i,j is odd for some j. Then F 0 is empty and the left-hand side of (22) is o(1) which matches the right-hand side by the vanishing of odd mixed moments of a centered complex Gaussian. For the rest of the proof, we can thus assume that for each j, i r i,j + s i,j is even.
We group the terms in F 0 as follows. Let S j := {s ∈ S : s b = j} and define P j to be the set of unordered partitions of S j into parts of size two. Note that by assumption, |S j | is even for all j.
For F ∈ F 0 , note by (25) and (28) that W (F ) does not depend on the interior points {f (s, e) : s ∈ S, e = 2, . . . , s b }. There are i,j (j − 1)(r i,j + s i,j ) such points which occur in pairs and can be chosen in n Q1 ways.
For F ∈ F 0 and j ∈ [m], let P F,j ∈ P j be the partition of P j induced by F . Then F satisfies the condition that for each part {p, q} ∈ P F,j , F (p, 1) = F (q, 1) and
Summing over the choices for interior points and F satisfying the above condition instead of summing over F ∈ F 0 incurs an o(1) error and we have
where, recalling (25),
Finally, using (13) and (21) 
On the other hand, we let P be the set of partitions of S into pairs and for s ∈ S, we set
sa,s b . Note that for j = k, EG i1,j G i2,k = 0 and hence G i1,j and G i2,k are independent. Applying Wick's theorem to the right hand side of (22) gives
where we have used Wick's theorem in the third line. Comparing (33) and (15) then concludes the proof of the proposition.
Note the following special cases of Proposition 1, where we write
and
Proof of Lemma 5.
Fix a partition T = {T 1 , . . . , T q } of T with |e| ≥ 2 for every e ∈ E T . We first rewrite the sum n −Q1 F ∈F T W (F ) as a product of terms over j ∈ [q].
Define T 1 := {t ∈ T : t e = 1}, T 2 := {t ∈ T : t e = t b + 1},
..
The w(t, i)'s account for the factors n −Q1 and W u,v (F ) in (27) and (29) respectively. Since E|x| a K (a−4)+ , using (30) we have
We would like to bound e∈E T K (|e|−4)+ by t∈T K * (t, i j(t) ) for some suitably defined K * in order to bound the right-hand side (37) by
We do this first for the expression e∈E T K |e| in order to motivate some of the technical definitions. Fix i 1 , . . . , i q ∈ [n] and assume for t ∈ T and j ∈ [q] that |u t,ij |, |v t,ij | = 0. Recall the parameter c ∈ [0, 1] from (2.1). For t ∈ T j , t 1 ∈ T 1 j and t 2 ∈ T 2 j , define
We first show that
Fix s ∈ S. Suppoes s b = 1. Then for δ and sufficiently small, 
The last line follows from M < max(1/4, c) which is a consequence of (16), .
where we have used u t ∞ v t ∞ n −c . Using (40) and (41) and taking the product over s ∈ S gives (39). We now define K * (t, i) in such a way that we have the analogous bound (42)
First, order the elements of
} arbitrarily for l = 1, 2, 3. We define the set C j ⊂ T j by the following conditions.
It is easy to verify that |C j \T
We now prove (42). Fix e ∈ E T and suppose e ⊂ T i × T j . Define e ⊂ e by e := {(s, t) ∈ e : s ∈ C i or t ∈ C j }.
It thus suffices to show
As in the proof of (39), we fix s ∈ S. Let C := j∈[q] C j and define 
K(t, i).
If |e s | = s b , this follows from (40) and (41). Now suppose |e s | < s b . We first show that |e s | ≤ |v s |. Choose l * such that (s, l * ) ∈ C and define the map f : e s → v s by
We see that f is injective and hence |e s | ≤ |v s |. Since K(t, i) ≥ K for t ∈ v s , we have
completing the proof of (42).
We can now use (42) in (37) to write
We now fix a part of T , say T 1 and consider W * (T 1 ). To prove Lemma 5, it suffices to prove the following.
Lemma 6.
(
Proof. We first show that
using (36), (38) and (16) .
. We have a similar bound for t ∈ T 2 . Finally, if t ∈ T 3 , then
Since K = o(n M ) and M ≤ min(1/2, c), we have the desired bound. This implies in particular that for any
We prove Lemma 6.(ii) first. For u and v unit vectors in C n , we will need the estimate
which follows from Hölder's inequality. Suppose |T 
by (45). Finally, suppose |T
We have a similar estimate if |T We now prove (iii). Assume first that e is an edge incident to distinct vertices, say e ⊂ T 1 × T 2 , and that |e| ≥ 3. By (ii), we may assume T and let C 1 = {s 1 , s 2 } and
We have a similar bound if e is a loop at say T 1 .
To complete the proof of the lemma, it remains to prove (i) in the cases not covered by (ii) and (iii). Thus, set |T 
Proof of Lemma 7
Recall the bilinear average of the normalized resolvent introduced in (12) in Section 2. In this section we control the tail of its Neumann series and, with the help of Proposition 1, obtain the joint limiting distribution of such terms in Lemma 7. This is the main ingredient in the proof of Theorem 4 which is presented in the next section.
Lemma 7. Fix complex numbers θ 1 , . . . , θ a with |θ j | > 1 for j ∈ [a] and suppose
be p pairs of vectors satisfying the hypotheses of Proposition 1. Let
Recall the definition of (G i,1 )
from Proposition 1 and define centered complex
with mixed second moments given by
where (49)
To prove the lemma, we split S i,j into three sums as follows. Fix cutoffs m > 0 and T n = log 2 n (T n = ω(log n) suffices) and define
where the G i,k are defined as in the statement of Proposition 1. Note that T A i,j is independent of n.
By Proposition 1 and the multivariate version of Slutsky's theorem (see [5] ), (14) and (15), and by inspecting (48) and (49), we see that
To prove Lemma 7, it suffices to prove Lemma 8. Define the event (51)
By hypothesis P(E n ) = 1−o(1) so it suffices to prove Lemma 7 (and hence Lemma 8) on E n . In the following, we fix an index j and set δ := |θ|−1
4 . Note that we have
We prove Lemma 8b first.
Proof. Recall that on E n , |λ| > 1 + 3δ (see (51)). By Theorem 2, ρ(X/ √ n) < 1 + δ w.h.p. and we can choose l such that (
We may assume without loss of generality that these events occur on E n . By submultiplicativity of the operator norm,
By the Cauchy-Schwarz inequality, we have
where the last line follows from our choice of T n = log 2 n.
To prove Lemma 8a, we will need Lemma 9. Let u and v be unit vectors in C n and set 
Assuming Lemma 9 we prove Lemma 8a on E n . Since (E|Z|) 2 ≤ E|Z| 2 , we have
where we have used Lemma 9 and (52) in the last line. Lemma 8(a) follows from letting m → ∞.
Remark 6. Note that by the truncation argument given in Appendix B, Lemma 9, and hence Lemma 8a, is valid under the moment hypothesis E|x| 4+ < ∞ for any fixed > 0.
3.1. Proof of Lemma 9. In this subsection we prove Lemma 9.
Proof. It suffices to show
Let T P := T | a=1 , T Q := T | a=2 and for t ∈ T , set t s := (a, b + 1). We will designate the terms in the expansion of (54) by
For F ∈ P , let F P := F | T P and
Then we have
For F ∈ P , let
denote the edges of F and let
Noting that E|x| = 0 and letting P := {F ∈ P : |e| ≥ 2 for all e ∈ E F }, we have
Now, for a fixed F ∈ P, let Figure 3 is an example with k = 4 with the paths (1, 2, 3, 4) and (2, 3, 4, 1) . Each vertex has indegree 2 and outdegree 2.
Shown in
We will first determine the main term from P and its contribution to (56).
Lemma 10. Suppose F ∈ P. Then |V | ≤ k + 1 and that equality occurs only when F P = F Q and |F P | = |F Q | = k + 1. Fix v ∈ V F and suppose d(v) = 1. Since each edge has multiplicity at least two, we have the following.
In particular, if two vertices of V have degree 1, then one has outdegree 1, the other has indegree 1 and the rest have both outdegree and indegree of at least 1. Since |e| ≥ 2 for each e ∈ E F , we also have
Thus, |V | ≤ k + 1 with equality occurring only when two of the vertices have degree 1 and the rest have degree 2. This proves the lemma.
We let P main := {F ∈ P : |V F | = k + 1}. We also let
Then, the contribution of P main ∪ P 0 to (56) is given by
We partition the remainder of P in the following way. First let
be the terms corresponding to the starts and ends of the paths. For t ≥ 0 and P a partition T 1 with |P | ≥ 2 if t = 0, let
Note that we exclude the trivial partition P = {T 1 } when t = 0 since P {T1},0 = P 0 . We let P 0 = P ={T1} P P,0 and for t > 0, we let P t = P P P,t .
It suffices to show that e∈E F (|e| − 4) + ≤ 2t. Since at most one vertex has no outgoing edge, |E F | ≥ k − t − 1. Also the |e|'s satisfy e∈E F |e| = 2k and |e| ≥ 2.
If |e| ≤ 4 for all e ∈ E F , there is nothing to prove. If |e 1 | ≥ 4 say, then
We now turn to controlling S p,t := | F ∈P P,t W u,v (F )|. To simplify notation, we will do this for the specific case
The cardinality of the last set is independent of the choice of indices i 1 , i 2 and i 3 , and in fact only depends on size of the partition P . We denote it by N |P | . Removing the restriction to distinct indices and using i |u i | = O( √ n), we may bound the contribution as nN |P | .
The case for a general partition is similar and we have the bound
where c P is the number of singletons in the partition P . To determine N |P | , we first choose the remaining vertices of V F in n k−t−|P | ways. We let N 2 = N 2 (t) be the maximum number of ways to choose E F , over P and V F . Similarly, we let N 3 = N 3 (t) be the maximum number of ways to choose E F , over P , V F and E F .
with |P | ≥ 2 if t = 0. Considering the possibilities for P and setting
For t ≥ 1, we have
where we have used the estimates t! > t t e t and (t+1)
), the last expression is decreasing for t ≤ k and bounding each term by the bound for the t = 1 term, we have
Proof of Theorem 4
Proof. We will work on the event
which occurs w.h.p. Fix θ ∈ Θ and for λ ∈ Λ θ , let
denote the resolvent of X/ √ n. On E, λ > ρ(X), so we may expand R λ as a Neumann series
We write the Jordan decomposition of A as A = V JU * where V (resp. U * ) is the n × rk(A) (resp. rk(A) × n) matrix of generalized right (resp. left) eigenvectors of A associated to nonzero eigenvalues of A satisfying U * V = 1 and J is the Jordan matrix of A restricted to nonzero eigenvalues with size rk(A)×rk(A). Starting with the eigenvalue equation det( X √ n + A − λ) = 0 and using the determinant identity det(1 + AB) = det(1 + BA), we have det X √ n + A − λ = 0 ⇒ det (1 + R λ A) = 0 1, . . . , 1, 2. . . . , 2, . . . , K, . . . K with k occurring with multiplicity m k . Let k i ×k j denote the size of block B i,j . This block decomposition is conformal with that of M induced by the J k 's. Let R = R n be the submatrix of P of size c × c with entries given by
Hence R is formed from the lower left elements of the blocks in the decomposition of P .
Let E k = R c k ×c k be upper left submatrices of R and let F k be the m k × m k Schur complement of E k−1 in E k , where we set F 1 := E 1 . Then, to leading order, the fluctuations f k,m,i are given by the k k-th roots of the m k eigenvalues of F k for each k ∈ [K]. If M has multiple eigenvalues, we apply the above procedure to each eigenvalue separately.
We remark on a few special cases of Proposition 2. We denote the entries of P = P n by p ij and assume p = O(
) (as will turn out to be the case in our applications).
(1) Suppose M = diag(θ 1 , . . . , θ d ) is diagonal with distinct eigenvalues. Let λ j denote the corresponding eigenvalues of M + P in the sense that λ j → θ j as n → ∞ Then f j := λ j − θ j = p jj (1 + o(1)). Appendix B.
In this appendix, we extend the results involving the moment method, namely Proposition 1 and Lemma 7 using a truncation argument (see [1] ). Consider the following two assumptions on the atom distribution x.
We show that if Proposition 1 and Lemma 9 hold for (i) with M < 1/2, then they hold for (ii).
Suppose we have (ii) with m > 4, corresponding to M = 2/m < 1/2. We first show that the event {|x ij | ≤ n M for all i, j ∈ [n]} occurs w.h.p. Indeed, we have
Since n 2 1 |x| m ≥n 2 ≤ |x| m and E|x| m < ∞, the last expression converges to 0 by the dominated convergence theorem. Now define the truncated random variablesx := x1 |x|≤n M andX = (X) ij bŷ X ij :=x ij . Whilex is bounded, it no longer has mean zero. On the other hand, for n sufficiently large, we have We first state a result that is a consequence of the proof in [2] . Following the notation of [2] we define δ := n M −1/2 so that |x| ≤ δ √ n. Fix z > k + 1 and p a positive integer. Then
In [2] (pg. 561), it is shown that E n ≤ n 
