The Infrared Multi-Object Spectrometer (IRMOS) is a facility-class instrument for the Kitt Peak National Observatory 4 and 2.l meter telescopes. IRMOS is a near-IR (0.8-2.5 µ m) spectrometer and operates at ~80 K. The 6061-T651 aluminum bench and mirrors constitute an athermal design. The instrument produces simultaneous spectra at low-to mid-resolving power (R = λ /∆λ = 300-3000) of ~100 objects in its 2.8×2.0 arcmin field.
INTRODUCTION
The Infrared Multi-Object Spectrometer (IRMOS) will see first light in 2003 at the Kitt Peak National Observatory (KPNO) near Tucson, Arizona. 1 Designed as a facility class instrument for the KPNO 4 and 2.1 meter Telescopes, it will explore the micro-electromechanical system (MEMS) spectrometer concept and provide a forefront scientific instrument for a team of scientists led by Dr. John W. MacKenty at the Space Telescope Science Institute (STScI), the NASA/Goddard Space Flight Center (GSFC) and KPNO. IRMOS is composed of two all-reflective, imaging systems that are confocal at a MEMS micro-mirror array (MMA; Figure 1 ). 2 The first stage is designed to relay the telescope focal plane to the MMA. The second stage is the spectrometer, which achieves resolving powers and 3000 in the J, H and K bands (0.8--2.5 µ m). The use of the MMA and challenging mass and volume constraints lead to a unique design for this spectrometer, requiring the use of off-axis, aspheric mirror prescriptions. 2 Six mirrors are used: two flat fold mirrors, two off-axis, concave conics, one off-axis, convex conic, and one off-axis concave biconic asphere. The fabrication and characterization of these mirrors is challenging. 3 We briefly discuss the mirror opto-mechanical design, which is covered in more detail elsewhere (Section 2). 3 We describe the measurement of mirror surface error and compare our results to instrument requirements (Sections 3 and 4). Specifically, we cover figure error testing at ~293 K and ~80 K, mid-frequency error measurements (for the flat mirrors), and microroughness measurements. The error budget, data reduction algorithm, and experimental difficulties associated with the cryogenic figure error testing are also discussed (Sections 5 and 6). The impact of the data on system performance is covered by Connelly, et al. 4 We conclude with a summary of our results and the lessons learned from the IRMOS mirror test program.
Mirror
Aperture ( 
OPTICAL AND MECHANICAL DESIGN
A summary of mirror optical and mechanical design is given here. A more detailed description of design and fabrication is presented by Ohl, et al. 
Mechanical Design
The use of aluminum 6061 mirror substrates and bench allow for a thermally predictable instrument design. The mirror blanks are stress relieved during fabrication to minimize change in figure error from room temperature to ~80 K. 5 The rear-mounting surface of M2 is depicted in Figure 2 . All the mirrors have a ~6:1 aspect ratio and an integral flexure mounting scheme. The three tabs are designed to flex in order to minimize surface distortion during mounting to the instrument optical bench. We produced at least two mirrors for each element. Characterizing each mirror across all ranges in spatial frequency allows us to designate each mirror as either 'baseline' or 'spare', i.e., one mirror is for instrument integration and the second is a spare. The orientation of the plane of the rear surface of the mirror substrate was chosen such that it is approximately normal to the average normal to the aspheric optical surface in order to make the thickness of the blank approximately constant. The rear surface is thus oriented in a seemingly arbitrary (but known) manner with respect to the vertex. Fabrication and in-process testing is covered by Ohl, et al. 
Optical Prescriptions and Tolerances
The optical prescription of each mirror is given in Table 1 . Note that the radius of M1 specifies it as a convex surface and that M4 is the sole biconic surface. A biconic is a toroid with different X and Y radii and conic constants (i.e., it has no axis of rotational symmetry). The surface error fabrication tolerances for the mirrors are similar. The aperture is located to ± 0.127 mm with respect to the mirror vertex. The rear surface scribe alignment fiducial placement tolerance is ± 0.125 mm and knowledge tolerance is ± 0.025 mm with respect to the vertex. The focus scribe alignment fiducials, one located on all four sides of the substrate, has a best effort placement tolerance and a knowledge tolerance of ± 0.125 mm. The angular orientation of the rear surface is ± 30 arcsec with respect to the vertex. The figure error * requirement for each mirror is < 0.1 λ RMS (λ =632.8 nm) over the full clear aperture, but the sub-aperture specification (for each field angle) is tighter and varies by mirror. The footprint of a single field angle differs for each mirror. The sub-aperture RMS specification is derived from scaling the full aperture specification by the ratio of the sub-aperture to the full aperture areas (Equation 1 The full-to-sub-aperture scaling described by Equation 1 assumes that the figure error across the full aperture is a smooth function dominated by low-order terms. 3 The system-level wavefront error budget includes a contribution from each mirror sub-aperture. Our tolerance analysis is based on the conservative assumption that the sub-aperture wavefront has the form of an equal mix of astigmatism and spherical aberration. 6 This model surface is used to calculate the less precise (lower information-content), RMS surface error fabrication specification. In addition, a ~0.05 λ RMS delta is expected for figure error change from room temperature to the operating temperature. 5 If the mirrors do not meet specification, they may cause degraded instrument throughput and/or spectral resolution.
* Surface error with spatial periods > ~10 mm. The microroughness * requirement for each powered mirror is < 10 nm RMS. The flat mirrors have a goal of < 2 nm RMS microroughness. Tool marks and other small-scale surface features cause scattering. This degrades the throughput of stages one and two and the contrast performance of the stage two spectrometer (spectral purity). These specifications were derived from a rough scatter analysis that assumed that the tool marks on mirrors act like an ideal grating. The flat mirrors were made smoother via "super polishing." 7 The mid-frequency † specification was left open because the vendor was not able to deliver on better than a "best effort" basis. 3 Mirror optical figuring was performed via diamond machining at the Laboratory for Micromachining at the University of Bremen (LFM). ‡
TEST PROCEDURE

Mid-frequency Error and Microroughness
An ADE Phase Shift MicroXAM white light interferometer is used to characterize mirror microroughness.
§ The MicroXAM is a non-contact 3D surface profiler capable of spatial resolutions as low as 0.3 nm and an amplitude sensitivity of ~0.01 nm across a 300×410 µ m field of view (at ×20 magnification). 8 The MicroXAM's Mapvue TM software uses a fringe-fitting algorithm to calculate a surface error map. For powered mirrors, low order, spherical and cylindrical terms are removed via a least squares fit to the surface error array and entry-wise subtraction.
Aluminum mirrors are soft and susceptible to scratching, so a non-contact method of profilometry is preferred for measuring mid-frequency errors. A Bauer Model 200 Profilometer ¶ is used to accomplish these measurements. 9 This laser profilometer has a spatial period range of 10--0.3 mm and an amplitude sensitivity of ~0.05 nm. The raw data is averaged over three, 20 mm scans for the flat mirrors. Sets of scans are taken twice in orthogonal directions across the mirrors, once along the direction of tool marks and once against. Mid-frequency testing of the powered mirrors is omitted for two reasons: the Bauer's testing requirements for aspheric surfaces are complex, and we also found that the mirrors' microroughness interfered with the Bauer's ability to produce mid-frequency measurements.
Null Testing for Figure Error
Null testing requires a test wavefront that matches the component's ideal prescription. Spherical and flat surfaces may be tested with "off the shelf" reference surfaces. The powered IRMOS mirrors do not lend themselves to straightforward null tests (Table 1) . ║ M1 and M2 are off-axis sections of convex and concave oblate ellipsoids, respectively. These rotationally symmetric oblate ellipsoids could be tested using a traditional null lens with the axis of the test setup aligned with the vertex of the parent surface. However, the off-axis aperture of the part and arbitrary orientation of the rear of the substrate with respect to the vertex introduce additional uncertainty for alignment. One solution would be to test the mirrors while they were still in their single point diamond turning (SPDT) spindle fixtures. However, these fixtures would be too large for cryogenic testing in our dewar. Since M4 is not rotationally symmetric, it is extremely difficult to test the mirror to our specifications with a traditional, rotationally symmetric null lens. Therefore, we used CGHs to null test these mirrors in a straightforward, normal incidence setup at both ~293 and ~80 K.
Figure Testing at Warm
Prior to cold testing, the figures of each of the 12 mirrors (six baseline and six spares) are tested at ambient, room temperature (293 K). The mirrors are each put through at least three warm tests to ensure repeatability from trial to trial. In order to verify best alignment for the figure test setups, we measure the wavefront error as a function of deliberate, A prolate ellipsoid can be tested in double-pass with the focus of the interferometer at one focus and a sphere at the other. 10 We do not present this data here. measured misalignment. A secondary goal of our testing is to measure as-built alignment fiducial locations with respect to the mirror vertex.
Differences in prescription required a unique CGH setup for each powered mirror. The warm test setup for one of the mirrors is depicted in Figure 3 . The M2 test setup (Figure 3a ) depicts a Zygo GPI Interferometer emitting a 4 inch converging spherical beam. * The beam passes through a CGH that is magnetically mounted on a six axis mount. The CGH redirects the converging beam in three different manners. It produces a null wavefront in first order that matches the aspheric surface of the M3 mirror. It also produces two beams that converge at the positions of the outrigger fiducials on the backside of the mirror substrate. Another area on the CGH produces a small, collimated beam. The mirrors are mounted using a stress-free mount that affords six degrees of freedom adjustment while allowing theodolite access to the mirror's rear surface and fiducials. A two axis cathetometer and theodolite (via a fold mirror) are positioned behind the mirror mount. Abbreviated test procedures for each mirror are as follows: 
M1
• Align the biconvex lens to the collimated LUPI ‡ (Laser Unequal Path Interferometer) test leg by overlapping both of the lens surface vertex returns on the LUPI's CCD camera. § 7
•
Autocollimate a theodolite off of a reference cube attached to the lens' mount.
• View the theodolite return from the cube while raising the lens 7 mm to its prescribed position to ensure that the lens does not rotate out of alignment. 
Figure Testing at Cold
Figure 3b depicts cold testing of the M3 mirror. While the process of aligning the CGH matches that of the warm tests, the cryogenic dewar that encloses the mirror prevents alignment using mirror fiducials. The dewar is mounted on a six axis translator with the mirror's surface ~431 mm from the CGH. Inside the dewar, the mirror is simply supported and taped to a diamond turned cold plate that is attached to a cold finger cooled by liquid nitrogen (LN2) flow. The reaction of the dewar's window to both 80K and vacuum conditions affects the CGH wavefront. Characterization of the window is required in order to subtract window-induced errors in software. An abbreviated procedure for cold testing is as follows:
4. Dewar testing
• Align and measure both window surfaces of the dewar when at warm, no vacuum conditions. • Evacuate the dewar and cool the mirror to ~80 K.
•
Once the cooling rate drops to < 0.1 K per 15 min interval, initiate a 60-minute soaking process.
• Take three cold vacuum shots of both the dewar window surfaces as well as the test mirror. 
CGH M2
• Close the camera shutter between the mirror and window and initiate a second soaking process.
*
• Once temperature stability is reached, open the shutter and retake measurements.
• Allow the mirror to warm to ~293K. Remeasure the mirror and window.
RESULTS
Microroughness
The results of micro-roughness testing with the Phase Shift MicroXAM are listed in Table 2a . Every mirror, with the exception of M4, has been characterized as being slightly over the 10 nm specification. The impact of this component level problem on system level performance is presented by Connelly, et al. 4 Contributing factors to the mirrors' microroughness are the grain structure of the aluminum and the groove structure from the diamond turning process, which is worsened by the inclusions in the aluminum 6061. 3 The grain structure causes a hazy or foggy surface after diamond turning, with a strongly preferred orientation. The aluminum stock contains additional impurities that tend to catch on the diamond tool and cause "snowball" effects across the surface of the mirror. Such inclusion marks are visible in Figure 4a . The dominant feature of this surface profile is the ~30 micron tool period. In our experience, this groove structure is dependent on the degree of impurities in the aluminum being machined. The much smoother flat mirror surface pictured in Figure 4b is a result of polishing via super-polishing technique . 7 The results are listed in Table 2b . The super-polishing method is only applicable to our flat mirrors, as the process would degrade the figure of the fast, off-axis aspheres.
* In order to minimize the influence of the window's thermal flux on the mirror, a camera shutter is closed between the mirror and window. Realigning the mirror during a 'shutter-test' is troublesome and will be omitted in the future. 
Mid-frequency
Results from testing fold mirrors on the Bauer Model 200 Profilometer are show in Figure 5a and Table 3 , where the X direction indicates scans that run parallel to the SPDT tool marks and the Z direction indicates scans that run perpendicular to this groove structure. Note that each scan was 20mm long and that the Y scale (in Angstroms) differs between the two plots. Data from the powered mirrors is unavailable due to complications with scanning rougher, aspheric surfaces. While no official instrument requirement exists for mid-frequency errors, we are anticipating RMS values < 100 Å after post-polishing. Mid-frequency error is also detected in figure measurements. An example is pictured in Figure 5 b and c. 
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Figure Error (warm)
Results of null testing each mirror are listed in Table 4 . The M3 mirrors met their full aperture specifications. Mirrors M1, M2, and M4 are worse than specification over the full aperture. None of the powered mirrors meet their subaperture figure requirements. However, the tolerance analysis assumes figure error that is equally dominated by astigmatism and spherical aberration and the measured surfaces are better than that conservative assumption. The measured figure error of each mirror is typically composed of a combination of lower order terms (e.g., astigmatism, spherical aberration, and coma) and mid-frequency errors (e.g., tool marks). While the measured RMS values apparently do not meet their specifications, the less deleterious contribution of lower order terms allows the mirrors to meet instrument image requirements when these data are included in an as-built instrument model. The two wavefront maps shown in Figure 6 provide a comparison between figure error dominated by lower order terms and figure error dominated by higher order terms. When the mirrors tend to be less rough on larger spatial periods, smaller spatial period, mid-frequency errors tend to dominate the RMS. Thus, the diamond machining grooves are more apparent in the measurement of the baseline M3. The spare M1's blurred surface map is dominated by lower-order terms confirmed by its higher RMS value.
A concern with CGH null testing is ensuring that the position of the mirror under test is indeed at global best-alignment position. In order to validate system alignment, we adjusted the mirrors out of alignment in rotation by increments of three arcmin and recorded the wavefront interferograms. The test results from mirrors M3 and M4 are illustrated in Figure 7 . By adjusting the mirror in tip (R X ) and tilt (R Y ), compensating decenters varied linearly and ranged approximately +/-1.9mm. The data are compared to results from a ray trace model to ensure that our best alignment positions were not local minima.
Mirror fiducial characterization for 'as-built' alignment positions proved to be problematic. We attempted to map the translations and rotations of the as-built mirror alignment fiducials to the CGH fiducials, but the data were inconsistent between trials with scatter as large as several arcmin in rotations and 0.25-0.5 mm in translations. Each mirror's 'asbuilt' best alignment position remains essentially uncharacterized relative to the CGH alignment fiducials. However, the 
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mirror and CGH alignment fiducials were very useful for rough alignment of the mirror to the CGH. This result was not expected and is an important "lesson learned."
Figure Error (cold)
Results from testing mirror M3 at 80K are displayed in Figures 8 and 9 . In both examples, effects from the dewar's window and mirror prescription change have been subtracted using commercial software (Section 5). Figure 8 shows that M3's figure degrades to worse than the 0.1 λ RMS specification. The change in figure error is expected to be about 0.05 λ RMS for a stress-relieved mirror. 5 Subtracting the warm figure error data from the cold array (entry-wise) for three thermal cycles produced the data depicted in Figure 9 . Cold testing completed on a component level (i.e., the flat mirrors and M3) indicates that the mirrors will not deform radically at operating temperature. 
COLD TEST DATA REDUCTION
Reduction of the data from the mirror cold tests remains a "work in progress" as of this writing, but useful results have been obtained from the method developed thus far. The desired result of the data reduction algorithm for a given test trial was to obtain the mirror's figure error at 80K. Three sources of measured figure error arise in the cold test which are not present in the room temperature test. The first is the expected mirror figure change due to the theoretical 0.398% shrinking of the aluminum 6061 mirror's dimensions between 293K and 80K. 5 The second is the contribution of the test dewar window to system wavefront error, which deforms into a meniscus shape under vacuum, followed by a slight return toward its undistorted form when the dewar is cooled to ~80 K. The third is the unknown change in figure due to stresses in the aluminum mirror. Removing the contribution of the first two to detect the third component is the goal.
ZEMAX™ is chosen to process the data because the Zernike surface choices in the program provide a convenient means to place interferometrically measured figure error onto a modeled surface.
* For each test trial, the two dewar window surfaces are measured using a reference flat on the interferometer. The window outer surface figure is obtained directly from the measured wavefront by using the phase measuring software's Zernike polynomial fitting capability. Obtaining the figure of the window inner surface is trickier because the wavefront reflected from that surface passed through the outer surface and the window substrate twice before being measured (at 80K, the substrate may develop an index or thickness gradient due to a radial temperature gradient) 5, 12 . This is accomplished by first entering the Zernike coefficients (in units of waves, scaled to unity) fitted from the wavefront measured off the inner surface, to the merit function of the window test model. The window inner surface is then set as a Zernike Fringe Sag surface, with the coefficients set as variables. The values of the coefficients are then adjusted (the model optimized) until the system performance targets are reached (merit function minimized). This algorithm yields the window's actual figure for each test trial.
With the window's figure in hand, it is straightforward to obtain the mirror's cold figure error. In a model of the mirror cold test, the mirror's theoretical cold figure is placed on the mirror's surface, and the window's surface figures, obtained by the method detailed above, are placed on the window surfaces. The mirror's measured wavefront, which includes the error contributed by both the window and the expected shrinkage of the mirror, is fitted by a 36-term Zernike polynomial sum. The coefficients from this sum (units of waves, scaled by -1) are then placed on the mirror's surface in the model. When rays are traced through this system, the influences on the wavefront of the expected mirror figure change and dewar window are effectively removed, yielding a modeled wavefront that closely approximates the mirror's cold figure error alone. This algorithm was tested by comparing measurements of M3's figure with and without the dewar window in the optical path. With the window present, the system is tested both at ambient pressure and under vacuum. For both cases, the modeled wavefront with the window influence removed closely matched the measured wavefront without the window in terms of qualitative appearance and RMS figure error amplitude. For one M3 mirror with no window in the optical path, the measured RMS figure error (with polynomial fit residuals removed) is 0.081 λ. For the window, ambient pressure case, the modeled RMS is 0.077 λ, and for the vacuum case the RMS is 0.078 λ.
TOLERANCE ANALYSIS
For each mirror tested, the CGH vendor prepared a detailed tolerance analysis for the test. 13 The largest potential error sources (not including alignment) were due to interferometer and CGH substrate contributions to the wavefront error. The budgeted tolerance for the interferometer was 0.020 λ for each test, and ranged from 0.006 to 0.016 λ for the CGH transmitted wavefront distortion (TWD). The CGH TWD was measured by the vendor and provided the stated tolerance. Prior to testing the IRMOS mirrors, each interferometer used for testing was checked by testing a reference spherical mirror with RMS wavefront error certified to be < 0.010 waves. For both interferometers, the measured RMS wavefront of the reference mirror fell below 0.015 λ. After testing several of the IRMOS mirrors, it was determined that the contributions from the interferometer and CGH were not significant enough to warrant accounting for their influence during mirror test data reduction.
The 15 cm diameter biconvex lens required for the M1 test provided an additional source of error. The radii of curvature of the lens surfaces were measured by the lens vendor and incorporated into the design of the CGH. Unknown errors in surface figure, thickness, and index contributed 0.046 waves RMS to the error budget and needed to be accounted for. To measure these errors, a CGH test was designed specifically for the lens. This test showed that the lens error, with contributions from the interferometer and the lens CGH removed, was 0.021 waves RMS. This was also considered to be insignificant relative to the RMS figure error of M1, and so was not removed to obtain the M1 results.
CONCLUSION
Optical testing of the IRMOS mirrors show that they essentially meet specifications for figure error. Figure error testing at ~293 K demonstrates that several mirrors do not meet the vendor specification for figure error, yet meet instrument image requirements when included in an as-built instrument model. Cold testing at ~80 K has thus far established that the mirrors will not deform in an unanticipated manner during transition to the operating temperature. Both microroughness and mid-frequency error measurements illustrate a problematic, periodic groove structure from the diamond machining process. Their effects will be mitigated on the system level by characterization, modeling, straylight baffling, and data reduction. Problems with characterizing as-built mirror optomechanical alignment fiducials on a component level have provided an important lesson learned.
