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Abstract
We determine the shape which minimizes, among domains with given measure, the first eigenvalue of
a nonlocal operator consisting of a perturbation of the standard Dirichlet Laplacian by an integral of the un-
known function. We show that this problem displays a saturation behaviour in that the corresponding value
of the minimal eigenvalue increases with the weight affecting the average up to a (finite) critical value of this
weight, and then remains constant. This critical point corresponds to a transition between optimal shapes,
from one ball as in the Faber–Krahn inequality to two equal balls.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
In the recent literature there have appeared several non-standard Euler–Lagrange equations for
variational problems. Some of these involve also integral terms over all the considered domain,
with the consequence that many of the important properties usually associated to these problems,
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problems may be found in [10], while some more recent examples of this type may be found
in [7,12,19]. A relevant early example arising in reaction diffusion equations describing chemical
processes was considered in [20].
The purpose of the present paper is to study a saturation phenomenon in the context of shape
optimization for nonlocal problems as described above. More precisely, we shall consider the
functional
Qα(u,Ω) =
∫
Ω
|Du|2 dx + α(∫
Ω
udx)2∫
Ω
u2 dx
,
together with the associated minimization problem, namely,
λ(α,Ω) = inf
u∈H 10 (Ω)
Qα(u,Ω).
Here Ω is a bounded open set in Rn, with n  2, and α is a real parameter associated to the
strength of the added nonlocal term. The minimization of the above functional leads to the eigen-
value problem
⎧⎪⎨
⎪⎩
−u + α
∫
Ω
udx = μu in Ω,
u = 0 on ∂Ω.
(1.1)
Clearly λ(α,Ω) is the first eigenvalue of the operator Lαu := −u + α
∫
Ω
udx (defined in
H 2(Ω) ∩ H 10 (Ω)) and we are now interested in the related shape optimization problem. More
precisely, for a given α, we are interested in finding the optimal domain Ω which minimizes
λ(α, ·) among all Ω with a given measure ω, that is,
inf|Ω|=ω infu∈H 10 (Ω)
Qα(u,Ω). (1.2)
When α vanishes, the optimal domain is the ball and it is provided by the well-known Faber–
Krahn inequality (see, for instance, [17]), stating that
λ(0,Ω) λ
(
0,Ω
)= ω
2/n
n j
2
n/2−1,1
|Ω|2/n (1.3)
where Ω is the ball centered at the origin, with the same measure as Ω .
The main result of the present paper is the identification of the minimizer to problem (1.2),
showing that the presence of the nonlocal term does affect the result. More precisely, we prove
the following
Theorem 1.1. For every n 2 there exists a positive value
αc =
23/nω2/nn j3n/2−1,1Jn/2−1(21/njn/2−1,1)
1/n 1/n 1/n2 jn/2−1,1Jn/2−1(2 jn/2−1,1) − nJn/2(2 jn/2−1,1)
2354 B. Brandolini et al. / Advances in Mathematics 228 (2011) 2352–2365Fig. 1. The continuous line represents the minimum of λ(α,Ω) among the open bounded sets of measure ωn as a
function of α. For α  αc/ω1+2/nn it corresponds to the eigencurve λ(α,B1) (i.e.: first eigenvalue computed on the
unitary ball B1), while for α  αc/ω1+2/nn to the eigencurve λ(α,B(1/2)1/n ∪B(1/2)1/n ) (i.e.: first eigenvalue computed
on the union of two disjoint balls of equal radii). In the figure it is also represented with a dashed line the qualitative
behaviour of the eigencurve of the first eigenvalue computed on the union of two balls having radii R1 and R2, R1 = R2.
such that, for every bounded, open set Ω in Rn and for every real number α, it holds
λ(α,Ω)
⎧⎨
⎩
λ(α,Ω) if α|Ω|1+2/n  αc,
22/nω2/nn j2n/2−1,1
|Ω|2/n if α|Ω|1+2/n  αc.
If equality sign holds when α|Ω|1+2/n < αc then Ω is a ball, while if equality sign holds when
α|Ω|1+2/n > αc then Ω is the union of two disjoint balls of equal measure.
Furthermore when Ω is a ball and α|Ω|1+2/n  αc, then λ(α,Ω) is simple and the corre-
sponding eingenfunction is monotone radially symmetric, while, when Ω is the union of two
disjoint balls of equal radii and α|Ω|1+2/n  αc , then λ(α,Ω) is simple and the corresponding
eingenfunction has mean value zero, more precisely it coincides with the first Dirichlet Laplacian
eigenfunction on one ball and it is the same function with opposite sign on the other ball.
The transition between the two minimizers given by the result above is illustrated in Fig. 1.
This is an example of a saturation phenomenon in optimization where there is a threshold in
the values of a parameter, in this case, α = αc/|Ω|1+2/n, such that above this critical value the
functional being optimized can no longer be improved and the optimal value remains constant –
see [11] for another example of this effect. Our result also shows that regardless of the value of α
(provided it is positive), the minimization of (1.2) is affected by the nonlocal term since, for ω
big enough, the minimizer in (1.2) does become the union of two disjoint balls of equal radii.
This last effect is a consequence of the fact that the operator in problem (1.1) does not behave
like the usual Dirichlet Laplacian with respect to rescaling of the domain. More precisely, in this
instance we will have
λ(α, tΩ) = 1
t2
λ
(
tn+2α,Ω
)
,
instead of λ(0, tΩ) = 12 λ(0,Ω).t
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connection with Brownian motion with random jumps in the case of the standard Lebesgue mea-
sure, in which case the problem studied in that paper may be reduced to ours. For other problems
where the solution of a shape optimization problem is reduced to the optimization among balls
of different radii see [3,4,12,18,21].
The plan of the paper is the following: in Section 2 we give the basic notation and properties
of rearrangements and nonlocal problems which will be needed in the rest of the paper; Section 3
then contains the proof of Theorem 1.1. A short discussion on the behaviour of the critical value
of α, at which the transition takes place, is also given at the end of this section.
2. Notation and preliminaries
2.1. Some basic notation and facts for the Dirichlet Laplacian
We recall here some properties on eigenvalues and eigenfunctions of the Dirichlet Laplacian
used in what follows:
(a) Among all the bounded, open sets in Rn with given measure, the ball is the unique set
achieving the minimum first eigenvalue (see, for instance, [17]);
(b) Among all the bounded, open sets in Rn with given measure, the union of two disjoint
balls having equal radii is the unique set achieving the minimum second eigenvalue (see, for
instance, [15]);
(c) The first eigenvalue of the union of two disjoint balls with radii R1 < R2 coincides with the
first eigenvalue of the ball with the largest radius R2. Hence it is simple and any associated
eigenfunction is identically zero on the small ball and it does not change sign on the large
ball;
(d) The first eigenvalue of the union of two disjoint balls with equal radii is not simple and there
exists an associated eigenfunction with zero average.
The main part of the proof of Theorem 1.1 consists in comparing eigenvalues for domains
consisting of two balls, since by a rearrangement argument these will provide a lower bound for
the first eigenvalue in (1.1). We will denote by
ωn = 2π
n/2
nΓ (n2 )
the measure of the unitary ball in Rn, by BR a generic ball of radius R and by B(t) the family of
sets of measure t which are the union of two disjoint balls.
Finally, we shall denote, as usual, the Bessel function of the first kind of order ν by Jν(z), and
the corresponding kth positive zero by jν,k . With this notation, we have that the first Dirichlet
eigenvalue of the Laplace operator on a ball BR is given by j2n/2−1,1/R2. From this fact, taking
into account (b), we get
21/njn/2−1,1 < jn/2,1 < jn/2−1,k, k  2, (2.1)
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j2n/2,1 is the second eigenvalue on the unitary ball and j
2
n/2−1,k correspond to higher (k  2)
eigenvalues on the unitary ball.
2.2. Some rearrangement properties
Let Ω be a bounded, open set in Rn, we denote by Ω the ball centered at the origin with
measure equal to |Ω|. If u : Ω → R is a measurable function, the distribution function of u is
defined by
m(t) = ∣∣{x ∈ Ω: ∣∣u(x)∣∣> t}∣∣, t  0,
while the decreasing rearrangement of u is
u∗(s) = sup{t  0: m(t) s}, s ∈ (0, |Ω|).
The spherically symmetric decreasing rearrangement of u is now given by
u(x) = u∗(ωn|x|n), x ∈ Ω.
By definition it holds
‖u‖Lp(Ω) =
∥∥u∥∥
Lp(Ω)
, 1 p +∞ (2.2)
(see, for instance, [22]). We recall the Pólya–Szegö inequality stating that
∫
Ω
|Du|2 dx 
∫
Ω
∣∣Du∣∣2 dx, u ∈ H 10 (Ω). (2.3)
Moreover when equality sign holds in (2.3) and
∣∣{∣∣Du∣∣= 0}∩ (u)−1(0, ess supu)∣∣= 0, (2.4)
then u = u (or u = −u) a.e. in Rn (with the natural extension to zero outside their domains),
up to a translation (see [5]). We observe that condition (2.4) is satisfied when, for instance,
∣∣{|Du| = 0}∩ (u)−1(0, ess supu)∣∣= 0.
2.3. Some basic properties of the nonlocal problem
We are interested in the operator Lα defined by
Lαu := −u + α
∫
udx
Ω
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the last few years (see, for instance, [2,9,13,14]). The properties which will be fundamental in
the sequel are collected in the following
Proposition 2.1. The operator Lα defined above satisfies the following properties:
(1) for all real values of α, Lα is self-adjoint with respect to the usual L2 inner product;
(2) for all real values of α, Lα is bounded from below and its spectrum consists only of eigen-
values with finite multiplicities;
(3) if a real number μ is an eigenvalue of Lα for some nonzero α, either μ is also an eigenvalue
of the local problem (α = 0) or there exists no other real value of α for which μ is an
eigenvalue of Lα; in the former case, μ is an eigenvalue of Lα for all real α;
(4) a number μ is an eigenvalue of Lα for all α if and only if it is an eigenvalue of the local
problem having an eigenfunction with zero average in Ω;
(5) for nonpositive α and connected Ω , the first eigenvalue is simple and the corresponding
eigenfunction may be taken to be positive;
(6) the first eigenvalue λ(α,Ω) is Lipschitz continuous and non-decreasing with respect to α
(increasing below the second eigenvalue of the local problem);
(7) for all nonnegative values of α, when Ω is the union of two disjoint balls of equal radii, then
the first eigenvalue is 2
2/nω2/nn j
2
n/2−1,1
|Ω|2/n ; the corresponding zero average eigenfunction is the
first Dirichlet Laplacian eigenfunction on one ball and the same function with the opposite
sign on the other ball;
(8) for nonnegative values of α, the first eigenvalue satisfies λ(α,Ω) ω
2/n
n j
2
n/2−1,1
|Ω|2/n ;
(9) for any given Ω there exists a positive value of α such that the corresponding first eigenvalue
λ(α,Ω) is greater or equal than
22/nω2/nn j2n/2−1,1
|Ω|2/n .
Proof. Properties (1) and (2) follow from the fact that we are dealing with a bounded rank one
perturbation of the Laplacian, and their proofs may be found in [9,14].
Properties (3) and (4) are also a consequence of the nonlocal term being of rank one, and their
proofs in more general situations may be found in those papers – see also [19] – and so here we
just give an idea of the proof. Assume that a number μ is an eigenvalue for two distinct values
of α, say α1 and α2. Then we have that the corresponding eigenfunctions, say u1 and u2, satisfy
−u1 + α1
∫
Ω
u1 dx = μu1,
−u2 + α2
∫
Ω
u2 dx = μu2.
Multiplying the first equation by u2 and the second by u1, integrating over Ω and subtracting
yields
(α1 − α2)
∫
u1 dx
∫
u2 dx = 0.
Ω Ω
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zero average, and hence satisfies the local equation.
Property (5) when α = 0 is well known (see, for instance, [8, Theorem 2, p. 336]) and follows
from the fact that an eigenfunction corresponding to the first eigenvalue λ(0,Ω) cannot change
sign. When α < 0 we observe that, for any u ∈ H 10 (Ω), we have Qα(u,Ω)Qα(|u|,Ω) with
equality if and only if u has constant sign. Therefore an eigenfunction corresponding to λ(α,Ω)
must have constant sign and the simplicity again follows by the same standard arguments used
for α = 0.
Property (6) is the consequence of the following trivial inequalities
Qα(u,Ω)Qα+ε(u,Ω)Qα(u,Ω) + |Ω|ε for all ε > 0,
which implies, taking the minimum over all u ∈ H 10 (Ω), that
λ(α,Ω) λ(α + ε,Ω) λ(α,Ω) + |Ω|ε for all ε > 0.
Strict inequality holds when the eigenfunction relative to λ(α,Ω) has nonzero average and so, in
view of (3) and (4), when λ(α,Ω) is below the second eigenvalue of the local problem.
Property (7) is a consequence of property (4) and the fact that 2
2/nω2/nn j
2
n/2−1,1
|Ω|2/n is the first
Laplace Dirichlet eigenvalue on Ω when Ω is union of two balls of equal radii and it admits an
eigenfunction having zero average. More precisely this eigenfunction is the positive first Dirich-
let Laplacian eigenfunction on one ball and the negative one on the other ball.
Property (8) is a straightforward consequence of the monotonicity of λ(α,Ω) with respect
to α (property (6)) and Faber–Krahn inequality (1.3).
Property (9) can be deduced computing the limit of λ(α,Ω) as α → +∞. Trivial compactness
arguments show that there exists a sequence of eigenfunctions u1α corresponding to λ(Ω,α),
with ‖u1α‖L2(Ω) = 1, weakly converging in H 10 (Ω) and strongly in L2(Ω) to u1 and
lim
α→+∞λ(α,Ω) =
∫
Ω
|Du1|2 dx = inf
{∫
Ω
|Du|2 dx∫
Ω
|u|2 dx : u ∈ H
1
0 (Ω),
∫
Ω
udx = 0
}
= Λ(Ω).
Since in [12] it has been proved that Λ(Ω) 2
2/nω2/nn j
2
n/2−1,1
|Ω|2/n the proof is complete. 
Remark 2.1. In the case where the second eigenvalue of the local problem has an eigenfunction
with nonzero average in Ω (Ω connected), the first part of property (5) above (simplicity of the
first eigenvalue) may be extended to any real value of α. This condition implies that the second
eigenvalue of the local problem will have one nontrivial eigencurve passing through it. This
means that there will be one part of the branch of this eigencurve below the second eigenvalue
of the local problem. Due to property (3) it follows that this cannot intersect the first eigencurve.
Note also that since the operator is self-adjoint, for any given real value of α there will exist
either one or two eigenvalues (counting multiplicities) below the second eigenvalue of the local
problem.
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such that the corresponding lowest eigenvalue of (1.1) cannot correspond to a positive eigenfunc-
tion. This follows by integration of (1.1) over Ω and may already be found in [2].
3. Proof of Theorem 1.1
The proof is divided in several steps. Firstly we observe that for negative values of α the
statement in Theorem 1.1 is straightforward: it does not differ from the local problem (α = 0)
and can be obtained via standard symmetrization arguments (see [17, Theorem 4.1.1 and The-
orem 4.1.2]). Nevertheless, for the sake of simplicity, we will sketch the proof. Let u be an
eigenfunction corresponding to λ(α,Ω), then using (2.2) and (2.3) we have
λ(α,Ω) = Qα(u,Ω)Qα
(|u|,Ω)Qα(u,Ω) λ(α,Ω).
When Qα(|u|,Ω) = Qα(u,Ω) = Qα(u,Ω), we can assume u  0 and, since u is analytic
in Ω , then (2.4) holds true and u = u (up to a translation). The set {x ∈ Ω: u(x) > 0} is a
ball and hence if λ(α,Ω) = λ(α,Ω) then Ω is a ball. Next we prove that for positive α any
minimizer of λ(α,Ω), among all bounded, open sets with given measure, is the union of two
disjoint balls.
Proposition 3.1. Let α > 0 and let Ω be a bounded, open set in Rn, Ω /∈ B(|Ω|); then there
exists Aα = BR¯1 ∪ BR¯2 ∈ B(|Ω|) such that
λ(α,Ω) > λ(α,Aα) = min
A∈B(|Ω|)
λ(α,A).
Proof. Let u be an eigenfunction of (1.1). Once set Ω+ = {x ∈ Ω: u(x) > 0}, Ω− =
{x ∈ Ω: u(x) < 0}, u+(x) = max{u(x),0}, u−(x) = max{−u(x),0}, Pólya–Szegö principle
(2.3) and (2.2) imply
λ(α,Ω) =
∫
Ω
|Du|2 dx + α(∫
Ω
udx)2∫
Ω
u2 dx

∫
Ω

+
|D(u+)|2 dx + ∫
Ω

−
|D(u−)|2 dx + α(∫
Ω

+
(u+) dx − ∫
Ω

−
(u−) dx)2
∫
Ω

+
(u+)2 dx + ∫
Ω

−
(u−)2 dx
 min
(z,w)∈H 10 (Ω+)×H 10 (Ω−)
∫
Ω

+
|Dz|2 dx + ∫
Ω

−
|Dw|2 dx + α(∫
Ω

+
zdx + ∫
Ω

−
w dx)2∫
Ω

+
z2 dx + ∫
Ω

−
w2 dx
 inf
A∈B(|Ω|)
λ(α,A), (3.1)
where Ω+ and Ω

− are two balls with the same measure as Ω+, Ω− respectively.
Being u analytic in Ω then (2.4) holds and, if u+ or u− are not radially symmetric, then the
first inequality in (3.1) is strict. On the other hand if u+ or u− are both monotone radially sym-
metric, since Ω /∈ B(|Ω|), then |Ω+| + |Ω−| < |Ω|. Using the strict monotonicity of Dirichlet
eigenvalue with respect to homotheties, we deduce that the third inequality in (3.1) is strict.
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Next, in view of Proposition 3.1 we can restrict our study to domains made of two balls BR1
and BR2 , such that BR1 ∪ BR2 ∈ B(|Ω|). Problem (1.1) then becomes
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
−u + α
( ∫
BR1
udx +
∫
BR2
v dx
)
= μu in BR1 ,
−v + α
( ∫
BR1
udx +
∫
BR2
v dx
)
= μv in BR2 ,
u = 0 on ∂BR1 , v = 0 on ∂BR2 .
(3.2)
We observe that not necessarily both R1 and R2 are different from zero.
On account of properties (7) and (8) we can restrict our investigation to those eigenvalues μ
which are in the range (
j2n/2−1,1ω
2/n
n
|Ω|2/n ,
22/nj2n/2−1,1ω
2/n
n
|Ω|2/n ).
Proposition 3.2. For every μ ∈ ( j
2
n/2−1,1ω
2/n
n
|Ω|2/n ,
22/nj2n/2−1,1ω
2/n
n
|Ω|2/n ) and for every R1,R2  0, such that
ωn(R
n
1 + Rn2 ) = |Ω|, there exists a unique value of α, that is αμ given by
1
αμ
= ωn(R
n
1 + Rn2 )
μ
− nωn
μ3/2
[
Rn−11
Jn/2(
√
μR1)
Jn/2−1(
√
μR1)
+ Rn−12
Jn/2(
√
μR2)
Jn/2−1(
√
μR2)
]
, (3.3)
such that
μ = λ(αμ,BR1 ∪ BR2).
Proof. By a simple computation
u(x) = R21−n/2Jn/2−1(√μR2) [|x|
1−n/2Jn/2−1(
√
μ|x|) − R1−n/21 Jn/2−1(
√
μR1)]
μ
√
J 2n/2−1(
√
μR1) + J 2n/2−1(
√
μR2)
and
v(x) = R11−n/2Jn/2−1(√μR1) [|x|
1−n/2Jn/2−1(
√
μ|x|) − R1−n/22 Jn/2−1(
√
μR2)]
μ
√
J 2n/2−1(
√
μR1) + J 2n/2−1(
√
μR2)
solve problem (3.2) with α = αμ. Therefore, for any admissible choice of R1 and R2, and
for any μ ∈ ( j
2
n/2−1,1ω
2/n
n
|Ω|2/n ,
22/nj2n/2−1,1ω
2/n
n
|Ω|2/n ), there exists at least one value of α (namely α = αμ)
such that problem (3.2) admits a solution. It remains to prove that when α = αμ then μ is
actually the first eigenvalue of problem (3.2) (that is μ = λ(αμ,BR1 ∪ BR2)). Using the con-
tinuity and monotonicity of λ(α,BR ∪ BR ) with respect to α (see property (6)), the fact that1 2
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of α λ(α,BR1 ∪ BR2) is larger than
22/nj2n/2−1,1ω
2/n
n
|Ω|2/n (see property (9)), then we just need to ex-
clude that for some μ ∈ ( j
2
n/2−1,1ω
2/n
n
|Ω|2/n ,
22/nj2n/2−1,1ω
2/n
n
|Ω|2/n ) there exists another value of α, different
from αμ, such that problem (3.2) is nontrivially solvable. Arguing by contradiction, if for some
μ ∈ ( j
2
n/2−1,1ω
2/n
n
|Ω|2/n ,
22/nj2n/2−1,1ω
2/n
n
|Ω|2/n ) there exist another value of α, either than αμ, such that (3.2)
admits a nontrivial solution, then by properties (3) and (4) we get that μ is an eigenvalue for the
local problem (α = 0) with a corresponding eigenfunction having zero average in BR1 ∪ BR2 .
This cannot happen since μ <
22/nj2n/2−1,1ω
2/n
n
|Ω|2/n is in contradiction with properties (b) and (c) in
Section 2. 
Finally we can complete the proof of Theorem 1.1.
We consider separately the subcritical case (namely α < αc|Ω|−1−2/n) and the supercritical
case (namely α > αc|Ω|−1−2/n). To this aim we observe that, when α = αc|Ω|−1−2/n, we have
(from (3.3) with R2 = 0) λ(α,Ω) = 2
2/nj2n/2−1,1ω
2/n
n
|Ω|2/n . Therefore α = αc|Ω|−1−2/n given in The-
orem 1.1 is the critical value of α such that the first eigenvalue on Ω coincides with the first
eigenvalue of the union of the two disjoint balls of equal radii (see property (7)). Taking into
account the strict monotonicity of λ(α,Ω) with respect to α (when λ(α,Ω) is below the second
eigenvalue of the local problem), and the fact that the first eigenvalue on the union of two disjoint
balls of equal radii is constant with respect to α when α  0, then the proof of the supercritical
case follows at once from the proof of the subcritical case.
As we have already observed, thanks to Proposition 3.1, we can restrict ourselves to the case
Ω ∈ B(|Ω|) and the statement of Theorem 1.1 for the subcritical case is equivalent to the follow-
ing
Proposition 3.3. Let Ω ∈ B(|Ω|), Ω = Ω, and let 0  α < αc|Ω|−1−2/n, then we have
λ(α,Ω) > λ(α,Ω).
Invoking the continuity and the strict monotonicity of λ(α,Ω) with respect to α (when
λ(α,Ω) is below the second eigenvalue of the local problem), and using Proposition 3.2, then
Proposition 3.3 is equivalent to
Proposition 3.4. For any given μ ∈ ( j
2
n/2−1,1ω
2/n
n
|Ω|2/n ,
22/nj2n/2−1,1ω
2/n
n
|Ω|2/n ), αμ defined in (3.3) attains its
maximum if and only if R1 (or R2) vanishes, whenever the maximum is taken over all the non-
negative values of R1 and R2 with the constraint ωn(Rn1 + Rn2 ) = |Ω|.
Proof. Without loss of generality we can assume R1 R2. We use in (3.3) the following Mittag–
Leffler formula (see [23, p. 498])
Jn/2(z)
Jn/2−1(z)
= −
∞∑
k=1
2z
z2 − j2n/2−1,k
,
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μ
αμ
= |Ω| + n|Ω|
μ
(
2ωn
|Ω|
)2/n
×
∞∑
k=1
[
1 + t
(1 + t)2/n − ( 2ωn|Ω| )2/n
j2n/2−1,k
μ
+ 1 − t
(1 − t)2/n − ( 2ωn|Ω| )2/n
j2n/2−1,k
μ
]
.
Set
fk(t) =
[
1 + t
(1 + t)2/n − ck +
1 − t
(1 − t)2/n − ck
]
,
where ck = ( 2ωn|Ω| )2/n
j2n/2−1,k
μ
. First of all let us observe that c1 > 1 since μ < ( 2ωn|Ω| )
2/nj2n/2−1,1,
while, for k > 1, ck  22/n since, by (2.1), μ < ( ωn|Ω| )2/nj2n/2,1  ( ωn|Ω| )2/nj2n/2−1,k . Then, when
k > 1, fk(t) is continuous and negative in [0,1].
On the other hand the function f1(t) has a discontinuity at t¯ = 2ωn|Ω| ( jn/2−1,1√μ )n − 1. Therefore
it is continuous and negative in [0, t¯), continuous and positive in (t¯ ,1]. Obviously we have
lim
t→t¯−
f1(t) = −∞, lim
t→t¯+
f1(t) = +∞.
We want to prove that 1
αμ(t)
is negative decreasing in [0, t¯) and positive decreasing in (t¯ ,1]. Let
us observe that
1
αμ(0)
= |Ω|
μ
[
1 − n√
μ
(
2ωn
|Ω|
)1/n Jn/2(√μ( |Ω|2ωn )1/n)
Jn/2−1(
√
μ(
|Ω|
2ωn )
1/n)
]
< 0
since (see [1, p. 361]) Jn/2(z)
Jn/2−1(z) >
z
n
for 2−1/njn/2−1,1 < z < jn/2−1,1.
On the other hand
1
αμ(1)
= |Ω|
μ
[
1 − n√
μ
(
ωn
|Ω|
)1/n Jn/2(√μ( |Ω|ωn )1/n)
Jn/2−1(
√
μ(
|Ω|
ωn
)1/n)
]
> 0
since Jn/2(z)
Jn/2−1(z) < 0 being jn/2−1,1 < z < jn/2,1.
Then, in order to prove our claim, it is enough to show that
d
dt
fk(t) < 0
for all k  1 and for all t ∈ (0,1) (obviously except the point t¯ when k = 1).
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d
dt
fk(t) = ((1 + t)
2
n − (1 − t) 2n )
((1 − t) 2n − ck)2((1 + t) 2n − ck)2
×
[
ck
(
(1 + t) 2n + (1 − t) 2n )−
(
c2k
(
1 + 2
n
)
+ (1 − t) 2n (1 + t) 2n
(
1 − 2
n
))]
.
(3.4)
It is easy to verify that the function in squared brackets in Eq. (3.4) is negative for all t ∈ (0,1).
In fact it is negative at 0 and not increasing in [0,1].
Finally we can deduce that αμ is monotone increasing in [0,1], implying that it attains its
maximum when t = 1, i.e. in the case of one ball with radius ( |Ω|
ωn
)1/n. 
3.1. Dependence of αc on n
The critical value given by Theorem 1.1 for which there is a change in the type of minimizer
may be written as
αc =
22/nω2/nn j2n/2−1,1
[1 − n21/njn/2−1,1
Jn/2(21/njn/2−1,1)
Jn/2−1(21/njn/2−1,1)
]
.
We shall now very briefly consider how αc changes with the dimension in two specific cases.
If we write ξn = 21/njn/2−1,1, the quotient function appearing on the right in the denominator
may then be written as
h(n) = n
ξn
Jn/2(ξn)
Jn/2−1(ξn)
.
From the Mittag–Leffler representation and the arguments contained in the proof of Theorem 1.1
we get
2n
j2n/2−1,1(1 − 22/n)
< h(n) < 0.
Using the form of the asymptotic behaviour of zeros of Bessel functions of large order, namely,
jν,1 = ν + O
(
ν1/3
)
as ν → ∞
(see [1, p. 371]) we obtain that the above lower bound converges to −4/ log(2) as n goes to
infinity. Then h is negative and remains bounded from below.
From the above we conclude that the asymptotic behaviour (with n) of αc is essentially deter-
mined by the asymptotic behaviour of ω2/nn j2n/2−1,1. By using the above expansion for jν,1 and
Stirling’s formula for Γ , we see that, for large n, αc will grow linearly with n.
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(ωn)1+2/n
, namely the value of α above which the unitary
ball is no longer the minimizer of (1.2), we then obtain that the behaviour of α∗ will now be
similar to that of j2n/2−1,1/ωn. Using again Stirling’s formula we get
α∗ = O
(
n(n+3)/2
(2πe)(n−1)/2
)
as n goes to infinity, where the indicated growth is optimal.
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