This series presents research findings based either directly on data from the German SocioEconomic Panel study (SOEP) or using SOEP data as part of an internationally comparable data set (e.g. CNEF, ECHP, LIS, LWS, CHER/PACO). SOEP is a truly multidisciplinary household panel study covering a wide range of social and behavioral sciences: economics, sociology, psychology, survey methodology, econometrics and applied statistics, educational science, political science, public health, behavioral genetics, demography, geography, and sport science.
1 Introduction
There is enormous interest in the social sciences in studying the interrelationships between psychological well-being (i.e., satisfaction, happiness) and socioeconomic outcomes. Initiatives, the most influential one being the Commission sur la Mesure de la Performance Économique et du Progrès Social, even argue in favor of complementing standard sets of economic-performance indicators (GDP, growth and interest rates, etc.) with aggregate wellbeing statistics (Stiglitz et al. 2009 and 2010) . Indeed, since 1972, Bhutan is measuring "gross national happiness," with several other countries (e.g., Thailand, Australia, China, France and the United Kingdom) developing comparable indices. The Satisfaction with Life Index (White, 2007) is an attempt to provide aggregate happiness statistics for different nations.
Well-being is a latent variable, impossible to observe directly. On top of that, it does not have a natural quantitative unit, like meters, to measure it. Hence, questionnaires ask people to grade their well-being in different life domains. All over the world, the same type of question is used: "All in all, how satisfied are you with your life (income / health, etc.) at the moment?" Usually, responses are provided on 4 to 11-point scales.
1 In empirical analyses, the scale values are aggregated by countries or societal subgroups for well-being rankings, or serve as dependent and independent variables in regressions. The most common practice-that of comparing well-being by means of descriptive analysis or linear regression models-ignores that the obtained information on well-being is ordinal and relies on methods appropriate for quantitative variables. This usage is justified in the literature, with explanations such as, "most subjective well-being measures are technically ordinal, but the evidence suggests that treating them as cardinal does not generally bias the results obtained (Ferrer-i-Carbonell and Frijters, 2004) " (OECD 2013, p. 174) . However, the underlying paper merely states, "we find that assuming ordinality or cardinality of happiness scores makes little difference, whilst allowing for fixed-effects does change results substantially" (Ferrer-i-Carbonell and Frijters, 2004, p. 641) .
The aforementioned statements rely on comparisons of regression estimates from models, such as OLS, fixed and random effects, that interpret satisfaction scores as cardinal with models, such as ordered logit and probit, that interpret scores as ordinal. For example Ferrer-i-Carbonell and Frijters (2004), hereafter FCF (2004) , use responses to the German Socio-economic Panel's question on general life satisfaction, measured on a 11-point scale, and use it as dependent variable in regression models that impose a cardinal or ordinal level of measurement.
In treating the answers of the respondents two major questions arise: (a) whether all respondents interpret the questions in the same way and provide credible information; 2 and (b) the distance that investigators attribute to the different categories. In this paper, we assume that all respondents interpret the categories in the same way and concentrate on the implication of (b), the effect of quantification of the categories by the investigator. Specifically, we will derive the conditions under which the use of cardinal method to an ordinal variable gives an illusionary sense of a robust result, while in fact one can reverse the conclusion reached by using an alternative cardinal assumption. In other words, we 3 complement the previous research by deriving the conditions that allow answers to the following type of question: Suppose an eleven-point satisfaction scale 1, 2, …, 11 is used as dependent variable in OLS and ordered logit regressions. According to both models money makes people happier. Is there a monotonic increasing transformation of the satisfaction scale such that OLS and ordered logit yield contradictory conclusions? Hence, our conditions are a tool for applied researchers to check if a monotonic transformation of the ordinal variable used reverses the conclusions.
Our conditions are not only relevant in the area of happiness and well-being. Another important application is the measurement of educational achievements and evaluation of education programs with test scores from exams, as collected and compiled by the Programme for International Student Assessment (PISA) of the OECD.
The structure of the paper is as follows. Section 2 provides a literature review focusing on the techniques of analysis used in previous analyses. In Section 3, we present the conditions under which it is possible to reverse the rankings of means of satisfaction among groups and the signs OLS regression coefficients. In Section 4, we provide empirical evidence that one can reverse both rankings and regression coefficients. Section 5 concludes.
Literature Review
An increasing number of publications address the interrelationships between well-being variables (happiness, standard of living, satisfaction) and socio-economic, health and related outcomes. The total number of published articles listed by IDEAS RePec containing synonyms of "happiness" in the abstract adds up to more than 3,700. Almost 1,000 have been published since 2004, with the number of annual publications increasing to about 200 in 2013 and 2014. Econometric techniques employed to study the interrelations are heterogeneous, encompassing descriptive comparisons of means and medians, as well as various kinds of regression models.
This literature review focuses on the techniques of analysis used in earlier literature. Table  A1 in Appendix A1 provides more detailed information on the methods used. More general literature reviews can be found in Frey and Stutzer (2002), Lyubormirsky et al. (2005) , Dolan et al. (2008), and Weimann, Knabe and Schöb (2015) . See also Kahneman and Krueger (2006) , Clark et al. (2008) , Powdthavee (2010) and OECD (2013) A significant number of papers in interdisciplinary journals treat well-being data from surveys as cardinal and make use of OLS regressions and comparisons of average happiness levels. For example, when revisiting the Easterlin paradox (1974), Easterlin et al. (2010) employ OLS regressions to study the dependence of happiness on GDP, showing "that the long term nil relationship between [average] happiness and income holds also for a number of developing countries, the eastern European countries transitioning from socialism to capitalism, and an even wider sample of developed countries than previously studied" [p. 22463] and that "that in the short-term in all three groups of countries, happiness and income go together" [p. 22463] . In a later paper Easterlin et al. (2012) Dynan and Ravina (2007) , for example, use OLS regressions to study how peoples' happiness depends on their relative income position within their geographic area. Hetschko et al. (2014) apply linear regression models to study the impact of the transition from unemployment to retirement on life satisfaction (after conditioning on different sets of explanatory variables). They also compare average life-satisfaction levels of unemployed at different stages around retirement to support their findings. In the same line, Ifcher and Zarghamee (2011) investigate if happiness matters for time preferences by using happiness as one of the controls in an OLS regression framework.
There is, of course, also a large literature that considers the ordinal nature of well-being measures by using regression techniques like ordered logit or probit. One of these studies is Blanchflower and Oswald (2004) in the Journal of Public Economics. They support Easterlin's hypothesis by showing that overall reported levels of well-being in the US have declined and life satisfaction has remained flat in Britain. As their empirical basis is cross-sectional, they cannot control for person fixed or random effects. A much-cited study on the macroeconomics of happiness is Di Tella and MacCulloch (2003) in the Review of Economics and Statistics, showing that movements in reported well-being are correlated with changes in macroeconomic variables such as gross domestic product, by using ordered probit and country fixed effects. Another much-cited study by Alesina et al. (2004) finds that individuals have a lower tendency to report themselves happy when inequality is high using ordered logit regressions. FCF (2004) and several follow-up studies use fixed effects ordered models to investigate the determinants of life satisfaction. Specifically, they use person-specific threshold values, which allows controlling for the fact that some people tend to choose among higher values on the happiness scale than others.
Our main point in this paper is that treating ordinal variable by methods that are intended to be used for cardinal methods, may give a false impression of a robust result, while at the same time there is another legitimate transformation of the ordinal variable into a cardinal one that may reverse the conclusion reached.
The Theory
If a variable is ordinal, it implies that it obeys the rules of stochastic dominance (Levy, 2006) . This means that it yields a unique and robust ranking of one distribution over another if and only if the ranking is not affected for all monotonic increasing transformations applied to the ordinal variable. Here it is worth to distinguish between first and second degrees of dominance.
Let us denote the well-being variable by . Assume that we interested to rank average degree of well-being between two groups, call them (boys) and (girls).
First order stochastic dominance (FSD):
for all , with ′>0 if and only if the cumulative distribution of is below or equal the cumulative distribution of and it is strictly below for at least one observation. If, on the other hand, the cumulative distributions intersect, then it is possible to find two scales of that will reverse the ordering. This is shown below: Let , represent well-being and its density function among a given sub-population . Well-being, , is continuous but is not observed. Expected well-being is:
(1) .
Integrating equation (1) by parts, with , , , 1
, where is the cumulative density function (CDF), we get:
The left term on the right-hand side is equal to 0 , so it can be ignored when comparing expected well-being in two groups. Therefore, the only term remaining relevant is the righthand term.
Consider a comparison between groups and . Expected well-being depends on whether the CDFs intersect, because is an arbitrary function determined by the scales used by the investigator. Therefore:
Since ′ is non-negative and arbitrary, it implies that if the CDFs intersect there is an alternative well-being function that can change the ranking of expected well-being of the two groups in descriptive and regression analysis.
Ranking groups by average scores is performed by the OECD using PISA exams, which will not be discussed in detail in this paper. In the following we focus on the treatment of ordinal variables as cardinal in a regression context. In this respect, second order stochastic dominance is relevant:
Second order stochastic dominance (SSD):
for all , with ′ 0, ′′ 0 if and only if the absolute Lorenz curve of is not lower than the absolute Lorenz curve of , and at least for one observation it is strictly above. If, on the other hand, the absolute Lorenz curves of the two groups intersect, then there exist two scales of that lead to inverse rankings of the two groups. (Atkinson, (1970) , proved it for equal-mean distributions; Shorrocks, (1984) extended it to all kinds of distributions).
A slightly different version of the above proposition that deals with the possibility of reversing the sign of a regression coefficient is developed in Schechtman (2012, 2013) . The proposition relies on an application of concentration curves in the context of regressions, implying the existence of a Line of independence Minus Absolute concentration curve (LMA):
6 LMA: (Line of independence Minus Absolute concentration curve). If the LMA curve of the dependent variable with respect to the independent variable intersects the horizontal axis, then it is possible to find two monotonic increasing transformations of the independent variable that will result in two negating signs of the OLS regression coefficient.
The LMA curve is the vertical difference between two absolute concentration curves. The absolute concentration curve is similar to the absolute Lorenz curve except that on the vertical axis the cumulative expected conditional values of given is presented. The LMA is the vertical difference between the absolute concentration curve of given X, under the assumption that the two variables are statistically independent, which is a Line, minus the actual Absolute concentration curve of as a function of . An illustrative example of the construction of the LMA curve can be found in the Appendix A2.
There are five properties of the LMA curve:
(a) The LMA curve starts at 0,0 and ends up at 1,0 .
(b) The area enclosed between the curve and the horizontal axis is equal to , , which is the equivalent to the classical covariance provided that one uses Gini's Mean Difference as the measure of variability.
(c ) If the curve is above (below) the horizontal axis then the contribution of this section to , is equal to its height (negative height).
(d) If the curve intersects the horizontal axis then there are two monotonic transformations of , and : one resulting in , 0, and the other in , 0, meaning that there is a monotonic transformation of that can change the sign of the OLS regression coefficient of on .
(e) Truncation of the curve at a given point and connecting the truncated area by a line then one can evaluate the sign of the covariance (or the local regression coefficient) at this range. This enables evaluating the effect of throwing extreme observations.
To check whether one can reverse the ranking of average scores in comparing two groups by applying a monotonic increasing transformation, one has to check whether the cumulative distributions of the two groups intersect, while checking whether one can change the sign of the simple regression coefficient one has to check whether the LMA curve intersects the horizontal axis.
Empirical Evidence
In this section we apply the theoretical conditions to the same data used by FCF (2004) in order to examine the robustness of its conclusions. We check whether a monotonic transformation of satisfaction that can change the sign of regression coefficient exists.
Before we start, we have to clarify one point relevant for an ordinal variable that is a dependent variable. The LMA rules of Section 2 can be applied only for the independent variables. However, we will use the property of the OLS regression that the sign of the regression coefficient is equal to the sign of the inverse regression. The explanation for this property is that the sign of the regression coefficient in OLS regression is determined by the sign of , which is equal to the sign of , . Table A3 in Appendix A3.
Results from OLS regressions
We start our empirical analysis with the same two OLS regression specifications as in FCF (2004) . The first OLS regression model takes the form,
The dependent variable is reported overall life satisfaction by respondent in period , , , measured on an equally-spaced 11-point scale from 0 to 10. The independent variables are: Yitzhaki and Schechtman (2013) . As shown in Yitzhaki (2015) , this assumption alone may cause an unjustified change in the sign of the OLS regression coefficient.
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The second OLS regression model includes an extended set of independent variables, , ln , , ,
The additional independent variables include:
1. Education level of respondent in period , , measured on a 3-point scale. 2. Dummy for male respondents, , , 3. Number of adults living in household of respondent in period ,
The results from both specifications are summarized in the first two columns of Table 1 . The adjacent two columns provide the estimates provided in Table 1 in FCF (2004).
Our regression estimates and those in FCF (2004) are very similar but not identical, perhaps due to the slight difference in the numbers of observations. 6 For example, the coefficients in both regressions suggest that being rich in income makes your life better, while being rich in children makes it worse.
We now plot the LMA curves. The properties required for analyzing them are the following: On the horizontal axis the cumulative distribution of is presented. The vertical Axis describes the vertical difference between the cumulative value of | would and be statistically independent minus the actual cumulative value.
The first set of LMA curves in Figure 1a are those that can tell us whether and the properties of a monotonic non-decreasing transformation applied satisfaction can change the sign of a simple OLS regression coefficient. The first LMA curve presented is with respect to age. As shown, the lowest 20 percent of observations of satisfaction create a tiny positive covariance with age. The third curve in the first line presents the LMA of . As can be seen the curve creates a positive covariance between the variables. However, concentrating on high level of satisfaction, we can see a negative covariance. Hence, a transformation that will shrink low level of satisfaction and expand high level is capable of changing the sign of an OLS regression coefficient.
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Note. Own estimates. Data is SOEP v29. F denotes cumulative density function.
Figure 1a. LMA of independent variables with respect to satisfaction
The second line of curves presents additional possibilities. Low satisfaction levels create positive covariance with the number of children in the household while high level of satisfaction is associated with negative covariance. The relationship between having a steady partner and satisfaction is not monotonic. Overall it ends up with a positive covariance, but at high levels and in the middle we see sections with negative covariance.
The GMD has two covariances between two variables and they do not have to be with the same sign. They reflect the idea that what you see from here need not be identical to what you see from there.
7 Therefore, we also present the other side of the coin in Figure 1b . 8 As can be seen there are no monotonic transformations of income, steady partner, satisfaction with health that can change the sign of the correlation between each variable and satisfaction. (With respect to steady partner it is trivial because it is a binary variable). On the other hand, although the association between the number of children and satisfaction is positive, as the number of children increases it becomes negative. Almost a reverse picture portrays the age on satisfaction. Overall, it is negative but as people age, it tends to be associated with greater satisfaction.
7 This phenomenon occurs whenever one uses two variables to describe a change. In this case one has to fix one variable and to allow the other variable to change. It is equivalent to the "index number problem" taught in intermediate economic courses. 8 Because the LMA of overall life satisfaction and age respectively age squared are identical, only the LMA between overall life satisfaction and age is provided. 
Figure 1b: The LMAs of Satisfaction with respect to Independent Variables
Having studied the relationship between the variables, we experiment with alternative scales of satisfaction that can change the signs of regression coefficients. Table 2 provides results from OLS regressions a transformation of satisfaction, , that shrinks the differences between low levels of satisfaction (for the exact transformation see first column in Table A4 in Appendix 4). Bold type indicates changes in the sign of regression coefficients due to the transformation. The sign of two regression coefficients have changed. The results of Table 2 , in contrast to those of Table 1, suggest that being rich in income makes your life miserable, while being rich in children makes it better.
Finally, it is worth mentioning that the sign changes of Table 2 hold for any linear increasing transformation of the scale that produced the table. Also, the sign changes hold for monotonic increasing transformations that shrink the differences in the scale for the lowest 60 percent of observations of satisfaction, and increase the differences among the 40 percent at the top. An alternative transformation to the one underlying the results in Table 2 that may be viewed as less drastically but also change the sign of the regression coefficients for the log of disposable income are reported in column two of Table A4 .
Results from random-and fixed effects linear models
Random and fixed effects linear models allow researchers to deal with unobserved heterogeneity and rely on weaker assumptions on the inter-personal comparability of reported satisfaction scores as standard OLS. However, as standard OLS, these models treat the dependent variable as cardinal, and thus cannot guarantee stability of regression coefficients subject to allowed transformations of . To see this, Table 3 provides a summary of random effect models using the same specifications as in Tables 1 and 2 , using both the original and the transformed satisfaction variable, and , as dependent variables. Table 4 provides the respective estimates from fixed effects.
According to the random effects models and using as dependent variable, we find that income makes your life better, while children play no role. Using as dependent variable, income plays no role, while children make it better (at least in specification (1)). According to the fixed-effects models, income makes your life better, while children play no roleirrespective of whether one uses or .
To complete the analysis, Table 5 provides a summary of OLS, fixed-effects and random effects regression estimates for parsimoniously-specified regression model, each considering only one of the independent variables from specification (2), and using as dependent variable either or . The advantage of this univariate analysis is that reversals of the regression can be uniquely assigned to the transformation of the satisfaction variable as correlations between independent variables are ruled out by definition. For the OLS, we now find contradictory regression coefficients for the log of disposable income, education (but no longer for children). For the fixed-effects model, again significance levels are affected but the sign of the regression coefficient never changes.
To sum up the results from our application, using random-effects does not avoid coefficients reversals. Using fixed-effects avoids reversals but the significance of the coefficients hinges on the transformation. Note, however, that this partially positive message for fixed-effects is not ensured. Reversals of coefficients can easily be demonstrated also for this type of model. 
Results from ordered logit and probit models
Many economists are unwilling to interpret satisfaction or happiness scores as cardinal, and thus make use of models of a latent variable form like (ordered logit and probit models) to study the scores' determinants. By construction, such models are immune to monotonic transformations of the dependent variable. However, ordered logit or probit models are not appropriate for checking whether treating an ordinal variable as cardinal changes the conclusions. This is because they result, by definition, in non-intersecting cumulative distributions; i.e., these models assume a dominance relationship of the cumulative distributions that needs not be supported by the data.
To see this, take the ordered logistic model. It builds on the cumulative distribution, 1/ 1 ), where 1, … , denotes the cut offs and is a set of explanatory variables. Assume contains only a single dichotomous variable, ∈ 0,1 , that distinguishes two groups, and 0.
To prove our point we have to show that the CDFs for the two groups do not intersect, i.e., 1 / 0 1 for all 1, … , .
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Proof via contradiction: Suppose
The greater sign cannot hold because by assumption we have 0. QED.
The remaining question is if the ordered model indicates significant despite intersecting empirical CDFs, non-intersection of the cumulative distributions of the two groups is justified by the data. The answer is yes. As an illustration, Table 6 summarizes the results from a ordered logit with our standard satisfaction variable run separately for the SOEP waves 2005 to 2012, looking for satisfaction differences between respondents with German ( 1) and non-German origin ( 0). Underneath the regression results, a column indicates if the empirical CDFs of the two respondent groups do intersect. The dummy variable is significant in five out of eight regressions. In the five significant cases, however, empirical distributions intersect in three cases. Such constellations will not be a rare bird in empirical analyses.
Concluding remarks
There is enormous interest in the social sciences in studying the interrelationships between psychological well-being and socioeconomic outcomes. The empirical basis for such studies is usually data from surveys, where respondents are asked to state well-being in different life domains, usually on 5 to 11-point scales, with verbal descriptions of well-being attached to scale values. The most common practice-that of comparing well-being by means of descriptive analysis or linear OLS regression models-ignores that the information obtained on well-being is ordinal, meaning that monotonic transformations are allowed.
In the theoretical part of the present paper, we demonstrate that treating ordinal data by methods intended to be used for cardinal data may give a false impression of a robust result. Particularly, we derive the conditions under which the use of cardinal method to an ordinal variable gives an illusionary sense of robustness, while in fact one can reverse the conclusion reached by using an alternative cardinal assumption. To check whether one can reverse the ranking of average scores in comparing two groups by applying a monotonic increasing transformation one has to check whether the cumulative distributions of the two groups intersect, while checking whether one can change the sign of the simple regression coefficient one has to check whether the LMA curve intersects the horizontal axis. In the empirical part, we scrutinize the robustness of the results of a prominent paper on the determinants of satisfaction that is extensively cited by researchers who apply cardinal methods to study ordinal data as it finds consistent results in OLS and logistic regression frameworks. Our empirical analysis, however, shows that admissible transformations of the ordinal satisfaction variable can lead to contradictory results.
The issues discussed in the present paper expanding beyond the measurement of living standards, well-being, and related indicators. Another important application is the measurement of educational achievements and evaluation of education programs with test scores from exams. The issues are also of empirical relevance, not a rare bird: As an example, using data from the German Socio- 
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