Abstract-In this paper, we present a new approach for MPEG variable bit rate (VBR) video modeling and classification using fuzzy techniques. We demonstrate that a type-2 fuzzy membership function, i.e., a Gaussian MF with uncertain variance, is most appropriate to model the log-value of I/P/B frame sizes in MPEG VBR video. The fuzzy c-means (FCM) method is used to obtain the mean and standard deviation (std) of I/P/B frame sizes when the frame category is unknown. We propose to use type-2 fuzzy logic classifiers (FLCs) to classify video traffic using compressed data. Five fuzzy classifiers and a Bayesian classifier are designed for video traffic classification, and the fuzzy classifiers are compared against the Bayesian classifier. Simulation results show that a type-2 fuzzy classifier in which the input is modeled as a type-2 fuzzy set and antecedent membership functions are modeled as type-2 fuzzy sets performs the best of the five classifiers when the testing video product is not included in the training products and a steepest descent algorithm is used to tune its parameters.
I. INTRODUCTION
M ULTIMEDIA technologies will profoundly change the way we access information, conduct business, communicate, educate, learn, and entertain. Among the various kinds of multimedia services, video service is becoming an important component. Video service refers to the transmission of moving images together with sound [24] . Research on video transfers for multimedia services has been quite active in recent years, and video applications are expected to be the major source of traffic in future broad-band networks [29] . Video applications such as video on demand, automatic surveillance systems, video databases, industrial monitoring, video teleconferencing, etc., involve storage and processing of video data. Many of these applications can benefit from retrieval of the video data based on their content, but generally, any content retrieval model must have the capacity of dealing with massive amounts of data [6] . For example, how does one search for the clip "Christopher speaking at USC commencement" from a video archive consisting of an enormous number of tapes?
Digital video is often compressed by exploiting the inherent redundancies that are common in motion pictures. So, to classify the compressed (such as MPEG) video traffic directly without decompressing it will be an essential step for ensuring the effectiveness of these systems.
Most works on video sequence classification belong to the content-based approach, which uses the spatial knowledge ob- tained after decompressing the video sequence (e.g., [6] , [31] ).
Research on real-time video traffic classification is scarce, because: 1) video traffic is compressed code and very little information is available for classification (the only information that can be used is temporal knowledge of the video traffic); and 2) video traffic is highly bursty and exhibits uncertain behavior. Patel and Sethi [25] proposed a decision tree classifier for video shot detection and characterization by examining the compressed video directly. For shot detection, their method consists of comparing intensity, row, and column histograms of successive I frames of MPEG video using the -square test. For characterization of segmented shots, they classified shot motion into different categories using a set of features derived from motion vectors of P and B frames of MPEG video.
Relatively more research exists for video traffic characteristic modeling and predicting than for classification. Dawood and Ghanbari [4] , [5] used linguistic labels to model MPEG video traffic, and classified them into nine classes based on texture and motion complexity. They used crisp values obtained from the mean values of training prototype video sequences to define low, medium, and high texture and motion. Chang and Hu [3] investigated the applications of pipelined recurrent neural networks to MPEG video traffic prediction and modeling. Intracoded (I), predicted (P), and bidirectional (B) (I/P/B) pictures were characterized by a general nonlinear ARMA process. Pancha et al. [26] observed that a distribution fits the statistical distribution of the packetized bits/frame of video traffic with low bit rates. Heyman et al. [10] showed that the number of bits/frame distribution of I-frames has a lognormal distribution and its autocorrelation follows a geometrical function, and they concluded that there is no specific distribution that can fit P and B frames. Krunz et al. [14] , however, found that the lognormal distribution is the best match for all three types. All these methods belong to the statistical signal processing-based approaches, which match the mean and variance to a known statistical distribution. Recently, Krunz and Makowski [15] observed that input models are good candidates for modeling many types of correlated traffic (such as video traffic) in computer networks. These works are useful to us for understanding the characteristics about different video traffic so that the characteristics can be used for classification.
As noted in [22] , a shortcoming to model-based statistical signal processing is " the assumed probability model, for which model-based statistical signal processing results will be good if the data agrees with the model, but may not be so good if the data does not." In real variable bit rate (VBR) video traffic, the traffic is highly bursty, and we believe that no statistical model can really demonstrate the uncertain nature of the I/P/B frames. Fuzzy logic systems (FLS) are model free. Their membership functions are not based on statistical distributions. In this paper, we, therefore, apply fuzzy techniques to MPEG VBR video traffic modeling and classification.
A survey of recent advances in fuzzy logic (FL) applied to telecommunications networks is discussed in [9] ; it shows that FL is very promising for every aspect of communication networks. Recently, Tsang, Bensaou, and Lam [29] proposed a fuzzy-based real-time MPEG video rate control scheme to avoid a long delay or excessive loss at the user-network interface (UNI) in an ATM network. The success of fuzzy logic applied to communication networks motivates us to apply FL to video traffic modeling and classification. Recently, rule-based FL classifiers are reported in [16] , but they are all type-1 designs. Because uncertainties are observed in video traffic modeling and classification, we shall use type-2 FL; however, we shall compare classification results obtained from classifiers based on either a type-1 or type-2 FL.
In Section II, we briefly introduce MPEG video traffic. In Section III, we introduce type-2 fuzzy sets. In Section IV, we model I/P/B frame sizes using supervised clustering and unsupervised clustering, respectively. Five fuzzy classifiers are presented in Section V. In Section VI, a Bayesian classifier is proposed. Performances of the six classifiers are evaluated in Section VII. Conclusions are presented in Section VIII.
In the sequel, we use the following notation and terminology. A is a type-1 fuzzy set, and the membership grade (a synonym for the degree of membership) of in A is , which is a crisp number in [ . For short, we use to denote a primary membership function. It will be subject to some restrictions on its parameters. The family of all primary membership functions creates an FOU. Meet and join are defined and explained in great detail in [12] and [13] .
II. INTRODUCTION TO MPEG VIDEO TRAFFIC
MPEG (moving picture expert group) is an ISO/IEC standard for digital video compression coding, and has been extensively used to overcome the problem of storage of prerecorded video on digital storage media, because of the high compression ratios it achieves. MPEG video traffic is composed of a group of pictures (GoP) that include encoded frames: I/P/B. I frames are coded with respect to the current frame using a two-dimensional (2-D) discrete cosine transform, and they have a relatively low compression ratio; P frames are coded with reference to previous I or P frames using interframe coding, and they can achieve a better compression ratio than I frames; and, B frames are coded with reference to the next and previous I or P frames, and B frames can achieve the highest compression ratio of the three frame types. The sequence of frames is specified by two parameters:
the distance between I and P frames; and, the distance between I frames. The use of these three types of frames allows MPEG to be both robust (I frames permit error recovery) and efficient (B and P frames have high compression ratio). Variable bit-rate (VBR) MPEG video is used in ATM networks, and constant bit-rate (CBR) MPEG video is often used in narrowband ISDN. We focus on MPEG VBR video traffic. In Fig. 1 , we plot the I/P/B frame sizes for 3000 frames of an MPEG coded video of Star Wars.
III. TYPE-2 FUZZY SETS
The concept of type-2 fuzzy sets was introduced by Zadeh [32] as an extension of the concept of an ordinary fuzzy set, i.e., a type-1 fuzzy set [20] . Type-2 fuzzy sets have grades of membership that are themselves fuzzy [7] . A type-2 membership grade can be any subset in [0, 1]-the primary membership; and, corresponding to each primary membership, there is a secondary grade (which can also be in [0, 1]) that defines the possibilities for the primary membership. A type-1 fuzzy set is a special case of a type-2 fuzzy set; its secondary membership function is a subset with only one element, unity. Type-2 fuzzy sets allow us to handle linguistic uncertainties, as typified by the adage "words can mean different things to different people." A fuzzy relation of higher type (e.g., type-2) has been regarded as one way to increase the fuzziness of a relation, and, according to Hisdal, "increased fuzziness in a description means increased ability to handle inexact information in a logically correct manner [11] ."
A general type-2 fuzzy set has lots of parameters to be determined [12] , [13] , but things simplify a lot when its secondary membership functions are interval sets. Interval sets are very useful when we have no other a priori knowledge about membership function uncertainties. In our video traffic modeling, we will focus on using interval type-2 fuzzy sets. An interval type-2 fuzzy set can be represented by its upper and lower membership functions (MFs) [17] . An upper MF and a lower MF are two type-1 MFs, which are bounds for the FOU of an interval type-2 MF. The upper MF is associated with the upper bound of the FOU and, the lower MF is a subset which is associated with the lower bound of the FOU. Determining the footprint of uncertainty is crucial for the use of type-2 fuzzy sets, and is application dependent. We establish the FOU for MPEG coded videos in Section IV.
We use an overbar (underbar) to denote the upper (lower) MF. For example, let F denote the type-2 MF for the th antecedent of the th rule, then the upper and lower MFs of are and , respectively, so that (1) where denotes the union of individual points of each set in the continuum.
Note that when membership function parameters are fixed, i.e., they don't vary over a range of values, then the primary membership function reduces to the type-1 membership function . 
This example illustrates how to define and , so that it is clear how to define these membership functions for other situations (e.g., triangular, trapezoidal, bell MFs).
IV. MODELING I/P/B FRAME SIZES USING CLUSTERING
Clustering of numerical data forms the basis of many classification and modeling algorithms. The purpose of clustering is to distill natural groupings of data from a large data set, producing a concise representation of a system's behavior.
In this section, we use supervised clustering when the I/P/B frame categories are known, and unsupervised clustering when the I/P/B frame categories are unknown. Both approaches ignore the time-index for each frame, and represent the histograms of I/P/B frame sizes using three fuzzy sets, one each for I, P, and B frames. Because the I/P/B frames are mixed together in video traffic, we use clustering to group them into I, P, or B clusters. We then compute the mean and std of each cluster. These statistics are then used to determine the footprints of uncertainty for I/P/B clusters.
A. Modeling I/P/B Frame Sizes Using Supervised Clustering
To the best of our knowledge, all current approaches (e.g., [26] , [10] , [14] ) for modeling I/P/B frame sizes belong to supervised clustering, i.e., they assume the I/P/B frame categories are known ahead of time; consequently, we shall first use a supervised clustering algorithm, assuming there are three clusters, so as to analyze the statistical nature of these clusters. We will show that the statistical knowledge (mean and std) about the size (bits/fame) of I, P, or B clusters is distinct for different groups of frames, even in the same video product; hence, this will motivate us to use type-2 fuzzy sets to model the number of bits/frame in I/P/B traffic, and is consistent with our belief that the frame sizes of video traffic are not really wide-sense stationary (WSS), and that their distribution varies with respect to the frame index.
Thanks to O. Rose [27] of the University of Wurzburg, who made 20 MPEG-1 video traces available on-line (FTP: //ftpinfo3.informatik.uni-wuerzburg.de/pub/MPEG/), we were able to perform our experiments. Many works by others have been done based on these resources, e.g., Rose [27] analyzed their statistical properties and observed that the frame and GoP sizes can be approximated by Gamma or Lognormal distributions, Manzoni et al. [19] studied the workload models of VBR video traffic based on these video traces, and Adas [1] used adaptive linear prediction to forecast the VBR video for dynamic bandwidth allocation.
We used 17 of Rose's video traces, and subdivided them into four categories, movies, sports, news/talk show, and MTV, according to the subject of the video, i.e.,
• Movies: 1) "James Bond: Goldfinger" (bond), 2) "Jurassic Park" (dino), 3) "The Silence of the Lambs" (lambs), 4) "Star Wars" (star), 5) "Terminator II" (term), and 6) a 1994 movie preview (movie). Fig. 1 shows portions of the I/P/B frame size sequences of the star video. Krunz et al. [14] found that the lognormal distribution is the best match for all I/P/B frames, i.e., if the I, P, or B frame size at time is , then (5) We, therefore, tried to model the logarithm of the frame size, to see if a Gaussian MF can match its nature. We chose lambs, atp, talk2, and mtv2 as examples. For each video traffic, we decomposed the I/P/B frames into eight segments, and computed the mean and std of the logarithm of the frame size of the th segment,
. We also computed the mean and std of the entire video traffic in a video product. To see which value-or -varies more, we normalized the mean and std of each segment using , and , and we then computed the std of their normalized values and . As we see from the last row of Tables I-IV, . We conclude, therefore, that if the I/P/B frames of each segment (short range) of the video traffic are lognormally distributed, then the logarithm of the I, P, or B frame sizes in an entire video traffic (long range) is more appropriately modeled as a Gaussian with uncertain standard deviation. This justifies the use of the Gaussian MFs, given in Example 1, to model the video traffic.
The approach in this section has been based on the assumption that the I/P/B category of a frame is known, which is a form of supervised clustering. This kind of modeling is very useful in network workload analysis (for dynamic bandwidth allocation), and network control (such as connection admission control).
In some cases, the frame category is unknown, in which case we need to use unsupervised clustering to model them.
B. Modeling I/P/B Frame Sizes Using Unsupervised Clustering
In some cases, we do not know the video traffic frame category (I, P, or B). To blindly model the statistical knowledge of I/P/B frames, we use fuzzy c-means (FCM) [2] clustering, which is an unsupervised clustering method. FCM clustering is a data clustering technique where each data point belongs to a cluster to a degree specified by a membership grade. This technique was originally introduced by Bezdek [2] as an improvement on earlier clustering methods.
The FCM method clusters the video traffic into three clusters, which we represent as three fuzzy sets by estimating the mean ( ) and std of the three clusters. We compute the std of the th cluster using (6) where number of total frames; membership degree of frame belonging to cluster ; Euclidean distance between frame and the center of cluster . We assume that the clusters with the largest, next to largest and smallest mean value are I, P, and B frames, respectively. This follows from the statistical analyzes in Tables I-IV. In Fig. 3 , we plot the performance of FCM clustering as compared with supervised clustering. Observe that the mean and std of the frame sizes obtained via the FCM approaches those obtained via supervised clustering; hence, when the frame categories of video traffic are unkown, FCM clustering can be used to extract the mean and std of I/P/B frames.
V. FIVE FUZZY CLASSIFIERS FOR VIDEO TRAFFIC CLASSIFICATION
In this section, we use type-1 (singleton and nonsingleton), and interval type-2 (singleton and nonsingleton) FLSs for video traffic classification. We do not attempt to develop a universal classifier that can recognize and classify any video product. Such a general-purpose (domain-independent) classifier has been shown to be too complex for present technology [6] . We assume that the domain of interest (movies or sports) is known a priori, and that the video classifier is confined to work only on movie or sports traffic.
We chose 10 video products from the 17 video products; five of them are movies (video product 2-6) and five are sports (video product 7-11). We wish to classify video traffic from the 10 video products as either a movie or sports, which is essentially a binary decision problem.
A. Singleton and Nonsingleton Type-1 FLSs
A FLS is described by fuzzy IF-THEN rules, which represent input-output relations of a system. For classification, in a type-1 FLS with a rule base of rules, each having antecedents, the th rule is expressed as is F and is F and and is F in which , the consequent are crisp values (e.g., or in this paper), and, F are type-1 fuzzy sets. For a singleton FLS, the rule firing degree is (7) where denotes a -norm (minimum or product); for a nonsingleton FLS [23] , the rule firing degree is (8) where is fuzzified to a type-1 fuzzy set (e.g., a Gaussian centered at the measured value of and with std ). In this paper, we use an unnormalized output [28] for the FLS, namely (9) because we make a decision based on the sign of the output, and normalization operation will not change the sign. If the domain of interest had three or more choices, we would use a normalized output for decision making.
In Section VII, we use singleton and nonsingleton type-1 FLSs for video traffic classification.
B. Singleton and Nonsingleton Interval Type-2 FLSs
In a type-2 FLS with a rule base of rules, in which each rule has antecedents, the th rule , is expressed as is F and is F and and is F
The firing degree of rule is (10) where is the measurement domain of . General type-2 FLSs are computationally intensive because it is not easy to evaluate in (10). Things simplify a lot when secondary membership functions are interval sets, in which case secondary memberships are either 0 or 1, and, as we demonstrate later, such simplifications make the use of a type-2 FLS practical.
1) Operations Between Input and Antecedent:
We can have three type-2 FLSs, each based on a different fuzzification of the input, i.e., input fuzzified to a type-2 set, input fuzzified to a type-1 set, and input fuzzified to a type-0 set (i.e., singleton fuzzification). Results that are needed about these three kinds of type-2 FLSs are summarized next, because in Section VII we use them all for video traffic classification.
Theorem 1 [17] : In an interval type-2 nonsingleton FLS with type-2 fuzzification and meet under minimum or product -norm, the result of the input and antecedent operations, in (10) , is an interval type-1 set, i.e., , where (11) and (12) the supremum is attained when each term in brackets attains its supremum.
The proof of this Theorem is given in [17] . Because and only depend on , the supremum in (11) and (12) is attained when each term in brackets attains its supremum; hence, in the inference of a type-2 FLS, we will examine (13) (14) where , and is a -norm; then, and can be reexpressed, as (15) (16) where denotes -norm.
When the input is fuzzified to a type-1 fuzzy set, so that ( ), the upper and lower MFs of merge into one MF, , in which case Theorem 1 simplifies to:
Corollary 1: In an interval type-2 FLS with nonsingleton type-1 fuzzification and meet under minimum or product -norm, and , in (11) and (12), simplify to (17) and (18) where ( ) is the type-1 fuzzified input. When a singleton fuzzifier is used, the upper and lower MFs of merge into one crisp value, namely 1, in which case Theorem 1 simplifies further to:
Corollary 2: In an interval type-2 FLS with singleton fuzzification and meet under minimum or product -norm, and , in (11) and (12), simplify to (19) and (20) where ( ) denotes the location of the singleton.
Example 1: Input and Antecedents are Gaussian Primary MFs with Uncertain Standard Deviations:
In this example, we compute and when both the input fuzzy sets and antecedent MFs are Gaussian primary MFs with uncertain standard deviations. In this case (21) and, its upper and lower MFs are and , respectively. The th antecedent MF has the following form: (22) and, its upper and lower MFs are and , respectively.
Our type-2 input and antecedent membership functions are depicted in Fig. 4 . Observe, from (13) , that requires the calculation of the supremum of a product or minimum of the two Gaussians and . Such a calculation has been carried out by Mouzouris and Mendel in [23] for the type-1 nonsingleton case; they derive the value of at which is achieved. Denoting this value of as , they have shown that, for product -norm (23) Denoting the value of at which the supremum of (13) occurs as , it follows from (23) and Fig. 4 , that for product -norm (24) Similarly, requires the calculation of the supremum of a product or minimum of the two Gaussians and . Denoting the value of at which this supremum occurs as , it again follows from (23) and Fig. 4 , that for product -norm (25) From these results, it is straightforward to compute and using (13) and (14), i.e., (26) (27) (28) (29) The results in this example are needed later in our type-2 FCs.
2) Output Processing: The final output of the type-2 FLS is obtained by applying the Extension Principle [32] to (9) The defuzzified output of the type-2 FLS is , i.e.,
In order to compute in (34), we just need to compute and based on Theorem 1, Corollary 1 or Corollary 2.
We have presented five FLSs, two are type-1 and three are type-2. In Section VII, we use these five FLSs as fuzzy classifiers for video traffic classification. Our fuzzy classifiers are model-free. To compare them against a model-based classifier, we develop a Bayesian classifier in Section VI.
VI. BAYESIAN CLASSIFIER FOR VIDEO TRAFFIC CLASSIFICATION
Bayesian decision theory [8] provides the optimal solution to the general decision-making problem. We assume that each video product is equiprobable, i.e., , where (e.g., corresponds to the movie Jurassic Park This Bayesian classifier will be used in Section VII.
VII. SIMULATIONS
We extract the general features and behavior of MPEG video traffic for different video products, and determine one discriminant rule for each kind of traffic in the domain of interest. In choosing the antecedents of the fuzzy classifier, we make full use of the statistical knowledge (mean and std) obtained from the video traffic.
For the ten video products we chose, we used their first 24 000 frames for supervised clustering to establish a discriminant rule for that video product. All in all, we obtained 10 rules, one per product.
To evaluate the performance of the five FC, we used the next 10 000 (24 001-34 000 frames, 500 20) frames for (in-product) testing, i.e., for classifying a video as a movie or sport. We tested every 500 frames, with 20 independent evaluations for each video product. During testing, we used FCM clustering to obtain the mean and std of I/P/B frames for each 500 frames. We also describe two other experiments performed to test the robustness of the classifiers when the testing video product is not included in the training video products (i.e., out-of-product testing). I frame is F and P frame is F and B frame is F this product is movie or sports
A. Design of Six Video Classifiers
The antecedents F ( ) are described by a type-1 Gaussian MF whose mean, , and std, , are determined by supervised clustering. More specifically, and are the mean and std of all I frames in the first 24 000 frames of video product ;
and are the mean and std of all P frames in the first 24 000 frames of video product ; and, and are the mean and std of all B frames in the first 24 000 frames of video product . The consequent in Section V-A corresponds to or in the fuzzy classifier. For a type-1 singleton FC (type-1 SFC), its input is obtained from FCM clustering. For a type-1 nonsingleton FC (type-1 NSFC), its three inputs are each type-1 Gaussians with mean and std , which are obtained from FCM clustering (6) .
2) Design of Type-2 Fuzzy Classifiers: For type-2 fuzzy classifiers, the th rule, , is ( ):
I frame is F and P frame is F and B frame is F this product is movie or sports
The antecedents F ( ) are described by a type-2 MF, i.e., a Gaussian MF with uncertain std, whose mean and std are determined by supervised clustering. More specifically, ( ) are determined using the same method as described in Section VII-A.1, and and are determined as follows. We divided the 24 000 frames of the th product into five equal-length (4800 frames) segments, and computed the std of all I frames in the th segment ( ). Let (41) (42) so is the range of uncertain std of I frames of the th video product. We obtained the ranges of uncertain standard deviations of P frames ( ) and B frames ( ) in a similar manner.
For a type-2 singleton FC (type-2 SFC), its input, , is also obtained from FCM. For a type-2 nonsingleton FC with type-1 input (type-2 NSFC-1), its input is three type-1 Gaussians with mean and std , which are obtained from FCM. For the type-2 nonsingleton FC with type-2 input (type-2 NSFC-2), its inputs are three type-2 MFs (Gaussian MFs with mean and uncertain std ). To set the uncertain std we divided each testing segment (500 frames) into four subsegments (125 frames), and used FCM clustering for each subsegment; then, the minimum and maximum values of the four standard deviations were used to set the range of uncertain . and . In our design, and are the mean and std of all I frames in the first 24 000 frames of video product ; and are the mean and std of all P frames in the first 24 000 frames of video product ; and, and are the mean and std of all B frames in the first 24 000 frames of video product ; and, its input , where is obtained from FCM.
B. Performance
We computed the average (in-product) false-alarm rate (FAR) for each fuzzy classifier, as well as for the Bayesian classifier in independent classifications (10 video traffic products each with 20 500-frame segments).
The average FARs of these six classifiers in this experiment (Experiment I are summarized in Table V . From this table, we observe that a type-2 NSFC-1 performs the best. The reason why a type-2 NSFC-2 did not perform the best is because, for a short range of frames (500 frames), a type-1 input Gaussian MF is enough to capture its uncertainty. The type-2 NSFC-1 outperformed the Bayesian classifier by %, because apparently a stationary lognormal distribution is not so accurate for modeling the frame sizes of MPEG video traffic.
C. Robustness
To examine the robustness of the six classifiers, we designed them using eight video traffic, four from video products 2-6 (movies), and four from video products 7-11 (sports), and tested their performance using the two unused video products, one from video products 2-6, and one from video products 7-11. So we totally have 25 independent combinations-eight video products for training plus two video products for (out-of-product) testing.
1) Robustness Testing without Parameter Adjustments:
We used the first 24 000 frames of each of the eight training video products to establish a discriminant rule for that video product using the methods described in Sections VII-A.1 and 2. All in all, we obtained eight rules, one per product. We evaluated the performance of the six classifiers using the first 37 500 ( ) frames of the two (out-of-product) testing videos, i.e., for classifying a video as a movie or sport. We tested every 500 frames, with 75 independent evaluations for each video product, so we totally evaluated the six classifiers times. The average FARs of these 6 classifiers for 3750 decisions (Experiment II) are summarized in Table V . From Table V , we see that the performance of all classifiers are about the same, which calls into question the use of a FC over the Bayesian classifier. So far, though, we have not optimized the parameters of the FCs. We do this next, and then reexamine robustness.
2) Robustness Testing with Parameter Adjustments: The FCs have many parameters that must be specified, as summarized in Table VI . Here we tune the parameters using the training data and a steepest descent algorithm. Parameter adjustments using steepest-descent algorithm for type-1 FLSs have been extensively used (e.g., [30] ). A steepest-descent algorithm for tuning a type-2 FLS was proposed in [17] .
Initially, we used the first 24 000 frames of each of the eight training video products to establish a discriminant rule for that video product using the methods described in Sections VII-A.1 and 2. All in all, we obtained eight rules, one per product. We divided the 24 000 frames of each video product into 40 groups, 600 frames per group. We extracted the mean and std for the I/P/B frames in each group using supervised clustering. For all SFCs, we used as the input, and the video product category (movie, 1; and sports, 1) as the desired output. For type-1 NSFC and type-2 NSFC-1, we used Gaussian MFs with mean and std as the input, and the video product category as the desired output. For type-2 NSFC, we used Gaussian MFs with mean and uncertain std (obtained by computing for each sub-group) as the input, and the video product category as the desired output. So for each FC, we obtained training prototypes. We used a steepest descent algorithm to tune the five fuzzy classifiers. The parameters that were tuned and the step size of the 5 FCs are summarized in Table VI . We tried our best to choose the step size so that every FC achieved its best performance.
After tuning, we fixed the parameters in each fuzzy classifier, and performed the same out-of-product testing as described in Section VII-C-2. The average FAR of these five fuzzy classifiers for 3750 decisions (Experiment III) are summarized in Table V . From Table V , we see that the type-2 NSFC-2 performs the best. It outperforms the Bayesian classifier (in Experiment II) by %, which shows that our tuned FCs are robust.
VIII. CONCLUSION AND FUTURE WORK
We have proposed two ways for modeling I/P/B frame sizes of video traffic, using either type-1 or type-2 fuzzy sets. We observed that for long-range video traffic, a Gaussian MF with uncertain std is appropriate for modeling the frame sizes. We also used FCM to cluster and model the frame sizes when the frame category is unknown.
We have classified video traffic using compressed data and have proposed type-2 FLCs to do this. Five fuzzy classifiers have been used for video traffic classification, and have shown that: 1) When the testing video product is included in the training products (but the testing frames are not included in the training frames), and design of the classifiers is based only on the statistical knowledge of training video traffic (i.e., none of the classifier's parameters are tuned), the type-2 NSFC-1 performs the best. 2) When the testing video product is not included in the training products, and the classifier's parameters are tuned using steepest descent algorithm, the type-2 NSFC-2 performs the best. We have classified a video product as a movie or sport, which is essentially a binary detection problem. How to classify a video product in a larger domain (such as four possible choices) and keep a low FAR is our future research.
