Formulas of Rodrigues-type for the Macdonald polynomials are presented. They involve creation operators, certain properties of which are proved and other conjectured. The limiting case of the Jack polynomials is discussed.
Introduction
A formula that gives the Jack polynomials through the application of a string of creation operators on the Jack polynomials of lowest degree has been introduced in 2, 3] . Since the Jack polynomials are a specialization of the Macdonald polynomials which involve two parameters q,t, it was natural to expect that a Rodrigues formula should also exist for Macdonald polynomials. We derive such a formula in this paper. It should be pointed out however, that the construction presented here is much di erent than the one to be found in 2, 3] ; in fact, the latter is not simply the limit of the former. In this connection, we also give in the form of conjecture, the expression of the creation operators that should be the analogs the operators constructed in 2, 3] . If this conjecture is true, it implies in particular, that the expansion coe cients of the Macdonald polynomials in the monomial basis are polynomials in q,t with integer coe cients. The action of these operators on arbitrary Macdonald polynomials is quite elegant and proves useful to conjecture that families of N commuting operators can be constructed out of them. The limiting case of the Jack polynomials is presented at the end and the connection is made with the operators given in 2, 3] . The conjectures are seen to be valid in this case also.
De nitions 1]
Symmetric polynomials are labelled by partition of their degree n, that is sequences = ( 1 ; 2 ; : : : ) of non-negative integers in decreasing order 1 2 : : : such that j j = 1 + 2 + = n. The number of non-zero parts in is denoted`( ). Let and be two partitions of n. In the dominance ordering, if 1 + 2 + + i 1 + 2 + + i for all i. We can associate a diagram to each partition . The diagram is made out of`( ) rows, labelled by the integer i, with i squares in each one of them. The squares are identi ed by the coordinates (i; j) 2 Z 2 with i, the row index, increasing as one goes downwards and j, the column index, increasing as one goes from left to right. For example the diagram of (5; 4; 4; 1) is For each square s = (i; j) in the diagram of a partition , let`0(s);`(s); a(s) and a 0 (s) be respectively the number of squares in the diagram of to the north, south, east and west of the square s. By it is meant that the diagram contains the diagram , i.e. that Let N denote the ring of symmetric functions in the variables x 1 ; x 2 ; : : : ; x N . Three standard bases for the space of symmetric functions are:
(i) the power sum symmetric functions p which in terms of the power sums where C = (resp. R = ) denote the union of the columns (resp. rows) that intersect ? .
For example, with = (4; 2; 2) and = (3; 2; 1) we have so the only s in C = but not in R = is in position (2,2). With + 1 representing the partition ( 1 + 1; : : : ; N + 1), since P +1 = e N P , we have
When restricted to the N-dimensional torus T = fx 1 ; : : : ; x N g 2 C N ; jx i j = 1; 1 i N , for jqj < 1 and jtj < 1, the polynomials P are also orthogonal with respect to the scalar product ( ; ) de ned by
with dx the normalized Haar measure on T and Proof. From the Pieri formula, we have the following lemma Lemma 2. The action of e k on P with a partition with`( ) k is given by
where all the 's in the sum are such that k+1 = 1. This is seen from the fact that must be a partition which contains and ? a vertical k-strip. Hence the only way to construct a with k+1 6 = 1 is to add a 1 in each of the rst k entries of .
From Lemma 2 and (16) 
and vanish if k+1 = 1.
Lemma 3. If is a partition with`(
(1 ? t k+1?i q i ):
(31)
When going from to + (1 k ), what we actually do is add a column at the west of the diagram.
From the fact that c only involves a(s) and`(s) which do not depend on the number of square at their west, the contribution in c +(1 k ) of the squares that have been shifted to the east is exactly c . Hence we only have to take the product of the contributions of the rst column of + (1 k 
Using these operators and the fact that (P ; P ) = 0 if P 6 = P , allows for a straightforward computation of (P ; P ). One rst observes that if`( ) k,
From (31) and the eigenvalue of M N (?t k+1?N q ?1 ; q; t) on P +(1 k ) given in the R.H.S. of (29) , one sees that the constant cancels out and that (P +(1 k ) ; P +(1 k ) ) = (P ; e ?1 N e N?k P +(1 k ) ) = (P +1 ; e N?k P +(1 k ) ): (35) Finally, using the orthogonality of the P 's and the Pieri formula, one nds the following formula (P +(1 k ) ; P +(1 k ) ) = +1= +(1 k ) (P ; P ); (36) which gives the norm of P through iteration.
4 Conjectures
The Rodrigues formula given in Theorem 1 does not imply that the v (q; t)'s of (9) are polynomials in q and t with integer coe cients. However, it proves useful to obtain results which once proved, would have this implication. Such formulas which represent generalizations for the Macdonald polynomials of relations that we have proved for the Jack polynomials 2, 3], are given below in the form of conjectures. Their limits as q = t and t ! 1 will be discussed in the section on the Jack polynomials. 
7 A manifest corollary of Conjecture 5 would be that the v (q; t)'s are polynomials in q; t with integer coe cients. Let us stress however that the operatorsB + k of Conjecture 4 appear to be the natural generalizations of the creation operators introduced in 3] in the case of the Jack polynomials. Indeed, as will be con rmed in section 6, the operators (38) and (85) share important properties.
As an indication that Conjecture 4 must be true, we prove that, for partition with ( ) k,B + k J = J +(1 k ) ; (45) in the cases where the number of variables N = k or k + 1.
Lemma 6.
M I (X; q; t)e N = e N M I (Xq; q; t)
for all subsets I of f1; : : : ; Ng.
This result follows from the fact that M r I e N = q r e N M r I , which is easily derived from (13). Lemma 6 immediately ensures that (45) is true for N = k, since it implies thatB + k = B + k in this case. The following lemma will be needed in the proof of the special case N = k + 1. 
Remarkably it seems that the creation operatorsB + k can be identi ed with a subset of the operators F m; . Indeed the following conjecture has been arrived at with the aid of the computer.
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Conjecture 8. The creation operatorsB + k can be written in the form
This expression immediately provides, through (60), the action ofB + k on arbitrary Macdonald polynomials. Conjecture 4 must then be a consequence of it. To convince oneself that formula (64) indeed implies Conjecture 4, one uses the same kind of argument as in the proof of Lemma 2. Evaluating the action of F k;k on P with the help of (60), one thus shows that all the terms associated to partitions with more than k parts are annihilated. In the framework of this conjecture, the Hermitian conjugateB ? k ofB + k with respect to the scalar product de ned in (22) 
It is striking that the set of operators F m; ; contains a one-parameter family of Ndimensional Abelian algebras. From (58), all F m; can be generated from 
assuming that Conjecture 8 is valid.
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6 Jack polynomials 1]
The monic Jack polynomials P (x; ) are obtained from the monic Macdonald polynomials P (x; q; t) in the limit q = t ; t ! 1:
(72) Let Q ( ) denote the eld of rational functions of . Taking the above limit in (7) 
We shall now recall the de nition of the creation operators entering in the Rodrigues formula for the Jack polynomials that we derived in 3] and shall establish their connection with the operatorsB + k in the limit (72 
where K ij = K ji is the operator that permutes the variables x i and x j :
Let J = fj 1 ; j 2 ; : : : ; j`g be sets of cardinality jJj =`made of integers j 2 f1; : : : ; Ng, 
In view of (98), we thus have a conjecture for the action ofB +( ) k on arbitrary Jack polynomials.
