Quadratic Equations in Hyperbolic Groups are NP-complete by Kharlampovich, Olga et al.
Quadratic Equations in Hyperbolic Groups are
NP-complete
Olga Kharlampovich, Atefeh Mohajeri, Alexander Taam, Alina Vdovina
August 16, 2018
Abstract
We prove that in a torsion-free hyperbolic group Γ, the length of the
value of each variable in a minimal solution of a quadratic equation Q =
1 is bounded by N |Q|3 for an orientable equation, and by N |Q|4 for a
non-orientable equation, where |Q| is the length of the equation, and the
constant N can be computed. We show that the problem, whether a
quadratic equation in Γ has a solution, is in NP, and that there is a
PSpace algorithm for solving arbitrary equations in Γ. If additionally Γ
is non-cyclic, then this problem (of deciding existence of a solution) is
NP-complete. We also give a slightly larger bound for minimal solutions
of quadratic equations in a toral relatively hyperbolic group.
1 Introduction
The study of quadratic equations (an equation is quadratic if each variable
appears exactly twice) over free groups began with the work of Malcev [21].
One of the reasons the research in this topic has been so fruitful is a deep
connection between quadratic equations and the topology of surfaces (see, for
example [12]).
In [5] the problem of deciding if a quadratic equation over a free group is
satisfiable was shown to be decidable. In addition it was shown in [22], [12],
and [13] that if n, the number of variables, is fixed, then deciding if a standard
quadratic equation has a solution can be done in time which is polynomial in
the sum of the lengths of the coefficients. (In [13] this was shown for hyperbolic
groups.) In [15] it was shown that the problem whether a quadratic equation
in a free group has a solution, is NP-complete. In the present paper we will
show that similar problem is NP-complete in a torsion-free hyperbolic group
and obtain polynomial bounds on minimal solutions of quadratic equations in
such a group. There are still very few problems in topology and geometry which
are known to be NP-complete, one of them is 3-manifold knot genus [1]. It was
proved in [17] that in a free group, the length of the value of each variable
in a minimal solution of a standard quadratic equation is bounded by 2s for
an orientable equation and by 12s4 for a non-orientable equation, where s is
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the sum of the lengths of the coefficients. Similar result was proved in [19] for
arbitrary quadratic equations.
If a group G has a generating set A, we will consider a solution of a system of
equations S(X,A) = 1 in G as a G-homomorphism φ : (F (X)∗G)/ncl(S)→ G.
The length |S| of the system S(X,A) = 1 is the sum of the lengths of equations
in S(X,A) = 1 considered as elements of the free group F (A,X). We will prove
the following results.
Theorem 1. Let Γ be a torsion-free hyperbolic group given by a generating set
A and a finite number of relations. It is possible to compute a constant N with
the property that if a quadratic equation Q(X,A) = 1 is solvable in Γ, then
there exists a solution φ such that for any variable x, |φ(x)| ≤ N |Q|3 if Q is
orientable, |φ(x)| ≤ N |Q|4, if Q is non-orientable.
A group G that is hyperbolic relative to a collection {H1, . . . ,Hk} of sub-
groups (see Section 4 for a definition) is called toral if H1, . . . ,Hk are all abelian
and G is torsion-free.
Theorem 2. Let Γ be a toral relatively hyperbolic group with generating set
A. It is possible to compute a constant N with the property that if a quadratic
equation Q(X,A) = 1 is solvable in Γ, then there exists a solution φ such that
for any variable x, |φ(x)| ≤ N |Q|5 if Q is orientable, |φ(x)| ≤ N |Q|12, if Q is
non-orientable.
Theorem 3. Let Γ be a non-cyclic torsion-free hyperbolic group. The problem,
whether a quadratic equation has a solution in Γ, is NP-complete.
Recall that all non-trivial virtually cyclic torsion-free hyperbolic groups must
actually be infinite cyclic. So “non-cyclic” and “non-elementary” may be used
interchangeably in this context.
2 Reduction of equations in hyperbolic groups
to equations in free groups
In [24], the problem of deciding whether or not a system of equations S(Z) = 1
(we will often just write system S(Z) skipping the equality sign) over a torsion-
free hyperbolic group Γ has a solution was solved by constructing canonical
representatives for certain elements of Γ. This construction reduced the problem
to deciding the existence of solutions in finitely many systems of equations over
free groups, which had been previously solved in [20]. The reduction is described
below.
Let denote the canonical epimorphism F (Z,A) → ΓS , where ΓS is the
quotient of F (Z) ∗ Γ over the normal closure of the set S.
For a homomorphism φ : F (Z,A)→ K we define φ : ΓS → K by(
w
)φ
= wφ,
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where any preimage w of w may be used. We will always ensure that φ is a well-
defined homomorphism (this is equivalent to fact that φ factors through ΓS).
For a system S(Z) = 1 without coefficients, denotes the canonical epimorphism
F (Z)→ 〈Z |S〉 and φ is defined analogously.
Proposition 1. Let Γ = 〈A |R〉 be a torsion-free δ-hyperbolic group and pi :
F (A) → Γ the canonical epimorphism. There is an algorithm that, given a
system S(Z,A) = 1 of equations over Γ, produces finitely many systems of
equations
S1(X1, A) = 1, . . . , Sn(Xn, A) = 1 (1)
over F = F (A) and homomorphisms ρi : F (Z,A) → FSi for i = 1, . . . , n such
that
1) for every F -homomorphism φ : FSi → F , the map ρiφpi : ΓS → Γ is a
Γ-homomorphism, and
2) for every Γ-homomorphism ψ : ΓS → Γ there is an integer i and an F -
homomorphism φ : FSi → F (A) such that ρiφpi = ψ.
Further, if S(Z) = 1 is a system without coefficients, the above holds with
G = 〈Z |S〉 in place of ΓS and ‘homomorphism’ in place of ‘Γ-homomorphism’.
Moreover, |Si| = O(|S|2) for each i = 1, . . . , n, where the constants depend
on the group Γ.
Proof. The result is an easy corollary of Theorem 4.5 of [24], but we will provide
a few details.
Assume that the system S(Z,A), in variables z1, . . . , zl, consists of r constant
equations and q − r triangular equations, i.e.
S(Z,A) =
{
zσ(j,1)zσ(j,2)zσ(j,3) = 1 j = 1, . . . , q − r
zs = as s = l − r + 1, . . . , l
where σ(j, k) ∈ {1, . . . , l} and ai ∈ Γ. An algorithm is described in [24] which,
for every m ∈ N, assigns to each element g ∈ Γ a word θm(g) ∈ F satisfying
θm(g) = g in Γ
called its canonical representative. The representatives θm(g) satisfy useful prop-
erties for certain m and certain finite subsets of Γ [24], as follows.
Let1 L = q · 25050(δ+1)6(2|A|)2δ . Suppose ψ : F (Z,A) → Γ is a solution of
S(Z,A) and denote
ψ(zσ(j,k)) = gσ(j,k).
Then there exist h
(j)
k , c
(j)
k ∈ F (A) (for j = 1, . . . , q− r and k = 1, 2, 3) such that
(i) each c
(j)
k has length less than
2 L (as a word in F ),
1The constant of hyperbolicity δ may be computed from a presentation of Γ using the
results of [10].
2The bound of L here, and below, is from [24].
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(ii) c
(j)
1 c
(j)
2 c
(j)
3 = 1 in Γ,
(iii) there exists m ≤ L such that the canonical representatives satisfy the
following equations in F :
θm(gσ(j,1)) = h
(j)
1 c
(j)
1
(
h
(j)
2
)−1
(2)
θm(gσ(j,2)) = h
(j)
2 c
(j)
2
(
h
(j)
3
)−1
(3)
θm(gσ(j,3)) = h
(j)
3 c
(j)
3
(
h
(j)
1
)−1
. (4)
In particular, when σ(j, k) = σ(j′, k′) (which corresponds to two occurrences in
S of the variable zσ(j,k)) we have
h
(j)
k c
(j)
k
(
h
(j)
k+1
)−1
= h
(j′)
k′ c
(j′)
k′
(
h
(j′)
k′+1
)−1
. (5)
Consequently, we construct the systems Si(Xi, A) as follows. For every pos-
itive integer m ≤ L and every choice of 3(q − r) elements c(j)1 , c(j)2 , c(j)3 ∈ F
(j = 1, . . . , q − r) satisfying (i) and (ii)3 we build a system Si(Xi, A) consisting
of the equations
x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
= x
(j′)
k′ c
(j′)
k′
(
x
(j′)
k′+1
)−1
(6)
x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
= θm(as) (7)
where an equation of type (6) is included whenever σ(j, k) = σ(j′, k′) and an
equation of type (7) is included whenever σ(j, k) = s ∈ {l − r + 1, . . . , l}. To
define ρi, set
ρi(zs) =
{
x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
, 1 ≤ s ≤ l − r and s = σ(j, k)
θm(as), l − r + 1 ≤ s ≤ l
where for 1 ≤ s ≤ l − r any j, k with σ(j, k) = s may be used.
If ψ : F (Z) → Γ is any solution to S(Z,A) = 1, there is a system S(Xi, A)
such that θm(gσ(j,k)) satisfy (i)-(iii). Then the required solution φ is given by
φ
(
x
(k)
j
)
= h
(k)
j .
Indeed, (iii) implies that φ is a solution to S(Xi, A) = 1. For s = σ(j, k) ∈
{1, . . . , l − r},
zρiφs = h
(j)
k c
(j)
k
(
h
(j)
k+1
)−1
= θm(gσ(j,k))
3The word problem in hyperbolic groups is decidable.
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and similarly for s ∈ {l − r + 1, . . . , l}, hence ψ = ρiφpi.
Conversely, for any solution φ
(
x
(k)
j
)
= h
(k)
j of S(Xi) = 1 one sees that by
(6),
zσ(j,1)zσ(j,2)zσ(j,3) →ρiφ h(j)1 c(j)1 c(j)2 c(j)3
(
h
(j)
1
)−1
which maps to 1 under pi by (ii), hence ρiφpi induces a homomorphism.
The statement about the length of the systems Si = 1 will follow from the
next proposition.
Proposition 2. Let S = S(Z,A) = 1 be a system of equations over Γ = 〈A |R〉.
Then, for the systems Si = Si(Xi, A) defined by equations (6) and (7) we have
|Si| = O(|S|2) and |Xi| = O(|S|). If S(Z,A) is a quadratic system of equations,
then the systems Si = Si(Xi, A) are quadratic.
In order to prove the above proposition, we first prove the two following
lemmas.
Lemma 1. Let S = S(Z,A) = 1 be a system of equations over Γ = 〈A |R〉.
We can rewrite S as a system of triangular equations S′ such that |S′| = O(|S|)
(constants depend on Γ). If S is quadratic, then S′ is also quadratic.
Proof. We can assume that S consists of only one equation of the form y1y2 · · · yn =
1, where either yi ∈ Z or yi ∈ Γ. The general case can be proved by a similar
argument. At the first step of triangulation we introduce the new variable x1
and we rewrite S as
y1y2x1 = 1
x−11 y3 · · · yn = 1
If we continue the process we get a triangular system S′ of the following
form:
y1y2x1 = 1
x−11 y3x2 = 1
x−12 y4x3 = 1
...
x−1n−3yn−1yn = 1
The length of each triangular equation is bounded by 3 and there are (|S|−2)
such equations. In addition we have to add the length of the coefficients, because
some yi belong to Γ. Hence, |S′| ≤ 4|S|.
If S is quadratic, then there are at most two indices i, j such that yi = yj = z.
Hence each variable z appears at most twice in S′. Since each new variable xi
also appears twice in S′, we conclude that S′ is quadratic.
Lemma 2. Let S(A,Z) = 1 be a system of equations over Γ. If we assume
that the system S(A,Z) is in a triangular form, then the systems Si’s defined
by equations (6) and (7) are of length |Si| = O(|S|2) and and |Xi| = O(|S|)
(constants depend on Γ).
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If we assume that the system S(A,Z) is quadratic and in a triangular form,
then the systems Si’s defined by equations (6) and (7) are quadratic.
Proof. Fix a system Si defined by equations (6) and (7). First we observe
that each equation in Si of the form x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
= x
(j′)
k′ c
(j′)
k′
(
x
(j′)
k′+1
)−1
corresponds to the triples
θm(gσ(j,1)) = h
(j)
1 c
(j)
1
(
h
(j)
2
)−1
θm(gσ(j,2)) = h
(j)
2 c
(j)
2
(
h
(j)
3
)−1
θm(gσ(j,3)) = h
(j)
3 c
(j)
3
(
h
(j)
1
)−1
.
and
θm(gσ(j′,1)) = h
(j′)
1 c
(j′)
1
(
h
(j′)
2
)−1
θm(gσ(j′,2)) = h
(j′)
2 c
(j′)
2
(
h
(j′)
3
)−1
θm(gσ(j′,3)) = h
(j′)
3 c
(j′)
3
(
h
(j′)
1
)−1
.
where σ(j, k) = σ(j′, k′). If S is quadratic, for each pair (j, k), there is at
most one pair (j′, k′) such that σ(j, k) = σ(j′, k′). Hence, there is at most one
equation x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
= x
(j′)
k′ c
(j′)
k′
(
x
(j′)
k′+1
)−1
, involving x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
.
We conclude that x
(j)
k appears at most in two equations of the following form:
x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
= x
(j′)
k′ c
(j′)
k′
(
x
(j′)
k′+1
)−1
x
(j)
k−1c
(j)
k−1
(
x
(j)
k
)−1
= x
(j′′)
k′′ c
(j′′)
k′′
(
x
(j′′)
k′′+1
)−1
.
Hence, Si is quadratic.
In order to find an upper bound on the length of Si we have to look at
two types of equation which appear in Si. The first type corresponds to vari-
ables in S. For each occurrence of variable zσ(j,k) ∈ S we have an equation
s : x
(j)
k c
(j)
k
(
x
(j)
k+1
)−1
= x
(j′)
k′ c
(j′)
k′
(
x
(j′)
k′+1
)−1
. The length of such equation is
bounded by 4 + (|ck|+ |ck′ |). We have that |ck|+ |ck′ | is bounded by 2L, where
L is the constant introduced in the definition of canonical representatives in the
proof of Proposition 1. Hence, we get
|s| ≤ 4 + 2L
6
The second type of equations corresponds to constants appearing in S. For
each constant as ∈ S, there is an equation x(j)k c(j)k
(
x
(j)
k+1
)−1
= θm(as) in Si,
where θm(as) ∈ FA is the label of a (λ, µ)-quasi-geodesic path from 1 to as
in the Cayley graph of Γ, for some λ and µ depending only on Γ [24]. Thus,
|θm(as)| ≤ λ|a|+ µ ≤ λ|S|+ µ. Therefore 2 + L + λ|S|+ µ is an upper bound
for the length of such equation.
Since there are at most |S| equations in Si, we get |Si| ≤ |S|(4 + 2L+λ|S|+
µ) = O(|S|2). This finishes the proof of the lemma.
Now we can prove Proposition 2.
Proof. (of Proposition 2) We rewrite S(Z,A) as a triangular system S′(Z ′, A)
and we consider the systems S′i’s defined by equations (6) and (7) for S
′. From
Lemma 1 and Lemma 2 , we have |S′i| = O(|S′|2) = O(|S|2) and and |Xi| =
O(|S|) which proves Proposition 2.
We recall Theorem 1.1 in [19]: if a quadratic equation Q(X,A) = 1 has a
solution in a free group, then there exists a solution φ such that for each variable
x ∈ X, |φ(x)| ≤ 40n(Q)c(Q) for orientable equation and |φ(x)| ≤ 150n(Q)c2(Q)
for non-orientable equation.
This theorem and Proposition 2 imply the statement of Theorem 1.
Proposition 2 and the result of Gutierres [14] about the PSpace algorithm
for solving equations in a free group imply the following result.
Theorem 4. [18] Let Γ be a torsion-free hyperbolic group. There is a PSpace
algorithm for solving equations in Γ.
3 Quadratic equations in free products
In this section we will prove results about quadratic equations in free products,
which will be used for the proof of Theorem 2 in the next section. Suppose an
element h in a free product of a free group and free abelian groups is written in
canonical form as h = h1 . . . hk. Then the length of h is defined as the sum of
the lengths of h1, . . . , hk.
Theorem 5. Let Q be a quadratic word. If the equation Q = 1 is solvable in
a free product of a free group and free abelian groups of finite ranks, then there
exists a solution α such that for any variable x, |α(x)| < Nn(Q)((n(Q)+c(Q))2
if Q = 1 is orientable, and |α(x)| < Nn2(Q)((n(Q) + c(Q))5 if Q = 1 is non-
orientable. Here n(Q) denotes the total number of variables in Q and c(Q) the
total length of coefficients occurring in Q. One can take N = 400 for orientable
equation and N = 9000 for non-orientable equation.
In this section we use topological and graph theoretic methods to work with
quadratic equations in free groups and free products of groups, introduced in
[7], [22], [5], [6], [25, 26, 27].
7
While all necessary definitions are given here, further relevant background
on quadratic equations in free groups and free products may be found in the
works mentioned above. Here, we do not distinguish edges of graphs from their
labels, in order to avoid complicated notation.
Definition 1. We define the orientable genus of an m-tuple {Ci, C} ⊆ G,
denoted by Genus(C1, C2, . . . , C), to be the least integer g ≥ 1 for which the
equality (
g∏
i=1
[xi, yi]
)m−1∏
j=1
z−1j Cjzj
C = 1 (8)
holds for some {xi, yi, zj} ⊆ G, where [x, y] = x−1y−1xy. We say, that the
orientable genus of {Ci, C} ⊆ G is 0 if there exists a tuple {z1, . . . , zm−1} such
that
(
m−1∏
j=1
z−1j Cjzj)C = 1.
If such integer g does not exist, the genus is not defined.
Definition 2. For a group G, we define the non-orientable genus of an m-tuple
{Ci, C} ⊆ G, denoted by Sq(C1, C2, . . . , C), to be the least integer g ≥ 1 for
which the equality (
g∏
i=1
x2i
)m−1∏
j=1
z−1j Cjzj
C = 1 (9)
holds for some {xi, zj} ⊆ G. We say, that the non-orientable genus of {Ci, C} ⊆
G is 0 if there exists a tuple {z1, . . . , zm−1} such that
(
m−1∏
j=1
z−1j Cjzj)C = 1.
If such integer g does not exist, the genus is not defined.
Definition 3. An orientable quadratic set of words is a quadratic set of cyclic
words w1, w2, . . . , wk (a cyclic word is the orbit of a linear word under cyclic
permutations) in some alphabet a±11 , a
±1
2 , . . ., such that every ai appears a total
of twice in w1, w2, . . . , wk, once as ai and once as a
−1
i .
Definition 4. A non-orientable quadratic set of words is a quadratic set of
cyclic words w1, w2, . . . , wk in some alphabet a
±1
1 , a
±1
2 , . . ., such that every a
±1
i
appears a total of twice in w1, w2, . . . , wk, and there is at least one i such that
a±1i appears twice with the same exponent.
Similar to the case of Wicks forms (see [25],[17] for background on Wicks
forms), we associate a union of surfaces to a quadratic set of words. If the
quadratic set is orientable, then all surfaces are orientable, whereas if the quadratic
set is non-orientable then at least one surface is non-orientable. This is done
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by taking a set of disks with boundaries labeled by words from the quadratic
set, and identifying edges which have the same labels, respecting orientation.
The genus of a quadratic set of words is defined as the sum of genera of the
surfaces obtained from k disks with words w1, w2, . . . , wk on their boundaries.
We will denote the genus by Genus(w1, w2, . . . , wk) in the orientable case, and
by Sq(w1, w2, . . . , wk) in the non-orientable case. If a set of words is not strictly
quadratic, and each letter appears an even number of times, topological genus
may be defined.
Definition 5. Let elements {Ci} be represented in G as a specialization of a
quadratic set of words (not necessarily uniquely). The minimum of topological
genera of such quadratic sets of words is the topological genus of the tuple {Ci},
i = 1 . . .m.
The genus given in Definitions 1 and 2 is called algebraic.
Lemma 3. The algebraic genus of a tuple {Ci, ı = 1 . . .m} ⊆ G is equal to the
topological one.
Proof. Let g be the algebraic genus of a tuple {Ci, ı = 1 . . .m} ⊆ G.
Then {Ci, i = 1 . . .m} can be presented as a specialization of a quadratic
set of words of genus g. As the quadratic set of words we may take a set∏g
i=1[xi, yi]t1, t
−1
1 t2, . . . , t
−1
m−2tm−1, t
−1
m−1, for example. Using the Euler charac-
teristic formula, we see that the genus of this quadratic set is g. Therefore, the
algebraic genus is greater than or equal to the topological one.
Now let the topological genus of a tuple {Ci, i = 1 . . .m}, be g. Then there is
a quadratic set of words Ui, i = 1 . . .m, of genus g such that a system Ci = Ui,
i = 1 . . .m, has a solution in G. Consider first the case when the quadratic
set of words Ui, i = 1 . . .m, defines one surface of genus g. Then the system
Ci = Ui, i = 1 . . .m, is equivalent to one quadratic equation. Indeed, we can
express a letter that occurs only once in Um from the equation Cm = Um, and
substitute it into the remaining system, then continue eliminating letters until
we get one equation. Then the algebraic genus is less than or equal to g, so the
algebraic and topological genera coincide.
If the quadratic set defines several surfaces, then the equalities (8) and (9)
can be presented as several independent ones of the same form. We complete the
proof by induction, using the above arguments for each connected component.
The lemma is proved.
Consider the orientable (non-orientable) compact surface S associated to an
orientable (non-orientable) quadratic set. This surface has an embedded graph
Γ ⊂ S such that S \ Γ is a set of open polygons. This construction also works
in the opposite direction. Given a graph Γ ⊂ S with e edges on an orientable
(non-orientable) compact connected surface S of genus g such that S \ Γ is
a collection of disks, by labeling and orienting the edges of Γ, and cutting S
open along Γ, we get an orientable (non-orientable) quadratic set of words of
genus g. The associated orientable (non-orientable) quadratic set of words can
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be read on the boundary of the resulting polygons. We henceforth identify an
orientable (non-orientable) quadratic set with the associated embedded graph
Γ ⊂ S, allowing the language of vertices and edges of orientable (non-orientable)
quadratic sets to be used. Moreover, the quadratic set can be associated with
a set T of closed paths in Γ, where every edge of Γ is traversed exactly twice.
We will call T a quadratic set of circuits. If the genus of the surface S is g, then
the genus of T is g, in the sense of Definitions 1 and 2 (see [7],[6], for example).
Definition 6. Let v be a vertex of Γ with edges a1, ..., al originating from v. If
Γ corresponds to an orientable quadratic set Q, then this set contains subwords
a−11 a2, . . . , a
−1
l−1al, a
−1
l a1 (which may be contained in different words of the set).
If Q is non-orientable, then some of these subwords may be reversed. This
set of subwords will be called girth of the vertex v. We say that the vertex v
is extended by a word W in generators of some group H, ψ1 . . . ψl = W in
H, ψi ∈ H, if subwords a−11 a2, . . . , a−1l−1al, a−1l a1 are replaced by a new set of
words a−11 ψ1a2, . . . , a
−1
l−1ψl−1al, a
−1
l ψla1. If a subword a
−1
j aj+1 is reversed, i.e.
occurs as a−1j+1aj, then the corresponding ψ appears in the product with negative
exponent.
Example 1. Consider the following non-orientable genus 2 word
AB−1AC−1BC−1. The corresponding graph Γ consists of three multiple edges
A,B,C originating in a vertex v and terminating in a vertex u (see Figure 1).
We say that a vertex v is extended by a word W if the word AB−1AC−1BC−1
is replaced by a word AB−1ψ3AC−1ψ2BC−1ψ1, such that ψ−11 ψ2ψ3 = W ∈ H.
Definition 7. Let Q be a quadratic set, and Γ be the associated graph. Let
vertices v1, . . . , vt of Γ be extended by words W1, . . . ,Wt ∈ H. We will say, that
an orientable (non-orientable) genus g joint extension (or g-extension) ∆ of Q
is constructed on these t vertices, if
• the t-tuple (W1, ...,Wt) is orientable and the orientable genus of (W1, . . . ,Wt)
is l = g − t+ 1 in H or
• the t-tuple (W1, . . . ,Wt) is non-orientable and the non-orientable genus of
(W1, . . . ,Wt) is l = g − 2t+ 2 in H.
The sum of the lengths of Wi will be called the length of the extension.
Definition 8. Let G be a free product (finite or infinite) of groups G1, G2, . . ..
Let Q be an orientable (non-orientable) quadratic set of genus k and Γ be
the associated graph. We separate all vertices of Γ into p + 1 disjoint sets
B0, B1, . . . , Bp. Leave the vertices of B0 without changes. The genus gi ori-
entable, or non-orientable, joint extension by a word of some free factor is
constructed on the vertices of the set Bi, for i = 1, . . . , p (different sets can
be extended by words of the same free factor, or of different free factors). We
consider the following cases:
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Figure 1
1. Q is non-orientable. Then we define n to be
n = k +
∑
i:gi−extensionis non-orientable
gi +
∑
i:gi−extension is orientable
2gi
2. Q is orientable and at least one of the gi-extensions is non-orientable.
Then we define n to be
n = 2k +
∑
i:gi−extensionis non-orientable
gi +
∑
i:gi−extension is orientable
2gi
3. Q is orientable and all gi-extensions are orientable. Then we define n to
be
n = k +
p∑
i=1
gi
If the quadratic set and all the extensions are orientable, we call the result-
ing set of words an orientable multi-form of genus n. If the quadratic set is
non-orientable, or at least one of the extensions if non-orientable, then we call
the resulting set of words a non-orientable multi-form of genus n. Denote the
multiform by A.
Definition 9. The set Q from Definition 8 will be called a framing set of words
of the multi-form A.
Definition 10. Let a quadratic set Q be a collection of words in a group alphabet
B, and A be a multi-form such that Q is the framing set of words for this multi-
form. Let V1, . . . , Vl be a set of elements of a free product G, which is obtained
from the multi-form A over the free product, by substitution of letters of the
alphabet B with elements of G. We will say that the family of words V1, . . . , Vl
is obtained from A by a permissible substitution, if elements of the same free
factor don’t occur in the words V1, . . . , Vl side by side.
Example 2. We give an example of a non-orientable multi-form of non-orientable
genus 13 (in the sense of Definition 7):
V1 = Aξ1EDψ1C
−1Bξ3A−1FBξ2EG1G2H1O2O−11 I1,
11
V2 = Cψ2H2O2ZG2I2I1F,
V3 = Dψ3H2H
−1
1 I2O1ZG1,
where ξ1ξ
−1
2 ξ3 = U1, ψ1ψ2ψ
−1
3 = U2, and the orientable genus of (U1, U2) in
some free factor Gi is 3, where Gi is a free group.
If we write the words V1, V2 and V3 around 3 disks (ignoring ψi’s and ξi’s)
and identify edges according to their labels, we get a non-orientable surface of
genus 5. The graph Γ is shown in Figure 2. Γ has 9 vertices, 15 edges, and 3
faces, because there were 3 disks. The vertices of Γ are marked with numbers
from 1 to 9 , see Figure 2. All vertices of Γ are separated in two sets, B0 and
B1, where B0 = {1, 3, 4, 5, 6, 7, 9} and B1 = {2, 8}, where there is an extension
performed on the vertices of B1. Now we use the formula v−e+f = 2−g. The
genus of the extension obtained by U1 and U2 is 3 + (2− 1) = 4, since (U1, U2)
is an orientable set (see Definition 7). Now by Definition 8, the genus of the
multiform is 5 + 2(4) = 13 (since V1, V2 and V3 define a non-orientable surface
and (U1, U2) is orientable, we use case 1 in Definition 8).
A
B
C
DE
F
G1
G2
H1
H2
I1
I2
O1
O2
Z
1
2
3
4
5
6
7
8
9
Figure 2
As an example of case 2, one can consider Aψ1Bψ4A
−1ψ3B−1ψ2, where
ψ1ψ2ψ3ψ4 is a square in some free factor. This is a non-orientable multi-form
of genus 3.
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Lemma 4. Let ∆ be a connected genus k surface with t holes, and with a
quadratic set of words u1, . . . , ut written on the boundaries of those holes. Let
∆′ be the genus n surface obtained by identification of the holes in ∆ according
to their labels. Let ∆1 be the compact closed surface obtained from t disks with
u1, . . . , ut written on their boundaries, by identifying the 1-cells according to
their labels. Then we have the following cases.
(i) If ∆ and the set (u1, . . . , ut) are both orientable, then
Genus(u1, . . . , ut) = Genus∆1 = n− k − t+ 1.
(ii) If ∆ and the set (u1, . . . , ut) are both non-orientable, then
Sq(u1, . . . , ut) = Sq∆1 = n− k − 2t+ 2.
(iii) If ∆ is orientable and the set (u1, . . . , ut) is non-orientable, then
Sq(u1, . . . , ut) = Sq∆1 = n− 2k − 2t+ 2.
(iv) If ∆ is non-orientable and the set (u1, . . . , ut) is orientable, then
Sq(u1, . . . , ut) = Sq∆1 =
n− k − 2t+ 2
2
.
Proof. We give a proof for the case (ii). The other cases can be proved in a
similar way. Let ∆1 be the surface obtained by writing the words u1, . . . , ut
around the boundaries of t disks and identifying the 1-cells according to their
labels, as in the statement of the Lemma. Then the surface ∆′ is a connected
sum of ∆, ∆1, and t− 1 tori:
∆′ = ∆#∆1#T# · · ·#T︸ ︷︷ ︸
(t− 1) times
.
Since ∆ and ∆1 are both non-orientable, this connected sum is the same as
a connected sum of k + Sq∆1 projective planes and t− 1 tori. Hence,
∆′ = P# · · ·#P︸ ︷︷ ︸
(k + g∆1 ) times
#T# · · ·#T︸ ︷︷ ︸
(t− 1) times
.
Since the connected sum of a torus and a projective plane is homeomorphic
to the connected sum of three projective planes, we have:
∆′ = P# · · ·#P︸ ︷︷ ︸
(k + Sq∆1 + 2) times
#T# · · ·#T︸ ︷︷ ︸
(t− 2) times
.
Continuing to rewrite in terms of connected sums of projective planes, we
obtain:
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∆′ = P# · · ·#P︸ ︷︷ ︸
(k + Sq∆1 + 2(t− 1)) times
.
Hence, the genus of ∆′ is equal to k + Sq∆1 + 2(t− 1):
n = k + Sq∆1 + 2(t− 1).
Solving this for Sq∆1, we get
Sq∆1 = Sq(u1, . . . , ut) = n− k − 2(t− 1),
which proves (ii).
Let G be a free product of groups G1, G2, . . .. Suppose a standard orientable
quadratic equation has a solution φ : F (xi, yi, zj) ∗ G → G. Represent the
equation in the form such that the product of commutators is equal to the
product of conjugates of the coefficients:(
g∏
i=1
[xi, yi]
)
=
m−1∏
j=1
z−1j Vjzj
Vm (10)
The product of commutators is a quadratic word. The solution φ defines a
specialization of this quadratic word inG. This specialization can be represented
as a product of several elements U1, . . . , Um, where each Ui is a conjugate of
Vi. Therefore, the set of elements U1, . . . , Um can be obtained (altogether) as a
specialization φ of a quadratic set of words.
Proposition 3. In the above notation, elements V1, . . . , Vm can be obtained
from a multi-form of genus g over G by a permissible substitution.
Proof. The orientable quadratic set of words, and the specialization U1,. . . ,Um,
can be written on the boundaries of m disks labeled by elements of the free
product. We do not make any cancellations at this point between the special-
izations of the letters in these words. The disks define a surface of genus g (we
can assume that they define one connected surface, otherwise this specialization
corresponds to a solution of two disjoint quadratic equations, where the sum of
their genera is g). The boundaries of disks give a graph Γ on the surface, with
elements of the free product written on the edges. Each element labeling an
edge is in normal form for the free product. We divide the edges of Γ with ver-
tices of degree two, according to the normal forms of the words written on the
edges. We say that there is a labeling function φ on the edges of Γ by elements
of the free product, and Γ may be equipped with a quadratic set of circuits T
such that the words representing U1, . . . , Um can be read along T .
Let p be a path of length k in Γ such that φ(p) = 1, and let v and w be its
end points. Vertices v and w do not coincide, since otherwise the genus of the
equation would be decreased, by the Euler characteristic formula. There is an
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edge ej which appears in p exactly once (otherwise the genus of the equation
would be smaller, again by the Euler characteristic formula). We identify the
vertices v and w of Γ and delete ej . Then we delete all the edges which are
incident to at least one vertex of degree one.
We say that the new graph Γ′ is obtained from Γ by τk-transformation. Since
the number of edges in Γ′ is at least one less than the number of edges in Γ, if
this process is continued then we get a graph Γ′ and quadratic set of circuits
T ′. The words U1,...,Um can be read along the circuits T ′, and Γ′ does not have
any subpath p such that φ(p) = 1.
In the next step, we show that removing all connected components of Γ′
which are labeled by elements of the same free factor, corresponds to construct-
ing joint extensions of a framing word.
Let K be a connected subgraph of Γ′ whose edges are labeled by elements of
a free factor Gi. We take K to be maximal. We call a vertex a boundary vertex
if it is incident to both K and Γ′ \K. We refer to the edges of K as K-edges,
and to the edges of Γ′ \K as Kc-edges.
Let w be a boundary vertex. Without loss of generality, we assume that all
edges incident to w are leaving w. Let
a−11,1a1,2, . . . , a
−1
1,t1−1a1,t1 , a
−1
1,t1
b1,1, b
−1
1,1b1,2, . . . , b
−1
1,s1
a2,1,
. . . , a−12,t2b2,1, . . . , a
−1
r,trbr,1, . . . , b
−1
r,sra1,1
be a girth of w, where bi,j edges are K-edges and ai,j edges are K
c edges. We
refer to the sets of K-edges (Kc-edges ) not separated by Kc-edges (K-edges)
as K-bundles (Kc-bundles) (see Figure 3).
We replace the vertex w by a sequence of vertices w1,1, w1,2, . . . , wr,1, wr,2,
and insert an edge ei between wi,1 and wi,2 pointing towards wi,2 and an edge
e′i between wi,2 and wi+1,1 pointing towards wi,2. Each K
c-bundle ai,1, . . . , ai,ti
is incident to wi,1, and each K-bundle bi,1, . . . , bi,si is incident to wi,2. We let
φ(ei) = φ(e
′
i) = 1 and consider them as K
c-edges. We call wi,1 a boundary
Kc-vertex (see Figure 4). If we do this for all boundary vertices, we get a new
graph Γ′′ with a quadratic set of circuits T ′′ such that the words U1, . . . , Um
can be read along T ′′. A subpath of T ′′ consisting of only K(Kc)-edges is called
K(Kc)-subpath.
Let v1 = w1,1 be a boundary K
c-vertex with a1,1, . . . , a1,t1 and e1 leaving
v1. Then the girth of v1 is
e−11 a1,1, a
−1
1,1a1,2, . . . , a
−1
1,t1−1a1,t1 , a
−1
1,t1
e1.
Let B1 be the K-subpath which is traversed after e1 in T
′′. Let e−12 be the
first edge which is taken after this K-path by T ′′, and v2 be the initial vertex
of e2. Hence, we have the following sequence of subpaths in T
′′:
e−11 a1,1, a
−1
1,1a1,2, . . . , a
−1
1,t1−1a1,t1 , a
−1
1,t1
e1B1e
−1
2 a2,1, a
−1
2,1a2,2,
. . . , a−12,t2−1a2,t2 , a
−1
2,t2
e2.
15
Figure 3
Figure 4
.
A subpath B2 follows e2 in T
′′, and so on. Since T ′′ is finite, at some point it
comes back to v1. So there exists a sequence of subpaths of T
′′ of the following
form:
a−11,1a1,2, . . . , a
−1
1,t1
e1B1e
−1
2 a2,1, . . . , a
−1
2,t2
e2B2e
−1
3 a3,1,
. . . , e−1m am,1, . . . , a
−1
m,tmemBme
−1
1 a1,1.
(11)
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We will call such a sequence a chain. Each vertex is included in some chain,
and boundary Kc-vertices can be partitioned into disjoint classes according to
the chain in which they appear. Let t be the number of these classes.
If we write T ′′ along the boundary of several disks, and identify Kc-edges and
edges eij according to their labels, we get a surface ∆ with t boundary com-
ponents ∆1, . . . ,∆t. The labels of these boundary components are K-paths.
We denote these labels by ui. For example, if we consider the chain (11) men-
tioned above, the cyclic word u = B1 · · ·Bm will be written around one of these
boundary components. Let the genus of ∆ be k.
We glue a disk Di to each boundary component ∆i by identifying the bound-
ary of Di with the boundary of ∆i. Then we shrink each Di to a vertex vi. Let
∆′′′ be the surface that we get after this operation. Then ∆′′′ has a graph Γ′′′
and a family of circuits T ′′′ such that the words U ′′′1 , . . . , U
′′′
m can be read along
T ′′′. It is clear that if we cancel all K-paths in T ′′, we get T ′′′. Words repre-
senting the same elements as U1, . . . , Um can be obtained from U
′′′
1 , . . . , U
′′′
m by
constructing a joint extension on v1, . . . , vt by u1, . . . , ut ∈ K.
If we identify all K-edges in ∆ according to their labels, we get a closed
orientable surface ∆′ and an associated graph with circuits, along which we can
read words representing the same elements as U1, . . . , Um. Let the genus of ∆
′
be n. By Lemma 4 we get that
Genus(u1, . . . , ut) = n− t− k + 1.
Hence, a joint extension of genus Genus(u1, . . . , ut) + t + 1 is constructed
on v1, . . . , vt by u1, . . . , ut ∈ K. The resulting multi-form has genus n (see
Definition 8).
Now, we go back to Γ′. Let K1, . . . ,Km be connected subgraphs of Γ′ such
that each Ki is labeled by elements of some free factor and has no less than two
edges. We assume that if Ki and Kj are labeled by elements of the same free
factor they do not share any edges, nor any vertices. Let U¯1, · · · , U¯m be normal
forms of elements U1, . . . , Um. By applying the above process to each Ki, it
follows that U¯1, . . . , U¯m can be obtained from a multi-form of genus g over the
free product by a permissible substitution. This proves the proposition.
Proof of Theorem 5.
Proposition 3 deals with an orientable equation and an orientable set of
words. All other cases, where either the equation or the set (U1, . . . , Ut) (or
both) are non-orientable, can be proved similarly. By Proposition 3, it’s possible
to obtain V1, . . . , Vm, in a free product of groups G, by a permissible substitution
from a multi-form A of genus g over G. Using this multi-form we are going to
construct a solution of the original equation and estimate its length. Eventually,
after some transformations, we will obtain this solution of the original equation
as a solution of a quadratic equation in a free group generated by the union of
the generating sets of the free factors.
Let Γ be the associated graph. By definition of the multi-form A, it is
obtained by separation of all vertices of Γ into p+1 disjoint sets B0, B1, . . . , Bp,
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and genus gi extensions on the vertices of Bi, for i = 1, . . . , p. Let each set Bi
have li vertices.
This means that each of the li vertices is extended by some word W (i, s),
where s = 1, . . . , li. To proceed we need the following definition.
Definition 11. Let the vertex v be extended by a cyclic word W of some group
H, ψ1 · · ·ψl = W in H, ψi ∈ H, such that a−11 ψ1a2, . . . , a−1l−1ψl−1al, a−1l ψla1.
We will say that the extended vertex is augmented if the words
a−11 ψ1a2, . . . , a
−1
l−1ψl−1al, a
−1
l ψla1
are replaced by
A−11 A2, . . . , A
−1
l−1Al, A
−1
l WA1
where A1 = a1 and Ai = ψ1ψ2 · · ·ψi−1ai for i = 2, . . . , n− 1.
Example 3. Let v be the vertex extended by a cyclic word W of a group H,
ψ1ψ2ψ3ψ4 = W in H,ψi ∈ H, and a−11 ψ1a2, a−12 ψ2a3, a−13 ψ3a4, a−14 ψ4a1.
Augmentation of v:
a−11 ψ1a2,
a−12 ψ
−1
1 ψ1ψ2a3,
a−13 ψ
−1
2 ψ
−1
1 ψ1ψ2ψ3a4,
a−14 ψ
−1
3 ψ
−1
2 ψ
−1
1 ψ1ψ2ψ3ψ4a1.
Now we can replace a1 by A1, ψ1a2 by A2, ψ1ψ2a3 by A3, ψ1ψ2ψ3a4 by A4
and the product ψ1ψ2ψ3ψ4 by W .
Denote the length of the original equation by M = n(Q) + c(Q). If we
perform augmentation of every extended vertex of A, then by Proposition 3,
the length of every new letter is bounded from above by M , and the result of
augmentation of every extended vertex will look like the framing set of words,
plus the words W (i, s) which were used for the joint extensions. By Definition
7 (of a joint extension) and Definition 8 (of a multi-form for a free product),
for a fixed i, the words W (i, s) satisfy one of the following equalities, for some
{bk, ck, dj} in a free factor Gi:(
gi∏
k=1
[bk, ck]
)li−1∏
j=1
d−1j W (i, j)dj
W (i, li) = 1, (12)
or (
gi∏
k=1
b2k
)li−1∏
j=1
d−1j W (i, j)dj
W (i, li) = 1. (13)
Now expressW (i, li) in terms of commutators, squares and conjugates ofW (i, j), j =
1, . . . , li−1, using the equations above, and substitute it into the augumented A.
Consider the case when all free factors are either free groups, or abelian
groups. Example 4 illustrates the proof. We denote by Mi the length of the i
′th
extension, Mi =
∑li
s=1 |W (i, s)|. The sum of all Mi’s is bounded by M .
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If Gi is a free group, then for minimal such bk, ck, dj , the length of each of
the bk, ck, dj above is bounded by 2Mi in the orientable case, and by 12M
4
i in
the non-orientable case (see [17], [19]). If Gi is a free abelian group then the first
equality becomes (
∏li−1
j=1 W (i, j))W (i, li) = 1, and the second equality becomes
b2(
∏li−1
j=1 W (i, j))W (i, li) = 1.
Let V ′1 , . . . , V
′
m be a set of words after augmentation and substitution of
W (i, li) in terms of commutators, squares and conjugates. The set of words
V ′1 , . . . , V
′
m is presented by a quadratic set of words in a free group generated
by the union of the generating sets of the free factors. Notice that the words
V ′1 , . . . , V
′
m may be non-reduced.
The number of letters after augmentations is bounded by M , and substitu-
tion of W (i, li) in terms of commutators and squares does not give more then
4M new letters, so the new total length is not more then 5M . In a free group,
the number of commutators is bounded by the total length of coefficients, and
products of commutators in abelian groups are trivial. So the length of each new
letter is bounded by 2M , and then the total length of V ′1 , . . . , V
′
m is bounded
by 10M2, in the orientable case. A similar argument shows that in the non-
orientable case the number of new letters is bounded by 5M , but the length of
each new letter is bounded by 12M4, so therefore the total length of V ′1 , . . . , V
′
m
is bounded by 60M5. For the quadratic equation Q = 1 in the formulation
of the theorem, the tuple V ′1 , . . . , V
′
m represents the coefficients. Now we can
use the results from [19], cited above, for arbitrary quadratic equations in free
groups in order to obtain the estimates in Theorem 5. Theorem 5 is proved.
If the equation Q = 1 is in standard form, then the estimates are even
better: |α(x)| < N((n(Q) + c(Q))2 for an orientable equation, and |α(x)| <
Nn(Q)((n(Q) + c(Q))5 for a non-orientable equation.
Example 4. Let a solution of a quadratic equation be obtained from the non-
orientable multi-form of Example 2 by a permissible substitution:
V1 = Aξ1EDψ1C
−1Bξ3A−1FBξ2EG1G2H1O2O−11 I1,
V2 = Cψ2H2O2ZG2I2I1F,
V3 = Dψ3H2H
−1
1 I2O1ZG1,
where ξ1ξ
−1
2 ξ3 = U1,ψ1ψ2ψ
−1
3 = U2, (U1, U2) has orientable genus 3 in some
free factor Gi, and |V1|+ |V2|+ |V3| = s.
Now we have to bring the multi-form to a quadratic set in a free group. First
of all we perform augmentations, and our multi-form is as follows:
V ′1 = AE1DC
−1
1 B1U1A
−1FB1E1G1G2H1O2O−11 I1,
V ′2 = C1H3O2ZG2I2I1F,
V ′3 = DU
−1
2 H3H
−1
1 I2O1ZG1,
where E1 = ξ1E,B1 = Bξ2ξ
−1
1 , C1 = Cψ
−1
1 , and H3 = ψ1ψ2H2. Without loss
of generality, we may assume that U2 = UU
−1
1 , where U = [b1, c1][b2, c2][b3, c3].
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Substituting U2 by UU
−1
1 , we get a quadratic set of non-orientable genus 13 for
the free group. The length of every letter in V ′1 , V
′
2 , V
′
3 is bounded by s, and
every letter in U is bounded by 2|U1| + 2|U2| ≤ 2s. Using the results for the
free group, we get that the length of the solution is bounded by a polynomial of
degree 8 in s.
4 Toral relatively hyperbolic groups
We will use the following definition of relative hyperbolicity. A finitely gener-
ated group G with generating set A is relatively hyperbolic relative to a col-
lection of finitely generated subgroups H = {H1, . . . ,Hk} if the Cayley graph
C(G,A∪Π) (where Π is the set of all non-trivial elements of subgroups in H) is
a hyperbolic metric space, and the pair {G,H} has Bounded Coset Penetration
property (BCP property for short). The pair (G, {H1, H2, ...,Hk}) satisfies the
BCP property, if for any λ ≥ 1, there exists constant a = a(λ) such that the
following conditions hold. Let p, q be (λ, 0)-quasi-geodesics without backtrack-
ing in C(G,A ∪ Π) (do not have a subpath that joins a vertex in a left coset
of some Hk to a vertex in the same coset (and is not in Hk)) such that their
initial points coincide (p− = q−), and for the terminal points p+, q+ we have
dA(p+, q+) ≤ 1.
1) Suppose that for some i, s is a Hi-component of p such that dA(s−, s+) ≥
a; then there exists a Hi-component t of q such that t is connected to s (there
exists a path c in C(G,A∪Π) that connects some vertex of p to some vertex of
q and the label of this path is a word consisting of letters from Hi).
2) Suppose that for some i, s and t are connected Hi-components of p and
q respectively. Then dA(s−, t−) ≤ a and dA(s+, t+) ≤ a.
Recall that a group G that is hyperbolic relative to a collection {H1, . . . ,Hk}
of subgroups is called toral if H1, . . . ,Hk are all abelian and G is torsion-free.
In this section we will prove Theorem 2. Notice that we will use that the
word problem and the conjugacy problem in (toral) relatively hyperbolic groups
are decidable.
Proposition 4. Let Γ = 〈A |R〉 be a total relatively hyperbolic group and with
parabolic subgroups H1, . . . ,Hk and pi : F (A) ∗ H1 ∗ . . . ∗ Hk → Γ the canon-
ical epimorphism. There is an algorithm that, given a system S(Z,A) = 1 of
equations over Γ, produces finitely many systems of equations
S1(X1, A) = 1, . . . , Sn(Xn, A) = 1 (14)
over a free product P = F ∗H1 ∗ . . . ∗Hk and homomorphisms ρi : F (Z) ∗ P →
PSi = (F (Z) ∗ P )/nclSi for i = 1, . . . , n such that
(i) for every P -homomorphism φ : PSi → P , the map ρiφpi : ΓS → Γ is a
Γ-homomorphism, and
(ii) for every Γ-homomorphism ψ : ΓS → Γ there is an integer i and an F -
homomorphism φ : PSi → P such that ρiφpi = ψ.
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Further, if S(Z) = 1 is a system without coefficients, the above holds with
G = 〈Z |S〉 in place of ΓS and ‘homomorphism’ in place of ‘Γ-homomorphism’.
Moreover, |Si| = O(|S|2) and |Xi| = O(|S|) for each i = 1, . . . , n.
The proof is the same as the proof of Proposition 1, but instead of [24] one
has to use Theorem 3.3 in [8] about representatives in a free product of free
abelian groups of finite rank.
Now the proof of Theorem 2 is almost identical to the proof of Theorem
1, but instead of the results about length estimates of a minimal solution of a
quadratic system of equations in a free group one should use Theorem 5.
5 A family of equations over Γ, for which the
Diophantine problem is NP-hard
The Diophantine problem for a system of equations S = 1 over a (class of)
group(s) G, is to determine whether S = 1 has a solution in G. In this section
we will complete the proof of Theorem 3 by showing that, for any input of the
exact bin packing problem, there is a corresponding quadratic equation S = 1
over a torsion-free hyperbolic group Γ, such that a solution to S = 1 gives
a positive answer to the given input, and vice versa. The exact bin packing
problem, which is NP-hard (see [15] where the bin packing problem from [11],
p. 226, is modified into the exact bin packing problem), is given by:
Problem Exact Bin Packing
• INPUT: An s-tuple of positive integers (r1, ...rs) and positive integers B
and N .
• QUESTION: Is there a partition {1, . . . , s} = B1 unionsq · · · unionsqBN , such that for
each i = 1, . . . , N ∑
j∈Bi
rj = B?
Let Γ = 〈A|R〉 be a non-elementary torsion-free δ-hyperbolic group, and
Cay(Γ) be the Cayley graph of Γ with respect to A. By [2], Γ contains a convex
free subgroup F (b, c) of rank two. We can assume that b and c are both cyclically
reduced as elements of Γ, i.e. have minimal length in their respective conjugacy
classes, and furthermore that g−1bng 6= cm for all g ∈ Γ,m, n ∈ Z ([3]). Denote
fixed minimal words in A±1 representing these elements by b and c as well. By
Theorem I.1.4 of [4] (and the more general Theorem 2.14 of [9] given in terms
of rotating families), there exists an integer D such that the normal closure
〈〈bs1D, cs2D〉〉 in Γ is free for any si > 0.
Given a positive integer n, and an n+2-tuple ζ = (d, κ, t1, . . . , tn) of positive
integers, let aζ = b
κDcdt1DbκD . . . cdtnDbκD. For each bin packing input, we will
consider certain systems of equations of a particular form, depending on ζ.
Given a bin packing input (r1, . . . , rs, B,N), for each n and n + 2-tuple ζ, let
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S[r1, . . . , rs, B,N, ζ] = 1 (or just S[ζ] = 1) be the equation
s∏
j=1
z−1j [aζ , b
dDrj ]zj = [a
N
ζ , b
dDB ]. (15)
Later, we will give explicit conditions on ζ so that the existence of a solution
in Γ of S[ζ] = 1 implies a solution to the given bin packing input. |S[ζ]|
will be polynomial in s, the size of the bin packing input. It is immediate
from van Kampen diagrams that a positive solution to the bin packing input
(r1, . . . , rs, B,N) implies the existence of a solution to S[ζ] = 1 in Γ, for any ζ.
By Lemma 1, S[ζ] = 1 may be transformed to a system consisting of s1
triangular and s+ 1 constant equations, where s1 = O(s). As in Proposition 1
and Proposition 2, by then considering canonical representatives θm,m ≤ L =
(s1 + s+ 1) · 25050(δ+1)6(2|A|)2δ and all choices of c(`)1 , c(`)2 , c(`)3 ∈ BΓ(L) (the ball
of radius L in Γ) for which c
(`)
1 c
(`)
2 c
(`)
3 = 1, a finite number of quadratic systems
of equations Si[ζ] = 1, i = 1, . . . ,m1 may be constructed. A solution in Γ of
S[ζ] = 1 implies a solution in F (A) of Si[ζ] = 1 for some i. Each Si[ζ] = 1
is in variables X0 = {x(1)1 , x(1)2 , x(1)3 , . . . , x(s1)1 , x(s1)2 , x(s1)3 } with equations of the
form:
x
(`)
k c
(`)
k (x
(`)
k+1)
−1 = x(`
′)
k′ c
(`′)
k′ (x
(`′)
k′+1)
−1
(x
(`′′)
k′′ )c
(`′′)
k (x
(`′′)
k′′+1)
−1 = θm([aζ , bdDrj ])
(x
(`′′′)
k′′′ )c
(`′′′)
k′′′ (x
(`′′′)
k′′′+1)
−1 = θm([aNζ , b
dDB ])
(16)
where k + 1 is taken cyclically with respect to (1, 2, 3). Note that there are
exactly 12 (3s1 − (s+ 1)) many equations of the first type, and s+ 1 + 3s1 many
coefficients in each Si[ζ] = 1.
If ζ is changed, only the coefficients of S[ζ] may differ, so all S[ζ] = 1 have
the same form of decomposition into triangular equations. Therefore only the
coefficients may differ in each Si[ζ] = 1 for 1 ≤ i ≤ m1 and any ζ.
5.1 Entire Transformations
It’s possible to construct a finite number of systems, where every equation in
each system includes the canonical representative of exactly one original coeffi-
cient from S[ζ] = 1, such that the solutions of Si[ζ] = 1 in F (A) factor through
the solutions of these systems in an appropriate sense.
Proposition 5. For each 1 ≤ i ≤ m1 and any ζ, if the system Si[ζ] = 1
has a solution in F (A), then there is another quadratic system of equations
E¯(Si[ζ]) = 1, in variables X¯i = {x¯1, . . . , x¯s¯i} , for some s¯i ≤ 3s1, which has a
solution ψ in F (A). The equations of E¯(Si[ζ]) = 1 are given by:
w(j)(X¯i) = θm([aζ , b
dDrj ]) for 1 ≤ j ≤ s
w(s+1)(X¯i) = θm([a
N
ζ , b
dDB ])
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w(j)(X¯i) = c¯j−s−1 for s+ 2 ≤ j ≤ s+ 3s1 + 1
for some c¯1, . . . , c¯3¯s1 in the ball of radius L in F (A). Furthermore, for
X¯ψi = {ψ(x¯1), . . . , ψ(x¯s¯i)}, w(j)(X¯ψi ) is a freely reduced word in F (A) for j =
1, . . . , s+ 3s1 + 1.
Note that E¯(Si[ζ]) = 1 has no more variables than Si[ζ] = 1.
Proof. This is proven using a rewriting process, described in [16], which is given
in terms of generalized equations and combinatorial generalized equations. Since
Si[ζ] = 1 is quadratic, the more general process is not needed in full; we de-
scribe here the necessary elements for the proof of Proposition 5. Note that the
notation used here for this simpler version differs slightly from that of [16].
Definition 12. Given a finite set A±1, a combinatorial generalized equation
Ω˜ consists of the following:
(i) A finite set BS of bases, which is the disjoint union of variable bases
BSv = {µ1, ..., µ2m} and constant bases BSc = {η1, . . . , ηn}, for some
m ≥ 1, n ≥ 0.
(ii) An initial segment BD = {1, . . . , ρ1 +1} of N, called the set of boundaries
of Ω˜, where ρ1 ≥ 1. A subset BDc = {ρ0, . . . , ρ1 + 1} for some 1 ≤ ρ0 ≤
ρ1+1 (which may be empty if n = 0), called the set of constant boundaries.
(iii) A function  : BSv → {−1, 1} and an involution ∆ : BSv → BSv. Denote
∆(µ) = µ¯ and call µ, µ¯ dual bases.
(iv) Functions α : BS → BD and β : BS → BD, where α(λ) < β(λ) for every
λ ∈ BS, and α(η) ∈ BDc for every η ∈ BSc (so β(η) ∈ BDc as well).
(v) A map σ : BSc → F (A)
When necessary, denote the set of bases (variable, constant, boundaries, etc.)
of Ω˜ by BS(Ω˜) (and BSv(Ω˜), etc.). For any base λ, boundaries i such that
α(λ) < i < β(λ) are called internal boundaries of λ; the end boundaries α(λ)
and β(λ) can be specified as initial and terminal boundaries of λ, respectively.
The internal and end boundaries of λ are said to be covered by λ. If boundaries
i and i + 1 are covered by λ, then say the interval [i, i + 1] is covered by λ.
If α(λ1) and β(λ1) are covered by λ, say λ1 is covered by λ. Combinatorial
generalized equations can be thought of as “interval diagrams” (see Figures 5
and 6).
To each combinatorial generalized equation Ω˜, a system of equations
S(x1, . . . , xρ1 , A)Ω = 1 over F (A) is associated, by the following construction:
For each base λ, let w(λ) = (xα(λ) · · ·xβ(λ)−1)(λ).
(1) For each pair of variable bases µ, µ¯ form the basic equation:
w(µ) = w(µ¯)
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(2) For each constant base η, form the constant equation:
w(η) = σ(η)
The variables are referred to as items, and S(x1, . . . , xρ1 , A)Ω = 1 is called
the generalized equation of Ω˜. A generalized equation SΩ is always assumed to
have an associated combinatorial generalized equation SΩ˜. Note that a general-
ized equation is quadratic if and only if each [i, i+ 1], for 1 ≤ i ≤ ρ1, is covered
by exactly two bases in SΩ˜.
A solution of a generalized equation is a solution ψ of SΩ in F (A) such
that ψ(w(λ)) is freely reduced in F (A) for each base λ (there is no cancellation
between each ψ(xi) and ψ(xi+1) in ψ(w(λ))). ψ is also considered to be a
solution to SΩ˜. Following the convention of writing ψ(xi) as x
ψ
i , we sometimes
denote ψ(w(λ)) ∈ F (A) by λψ. Recall that the length of a solution ψ is ∑ |ψ| =∑ρ1
i=1 |xψi |, where |xψi | is the length of the word xψi in F (A). Minimal solutions
of SΩ are solutions which are minimal with respect to this length.
Lemma 5. For each 1 ≤ i ≤ m1 and any ζ, if Si[ζ] = 1 has a solution ψ
in F (A), then there is a generalized equation Si[ζ]Ω = 1 which has a solution.
Furthermore, ρ1 = 3(3s1−(s+1))+3(s+1)+3s1 and the constant bases partition
[ρ0, ρ1 + 1] in the corresponding combinatorial generalized equation Si[ζ]Ω˜. In
other words each [k, k + 1] is covered by exactly one constant base for k ≥ ρ0.
Proof. Given Si[ζ] = 1 with a solution ψ in F (A), consider the
1
2 (3s1− (s+ 1))
many equations of the first type described in (16), in some fixed order, followed
by the s + 1 many equations of the second and third type. In each equation,
replace the coefficients c
(`)
k by new variables y
(`)
k and add the constant equations
y
(`)
k = c
(`)
k after the equations of the second and third type.
Now rename every appearance of all variables in this system, in the order
of equations, with variables in each equation ordered left to right, introducing
additional equations xj = xj′ for each variable appearing twice (i.e. x
(`)
k is
renamed as xj and xj′ in two different equations). So now a generalized equation
is obtained, call it Si[ζ]Ω′ where FR(Si[ζ]) = FR(Si[ζ]Ω′ ). Si[ζ]Ω′ corresponds to
a combinatorial generalized equation Si[ζ]Ω˜′ pictured in Figure 5. Note that
ρ0 = 3(3s1 − (s + 1)) − 1, since there are 12 (3s1 − (s + 1)) many equations
without constants, each with 6 variables. Then there are s+ 1 constant bases,
labeled by canonical representatives of commutators, each covering 3 variable
bases. Finally there are 3s1 constant bases, labeled by the c
(`)
k , each covering
one variable base. So ρ1 = 3(3s1 − (s + 1)) + 3(s + 1) + 3s1. The constant
bases partition the interval [ρ0, ρ1 + 1]. There are
1
2 (3s1− (s+ 1)) + 3s1 + 3s1 =
15
2 s1 − s2 − 12 many pairs of dual variable bases.
In Figure 5, the dual bases µ1 and µ¯1 give the basic equation x1x2x3 =
x4x5x6, corresponding to the first equation x
(`)
k c
(`)
k (x
(1)
k+1)
−1 = x(`
′)
k′ y
(`′)
k′ (x
(`′)
k′+1)
−1
of Si[ζ] = 1. The appearance of x
(`)
k in another equation (in this example an-
other equation of the first type) is represented by the dual bases µ2 and µ¯2.
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The constant base ηs+2 is labeled by σ(ηs+2) = c
(`)
k and the dual bases µ3 and
µ¯3 give the constant equation x2 = c
(`)
k . Finally, the constant base η1 is labeled
by σ(η1) = θm([aζ , b
dDr1 ]), and the dual bases µ4 and µ¯4 represent appearances
of some variable x
(`′′)
k′′ in an equation of the first type and in an equation of the
second type.
Now the generalized equation Si[ζ]Ω′ might not have a solution. This occurs
if, for xψj x
ψ
j+1x
ψ
j+2 on one side of some equation, there is cancellation between
xψj or x
ψ
j+2, and x
ψ
j+1 = c
(`)
k . However, there is a generalized equation Si[ζ]Ω of
exactly the same form, except that σ(ηs+2) = c¯
(1)
1 , . . . , σ(ηs+1+3s1) = c¯
(s1)
3 for
some subwords c¯
(`)
k of c
(`)
k , which does a solution.
1 2 3 . . . ρ0 ρ1
µ1 µ¯1
µ2 µ¯2
η1
µ3 µ¯3µ4 µ¯4
ηs+2 ηs+1+3s1
Figure 5
We now describe the rewriting process which may be applied to each Si[ζ]Ω
with a solution. Notice that in each Si[ζ]Ω˜, every boundary is an end boundary
of some base.
Definition 13. Rewriting process (Entire transformation): For a quadratic gen-
eralized equation SΩ with a solution ψ, the process is described by transforma-
tions of SΩ˜ and construction of factoring homomorphisms to resulting coordinate
groups
Starting at 1 ∈ BD(Ω˜), if 1 = ρ0, terminate the process. Otherwise, there
are variable bases µ1 and µ2 with α(µ1) = α(µ2) = 1 and β(µ1) ≥ β(µ2) = 2.
There are three possible cases for µ1 and µ2.
(i) If β(µ1) = 2 and µ2 = µ¯1, remove the pair µ1 and µ¯1 (they are “matched
bases” and (µ1) = (µ¯1)). Then move all bases to the left by one, and
decrease ρ0, ρ1 by one, to obtain a generalized equation SΩ′ . Define a
homomorphism pi′ : FR(SΩ) → FR(SΩ′ ) ∗ 〈t〉 by pi′(xi) = x′i−1 for 1 < i, and
pi′(x1) = t, where t is a new free variable.
(ii) If β(µ1) = 2 and µ2 6= µ¯1, replace µ¯1 by µ2, reversing (µ2) if (µ1) 6=
(µ¯1), before removing the pair µ1 and µ¯1. Then move all bases to the left
by one, and decrease ρ0 and ρ1 by one to obtain a generalized equation
SΩ′ . Define a homomorphism pi
′ : FR(SΩ) → FR(SΩ′ ) by pi′(xi) = x′i−1
for 1 < i, and pi′(x1) = w′(µ¯1), where if w(µ¯1) = (xk · · ·xk+r)(µ¯1), then
w′(µ¯1) = (x′k−1 · · ·x′k+r−1)(µ¯1).
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(iii) Otherwise 2 < β(µ1). Let a = α(µ¯1) and b = β(µ¯1). Cut µ1 at 2 into
bases µ′1 and µ
′′
1 , considering each possibility for where to cut µ¯1 at j into
µ¯′1 and µ¯
′′
1 . See Figure 6, ( of each base is not pictured, though cutting
and transferring bases must agree with orientation). Consider cuts between
existing boundaries k and k+ 1 by letting j = k+ 1 and increasing by one
all α(λ), β(λ) ≥ k + 1, as well as ρ0 and ρ1. Then transfer µ2 onto µ¯1,
i.e. let α(µ2) = a and β(µ2) = j. Delete the lone base µ
′
1, as well as µ¯
′
1
and rename µ′′1 and µ¯
′′
1 as µ1 and µ¯1. Now move all bases to the left by
one, and decrease ρ0, ρ1 by one
For each SΩ˜′ constructed in this case, let pi
′ : FR(SΩ) → FR(SΩ′ ) be defined
by pi′(x1) = w′(µ¯′1) and pi
′(xi) = x′i−1 for i > 1 if j is an existing boundary.
If j is inserted between k and k + 1, let pi′(xi) = x′i−1 for 1 < i ≤ k, and
pi′(xi) = x′i for k + 1 ≤ i ≤ ρ1.
The resulting generalized equations are all quadratic, so apply the same pro-
cess to each.
1
a j a j a j a j a j
µ′1 µ
′′
1¯ ¯
µ2
Figure 6
For each Si[ζ]Ω, the iterated process can be represented as a rooted finite
valence tree Ti with generalized equations at vertices and edges labeled by sur-
jective homomorphisms of coordinate groups. Any solution of Si[ζ]Ω factors
through some branch of Ti. If the process terminates for some branch b, call
the terminal generalized equation Eb(Si[ζ]Ω). If a solution of Si[ζ]Ω factors
through a branch b, the solutions to each consecutive generalized equation have
strictly decreasing length. Furthermore, if the rewriting process terminates with
Eb(Si[ζ]Ω˜), notice that [1, ρ1 +1] is partitioned by constant bases, and each con-
stant base is partitioned by variable bases, with each variable base µ covering
exactly one item (i.e. β(µ) = α(µ) + 1 and µψ = xψ for a variable base µ
covering x and a solution ψ).
Lemma 6. [16] If the length of ψ is minimal with respect to Aut(FR(Si[ζ]Ω)),
the rewriting process terminates for any branch b through which ψ factors.
Proof. Suppose ψ factors through an branch of Ti where the rewriting process
continues infinitely. Since there are finitely many boundaries introduced by
transferring and cutting bases, the number of bases may only decrease and
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the number of boundaries is bounded from above. So there is a finite number
of possible distinct generalized equations and if ψ factors through an infinite
branch, the same generalized equation must be repeated. However, each step of
the rewriting process shortens length of solutions, contradicting our assumption
that ψ is minimal with respect to Aut(FR(Si[ζ]Ω)).
Remark 1. Notice that the entire transformation does not add more bases,
and may only remove a pair of occurences of some variable (and its inverse) by
deleting a pair of dual bases, so the resulting system of equations is quadratic.
So for each Si[ζ] = 1 with a solution in F (A), there is a generalized equation
Si[ζ]Ω which has a solution ψ, and ψ factors along some terminating branch b
of Ti. So E¯(Si[ζ]) = Eb(Si[ζ]Ω) satisfies the conclusion of Proposition 5 after
renaming variables using the basic equations, since each variable base covers
exactly one item. Also let E¯(Si[ζ])Ω˜ = Eb(Si[ζ]Ω˜).
5.2 Disk diagrams
In [22] (see also Theorem 2.1 in [15]), it’s shown that an orientable quadratic
equation S = 1 in standard form:
g∏
i=1
[xi, yi]
m−1∏
j=1
z−1j CjzjCm = 1 (17)
has a solution in F (A) if and only if there is a collection of disks with oriented
boundaries labeled by freely reduced words C1, . . . , Cm, which tile a union of
surfaces Σ1, . . . ,Σl, where gluings between boundaries of disks must respect
labelings. Furthermore, for the reduced Euler characteristic of S defined by
χ¯(S) = 2 − 2g, the Euler characteristics of the surfaces satisfy the inequality∑l
i=0 χ(Σi) ≥ 2−2g+2l. Since any orientable quadratic equation S = 1 may be
sent to a standard quadratic equation S¯ = 1 by an automorphism of FR(S), let
χ¯(S) = χ¯(S¯). For a solution ψ of a system S = 1, denote such a corresponding
disk diagram by D(S, ψ).
Lemma 7. For each 1 ≤ i ≤ m1 and any ζ, if ψ is a solution of E¯(Si[ζ]), there
is a disk diagram D(E¯(Si[ζ]), ψ) tiling a union of spheres.
Proof. Each coefficient in E¯(Si[ζ]) is graphically equal to a word w
(j)(X¯ψi ). So if
the boundaries of s+3s1 +1 disks are labeled by the coefficients of E¯(Si[ζ]), the
boundary of each disk may be partitioned by solutions of variables. Since each
variable appears exactly twice, these disks may be glued respecting labelings,
and so tile some union of surfaces Σ = Σ1 ∪ · · · ∪ Σl.
After transforming S[ζ] = 1 to triangular equations z
(k)
1 z
(k)
2 z
(k)
3 = 1 over Γ, a
solution to S[ζ] = 1 in Γ implies a solution over F (A) to equations z
(k)
1 z
(k)
2 z
(k)
3 =
c
(k)
1 c
(k)
2 c
(k)
3 formed by canonical representatives. So the coordinate group of the
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equation P = 1 defined by:
s∏
j=1
z−1j θm([aζ , b
dDrj ])zj(θm([a
N
ζ , b
dDB ]))−1 = c(1)1 · · · c(s1)3
is a subgroup of FR(Si[ζ]Ω). Its coordinate group over F is FR(P ) and χ¯(P ) = 2.
The group FR(Si[ζ]Ω) is a free product of the coordinate group of a standard
quadratic equation, with a free group. Moreover, since FR(P ) is freely inde-
composable, it must be conjugate into the coordinate group of this standard
quadratic equation. Therefore χ¯(Si[ζ]Ω) = 2. The homomorphisms constructed
in the rewriting process are all either isomorphisms or map FR(Si[ζ]Ω) to a free
product of the coordinate group of the standard quadratic equation, with a
free group of smaller rank. So these homomorphisms preserve reduced Euler
characteristic and χ¯(E¯(Si[ζ])) = 2, implying Σ1, . . . ,Σl must all be spheres.
For a finitely generated group G = 〈A〉, and a (not necessarily reduced) word
w = w(A±1) labeling a path p in Cay(G,A), let ‖w‖ = ‖p‖ denote the word
length of w, or equivalently the path length of p. Let w1 ≡ w2 denote graphical
equality of words in G. Denote the geodesic word length of w, or equivalently
the path length of a geodesic with the same endpoints as p, by |w|. Abusing
notation slightly, if p is a geodesic, that fact may be emphasized by the notation
|p| for path length. The notation ‖w‖G and |w|G is used when it’s necessary
to distinguish the group. Order the vertices of paths in Cay(G,A) by letting
q1 < q2, for q1 and q2 on p, if and only if q1 is between q2 and the initial vertex
of p, or if q1 is the initial vertex. Denote the subpath of p from q1 to q2 by
p(q1,q2).
Proposition 6. There is a constant K0, which only depends on Γ and the choice
of b, c, and D, such that for d ≥ κ > K0 and any (t1, . . . , tn), if S[ζ] = 1 has
a solution in Γ for the corresponding ζ, there is a generalized equation Eˆ(Si[ζ])
with a solution ψˆ. The coefficients of Eˆ(Si[ζ]) are:
[aζ , b
dDr1 ], . . . , [aζ , b
dDrs ], [aNζ , b
dDB ]
along with some R1, . . . , RK2 ∈ F (A), with |R1|, . . . , |RK2 | ≤ L for some con-
stants K2,L = O(s). Also, Eˆ(Si[ζ])Ω˜ has K1 variable bases for some con-
stant K1 = O(s), and gluing disks with boundaries labeled by the coefficients
of Eˆ(Si[ζ]) along solutions of dual variable bases yields a disk diagram Dˆ =
D(Eˆ(Si[ζ]), ψˆ) tiling a union of spheres.
Proof. The solution of S[ζ] = 1 in Γ factors through a solution of some Si[ζ] = 1,
i ≤ m1, and so by Proposition 5, there is a generalized equation E¯(Si[ζ]) with
a solution ψ. By Lemma 7, there is a disk diagram D¯ = D(E¯(Si[ζ]), ψ) tiling a
union of spheres Σ = Σ1 ∪ · · · ∪ Σl.
Recall that every variable base of E¯(Si[ζ]) covers just a single item. For
1 ≤ j ≤ s+ 3s1 + 1, let w¯(j) = w(j)(X¯ψi ) and let pj be paths in Cay(Γ) labeled
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by w¯(j) where double occurrences of a variable correspond to a shared subpath.
In other words, suppose w(j)(X¯i) = xj1 · · ·xjn(j) and w(j
′)(X¯i) = xj′1 · · ·xjn(j′)
for integers n(j), n(j′) and xj1 , . . . , xjn(j) , xj′1 , . . . , xjn(j′) ∈ X¯i. If xjk = (xj′k′ )±1
for some 1 ≤ k ≤ n(j), 1 ≤ k′ ≤ n(j′), then pj and pj′ share the subpath labeled
by xψjk (which may have opposite orientations on the paths if xjk = (xj′k′ )
−1).
On each pj , let qjk be the terminal vertex of x
ψ
jk
for 1 ≤ k ≤ n(j), and qj0 be
the initial vertex of pj .
By [23] and [24], there are constants pi and  such that any path in Cay(Γ)
labeled by powers of b and c, or by θm([aζ , b
dDrj ]), θm([a
N
ζ , b
dDB ]) for m ≤ L and
1 ≤ j ≤ s, are (pi, )-quasigeodesic. There is a constant M = M(δ, pi, ), where
δ is the constant of hyperbolicity for Γ, such that any two pi, -quasigeodesics
with the same endpoints are in the M -neighborhood of each other with respect
to the Hausdorff metric ([3]).
Let Cj = [aζ , bdDrj ] for 1 ≤ j ≤ s, and Cs+1 = [aNζ , bdDB ]. There are paths
pˆj , labeled by Cj , with the same endpoints as pj , for 1 ≤ j ≤ s + 1. So for
1 ≤ j ≤ s+ 1 and 0 ≤ k ≤ n(j), there are minimal geodesics sjk from qjk on pj ,
to vertices qˆjk on pˆj , with ‖sjk‖ ≤M . Note that qˆj0 = qj0 and qˆjn(j) = qjn(j) .
Lemma 8. Let p and p′ be (pi, )-quasigeodesics in Cay(Γ) with the same initial
and terminal vertices. Suppose q1 < q2 are vertices on p and there are paths
γ1 from q1 to q
′
1, and γ2 from q2 to q
′
2, where q
′
2 < q
′
1 are vertices on p
′ and
‖γ1‖, ‖γ2‖ ≤M . Then ‖p(q1,q2)‖ ≤ N = 2M(pi + pi2) + (pi + 1) + pi.
Proof. Let q0 < q1 be the maximal (with respect to ordering of vertices on
p) vertex on p with a path of length at most M from q0 to a vertex q
′
0 on p
′
such that q′0 < q
′
2. Now ‖p(q0,q1)‖ + ‖p(q1,q2)‖ ≤ pi(‖p′(q′0,q′2)‖ + 2M) + . But‖p′(q′0,q′2)‖ ≤ pi(2M + 1) + , since for any q0 < q3 on p, there is a vertex q
′
2 ≤ q′3
on p′ with a path of length at most M from q3 to q′3. The inequality given in
the lemma follow from these inequalities.
In general, k < k′ need not imply that qˆjk < qˆjk′ , but Lemma 8 shows that
there are paths of bounded length which partition pj and pˆj in the same order
(though since qˆjk may equal qˆjk′ for k 6= k′, some of the partitioned subpaths
of pˆj may be empty).
Corollary 1. For each 1 ≤ j ≤ s+1, the vertices qˆj0 , . . . , qˆjn(j) may be renamed
so that if k < k′, then qˆjk ≤ qˆjk′ , and after renaming there are geodesics sˆjk
from qjk to qˆjk , with ‖sˆjk‖ ≤ R = N +M .
The following fact about free groups is needed.
Lemma 9. Let w1 = w2 in a rank k free group F (x1, . . . , xk), where w1 =
xr1α x
r1
β · · ·xrnα xrnβ , α 6= β, and w2 = us11 us12 · · ·usm1 usm2 for freely reduced words
u1(x1, . . . , xk) and u2(x1, . . . , xk) with m,n ≥ 1. Only r¯n and s¯m may be zero in
the case where m,n > 1, and ri + r¯i > ‖u1‖, ‖u2‖ for 1 ≤ i ≤ n and r¯i + ri+1 >
‖u1‖, ‖u2‖ for 1 ≤ i ≤ n − 1 (for non-zero ri, r¯i). Let R be the Hausdorff
distance between a path in Cay(F ) labeled by w1 and a path with the same
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endpoints labeled by w2. If ‖u1‖(si − 3) ≥ 2R for some i, then u1 = v−11 xtjv1
and if ‖u2‖(s¯i′ − 3) ≥ 2R for some i′, then u2 = v−12 xtj′v2, for j, j′ = α or β,
v1, v2 ∈ F (x1, . . . , xk), and some non-zero integer t.
Proof. Since F is free, u1, u2 must each contain either xα, xβ . Since there may
be cancellation of at most R between sequential powers of u1 and u2, w1 contains
subwords u21 or u
2
2, corresponding to the i or i
′ for which ‖u1‖(si − 3) > 2R or
‖u2‖(s¯i′ − 3) > 2R. So if u1 (u2) is only trivially conjugate and contains both
xα and xβ , (it may not contain any other generator since w1 ∈ 〈xα, xβ〉), then
there is some x
rj
α x
r¯j
β or x
r¯j
β x
rj+1
α which is a subword of u1 (u2), but u1 and u2
are too short.
Now for each x ∈ X¯i, if ‖xψ‖ > L, then x±1 appears as xjk and xj′k′ in
w(j)(X¯i) and w
(j′)(X¯i) for 1 ≤ j, j′ ≤ s + 1. Let px be the subpath of pˆj from
qˆjk−1 to qˆjk . If xjk = xj′k′ , then let p
′
x be the subpath of pˆj′ from qˆj′k′−1 to qˆjk′ ,
whereas if xjk = (xj′k′ )
−1, let p′x be the subpath of pˆj′ oriented in reverse, from
qˆjk′ to qˆj′k′−1 . There are geodesics t1 from the initial vertex of p
′
x to qˆjk−1 , and t2
from the terminal vertex of p′x to qˆjk , with ‖t1‖, ‖t2‖ ≤ 2R. Notice that t−11 p′xt2
is a (pi,  + 4R(pi + 1))-quasigeodesic with the same endpoints as px (which is
(pi, )-quasigeodesic). So there is a constant M1 = M1(δ, pi, + 4R(pi + 1)) such
that px and t
−1
1 p
′
xt2 are in the M1-neighborhood of each other.
Since pˆj , pˆj′ are labeled by Cj and C′j for some 1 ≤ j, j′ ≤ s + 1, pˆj , pˆj′
may each be partitioned into subpaths where each subpath is labeled by either
bD or cD. Call the vertices separating these subpaths D-vertices. Let D1 =
Dmax{|b|, |c|}. Now for each D-vertex v on px there is a geodesic sv to v from
a vertex u on t1p
′
xt
−1
2 with ‖sv‖ ≤M1. For each D-vertex v on px further than
pi(2R+M1) +  (measured along px) from both the initial and terminal vertices
of px, u is actually on p
′
x and u is separated from a D-vertex v
′ of p′x by a
subpath of length less than D1. So for each D-vertex v on px, other than those
within pi(2R + M1) +  of end vertices of px, there is a geodesic tv to v from a
D-vertex v′ on p′x with |tv| < C = M1 + D1. Call each geodesic to a D-vertex
of px from a D-vertex of p
′
x a D-geodesic. Let BC = |BΓ(C)| be the size of the
ball of radius C in Γ.
Lemma 10. Suppose S[ζ] = 1 has a solution in Γ for ζ = (d, κ, t1, . . . , tn)
where
κ > K0 = max{pi(D1 + 2C) + , pi(2D1(2M + 3) + 2C) + 
2D1
,
N
2D1
}
d ≥ κ and n, t1, . . . , tn are any positive integers. Let ψ be a solution of E¯(Si[ζ])
for some 1 ≤ i ≤ m1. Suppose ‖xψ‖ > max{L1, L} for some x ∈ X¯i, where
L1 =
1
pi
(2(pi(2R+M1) + ) +D1(BC(2κ+ 1) + 2)− )− 2R.
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Then the corresponding subpaths px and p
′
x are graphically equal up to bounded
error. In other words, px is labeled by
cj0w¯x1cj1 · · · cjR(x)−1w¯xR(x)cjR(x)
and p′x is labeled by
c′j0w¯x1c
′
j1 · · · c′jR(x)−1w¯xR(x)c′jR(x)
for some R(x) ≤ BC , where
∑R(x)
i=0 ‖cji‖ < E1 and
∑R(x)
i=0 ‖c′ji‖ < E forE1 = BC(D1(2κ+ 3) + 2C) + 2(pi(2R+M1) + ) +D1 and
E = pi(BC(4C+2κD1)+2pi(2R+M1)+D1+4R)+(2BC+2pi+1)+2BC(C+D1).
Proof. Suppose ‖xψ‖ > max{L1, L} and px, p′x are the subpaths (with orien-
tation possibly reversed) of pˆj and pˆj′ (which are labeled by Cj and Cj′ , re-
spectively) as defined previously. There are at least 2κ(BC + 1) D-geodesics
to distinct D-vertices of px from D-vertices of p
′
x (which may not be distinct),
each of length less than or equal to C. So there must be multiple D-geodesics
with the same label in Γ, to D-vertices on px which are separated by a subpath
of length at least 2κD1.
Suppose h ∈ BΓ(C), h 6= 1, labels a pair of D-geodesics tv1 and tv2 to D-
vertices v1 and v2 which are at least 2κD1 apart on px. Assume v1 and v2
are the furthest apart pair of D-vertices whose D-geodesics are labeled by h,
and v′1 and v
′
2 are their corresponding D-vertices on p
′
x. Let w1(b
D, cD) be
the subword of Cj labeling the subpath of px from v1 to v2, and let w2(bD, cD)
be the subword of (Cj′)±1 labeling the subpath of p′x from v′1 to v′2. Note
that h−1w2(bD, cD)h = w1(bD, cD) in Γ, since κ is large enough to not permit
“twisting” (see Lemma 8), and that ‖w1‖ ≥ 2κD1, ‖w2‖ ≥ 2D1(2M + 3).
Since the normal closure 〈〈bD, cD〉〉 in Γ is free, the subgroup
H = 〈bD, cD, h−1bDh, h−1cDh〉 ≤ 〈〈bD, cD〉〉 is free. If {bD, cD, h−1bDh, h−1cDh}
is a basis of H, then h−1w2h = w1 in F (A). Otherwise, without loss of gener-
ality, either {bD, cD} is a basis of H or {bD, cD, h−1bDh} is a basis of H. We
will show that in both cases h−1w2h = w1 in F (A) (the proof is the same for a
basis {bD, cD, h−1cDh}).
By [23], if w1 or w2 is in either 〈bD〉 or 〈cD〉, then h−1w2h = w1 in F (A).
So assume that each contain both bD and cD. If {bD, cD} is a basis of H,
h−1bDh = u1(bD, cD) and h−1cDh = u2(bD, cD) for some words u1, u2, and
h−1w2(bD, cD)h = w2(u1, u2). Furthermore, since u1 and u2 are also (pi, )-
quasigeodesics, ‖ui‖H ≤ ‖ui‖Γ ≤ pi(D1 + 2C) +  < κ for i = 1, 2. So if d ≥ κ,
every power of bD and cD in Cj and Cj′ is at least κ > 2M + 3. Furthermore,
since ‖w1‖ ≥ 2κD1 and ‖w2‖ ≥ 2D1(2M + 3), w1 contains a power of bD or cD
which is at least κ and w2 contains a power of b
D or cD which is at least 2M+3.
So w1, w2, u1, u2 ∈ H satisfy the conditions for Lemma 9 and either h−1cDh is
equal to the conjugate of some power of cD, or h−1bDh is equal to the conjugate
of some power of bD, by some word v(bD, cD) (since no power of b is conjugate
to a power of c). In either case v(bD, cD)h−1 belongs to either 〈bD〉 or 〈cD〉,
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since cyclic subgroups of Γ are malnormal ([3]). Therefore, h ∈ 〈bD, cD〉 and
h−1w2(bD, cD)h = w1(bD, cD) in F (A).
If {bD, cD, h−1bDh} forms a basis of H, then h−1cDh must be a word in
bD, cD, h−1bDh. Assume pi and  have been taken so that every path in Cay(Γ)
labeled by powers of b, c or h−1bDh is a (pi, )-quasigeodesic for any h ∈ BΓ(C).
So again by Lemma 9, h−1cDh is a conjugate of a power of cD, or h−1bDh is
a conjugate of a power of bD, by some v(bD, cD, h−1bDh). Again, either case
implies that vh−1 is in 〈bD〉 or 〈cD〉, and so h ∈ 〈bD, h−1bDh, cD〉. But then
the equality h−1w2(bD, cD)h = w1(bD, cD) in H implies that h is expressed in
terms of bD and cD only, contradicting that {bD, cD, h−1bDh} is a basis of H.
Now h−1w2h = w1 in F (A) implies that there are w¯h, c1, c2, c′1, c
′
2 ∈ F (A)
such that w1 ≡ c1w¯hc2, w2 ≡ c′1w¯hc′2, w¯h is the label of a subpath of both px
and p′x which begins and ends at D-vertices, and ‖c1‖, ‖c2‖, ‖c′1‖, ‖c′2‖ ≤ C+D1.
Suppose w¯h and w¯h′ are labels of shared subpaths of px and p
′
x, constructed
in this manner from different repeated labels h and h′, of D-geodesics. The
subpaths labeled by w¯h and w¯h′ , call them ph and ph′ respectively, do not
overlap. Since D-geodesics to D-vertices on ph are trivial and h
′ may emanate
from an end vertex of ph but not from an internal vertex, the subpaths of px
and p′x between the furthest apart D-geodesics labeled by h
′, must be disjoint
from ph. Since ph′ is itself a subpath of those subpaths, it must be disjoint
from ph as well. The bound E1 given on the sum of length of subpaths of px
between consecutive ph and ph′ follow from the maximum number ofD-geodesics
without repeated labels at least 2κD1 apart, in addition to each of the ‖c1‖, ‖c2‖,
as above, and the maximum length of the subpaths at the beginning and end
of px which may not have D-geodesics. The bound E follows from p′x being a
(pi, )-quasigeodesic.
We may now construct the combinatorial generalized equation Eˆ(Si[ζ])Ω˜
from E¯(Si[ζ])Ω˜ using these lemmas. By Corollary 1, each constant base η in
E¯(Si[ζ])Ω˜ labeled by θm([aζ , b
dDrj ]); 1 ≤ j ≤ s or θm([aNζ , bdDB ]) may be rela-
beled by the corresponding Cj . The variable bases partioning η may be mapped
to the labels of subpaths of pˆj between each of qˆj0 , . . . , qˆjn(j) . While this map
will generally not be a solution of this generalized equation, adding some more
bases will yield a solution.
Let L = max{E , pi(L + 2R) + , pi(L1 + 2R) + }. Given a solution ψ of
E¯(Si[ζ])Ω˜, for any variable base µ (which must correspond to a single variable
x), if ‖µψ‖ = ‖xψ‖ > max{L1, L}, then cut µ and µ¯ each into 2R(x) + 1 new
bases with R(x) as in Lemma 10. The bases corresponding to the cjk and c′jk′ ,
for 0 ≤ k, k′ ≤ R(x), are constant bases labeled by those coefficients, which are
each of length at most L. The remaining are pairs of dual bases corresponding
to w¯xj for 1 ≤ j ≤ R(x).
Now suppose ‖µψ‖ ≤ max{L1, L}, with µψ and µ¯ψ appearing in w¯(j) and
w¯(j
′), where 1 ≤ j, j′ ≤ s+ 1, as xψjk and xψj′
k′
respectively. Then replace µ with
a constant base labeled by the label of the subpath of pˆj from qˆjk−1 to qˆjk , and
replace µ¯ with a constant base labeled by the label of the subpath of pˆj′ from
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qˆj′
k′−1
to qˆj′
k′
. Note that each of these subpaths is of length at most L.
Suppose ‖µψ‖ ≤ max{L1, L}, with µψ and µ¯ψ appearing in w¯(j) (as xψjk)
and w¯(j
′) respectively, where 1 ≤ j ≤ s + 1 and j′ > s + 1. Then µ¯ is covered
by a constant base η labeled by c¯j−s−1. Cut η at the end boundaries of µ¯ and
for the new constant base η1 covered by µ¯, let σ(η1) be equal to the label of the
subpath of pˆj from qˆjk−1 to qˆjk (which is of length at most L).
Finally, if a pair of dual bases are covered by constant bases labeled by w¯(j)
and w¯(j
′) for j, j′ > s + 1, no changes are needed. By Lemma 10, this new
generalized equation Eˆ(Si[ζ]) has a solution ψˆ. Furthermore, disks labeled by
the coefficients of Eˆ(Si[ζ]) may be glued together on the same union of spheres
Σ as D¯. This follows from the construction of Eˆ(Si[ζ]), which allows the disks of
D¯ to be relabeled with coefficients of Eˆ(Si[ζ]) so that some gluing between disks
may be removed but new disks are introduced which are glued in as “0-cells”
(in the terminology of [22]), maintaining a tiling on Σ. Denote the disk diagram
obtained by this process as Dˆ.
Recall that E¯(Si[ζ]Ω˜) has at most 15s1− s−1 variable bases and 3s1 + s+ 1
constant bases. So there are K2 ≤ (BC + 1)(15s1 − s − 1) + 3s1 + s + 1 many
constant bases in addition to those labeled by C1, . . . , Cs+1, and there are K1 ≤
BC(15s1 − s − 1) + 2K2 many variable bases in Eˆ(SiζΩ˜). Rename the K2
coefficients of constant bases (and labels of disk boundaries) other than those
labeled by C1, . . . , Cs+1, by R1, . . . , RK2 . Proposition 6 is proved.
We now show that for certain ζ, the disk diagram Dˆ constructed in Propo-
sition 6 is equivalent (in that it has the same labels of disk boundaries and tiles
the same union of spheres) to another disk diagram with particular properties.
Lemma 11. There is a number n = O(s2), and a tuple (t1, . . . , tn) of positive
integers, such that for κ > K0 as in Lemma 10 and d > max{κ,L}, then if S[ζ]
has a solution in Γ for the corresponding ζ, there is a disk diagram equivalent
to Dˆ, in which words aζ are only glued to words aζ .
Proof. By Proposition 6, there is a solution ψ of Eˆ(S[ζ]). There are O(s)
boundaries from variable and constant bases in Eˆ(S[ζ])Ω˜ for ζ constructed from
any n. So there is some n = (s2) such that aζ = b
κDcdt1DbκD . . . bκDcdtnDbκD
has a subword w1 = b
κDcdtiDbκD which is not cut by the solution of a variable
base, in all occurrences of aζ in C1, . . . , Cs+1. Now let t1 > K2L, tj+1 > tj+K2L
for 1 ≤ j ≤ n − 1. By Proposition 6, having no cuts from solutions of variable
bases on the subword forces an exact gluing of that subword on disk boundaries
of Dˆ, up to a possible error disk with boundary labeled Rj . But since d > L >
|Rj |, the R1, . . . , RK2 are all too short to be glued to the subword as a 0-cell. If
Rj is glued to both occurences of the subword, then Rj would be an unreduced
word. This implies that every section of a disk boundary labeled by aζ has the
portion labeled by w1 glued to a portion labeled by w1 (since it only appears
once in aζ) of another section of a disk boundary labeled by aζ .
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It is possible to find an equivalent diagram such that all occurrences of words
aζ are glued only to words aζ . In particular, for a variable base µ covering w1,
assume that µψ = w1 (the covering is exact) by cutting the bases µ, µ¯ if necessary
(as in the rewriting process, giving a finite collection of generalized equations,
one of which has a solution). So µ¯ also exactly covers w1.
If w1 is not the terminal subword of aζ (i.e. i 6= n), let µ1 be the variable
base with α(µ1) = β(µ). If (µ¯) = (µ), let µ2 be the variable base with
α(µ2) = β(µ), whereas if (µ¯) = −(µ), then let µ2 be the variable base with
β(µ2) = α(µ). If ‖µψ1 ‖ = ‖µψ2 ‖ then µ1 and µ2 cover the same subword w′1 of
aζ , where w
′
1 directly precedes or follows w1. So there is an exact gluing of a
strictly larger subword w2 equal to w1w
′
1 or w
′
1w1.
Without loss of generality, if ‖µψ1 ‖ > ‖µψ2 ‖, then it is possible to cut µ1 into
bases ν1ν2 (and µ¯1 into ν¯1ν¯2) so that ‖νψ1 ‖ = ‖µψ2 ‖ and again there must be an
exact gluing of the strictly larger subword w2 of aζ covered by µν1.
Similarly, if w1 is not the inital subword of aζ (i.e. i 6= 1), let µ′1 be the
variable base with β(µ′1) = α(µ) and µ
′
2 be the variable base analagously defined
in reverse to above. The same process again forces an exact gluing of a strictly
larger subword w2 of aζ covered by µ
′
1µ or ν
′
1µ.
Iterating these processes for the resulting subwords w2 (using β(µ1) or β(ν1)
instead of β(µ) and α(µ′1) or α(ν
′
1) instead of α(µ) accordingly) for every base µ
covering the subword w1, we obtain a diagram equivalent to Dˆ with every label
aζ exactly glued to another label aζ .
Proposition 7. Suppose d > max{κ,K2L}, where K2 is as in Proposition 6,
κ > K0 satisfies Lemma 10, and (t1, . . . , tn) satisfying Lemma 11. Then if S[ζ]
has a solution in Γ for the corresponding ζ, the equation
s∏
j=1
z−1j [a1, b
rj
1 ]zj = [a
N
1 , b
B
1 ] (18)
has solution in F (a1, b1) for a1 = aζ and b1 = b
dD.
Proof. Suppose d > max{κ,K2L} ≥ K2L > L. Then words aζ are only glued
to words aζ (“aζ-bands” are formed, as in [15]) in the diagram constructed in
Lemma 11. Since
∑K2
j=1 ‖Rj‖ ≤ K2L < d < ‖aζ‖, there are no annuli of aζ-
bands with some disks filling in the center that have labels from R1, . . . , RK2 .
So disks with boundaries Rj that glue to aζ-bands must be glued between the
sides of aζ-bands labeled by powers of b. However, since b is not a proper power
it can not be shifted relative to itself (i.e. no path labeled by b may end in
the middle of another path labeled by b), so any Rj disk between two aζ-bands
partially glued together, must be labeled by powers of b and exactly the same
subwords of b (starting from where the two aζ-bands separate). In other words
Rj = b1b
−1
1 b
mb2b
−1
2 b
−n for subwords b1, b2 of b or b−1, and integers m,n. But
the labels Rj must be reduced words, so these disks must only glue to other disks
labeled Rj′ . Therefore the Rj-disks appear in the diagram tiling spheres that
have no aζ-bands. Those spheres may be removed, giving a disk diagram with
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spheres tiled by only disks with labels C1, . . . , Cs+1, glued as aζ-bands. This new
diagram may be labeled with powers of aζ and b
dD, maintaining gluings which
respect those labels. So by [22], equation (18) has a solution in F (aζ , b
dD).
As in [15], this tiling of a sphere gives a solution to the given bin packing
input by filling a disk labellabeled by [aN1 , b
B
1 ] with a1-bands.
Corollary 2. For such ζ, if S[ζ] = 1 has a solution in Γ, then there a solution
to the given bin packing input.
Corollary 3. The Diophantine problem for quadratic equations over a non-
cyclic torsion-free hyperbolic group, is NP-hard
On the other hand, Theorem 1 implies that this problem is in NP. The proof
of Theorem 3 is now complete.
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