Abstract-Ants in conventional ant colony optimization (ACO) algorithms use pheromone to communicate. Usually, this indirect communication leads the algorithm to a stagnation behaviour, where the ants follow the same path from early stages. This occurs because high levels of pheromone are developed, which force the ants to follow the same corresponding trails. As a result, the population gets trapped into a local optimum solution which is difficult to escape from it. In this paper, a direct communication (DC) scheme is proposed where ants are able to exchange cities with other ants that belong to their communication range. Experiments show that the DC scheme delays convergence and improves the solution quality of conventional ACO algorithms regarding the traveling salesman problem, since it guides the population towards the global optimum solution. The ACO algorithm with the proposed DC scheme has better performance, especially on large problem instances, even though it increases the computational time in comparison with a conventional ACO algorithm.
I. INTRODUCTION
Ant colony optimization (ACO) algorithms emulate the simple behaviour of real ants when they search food from their nest to food sources [4] . Ants cooperate to perform this food searching task as efficiently as possible using an indirect communication mechanism via pheromone. Pheromone is a chemical substance produced by ants and applied to their trails. The more pheromone on a specific trail, the higher the possibility of that trail to be followed by the ants.
The distributed optimization behaviour of ants inspired researchers to develop the first ACO algorithm, called ant system (AS) [3] . This algorithm was first applied to the traveling salesman problem (TSP), which is one of the most widely studied NP-hard combinatorial optimization problems. The TSP is the problem of finding the shortest cyclic tour among a topology of cities, by visiting each city once. In general, ACO algorithms have a high risk to get trapped on local optima, since high levels of pheromones on specific trails may force ants to converge on a local optimum solution.
In nature, ants do not only communicate indirectly by pheromone trails, but also directly with other ants and gather important information [10] . In this paper, a direct communication (DC) scheme is proposed for ACO algorithms to address the TSP, where an ant is able to communicate with other ants within its neighbourhood. The neighbourhood is M. Mavrovouniotis is with the Department of Computer Science, University of Leicester, University Road, Leicester LE1 7RH, United Kingdom (email: mm251@mcs.le.ac.uk).
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considered as the communication range of each ant and is based on the common edges between two ants. Ants within their communication range are allowed to exchange cities with each other, only if it is advantageous regarding their tour length. Additionally, a small amount of pheromone is added to the exchanged cities in order to influence ants towards new promising paths generated from DC.
In order to investigate the performance of the proposed scheme for ACO algorithms, referring to the TSP, experiments are carried out to compare a conventional ACO algorithm and an ACO algorithm with the proposed scheme on a set of benchmark TSP instances. Experimental results show that the proposed scheme improves the solution quality of conventional ACO algorithms since it enables ants to avoid local optima and lead the population towards the global optimum. On the other hand, it increases the computational time because of the extra tasks it needs to perform in order to carry out communications between ants.
The rest of the paper is organized as follows. Section II, defines the framework of the TSP. In Section III, we first describe the AS algorithm proposed for the TSP. Then, we describe the best performing ACO, i.e., the max-min AS (MMAS), which will be used for the experiments later on. In Section IV, we describe the proposed DC scheme, giving details on how it can be applied with ACO algorithms. In addition, we discuss possible advantages and disadvantages of using this scheme. Section V presents the experimental results of the MMAS with the proposed DC in comparison with a conventional MMAS on different TSP problem instances. We analyze the effect of the communication range used in the DC scheme, the solution quality, convergence speed and computational runtime. Moreover, we represent statistical tests which show that the MMAS with DC delays convergence and improves the solution quality significantly on most problem instances. Finally, Section VI indicates concluding remarks and several directions of future work.
II. THE TRAVELING SALESMAN PROBLEM
The TSP is one of the most popular combinatorial optimization problems, which is classified as NP-hard. Usually, the problem is represented by weighted graphs. Consider a graph = ( , ), where is a set of vertices and is a set of edges. The collection of cities is represented by the set and the collection of edges between them by the set. In addition, the set is associated with , which is denoted as = ( ), where is the metric of the edge between cities and . The objective of the TSP is to determine the permutation of cities in the set that minimizes the length of a cyclic tour which contains each city once and only once.
A lot of algorithms have been proposed to solve the TSP, either exact or approximation algorithms (also known as heuristics) [9] , [11] . Although exact algorithms guarantee to provide the global optimum solution, due to the NPhard property, TSPs need, in the worst case scenario, an exponential time to find the global optimum solution. On the other hand, approximation algorithms can provide a good solution efficiently but cannot guarantee the global one [8] .
ACO algorithms are able to provide the optimum or nearoptimum solution in a sufficient amount of time, since they sacrifice their solution quality for the sake of efficiency (time) [12] . Moreover, it has been shown that their solution quality can be significantly improved with the use of a local search operator. However, such methods may increase the computation time significantly especially on large problem instances [13] .
III. CONVENTIONAL ANT COLONY ALGORITHMS

A. Ant System
The AS [3] is the first ACO algorithm applied for the TSP. It has a population of ants which are initially placed on randomly selected cities. Ants read and write pheromones in order to construct their solutions. Each ant uses a probabilistic rule to choose the next city to visit. The decision rule an ant uses to move from city to city is defined as follows:
where is the existing pheromone trail between cities and , is the heuristic information available a priori, which is defined as 1/ , where is the distance between cities and .
denotes the neighbourhood of cities for ant , when being on city . and are the two parameters which determine the relative influence of and , respectively. They have a significant impact on ACO algorithms to achieve a robust behaviour.
After all ants have visited all cities and constructed tours, they update their pheromone trails. Initially, all trails contain an equal amount of pheromone. Each ant retraces its solution and according to the quality of the solution, it deposits pheromone to the corresponding trails. This process is defined as follows:
where Δ = 1/ is the amount of pheromone that ant deposits and is the cost of the tour . Furthermore, a constant amount of pheromone is deduced from all trails due to the evaporation of pheromone. This process enables the population to eliminate bad decisions from previous tours. This process is defined as follows:
Algorithm 1 Conventional ACO 1: initialize data 2: while termination-condition not satisfied do 3: construct solutions 4: update best ants 5: global pheromone update (evaporation + deposit) 6 : end while where is the evaporation rate which satisfies 0 < ≤ 1, and is the existing pheromone value. A general framework of a conventional ACO algorithm is represented in Algorithm 1.
Ants in the AS algorithm generate a high intensity of pheromones from early stages, which leads the algorithm into a stagnation behaviour, where all ants follow the same path. This eliminates the exploration of paths since the maximum and minimum amounts of pheromone have a significant difference. As a result, AS is more likely to get trapped in a local optimum solution, which may degrade the solution quality.
B. MAX-MIN Ant System
The MMAS [13] is an improvement of the AS. It is one of the most studied and best performing ACO algorithms. The motivation of the MMAS is to address the stagnation behaviour of AS and explore a wider region of the search space. MMAS differs from AS in the way pheromone trails are manipulated.
Explicitly, MMAS differs from AS in three main aspects: 1) Only either the best-so-far ant, i.e., the best ant from all iterations, or the iteration-best ant, i.e., the best ant from the current iteration is allowed to update the pheromone trails; 2) the pheromone trail values are bounded into an interval of [ , ] ; and 3) the pheromone trails are re-initialized to once the algorithm approaches stagnation behaviour. The pheromones in MMAS are updated by applying evaporation, as in Eq. (3), with a much smaller evaporation rate and deposit as follows:
where Δ = 1/ is the amount of pheromone that the best-so-far ant deposits and defines the solution quality of tour . In the case where the iteration-best ant is allowed to deposit pheromone, Δ = 1/ , where defines the solution quality of the iteration-best ant. Both update rules are used in an alternative way under a predefined criteria (for more details see [14] ). Since only the best ant deposits pheromone, the algorithm will quickly converge towards the best solution of the first iteration. Therefore, the pheromone trail limits are imposed in order to avoid this behaviour.
MMAS is more explorative than AS since highly crowded areas of pheromones are eliminated and the difference between and values is smoother. This gives the less desired paths more chances to be considered during the construction of solutions. MMAS has a longer explorative phase Algorithm 2 ACO with Direct Communication 1: initialize data 2: while termination-condition not satisfied do 3: construct solutions 4: perform direct communication 5: update best ants 6: global pheromone update (evaporation + deposit) 7: local pheromone update 8: end while and converges more slowly than AS does. However, there is a possibility of getting trapped in a local optimum, especially on large problem instances, since the best ant always deposits pheromone. As a result, the tour corresponding to the best ant always rises up to the maximum . MMAS has been improved with the integration of a local search. The 2-opt operator has been applied to the best ant before the pheromone update [13] . This method has also improved the solution quality of other ACO algorithms [2] , [5] , [6] , since a stronger emphasis has been given to the best solution. However, such operators increase the computation time, especially on large problem instances.
IV. DIRECT COMMUNICATION OF ANTS
In nature, ant colonies do not only communicate indirectly with their pheromone trails, but also directly by exchanging important information [10] . We can integrate direct communication into ACO algorithms by allowing ants to exchange cities after they construct their solutions, as shown in Algorithm 2.
Each ant communicates with another ant within its communication range as follows:
1) A city is randomly selected from ant . 2) The successor and predecessor of , i.e., cities −1 and +1 , respectively, are selected from . 3) Another ant is selected, i.e.,
, from the communication range of and city is located in . 4) The successor and predecessor of , i.e., cities . 6) A small extra amount of pheromone is deposited to the resulting edges between and its successor and and its predecessor in . The above communication scheme has a high risk to degrade the solution quality of the tours constructed by the ants and disturb the optimization process. Therefore, only the swaps which are beneficial are allowed in order to limit the risk. For example, if the distance between the current successor city of city in ant has less distance from the successor city obtained from the neighbour ant , then remains unchanged. The same happens with the predecessor city of city in ant . A similar swap method based on the position of the cities has been used on a discrete version of particle swarm optimization on the TSP [15] . However, the positions of the swapped cities are predefined and they are not obtained from other individuals as in the proposed DC scheme.
Apart from the swaps, a small amount of pheromone is deposited to the edges affected by the swaps in order to determine the influence of DC and explore possible improvements. This process is defined as follows:
where is a parameter which indicates the degree of influence for the DC scheme and is the number of cities.
The communication range of an ant with other ants is based on the similarities of ants and is defined as follows:
where is the population of ants, is a predefined threshold which determines the size of the communication range of , is the number of cities, and is the similarity metric between two ants, i.e., and , which is defined as the number of common edges between them. If an edge or that appears in the solution of also appears in the solution of , then it is counted as a common edge between and . A larger value of indicates a larger communication neighbourhood of dissimilar ants, whereas a value closer to 0 indicates a smaller communication neighbourhood of similar or identical ants.
The DC scheme can be applied to any ACO algorithm right after all ants construct their solutions and before update their pheromone trails globally. Note that the exchange of cities is performed locally and cities are exchanged when there is an improvement on the distance of the edge. In addition, the edge receives an extra amount of pheromone locally, as in Eq. (5), to attract ants to perform more exploration on possible promising areas in the search space. Therefore, the newly discovered areas on the search space will be considered by the ants in the next iteration.
The effect of a more complicated DC scheme has also been studied in AS [1] . Their experiments on one TSP problem instance indicate that DC provides a good balance between centralization and diversification of the search if the communication range defines a small neighbourhood. However, the range of the neighbourhood is defined according to the tour length of ants and DC is enabled with a virtual individual pheromone trail which is only recognized by themselves. The probability of selecting the next city is calculated by using both shared and individual pheromone trails.
The aim of our proposed DC scheme is to exchange cities and take advantage of the different solutions constructed by ants on each iteration. It is possible that the solution of an ant may be worse than the best ant, but a subtour may belong to the global optimum. It is also possible that a subtour in the best tour may belong to a local optimum. It is difficult for an ACO algorithm to escape from local optimum because the pheromone trails always lead the ants into the same path. Furthermore, there is a trade-off between the solution quality and the computation time. Usually, when the solution quality is improved, the computation time is increased. Similarly, the DC scheme may improve the solution quality but increase the computation time because of the extra tasks. A similar case occurred when the 2-opt or 3-opt operator has been applied in MMAS [13] , where the computation time increases as the problem size enlarges. However, we believe that the computation time of DC scheme will not increase significantly on large problem instances as it is not considered a pure local search operator.
V. EXPERIMENTAL STUDY
A. Experimental Setup
All problem instances studied as test cases in this paper are symmetric TSPs, taken from TSPLIB 1 and our implementation is based on the source code of ACOTSP 2 . For each experiment on each problem instance, 25 independent runs of each algorithm were performed for statistical purposes. For each run, 5000 iterations are performed in order to have the same number of evaluations. Since MMAS is considered as the state-of-the-art ACO algorithm for TSP [14] , we use it as a peer ACO algorithm for the experiments and we apply the proposed DC scheme with MMAS, which is denoted as MMAS+DC in this paper.
Most of the parameters used in the algorithms are inspired from the literature since they have been found effective [4, p. 71] . For both MMAS and MMAS+DC the parameters and used in Eq. (1), were set to 1 and 5, respectively. The evaporation constant used in Eq. (3) was set to 0.2. The population size was set to = 25 for both algorithms. A good value for the parameter used in Eq. (5) was found to be 0.5 from our preliminary experiments.
In Tables I, II and III the mean results and standard deviations are presented with their corresponding statistical results of two-tailed t-test with 48 degree of freedom at a 0.05 level of significance. The "+" or "−" indicates either the algorithm in the first column or in the second one is slightly better, respectively, and " +" or " −" indicates either the 1 Available from http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/ 2 Available from http://www.aco-metaheuristic.org/aco-code algorithm in the first column or in the second is significantly better, respectively.
B. Analysis Regarding the Effect of Communication Range
The communication range, i.e., , is an important parameter for the proposed DC scheme in order to achieve a robust behaviour for the ACO algorithm. In Fig. 1 , we illustrate different values of the parameter and show the effect they have on the solution quality for different problem instances. We have selected four instances, i.e., eil51, kroA200, att532 and pcb1173, indicating small, to medium, and large problem instances, respectively.
When the range parameter is 0, it means that the ants do not communicate with each other and, thus, we have the conventional MMAS algorithm. On the other hand, if the range value is 1, it means that the ants are allowed to communicate with all other ants.
The parameter is problem dependent and hence depends on the size of the problem instance. As the problem size increases the communication range should increase. This can be observed from Fig. 1 where a smaller range performs better on the smallest problem instance, i.e., eil51, and a larger range performs better on the largest problem instance, i.e., pcb1173.
In general, a good range is 0.6 ≤ ≤ 0.8 which means that it would be good for the ants to communicate with dissimilar ants but to generate a reasonable size of neighbourhood. A larger value of the range may lead the population into a higher level of diversity, which may result to randomization, whereas a smaller value may be ineffective since the ants selected have more chances to be similar. An appropriate communication range influences ants to concentrate on the paths found from the ACO searching, and not disturb the optimization process.
In the following experiments, we set = 0.6 for eil51, eil76, eil101, kroA100, kroA150 and kroA200, = 0.8 for pcb1173 and pr2392, and = 0.7 for the remaining problem instances.
C. Analysis Regarding the Solution Quality
In Table I , experimental results of the best solution are presented and it can be observed that the solution quality of MMAS is significantly improved for most problem instances when the DC scheme is used. On small problem instances, the solution quality is slightly improved whereas on larger problem instances the improvement is significantly better. This is due to the fact that for small problem instances MMAS will converge to a single solution quickly. Therefore, neighbourhoods which consist of dissimilar ants cannot be easily generated in order for the DC scheme to work properly. Recall that once the algorithm converges to a solution the DC scheme becomes ineffective, until the algorithm re-initializes its pheromone trails.
On large problem instances, the conventional MMAS has more chances to get trapped on a local optimum since the search space is larger. Large problem instances require more exploration but MMAS loses its exploration ability quickly because of the stagnation behaviour. Therefore, the DC scheme is effective on such cases since different neighbourhoods of dissimilar ants are generated and provide guided exploration. This can be observed from Table I in which MMAS+DC is significantly better on most large problem instances.
D. Analysis Regarding the Runtime
In Table II , the experimental results of the total runtime are presented and it can be observed that the DC scheme increases the runtime significantly on most problem instances because of the extra computations.
On small problem instances the runtime of MMAS+DC scheme is significantly worse. This is normal because of the extra computation the DC scheme performs. However, it was expected that the computation time will be increased as the problem size increases, as in the case of the local search operators [9] . In our case as the problem size increases the runtime results of the two algorithms become similar.
It can be observed from the two largest problem instances, i.e., pcb1173 and pr2392, that the runtime results of MMAS+DC are better than the conventional MMAS. This is due to the pheromone re-initialization mechanism of MMAS, which acts as a global restart of the algorithm and requires high computational efforts. The proposed scheme decreases the probability of activating this mechanism because it provides more exploration, using the swaps and the local pheromone update, which make it more difficult to reach stagnation behaviour and re-initialize pheromone trails.
E. Analysis Regarding the Convergence Speed
In Table III , the experimental results of the runtime until the best solution is reached are presented in order to compare the convergence speed of the two algorithms.
The running time until the best solution is reached of the MMAS+DC is significantly slower than a conventional MMAS. The initial phase of MMAS is very explorative. However, it becomes even more explorative when using DC and, thus, it takes more time to reach an optimum.
On the other hand, sometimes the convergence speed of the proposed scheme is competitive with a conventional MMAS, i.e., on problem instances lin318 and att532. This is because it is less likely to have the pheromone trails to be re-initialized when the ants reach stagnation behaviour, as with the conventional MMAS. This is due to the extra amount of local pheromone the affected edges receive from the swaps in the DC scheme.
Considering the results of the convergence speed with the solution quality of the two algorithms it can be observed that the conventional MMAS gets trapped to a local optimum solution, because of premature convergence and needs to reinitialize pheromone trails to escape from it. The DC scheme delays convergence which helps the population to converge into a better solution, avoiding possible local optima, and can be observed from the fact that the solution quality of MMAS+DC is significantly better.
VI. CONCLUSIONS
The communication between ants in conventional ACO algorithms is achieved indirectly by pheromones. In this paper a DC scheme is proposed, which enables the ants to communicate both directly and indirectly. The scheme allows ants to communicate and exchange subtours. Although one solution may not be better than another, it may contain a subtour which corresponds to the global optimum. The DC scheme avoids the re-initialization of pheromone trails, which is time consuming, when the algorithm reaches the stagnation behaviour. However, when the stagnation behaviour is reached, the DC scheme becomes ineffective until the pheromone trails are re-initialized.
For the experiments we use the MMAS algorithm, which is one of the best performing ACO algorithms, both with or without DC. The experimental results show that the proposed scheme sacrifices convergence speed to improve the solution quality on almost all problem instances. It takes significantly more computational time because of the extra tasks required, in order to generate the neighbourhood of ants and perform the swaps. However, it is competitive on large problem instances since it avoids to re-initialize pheromone trails regularly.
Generally, this paper shows clearly that the use of DC scheme with an appropriate communication range between ants improves the overall performance of ACO algorithms for the TSP. The improvement regarding solution quality is not significant on small problem instances. However, as the problem size increases the improvement is significant on the majority of large problem instances. It is difficult to develop an algorithm to outperform significantly other algorithms on all problem instances. However, large problem instances share more similarities with real-world problems and, thus, DC scheme can be more useful on such applications.
For further work, it will be interesting to apply the DC scheme with other ACO algorithms. The DC scheme is sensitive to its parameters, e.g., the communication range, which has been selected with experiments. A possible future study is to adapt the specific parameter. Another future study, is to investigate the effect of DC when an ACO algorithm is applied with a local search operator. Usually, on larger problem instances the solution quality of algorithms is more likely to be degraded, whereas a local search may improve it but increase the computation time. Therefore, DC may be able to guide the local search operator for better solution quality and computation time. Finally, the proposed approach may be effective for dynamic TSPs since it delays convergence and provides valuable diversity to the population of ACO algorithms. Such characteristics are suitable to help the population to adapt well on environmental changes [7] .
