This paper develops a new adaptive control scheme for a class of incommensurate fractional order nonlinear systems with external disturbances and input dead-zone. Based on the backstepping algorithm, the radial basis function neural network (RBF NN) is used to approximate the unknown nonlinear uncertainties in each step of the backstepping, and the fractional order parameters update laws for RBF NN are proposed as well as the fractional order nonlinear disturbance estimator to estimate the external disturbances. The adaptive RBF NN controller is designed based on the frequency distributed model of fractional integrator for the fractional order systems, and the stability of the closed loop system is proved. Finally, three simulation examples are given to verify the effectiveness and robustness of the proposed method.
I. INTRODUCTION
In the latest two decades, fractional order calculus has attracted more and more attentions and interests in both theory and applications due to its unique properties including hereditary, non-locality and memory [1] - [4] . As a powerful tool to describe the inherent features, fractional order equations are used to describe many systems in practice [5] - [11] , such as abnormal diffusion, heat conduction electronic, some biological systems and viscoelastic systems. Sequentially, the applications of fractional order differential equations in both engineering and theory are studied intensively, and lots of basic theoretical results are obtained [12] - [17] .
It is known that it is difficult to build a precise physical model of the engineering plant because of the uncertainties and noises. Thus, the uncertain nonlinear system control with disturbance is still a challenging and attractive research field [18] - [22] . Due to the inherent approximation capability, neural networks (NNs) or fuzzy logic systems The associate editor coordinating the review of this manuscript and approving it for publication was Min Wang . are usually used to approximate the system uncertainties in integer order system. In [23] - [25] , the observer-based adaptive fuzzy-neural control for a class of SISO nonlinear systems is presented, in which the system uncertainties is approximated by fuzzy-neural method. An adaptive NN output-feedback control is designed for a classe of nonlinear discrete-time systems with unknown control direction in [26] , and the NN is used to approximate the system uncertainties. In [27] , a decentralized adaptive NN backstepping output-feedback controllers for a class of large-scale systems with delay is developed, in which the adaptive closed-loop systems is semiglobally uniformly ultimately bounded under the action of suggested neural controllers. In [28] , adaptive output-feedback neural control for a class of stochastic nonlinear delayed systems is first considered, in which NN is used to compensate for the unknown nonlinear terms. In [29] - [31] , observer-based output-feedback adaptive fuzzy backstepping control scheme is developed for a class of single-input and single-output nonlinear strict-feedback systems, which is also considered for the discrete-time nonlinear systems in [32] .
Many researchers focus on the control schemes of the uncertain fractional order system, and lots of researches can be found. In [33] , an adaptive backstepping controller is designed for a class of fractional order systems with unknown parameters based on the indirect Lyapunov method, in which the control problem of fractional order is converted to the integer order one. Using the fractional order extension of the Lyapunov direct method, an adaptive backstepping control method for a class of commensurate fractional order nonlinear systems with unknown nonlinearity is developed in [34] . In [35] and [36] , a output feedback control scheme for a class of triangular commensurate fractional order nonlinear systems is given. For a class of a commensurate fractional order rotational mechanical system with disturbances and uncertainties, a robust adaptive NN control is presented in [37] . Based on dual radial basis function (RBF) NNs, an adaptive fractional sliding mode controller is proposed to enhance the performance of the system in [38] . In [39] , an adaptive NN control scheme is given for a class of fractional order systems with nonlinearities and backlash-like hysteresis. For a class of commensurate fractional order nonlinear systems with external disturbance and input saturation, an adaptive NN backstepping control method based on the indirect Lyapunov method is designed in [40] . In [41] , a fuzzy adaptive fault-tolerant controller is designed for a class of commensurate uncertain fractional nonlinear systems with actuator faults, in which a compensating term is introduced to compensate for the actuator faults. For a class of commensurate fractional order nonlinear MIMO dynamic systems with dead-zone input, a fractional adaptive fuzzy backstepping control scheme constructed using the backstepping dynamic surface control is presented in [42] .
In fact, many physical phenomena are better described by incommensurate fractional order nonlinear systems, such as lithium-ion batteries [43] and quadratic boost converter [44] . Therefore, the order of the fractional order nonlinear systems controller design could be extended to incommensurate one. In addition, dead-zone is one of the well-known and important nonsmooth nonlinear characteristics in actuator devices and industrial processes, since it can severely restrict system performance and lead to system instability. That is, the problem that nonlinear fractional order systems with dead-zone must be cope with when designing and implementing the control systems. Although many control schemes for the uncertain fractional order system have been considered in above algorithms, the NN backstepping control method for the incommensurate fractional order systems with external disturbances and input dead-zone is still short of results. Motivated by the aforementioned observations, an adaptive NN control method for a class of incommensurate uncertain fractional order nonlinear systems with external disturbance and input dead-zone is proposed in this study. The contributions are summarized as follows:
1) The state feedback controller is designed in this paper for a class of incommensurate uncertain fractional order nonlinear system with external disturbance and input dead-zone, in which the indirect Lyapunov method with frequency distributed model is used to analyze the stability.
2) In the control design, RBF NNs are utilized to approximate the unknown functions, and and the fuzzy parameters are updated by fractional order adaptation laws.
3) The unknown bound from disturbances is estimated by the fractional order adaptation laws to ensure the stability of the closed loop system. 4) By using the information of the bounds of the dead-zone slopes, the fractional order disturbance estimator is designed to estimate the unknown upper bound from the external disturbance and input dead-zone, and the tracking error can converge to a small neighborhood of the origin by selecting appropriate design parameters.
5) The orders of the presented parameters adaptation laws are not fixed the order of the fractional order nonlinear system, providing more degree of freedom.
The paper is organized as follows: Section 2 gives the basic preliminary results on fractional order systems and RBF NN are presented. Section 3 presents the adaptive fractional order controller design. Section 4 gives the simulation results to verify the proposed controller. Section 5 draws the conclusions.
II. PRELIMINARY
The α−th Caputo fractional derivative is defined as [45] :
where (α) = ∞ 0 e −t t α−1 dt, n − 1 < α < n, n ∈ Z + and t 0 D α t is the classical α−th order derivative operator. When t 0 = 0, t 0 D α t can be abbreviated as D α . Lemma 1 [46] : Consider a nonlinear fractional-order system
the system is exactly equivalent to the continuous frequency distributed model described by
where µ α (ω) = sin(απ) ω α π . z (ω, t) is the infinite dimension distributed state variable.
In the developed control design procedure, RBF NN will be used to approximate any continuous function f (X ) on a compact set .
Lemma 2 [47] , [48] : For a given desired level of accuracy ε > 0, any continuous function f (X ) can be approximated by the RBF NN θ * T ϑ (X ) as
where
and l > 1 is the neural network node number, X ∈ is the input vector, θ = θ 1 θ 2 . . . θ l T ∈ R l is the weight vector; ϑ (X ) = [ϑ 1 (X ) , ϑ 2 (X ) , . . . , ϑ l (X )] T , and ϑ i (X ) can be selected as
where δ is the width of the Gaussian function and µ i = (µ i1 , µ i2 , ..., µ in ) T is the center of the respective field.
III. ADAPTIVE NN BACKSTEPPING CONTROLLER
In this paper, we consider a class of incommensurate fractional order systems presented as follows:
where α i ∈ (0, 1) is the system incommensurate fractional order,
are the state vector, y ∈ R is the system output, g i (·) ∈ R is an unknown continuous nonlinear function, ζ i (t) ∈ R is the unknown disturbance, and i = 1, . . . , n.
Control input u (ν) expresses an input dead-zone defined as:
where b r > 0 and b l > 0 are unknown bounded dead-zone breakpoints, and h r and h l are the right and left slopes. Deadzone (8) can be described as the function as follows [49] :
From (9), there is an unknown constantγ > 0, such that |γ | ≤γ .
According to (9) , system (7) can be rewritten as
Our target is to design a input ν such that the system output y can follow the desired signal y d . Some following assumptions for the controller design are given.
Assumption 1: It is supposed that the reference signals y d and the nth order derivatives D n y d are continuous and bounded.
Assumption 2:
The recursive backstepping algorithm can be presented as the following steps.
Step 1: Based on Lemma 2, a RBF NN can be used to approximate the unknown function g 1 (x 1 ) from (7) by a RBF NN as follows:ĝ
where θ 1 ∈ R m 1 . The ideal parameter θ * 1 is described by
According to [50] , the optimal approximation error ε 1 (x 1 ) is bounded. Then, one can get
whereε 1 > 0 is unknown. Therefore, one can obtain
Due to (1) and the estimated errorθ 1 = θ * 1 − θ 1 from (14), the following equation can be given
where 0 < β 1 < 1. According to Lemma 1 and (17), the following frequency distributed model can be obtained
On the other hand, it follows from (7) and (16) that
With the assumption 2 and (15), defined * 1 =ε 1 +ζ 1 . Letd 1 =d * 1 −d 1 , andd 1 is the estimation of the unknown constantd * 1 . Then the following equation can be given
where k 1 is the design parameter, and e 1 = y − y d . Let
Substituting (22) and (23) into (19), the following equation can be given
According to lemma 1, the equation (24) will be
where µ α 1 (ω) = sin(α 1 π) ω α 1 π . Selecting the Lyapunov function V 1 as
where σ 1 , ρ 1 > 0. Based on frequency distributed model (18) , (21) and (25), the derivative of V 1 is expressed aṡ
Based on LaSalle invariance principle [51] and inequation (27) , if e 2 =0, k 1 > 0, and the fractional order adaptation laws are designed as
and
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Step 2: It follows from (7) and (23) that
According to the procedures in step 1, a RBF NN is used to approximate G 2 (x 2 ) as followŝ
With the estimated errorθ 2 = θ * 2 −θ 2 and (1), the following equation can be obtained
where 0 < β 2 < 1. According to Lemma 1 and (32), the following frequency distributed model can be obtained
where ε 2 (x 2 ) =F 2 x 2 , θ * 2 − F 2 (x 2 ). A virtual control input is designed as
where k 2 is the design parameter,d 2 is the estimation of the unknown constantd * 2 =ε 2 +ζ 2 , andε 2 is the unknown positive constant satisfying ε 2 (x 2 ) ≤ε 2 .
Letd 2 =d * 2 −d 2 , then the following equation can be obtained
with 0 < χ 2 < 1. According to Lemma 1, (36) will be
where µ χ 2 (ω) = sin(χ 2 π ) ω χ 2 π . Let
Substituting (35) and (38) into (34) gives
Its frequency distributed model corresponds to
where µ α 2 (ω) = sin(α 2 π) ω α 2 π . Selecting the Lyapunov function V 2 as
where σ 2 , ρ 2 > 0. According to Based on frequency distributed model (34), (37) and (40) . The derivative of (41) iṡ
Based on LaSalle invariance principle and inequation (42), if e 3 =0, k 2 > 0, and the fractional order adaptation laws are designed as
one can getV 2 < 0.
Step
where υ i−1 is the virtual control input. Just like the procedures in step 1 and 2, one has
where G i (x i ) = g i (x i ) − D α i υ i−1 is the unknown function. According to Lemma 2, let
where θ i ∈ R m i is the parameter estimation. With the estimated error defined asθ i = θ * i − θ i and (2), and the following equation can be obtained
where 0 < β i < 1. According to Lemma 1, (48) can be written described as
with z θ i (ω, t) ∈ m i and µ β i (ω) = sin(β i π) ω β i π . From (47), (46) can be rewritten as follows
Design a virtual control input as
where k i is the design parameter.d i is the estimation of the unknown constantd * i =ε i +ζ i , andε i is the unknown positive constant satisfying |ε i (x i )| ≤ε i .
Defined i =d * i −d i , and one can get
with 0 < χ i < 1. Due to Lemma 1, (52) will be
where µ χ i (ω) = sin(χ i π) ω χ i π . Substituting (45) and (51) into (50) gives
where σ i , ρ i > 0. Then its derivative on the basis of frequency distributed model (49), (53) and (55) is expressed aṡ
According to LaSalle invariance principle and inequation (57), if e i+1 =0, k i > 0, and the fractional order adaptation laws are designed as
Step n: Define e n =x n − υ n−1 (60)
where υ n−1 is a virtual control input. From (11) and (60), one has D α n e n = hν + g n (x n ) − γ + ζ n (t) − D α n υ n−1
where G n (x n ) = g n (x n ) − D α n υ n−1 is an unknown function. LetĜ
where parameter estimation θ n ∈ R m n . Define the estimated errorθ n = θ * n −θ n , then the following equation can be obtained
where 0 < β i < 1. Due to Lemma 1, (63) will be
where z θ n (ω, t) ∈ R m n and µ β n (ω) = sin(β n π) ω βn π . From (62), (61) can be rewritten as
Design the controller ν as
where k n is design parameter,d n is the estimation of the unknown constantd * n =ε n +ζ n +γ , andε n is the unknown positive constant satisfying |ε n (x n )| ≤ε n .
Defined n =d * n −d n , then the following equation is obtained
where 0 < χ n < 1. Due to Lemma 1, (67) will be
where µ χ n (ω) = sin(χ n π) ω χn π . Substituting (60) and (66) into (65) gives D α n e n = −k n e n −d n sign (e n ) −e n−1 +θ T n ϑ n (x n ) − ε n (x n ) − γ + ζ n (t) (69) then the following frequency distributed model is obtained
where µ α n (ω) = sin(α n π) ω αn π . Selecting the Lyapunov function V n as
where σ n , ρ n > 0. Based on the procedures in step i, 3 ≤ i ≤ n − 1, the derivative of V n on the basis of frequency distributed model (64), (68) and (70) iṡ
n D β n θ n − ϑ n (x n ) e n − k n e n e n − e n−1 e n
To update θ n andd n , design the fractional order adaptation laws as:
and D χ nd n = ρ n |e n |
According to (72), (73), (74) and LaSalle invariance principle, if k n > 0, one can getV n < 0.
The following theorem 1 gives the stability result of the closed-loop system.
Theorem 1: Consider the system (7) with input deadzone, if the control input is chosen as (66) with (22) , (35) and (51) , and the adaptation laws are designed as (28) , (29) , (43) , (44) , (58), (59), (73) and (74), then all the signals in the closed-loop system are globally uniformly bounded with the proper design parameters k i , i , σ i , β i , ρ i and χ i , i = 1, 2 . . . , n, and the tracking error e 1 tend to zero asymptotically when t → ∞. Proof: According to step1, 2, i, n, if the control input is chosen as (66) with (22) , (35) and (51) , and the adaptation laws are designed as (28) , (29) , (43) , (44) , (58), (59), (73) and (74), then with a proper choice of the design parameters k i , i = 1, 2 . . . , n, one can getV i < 0, i = 1, 2 . . . , n. Due to the LaSalle invariant principle, z i (ω, t), z θ i (ω, t) and zd i (ω, t) can be close to the set of all points. WhenV n = 0, z i (ω, t) = 0, z θ i (ω, t) = 0 and zd i (ω, t) = 0 can be obtained, which is the only equilibrium point. That is the error variables e i ,θ i andd i convergent to zero asymptotically. Therefore, the tracking error e 1 tends to zero asymptotically and all the signals are uniformly bounded.
In order to easily understand the presented concept in this paper, the block diagram representation is presented in Fig. 1 .
Remark 1: An adaptive NN backstepping algorithm for a class of fractional order systems with external disturbances and input dead-zone is proposed in theorem 1. When α i = α, i = 1, 2, . . . , n, this theorem can be used to the commensurate fractional order systems.
Remark 2: The proposed algorithm can be applied to both the incommensurate and commensurate fractional order systems with input dead-zone, in which the orders of the parameter estimation laws β i , χ i , i = 1, 2, . . . , n can not be fixed to the system order α i , i = 1, 2, . . . , n. Therefore, the proposed algorithm brings more degree of freedom and better control performance.
Remark 3: The tracking errors can be made smaller by increasing the parameters k i under the fixed parameters i , σ i , β i , ρ i and χ i . However, if parameters k i are too big which is the lager control gain, the parameters may be drifting to a large extent. Therefore, the design parameters must be carefully chosen to balance the system performance and control action in applications.
Remark 4: The sign function employed in the controller (66) may result the chattering phenomenon, and the tracking error may get into a smaller range of zero. In order to eliminate the chattering phenomenon, the continuous function arctan (10·) can be used to replace the sign function.
Remark 5: It can be proved form Theory 1 that the tracking error e 1 tend to zero asymptotically and all the signals are uniformly bounded for any initial conditions of the parameter estimation. In fact, the closer to the real value for the initial conditions, the better the convergence effect.
IV. SIMULATION
Three examples are presented in this simulation section to show the effectiveness of the proposed method.
A. EXAMPLE 1
The following three-order incommensurate fractional order nonlinear system is considered as The input dead-zone u (ν) is presented as
The reference signal for the system output is chosen as y d = 0.8 cos (t+0.5).
The following membership functions to deal with the unknown nonlinear terms are designed as
The design parameters are chosen as k 1 = k 2 = k 3 = 25, σ 1 = σ 2 = σ 3 = 3, 1 = I 6 , 2 = I 18 , 3 = I 90 , ρ 1 = ρ 2 = ρ 3 = 0.0001, β 1 = β 2 = β 3 = 0.6, χ 1 = 0.8, χ 2 = 0.85 and χ 3 = 0.9. The initial condition of parameter estimation are θ 1 (0) = 0 6×1 , θ 2 (0) = 0 18×1 , θ 3 (0) = 0 90×1 andd 1 (0) =d 2 (0) =d 3 (0) = 0. The trajectories of system output y, reference signal y d and tracking error e 1 are shown Fig. 2 . It demonstrates that the tracking error e 1 has a rapid convergence with the unknown nonlinear terms and input dead-zone. However, due to the approximation error from unknown nonlinear terms approximated by RBF NN and chattering phenomenon form the sign (·) in controller, the tracking error e 1 converges to a small range of zero. To demonstrate the boundedness of the signals in the closed loop adaptive system, the trajectories of the system states x 2 and x 3 are indicated in Fig. 3 , and the norm of parameters estimation of the RBF NN are shown in Fig. 4 . Meanwhile, the estimation ofd 1 ,d 2 andd 3 are displayed in Fig. 5 , and system input dead-zone u (ν) is presented in Fig. 6 , which demonstrate the boundedness of the signals in the closed loop control system. 
B. EXAMPLE 2
The incommensurate fractional order Chua-Hartleys system is considered as [52] where g 1 (x 1 ) = 10 7 x 1 − x 3 1 , g 2 (x 2 ) = 10x 1 − x 2 and g 3 (x 3 ) = − 100 7 x 2 are the unknown functions. ζ 1 (t) = 0.03 sin (t) + 0.05 cos (t), ζ 2 (t) = 0.01 (sin (t) + cos (t)) and ζ 3 (t) = 0.003 cos (t) are the unknown uncertain disturbances.
The input dead-zone u (ν) is presented as
The reference signal for the system output is chosen as y d = 0.5 sin (t+0.3). The following membership functions to deal with the unknown nonlinear terms are designed as
The design parameters are chosen as k 1 = 85, k 2 = 45, k 3 = 325, σ 1 = 5, σ 2 = 15, σ 3 = 6, 1 = I 6 , 2 = I 18 , 
C. EXAMPLE 3
The following five-order incommensurate fractional order nonlinear system is considered as
where g 1 (x 1 ) = 0.01 cos x 3 1 , g 2 (x 2 ) = −0.3 sin x 2 1 x 2 , g 3 (x 3 ) = 0.1 cos x 3 1 x 2 x 3 , g 4 (x 4 ) = −0.5 sin x 3 2 x 3 + x 4 and g 5 (x 5 ) = 0.1e −5x 2 2 cos 6x 2 x 3 4 x 5 are the unknown functions. ζ 1 (t) = 0.06 cos (t), ζ 2 (t) = 0.01 sin (t), ζ 3 (t) = 0.05 sin (t), ζ 4 (t) = 0.01 cos (t) and ζ 5 (t) = 0.03 sin (t) are the unknown uncertain disturbances. The reference signal for the system output is chosen as y d = 0.85 sin (t+0.5).
The following membership functions to deal with the unknown nonlinear terms are designed as x k 1 ∈ { 0.5k 1 − 2| k 1 = 1, 2, . . . , 6}
x k 2 ∈ { k 2 − 2| k 2 = 1, 2, 3}
x k 3 ∈ { 0.5k 3 − 1.5| k 3 = 1, 2, . . . , 5}
The design parameters are chosen as k 1 = 5, k 2 = k 3 = k 4 = 25, k 5 = 125, σ 1 = σ 2 = σ 3 = σ 4 = σ 5 = 0.05, 1 = I 6 , 2 = I 18 , 3 = 4 = 5 = I 90 , ρ 1 = ρ 2 = ρ 3 = ρ 4 = ρ 5 = 0.001, β 1 = β 2 = β 3 = β 4 = β 5 = 0.6, χ 1 = 0.8, χ 2 = 0.85, χ 3 = χ 4 = χ 5 = 0.9. The initial condition of parameter estimation are θ 1 (0) = 0 6×1 , θ 2 (0) = 0 18×1 , θ 3 (0) = θ 4 (0) = θ 5 (0) = 0 90×1 andd 1 (0) =d 2 (0) = d 3 (0) =d 4 (0) =d 5 (0) = 0. The trajectories of system output y, reference signal y d and tracking error e 1 are shown Fig. 12. Fig. 13 shows that the trajectories of the system states x 2 , x 3 , x 4 and x 5 are bounded. The norm of parameters estimation of the RBF NN are shown in Fig. 14. The estimation ofd 1 ,d 2 ,d 3 ,d 4 andd 5 are displayed in Fig. 15 , and system input dead-zone u (ν) is presented in Fig. 16 , demonstrating the boundedness of the signals in the closed loop control system.
Above simulation results demonstrate that the system output can track the reference signal in a small range of zero, and all the closed loop signals are bounded, demonstrating the effectiveness of the proposed control scheme.
V. CONCLUSION
A new adaptive NN backstepping control method for a class of incommensurate uncertain fractional order nonlinear systems with external disturbance and input dead-zone is proposed in this paper. In each step, the RBF NN is used to approximate an unknown nonlinear terms, and the fractional order parameters update law as well as disturbance estimator are constructed based on the Lyapunov theorem for fractional order systems. The proposed algorithm guarantees the convergence of the tracking error. Three simulation examples are given to demonstrate the effectiveness of proposed method, and the results show that the tracking error of the closed-loop system can reach a small neighborhood of zero and has better disturbance rejection ability. In the future, we will consider to study the incommensurate fractional order nonlinear MIMO systems with input nonlinearities.
