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Kapitel 1
Einleitung
Die physikalischen und chemischen Eigenschaften atomarer und molekularer Clu-
stern sind in den letzten Jahren Gegenstand vieler experimenteller und theoreti-
scher Untersuchungen [1, 2]. Als Komplexe mit endlicher Teilchenzahl stellen sie
zwischen dem gasfo¨rmigen Aggregatzustand einerseits und der flu¨ssigen und festen
Phase andererseits eine eigene Erscheinungsform der Materie dar. Neben einer stetig
steigenden Zahl von Anwendungen kommt ein wesentliches Interesse an diesen Sy-
stemen auch aus dem Bereich der Grundlagenforschung. So dient die Untersuchung
von Clustern dem Prozeß der physikalischen Modellbildung, insbesondere im Bereich
der interatomaren bzw. intermolekularen Wechselwirkungen, die weit u¨ber das Feld
der Cluster hinaus u¨berall in der Physik der gasfo¨rmigen, flu¨ssigen und festen Phase
eine fundamentale Rolle spielen.
Prinzipiell kommen fu¨r die Bindungen der Atome bzw. Moleku¨le in einem Clu-
ster alle Mechanismen in Frage, die aus der allgemeinen Chemie bekannt sind. Sie
reichen von den relativ schwachen van-der-Waals-Kra¨ften u¨ber Wasserstoffbru¨cken-
bindungen bis hin zu kovalenten, metallischen und ionischen Kra¨ften. Im Rahmen
dieser Arbeit werden anhand des Beispiels kleiner Methanolcluster Komplexe mit
Wasserstoffbru¨ckenbindungen untersucht. Diese Bindungsart ist in vielen Bereichen
der Physik, der Chemie und der Biologie von wesentlicher Bedeutung [3]. Zu ih-
ren typischen Pha¨nomenen geho¨ren neben den vielen ungewo¨hnlichen Eigenschaften
flu¨ssigen Wassers [4], wie z. B. der Dichteanomalie, auch die Eigenschaften von
Wasser und Alkoholen als chemische Lo¨sungsmittel. Letzten Endes hat sie auch
entscheidenden Einfluß auf die Biophysik der Zellen. So wird z. B. der Aufbau der
Doppelhelixstruktur der DNA durch Wasserstoffbru¨ckenbindungen festgelegt, wo-
bei die charakteristische Paarung der Basen Adenin/Thymin und Cytosin/Guanin
durch zwei bzw. drei dieser Bindungen zustande kommt.
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Eine Standardmethode zum Nachweis und zur Charakterisierung von Wasserstoff-
bru¨ckenbindungen ist die Infrarotspektroskopie. Wa¨hrend diese Methode im Be-
reich der Flu¨ssigkeiten seit langem etabliert ist, findet sie in den letzten Jahren
auch zur Untersuchung isolierter Komplexe in Moleku¨lstrahlen oder auf Matrizen
zunehmend Anwendung. Die hauptsa¨chliche Motivation fu¨r die vorliegende Arbeit
sind deshalb auch die im Max-Planck-Institut in Go¨ttingen durchgefu¨hrten Expe-
rimente zur Schwingungsspektroskopie molekularer Cluster. Die Kombination einer
Streumethode zur Massenselektion neutraler Cluster [5, 6] mit der Infrarotanre-
gung intramolekularer Schwingungen, die zu einer schnellen Dissoziation des Clu-
sters fu¨hrt, ermo¨glicht spektroskopische Untersuchungen gro¨ßenselektierter Cluster.
Mit dieser Technik konnten Spektren im Bereich der fundamentalen Anregung der
CO-Streckschwingung (ν8, 1033.5 cm
−1) [7, 8, 9, 10] und der OH-Streckschwingung
(ν1, 3681 cm
−1) [11] aufgenommen werden. Die Gro¨ßenabha¨ngigkeit dieser Spek-
tren entha¨lt eine Fu¨lle interessanter Informationen u¨ber den Aufbau dieser Syste-
me. Insbesondere die Anzahl der Spektrallinien und die Richtungen und Betra¨ge
der Verschiebung der Linienposition gegenu¨ber der Absorption des freien Moleku¨ls,
aber auch die Breite bzw. das Profil der Absorptionsbanden ha¨ngen in charakteristi-
scher Weise von der Gro¨ße und der Pra¨paration des Clusters ab. Diese vielfa¨ltigen
Meßdaten konnten bisher nicht befriedigend theoretisch erkla¨rt werden. Wesentliche
Aufgabe dieser Arbeit ist daher die Entwicklung geeigneter Methoden zur Simu-
lation dieser Spektren, wobei besonders das Verha¨ltnis zwischen der Struktur eines
Moleku¨lclusters und dessen Infrarotspektrum im Bereich der Anregung intramoleku-
larer Schwingungsmoden im Vordergrund stehen wird. Durch diesen Zusammenhang
kann eine Bru¨cke zu allgemeineren Fragen der intermolekularen Wechselwirkung ge-
schlagen werden.
Zur Untersuchung der Methanolcluster werden ab initio–Methoden nicht in Betracht
gezogen, da insbesondere fu¨r die gro¨ßeren Systeme die hohe Zahl der elektronischen
Freiheitsgrade eine genaue Rechnung, die auch Korrelationen beru¨cksichtigt, mit den
gegenwa¨rtigen Mitteln noch nicht zula¨ßt. Daher sollen in dieser Arbeit sto¨rungstheo-
retische Verfahren erprobt werden, die in der Theorie der Rotations–Schwingungs–
Spektren von Moleku¨len seit langem verwendet werden [12]. Bei Durchsicht der Li-
teratur stellt sich heraus, daß bereits eine Reihe sto¨rungstheoretischer Verfahren zur
Beschreibung des Einflusses der intermolekularen Wechselwirkung auf die Spektren
der intramolekularen Schwingungsanregung molekularer Cluster entwickelt wurden.
Die von R. O. Watts und Mitarbeitern entwickelten Verfahren zur Simulation der
Spektren von Wasserclustern, die auf Variationsrechnung basieren, sind fu¨r gro¨ße-
re Moleku¨le mit entsprechend mehr internen Freiheitsgraden zu aufwendig [13, 14].
Dagegen beru¨cksichtigen die in anderen Vero¨ffentlichungen vorgestellten Verfahren
zur Berechnung der Spektren der Schwingungsanregung von Komplexen aus SF6,
9SiF4 und SiH4 [15, 16, 17, 18] sowie CO2 [19, 20] nur den Effekt der resonanten
Dipol-Dipol-Wechselwirkung und sind daher nicht allgemein genug. A¨hnlich verha¨lt
es sich mit den Arbeiten der Gruppe um R. J. LeRoy, in denen zur Simulation
von SF6− (Ar)n nur der Mechanismus der induzierten Dipol-Dipol-Wechselwirkung
zur Erkla¨rung der Spektren herangezogen wird [21, 22, 23]. In einer Studie u¨ber
CH3CN wird zwar ein vollsta¨ndigeres Modell der molekularen Wechselwirkung be-
nutzt, jedoch wird im nichtentarteten Formalismus die intermolekulare Modenkopp-
lung vernachla¨ssigt [24]. In einem a¨hnlichen Ansatz fu¨r SF6, SiF4 und SiH4 wird in
erster Ordnung die kubische Kopplung der Schwingungsmoden nicht beru¨cksichtigt
[25]. Zusammenfassend la¨ßt sich sagen, daß alle bisher vorgeschlagenen Ansa¨tze sich
nicht direkt auf die hier zu untersuchenden Methanolcluster u¨bertragen lassen.
Daher erweist sich die Entwicklung einer vollsta¨ndigeren sto¨rungstheoretischen Me-
thode zur Berechnung der Schwingungsspektren molekularer Cluster als notwendig.
Hierbei kann, a¨hnlich wie in den meisten der oben genannten Arbeiten, auf Verfahren
zuru¨ckgegriffen werden, die in der Theorie der Flu¨ssigkeiten und Festko¨rper verwen-
det werden. Die in diesem Bereich benutzten Standardverfahren zur Berechnung
von Schwingungsspektren [4, 26, 27] gehen auf zwei Arbeiten von A. D. Bucking-
ham zuru¨ck [28, 29]. In diesen Publikationen wird zur theoretischen Behandlung
der Spektren von Chromophoren in einem Lo¨sungsmittel ein sto¨rungstheoretisches
Verfahren zweiter Ordnung vorgeschlagen. Die potentielle Energie der intermolekula-
ren Wechselwirkung wird als quantenmechanischer Sto¨roperator aufgefaßt, der eine
Verschiebung der Energieniveaus des freien Moleku¨ls, das im Normalmodenansatz
beschrieben wird, bewirkt. Die dort hergeleiteten Formeln, die auf nicht entarteter
Sto¨rungsrechnung beruhen, mu¨ssen in dieser Arbeit auf den Formalismus entarte-
ter Theorie verallgemeinert werden, um so auch die theoretische Berechnung der
Spektren homogener Moleku¨lcluster zu ermo¨glichen.
Ausgangspunkt der Rechnungen ist die quantenmechanische Beschreibung der Nor-
malmoden der Schwingung mehratomiger Moleku¨le durch harmonische Oszillatoren
[30]. Diese Schwingungsanalyse erfordert bei gro¨ßeren als dreiatomigen Moleku¨len
einige spezielle Techniken, die in Kapitel 2 dargestellt werden. Die Anwendung
der Rayleigh-Schro¨dinger-Sto¨rungsrechnung in der Theorie der Schwingungsspek-
tren wird dann in Kapitel 3 vorgestellt. Bei der praktischen Durchfu¨hrung dieser
Rechnungen in der durch den Normalmodenansatz gegebenen Basis kann bei der
Auswertung der erforderlichen Matrixelemente von Sto¨roperatoren die einfachen
Algebra des harmonischen Oszillators ausgenutzt werden. Dies ist fu¨r die sto¨rungs-
theoretische Behandlung der Anharmonizita¨t des intramolekularen Kraftfelds ein
bewa¨hrtes Standardverfahren [12]. Es wird in Abschnitt 3.4 besprochen. Ein Teil des
in diesem Bereich bereits bekannten Formalismus kann dann bei der sto¨rungstheo-
retischen Behandlung der Wechselwirkung der Moleku¨le im Cluster verwendet wer-
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den. Die vollsta¨ndigen Resultate in erster und zweiter Ordnung fu¨r die Verschiebung
der Anregungsfrequenzen und die entsprechenden U¨bergangsdipolmomente werden
dann in Abschnitt 3.5 hergeleitet. In den sich ergebenden Formeln zeigt sich, daß
fu¨r die Clusterspektren ein kompliziertes Zusammenspiel intra- und intermolekula-
rer Kra¨fte verantwortlich ist. In der sich anschließenden Diskussion wird versucht,
eine veranschaulichende Interpretation der einzelnen Beitra¨ge zu geben, wobei sich
herausstellt, daß die oben erwa¨hnten Unvollsta¨ndigkeiten vorangegangener Unter-
suchungen mit dem hier entwickelten Verfahren behoben sind.
Ein weiterer methodischer Schwerpunkt dieser Arbeit neben der Berechnung der
Spektren liegt in der Behandlung der intermolekularen Freiheitsgrade bei endlichen
Temperaturen: Wa¨hrend bei T = 0 die Cluster stets in der energetisch gu¨nstigsten
Konfiguration vorliegen, ko¨nnen sie bei steigender Temperatur immer gro¨ßere Berei-
che ihres Konfigurationsraums erkunden. Hierbei ko¨nnen U¨berga¨nge zwischen ver-
schiedenen geometrischen Strukturen auftreten, was die theoretische Beschreibung
erheblich erschwert. Schon bei den hier zu untersuchenden Clustergro¨ßen bis zum
Hexamer ko¨nnen eine Anzahl verschiedener Isomere vorliegen, die sich in der Bin-
dungsenergie nur unwesentlich unterscheiden, aber aufgrund unterschiedlicher Sym-
metrie vo¨llig verschiedene Spektren aufweisen. Eine theoretische Behandlung dieser
Situation ist nur mit statistischen Methoden mo¨glich: Hier wird die Beschreibung
der Systeme mit der kanonischen Ensembletheorie gewa¨hlt, die in Kapitel 4 erla¨utert
wird. Die erforderlichen vieldimensionalen Integrationen werden mit einem stocha-
stischen Verfahren, der Monte-Carlo-Simulation nach dem Standard-Algorithmus
von Metropolis et al., ausgewertet [31].
Eine Verbindung dieser Methode mit den Spektrallinienberechnungen erlaubt die
Simulation thermisch gemittelter Spektren. Damit wird es beim Vergleich mit ex-
perimentellen Spektren mo¨glich, neben der Lage und Intensita¨t von Spektrallinien
auch deren Profil auszuwerten. Auf diese Weise kann auch der Einfluß der thermi-
schen Mittelungen sowie mo¨glicherweise auftretender Strukturu¨berga¨nge [32, 33] auf
die Infrarotspektren untersucht werden.
Beispiele fu¨r die Anwendung dieser kombinierten Methode finden sich in Kapitel 5.
Dort werden Ergebnisse der Strukturrechnungen und der Simulationen von Spek-
tren kleiner Methanolcluster (Dimer bis Hexamer) vorgestellt. Der Vergleich mit
experimentell gewonnenen Spektren erlaubt neben der U¨berpru¨fung der in dieser
Arbeit entwickelten Methode auch Aussagen u¨ber die Qualita¨t der Beschreibung
der intermolekularen Wechselwirkung durch verschiedene Modellfunktionen.
Kapitel 2
Normalmodenanalyse
2.1 Einleitung
Stimuliert durch den Fortschritt der experimentellen Ergebnisse der Infrarot- und
Mikrowellenspektroskopie einerseits und die Entwicklung der Quantenmechanik an-
dererseits sind schon in den 30er Jahren spezielle Methoden zur numerischen Be-
handlung von Kernschwingungen mehratomiger Moleku¨le entwickelt worden. Sie
beruhen auf der aus der klassischen Physik bekannten Technik der Normalmoden-
analyse. Am elegantesten und zugleich effizientesten pra¨sentieren sie sich in Form der
Matrizenrechnung. Eine Reihe von Lehrbu¨chern behandelt dieses Thema, von denen
hier nur einzelne herausgegriffen werden ko¨nnen. Der Klassiker auf diesem Gebiet
ist das Werk vonWilson, Decius und Cross [30], die insbesondere die Benutzung
interner Koordinaten und Anwendungen der Gruppentheorie ausfu¨hrlich erla¨utern.
Einen moderneren und sehr ausfu¨hrlichen U¨berblick u¨ber die Spektroskopie insge-
samt geben die Bu¨cher von Hollas [34] undGraybeal [35], von denen das letztere
mehr theoretisch ausgerichtet ist. Außerdem sei noch das Buch von Papousˇek und
Aliev [36] erwa¨hnt, das die theoretischen Aspekte in sehr formaler Weise behandelt.
Die Theorie der Schwingungsspektroskopie ist auf zwei wesentliche Annahmen aufge-
baut. Die erste Vereinfachung ist die Separation der Kern- und Elektronenbewegung
im Rahmen der Born-Oppenheimer-Na¨herung. Dieser Ansatz kann durch die um
mehrere Gro¨ßenordnungen differierenden Massen und die somit sehr unterschiedli-
chen Zeitskalen der Bewegung gerechtfertigt werden. Dabei bewegen sich die Atom-
kerne unter dem Einfluß von Kra¨ften, die durch die elektronischen Orbitale bestimmt
werden. Die potentielle Energie der Kerne wird durch das Kraftfeld V beschrieben,
das sich aus der Lo¨sung der elektronischen Schro¨dingergleichung ergibt. Die zweite
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Vereinfachung besteht darin, nur Vibrationen kleiner Amplitude um die Gleichge-
wichtskonfiguration zu betrachten. Zuna¨chst wird hier die klassische Beschreibung
gewa¨hlt, in Abschnitt 2.7 wird dann die quantenmechanische Lo¨sung besprochen.
In der harmonischen Na¨herung la¨ßt sich dann die potentielle Energie als Funktion
der 3N kartesischen Koordinaten dk, die die Auslenkung aus der Gleichgewichtslage
angeben, schreiben
V =
1
2
3N∑
i=1
3N∑
j=1
(
∂2V
∂di∂dj
)
0
didj . (2.1)
In diesen Koordinaten ergibt sich die kinetische Energie zu
T =
1
2
3N∑
i=1
mid˙i
2
. (2.2)
In Matrixschreibweise wird dann die Hamiltonfunktion des Systems als
H = T + V =
1
2
~˙dM ~˙d+
1
2
~df ~d (2.3)
dargestellt 1, wobei die symmetrische Matrix f aus den Kraftkonstanten
fij =
(
∂2V
∂di∂dj
)
0
(2.4)
gebildet wird und die Diagonalmatrix M mit
Mij = miδij (2.5)
auf ihrer Diagonalen in jeweils drei aufeinanderfolgenden Elementen die Massen m
der entsprechenden Atome entha¨lt.
Im Prinzip ist mit der so angegebenen Hamiltonfunktion eine Lo¨sung der Bewe-
gungsgleichungen durch Diagonalisierung von f mo¨glich, jedoch ist, wie im folgenden
Abschnitt gezeigt wird, die Benutzung eines anderen Koordinatensystems, das der
sog. internen Koordinaten, von großem Vorteil bei der praktischen Durchfu¨hrung der
Berechnungen. Nach Einfu¨hrung der Normalkoordinaten in Abschnitt 2.5 la¨ßt sich
das Problem auch quantenmechanisch lo¨sen. Danach werden in Abschnitt 2.6 dann
Anwendungen der Gruppentheorie fu¨r symmetrische Moleku¨le gezeigt, die weitere
Vereinfachungen mit sich bringen und die auch fu¨r die Behandlung der Moleku¨lclu-
ster von großer Bedeutung sind. Abgeschlossen wird dieses Kapitel mit einem Exkurs
u¨ber L-Tensoren ho¨herer Ordnung, die bei der im folgenden Kapitel beschriebenen
Behandlung anharmonischer Kraftfelder eine wichtige Rolle spielen.
1Bei allen Termen dieser Art ist stets die Matrix von rechts mit einem Spaltenvektor und von
links mit dem dazu transponierten Zeilenvektor multipliziert zu denken.
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2.2 Interne Koordinaten
Die Benutzung kartesischer Koordinaten zur Parametrisierung des Kraftfelds in
Gleichung (2.1) bringt mehrere Nachteile mit sich, die durch geeignete Wahl ei-
nes anderen Bezugssystems vermieden werden ko¨nnen. Zuna¨chst einmal enthalten
die 3N Koordinaten eines Moleku¨ls aus N Atomen auch die sechs externen Freiheits-
grade der Gesamttranslation und der -rotation. Da die potentielle Energie jedoch
translations- und rotationsinvariant ist und daher nur von den internen Koordina-
ten abha¨ngen darf, kann deren Anzahl fu¨r ein nicht-lineares Moleku¨l nur 3N − 6
betragen 2. Diese mu¨ssen so gewa¨hlt werden, daß sie orthogonal zueinander und zu
den externen Koordinaten der Gesamttranslation und -rotation sind. Somit ergibt
sich im allgemeinsten Fall fu¨r die symmetrische Kraftkonstantenmatrix f als Anzahl
der unabha¨ngigen Elemente
(3N − 6)(3N − 5)
2
, (2.6)
was bei einem sechsatomigen Moleku¨l immerhin noch 78 ausmacht. Außerdem kann
u¨ber die Gro¨ße der Nichtdiagonalelemente keine Aussage gemacht werden, sie kann
die der Diagonalelemente sogar u¨bersteigen, was eine numerische Diagonalisierung
der Matrix erschweren oder sogar unmo¨glich machen kann 3.
2.2.1 Valenzkoordinaten
Eine gu¨nstigere Wahl, die die Darstellung der f -Matrix erheblich vereinfacht, sind die
sogenannten Valenzkoordinaten. Hierbei werden, der chemischen Intuition folgend,
die La¨ngen von Valenzbindungen und die Winkel zwischen diesen zur Darstellung
des Kraftfelds benutzt. Die in der Basis dieser Koordinaten definierten Kra¨fte spie-
geln dann den Widerstand einer Bindung gegen Strecken oder Stauchen bzw. die
Starrheit des Moleku¨ls gegenu¨ber Biegungen oder Torsionen wieder. Kra¨fte zwi-
schen nichtgebundenen Atomen werden nicht beru¨cksichtigt 4. Im Gegensatz zur
Situation bei kartesischen Koordinaten ko¨nnen hier viele der Nichtdiagonalelemente
der in diesen Kordinaten definierten Kraftkonstantenmatrix als klein im Vergleich
2Die Zahl der inneren Koordinaten linearer Moleku¨le betra¨gt 3N − 5. In diesem Fall muß im
folgenden u¨berall 3N − 6 durch 3N − 5 ersetzt werden.
3Ein weiterer Nachteil der Verwendung kartesischer Koordinaten ist die Abha¨ngigkeit der Kraft-
konstanten von der Ausrichtung des Moleku¨ls relativ zum Koordinatensystem.
4Bei gro¨ßeren Moleku¨len ist die Aufgabe, linear unabha¨ngige Valenzkoordinaten zu finden, nicht
mehr trivial. Eine Methode, einen kinematisch kompletten Satz von Vibrationskoordinaten ohne
Redundanzen zu finden, wird von Decius vorgeschlagen [37].
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zu den Diagonalelementen abgescha¨tzt werden. Insbesondere die Kopplungen zwi-
schen Koordinaten sehr unterschiedlicher Kraftkonstanten werden oft sehr klein.
Der Hauptvorteil dieses Ansatzes erschließt sich aber erst im Zusammenhang mit
der Gruppentheorie, wie im Abschnitt 2.6 noch gezeigt wird. Ein weiterer Vorteil
ist die U¨bertragbarkeit der Kraftkonstanten: Die Konstanten einer bestimmten che-
mischen Bindung werden in verschiedenen Moleku¨len zumindest a¨hnliche Werte an-
nehmen 5. Jedoch ha¨ngen die genauen Werte einer betrachteten Bindung stets von
der Umgebung, d. h. dem ganzen Moleku¨l ab, so daß das Konzept u¨bertragbarer
Kraftkonstanten nur von eingeschra¨nkter Bedeutung ist.
2.2.2 B-Tensoren
Im allgemeinen Fall la¨ßt sich die Beziehung zwischen den internen Koordinaten R
und den kartesischen Auslenkungskoordinaten d durch die nichtlineare Transforma-
tion
Ri =
3N∑
m=1
Bi,mdm +
1
2
3N∑
m,n=1
Bi,mndmdn +
1
6
3N∑
m,n,o=1
Bi,mnodmdndo + . . . (2.7)
beschreiben. Die B-Tensoren ho¨herer Stufe ermo¨glichen auch die Definition solcher
Koordinaten, bei denen sich die Atome auf nicht geradlinigen Bahnen bewegen, wie
dies bei Biegungen und Torsionen der Fall ist. Bei harmonischen Kraftfeldrechnun-
gen, bei denen die Auslenkungen als infinitesimal klein angenommen werden, werden
geradlinige interne Koordinaten r durch den linearen Teil der Transformation
~r = B~d (2.8)
definiert, wobei die (3N − 6) × 3N -dimensionale B-Matrix aus den Koeffizienten
Bi,m im ersten Term auf der rechten Seite der Gl. (2.7) besteht und deren Aufbau
im folgenden na¨her besprochen wird; zieht man auch die anharmonischen Anteile
des Kraftfelds in Betracht, ist diese Na¨herung dagegen nicht mehr ausreichend, und
auch die Tensoren ho¨herer Stufe ko¨nnen nicht mehr vernachla¨ssigt werden.
5Tabellen mit Standardwerten fu¨r Streckungen und Biegungen ha¨ufig vorkommender Bindungen
finden sich in [30].
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2.3 s-Vektor-Methode
Die Elemente der B-Matrix, die als erste Ableitung der internen nach den kartesi-
schen Koordinaten definiert sind
Bi,m =
∂ri
∂dm
, (2.9)
lassen sich fu¨r Valenzkoordinaten besonders einfach nach der von Wilson vorge-
schlagenen sogenannten s-Vektor-Methode zusammenstellen [38]. In jeder Zeile der
Matrix, die einer der Valenzkoordinaten entspricht, faßt man die drei Komponenten
Bi,m, die dem Atom α zugeordnet werden, zu einem Vektor ~siα zusammen. Entspre-
chend wird auch mit den kartesischen Auslenkungskoordinaten dm verfahren, die zu
Vektoren ~da verbunden werden. Damit la¨ßt sich dann die lineare Transformation in
Gl. (2.8) zu
ri =
∑
a
~sia · ~da (2.10)
vereinfachen. Dabei verschwinden die s-Vektoren fu¨r diejenigen Atome, die nicht
an den jeweiligen Streckungen, Biegungen oder Torsionen beteiligt sind, und die
Summation erstreckt sich je nach Art der internen Koordinate nur u¨ber zwei, drei
oder vier Atome. Jede von ihnen la¨ßt sich somit durch einen kleinen Satz von s-
Vektoren charakterisieren, die die Richtung angeben, entlang derer eine Auslenkung
~da des Atoms a maximalen Beitrag zur Valenzkoordinate ri ergibt. Der Wert dieser
internen Koordinate ergibt sich aus der Summe der Projektionen der Auslenkungen
auf diese Vektoren.
2.3.1 Konstruktion der Vektoren
Ein konstruktives Verfahren zur Ermittlung der s-Vektoren basiert auf dem Varia-
tionsprinzip [30]. Die Maximierung der internen Koordinate erfolgt dabei unter der
Bedingung, daß das Moleku¨l als Ganzes weder verschoben noch verdreht wird. Diese
Invarianz gegen Translation und Rotation la¨ßt sich durch∑
a
~sa = 0 (2.11)
und ∑
a
~aa × ~sa = 0 (2.12)
ausdru¨cken, wobei die ~aa die Ortsvektoren der Gleichgewichtspositionen der Ato-
me angeben. Im folgenden sollen verschiedene in der Schwingungsspektroskopie ge-
bra¨uchliche Typen von Valenzkoordinaten vorgestellt werden und die zugeho¨rigen
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Abbildung 2.1: Konstruktion der s-Vektoren fu¨r verschieden Typen interner Koor-
dinaten. Gezeigt sind a) die Streckung einer Valenzbindung i, b) die Biegung eines
Winkels zwischen zwei chemischen Bindungen i und j und in c) und d) zwei ver-
schiedene Ansichten der Torsion eines Moleku¨lfragments aus den Bindungen i, j und
k.
s-Vektoren aufgelistet werden [39]. Die Darstellung hier beschra¨nkt sich auf diejeni-
gen Formen interner Koordinaten, die bei den in Abschnitt 5 behandelten Moleku¨len
eine Rolle spielen.
2.3.2 Bindungsstreckung
Diese elementarste Valenzkoordinate definiert die A¨nderung der La¨nge einer chemi-
schen Bindung i zwischen den Atomen a und b 6. Ihr Wert Ri
7 wird als Abweichung
δdi der Bindungsla¨nge di vom Gleichgewichtswert d
(e)
i angegeben
Ri = δdi = |~di| − |~di (e)| , (2.13)
6Hier, wie im folgenden wird stets die Konvention verwandt, die Atome mit den Indices a, b, . . .
und die Bindungen mit i, j, . . . zu bezeichnen.
7In diesem Abschnitt wird auf die allgemeine Definition krummliniger Koordinaten nach Gl.
(2.7) zuru¨ckgegriffen, die durch Großbuchstaben R bezeichnet werden.
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wobei
~di = ~db − ~da (2.14)
die Differenz der Auslenkungsvektoren der entsprechenden Atome bezeichnet. In
diesem Fall ist die Konstruktion der beiden s-Vektoren trivial, sie zeigen, wie in
Abbildung 2.1-a illustriert, nach außen
~sra = −~ei (2.15)
~srb = ~ei , (2.16)
wobei ~ei den zu ~di geho¨renden Einheitsvektor bezeichnet.
2.3.3 Winkelbiegung
Einen anderen nu¨tzlichen Typ von internen Kordinaten stellt die Variation δφij eines
Winkels zwischen zwei Valenzbindungen i und j dar, die an einem gemeinsamen
Atom a angreifen (siehe Abbildung 2.1-b). Der Wert Rij dieser Koordinate errechnet
sich zu
Rij = δφij = φij − φ(e)ij = arccos(~ei · ~ej)− φ(e)ij . (2.17)
Die zugeho¨rigen s-Vektoren fu¨r die Atome b und c an den Enden sind
~sφb =
cosφij~ei − ~ej
di sinφij
(2.18)
~sφc =
cosφij~ej − ~ei
dj sinφij
, (2.19)
der s-Vektor fu¨r das Atom a im Angelpunkt ergibt sich aus Gl. (2.11) zu
~sφa = −(~sφb + ~sφc) . (2.20)
2.3.4 Torsion
Wenn in einem Moleku¨l eine Sequenz von vier Atomen vorkommt, die durch eine
Kette von Bindungen i, j und k gebunden sind, kann die A¨nderung des dihedralen
Winkels δτijk zwischen den Ebenen, die von den Bindungen i und j bzw. j und
k aufgespannt werden (siehe Abbildung 2.1-c,d), als interne Koordinate eingefu¨hrt
werden. Deren Absolutwert und Vorzeichen erha¨lt man aus den Gleichungen
cos τ =
(~ei × ~ej) · (~ej × ~ek)
sinφij sinφjk
(2.21)
sin τ =
~ei · (~ej × ~ek)
sinφij sinφjk
. (2.22)
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Daraus ergeben sich fu¨r die s-Vektoren
~sτa = − ~ei × ~ej
di sin
2 φij
(2.23)
und
~sτb =
dj − cosφijdi
didj sinφij
~ei × ~ej
sinφij
− cosφjk
dj sinφjk
~ej × ~ek
sinφjk
. (2.24)
Die entsprechenden Ausdru¨cke fu¨r die Atome c und d findet man durch Auswechseln
der Indices a gegen d und b gegen c sowie i gegen k 8.
2.4 FG-Matrix-Methode
2.4.1 Kinetische Matrix
Die Wahl geeigneter interner Koordinaten bringt, wie im letzten Abschnitt darge-
legt, entscheidende Vereinfachungen der Kraftkonstantenmatrix f mit sich, jedoch
wird der Ausdruck fu¨r die kinetische Energie i. a. eine kompliziertere Form als die
Diagonalmatrix M in Gleichung (2.3) annehmen. Um die kinetische Energie eben-
falls in der Basis der internen Koordinaten R darzustellen, wird Gleichung (2.2),
die diese in der kartesischen Basis d beschreibt, mithilfe des linearen Anteils der
Gleichung (2.8) transformiert. Man erha¨lt dann
T =
1
2
~˙rG−1~˙r , (2.25)
wobei
G = BM−1B˜ (2.26)
als kinetische Matrix bezeichnet wird 9. Die Inverse dieser Matrix G−1 kann auch
als metrischer Tensor im Raum der internen Koordinaten interpretiert werden. Un-
ter Beru¨cksichtigung des Aufbaus der B-Matrix aus s-Vektoren la¨ßt sich G auch
einfacher als
Gij =
N∑
α=1
1
mα
~siα · ~sjα (2.27)
8Die angegebene Formel fu¨r ~sτb ist nach [30] zitiert, sie ist wesentlich einfacher als die in [39]
angegebene.
9Da M−1 als Diagonalmatrix einen Spezialfall einer symmetrischen Matrix darstellt, ist die
Transformation B orthogonal und die inverse Matrix ist daher gleich der transponierten Matrix
B˜.
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schreiben. Hierin zeigt sich schon die einfache Struktur der Matrix: Nur diejenigen
internen Koordinaten, an deren Bewegung gemeinsame Atome beteiligt sind und
die somit gemeinsame s-Vektoren haben, werden durch die G-Matrix gekoppelt.
Das bedeutet, daß bei nicht zu kleinen Moleku¨len die weitaus meisten der Nicht-
diagonalelemente dieser Matrix verschwinden 10. Daru¨ber hinaus ko¨nnen sich fu¨r
symmetrische Moleku¨le noch weitere Vereinfachungen im Aufbau der Matrix durch
Anwendungen der Gruppentheorie ergeben, wie in Abschnitt 2.6 gezeigt wird.
Unter Verwendung der so berechneten kinetischen MatrixG und der transformierten
Kraftkonstantenmatrix F mit den Elementen
Fij =
(
∂2V
∂ri∂rj
)
0
, (2.28)
die zur f -Matrix aus Gl. (2.4) in der Beziehung
f = B˜FB (2.29)
steht, kann die Hamiltonfunktion analog zu Gl. (2.3) in der Basis der internen Ko-
ordinaten als Summe von
T =
1
2
~˙rG−1~˙r (2.30)
und
V =
1
2
~rF~r (2.31)
aufgestellt werden.
2.4.2 Normalkoordinaten
Der Kern der sogenannten FG-Methode besteht jetzt darin, eine weitere lineare
Transformation
~r = L ~Q (2.32)
auf einen Satz linear unabha¨ngiger Koordinaten Q, die als Normalkoordinaten be-
zeichnet werden, zu finden 11. In dieser neuen Basis ergibt sich fu¨r die kinetische
Energie
T =
1
2
~˙QL˜G−1L ~˙Q (2.33)
10Es ist mo¨glich, fu¨r Paare von internen Koordinaten analytische Formeln anzugeben, die nur von
Bindungsla¨ngen und -winkeln abha¨ngen. Eine Aufstellung ha¨ufig vorkommender Matrixelemente
Gij findet sich in [39].
11Die Normalkoordinaten haben stets die Dimension Masse1/2·La¨nge. Dadurch ergeben sich fu¨r
die Elemente der Matrix L je nach Art der internen Koordinate r verschiedenen Einheiten.
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und fu¨r die potentielle Energie
V =
1
2
~QL˜FL ~Q . (2.34)
Dabei soll die Transformation so beschaffen sein, daß sie gleichzeitig G−1 und F auf
Diagonalform bringt
L˜G−1L = 1 (2.35)
L˜FL = Λ . (2.36)
Hier steht Λ fu¨r eine Diagonalmatrix mit den Elementen λi und 1 fu¨r die Einheits-
matrix. Diese gleichzeitige Diagonalisierung der Matrizen G−1 und F kann formal
auch durch Diagonalisierung des Produkts GF
L−1GFL = Λ (2.37)
erreicht werden. Da das Produkt der symmetrischen Matrizen G und F jedoch nicht
symmetrisch ist, erweist sich diese Methode fu¨r numerische Berechnungen als wenig
vorteilhaft; unter Umsta¨nden kann es sogar unmo¨glich sein, einen vollsta¨ndigen Satz
von Eigenvektoren zu ermitteln [40]. Eine einfache Methode zur Lo¨sung des sog. ver-
allgemeinerten Eigenwertproblems, bei dem zwei Matrizen durch eine Transformati-
on diagonalisiert werden sollen, ist im Anhang A beschrieben. Durch Einsetzen der
Diagonalmatrizen 1 und Λ in die Terme der kinetischen und potentiellen Energie in
den Gleichungen (2.33) und (2.34) transformiert sich die Hamiltonfunktion zu
H = T + V =
1
2
3N−6∑
i=1
(Q˙2i + λiQ
2
i ) . (2.38)
Damit nimmt sie ihre einfachste Form an. Der folgende Abschnitt zeigt auf, wie die
Lo¨sungen der entsprechenden klassischen bzw. quantenmechanischen Gleichungen
aussehen, und diskutiert besondere Eigenschaften der Normalmoden der Schwin-
gung.
2.5 Normalmoden der Schwingung
2.5.1 Lo¨sung der klassischen Bewegungsgleichung
Durch die Transformation L der internen Koordinaten R auf die Normalkoordina-
ten Q wird in mathematisch eleganter Weise die Kopplung zwischen verschiedenen
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Schwingungskoordinaten aufgehoben, wie das Fehlen von Nichtdiagonalelementen
in Gl. (2.38) zeigt. Lo¨st man das Problem im Rahmen der klassischen Physik durch
Aufstellen der Lagrange’schen Bewegungsgleichungen, ergibt sich ein Satz von 3N−6
ungekoppelten Differentialgleichungen zweiter Ordnung in der Zeit. Der Raum der
Lo¨sungen wird von Basisfunktionen der Form
Qi(t) = Ai cos(ωit+ i) (2.39)
aufgespannt, wobei die Kreisfrequenzen ωi sich als Wurzel der Eigenwerte λi von F
ergeben und Ai sowie i frei wa¨hlbare Amplituden bzw. Phasen bezeichnen.
Diese Lo¨sungen werden als Normalmoden der molekularen Schwingung bezeichnet.
Sie beschreiben oszillatorische Bewegungen aller Atome mit gleicher Frequenz und
Phase und ko¨nnen als U¨berlagerung der Schwingungen interner Koordinaten R in-
terpretiert werden. Das relative Verha¨ltnis von deren Amplituden zueinander wird
analog zu Gl. (2.32) durch die Spalten der L-Matrix, d. h. durch die gemeinsamen
Eigenvektoren G−1 und F, bestimmt
ri(t) =
3N−6∑
j=1
LijQj(t) . (2.40)
Bei geschickter Wahl der internen Koordinaten ist der Aufbau der L-Matrix einfach
und kann sehr hilfreich fu¨r das Versta¨ndnis der Normalmoden sein.
2.5.2 Charakterisierung der Normalmoden
Ebenfalls instruktiv ist die Beschreibung der Normalmoden in der Basis der karte-
sischen Auslenkungsvektoren d. Dies kann durch eine Transformation
~d = ` ~Q (2.41)
erreicht werden, wobei die Matrix ` sich formal aus Gl. (2.8) und (2.32) zu
` = B−1L (2.42)
ergibt 12. Wie aber aus Gl. (2.8) ersichtlich ist, ist die MatrixB nicht quadratisch und
daher nicht invertierbar 13. Ein anderer Ansatz umgeht die Benutzung der inversen
12Diese Definition der `-Matrix unterscheidet sich von der in der Literatur u¨blichen Konvention
[36] durch einen Faktor M−1/2, da hier nicht von massengewichteten kartesischen Koordinaten
ausgegangen wird.
13Die Matrix B kann invertiert werden, wenn der Vektor ~r der internen Koordinaten um die
sechs externen Koordinaten verla¨ngert und die B-Matrix um sechs Zeilen erweitert wird, die den
Eckart’schen Bedingungen entsprechen, die die Translations- und Rotationsinvarianz beschreiben
[41].
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B-Matrix durch Benutzen der folgenden Beziehung zwischen ` und L [42]
` =M−1B˜G−1L =M−1B˜FLΛ−1 . (2.43)
Eine Alternative zu den geschilderten Methoden zur Veranschaulichung der Struktur
der Normalmoden ist die Berechnung der Verteilung der potentiellen Energie auf die
internen Freiheitsgrade. Dazu wird durch Einsetzen von Gl. (2.32) in Gl. (2.31) die
potentielle Energie auf die Basis der Normalkoordinaten transformiert [43]
V =
1
2
3N−6∑
k=1
Q2k
3N−6∑
i=1
3N−6∑
j=1
LjkLikFij . (2.44)
Das la¨ßt sich dann zu
V =
1
2
3N−6∑
k=1
ω2kQ
2
k
3N−6∑
j=1
Pkj (2.45)
zusammenfassen, wobei die Matrix P aus den Elementen
Pkj =
3N−6∑
i=1
LjkLikFij/λk (2.46)
aufgebaut ist, die den relativen Anteil der potentiellen Energie der j-ten internen
Koordinate an der k-ten Normalmode angeben 14. Wie in [44] gezeigt wird, kann
diese Matrix auch zu
Pkj = L˜kj(L
−1)kj (2.47)
vereinfacht werden. Diese Methode erlaubt somit eine andere Charakterisierung der
Normalvibrationen eines Moleku¨ls als die Untersuchung der Auslenkungsvektoren
der Atome; die Schwingungen schwerer Atome ko¨nnen u. U. bei wesentlich kleine-
ren Amplituden mehr zur potentiellen Energie beitragen als Schwingungen leichter
Atome mit gro¨ßeren Auslenkungen.
2.6 Gruppentheorie
2.6.1 Einleitung
Die Gruppentheorie ist ein sehr effizienter mathematischer Formalismus zur Ausnut-
zung der Symmetrie physikalischer Systeme, der in verschiedensten Gebieten erfolg-
reich zur Anwendung kommt. In der Schwingungsspektroskopie von Moleku¨len wird
14Durch die Normierung mit dem Faktor 1/λk summieren sich sowohl die Spalten als auch die
Zeilen der Matrix P zu Eins. Daher sind die Beitra¨ge zu verschiedenen Normalkoordinaten von
vergleichbarer Gro¨ße.
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die Gruppentheorie eingesetzt, um Auswahlregeln fu¨r U¨berga¨nge zwischen Energie-
niveaus herzuleiten oder um die numerischen Berechnungen im Rahmen der Nor-
malmodenanalyse und daru¨ber hinaus auch bei anharmonischen Kraftfeldberech-
nungen erheblich zu vereinfachen. Die Anwendungen der Gruppentheorie in diesem
Feld ko¨nnen hier nur in sehr knapper Form dargestellt werden, es werden nur die
Aspekte erla¨utert, die im Zusammenhang mit den Spektren von Moleku¨lclustern eine
Rolle spielen; fu¨r ausfu¨hrlichere Darstellungen sei hier auf die entsprechende Litera-
tur verwiesen. Neben Abhandlungen in allen Lehrbu¨chern der Spektroskopie findet
sich eine besonders anschauliche Einfu¨hrung in die Verwendung der Gruppentheorie
speziell im Bereich der Schwingungsspektroskopie im Lehrbuch von Engelke [45],
eine universelle und umfassende Darstellung bietet das Werk von Cotton [46].
2.6.2 Punktgruppen
Die Gruppentheorie starrer, symmetrischer Moleku¨le wird meist in der Formulierung
der Punktgruppen angewandt. Als eine Punktgruppe bezeichnet man die Menge al-
ler Symmetrieoperationen, die die Gleichgewichtskonfiguration der Atomkerne eines
bestimmten Moleku¨ls auf sich selbst abbilden. Mo¨gliche Elemente solcher Punkt-
gruppen sind im folgenden aufgeza¨hlt:
• Die Einheitsabbildung E bildet alle Kerne auf sich selbst ab.
• Die Rotation Ckn dreht die Konfiguration um den Winkel 2pik/n um eine n-
fache Drehachse.
• Bei der Spiegelung σ werden alle Atome an einer Symmetrieebene gespiegelt.
• Die Drehspiegelung Skn stellt eine Kombination einer Drehung Ckn und einer
Spiegelung σ an einer Ebene dar, die senkrecht auf der n-fachen Drehachse
steht.
• Die Inversion i ist eine Spiegelung an einem punktfo¨rmigen Symmetriezentrum.
Die verschiedenen Punktgruppen unterscheiden sich in der Art und Anzahl der Sym-
metrieoperationen. Fu¨r ihre Verkettungen, die in einer Multiplikationstabelle dar-
gestellt werden ko¨nnen, gelten die mathematischen Axiome einer Gruppe, was der
Theorie ihren Namen gab.
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2.6.3 Darstellungen der Punktgruppe
Die in der Schwingungsspektroskopie u¨bliche Darstellung von Punktgruppen ge-
schieht mithilfe von Matrizen in der Basis der 3N kartesischen Koordinaten, die die
Auslenkung der Atomkerne aus ihrer Gleichgewichtsposition beschreiben. Jede der
Symmetrieoperationen g kann durch eine 3N -dimensionale Matrix T(g) dargestellt
werden 15, die einen Satz Koordinaten ~d auf ~d ′ abbildet
~d ′ = T(g)~d . (2.48)
Diese Darstellung der Punktgruppe wird durch die sog. Charaktere der Symmetrie-
abbildungen beschrieben. Diese sind definiert als Spuren der jeweiligen Matrizen,
d. h. durch die Summen der Diagonalelemente. Der Charakter χ(g) einer Abbildung
g kann auch gefunden werden, ohne die Matrizen explizit aufstellen zu mu¨ssen: Dazu
wird die Tatsache ausgenutzt, daß nur diejenigen Atome, die bei der Symmetrieope-
ration auf sich selbst abgebildet werden, zur Spur der Matrix beitragen ko¨nnen. Wie
man leicht sieht, sind dies nur diejenigen Atome, die direkt auf dem betreffenden
Symmetrieelement wie z. B. der Drehachse oder Spiegelebene liegen. Der Wert, mit
dem sie beitragen, ha¨ngt nur von der Art der Abbildung ab. Eine Auflistung dieser
Zahlen ist in Tab. 2.1 angegeben.
g χ(g)
E 3
Ckn 1 + 2 cos(2pik/n)
σ 1
Skn −1 + 2 cos(2pik/n)
i −3
Tabelle 2.1: Die Tabelle gibt fu¨r jede der im Text definierten Symmetrieoperationen
den Beitrag pro Atom, das bei der Abbildung g nicht bewegt wird, zum Charakter
χ(g) an.
Die Darstellungen von Punktgruppen in der Basis der 3N kartesischen Koordina-
ten sind i. a. reduzible Darstellungen. Das bedeutet, daß die zugeho¨rigen Matrizen
durch geeignete A¨hnlichkeitstransformationen in Blockdiagonalform u¨berfu¨hrt wer-
den ko¨nnen. Dieses Verfahren nennt sich Reduzierung der Darstellung. Dabei la¨ßt
sich jede der 3N -dimensionalen Matrizen in eine gleiche Gestalt transformieren, die
15Formal gesehen ist die Gruppe der Symmetrieoperationen gj bezu¨glich der Verkettung iso-
morph zur Gruppe der Matrizen T(gj) bezu¨glich der Multiplikation.
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dadurch charakterisiert ist, daß sich entlang der Diagonalen eine Kette von quadra-
tischen Blo¨cken zieht, deren Dimension nur fu¨r wenige Moleku¨le Zwei u¨bersteigt 16.
Jede Zusammenstellung je eines dieser Blo¨cke fu¨r jede Symmetrieabbildung ist wie-
derum eine Darstellung der Gruppe. Fu¨r diese Menge von Untermatrizen gelten die
gleichen Multiplikationstafeln wie fu¨r die vollsta¨ndigen Matrizen. Sie werden irre-
duzible Darstellungen genannt, wenn sie sich durch weitere Transformationen nicht
mehr weiter in der Dimension erniedrigen lassen. Dem Aufbau der Matrizen aus ein-
zelnen Blo¨cken entsprechend spricht man davon, daß sich die reduzible Darstellung
Γred in der 3N -dimensionalen Basis aus verschiedenen irreduziblen Darstellungen
Γi zusammensetzt, deren Charaktere χi sich zu denen der reduziblen Darstellung
aufsummieren
χ(gj) =
∑
i
niχi(gj) . (2.49)
Die Zerlegung la¨ßt sich auch symbolisch als
Γred =
∑
i
niΓi (2.50)
notieren. Die Ha¨ufigkeit ni, mit der eine bestimmte irreduzible Darstellung Γi auf-
tritt, kann mit der Beziehung
ni =
1
h
h∑
j=1
χ(gj)χ
∗
i (gj) (2.51)
ermittelt werden, wobei sich die Summmation u¨ber alle h Elemente gj der Gruppe
erstreckt. Hier bezeichnet χ∗i (gj) das konjugiert Komplexe des Charakters der j- ten
Symmetrieoperation in der i-ten irreduziblen Darstellung 17. Diese Zahlen sind in
sog. Charaktertafeln aufgelistet, die sich z. B. in [46] finden. Beispiele solcher Tafeln
finden sich in Anhang C.
Die Zerlegung der reduziblen Darstellung einer Symmetriegruppe in der Basis der
3N kartesischen Koordinaten dk ist auch fu¨r die Darstellung in der Basis gu¨ltig, die
sich aus den 3N − 6 internen Valenzkoordinaten rk und den je drei Koordinaten der
Gesamttranslation und -rotation zusammensetzt
Γred = Γvib + Γtrans + Γrot . (2.52)
Nach Elimination derjenigen irreduziblen Darstellungen, die den letztgenannten
sechs Koordinaten entsprechen, findet man die Darstellung Γvib in der Basis der
16Irreduzible Darstellungen von ho¨herer Dimension als Zwei kommen nur bei den Gruppen vor,
die zur Beschreibung von Moleku¨len hoher Symmetrie, wie z. B. von Tetraeder-, Oktaeder- oder
Ikosaedersymmetrie, benutzt werden.
17Das direkte Produkt irreduzibler Darstellungen, das i. a. eine reduzible Darstellung sein kann,
wird auf die gleiche Weise zerlegt.
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internen Schwingungskoordinaten alleine 18. Dies kann auch erreicht werden, indem
man direkt das Transformationsverhalten der internen Koordinaten betrachtet.
2.6.4 Symmetrie- und Normalkoordinaten
Bei der Normalmodenanalyse nach der FG-Methode kann die Zerlegung der Re-
pra¨sentation Γvib auch direkt ausgenutzt werden durch Einfu¨hrung von Koordina-
ten, die der Symmetrie angepaßt sind. Dazu werden die internen Koordinaten Rk
durch eine unita¨re Transformation
~S = U~R (2.53)
auf symmetrieadaptierte Koordinaten abgebildet, die eine Basis der vollsta¨ndig
reduzierten Darstellung von Γvib bilden
19. Deren Transformationsverhalten bei
Ausfu¨hrung der Symmetrieabbildungen ist durch die Werte in den entsprechenden
Zeilen der Charaktertafel der jeweiligen Symmetriegruppe gegeben. Fu¨r Symmetrie-
koordinaten, die sich gema¨ß einer eindimensionalen Darstellung (A oder B) trans-
formieren, bedeutet ein Wert von +1 einen Erhalt, ein Wert von −1 eine Umkehr
des Vorzeichens bei Ausfu¨hrung der zugeho¨rigen Operation. Im Fall mehrdimen-
sionaler irreduzibler Darstellungen, wie z. B. der zweidimensionale Darstellung E,
die von einer Basis entsprechender Dimension aufgespannt werden, werden Vekto-
ren in dieser Basis auf eine Linearkombination ihrer selbst abgebildet, die durch die
entsprechenden Eintra¨ge der Tafel charakterisiert ist.
Stellt man die Terme fu¨r die kinetische und potentielle Energie analog zu den Glei-
chungen (2.30) und (2.31) auf
T =
1
2
~˙SUG−1U˜ ~˙S =
1
2
~˙S(GS)
−1 ~˙S (2.54)
V =
1
2
~SUFU˜~S =
1
2
~SFS ~S , (2.55)
ergibt sich fu¨r die in dieser Basis definierten Matrizen (GS)
−1 und FS eine bemer-
kenswert einfache Gestalt [30]: Es treten keine Nichtdiagonalelemente auf, die zu
Symmetriekoordinaten verschiedener irreduzibler Darstellungen geho¨ren. Dadurch
verringert sich die Anzahl unabha¨ngiger Kraftkonstanten, und der Rechenaufwand
18Die irreduziblen Darstellungen, nach denen sich die Translationskoordinaten Tα und die Rota-
tionskoordinaten Rα (α = x, y, z) transformieren, sind u¨blicherweise in den Charaktertafeln durch
einen entsprechenden Hinweis am rechten Rand gekennzeichnet.
19Ein allgemeines Verfahren zur Konstruktion symmetrieadaptierter Koordinaten findet sich
z. B. in [30].
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bei der Diagonalisierung der Matrizen wird erheblich reduziert. Da die beiden
Matrizen Blockdiagonalform annehmen, reduziert sich das Eigenwertproblem nach
Gl.(2.37) zu einer Anzahl von Eigenwertgleichungen niedrigerer Dimension
(L
(j)
S )
−1G(j)S F
(j)
S L
(j)
S = Λ
(j)
S , (2.56)
wobei der obere Index (j) die jeweiligen Untermatrizen bezeichnet. Diese Vereinfa-
chung im Aufbau der Matrizen resultiert aus der Invarianz der kinetischen bzw. po-
tentiellen Energie unter allen Symmetrieoperationen, d. h. die Energie transformiert
sich wie die totalsymmetrische irreduzible Darstellung 20. Die Terme vom Typ S˙iS˙j
und SiSj tragen nur dann bei, wenn das direkte Produkt der zugeho¨rigen irredu-
ziblen Darstellungen die totalsymmetrische Repra¨sentation entha¨lt
Γi × Γj ⊇ Γtot.symm. . (2.57)
Wie man aus Tabellen fu¨r die direkten Produkte irreduzibler Darstellungen (siehe
z. B. [30]) leicht ersieht, ist das nur fu¨r gleiche Repra¨sentationen Γi = Γj der Fall.
Dem Aufbau der Matrizen (GS)
−1 und FS entsprechend, vereinfacht sich auch die
Transformation von internen zu Normalkoordinaten zu
~Q(j) = (L
(j)
S )
−1~S(j) , (2.58)
wobei die L(j)s die Untermatrizen von L in der j-ten irreduziblen Darstellung be-
zeichnen. Sie ergeben sich durch Diagonalisierung der entsprechenden Untermatrizen
(G
(j)
S )
−1 und F(j)S . Da die Koeffizienten der L-Matrix Konstanten sind, transformie-
ren sich also die Normalkoordinaten Q(j) ebenso wie die Symmetriekoordinaten S(j),
d. h. sie weisen die gleichen Symmetrieeigenschaften auf. Somit stellen auch sie eine
vollsta¨ndig reduzierte Repra¨sentation der Gruppe dar.
Umgekehrt kann mithife der Charaktertafel einer Normalmode auch dann eine ir-
reduzible Darstellung zugeordnet werden, wenn diese nicht mit der Methode der
Symmetriekoordinaten ermittelt worden ist. Sind die atomaren Verschiebungen, die
die Mode charakterisieren, bekannt (siehe Abschnitt 2.5), kann leicht das Trans-
formationsverhalten unter den Symmetrieoperationen ermittelt werden. Durch Ver-
gleich mit den Eintragungen der Tafel kann dann ihre Darstellung gefunden werden.
Von dieser Methode wird in Kapitel 5 bei der Behandlung der Moleku¨lcluster Ge-
brauch gemacht. Ohne gro¨ßeren Aufwand ist es so mo¨glich, schon einige qualitative
Aussagen u¨ber die Gestalt des Schwingungsspektrums zu machen. Zum einen ent-
spricht die Dimension der irreduziblen Darstellung dem Grad der Entartung der
Spektrallinien, die zum 0→1-U¨bergang geho¨ren, zum anderen kann aufgrund von
Auswahlregeln, die im folgenden Abschnitt erla¨utert werden, gezeigt werden, daß
ein Teil der Normalmoden nicht optisch angeregt werden kann.
20Die totalsymmetrische irreduzible Darstellung findet sich in der ersten Zeile jeder Charakter-
tafel und wird mit A bezeichnet. Definitionsgema¨ß sind alle Charaktere Eins.
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2.7 U¨bergang zur Quantenmechanik
2.7.1 Hamiltonoperator
Im folgenden soll aufgezeigt werden, wie zu der am Ende des vorigen Abschnitts
in der Basis der Normalkoordinaten gegebenen klassischen Hamiltonfunktion ein
entsprechender quantenmechanischer Hamiltonoperator gefunden wird und wie die
zugeho¨rige Schro¨dingergleichung gelo¨st werden kann. Dazu schreibt man zuna¨chst
als quantenmechanisches Analogon zu Gl. (2.38) den Hamiltonoperator als
Hˆ =
1
2
3N−6∑
i=1
(Pˆ 2i + λiQˆ
2
i ) . (2.59)
Darin sind zu den Normalkoordinaten Qk und den zugeho¨rigen Impulsen Q˙k die ent-
sprechenden quantenmechanischen Operatoren durch Qˆk = Qk und Pˆk = −ih¯∂/∂Qk
definiert. Diese kann man durch die zugeho¨rigen dimensionslosen Operatoren
qˆk =
√
γk Qˆk (2.60)
und
pˆk =
1√
γk h¯
Pˆk = −i ∂
∂qk
(2.61)
ersetzen, wobei
γk =
√
λk
h¯
=
2pic ωk
h¯
(2.62)
gilt. In den in der Spektroskopie gebra¨uchlichen Einheiten cm−1, u und A˚ fu¨r die
Energie, die Masse bzw. die La¨nge ergibt sich fu¨r den U¨bergang zu dimensionslosen
Operatoren
qˆk = 0.172219
√
ωk
cm−1
Qˆk√
uA˚
. (2.63)
2.7.2 Schro¨dingergleichung
Mit dem in dieser Basis aufgestellten Hamiltonoperator erha¨lt man die folgende
Schro¨dingergleichung
1
2
3N−6∑
i=1
ωi(pˆ
2
i + qˆ
2
i )Ψ =
E
hc
Ψ . (2.64)
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Hier, wie im folgenden, wird stets die Konvention befolgt, spektroskopische Kon-
stanten, wie z. B. ωk, als reziproke Wellenla¨nge in den Einheiten cm
−1 anzugeben.
Ebenfalls in Dimensionen von Wellenzahlen ergeben sich dann auch die Eigenwerte
E/(hc). Bei der Lo¨sung dieser Eigenwertgleichung macht man sich, wie schon bei der
Lo¨sung des zugeho¨rigen klassischen Problems im vorangegangenen Abschnitt, zunut-
ze, daß man aufgrund des Fehlens von Kopplungstermen im Hamiltonoperator die
Gesamtwellenfunktion Ψ als direktes Produkt eindimensionaler Wellenfunktionen ψ
schreiben kann, die nur noch von je einer der Normalkoordinaten Qk abha¨ngen
Ψ = ψn1(Q1)ψn2(Q2) · · ·ψn3N−6(Q3N−6) . (2.65)
Die nk geben hierbei die Schwingungsquantenzahlen der k-ten Normalmode an. Die
entsprechenden Energieeigenwerte sind
E = En1 + En2 + . . .+ En3N−6 . (2.66)
Damit la¨ßt sich die Schro¨dingergleichung in 3N − 6 unabha¨ngige Gleichungen der
Form
1
2
ωk(pˆ
2
k + qˆ
2
k)ψnk = Enkψnk/(hc) (2.67)
separieren, die denen des harmonischen Oszillators mit seinen wohlbekannten Ei-
genwerten und Eigenvektoren entsprechen. In der Basis der dimensionslosen Nor-
malkoordinaten qi lassen sich die Wellenfunktionen als
ψnk(qk) = NnkHnk(qk) exp(−q2k/2) , nk = 1, 2, . . . (2.68)
schreiben, wobei die Hnk fu¨r die Hermite’schen Polynome und die Nnk fu¨r Normie-
rungsfaktoren stehen. Die zugeho¨rigen Energien in Wellenzahlen sind durch
Enk/(hc) = (nk +
1
2
)ωk (2.69)
gegeben.
2.7.3 Optische Auswahlregeln
Die Intensita¨t von U¨berga¨ngen zwischen verschiedenen Energieniveaus des Moleku¨ls
wird von den Matrixelementen des Operators des elektrischen Dipolmoments
< Ψn|~µ|Ψm > (2.70)
bestimmt. Nur wenn diese U¨bergangsmomente nicht verschwinden, kann ein U¨ber-
gang zwischen den Zusta¨nden Ψn und Ψm durch Absorption bzw. Emission eines
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Photons stattfinden. Der U¨bergang wird dann als infrarotaktiv bezeichnet 21. Im
folgenden soll dargestellt werden, wie unter Ausnutzung der Gruppentheorie ohne
Berechnung der entsprechenden Integrale gezeigt werden kann, daß fu¨r symmetri-
sche Moleku¨le ein Teil der U¨bergangsmomente verschwindet. Dazu betrachtet man
ohne Beschra¨nkung der Allgemeinheit ein Dipolmoment ~µ, das parallel zur z-Achse
liegt. Im Bild der in Kapitel 5.3.1 vorgestellten Potentialzentrenmodelle ergibt sich
fu¨r die Komponente µz des Dipolmoments
µz =
N∑
i=1
qizi , (2.71)
wobei qi und zi fu¨r die Ladung bzw. die kartesische z-Koordinate der i-ten Par-
tialladung steht. Unter Anwendung der Symmetrieoperationen transformiert sich
das Moment wie die Translationskoordinate Tz des Moleku¨ls
22, die zugeho¨rige ir-
reduzible Darstellung wird mit Γ(z) bezeichnet. Sind auch die Darstellungen der
Wellenfunktionen Ψn und Ψm bekannt, kann eine allgemeine Auswahlregel fu¨r die
Infrarotaktivita¨t von U¨berga¨ngen formuliert werden. Da das U¨bergangsmoment nach
Gl. (2.70) invariant bzgl. aller Symmetrieoperationen sein soll, muß fu¨r optisch an-
regbare U¨berga¨nge
Γ(Ψn)× Γ(z)× Γ(Ψm) ⊇ Γtot.symm. (2.72)
gelten, das direkte Produkt der Darstellungen der beiden Wellenfunktionen und des
Dipolmomentoperators muß also die totalsymmetrische Darstellung enthalten.
Innerhalb der Na¨herung des Normalmodenansatzes erha¨lt man unter Ausnutzung
des Produktansatzes nach Gl. (2.65) fu¨r die Schwingungswellenfunktion als Kriteri-
um fu¨r die fundamentale Anregung (ni = 0→ 1) der i-ten Normalmode
Γ(ψ0(Qi))× Γ(z)× Γ(ψ1(Qi)) ⊇ Γtot.symm. . (2.73)
Diese Regel kann weiter vereinfacht werden, wenn man das Transformationsverhal-
ten der Wellenfunktionen des harmonischen Oszillators bzw. der zugrundeliegenden
Hermite’schen Polynome H0(Qi) = 1 und H1(Qi) = 2Qi betrachtet. Die Grundzu-
standsfunktion ψ0 ist invariant bzgl. aller Symmetrieoperationen und transformiert
sich daher wie die totalsymmetrische irreduzible Darstellung, die Wellenfunktion ψ1
des ersten angeregten Zustands transformiert sich wie die entsprechende Normal-
koordinate Qi selbst. Damit ergibt sich unter Beru¨cksichtigung der Regeln fu¨r das
21Fu¨r U¨berga¨nge, die durch inelastische Streuung von Photonen (Raman-Prozeß) induziert wer-
den, gelten andere Auswahlregeln, die man analog zu den obigen durch Einsetzen des Polarisier-
barkeitstensors anstelle des Dipolmoments erha¨lt.
22Die irreduziblen Darstellungen, nach denen sich die Translationskoordinaten Tα(α = x, y, z)
transformieren, sind in den Charaktertafeln durch einen entsprechenden Hinweis am rechten Rand
gekennzeichnet.
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direkte Produkt von Darstellungen als einfachster Ausdruck der Auswahlregel
Γ(Qi) = Γ(z) . (2.74)
Es ko¨nnen also mit elektromagnetischer Dipolstrahlung, die entlang der z-Achse
polarisiert ist, nur diejenigen Normalmoden der Vibration eines Moleku¨ls angeregt
werden, die die gleichen Transformationseigenschaften wie die z-Koordinate aufwei-
sen. Entsprechendes gilt auch fu¨r die x- und y-Achse. In Experimenten, in denen
die Moleku¨le nicht ausgerichtet sind, ko¨nnen also alle die Normalmoden angeregt
werden, die sich wie eine der irreduziblen Darstellungen einer der drei Translations-
koordinaten transformieren.
Zur Illustration der Vereinfachungen, die sich in Schwingungsspektren ergeben
ko¨nnen, sollen zwei bekannte Beispiele angefu¨hrt werden. Eine Pionierarbeit auf
diesem Gebiet ist die Schwingungsanalyse des Benzolmoleku¨ls C6H6 von Wilson
[47]. Hier konnte gezeigt werden, daß von den dreißig Normalmoden nur vier infraro-
taktiv sind. Dies sind in der Gruppe D6h drei zweifach entartete Moden E1u und eine
nicht entartete A2u. Ein ganz aktuelles Beispiel ist das fußballfo¨rmige Buckminster-
Fulleren-Moleku¨l (C60), das gegenwa¨rtig Thema einer großen Zahl von Untersu-
chungen ist. Aufgrund der ungewo¨hnlich hohen Symmetrie der Ikosaederstruktur ist
(Gruppe Ih) sind von den 174 Moden nur die vier dreifach entarteten T1u-Moden
mit Infrarotstrahlung anregbar [48].
2.8 L-Tensoren ho¨herer Ordnung
Wie im Abschnitt 2.2.2 erwa¨hnt, gehen die internen Koordinaten Rk durch die nicht-
lineare Transformation nach Gl. (2.7) aus den kartesischen Auslenkungskoordinaten
dk hervor. Fu¨r harmonische Kraftfeldrechnungen ist es jedoch u¨bliche Praxis, diese
durch geradlinige Koordinaten r zu ersetzen, die durch die lineare Transformations-
gleichung (2.8) definiert sind. Bei Rechnungen mit anharmonischen Kraftfeldern, wie
sie in Abschnitt 3.4 vorgestellt werden, ist dagegen die krummlinige Natur der inter-
nen Koordinaten R zu beru¨cksichtigen; bei A¨nderungen der molekularen Konfigura-
tion gema¨ß einer dieser Koordinaten bewegen sich die Atome i. a. auf gekru¨mmten
Trajektorien. Dadurch bedingt muß auch Gl. (2.32), in der die internen Koordina-
ten r durch die lineare Transformation L der Normalkoordinaten Q erzeugt werden,
durch eine Taylorreihe der Form
Rk =
∑
r
Lk,rQr +
1
2
∑
r,s
Lk,rsQrQs +
1
6
∑
r,s,t
Lk,rstQrQsQt + . . . (2.75)
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ersetzt werden. Die Koeffizienten der Transformation werden auch L-Tensoren ge-
nannt. Sie werden aus den ersten, zweiten und dritten Ableitungen der internen
Koordinaten R nach den Normalkoordinaten Q gebildet. Der erste Term auf der
rechten Seite der Gleichung definiert die geradlinigen Koordinaten r, und die Koef-
fizienten Lk,r bilden die schon vorgestellte L-Matrix.
Ein Grund fu¨r die Einfu¨hrung der krummlinigen Koordinaten ist auch deren Un-
abha¨ngigkeit von den atomaren Massen, die somit garantiert, daß eine Parametri-
sierung des Kraftfelds auch fu¨r isotopensubstituierte Spezies gu¨ltig bleibt. Dagegen
ist die Definition der geradlinigen Koordinaten r aufgrund der Erweiterung der B-
Matrix um sechs zusa¨tzliche Zeilen, die den Eckart’schen Bedingungen [41] Rechnung
tragen, massenabha¨ngig [49]. Außerdem spiegelt ein Kraftfeld, das in der Basis R
definiert ist, eher die wahre Natur der Schwingungen wieder, da bei Biegungen und
Torsionen die Atome sich auf gekru¨mmten Bahnen bewegen. Das macht sich dadurch
bemerkbar, daß in dieser Basis die Kopplungsterme im anharmonischen Anteil des
Kraftfelds kleiner sind.
Einen systematischen U¨berblick u¨ber die Formeln zur Berechnung der L-Tensoren
bis zur dritten Ordnung gibt der Artikel von Hoy,Mills und Strey [49]. Dort sind
sogar Tensorelemente fu¨r die Moleku¨le H2O und NH3 tabelliert, die sich zum Test
der sehr komplizierten Computerprogramme zur Berechnung dieser Koeffizienten als
a¨ußerst hilfreich erweisen.
Zur Herleitung der L-Tensoren werden deren Elemente, die durch die oben stehende
Taylorreihe gegeben sind, mithilfe der Kettenregel fu¨r partielle Differentiation zu
Li,r =
∂Ri
∂Qr
=
3N∑
m=1
∂Ri
∂dm
∂dm
∂Qr
(2.76)
Li,rs =
∂2Ri
∂Qr∂Qs
=
3N∑
m,n=1
∂2Ri
∂dm∂dn
∂dm
∂Qr
∂dn
∂Qs
(2.77)
Li,rst =
∂3Ri
∂Qr∂Qs∂Qt
=
3N∑
m,n,o=1
∂3Ri
∂dm∂dn∂do
∂dm
∂Qr
∂dn
∂Qs
∂do
∂Qt
(2.78)
umgeschrieben. Die partiellen Ableitungen vom Typ ∂R/∂d ko¨nnen unschwer als
Elemente der in Gl. (2.7) definierten B-Tensoren identifiziert werden, die Ablei-
tungen vom Typ ∂d/∂Q entsprechen den Elementen der in Gl. (2.42) eingefu¨hrten
`-Matrix, die die lineare Transformation zwischen den kartesischen Koordinaten dk
und den Normalkoordinaten Qk beschreibt. Damit ergeben sich die Koeffizienten
der L-Tensoren zu
Li,r =
3N∑
m=1
Bi,m`mr (2.79)
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Li,rs =
3N∑
m,n=1
Bi,mn`mr`ns (2.80)
Li,rst =
3N∑
m,n,o=1
Bi,mno`mr`ns`ot . (2.81)
Werden die in Abschnitt 2.6 eingefu¨hrten Symmetriekoordinaten benutzt, ko¨nnen
diese analog zu Gl. (2.75) ebenfalls in der Basis der Normalkoordinaten Q entwickelt
werden
Sk =
∑
r
Lk,rQr + 1
2
∑
r,s
Lk,rsQrQs + 1
6
∑
r,s,t
Lk,rstQrQsQt + . . . . (2.82)
Die vorkommenden symmetrisierten L-Tensorelemente ergeben sich durch Multipli-
kation der U -Matrix mit den L-Tensoren zu
Li,r =
∑
i
UijLj,r (2.83)
Li,rs =
∑
i
UijLj,rs (2.84)
Li,rst =
∑
i
UijLj,rst (2.85)
Da sowohl die symmetrieadaptierten Koordinaten S als auch die Normalkoordi-
naten vollsta¨ndig reduzierte Basen der Punktgruppe darstellen, ergeben sich Ein-
schra¨nkungen fu¨r die Elemente Li,rst... der L-Tensoren. Diese sind nur dann von Null
verschieden, wenn die entsprechenden irreduziblen Darstellungen in der folgenden
Beziehung stehen
Γ(Qr)× Γ(Qs)× Γ(Qt)× · · · ⊇ Γ(Si) . (2.86)
Im Prinzip kann so die nichtlineare Transformation von internen zu Normalkoor-
dinaten ausgefu¨hrt werden, jedoch sind diese Berechnungen insbesondere fu¨r große
Moleku¨le wegen der mehrfachen Summationen langwierig und beno¨tigen wegen der
B-Tensoren ho¨herer Ordnung viel Hauptspeicherplatz. Daru¨ber hinaus wird die Be-
rechnung der Elemente der B-Tensoren durch numerische Differentiation fu¨r ho¨here
Ordnungen zunehmend ungenauer 23.
Eine Alternative zu diesem Vorgehen stellt die direkte Ableitung der Gleichungen
(2.13), (2.17) und (2.21, 2.22), die die A¨nderungen von Bindungsla¨ngen, Bindungs-
winkeln bzw. dihedralen Winkeln als interne Koordinaten R definieren, nach den
23Berechnet man die Elemente der B-Tensoren analytisch, ergeben sich Formeln, die nicht viel
einfacher als die im folgenden vorgestellten Formeln zur Berechnung der Elemente der L-Tensoren
sind [50].
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Normalkoordinaten Q dar. Um diese Differentiationen durchfu¨hren zu ko¨nnen, wird
die A¨nderung des i-ten Verbindungsvektors ~di = ~db − ~da betrachtet. Als Hilfsgro¨ße
wird dann die Ableitung dieses Vektors nach der r-ten Normalkoordinate durch den
P -Vektor
~Pi,r =
∂~di
∂Qr
(2.87)
eingefu¨hrt, dessen kartesische Komponenten sich mithilfe der `-Matrix wie
Piα,r =
∂diα
∂Qr
=
∂dbα
∂Qr
− ∂daα
∂Qr
= `bα,r − `aα,r , α = x, y, z (2.88)
darstellen lassen. Die vollsta¨ndige 3N × (3N − 6)-dimensionale Matrix der P -
Vektoren ist dabei vo¨llig durch die B-Matrix bestimmt, die sich aus der Analyse
der Normalmoden im Rahmen der harmonischen Na¨herung ergibt. Wie im folgen-
den gezeigt wird, erleichtert das die Berechnung der L-Tensorkoeffizienten erheblich.
2.8.1 Bindungsstreckung
Mithilfe der oben definierten P -Vektoren lassen sich die L-Tensorelemente fu¨r Bin-
dungsstreckungen durch die Gleichungen
Li,r =
∂Ri
∂Qr
= ~di · ~Pi,r/di (2.89)
Li,rs =
∂2Ri
∂Qr∂Qs
= (~Pi,r · ~Pi,s − Li,rLi,s)/di (2.90)
Li,rst =
∂3Ri
∂Qr∂Qs∂Qt
= −(Li,rLi,st + Li,sLi,rt + Li,tLi,rs)/di (2.91)
berechnen. Wie auch in den beiden folgenden Abschnitten, ist die jeweils erste dieser
Gleichungen eine Identita¨t, da sie die L-Matrix durch die P -Vektoren ausdru¨ckt, die
wiederum mithilfe der L-Matrix nach Gl. (2.88) definiert sind. Weiterhin ist bemer-
kenswert, daß in den Formeln fu¨r die Tensoren der zweiten und dritten Ableitungen
jeweils die Elemente des Tensors der na¨chstniedrigeren Stufe wieder verwendet wer-
den. Das bedeutet, daß durch die L-Matrix bereits alle ho¨heren Tensorelemente
festgelegt sind.
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2.8.2 Winkelbiegung
Wird die Biegung eines Winkels zwischen zwei Valenzbindungen als interne Koor-
dinate benutzt, ergeben sich die entsprechenden Tensorelemente zu
Lij,r =
∂Rij
∂Qr
= (Li,r/di + Lj,r/dj) cotφ
(e)
ij − [(~Pi,r · ~dj + ~di · ~Pj,r)/didj] sinφ(e)ij (2.92)
Lij,rs =
∂2Rij
∂Qr∂Qs
= [−Lij,rLij,s + (Li,rs/di + Lj,rs/dj) + (Li,rLj,s + Li,sLj,r)/didj] cotφ(e)ij
−Lij,r(Li,s/di + Lj,s/dj)− Lij,s(Li,r/di + Lj,r/dj)
−[(~Pi,r · ~Pj,s − ~Pi,s · ~Pj,r)/didj] sinφ(e)ij (2.93)
Lij,rst =
∂3Rij
∂Qr∂Qs∂Qt
= Lij,rLij,sLij,t −
∑
P (r,s,t)
{(Li,r/di + Lj,r/dj)(Lij,st + Lij,sLij,t cotφ(e)ij )
+Lij,r[Lij,st cotφ
(e)
ij + (Li,sLj,t + Li,tLj,s)didj + Li,st/di + Lj,st/dj]
+(Li,r/di − Lj,r/dj)(Li,st/di − Lj,st/dj) cotφ(e)ij } , (2.94)
wobei
∑
P (r,s,t) eine Summation u¨ber a¨hnliche Terme bezeichnet, die durch zyklische
Permutation der Indices r, s, t generiert werden. Auch hier werden die Elemente
von Tensoren niedrigerer Stufe zur Berechnung der Elemente eines Tensors ho¨herer
Stufe benutzt. Außerdem fa¨llt auf, daß die L- Tensorelemente Li,r und Li,rs, die
fu¨r Bindungsstreckungen definiert worden sind, in den Berechnungen hier wieder
vorkommen, was die Berechnungen vereinfacht.
2.8.3 Torsion
Fu¨hrt man als interne Koordinate die Abweichung eines dihedralen Winkels τijk vom
Gleichgewichtswert ein, ergeben sich sehr komplizierte Formeln fu¨r die Elemente
der L-Tensoren. In [49] sind diese nur fu¨r die speziellen Fa¨lle von cis- und trans-
Konfigurationen (τ = 0 bzw. τ = pi) angegeben, allgemeinere Formeln fu¨r beliebige
Werte des Winkels τ finden sich bei Tanaka und Mitarbeitern [51]. Hier soll nur die
Formel fu¨r die Elemente des entsprechenden Tensors erster Stufe angegeben werden.
Lijk,r =
∂Rijk
∂Qr
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= −{(~Pi,r × ~dj)(~dj × ~dk) + (~di × ~Pj,r)(~dj × ~dk) +
(~di × ~dj)(~Pj,r × ~dk) + (~di × ~dj)(~dj × ~Pk,r)}
/(did
2
jdk sinφ
(e)
ij sinφ
(e)
jk sin τ
(e)
ijk)
+ cot τ
(e)
ijk
[Li,r/di + 2Lj,r/dj + Lk,r/dk + Lij,r cotφ
(e)
ij + Ljk,r cotφ
(e)
jk ] (2.95)
Die Formeln fu¨r die Tensoren ho¨herer Ordnung wu¨rden den Umfang dieser Arbeit
u¨bersteigen.
Kapitel 3
Sto¨rungsrechnung
3.1 Einfu¨hrung
Bereits wenige Jahre nach Entwickung der Quantenmechanik stellte sich heraus, daß
hiermit zwar ein sehr grundlegendes Konzept geschaffen wurde, das das Weltbild der
Naturwissenschaften u¨ber den engeren Rahmen der Atomphysik heraus revolutio-
nierte, aber auch, daß die Anwendung auf konkrete Aufgabenstellungen erhebliche
Probleme mit sich bringt. So notiert P. A. M. Dirac im Jahre 1929 mit einer
Mischung aus Enthuasiasmus und Skeptizismus:
The underlying physical laws necessary for the mathematical theory of
a large part of physics and the whole of chemistry are thus completely
known, and the difficulty is only that the exact application of these laws
leads to equations much too complicated to be soluble [52].
An dieser Situation hat sich bis zum heutigen Tage nichts Grundlegendes gea¨ndert;
noch immer la¨ßt sich nur fu¨r eine ganz kleine Zahl von Systemen die zugrunde
liegende Schro¨dingergleichung analytisch lo¨sen. Daher schla¨gt Dirac als einzigen
Ausweg vor:
It therefore becomes desirable that approximate practical methods of
applying quantum mechanics should be developed, which can lead to an
explanation of the main features of complex atomic systems without too
much computation.
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Obwohl der Einsatz moderner, leistungsfa¨higer Computer die Grenzen der Mo¨glich-
keiten im Bereich numerischer Verfahren weit vorangetrieben hat, ist dennoch die
Beschreibung auch schon moderat großer molekularer Systeme noch immer mit er-
heblichen Schwierigkeiten verbunden.
Die prinzipielle Idee bei jedem sto¨rungstheoretischen Ansatz liegt stets darin, die
wesentlichen Eigenschaften des zu untersuchenden Systems einzugrenzen und sie
auf ein bereits bekanntes, einfacheres System zuru¨ckzufu¨hren, dessen Schro¨dinger-
gleichung analytisch lo¨sbar ist. In einem zweiten Schritt werden dann die weiteren
Details, die den Unterschied zu diesem Referenzsystem ausmachen, mit einbezogen,
d. h. dessen Lo¨sungen mu¨ssen korrigiert werden. Sind diese sogenannten Sto¨rungen
zeitunabha¨ngig, wie dies bei allen in dieser Arbeit diskutierten Systemen der Fall
ist, spricht man von stationa¨rer Sto¨rungsrechnung. Ihre sicherlich bekanntesten An-
wendungen liegen im Bereich der Atomphysik. Dazu geho¨ren die Erkla¨rung der Fein-
und Hyperfeinstruktur atomarer Spektren sowie deren Beeinflussung durch a¨ußere
elektrische oder magnetische Felder (Stark- bzw. Zeemaneffekt). Jedoch ist sie auch
im Bereich der Spektroskopie der Schwingungen und Rotationen von Moleku¨len ei-
ne Standardtechnik [36], und in dieser Arbeit soll sie auch auf die Beschreibung der
Schwingungen molekularer Cluster angewendet werden. Es wird ein relativ einfaches
Na¨herungsverfahren entwickelt, mit dem aber dennoch die Spektren gut erkla¨rt wer-
den ko¨nnen und das viel zum Versta¨ndnis der auftretenden Pha¨nomene beitra¨gt.
Eine gut lesbare Einfu¨hrung in die Thematik bietet das Lehrbuch von Cohen-
Tannoudji et. al [53], als weiterfu¨hrende Lektu¨re sei der Artikel von A. Dal-
garno empfohlen [54]. Hier finden sich auch Erla¨uterungen zu sto¨rungstheoreti-
schen Verfahren in Matrixform, die insbesondere in der Theorie der Schwingungs-
Rotationsspektren in Form der sog. Kontakttransformationen viel benutzt werden
[55], deren Anwendung auf die hier zu besprechenden Problemen jedoch keine er-
kennbaren Vorteile bietet.
Im folgenden sollen in knapper Form die Rechenmethoden der stationa¨ren Sto¨rungs-
theorie nach Schro¨dinger, die auf entsprechende von Rayleigh entwickelte Ver-
fahren in der klassischen Physik zuru¨ckgehen, wiederholt werden, bevor dann An-
wendungen auf Schwingungsspektren von Moleku¨len vorgestellt werden. Hier stellt
stets der Hamiltonoperator des im vorangegangenen Kapitel beschriebenen Nor-
malmodenansatzes das Referenzsystem dar. Dann wird die sto¨rungstheoretische Be-
handlung anharmonischer Anteile von intramolekularen Kraftfeldern besprochen.
Die in diesem Gebiet schon seit langem bewa¨hrten Konzepte werden schließlich auf
die Berechnung der Spektren von Moleku¨len, die sich gegenseitig durch ihre inter-
molekulare Wechselwirkung beeinflussen, u¨bertragen.
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3.2 Rayleigh-Schro¨dinger-Sto¨rungsrechnung
Der Hauptansatz der Sto¨rungstheorie nach Rayleigh und Schro¨dinger besteht
in einer Zerlegung des Hamiltonoperators des zu beschreibenden Systems
Hˆ = Hˆ(λ) = Hˆ0 + λWˆ mit λ 1 , (3.1)
wobei Hˆ0 den Referenzoperator des ungesto¨rten Systems und Wˆ den (zeitunabha¨ngi-
gen) Operator der Sto¨rung darstellt. Durch den hier eingefu¨hrten Faktor λ soll im-
pliziert werden, daß der Einfluß der Sto¨rung klein ist, er taucht in den Formeln fu¨r
die sto¨rungstheoretischen Korrekturen der Eigenwerte oder -funktionen nicht mehr
auf. Formaler la¨ßt sich dies durch die Forderung ausdru¨cken, daß die Matrixelemen-
te des Sto¨roperators wesentlich kleiner als die typischen Absta¨nde der als diskret
vorausgesetzten Eigenwerte von Hˆ0 sind. Dessen Eigenwerte und Eigenfunktionen
ergeben sich aus der zugeho¨rigen Schro¨dingergleichung des ungesto¨rten Systems
Hˆ0|φin >= E0n|φin > . (3.2)
Hierbei stehen die |φin > fu¨r die zum n-ten Eigenwert E0n geho¨renden Wellenfunk-
tionen, die ein Orthonormalsystem im Zustandsraum bilden. Sie ko¨nnen i. a. auch
entartet sein, fu¨r einen entarteten Eigenwert la¨uft der obere Index i von 1 bis zu
einer Zahl gn, die dessen Entartungsgrad bezeichnet.
Zur Lo¨sung der Eigenwertgleichung des Opertors Hˆ(λ) des gesto¨rten Systems
Hˆ|ψn >= En|ψn > (3.3)
werden dessen Eigenwerte En und -funktionen ψn in Potenzreihen in λ entwickelt
ψn =
∞∑
r=0
λrψ(r)n , En =
∞∑
r=0
λrE(r)n . (3.4)
Der obere Index (r) an den Symbolen E und ψ steht hier fu¨r die Ordnung der Korrek-
tur der Energien bzw. der Wellenfunktionen. Entsprechend der Anzahl der beru¨ck-
sichtigten Terme spricht man auch von einem Ansatz r-ter Ordnung. Einsetzen dieser
beiden Reihenentwicklungen in die Schro¨dingergleichung 3.3 und Gleichsetzen aller
Koeffizienten der verschiedenen Potenzen von λ ergibt in nullter Ordnung
(Hˆ0 − E(0)n )|ψ(0)n >= 0 (3.5)
und fu¨r alle ho¨heren Ordnungen eine Reihe von Beziehungen
(Hˆ0 − E(0)n )|ψ(s)n > +Wˆ |ψ(s−1)n >=
s∑
r=1
E(r)n |ψ(s−r)n >, s = 1, 2, . . . . (3.6)
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Durch entsprechende algebraische Umformungen dieser Gleichungen ko¨nnen in s-
ter Ordnung die entsprechenden Korrekturen E(s)n und |ψ(s)n > errechnet werden.
Am Rande sei noch darauf verwiesen, daß fu¨r Sto¨rungsrechnung ho¨herer Ordung
Rekursionsformeln hergeleitet werden ko¨nnen, die eine iterative Lo¨sung ermo¨glichen.
So kann z. B. die Korrektur der Energie in (2s+ 1)-ter Ordnung aus der Korrektur
der Eigenfunktion in s-ter Ordnung auf einfache Weise berechnet werden [56].
3.2.1 Nichtentartete Sto¨rungsrechnung
Im Fall eines nichtentarteten Eigenwertes En ergibt sich die (triviale) Lo¨sung nullter
Ordnung aus Gl. (3.5). Durch Vergleich mit Gl. (3.2) sieht man sofort, daß sie
derjenigen fu¨r das ungesto¨rte System entspricht
E(0)n = E
0
n und ψ
(0)
n = φn , (3.7)
sie beschreibt also das System im Grenzfall λ→ 0. Um die Korrekturen erster oder
ho¨herer Ordnung eines Eigenwertes E(s)n und der dazu geho¨renden Wellenfunktion
|ψ(s)n > zu berechnen, wird eine der Koeffizientengleichungen (3.6) auf die Lo¨sung
nullter Ordnung |ψ(0)n > projeziert, das entspricht einer Multiplikation von links
mit dem zugeho¨rigen bra-Vektor < ψ(0)n |. Unter Ausnutzung der Eigenschaft der
Hermetizita¨t des Operators Hˆ0 und der Orthonormiertheit der Funktionen |φn >
erha¨lt man so fu¨r alle ho¨heren Ordnungen eine Reihe von Beziehungen
E(s)n =< ψ
(0)
n |Wˆ |ψ(s−1)n > −
s−1∑
r=1
E(r)n < ψ
(0)
n |ψ(s−r)n >, s = 1, 2, . . . . (3.8)
Einsetzen von s = 1 ergibt unter Verwendung der Ergebnisse nullter Ordnung eine
Bestimmungsgleichung fu¨r die Energie erster Ordnung
E(1)n =< φn|Wˆ |φn > . (3.9)
Somit kann diese Korrektur der Energieeigenwerte einfach als Erwartungswert des
Sto¨roperators Wˆ im Zustand φn des ungesto¨rten Systems interpretiert werden. Die
zugeho¨rige Eigenfunktion erster Ordnung ergibt sich aus Gl. (3.6) mit s = 1. Ein-
setzen des soeben erhaltenen Ergebnisses fu¨r E(1)n und Projektion auf alle anderen
ungesto¨rten Funktionen φip außer φn ergibt
< φip|(Hˆ0 − En)|ψ(1)n > + < φip|(Wˆ − E(1)n )|φn >= 0, p 6= n . (3.10)
Daraus resultiert fu¨r die Korrektur der Wellenfunktion
|ψ(1)n >=
∑
p6=n
∑
i
< φip|Wˆ |φn >
E0n − E0p
|φip > , (3.11)
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sie stellt also eine lineare U¨berlagerung der |φip > dar. Dem Zustand |φn > werden
also durch den Einfluß der Sto¨rung Anteile aller anderen Zusta¨nde |φip > beigemischt.
Dabei wird die Sta¨rke der Kopplung außer durch das Matrixelement < φip|Wˆ |φn >
vor allem durch den energetischen Abstand E0n − E0p bestimmt.
Bei den Berechnungen in zweiter Ordnung wird schon der rekursive Charakter des
sto¨rungstheoretischen Verfahrens ausgenutzt. Analog zur Vorgehensweise bei den
Berechnungen in erster Ordnung wird zur Ermittlung der Energie die Gl. (3.6) auf
die zu korrigierende ungesto¨rte Wellenfunktion |φn > projiziert, danach wird sie
zur Berechnung der Korrektur der Eigenfunktionen auf alle anderen (ungesto¨rten)
Funktionen |φip > projiziert. Das la¨ßt sich theoretisch beliebig fortsetzen, jedoch
werden Verfahren ho¨herer als zweiter Ordnung selten angewendet, die auftretenden
Formeln werden mit steigender Ordnung sehr kompliziert.
So ergibt sich fu¨r die Korrektur der Energieeigenwerte in zweiter Ordnung
E(2)n =
∑
p6=n
∑
i
| < φip|Wˆ |φn > |2
E0n − E0p
. (3.12)
Zur Berechnung dieser Korrektur werden also sa¨mtliche Nichtdiagonalelemente des
Sto¨roperators Wˆ beno¨tigt. Diese tragen umso mehr zu E(2)n bei, je na¨her die zu-
geho¨rigen Energien En und Ep beieinanderliegen. Dabei ist das Vorzeichen der Ver-
schiebung stets so, daß dicht beieinanderliegende Zusta¨nde sich gegenseitig abstoßen,
der Energieeigenwert des oberen von zwei Zusta¨nden wird erho¨ht, der des unteren
wird erniedrigt.
3.2.2 Entartete Sto¨rungsrechnung
Beim Vorliegen eines gn-fach entarteten Eigenwerts E
0
n ist die sto¨rungstheoretische
Behandlung des Problems komplizierter. Bereits in nullter Ordnung taucht das Pro-
blem auf, daß jeder Vektor in dem Unterraum, der von den gn verschiedenen zu
E0n geho¨renden Eigenfunktionen |φin > aufgespannt wird, eine mo¨gliche Lo¨sung der
Gl. (3.2) darstellt. Um also die Wellenfunktionen |ψ(0)n > zu finden, muß daher die
Gl. (3.5) in erster Ordnung ausgewertet werden. Projektion auf die Vektoren |φin >
fu¨hrt zu
< φin|Wˆ |ψ(0)n >= E(1)n < φin|ψ(0)n > . (3.13)
Im folgenden Schritt wird die Vollsta¨ndigkeit der Basis φin in dem Unterraum zum
Eigenwert E0n ausgenutzt. Mithilfe der in diesem Raum aufgestellten Vollsta¨ndig-
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keitsrelation
gn∑
j=1
|φjn >< φjn| = 1 (3.14)
la¨ßt sich damit diese Gleichung zu
gn∑
j=1
< φin|Wˆ |φjn >< φjn|ψ(0)n >= E(1)n < φin|ψ(0)n > (3.15)
umformen. Dieses System von gn Gleichungen ist eine Eigenwertgleichung fu¨r die
Matrix, die aus den Elementen < φin|Wˆ |φjn > aufgebaut ist. Sie stellt den Sto¨rope-
rator Wˆ in dem entsprechenden Unterraum dar. Diagonalisierung dieser Matrix
ergibt als Eigenwerte die Energien erster Ordnung E(1)n , die zugeho¨rigen Eigenvek-
toren < φin|ψ(0)n > geben anhand der Projektionen an, wie sich die Wellenfunktion
nullter Ordnung ψ(0)n aus den φ
i
n zusammensetzt. Da die Matrixdarstellung des Ope-
rators Wˆ nur innerhalb der jeweiligen i. a. endlich dimensionalen Unterra¨ume des
vollsta¨ndigen Eigenraums von Hˆ0 erfolgt, ist dieses Verfahren eine wesentliche Ver-
einfachung gegenu¨ber dem urspru¨nglichen Problem, das der Diagonalisierung der
Darstellung von Wˆ im vollsta¨ndigen Zustandsraum, der i. a. unendliche Dimension
haben kann, entspricht. Kopplungen von Zusta¨nden, die zu verschiedenen Eigenwer-
ten En geho¨ren, treten nicht auf.
Beim Diagonalisieren der letzten Gleichung ergeben sich im allgemeinen Fall gn ver-
schiedene Energieeigenwerte erster Ordnung E(1)n . Die Entartung ist dann vo¨llig auf-
gehoben. Jedoch ko¨nnen auch Besonderheiten im Aufbau der Matrix dazu fu¨hren,
daß einige oder sogar alle Eigenwerte gleich sind, daß also die Entartung unvoll-
sta¨ndig oder u¨berhaupt nicht aufgehoben ist. In diesem Fall lassen sich auch die
Eigenfunktionen nullter Ordnung nicht eindeutig festlegen. Diese Entartung kann
u. U. in ho¨herer Ordnung aufgehoben werden, jedoch gibt es auch, insbesondere
beim Auftreten von Symmetrien, Entartungen, die prinzipiell nicht aufgehoben wer-
den ko¨nnen.
3.3 Schwingungsspektroskopie
3.3.1 Ansatz
In der Theorie der Schwingungspektroskopie ist die quantenmechanische Sto¨rungs-
rechnung eine seit Jahrzehnten erfolgreich angewandte Methode. Sie basiert auf dem
in Kapitel 2 vorgestellten Normalmodenansatz: In der Basis der entkoppelten Nor-
malkoordinaten la¨ßt sich die Schro¨dingergleichung separieren, und das schwingende
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Moleku¨l kann durch ein System unabha¨ngiger harmonischer Oszillatoren beschrieben
werden. Diese entsprechen den Normalmoden, und deren Energieeigenwerte und Ei-
genfunktionen lassen sich analytisch berechnen, wie bereits in Abschnitt 2.7 gezeigt
wurde. Der zugeho¨rige Hamiltonoperator Hˆ0, der im folgenden als Referenzoperator
des ungesto¨rten Systems angesehen wird, schreibt sich in dimensionslosen Normal-
koordinaten qk und den entsprechenden konjugierten Impulsen pk als
Hˆ0 =
1
2
3N−6∑
i=1
ωi(pˆ
2
i + qˆ
2
i ) . (3.16)
Der u¨bliche sto¨rungstheoretische Ansatz der Schwingungspektroskopie basiert dar-
auf, daß sich der vollsta¨ndige Hamiltonoperator der Schwingung unter Verwendung
dieses Referenzoperators als
Hˆ = Hˆ0 + Wˆ (3.17)
ausdru¨cken la¨ßt, wobei der Sto¨roperator Wˆ in Potenzen der Koordinaten pˆk und qˆk
entwickelt wird. Fu¨r die im folgenden betrachteten Sto¨roperatoren der Anharmo-
nizita¨t und der intermolekularen Wechselwirkungen, die nur die Ortsoperatoren qˆk
in bis zu dritter Potenz enthalten, kann der Sto¨roperator durch folgenden Ansatz
beschrieben werden
Wˆ =
3N−6∑
r=1
Xrqˆ
3
r +
3N−6∑
r,s=1
Yrsqˆ
2
r qˆs +
3N−6∑
r,s,t=1
Zrstqˆrqˆsqˆt , (3.18)
wobei Xr, Yrs und Zrst beliebige Konstanten sein ko¨nnen.
3.3.2 Matrixelemente
Um mit den im vorangegangenen Abschnitt geschilderten Methoden die Ener-
gieeigenwerte des Operators Hˆ oder die Wellenfunktionen unter dem Einfluß ei-
ner Sto¨rung zu berechnen, ist die Kenntnis der verschiedenen Matrixelemente des
Sto¨roperators Wˆ von der Form
Wmn =< m1,m2, . . . ,m3N−6|Wˆ |n1, n2, . . . , n3N−6 > (3.19)
erforderlich. Dabei stellen die Funktionen Ψm und Ψn, die hier nur durch ihre 3N−6
Schwingungsquantenzahlen mr bzw. nr bezeichnet werden, Eigenfunktionen des Re-
ferenzoperators Hˆ0 dar. Sie ko¨nnen nach Gl. (2.65) als direktes Produkt der Wel-
lenfunktionen eindimensionaler harmonischer Oszillatoren geschrieben werden. Da
die hier betrachteten Sto¨roperatoren nur von ho¨chstens drei verschiedenen Ortsko-
ordinaten abha¨ngen, vereinfacht sich dadurch die Formel fu¨r die Matrixelemente
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zu
Wmn =
3N−6∑
r=1
Xr < mr|qˆ3r |nr >
∏
u 6=r
< mu|nu > +
+
3N−6∑
r,s=1
Yrs < mr|qˆ2r |nr >< ms|qˆs|ns >
∏
u 6=r,s
< mu|nu > +
+
3N−6∑
r,s,t=1
Zrst < mr|qˆr|nr >< ms|qˆs|ns >< mt|qˆt|nt > ·
· ∏
u 6=r,s,t
< mu|nu > (3.20)
mit
< mr|qˆir|nr >=
∫
qirψmr(qr)ψnr(qr)dqr . (3.21)
Damit ist es also gelungen, das Problem der Berechnung von Matrixelementen des
Sto¨roperators Wˆ auf die Berechnung von Matrixelementen von Potenzen des Orts-
operators qˆk in der Basis der eindimensionalen Wellenfunktionen ψ des harmonischen
Oszillators zuru¨ckzufu¨hren. Viele von diesen Integralen sind gleich Null, die u¨brigen
lassen sich durch einfache Formeln analytisch ausdru¨cken. Eine tabellarische Auf-
stellung von Matrixelementen der Operatoren qˆ, qˆ2, qˆ3 und qˆ4 findet sich in Anhang
B.
Am Rande sei hier noch erwa¨hnt, daß a¨hnliche Verfahren auch fu¨r die theoretische
Behandlung von Moleku¨lrotationen existieren. Hier werden die Eigenfunktionen des
starren Rotators als Basis gewa¨hlt. Somit la¨ßt sich der vollsta¨ndige Hamiltonope-
rator der Kernbewegung in einer Basis, die aus Produktfunktionen gebildet wird,
entwickeln. So lassen sich auch Effekte, die die Schwingung und die Rotation un-
tereinander koppeln, wie z. B. Coriolis-Wechselwirkung oder Zentrifugaldehnung, in
einen geschlossenen sto¨rungstheoretischen Formalismus zur Berechnung von Ener-
gieniveaus und U¨berga¨ngen zwischen diesen mit einschließen.
3.4 Anharmonizita¨t
3.4.1 Einfu¨hrung
Der gesamte Formalismus der Normalmodenanalyse, der im letzten Kapitel ausfu¨hr-
lich diskutiert wurde, basiert auf der in Gl. (2.1) gegebenen Na¨herung eines har-
monischen Kraftfeldes. Trotz der Einschra¨nkungen dieser Approximation kann mit
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diesem simplen Ansatz sehr viel Einsicht in die Grundlagen der Schwingungsspek-
troskopie gewonnen werden, und viele Merkmale molekularer Spektren ko¨nnen re-
lativ gut interpretiert werden. Bei genauerer quantitativer Analyse der Spektren
zeigen sich jedoch Abweichungen von den Vorhersagen, die im Rahmen einer har-
monischen Na¨herung gemacht werden. Insbesondere die Variation der Absta¨nde von
Energieniveaus mit der Schwingungsquantenzahl legt anharmonische Korrekturen
der Potentialfunktion nahe. Dazu wird Gl. (2.31) durch den allgemeineren Ansatz
V =
1
2
∑
ij
FijRiRj +
1
6
∑
ijk
FijkRiRjRk +
1
24
∑
ijkl
FijklRiRjRkRl + . . . (3.22)
ersetzt, worin die quadratischen, kubischen und quartischen Kraftkonstanten Fij,
Fijk und Fijkl fu¨r die zweiten, dritten und vierten Ableitungen des Kraftfelds V
nach den internen Koordinaten Rk stehen.
Bei der Behandlung symmetrischer Moleku¨le kann es vorteilhaft sein, die potentielle
Energie V analog zu Gl. (3.22) in der Basis symmetrieadaptierter Koordinaten zu
entwickeln
V =
1
2
∑
ij
FijSiSj + 1
6
∑
ijk
FijkSiSjSk + 1
24
∑
ijkl
FijklSiSjSkSl + . . . . (3.23)
Der Vorteil dieser Entwicklung liegt in dem Verschwinden eines Teils der Kraftkon-
stanten. Nur diejenigen Zahlen Fijk... sind von Null verschieden, fu¨r die
Γ(Si)× Γ(Sj)× Γ(Sk)× · · · ⊇ Γtot.symm. . (3.24)
gilt. Das Kraftfeld hat also in dieser Basis eine einfachere Gestalt, da sich die Anzahl
unabha¨ngiger Kraftkonstanten erheblich verringern kann.
3.4.2 Transformation der Kraftkonstanten
Im vorangegangenen Abschnitt ist gezeigt worden, wie das anharmonische Kraft-
feld in einer Taylorreihe nach den internen Koordinaten entwickelt werden kann.
Die Vorteile eines solchen Ansatzes sind schon in Abschnitt 2.2 bei der Einfu¨hrung
dieser Koordinaten erwa¨hnt worden. Die Definition von Kraftkonstanten F in der
Basis von Valenzkoordinaten macht diese der Anschauung leichter zuga¨ngig und
ermo¨glicht einen Vergleich oder sogar eine U¨bertragung dieser Werte zwischen ver-
wandten Moleku¨len. Außerdem sind die krummlinigen Koordinaten unabha¨ngig von
den atomaren Massen definiert (siehe Abschnitt 2.8).
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Um jedoch die Anharmonizita¨t mithilfe der oben geschilderten Methoden der quan-
tenmechanischen Sto¨rungsrechnung behandeln zu ko¨nnen, ist es no¨tig, diese in der
Basis der Normalkoordinaten auszudru¨cken. Dann ergibt sich
V =
1
2
∑
i
λiQ
2
i +
1
6
∑
ijk
ΦijkQiQjQk +
1
24
∑
ijkl
ΦijklQiQjQkQl + . . . (3.25)
mit λk = 4pi
2c2ω2k oder in den entsprechenden dimensionslosen Koordinaten
V
hc
=
1
2
∑
i
ωiq
2
i +
1
6
∑
ijk
φijkqiqjqk +
1
24
∑
ijkl
φijklqiqjqkql + . . . , (3.26)
wobei die Konstanten ωk, φijk und φijkl u¨blicherweise als reziproke Wellenla¨ngen in
den Einheiten cm−1 angegeben werden.
Um zur Darstellung der potentiellen Energie in dieser Basis zu gelangen, mu¨ssen
also die quadratischen, kubischen und quartischen Kraftkonstanten entsprechend
transformiert werden. Dies geschieht durch Einsetzen von Gl. (2.75) in Gl. (3.22).
Vergleicht man dann mit Gl. (3.2), ergeben sich die Kraftkonstanten in der Basis der
Normalkoordinaten aus denen in der Basis der internen Koordinaten durch folgende
Relationen [49]:
λr =
∑
ij
FijLi,rLj,s (3.27)
Φrst =
∑
ijk
FijkLi,rLj,sLk,t +
∑
ij
Fij(Li,rsLj,t + Li,rtLj,s + Li,stLj,r) (3.28)
Φrstu =
∑
ijkl
FijklLi,rLj,sLk,tLl,u +
∑
ijk
Fijk(Li,rsLj,tLk,u + Li,rtLj,sLk,u +
+Li,ruLj,sLk,t + Li,stLj,rLk,u + Li,suLj,rLk,t + Li,tuLj,rLk,s) +
+
∑
ij
Fij(Li,rsLj,tu + Li,rtLj,su + Li,ruLj,st +
+Li,rstLj,u + Li,rsuLj,t + Li,rtuLj,s + Li,stuLj,r) . (3.29)
Hierbei werden die Elemente der L-Tensoren verwendet, die mit den in Abschnitt
2.8 aufgelisteten Formeln berechnet werden ko¨nnen. Bei Verwendung symmetriean-
gepaßter Koordinaten S mu¨ssen zur Berechnung der Kraftkonstanten in Normal-
koordinatendarstellung in den obigen Gleichungen die Konstanten F durch die in
der Basis der Symmetriekoordinaten definierten Werte F und die Elemente der L-
Tensoren durch die der symmetrieadaptierten Tensoren L ersetzt werden.
Die erste der drei Gleichungen ist identisch mit Gl. (2.36), d. h. die quadratischen
Konstanten werden nur mit der linearen Beziehung transformiert. Diese ist auch
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im jeweils ersten Term auf der rechten Seite der beiden anderen Gleichungen ent-
halten. Die weiteren Ausdru¨cke dort zeigen jedoch eine besondere Eigenschaft der
nichtlinearen Transformation: Die kubischen Konstanten φrst ha¨ngen von den qua-
dratischen und kubischen Konstanten F ab, die quartischen Konstanten φrstu von
den quadratischen, kubischen und quartischen Konstanten F . Das fu¨hrt dazu, daß
ein in der Basis interner Koordinaten rein harmonisches Kraftfeld in der Darstellung
der Normalkoordinaten anharmonische Anteile entha¨lt 1.
Werden symmetrische Moleku¨le behandelt, ergeben sich a¨hnlich wie bei der Nor-
malmodenanalyse Vereinfachungen des nach Gl. (3.2) in der Basis der Normalko-
ordinaten definierten Kraftfelds. Da die Konstanten Φrst... invariant bzgl. der Sym-
metrieoperationen des Moleku¨ls sind, verschwinden diese nur dann nicht, wenn das
Produkt der irreduziblen Darstellungen der Normalkoordinaten die totalsymmetri-
sche Repra¨sentation entha¨lt
Γ(Qr)× Γ(Qs)× Γ(Qt)× · · · ⊇ Γtot.symm. . (3.30)
3.4.3 Anharmonizita¨tskonstanten
Thema dieses Abschnitts ist die Berechnung der Schwingungsenergieniveaus un-
ter dem Einfluß auch der anharmonischen Anteile des intramolekularen Kraftfeldes.
Mithilfe des im vorigen Abschnitt entwickelten Ausdrucks fu¨r die Darstellung der po-
tentiellen Energie in der Basis (dimensionsloser) Normalkoordinaten ist es gelungen,
eine Darstellung des Problems zu finden, die einer sto¨rungstheoretischen Behand-
lung leicht zuga¨ngig ist. Dem allgemeinen Schema des Ansatzes der Sto¨rungstheorie
nach Rayleigh und Schro¨dinger folgend wird der Hamiltonoperator des Systems
in zwei Anteile zerlegt
Hˆ = Hˆ0 + Hˆa , (3.31)
von denen der erste dem Operator in Gl. 2.64 entspricht, der im Rahmen des Nor-
malmodenansatzes das Moleku¨l durch 3N − 6 ungekoppelte harmonische Oszillato-
ren beschreibt, und von denen der zweite die dort vernachla¨ssigten anharmonischen
Anteile des intramolekularen Potentials repra¨sentiert
Hˆa/(hc) =
∑
rst
φrstqˆrqˆsqˆt +
∑
rstu
φrstuqˆrqˆsqˆtqˆu + . . . . (3.32)
1Die nichtlineare Transformation der Kraftkonstanten von Normalmodenbasis zu einer Dar-
stellung in kartesischen Koordinaten ist auch mo¨glich [57], die umgekehrte Transformation ist
ebenfalls in der Literatur beschrieben [50]. Beide Verfahren kommen im Zusammenhang mit ab
initio-Verfahren zur Anwendung.
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Im folgenden wird dieser Term als Sto¨rung aufgefaßt, der die bekannten Energieei-
genwerte und -funktionen des ungesto¨rten Systems, das durch den Referenzoperator
Hˆ0 charakterisiert wird, modifiziert. Die Durchfu¨hrung der Berechnung mithilfe der
in Abschnitt 3.3.2 geschilderten Methoden unter Anwendung der im Anhang ta-
bellierten Matrixelemente erfordert zwar nur elementare Rechnungen, ist aber sehr
langwierig, so daß hier nur die Ergebnisse pra¨sentiert werden sollen. Sie gehen auf H.
H. Nielsen zuru¨ck [55]. Einen neueren, sehr vollsta¨ndigen U¨berblick u¨ber sto¨rungs-
theoretische Formeln zur Berechnung von Schwingungs-Rotations-Energieniveaus
bietet der Artikel von I. M. Mills [12]. Daru¨ber hinaus sei schon hier darauf ver-
wiesen, daß die A¨nderung der Energieniveaus, die nur durch die Anharmonizita¨t
allein bedingt ist, bei den in den folgenden Abschnitten geschilderten Berechnungen
der Verschiebung von Spektrallinien infolge der intermolekularen Wechselwirkung
keine Rolle spielt. Dennoch werden die im weiteren hergeleiteten Anharmonizita¨ts-
konstanten beno¨tigt, um die komplizierten nichtlinearen Transformationen der an-
harmonischen Kraftkonstanten zu u¨berpru¨fen.
Im Fall von Moleku¨len, die der Klasse der asymmetrischen Kreisel angeho¨ren, bei
denen also alle drei Rotationskonstanten verschiedene Werte annehmen, werden die
Schwingungsenergieniveaus, analog den Niveaus des harmonischen Oszillators, in
einer Reihe von Potenzen von n+ 1/2 entwickelt
E(n)/(hc) =
3N−6∑
r=1
ωr(nr +
1
2
) +
∑
r≥s
χrs(nr +
1
2
)(ns +
1
2
) + . . . , (3.33)
wobei die Werte χrs Anharmonizita¨tskonstanten genannt werden
2. Unter Beru¨ck-
sichtigung der in der Gro¨ßenordnung vergleichbaren Beitra¨ge der kubischen Anhar-
monizita¨t in zweiter Ordnung und der quartischen Anharmonizita¨t in erster Ord-
nung, ergibt sich fu¨r die Diagonalelemente der Matrix der χ-Konstanten
χrr =
1
16
φrrrr − 1
16
3N−6∑
s=1
φ2rrs
8ω2r − 3ω2s
ωs(4ω2r − ω2s)
(3.34)
und fu¨r deren Nichtdiagonalelemente
χrs =
1
4
φrrss − 1
4
3N−6∑
t=1
φrrtφtss
ωt
− 1
2
3N−6∑
t=1
φ2rstωt(ω
2
t − ω2r − ω2s)
∆rst
+
[
A(ζ(a)r,s )
2 +B(ζ(b)r,s )
2 + C(ζ(c)r,s )
2
] [ωr
ωs
+
ωs
ωr
]
(3.35)
2Bei Moleku¨len vom Typ symmetrischer Kreisel, wo auch entartete Normalmoden vorkommen
ko¨nnen, gestaltet sich die Reihenentwicklung der Energieniveaus und die Berechnung der Konstan-
ten χ komplizierter [12].
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mit der Abku¨rzung
∆rst = (ωr + ωs + ωt)(ωr − ωs − ωt)(−ωr + ωs − ωt)(−ωr − ωs + ωt) , (3.36)
wobei in der letzten Zeile ein Term enthalten ist, der die Verschiebung der Niveaus
durch den Effekt der Coriolis-Kopplung beschreibt und der von etwa vergleichbarer
Gro¨ßenordnung ist [12]. Hierbei stehen A, B und C fu¨r die Rotationskonstanten und
ζ(α)r,s fu¨r die Zeta-Konstanten der Coriolis-Kopplung der r-ten und s-ten Normalmode
bei Rotation um die jeweilige Hauptachse α.
Somit stellen die Anharmonizita¨tskonstanten χrs ein Bindeglied zwischen der ex-
perimentellen und theoretischen Schwingungspektroskopie dar. Einerseits gehen sie
mithilfe der genannten sto¨rungstheoretischen Relationen aus den anharmonischen
intramolekularen Kraftfeldern hervor, die aus ab initio-Berechnungen gewonnen wer-
den ko¨nnen, andererseits ko¨nnen sie aber auch durch Anpassung an die Positionen
von Spektrallinien nach Gl. (3.33) bestimmt werden. Entsprechendes gilt auch fu¨r
die bereits erwa¨hnten Coriolis-Kopplungskonstanten ζ, die Rotations-Schwingungs-
Kopplungskonstanten α sowie die Zentrifugaldehnungskonstanten τ .
3.5 Intermolekulare Wechselwirkungen
3.5.1 Einleitung
Die im Kapitel u¨ber die Normalmodenanalyse vorgestellten Techniken zur Berech-
nung von Schwingungsfrequenzen beziehen sich, ebenso wie die im vorangegangenen
Abschnitt behandelten Methoden zur Beru¨cksichtigung anharmonischer Anteile von
Kraftfeldern, stets auf isolierte Moleku¨le, die nicht mit ihrer Umgebung in Wech-
selwirkung stehen. Sie sind somit geeignet zur Simulation spektroskopischer Expe-
rimente an verdu¨nnten Gasen, fu¨r die dies in guter Na¨herung gilt. Diese Annahme
trifft jedoch nicht auf den flu¨ssigen oder festen Aggregatzustand zu, wo Wechselwir-
kungen zwischen den beteiligten Moleku¨len eine wesentliche Rolle spielen ko¨nnen.
Hierdurch treten charakteristische Vera¨nderungen der Schwingungspektren auf. In
den meisten Fa¨llen werden Verschiebungen der Linienpositionen in den Spektren
beobachtet. Entsprechend dem Vorzeichen der Vera¨nderung der U¨bergangsfrequenz,
die durch die intermolekulare Wechselwirkung induziert wird, spricht man hier von
Rot- oder Blauverschiebungen. Daru¨ber hinaus ist die auffa¨lligste Erscheinung in
den Spektren von Systemen, in denen gleiche Moleku¨le miteinander wechselwirken,
die Aufspaltung von Spektrallinien. Außerdem weisen die Spektrallinien konden-
sierter Materie Intensita¨ten auf, die sich stark von denen der gasfo¨rmigen Phase
unterscheiden ko¨nnen. Auch die Linienprofile ko¨nnen vera¨ndert sein.
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Alle diese typischen Merkmale treten auch in den Schwingungsspektren von Mo-
leku¨lclustern auf. Schon die Spektren von Dimeren ko¨nnen sich stark von denen
der freien Moleku¨le unterscheiden. Die na¨chstgro¨ßeren Cluster haben, sofern defi-
nierte Konfigurationen vorliegen, Spektren, die fu¨r jede Clustergro¨ße und fu¨r jedes
Isomer deutlich verschieden sein ko¨nnen, und die, wie in Kapitel 5 am Beispiel der
Methanolcluster noch gezeigt wird, eine eindeutige Identifizierung der Strukturen
erlauben. Mit weiter wachsender Clustergro¨ße la¨ßt sich dann auch der U¨bergang zu
den Spektren kondensierter Materie untersuchen.
Da die charakteristischen Eigenschaften der Spektren von Flu¨ssigkeiten und
Festko¨rpern bereits seit langer Zeit bekannt sind, haben sie schon fru¨h das Inter-
esse der Theoretiker geweckt. In zwei fru¨hen Arbeiten formuliert A. D. Bucking-
ham eine Theorie der Schwingungsspektren zweiatomiger [28] und mehratomiger
[29] Chromophoren unter dem Einfluß umgebender Atome oder Moleku¨le. Die dort
mithilfe von Sto¨rungsrechnung hergeleiteten Formeln liegen auch vielen neueren Ar-
beiten zugrunde. So konnte mit ihrer Hilfe ein Modell fu¨r die Druckabha¨ngigkeit der
Spektren von Chromophoren, die sich in flu¨ssiger Phase in Lo¨sung befinden, entwik-
kelt werden [26]. Ein neueres Beispiel ist die Simulation der Spektren von flu¨ssigem
Methylcyanid [58]. Auch zur Interpretation der Spektren von Fremdmoleku¨len in
Edelgasmatrizen werden a¨hnliche Ansa¨tze verwandt [27]. Diese Verfahren machen
es mo¨glich, mithilfe einfacher Annahmen u¨ber die molekulare Wechselwirkung aus
experimentellen Spektren Ru¨ckschlu¨sse u¨ber den Aufbau kondensierter Materie zu
ziehen. Umgekehrt ko¨nnen sie aber auch zum Test oder zur Anpassung von Modell-
funktionen des intermolekularen Potentials benutzt werden.
Im folgenden Abschnitt soll gezeigt werden, wie dieser sto¨rungstheoretische Ansatz
auch zur Berechnung der Linienverschiebung in den Schwingungsspektren von Mo-
leku¨lclustern eingesetzt werden kann. Der Vergleich simulierter mit experimentel-
len Spektren, insbesondere von Spektren gro¨ßenselektierter Cluster, liefert wertvolle
Informationen fu¨r das Versta¨ndnis der Strukturen dieser Systeme und der zugrun-
deliegenden Wechselwirkungspotentiale. Hervorzuheben ist, daß, im Gegensatz zu
der Situation bei Flu¨ssigkeiten, wo Wechselwirkungen stets u¨ber alle erreichbaren
Konfigurationen gemittelt werden, bei Clustern definierter geometrischer Strukturen
deren Spektren sehr viel mehr Information enthalten.
Der na¨chste Abschnitt gibt eine Herleitung des sto¨rungstheoretischen Ansatzes, die
folgenden beiden geben Ergebnisse der Sto¨rungsrechnung in erster und zweiter Ord-
nung wieder. Abgeschlossen wird das Kapitel mit einer Diskussion der Methode und
mit einem Vergleich mit verwandten Literaturarbeiten.
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3.5.2 Sto¨rungstheoretischer Ansatz
Im folgenden wird ein sto¨rungstheoretisches Verfahren zweiter Ordnung zur Berech-
nung der Verschiebung von Schwingungsenergieniveaus durch die intermolekulare
Wechselwirkung hergeleitet. Fu¨r die Betrachtungen hier wird die potentielle Energie
U der intermolekularen Wechselwirkung wie folgt parametrisiert: Neben der Konfi-
guration τ , die durch die molekularen Koordinaten x, y, z, φ, θ, ψ zur Beschreibung
der Lage und der Orientierung der als starr angesehenen Moleku¨le angegeben wird,
ha¨ngt sie auch von allen internen Schwingungsfreiheitsgraden jedes der beteiligten
Moleku¨le ab. Gibt man diese in der Basis dimensionsloser Normalkoordinaten q an,
la¨ßt sich die Energie U symbolisch als
U = U(τ, qr,m) . (3.37)
schreiben 3. Hierbei bezeichnet der Index r die Normalmode und m das jeweilige
Moleku¨l.
Um die so dargestellte Wechselwirkungsenergie als Sto¨rung der Schwingungsener-
gieniveaus des freien Moleku¨ls mo¨glichst einfach behandeln zu ko¨nnen, wird sie, wie
dies auch fu¨r die anharmonischen Anteile des Kraftfelds gebra¨uchlich ist, in eine
Potenzreihe in den Normalkoordinaten qr,m des freien Moleku¨ls entwickelt. Dadurch
kann auch hier wieder von den einfachen analytischen Formeln fu¨r die Matrixele-
mente des harmonischen Oszillators Gebrauch gemacht werden. Die Entwicklung in
dieser Basis lautet
U(τ, q) = U0(τ) +
M∑
m=1
3N−6∑
r=1
∂U(τ, q)
∂qr,m
qr,m +
1
2
M∑
m,n=1
3N−6∑
r,s=1
∂2U(τ, q)
∂qr,m∂qs,n
qr,mqs,n + . . . ,
(3.38)
wobei sich die Summationen u¨ber m,n, . . . u¨ber alle M Moleku¨le des Clusters er-
strecken und die Summation u¨ber r, s, . . . alle 3N−6 Normalmoden der N -atomigen
Moleku¨le einschließen. Der erste Term auf der rechten Seite der Gleichung bezeichnet
die Wechselwirkungsenergie unter der Annahme, daß die Schwingungskoordinaten
nicht ausgelenkt sind (qr,m = 0); die Moleku¨le befinden sich in ihrer Gleichgewichts-
geometrie. Die weiteren Terme enthalten Ableitungen des intermolekularen Poten-
tials U nach den intramolekularen Normalkoordinaten q. Sie werden mit Bezug auf
die Gleichgewichtskonfiguration gebildet, wobei die Anordnung τ der Moleku¨le fest-
gehalten wird. Sie beschreiben die Abha¨ngigkeit der Bindungsenergie U von den
Schwingungskoordinaten q.
Im Bild der Potentialzentrenmodelle (siehe Kap. 5.3.1) ergeben sich diese A¨nde-
rungen durch Verschiebungen der Zentren gegeneinander bei der Vibration, die mit
3In diesem Ansatz werden die Rotations- und elektronischen Freiheitsgrade vernachla¨ssigt.
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der `-Matrix nach Gl. (2.41) berechnet werden ko¨nnen. So bewirken Verschiebun-
gen der Punktladungen A¨nderungen der elektrischen Multipolmomente. Wie in Ab-
schnitt 3.5.6 noch gezeigt wird, beinhaltet dieses Modell z. B. auch die resonan-
te Dipol-Dipol-Wechselwirkung. Neben den elektrostatischen Effekten tragen aber
auch, meist in geringerem Maße, die Verschiebungen der Zentren der Repulsion und
der van der Waals-Attraktion zu den Ableitungen vom Typ ∂U/∂q bei.
Damit kann nun der vollsta¨ndige Hamiltonoperator Hˆ der Vibrationsbewegung der
Kerne der M Moleku¨le, die sich durch ihre intermolekularen Kra¨fte wechselseitig
beeinflussen, in folgender Weise aufgestellt werden
Hˆ = Hˆ0 + Hˆa + Uˆ . (3.39)
Hierbei steht der erste Summand Hˆ0 fu¨r den im Rahmen des Normalmodenansatzes
hergeleiteten Operators der ungekoppelten, harmonischen Oszillationsbewegungen
(siehe Gl. (2.64))
Hˆ0/(hc) =
1
2
N∑
m=1
3N−6∑
r=1
ωr(pˆ
2
r,m + qˆ
2
r,m) , (3.40)
der zweite Summand Hˆa symbolisiert die anharmonischen Anteile des Kraftfelds,
von denen hier nur der kubische Anteil nach Gl. (3.32)
Hˆa/(hc) =
1
6
N∑
m=1
3N−6∑
r,s,t=1
φrstqˆr,mqˆs,mqˆt,m (3.41)
beru¨cksichtigt werden soll.
Bei der Berechnung der Eigenwerte von Hˆ wird jetzt a¨hnlich wie bei der Behandlung
der Anharmonizita¨t verfahren. Der Operator Hˆ0 dient als Referenzoperator, dessen
Eigenwerte und Eigenfunktionen bekannt sind, die anderen Anteile des vollsta¨ndigen
Hamiltonoperators werden als Sto¨roperator
Wˆ = Hˆa + Uˆ (3.42)
aufgefaßt, dessen Matrixelemente erheblich kleiner als die typischen Absta¨nde der Ei-
genwerte von Hˆ0 sind. Der Ansatz beruht auf den unterschiedlichen Gro¨ßenordnun-
gen der intra- und intermolekularen Kra¨fte. Die letzteren sind wesentlich schwa¨cher
als die erstgenannten, was sich in den typischen Schwingungsfrequenzen wiederspie-
gelt: Sie liegen fu¨r intermolekulare Vibrationen typischerweise bei 10 cm−1 bis 100
cm−1 fu¨r van der Waals bzw. Wasserstoffbru¨ckenbindungen, wogegen man intramo-
lekulare Schwingungen bei Frequenzen von etwa 1000 cm−1 findet. Daher wird im
folgenden vorausgesetzt, daß die Wechselwirkung zwischen den Moleku¨len als kleine
Sto¨rung des intramolekularen Kraftfeldes angesehen werden kann, das dadurch leicht
τ -abha¨ngig wird. In nullter Na¨herung werden die Wellenfunktionen der Bewegungen
der Atomkerne durch den Normalmodenansatz beschrieben.
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3.5.3 Verschiebungen und Aufspaltung der Spektrallinien
Um die A¨nderung der U¨bergangsfrequenzen, die den fundamentalen Schwingungs-
anregungen der Moleku¨le entsprechen, berechnen zu ko¨nnen, mu¨ssen die Verschie-
bungen der Energieniveaus des Grund- und des ersten angeregten Zustands getrennt
berechnet werden. Zuna¨chst soll dies mit Sto¨rungsrechnung erster Ordnung gesche-
hen, die Formeln zweiter Ordnung werden im folgenden Abschnitt hergeleitet.
Die Wellenfunktion des ungesto¨rten Systems, das durch den Hamiltonoperator Hˆ0
charakterisiert ist, la¨ßt sich, a¨hnlich wie beim Normalmodenansatz fu¨r das einzelne
Moleku¨l in Gl. (2.65), als Produktansatz
|n >=
3N−6∏
r=1
M∏
m=1
|nr,m > (3.43)
darstellen. Hier steht n symbolisch fu¨r alle (3N−6)M Vibrationsquantenzahen nr,m
und |nr,m > fu¨r die Eigenfunktionen ψnr,m(qr,m) des harmonischen Oszillators, der
die r-te Mode des m-ten Moleku¨ls beschreibt.
Im Schwingungsgrundzustand |0 > sind die Quantenzahlen nr,m aller Moden jedes
der beteiligten Moleku¨le gleich Null, der entsprechende Energieeigenwert
E
(0)
0 /(hc) =
M
2
3N−6∑
r=1
ωr (3.44)
wird als Nullpunktsenergie bezeichnet. Die Verschiebung dieses nichtentarteten Ni-
veaus ergibt sich aus
E
(1)
0 =< 0|Wˆ |0 > . (3.45)
Wie die tabellarische Zusammenstellung der Matrixelemente des harmonischen Os-
zillators in Anhang B zeigt, hat von den in Frage kommenden Operatoren qˆ, qˆ2 und
qˆ3 nur der zweite nicht verschwindende Nichtdiagonalelemente < n|qˆ2|n >= n+1/2.
Damit ergibt sich aus dem ersten und dritten Term der Reihenentwicklung von Uˆ
in Gl. (3.38) fu¨r die Verschiebung des Grundzustands
E
(1)
0 = U0 +
1
4
3N−6∑
r=1
M∑
m=1
∂2U
∂q2r,m
. (3.46)
Die fundamentale Anregung der a-ten Normalmode (νa = 0 → 1) fu¨hrt in einen
angeregten Zustand |1 >, der fu¨r ein System aus M Moleku¨len M -fach entartet ist.
Der zum Eigenwert
E
(0)
1 /(hc) =
M + 2
2
ωa +
M
2
∑
r 6=a
ωr (3.47)
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geho¨rige Unterraum des Eigenraums von Hˆ wird von einer Basis aufgespannt, die
aus den Zusta¨nden |i > der Einzelmoleku¨lanregung besteht. Diese zeichnen sich da-
durch aus, daß nur die a-te Normalmode des i-ten Moleku¨ls angeregt ist (νa,i = 1),
alle anderen Moden befinden sich im Grundzustand (ν = 0). Um den Einfluß des
Sto¨roperators Wˆ auf dieses Energieniveau zu berechnen, mu¨ssen dessen Matrixele-
mente
Wij =< i|Wˆ |j > (3.48)
in der betreffenden Basis aufgestellt werden. Im folgenden wird vorausgesetzt, daß
die a-te Normalmode des einzelnen Moleku¨ls nicht entartet ist. Bei Vorliegen einer
g-fachen Entartung ist der zum oben genannten Eigenwert geho¨rende Unterraum
von der Dimension g · M . In diesem Fall muß die Matrix in einer entsprechend
erweiterten Basis aufgestellt werden.
Zu den Diagonalelementen Wii tragen, a¨hnlich wie bei der Grundzustandsenergie,
nur die Terme proportional qˆ2 bei
Wii = U0 +
3
4
∂2U
∂q2a,i
+
1
4
∑
m6=i
∑
r 6=a
∂2U
∂q2r,m
. (3.49)
Im Unterschied zum Grundzustand tra¨gt jedoch die zu qˆa,i geho¨rende Normalmode
aufgrund ihrer Anregung mit dem dreifachen Betrag bei.
Zur Berechnung der NichtdiagonalelementeWij werden zuna¨chst Integrale vom Typ
Wkl betrachtet, die durch zwei beliebige Sa¨tze von Quantenzahlen kr,m bzw. lr,m
charakterisiert sind. Durch Einsetzen der expliziten Formeln fu¨r die Anharmonizita¨t
Hˆa und die intermolekulare Wechselwirkung Uˆ (siehe Gleichungen (3.41) und (3.38)
ergibt sich mit dem Produktansatz fu¨r die Wellenfunktionen nach Gl. (3.43)
< k|Wˆ |l >=
1
6
∑
rst
∑
m
φrst < kr,m|qˆr,m|lr,m >< ks,m|qˆs,m|ls,m >< kt,m|qˆt,m|lt,m > ·
· ∏
u 6=r,s,t
∏
p6=m
< ku,p|lu,p >
+U0
∏
u
∏
p
< ku,p|lu,p >
+
∑
r
∑
m
∂U
∂qr,m
< kr,m|qˆr,m|lr,m >
∏
u 6=r
∏
p6=m
< ku,p|lu,p >
+
1
2
∑
r,s
∑
m,n
∂2U
∂qr,m∂qs,n
< kr,m|qˆr,m|lr,m >< ks,n|qˆs,n|ls,n > ·
· ∏
u 6=r,s
∏
p6=m,n
< ku,p|lu,p > . (3.50)
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Um die Matrixelemente Wij zu erhalten, werden fu¨r die Zusta¨nde |k > und |l > die
oben definierten Zusta¨nde |i > und |j > mit ihren Quantenzahlen
kr,m =
{
1 fu¨r r = a,m = i
0 sonst
lr,m =
{
1 fu¨r r = a,m = j
0 sonst
(3.51)
eingesetzt. Da die Integrale vom Typ < k|qˆ|l > nur fu¨r k = l±1 von Null verschieden
sind und fu¨r die Integrale < k|l > aufgrund der Orthonormiertheit der Wellenfunk-
tionen ψ des harmonischen Oszillators < k|l >= δij gilt, kann nur der letzte Term
in Gl. (3.50) zu < i|Wˆ |j > beitragen. Bei der Summation u¨ber die Moden r, s und
die Moleku¨le m,n bleiben nur die beiden Summanden mit r,m = a, i und s, n = a, j
bzw. mit r,m = a, j und s, n = a, i u¨brig, die wegen der Vertauschbarkeit der zwei-
ten Ableitungen gleich groß sind. Unter Verwendung der Relation < 1|qˆ|0 >=
√
1/2
ergibt sich
Wij =
1
2
∂2U
∂qa,i∂qa,j
(3.52)
fu¨r die Nichtdiagonalelemente von W .
Die Energieniveaus des angeregten Zustands unter dem Einfluß der Sto¨rung ergeben
sich durch Diagonalisierung der W -Matrix im Unterraum, der von den Zusta¨nden
|i > der Einzelmoleku¨lanregungen aufgespannt wird, durch Lo¨sung der Sa¨kularglei-
chung
det(W − E(1)1k 1) = 0, k = 1, 2, . . . ,M , (3.53)
wobei 1 fu¨r die Einheitsmatrix steht. Im allgemeinen Fall sind die M Eigenwerte
E
(1)
1k der W -Matrix verschieden; die M -fache Entartung des Niveaus |1 > ist also
durch die Korrektur erster Ordnung aufgehoben, die entstehenden Niveaus werden
mit |1k > bezeichnet. Entsprechend sind die Spektrallinien des U¨bergangs vom
Grundzustand |0 > auch M -fach aufgespalten.
Die zu den Zusta¨nden |1k > geho¨renden Wellenfunktionen erha¨lt man durch Lo¨sung
der k Eigenwertgleichungen
M∑
j=1
Wijbjk = E
(1)
1k bik, k = 1, 2, . . . ,M . (3.54)
Die Spalten der Matrix, die aus den Koeffizienten bij gebildert wird, sind die zu den
Energien E
(1)
1k geho¨renden Eigenvektoren. Sie geben an, wie sich die Gesamtwellen-
funktion der intramolekularen Schwingungen der a-ten Mode aus den Schwingungen
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ψ1(qa,j) der Einzelmoleku¨le zusammensetzt
Ψ
(1)
1k =
M∑
i=1
bikψ1(qa,i) . (3.55)
Um die Normierbarkeit der Funktionen Ψ
(1)
1k zu gewa¨hrleisten, muß
M∑
i=1
b2ik = 1 (3.56)
gefordert werden. Entsprechend kann auch das U¨bergangsmoment des elektrischen
Dipolmomentes der Schwingung des Komplexes als Linearkombination der mole-
kularen U¨bergangsmomente ~µa,i der Schwingungsmoden der beteiligten Moleku¨le
berechnet werden
~µ(0→ 1k) =
M∑
i=1
bik~µa,i(0→ 1) , (3.57)
wobei das U¨bergansmoment eines einzelnen Moleku¨ls sich gema¨ß
~µa,i(0→ 1) =< 1|µa|0 >=
√
h¯
2ωi
∂~µa
∂qa,i
. (3.58)
berechnet. Die Ableitungen ∂µ/∂q ko¨nnen mit der `-Matrix einfach erhalten werden.
Bedingt durch den vektoriellen Charakter der Addition der Momente ~µa,i kann das
gesamte U¨bergangsmoment weit von dem des freien Moleku¨ls abweichen. Erhebli-
che Versta¨rkungen oder Abschwa¨chungen der Intensita¨ten von Spektrallinien, die
proportional zum Quadrat dieses Moments sind, sind daher mo¨glich.
Die Aufhebung der Entartung des Niveaus |1 > hat, ebenso wie die U¨berlagerung
der Eigenfunktionen der einzelnen Moleku¨le, ihre Ursache im Auftreten von Nicht-
diagonalelementen in der Matrixdarstellung des Sto¨roperators Wˆ . Die ElementeWij
bewirken eine Kopplung identischer Normalmoden der beteiligten Moleku¨le. Wie aus
Gl. (3.52) hervorgeht, sind hierfu¨r die gemischten zweiten Ableitungen des intermo-
lekularen Potentials nach den Normalkoordinaten verschiedener Moleku¨le verant-
wortlich, ihre Sta¨rke bestimmt den Grad der Kopplung.
Wird die Wechselwirkung von Chromophoren mit einer Umgebung aus andersartigen
Moleku¨len untersucht, ist auch der angeregte Zustand |1 > nicht entartet und es
treten keine Kopplungen auf. Die Verschiebung des Energieniveaus von |1 > ergibt
sich dann allein aus den Diagonalelementen der W -Matrix nach Gl. (3.49). Fu¨r
den Beitrag der Sto¨rung in erster Ordnung zur Verschiebung der Spektrallinien des
U¨bergangs (νa = 0→ 1) folgt
E
(1)
1 − E(1)0 =
1
2
∂2U
∂q2a,i
, (3.59)
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was in U¨bereinstimmung mit der von A. D. Buckingham hergeleiteten Formel
ist [28, 29]. Dieses Resultat nichtentarteter Sto¨rungstheorie la¨ßt eine besonders an-
schauliche Interpretation des Einflusses der Sto¨rung zu: Die intermolekulare Wech-
selwirkung hat eine A¨nderung der effektiven Kraftkonstante ωa,i zur Folge
ω′a,i = ωa,i +
1
hc
∂2U
∂q2a,i
. (3.60)
Ein positiver Wert der zweiten Ableitung ∂2U/∂q2 macht das Schwingungspotential
steiler und bewirkt somit eine Blauverschiebung der entsprechenden Spektrallinie,
ein negativer Wert macht es weiter und a¨ußert sich in einer Rotverschiebung.
Beim Vorliegen symmetrischer Anordnungen von Moleku¨len, wie etwa bei regelma¨ßi-
gen Gitterstrukturen von Festko¨rpern oder bei symmetrischen Konfigurationen mo-
lekularer Cluster, ko¨nnen gleiche Kopplungsterme fu¨r verschiedene Paare von Mo-
leku¨len auftreten. Das ist z. B. der Fall bei symmetrischen, ringfo¨rmigen Clustern,
wo die Kopplung zwischen benachbarten Moleku¨len gleich stark ist. Dies fu¨hrt zu
Vereinfachungen im Aufbau der Energiematrix W . In solchen Fa¨llen ko¨nnen glei-
che Eigenwerte E
(1)
1k auftreten, die Entartung des Zustands |1 > ist dann in er-
ster Ordnung nur teilweise oder u¨berhaupt nicht aufgehoben. Dabei ergeben sich
auch Besonderheiten im Aufbau der Matrix der Koeffizienten bij der Eigenvektoren,
z. B. finden sich ha¨ufig symmetrische oder antisymmetrische Kombinationen mole-
kularer Schwingungsmoden. Bei Betrachtung des Transformationsverhaltens dieser
kollektiven Schwingungen fa¨llt auf, daß diese, a¨hnlich wie die Normalmoden beim
einzelnen Moleku¨l, irreduzible Darstellungen der zugrunde liegenden Symmetrie-
gruppe sind. Demzufolge ko¨nnen dann auch einfache Aussagen u¨ber die Intensita¨t
der zugeho¨rigen Spektrallinien gemacht werden: Aufgrund der Zuordnung zu die-
sen Darstellungen ko¨nnen Vorhersagen u¨ber die Infrarot- oder Ramanaktivita¨t der
U¨berga¨nge getroffen werden. Zusammenfassend kann gesagt werden, daß bei symme-
trischen Anordnungen der Moleku¨le sich die Schwingungsspektren vereinfachen. Dies
resultiert einerseits aus einer Reduktion der Anzahl der Linien durch unvollsta¨ndige
Aufhebung der Entartung und andererseits aus dem Wegfallen einiger Spektrallinien
durch die bekannten U¨bergangsverbote fu¨r elektrische Dipolstrahlung oder Raman-
prozesse.
3.5.4 Kopplung der intramolekularen Moden
Die im letzten Abschnitt in erster Ordnung erhaltenen Aufspaltungen und Verschie-
bungen von Spektrallinien der Schwingungsanregung ko¨nnen mit Sto¨rungsrechnung
zweiter Ordnung weiter korrigiert werden. Wie spa¨ter am Beispiel der Methanolclu-
ster gezeigt wird, sind diese Beitra¨ge zweiter Ordnung nicht zu vernachla¨ssigen.
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Außerdem lassen sich interessante Ru¨ckschlu¨sse u¨ber das Zusammenspiel von inter-
und intramolekularer Wechselwirkung ziehen.
Bei der hier folgenden Herleitung der Korrekturformeln zweiter Ordnung wird
vorausgesetzt, daß die Entartung des angeregten Niveaus |1 > in erster Ord-
nung vollsta¨ndig aufgehoben ist. Es wird also der Formalismus der nichtentarteten
Sto¨rungsrechnung angewandt. Die Terme des Sto¨roperators, die die Moden verschie-
dener Moleku¨le miteinander koppeln und die schon in erster Ordnung bei den hier
betrachteten Systemen sehr klein sind, werden in zweiter Ordnung als vernachla¨ssig-
bar angesehen. Dadurch wird der Rechenaufwand erheblich verringert. Außerdem ist
es mo¨glich, daß die in erster Ordnung noch verbliebenen Entartungen auch in allen
ho¨heren Ordnungen nicht aufgehoben werden. Dies ist insbesondere dann der Fall,
wenn Hˆ0 und Wˆ gemeinsame Symmetrieeigenschaften aufweisen [53].
Um die folgenden Betrachtungen zu vereinfachen, wird der Operator der Sto¨rung
Wˆ = Hˆa + Uˆ , der sich, im Gegensatz zur Vorgehensweise im letzten Abschnitt, hier
nur auf das einzelne Moleku¨l bezieht, als Summe von sechs Komponenten dargestellt,
die durch Indices entsprechend der Potenzen verschiedener Normalkoordinaten qr
bezeichnet werden: Die Anharmonizita¨t des Kraftfeldes Hˆa wird durch
Wˆ3 =
1
6
hc
∑
r
φrrrqˆ
3
r , Wˆ21 =
1
2
hc
∑
r 6=s
φrrsqˆ
2
r qˆs, Wˆ111 =
1
6
hc
∑
r 6=s 6=t
φrstqˆrqˆsqˆt (3.61)
beschrieben, die potentielle Energie der zwischenmolekularen Wechselwirkung Uˆ
wird (ohne U0) in
Wˆ1 =
∑
r
∂U
∂qr
qˆr, Wˆ2 =
1
2
∑
r
∂2U
∂q2r
qˆ2r und Wˆ11 =
1
2
∑
r 6=s
∂2U
∂qr∂qs
qˆrqˆs (3.62)
zerlegt. Der Vorfaktor 1/2 beim Term Wˆ21 kommt von der Addition drei gleicher
Terme, die proportional zu φrrs, φrsr und φsrr sind. Zur Berechnung des Einflusses
der Sto¨rung zweiter Ordnung auf das nichtentartete Niveau |n > werden, wie im
Abschnitt 3.2.1 beschrieben, sa¨mtliche Nichtdiagonalelemente < p|Wˆ |n > beno¨tigt.
Aus der obigen Aufstellung der Operatoren wird deutlich, daß, je nach Anzahl der
verschiedenen Normalkoordinaten, von denen die einzelnen Beitra¨ge des Sto¨ropera-
tors Wˆ abha¨ngen, nur dann deren Matrixelemente von Null verschieden sind, wenn
die Zusta¨nde |p > sich in einer (Wˆ3, Wˆ21, Wˆ1, Wˆ2), in zwei (Wˆ21, Wˆ11), oder in drei
(Wˆ111) Quantenzahlen vom Zustand |n > unterscheiden. Mithilfe der Algebra des
harmonischen Oszillators la¨ßt sich leicht angeben, welche Schwingungszusta¨nde mit
welchem Teiloperator ein nichtverschwindendes Matrixelement ergeben. Eine Liste
dieser Elemente findet sich in Tab. 3.1. Zur Vereinfachung des weiteren Vorgehens
soll lediglich die Verschiebung der Energieniveaus der einzelnen Moleku¨le durch den
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Zustand |p > (En − Ep)/(hc) Sto¨roperator
pi = ni ± 3 ∓3ωi Wˆ3
pi = ni ± 2 ∓2ωi Wˆ2
pi = ni ± 2 ∓2ωi ∓ ωj Wˆ21
pj = nj ± 1
pi = ni ± 1 ∓ωi Wˆ3, Wˆ21, Wˆ1
pi = ni ± 1 ∓ωi ∓ ωj Wˆ11
pj = nj ± 1
pi = ni ± 1 ∓ωi ∓ ωj ∓ ωk Wˆ111
pj = nj ± 1
pk = nk ± 1
Tabelle 3.1: Die Tabelle listet diejenigen Zusta¨nde |p > auf, fu¨r die die Matrixele-
mente des Sto¨roperators < p|Wˆ |n > von Null verschieden sind. Fu¨r alle nicht in der
linken Spalte aufgefu¨hrten Quantenzahlen soll p = n gelten. Die mittlere Spalte gibt
die Energiedifferenz der Zusta¨nde |p > und |n > in Wellenzahlen an. Zusa¨tzlich ist
angegeben, welcher Anteil des Operators Wˆ beitra¨gt.
Einfluß ihrer Umgebung berechnet werden. In zweiter Ordnung ergibt sich die Dif-
ferenz
∆E(2) = E
(2)
Ww − E(2)fr (3.63)
zwischen den Eigenwerten EWw des Moleku¨ls, das mit anderen in Wechselwirkung
steht, und denen des freien Moleku¨ls Efr aus all den Termen in den Matrixele-
menten, in denen die Anteile Wˆ1, Wˆ2 und Wˆ11 des intramolekularen Potentials Uˆ
auftreten, wa¨hrend die Korrektur zweiter Ordnung der Energieeigenwerte E
(2)
fr allein
aus den anharmonischen Anteilen des Kraftfelds Wˆ3, Wˆ21 und Wˆ111 resultiert (siehe
Berechnung der Anharmonizita¨tskonstanten χrs in Abschnitt 3.4.3). Im folgenden
werden die relevanten Eintra¨ge der Tabelle 3.1 diskutiert und ihr Beitrag zu ∆E(2)
wird nach Gl. (3.12) als
< p|Wˆ |n >2
En − Ep (3.64)
mithilfe der im Anhang B tabellierten Matrixelemente fu¨r qˆ, qˆ2 und qˆ3 einzeln be-
rechnet.
Die in der vierten Zeile der Tabelle eingetragenen Matrixelemente fu¨r pj = nj ±
1 enthalten Beitra¨ge von drei verschiedenen Anteilen des Sto¨roperators Wˆ . Beim
Quadrieren dieser Zahlen
W 2ni±1,ni =< ni ± 1|Wˆ3 + Wˆ21 + Wˆ1|ni >2 (3.65)
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tragen nur die drei im folgenden aufgefu¨hrten Ausdru¨cke zur Verschiebung ∆E(2) bei,
die anderen enthalten wiederum nur die Terme der kubischen Anharmonizita¨t. Der
erste Beitrag zur Korrektur der Eigenwerte kann unter Verwendung von Produkten
der Matrixelemente der Operatoren Wˆ3 und Wˆ1 als Summe u¨ber alle Paare von
Termen der Form
2 < ni ± 1|Wˆ3|ni >< ni ± 1|Wˆ1|ni >
∓hcωi (3.66)
dargestellt werden. Mithilfe der Matrixelemente < ni±1|qˆ3i |ni > und < ni±1|qˆi|ni >
erha¨lt man
−∑
i
φiii
2ωi
∂U
∂qi
(ni +
1
2
) . (3.67)
Bei der Berechnung des na¨chsten Terms muß beachtet werden, daß Wˆ21 von zwei ver-
schiedenen Ortskoordinaten, qˆi und qˆj, abha¨ngt. Fu¨r die zugeho¨rigen Quantenzahlen
gilt pi = ni und pj = nj ± 1. Summation u¨ber alle entsprechenden Paare
2 < ni, nj ± 1|Wˆ21|ni, nj >< nj ± 1|Wˆ1|nj >
∓hcωj (3.68)
fu¨hrt unter Verwendung der Formeln fu¨r < ni|qˆ2i |ni > und < nj ± 1|qˆi|ni > auf ein
a¨hnliches Ergebnis
−∑
i6=j
φiij
2ωj
∂U
∂qj
(ni +
1
2
) . (3.69)
Die beiden Ergebnisse ko¨nnen durch Setzen des Gleichheitszeichens im Summati-
onsbereich der letzten Formel zusammengefaßt werden. Addition der Terme, die die
Quadrate der Matrixelemente von Wˆ1
< ni ± 1|Wˆ1|ni >2
∓hcωi (3.70)
enthalten, ergibt als dritten Beitrag
−∑
i
1
2hcωi
(
∂U
∂qi
)2
. (3.71)
Daru¨ber hinaus tragen zur Verschiebung ∆E(2) auch die in der zweiten Reihe der
Tabelle genannten Nichtdiagonalelemente des Sto¨roperators Wˆ2 fu¨r pi = ni ± 2 bei.
Summation u¨ber alle Terme der Art
< ni ± 2|Wˆ2|ni >2
∓2hcωi (3.72)
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fu¨hrt zu
−∑
i
1
8hcωi
(
∂2U
∂q2i
)2
(ni +
1
2
) . (3.73)
Schließlich bleiben noch die Beitra¨ge des Operators Wˆ11 zu ∆E
(2). Da dieser Opera-
tor sich als Produkt zweier Normalkoordinaten qˆi und qˆi darstellen la¨ßt, tragen alle
Zusta¨nde |p > bei, bei denen zwei der Quantenzahlen betragsma¨ßig um Eins von
denen des Zustands |n > differieren. Die Ausdru¨cke der Form
< ni ± 1, nj ± 1|Wˆ11|ni, nj >2
∓hcωi ∓ hcωj (3.74)
ergeben bei Summation u¨ber alle Zusta¨nde |p >
∑
i6=j
1
8hc(ω2i − ω2j )
(
∂2U
∂qi∂qj
)2
(ωj(ni +
1
2
)− ωi(nj + 1
2
)) . (3.75)
Somit ergibt sich durch Zusammenfassung aller Matrixelemente von Wˆ fu¨r die Kor-
rektur der Schwingungsenergieniveaus zweiter Ordnung durch den Einfluß der um-
gebenden Moleku¨le
∆E(2) = −∑
i,j
φiij
2ωj
∂U
∂qj
(ni +
1
2
)
− ∑
i
1
2hcωi
(∂U
∂qi
)2
− 1
4
(
∂2U
∂q2i
)2
(ni +
1
2
)

− ∑
i6=j
1
8hc(ω2i − ω2j )
(
∂2U
∂qi∂qj
)2 [
ωj(ni +
1
2
)− ωi(nj + 1
2
)
]
(3.76)
Fu¨r die Anregung eines Moleku¨ls vom Grundzustand |0 > (ni = 0) in einen ersten
angeregten Zustand |1 >, der durch die Quantenzahlen
nr =
{
1 fu¨r r = i
0 sonst
(3.77)
spezifiziert ist, kann daraus die Verschiebung ∆ωi der fundamentalen Anregungs-
frequenz in Wellenzahlen berechnet werden. Zu dieser Formel fu¨r die Verschiebung
der Spektrallinien tra¨gt der Term proportional zu (∂U/∂qi)
2 nicht bei, da beide von
den Schwingungsquantenzahlen ni unabha¨ngig sind, so daß nur noch drei Beitra¨ge
u¨brigbleiben, die nach ihrer typischen Gro¨ße sortiert aufgefu¨hrt sind
∆ω
(2)
i = −
∑
j
φiij
2hcωj
∂U
∂qj
− 1
8h2c2ωi
(
∂2U
∂q2i
)2
+
∑
j 6=i
ωj
4h2c2(ω2i − ω2j )
(
∂2U
∂qi∂qj
)2
(3.78)
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Die physikalische Interpretation dieser verschiedenen Effekte zweiter Ordnung bie-
tet einen interessanten Einblick in die Beeinflußung molekularer Schwingungen
durch a¨ußere Kraftfelder: Die im ersten Term auftauchende negative erste Ableitung
−∂U/∂qj entspricht den generalisierten Kra¨ften, die zu den Normalkoordinaten qj
geho¨ren. Eine Betrachtung der Verha¨ltnisse bei zweiatomigen Moleku¨len erlaubt eine
einfache Veranschaulichung: deren einzige Normalkoordinate ist die A¨nderung der
Bindungsla¨nge. Wegen der Asymmetrie des intramolekularen Potentials nimmt des-
sen zweite Ableitung mit wachsenden Kernabstand ab, die kubische Kraftkonstante
φ (dritte Ableitung ∂3V/∂q3) ist also negativ. Ein positiver Wert von −∂U/∂qj
bewirkt eine Streckung des Moleku¨ls, und die vergro¨ßerte Bindungsla¨nge fu¨hrt we-
gen der lokal geringeren Kru¨mmung des Potentials also zu einer Erniedrigung der
Schwingungsfrequenz. Da dieser Effekt wegen des Faktors (ni + 1/2) in Gl. (3.76)
mit der Quantenzahl ni wa¨chst, ist die entsprechende Spektrallinie der fundamen-
talen Anregung (ni = 0→ 1) dann rotverschoben. Umgekehrt fu¨hrt eine Stauchung
des Moleku¨ls (−∂U/∂qj < 0) aufgrund der erho¨hten Potentialkru¨mmung zu einer
Blauverschiebung der Spektrallinien.
Bei mehratomigen Moleku¨len sind die Verha¨ltnisse komplizierter: Hier gibt es auch
Normalkoordinaten, die Biegungen oder Torsionen entsprechen, die zugeho¨rigen
Kra¨fte bewirken eine Deformation des Moleku¨lgeru¨sts. Die Summation u¨ber j im
ersten Term der oben stehenden Gleichung bedeutet, daß zur Berechnung der Ver-
schiebung der fundamentalen Anregungsfrequenz einer der Moden die ersten Ablei-
tungen des Potentials nach sa¨mtlichen 3N −6 Vibrationskoordinaten berechnet und
aufsummiert werden mu¨ssen, wobei der entsprechende Vorfaktor φiij die (lineare)
Abha¨ngigkeit der Kru¨mmung des intramolekularen Potentials der i-ten Mode von
der j-ten Mode der Moleku¨lvibration beschreibt. Ein positiver oder negativer Wert
von φiij bedeutet, daß der Schnitt durch die Potentialfla¨che entlang der i-ten Mode
mit steigendem Wert der j-ten Koordinate steiler bzw. flacher wird. Wird also durch
eine positive a¨ußere Kraft (−∂U/∂qj > 0) die Koordinate qj erho¨ht (Streckung einer
Bindung oder Vergro¨ßerung eines Valenz- oder Torsionswinkels), a¨ußert sich dies,
je nach Vorzeichen von φiij, in einer Blauverschiebung (fu¨r φiij > 0) bzw. in einer
Rotverschiebung (fu¨r φiij < 0). Es mu¨ssen also alle Kopplungen zweier Schwin-
gungsformen durch die Anharmonizita¨t des Kraftfelds beru¨cksichtigt werden. Da
deren Anzahl mit dem Quadrat der Atomzahl wa¨chst, kann die Interpretation die-
ses wichtigen Beitrags zur Linienverschiebung bei gro¨ßeren Moleku¨len sehr komplex
werden. Vereinfachungen ergeben sich fu¨r symmetrische Moleku¨le. Gruppentheore-
tische Betrachtungen zeigen, daß die kubischen Kraftkonstanten φiij nur dann nicht
verschwinden, wenn fu¨r die irreduziblen Darstellungen der Normalkoordinaten qi
und qj gilt (siehe Gl. (3.30) in Abschnitt 3.4.2)
(Γ(qi))
2 × Γ(qj) ⊇ Γtot.symm. , (3.79)
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wenn sich also die Koordinate qj so wie eine der Darstellungen des Quadrats der irre-
duziblen Repra¨sentationen von qi transformiert [58]. Dadurch kann sich die Anzahl
erlaubter Kopplungen drastisch reduzieren.
Die beiden anderen Beitra¨ge zur Linienverschiebung nach Gl. (3.78) sind von we-
sentlich geringerer Bedeutung; sie enthalten nur die zweiten Ableitungen des inter-
molekularen Potentials als quadratische Effekte. Daher werden sie bei den Berech-
nungen der Spektren kleiner Methanolcluster, die in Kapitel 5 vorgestellt werden,
nicht beru¨cksichtigt. Der erste beschreibt die A¨nderung des effektiven Potentials ent-
lang der Normalkoordinate qi, die durch die Wechselwirkung mit den benachbarten
Moleku¨len induziert wird. Der letzte Beitrag zu ∆ωi kommt durch eine Kopplung
der verschiedenen intramolekularen Moden zustande, die nur durch das intermo-
lekulare Kraftfeld U allein verursacht wird. Neben dessen gemischten Ableitungen
∂2U/(∂qi∂qj) gibt im wesentlichen der Resonanzterm 1/(ω
2
i − ω2j ) die Sta¨rke der
Kopplung an. Nur Moden mit sehr dicht beieinanderliegenden Anregungsfrequenzen
ko¨nnen unter dem Einfluß von U koppeln und somit zur Verschiebung beitragen.
3.5.5 Diskussion
Obwohl das hier entwickelte Verfahren zur Berechnung von Linienverschiebungen
sehr allgemein ist und eine Anzahl von Effekten theoretisch beschrieben werden
ko¨nnen, muß dennoch auf einige prinzipielle Einschra¨nkungen hingewiesen werden.
In erster Linie darf nicht u¨bersehen werden, daß der Ansatz auf Sto¨rungsrechnung
basiert. Daher ko¨nnen naturgema¨ß nur kleine Verschiebungen der Spektrallinien
richtig wiedergegeben werden. Ist der Einfluß der intermolekularen Wechselwirkung
so stark, daß sich wesentliche Vera¨nderungen der Wellenfunktionen der intramo-
lekularen Schwingungen ergeben, ko¨nnen keine korrekten Resultate mehr erwartet
werden.
Ein Beispiel zur Illustration der Beschra¨nkungen der Methode sind die Schwin-
gungsspektren der Streckungen von X-H-Bindungen, die direkt an einer Wasserstoff-
bru¨ckenbindung partizipieren: Fu¨r den Wasserdimer (H2O)2 wurden Testrechnungen
durchgefu¨hrt [59]. Bei diesem System sind sowohl die intermolekulare Potentialfla¨che
[60] als auch das intramolekulare Kraftfeld [49] durch viele Experimente recht gut
gesichert. Die simulierten Linienpositionen bieten fu¨r fu¨nf der sechs Moden bei einer
Unsicherheit von etwa 20 cm−1 eine befriedigende U¨bereinstimmung mit experimen-
tellen Ergebnissen, in einem Fall jedoch, bei der asymmetrischen Streckschwingung
ν3 des Donormoleku¨ls, betra¨gt die Abweichung mehr als 100 cm
−1. Diese Diskrepanz
hat ihre Ursache darin, daß im Donor, anders als im Akzeptor, die im freien Moleku¨l
auftretende Kopplung der beiden OH-Oszillatoren zu einer symmetrischen und ei-
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ner antisymmetrischen Normalmode (ν1 bzw. ν3) durch die starke Asymmetrie der
Bru¨ckenbindung gesto¨rt wird. Stattdessen bilden sich zwei Schwingungsformen aus,
die im freien und im Bru¨ckenoszillator lokalisiert sind [14, 61]. Das Versagen der
Sto¨rungsrechnung kann in diesem Fall der A¨nderung der Symmetrie vom freien Mo-
leku¨l (C2v) zum Dimer (Cs) und der damit verbundenen grundlegenden A¨nderung
der Wellenfunktion zugeschrieben werden.
Eine weitere allgemeine Beschra¨nkung ist die Abha¨ngigkeit der intermolekularen
Potentialfunktion von den Koordinaten der intramolekularen Schwingung, die in
Form der Ableitungen vom Typ ∂U/∂q in die Berechnung der Linienverschiebun-
gen eingeht. Im Bild der Potentialzentrenmodelle wird zu ihrer Beschreibung nur die
Verschiebung der Atomkerne herangezogen, wa¨hrend die resultierenden Vera¨nderun-
gen der elektronischen Wellenfunktionen nicht beru¨cksichtigt werden. Eine leichte
Verbesserung der Situation ergibt sich durch Hinzufu¨gen von Potentialzentren fu¨r
Valenzelektronen, wie z. B. bei den EPEN/2-Potentialmodellen [62], jedoch ist die
Schwingungsbewegung dieser zusa¨tzlichen Zentren nur schwer zu modellieren.
Ein a¨hnlich gelagertes Problem, das ebenfalls durch die simple Modellierung des in-
termolekularen Wechselwirkungspotentials verursacht wird, ist die inkorrekte Wie-
dergabe der Dipolmomentfunktion und somit der Intensita¨t der Spektrallinien.
Die Bewegung der elektrisch geladenen Potentialzentren erlaubt nur eine lineare
Abha¨ngigkeit von Bindungsla¨ngen. Um jedoch auch die elektrische Anharmonizita¨t
richtig zu reproduzieren, muß eine A¨nderung der Betra¨ge der Ladungen in das Mo-
dell mit einbezogen werden. Ein Beispiel fu¨r ein solches Verfahren findet sich in einer
Simulation von N2O-Clustern, wo zur besseren Anpassung an gemessene Pra¨disso-
ziationsspektren eine nichtlineare Dipolfunktion eingefu¨hrt wird [63].
Daru¨ber hinaus ko¨nnen die hier verwendeten Potentialmodelle noch verbessert wer-
den, indem die Induktionskra¨fte hinzugefu¨gt werden. Sie beschreiben die elektrosta-
tische Wechselwirkung von Ladungsverteilungen mit den von ihnen an anderen pola-
risierbaren Teilchen induzierten Multipolelementen. Dieser Beitrag zur potentiellen
Energie stellt den wichtigsten Teil der Dreiko¨rperwechselwirkung dar, die in dieser
Arbeit durch die Annahme der paarweisen Additivita¨t der Bindungsenergie ver-
nachla¨ssigt wird. Einige neuere Vero¨ffentlichungen von Monte-Carlo-Simulationen
der flu¨ssigen Phase von Wasser haben diesen Wechselwirkungsmechanismus schon
zum Thema [64].
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3.5.6 Vergleich mit Literaturarbeiten
Die hier entwickelten Formeln fu¨r die Verschiebung von Spektrallinien der Schwin-
gungsanregung basieren auf dem gleichen Ansatz, der den beiden Arbeiten von A.D.
Buckingham u¨ber die Schwingungsspektren zweiatomiger [28] und mehratomiger
[29] Moleku¨le unter dem Einfluß eines Lo¨sungsmittels zugrunde liegt. Die zentrale
Idee hierbei besteht darin, wie in Abschnitt 3.5.2 skizziert, die Wechselwirkung der
Moleku¨le als kleine Sto¨rung aufzufassen, die das intramolekulare Kraftfeld, das die
Frequenzen und die Moden der molekularen Schwingungen kontrolliert, modifiziert
und somit zu Verschiebungen der Linien in den Spektren fu¨hrt.
In den oben genannten Vero¨ffentlichungen wird der Einfluß a¨ußerer Felder mit nicht
entarteter Sto¨rungsrechnung behandelt, so daß diese Methode naturgema¨ß auf die
Wechselwirkung von Chromophoren mit einer Umgebung aus andersartigen Mo-
leku¨len oder Atomen limitiert bleiben muß. In der vorliegenden Arbeit ist diese Ein-
schra¨nkung durch eine Weiterentwicklung der Buckingham-Methode u¨berwunden
worden. Um auch die Interaktion gleicher Moleku¨le korrekt behandeln zu ko¨nnen,
wird hier in erster Ordnung der Formalismus der Sto¨rungsrechnung fu¨r entarte-
te Systeme angewendet. Dadurch werden auch homogene Flu¨ssigkeiten, Festko¨rper
oder Moleku¨lcluster der theoretischen Behandlung zuga¨ngig gemacht. Bei diesen
Systemen wird die Wechselwirkung des zu absorbierenden Photons mit dem ganzen
Ensemble betrachtet; die angeregten Zusta¨nde stellen kollektive Schwingungen der
jeweiligen Normalmode jedes der Moleku¨le dar.
Dagegen entspricht der wichtigste Beitrag zweiter Ordnung zur Linienverschiebung
genau dem in der Arbeit von Buckingham [29] genannten Term. Dies ist die Kopp-
lung der Schwingungsmoden eines Moleku¨ls, die durch das Zusammenspiel von ku-
bischer Anharmonizita¨t und intermolekularem Potential zustande kommt. Jedoch
wird in der genannten Vero¨ffentlichung die Kopplung der Schwingungen durch die
Wechselwirkung der Moleku¨le allein nicht genannt, deren Effekt ist allerdings in der
Regel vernachla¨ssigbar.
Im folgenden soll das im Rahmen dieser Arbeit entwickelte Verfahren mit weiteren
in der Literatur dokumentierten Methoden zur Berechnung von Spektrallinienver-
schiebungen in Moleku¨lclustern verglichen werden, um so eine genauere Einordnung
zu ermo¨glichen. Dabei werden nur Arbeiten zum Vergleich herangezogen, die auf
einem Normalmodenansatz beruhen. Die Vero¨ffentlichungen der Gruppe von R. O.
Watts u¨ber Wassercluster [13, 14], in denen das intramolekulare Kraftfeld durch
lokale Moden beschrieben wird, sollen hier nicht betrachtet werden, da sie sich nicht
ohne weiteres auf sechsatomige Moleku¨le u¨bertragen lassen.
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Zuna¨chst geht es um einige Publikationen, in denen nichtentartete Sto¨rungsrech-
nung verwendet wurde: Dies ist nur dann eine zula¨ssige Na¨herung, wenn der Effekt
der Kopplung gleicher Moden identischer beteiligter Moleku¨le vernachla¨ssigt werden
kann, wenn also die entsprechenden Anteile des intermolekularen Wechselwirkungs-
potentials
1
2
∑
i6=j
∂2U
∂qi∂qj
qiqj (3.80)
im Vergleich zu den anderen Beitra¨gen klein sind. Experimentell la¨ßt sich der Einfluß
der Kopplung identischer Moleku¨le durch geeignete Isotopenmischung eliminieren.
Untersuchung des Spektrums einer isotopischen Spezies sehr geringer Redundanz
ergibt nur den Anteil der Linienverschiebung, der nicht durch die Wechselwirkung
identischer Teilchen verursacht wird, da Moleku¨le dieses Isotops (fast) nur mit denje-
nigen ho¨herer Redundanz in Kontakt stehen. Ein Beispiel hierfu¨r gibt die Vero¨ffent-
lichung von Bo¨rnsen et al. [65]. An verschiedenen isotopensubstituierten Benzol-
Clustern konnte die Aufhebung der Entartung (exciton splitting) studiert werden.
Weitere Anwendungen nichtentarteter Sto¨rungsrechnung an homogenen Systemen
sind die Computersimulationen der Schwingungsanregung der vier A1-Moden von
flu¨ssigem Methylcyanid (CH3CN) [58] oder von Tetrameren dieser Spezies [24]. In
beiden Fa¨llen wird der Beitrag erster Ordnung (∼ ∂2U/∂q2) vernachla¨ssigt, nur die
kubischen Kopplungen der Normalmoden werden beru¨cksichtigt. Andere Beispiele
fu¨r die Anwendung nicht entarteter Theorie finden sich im Bereich der elektroni-
schen Spektroskopie von van-der-Waals-Clustern. In einer Arbeit von Henke et
al. werden die Spektren aromatischer Moleku¨le (Benzol, Toluen u. Anilin) in ei-
ner Solvatisierungshu¨lle aus Edelgasen oder Methan mit Hilfe der Wechselwirkung
permanenter bzw. induzierter Multipole in erster und zweiter Ordnung erkla¨rt [66].
Daru¨ber hinaus gibt es in der Literatur eine Reihe von Vero¨ffentlichungen, die die Be-
handlung der Spektren von homogenen Moleku¨lclustern mittels entarteter Sto¨rungs-
rechnung zum Gegenstand haben. Hier sind vor allem die Arbeiten u¨ber Dimere der
hochsymmetrischen Moleku¨le SF6, SiF4 und SiH4 [15, 16], u¨ber SF6-Cluster vom Di-
mer bis zum Oktamer [17, 18] und u¨ber große (M ≈ 100) Cluster aus CO2-Moleku¨len
[19, 20] zu nennen. In den dort vorgestellten Berechnungen von Schwingungsspek-
tren wird ein sto¨rungstheoretischer Ansatz vorgeschlagen, bei dem nur die resonante
Wechselwirkung der U¨bergangsdipolmomente der Schwingungsanregung beru¨cksich-
tigt wird. Sie ist von sehr hoher Reichweite und fa¨llt mit steigendem Abstand R nur
wie 1/R3 ab. Dieser Mechanismus ist in den in dieser Arbeit hergeleiteten Formeln
implizit auch enthalten. Setzt man in den Termen ∂2U/(∂qi∂qj), die die Schwingun-
gen der beteiligten Moleku¨le untereinander koppeln, nur den elektrostatischen Anteil
der potentiellen Energie ein, und entwickelt man diesen nach elektrischen Multopo-
lelementen, ergibt sich gerade als erstes Glied der Entwicklung die sog. resonante
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Dipol-Dipol-Wechselwirkung [25]. Die Dominanz dieser Art von Interaktion hat im
wesentlichen zwei Gru¨nde: Zum einen weisen die untersuchten Moden ungewo¨hnlich
starke Infrarotaktivita¨ten auf - die U¨bergangsdipolmomente liegen mit Werten zwi-
schen 0.21 D = 0.70 ·10−30Cm (SiH4,ν4) und 0.387 D = 1.29 ·10−30Cm (SF6,ν3) [16]
sehr hoch - zum anderen verschwinden aufgrund der sehr hohen Symmetrie alle per-
manenten Multipolelemente niedriger Ordnung 4. Fu¨r drei der genannten Moleku¨le,
SF6, SiF4 und SiH4, wurden in einer neueren Untersuchung Rechnungen mit einer
vollsta¨ndigen Potentialfunktion durchgefu¨hrt, die das U¨berwiegen des Beitrags der
resonanten Dipol-Dipol-Wechselwirkung tatsa¨chlich besta¨tigen [25]. Beitra¨ge zwei-
ter Ordnung werden in den oben erwa¨hnten Vero¨ffentlichungen nicht berechnet, was
teilweise durch das Fehlen von kubischer Anharmonizita¨t begru¨ndet werden kann. So
sind z. B. die Diagonalelemente der Anharmonizita¨t der betreffenden Moden (φ333
bei SF6 und SiF4, φ444 bei SiH4) aus Symmetriegru¨nden gleich Null.
Ein anderes Beispiel, wo ebenfalls nur ein spezieller Mechanismus der Wechselwir-
kung bei der Schwingungsspektren beru¨cksichtigt wird, ist die Verschiebung der
Anregungsfrequenz der ν3-Mode eines SF6-Moleku¨ls in einem Argoncluster [22]. Der
bei diesem System u¨berwiegende Effekt ist die Wechselwirkung des U¨bergangsdipol-
moments mit den induzierten Dipolmomenten auf den Hu¨llenatomen. Neben dem
großen U¨bergangsmoment (s. o.) ist es vor allem der große Wert der Polarisierbarkeit
des Argonatoms von 1.642 · 10−30m3, der diesen Effekt dominant macht. Werden in
die intermolekularen Wechselwirkungspotentiale auch Induktionskra¨fte mit einbezo-
gen, ergibt sich dieser Mechanismus ebenso wie die Dipol-Dipol-Wechselwirkung aus
der Kopplung der Moden nach Sto¨rungsrechnung in erster Ordnung, so daß beide
Effekte als Spezialfa¨lle in dem hier entwickelten Verfahren Beru¨cksichtigung finden.
4Das niedrigste nichtverschwindendende elektrostatische Moment des CO2 ist das Quadrupol-
element, das des SF6 jedoch erst das Hexadekapolelement
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Kapitel 4
Monte-Carlo-Simulationen
4.1 Intermolekulare Potentialhyperfla¨chen
Das Thema dieses Kapitels wird sein, wie bei gegebener intermolekularer Potential-
funktion Aussagen u¨ber die geometrische Struktur molekularer Cluster gemacht wer-
den ko¨nnen. Dies ist eine unverzichtbare Voraussetzung fu¨r die Berechnung weiterer
Eigenschaften, insbesondere fu¨r die in Kap. 3.5 entwickelte Methode zur Berech-
nung von Infrarotspektren, die ja neben der Kenntnis des inter- und intramolekula-
ren Wechselwirkungspotentials auch die geometrische Konfiguration des Aggregats
voraussetzen.
Bei jeder Untersuchung der Funktionen der totalen Wechselwirkungsenergie der Mo-
leku¨le eines Clusters darf die hohe Dimensionalita¨t des Problems nicht u¨bersehen
werden. Fu¨r ein System aus N Moleku¨len betra¨gt sie 6N − 6. Daher ist selbst fu¨r
relativ kleine Cluster eine systematische Untersuchung der Potentialfla¨che so gut wie
unmo¨glich. So wird der Versuch, die Fla¨che z. B. durch ein regelma¨ßiges Gitter aus
nur zehn Punkten pro Koordinate zu modellieren [67], spa¨testens ab einer Cluster-
gro¨ße von N = 3 aussichtslos, da die Potentialfunktion 1012 mal ausgewertet werden
mu¨ßte, was die heutige Leistung von Computern noch weit u¨berschreitet. Aus diesen
Gru¨nden erscheint es einleuchtend, daß nur Verfahren, die auf stark vereinfachten
Annahmen beruhen, zur Beschreibung der Potentialfla¨che eingesetzt werden ko¨nnen.
In diesem Zusammenhang wird hier kurz das Konzept der Minimalenergiekonfigu-
rationen und deren Einzugsgebieten vorgestellt, jedoch wird sich zeigen, daß sie nur
fu¨r wenige Systeme eine ada¨quate Beschreibung darstellen. Die meisten Systeme er-
fordern daher den Einsatz von Methoden der statistischen Mechanik, die dann im
folgenden vorgestellt werden.
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4.1.1 Minimalenergiekonfigurationen
Die naheliegendste Idee zur Charakterisierung eines Systems aus wenigen Moleku¨len
ist die Suche lokaler Minima der Funktion der intermolekularen Wechselwirkungs-
energie. Dazu werden in der Regel die Moleku¨le als starr angenommen. Konfigu-
ration und Orientierung jedes Moleku¨ls wird durch einen Satz τ von sechs Koor-
dinaten beschrieben: drei kartesische Koordinaten x, y, z geben die Lage des Mo-
leku¨lschwerpunkts an, die Orientierung eines Moleku¨ls wird, wie in der Dynamik
starrer Ko¨rper u¨blich, durch die drei Eulerwinkel φ, θ, ψ spezifiziert, die die Rotati-
on um den Schwerpunkt beschreiben [68] 1.
Zur Durchfu¨hrung der Minimierungen wurden verschiedene Algorithmen der Pro-
grammpakete NAG und IMSL sowie die beiden im Buch von Press et al. [40]
genannten Verfahren (
”
downhill simplex“ und
”
Powell“) getestet. Der Vergleich er-
brachte nur geringe Vorteile eines bestimmten Algorithmus (E04JAF von NAG),
jedoch stellten sich vor allem die prinzipiellen Probleme der Minimierung vieldi-
mensionaler Funktionen als Hindernisse heraus: Mit steigender Gro¨ße des Clusters
wa¨chst zum einen der Rechenaufwand etwa mit der zweiten Potenz, zum anderen
steigt auch die Anzahl stationa¨rer Punkte, die auf der Potentialfla¨che gefunden wer-
den. Eine Referenz fu¨r solche Probleme bei atomaren Clustern ist der Artikel von
Hoare und Pal [70]. Als Beispiel aus dem Bereich molekularer Cluster sei hier
neben den Berechnungen von Methanolclustern in Kap. 5 auf eine Untersuchung
an Ethenclustern (C2H4)n hingewiesen: Schon fu¨r den Dimer werden drei, fu¨r den
Tetramer sogar u¨ber zehn Konfigurationen gefunden [71]. Ein Kriterium fu¨r die Sta-
bilita¨t solcher Isomere ist die Hesse’sche Matrix, die aus den zweiten Ableitungen der
potentiellen Energie nach jeder der Koordinaten gebildet wird: Ist sie positiv definit
d. h. sind alle Eigenwerte positiv, handelt es sich um ein lokales Minimum, treten
auch negative Eigenwerte auf, liegt eine Art von Sattelpunkt der Potentialfla¨che vor.
Dies ist z. B. fu¨r zwei der drei Konfigurationen des Ethendimers der Fall. Eine wei-
tere Einschra¨nkung eines solchen Verfahrens ist auch, daß keine Aussagen u¨ber das
Auffinden globaler Minima der Potentialfla¨che gemacht werden ko¨nnen. Bei nicht zu
großer Zahl der Moleku¨le kann zwar nach vielfacher Durchfu¨hrung der Minimierung
mit zufa¨llig gewa¨hlten Anfangskonfigurationen mit einer gewissen Wahrscheinlich-
keit das tiefste Minimum als globales Minimum angesehen werden, ein Beweis ist
jedoch prinzipiell nicht mo¨glich. Ein Beispiel hierfu¨r sind die Strukturrechnungen
aus der Go¨ttinger Gruppe fu¨r den Methanolhexamer mit dem OPLS-Potential (sie-
he auch Kap. 5.4.4). Bei u¨ber hundert Minimierungen, von denen jede einzelne etwa
fu¨nf Minuten Rechenzeit auf einer IBM 3090 in Anspruch nimmt, wurde nur das
1Bei der molekulardynamischen Simulation starrer Moleku¨le werden oft statt der Eulerwinkel
Quaternionen zur Angabe der Orientierung eines Moleku¨ls gebraucht [69]
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ringfo¨rmige Isomer der C2-Symmetrie (∆E = −204.13 kJ/mol) als energetisch tief-
ste Konfiguration gefunden, nicht aber die nur wenig tiefer liegende Struktur mit
S6-Symmetrie (∆E = −203.47 kJ/mol) [8].
Ein grundsa¨tzlich anderes Verfahren der Minimierung stellt das sog. simulierte
Abku¨hlen (
”
simulated annealing“) dar. Es weist eine Analogie mit der Thermodyna-
mik des Auskristallisierens aus der Schmelze oder des Ausheilens von Gitterfehlern
in Metallen auf. Beim Abku¨hlen dieser Systeme verlieren die Teilchen ihre freie Be-
weglichkeit, die Materie wird fest. Es ist bekannt, daß die Systeme ihre energetisch
gu¨nstigste Gitterstruktur annehmen, wenn das Abku¨hlen nur hinreichend langsam
erfolgt. Dieses Verhalten kann in Computerexperimenten nachgebildet werden. Dazu
wird eine Simulationstechnik gewa¨hlt, bei der die Temperatur frei gewa¨hlt werden
kann: In der Regel ist dies eine Monte-Carlo-Simulation, jedoch ko¨nnen mit gewis-
sen Vorkehrungen zur Regulierung der Temperatur auch molekulardynamische Tra-
jektorienrechnungen verwendet werden. Im Verlauf dieser Simulationen wird dann
in regelma¨ßigen zeitlichen Absta¨nden die Temperatur erniedrigt. Der Ausgang der
Methode ha¨ngt von der Geschwindigkeit des Abku¨hlens ab: Prinzipiell ist es jedoch
mo¨glich, im Limes fu¨r T → 0 das globale Minimum der Potentialfla¨che zu finden.
Dieses Verfahren wurde als Test auf das Problem der Methanolhexamere angewen-
det, es erbrachte jedoch keinen erkennbaren Vorteil gegenu¨ber den oben genannten
konventionellen Algorithmen. Vermutlich u¨bertrifft es diese aber aufgrund des sto-
chastischen Charakters der Monte-Carlo-Technik bei noch ho¨herer Dimensionalita¨t
2.
4.1.2 Einzugsgebiete
Wa¨hrend ein thermodynamisches System bei der Temperatur T = 0 stets den Zu-
stand tiefster Energie einnimmt, seine Konfiguration also dem globalen Minimum der
Potentialfla¨che entspricht, kann es bei endlichen Temperaturen dagegen einen mehr
oder weniger großen Bereich seiner Potentialfla¨che erkunden. Um dieses Verhalten
vereinfachend beschreiben zu ko¨nnen, erweist sich der Begriff des Einzugsgebiet ei-
nes Minimums als hilfreich. Dieser Begriff wird a¨hnlich wie in der Hydrogeologie
definiert: Dort bezeichnet er den Bereich einer Landschaft, von dem aus aller Nie-
derschlag sich in einer Senke oder einem Tal sammelt. Die Menge des Wassers, das
von einem Einzugsgebiet aufgesammelt werden kann, ha¨ngt hierbei im wesentlichen
von der u¨berdeckten Fla¨che und nicht von der Ho¨he des tiefsten Punktes ab. Wird
2Die Verwendung dieses Minimierungsalgorithmus ist aber nicht auf thermodynamische Auf-
gabenstellungen limitiert. Er kann z. B. auch erfolgreich auf das Problem des Gescha¨ftsreisenden
angewandt werden, der auf mo¨glichst kurzem Weg eine Anzahl von Sta¨dten besuchen soll.
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dieses Konzept auf die Potentialfla¨chen eines Clusters u¨bertragen, stellt ein Ein-
zugsgebiet eines lokalen Minimums die Menge aller Punkte dar, von denen aus eine
Minimierung der Wechselwirkungsenergie mit einem Gradientenverfahren zu dieser
Konfiguration fu¨hren wu¨rde [67]. Dies erlaubt eine einfache Veranschaulichung der
Entropie, die der Gro¨ße eines solchen Bereichs entspricht.
Das thermodynamische Verhalten eines Systems wird durch einen Wettbewerb zwi-
schen innerer Energie U und Entropie S bestimmt. Wa¨hrend bei niedriger Tempe-
ratur der energetisch tiefste Zustand angenommen wird, wird das System mit stei-
gender Temperatur Zusta¨nde gro¨ßtmo¨glicher Entropie bevorzugen. Dieses Verhalten
la¨ßt sich quantitativ mithilfe der Helmholtz’schen freien Energie F beschreiben, die
durch
F = U − TS (4.1)
definiert ist. Die relative Wahrscheinlichkeit, das System im Zustand 2 bzw. 1 zu
finden, ist gegeben durch
P (2)
P (1)
= exp
(
−F
(2) − F (1)
kBT
)
. (4.2)
Die beno¨tigten Werte der freien Energie werden fu¨r ein System mit vorgegener Teil-
chenahl N und Temperatur T mittels
F = −kBT lnZ(N, T ) (4.3)
aus der kanonischen Verteilungsfunktion Z(N, T ) berechnet. Die Berechnung die-
ser Funktion erfordert, wie in Abschnitt 4.2 noch dargestellt wird, eine Integration
u¨ber den ganzen Phasenraum, die nur noch mit stochastischen Verfahren wie z. B.
dem Monte-Carlo-Verfahren mo¨glich ist (siehe Kapitel 4.3). Hier soll jedoch eine
Na¨herung vorgestellt werden, die fu¨r Cluster gu¨ltig ist, die als festko¨rpera¨hnlich an-
gesehen werden ko¨nnen, und deren Bewegungen auf einen relativ kleinen Bereich um
das betrachtete Minimum herum limitiert sind. Unter diesen Bedinugungen kann ein
Cluster ebenso wie ein Moleku¨l durch ein System harmonischer Oszillatoren und als
starrer Rotator beschrieben werden [72]. Unter Vernachla¨ssigung der Translations-
bewegung la¨ßt sich dann seine Verteilungsfunktion als Produktansatz schreiben
Z(N, T ) = Zvib(N, T )Zrot(N, T ) exp
(
−U(N)
kBT
)
. (4.4)
In der Na¨herung der harmonischen Oszillatoren ergibt sich der Schwingungsanteil
der Verteilungsfunktion eines Systems aus N starren Moleku¨len zu
Zvib =
6N−6∏
i=1
exp
(
− h¯ωi
2kBT
)[
1− exp
(
− h¯ωi
kBT
)]−1
, (4.5)
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wobei sich bei molekularen Clustern die Kreisfrequenzen ωi auf die intermolekularen
Schwingungen beziehen. Hinweise zur Berechnung der intermolekularen Frequenzen
finden sich bei [73], daru¨ber hinaus auch in der Studie von C2H4-Clustern, wo auch
gruppentheoretische Verfahren zum Entartungsgrad dieser Frequenzen vorgestellt
werden [71]. Fu¨r den Anteil der Rotationen erha¨lt man unter der Annahme eines
starren Rotators mit den drei Haupttra¨gheitsmomente Ia, Ib, Ic
Zrot =
pi1/2
σ
(
2kBT
h¯2
)3/2
(IaIbIc)
1/2 , (4.6)
wobei die Symmetriezahl σ fu¨r die Anzahl der Symmetrieoperationen der Punkt-
gruppe steht. Einsetzen dieser Verteilungsfunktion in den Ausdruck fu¨r die freie
Energie in Gl. (4.3) ergibt schließlich fu¨r die relativen Besetzungswahrscheinlichkei-
ten der Einzugsgebiete zweier Minima
P (2)
P (1)
= exp
(
−U
(2) − U (1)
kBT
)
exp
(
−
(2) − (1)
kBT
)
·
·
6N−6∏
i=1
1− exp(−h¯ω(1)i /(kBT ))
1− exp(−h¯ω(2)i /(kBT ))
 σ(1)
σ(2)
I(2)a I(2)b I(2)c
I
(1)
a I
(1)
b I
(1)
c
1/2 . (4.7)
Hierbei steht die Bezeichnung  fu¨r die Nullpunktsenergie der 6N − 6 Oszillatoren
der intermolekularen Schwingung
 =
1
2
h¯
6N−6∑
i=1
ωi . (4.8)
Gleichung (4.7) beschreibt das Wechselspiel des energetischen und des entropischen
Anteils der Helmholtz’schen freien Energie: Die erste Zeile beschreibt die Tendenz ei-
nes Systems, seine Grundzustandsenergie zu minimieren, die sich aus der Summe der
(negativen) Bindungsenergie und der (positiven) Nullpunktsenergie der Schwingun-
gen ergibt. Die Ausdru¨cke in der zweiten Zeile dagegen resultieren aus dem Beitrag
der Entropie zur freien Energie: Der erste der beiden Terme ergibt mit steigender
Temperatur eine Pra¨ferenz des Systems fu¨r das Minimum mit den niedrigeren in-
termolekularen Frequenzen. Interpretiert man diese als Maß fu¨r die Kru¨mmung der
Potentialfla¨che in der Region des Minimums, bedeutet dies, daß Minima mit wei-
ten, flachen Potentialto¨pfen und somit großen Einzugsgebieten gegenu¨ber solchen
mit steilen To¨pfen bevorzugt besetzt werden. Die weiteren Terme sollen hier nicht
weiter diskutiert werden, sie weichen in der Regel nicht wesentlich von Eins ab.
Ein Beispiel fu¨r die Berechnung der Wahrscheinlichkeit des Vorliegens verschiedener
Isomere ist der bereits erwa¨hnte Artikel von Ahlrichs et al., wo kleine C2H4-
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Cluster (Dimer bis Tetramer) untersucht werden [71]. Aufschlußreich sind die Ergeb-
nisse fu¨r die relativen Besetzungswahrscheinlichkeiten ringfo¨rmiger und kettenfo¨rmi-
ger Isomere des Tetramers: Wie auch in einer Untersuchung von (LiI)2(CH3OH)2-
Mischclustern von T. P. Martin [67] stellte sich hier heraus, daß Ketten, die, be-
dingt durch die Freiheitsgrade der Biegung, einige sehr niedrige Frequenzen aufwei-
sen, trotz ihrer schwa¨cheren Bindung stets ab einer gewissen Temperatur aufgrund
der Entropie mit ho¨herer Wahrscheinlichkeit als die Ringe auftreten.
4.1.3 Folgerungen
Im ersten Abschnitt wurde das Konzept der Minimalenergiekonfigurationen von Mo-
leku¨lclustern eingefu¨hrt. Damit wurde es mo¨glich, unter Verwendung von Funktio-
nen, die die potentielle Wechselwirkungsenergie der beteiligten Moleku¨le modellie-
ren, Aussagen u¨ber die geometrischen Strukturen dieser Systeme zu machen. Je-
doch hat diese Vorgehensweise auch offenkundige Ma¨ngel: Treten mehrere Isomere
auf oder soll das Verhalten eines Systems bei endlichen Temperaturen beschrieben
werden, erweist sich diese Beschreibungsweise als unzureichend.
Auch die Einfu¨hrung des Begriffs der Einzugsgebiete eines Potentialminimums, der
der Hydrogeologie entnommen wurde, kann nur sehr bedingt Abhilfe schaffen; die
Topologie der vieldimensionalen Potentialfla¨chen kann nur in wenigen Fa¨llen durch
eine so einfache Modellvorstellung angemessen wiedergegeben werden. Zur Behe-
bung dieser Unzula¨nglichkeiten wird in diesem Kapitel von einem Verfahren aus
der statistischen Mechanik, der Ensemble-Theorie, Gebrauch gemacht. Sie wurde
urspru¨nglich zur Behandlung der Vielteilchenprobleme, wie sie bei der theoretischen
Behandlung von Gasen, Flu¨ssigkeiten oder Festko¨rpern auftauchen, entwickelt und
la¨ßt sich ohne Aba¨nderungen aber auch auf kleine, molekulare Cluster anwenden.
Trotz der bei diesen Systemen vergleichsweise geringen Anzahl von Freiheitsgraden
sind die Integrale, die zur Berechnung von Ensemblemittelwerten beno¨tigt werden,
weder mit analytischen noch mit konventionellen numerischen Methoden lo¨sbar. Da-
her kommt hier ein stochastisches Verfahren zur Anwendung, die sog. Monte-Carlo-
Simulation. Obwohl die bei dieser Methode maßgeblich beno¨tigten Zufallszahlen,
wie schon der Name impliziert, im Prinzip auch am Roulettetisch ermittelt werden
ko¨nnten, ist fu¨r eine effektive Umsetzung der Methode auf die hier zur Diskussion
stehenden Problemstellungen der Einsatz leistungsfa¨higer Computer unabdingbar.
Ein Schwerpunkt der vorliegenden Arbeit liegt auf der Kombination dieser Simu-
lationstechniken mit den in Kapitel 3.5 entwickelten Verfahren zur Berechnung der
Schwingungsspektren molekularer Cluster. Diese Synthese ermo¨glicht die Generie-
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rung thermisch gemittelter Spektren und gestattet somit einen direkten Vergleich
mit den experimentell gewonnenen Spektren. So ko¨nnen einerseits Hilfestellungen
bei der Interpretation der Experimente gegeben werden und andererseits ko¨nnen
die Modellannahmen, die insbesondere in Form der intra- und intermolekularen
Potentialfla¨chen den Simulationen zugrunde liegen, auf ihre Richtigkeit u¨berpru¨ft
bzw. korrigiert werden.
4.2 Statistische Mechanik
Die Ensemble-Theorie ist ein Verfahren der statistischen Mechanik, mit dem in all-
gemeiner Weise fu¨r Vielteilchensysteme aus den mikroskopischen Eigenschaften der
Materie die Werte makroskopisch meßbarer Gro¨ßen und die Gesetze der Thermody-
namik, die deren Relationen beschreiben, hergeleitet werden ko¨nnen [74]. Die Dar-
stellung hier beschra¨nkt sich auf Systeme, die sich im thermodynamischen Gleich-
gewicht befinden. Mit den im folgenden zu schildernden Methoden werden wir in
der Lage sein, typische Meßgro¨ßen von Moleku¨lclustern allein aus der Kenntnis der
atomaren und molekularen Eigenschaften herzuleiten. Hierzu wird nur der zugrun-
de liegende Hamilton-Operator des Systems beno¨tigt. Im Falle von Meßgro¨ßen, die
nur von den Koordinaten des Konfigurationsraums abha¨ngen, reicht sogar nur der
Anteil des Hamilton-Operators aus, der die potentielle Energie beschreibt. Somit
ist es mo¨glich, allein aus der Kenntnis der Potentialfunktionen, die die Wechselwir-
kungsenergien zwischen den konstituierenden Atomen oder Moleku¨len eines Clusters
modellieren, thermodynamische Mittelwerte von Meßgro¨ßen anzugeben.
4.2.1 Ensemble-Theorie
In der Theorie der statistischen Gesamtheiten (Ensembles) wird zwischen mikro-
skopischen und makroskopischen Variablen unterschieden. Bei den mikroskopischen
Variablen handelt es sich um i. a. nicht meßbare Gro¨ßen, die den Zustand eines
Systems vollsta¨ndig beschreiben. Im Fall der hier zu beschreibenden klassischen
Statistik handelt es sich um die Gesamtheit aller Koordinaten des Konfigurations-
und Impulsraums. Ein Mikrozustand ist charakterisiert durch genaue Kenntnis aller
dieser Variablen eines Systems, er kann also durch genau einen Punkt Γ im Pha-
senraum dargestellt werden. Im Gegensatz dazu wird ein Makrozustand durch eine
sehr kleine Zahl makroskopisch meßbarer Gro¨ßen, den sog. thermodynamischen Zu-
standsgro¨ßen, die hier auch makroskopische Variablen genannt werden, festgelegt.
Typische Beispiele fu¨r solche Gro¨ßen sind die Teilchenzahl N , Druck P , Volumen
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V , Temperatur T , oder das chemisches Potential µ. Dabei kann natu¨rlich ein Ma-
krozustand, der nur durch die eben genannten sehr globalen Gro¨ßen gekennzeichnet
ist, durch eine Vielzahl von Mikrozusta¨nden realisiert werden. Selbst bei den in die-
ser Arbeit behandelten kleinen Moleku¨lclustern, erst Recht aber bei ausgedehnter
Materie in flu¨ssiger oder fester Form, ist die Anzahl der Mikrozusta¨nde selbst bei
grober Rasterung des Phasenraums extrem hoch, d.h. bei gegebenen makroskopi-
schen Variablen ist der Wert der mikroskopischen Variablen unbekannt. Die Menge
der Mikrozusta¨nde, die ein System bei gegebenem Makrozustand annehmen kann,
wird als statistische Gesamtheit oder Ensemble bezeichnet.
Um trotz der Unbestimmtheit bezu¨glich des Mikrozustandes eines Systems sinnvolle
Aussagen u¨ber den Wert physikalischer Gro¨ßen machen zu ko¨nnen, wird die Metho-
de der Ensemble-Mittelung angewendet. Das zugrunde liegende Konzept besteht
hierbei darin, Mittelwerte u¨ber alle bei gegebenem Systemmakrozustand erreich-
baren Mikrozusta¨nde zu bilden. Dabei wird jedoch nicht jeder Mikrozustand als
gleichwahrscheinlich betrachtet, sondern es wird jedem Mikrozustand ν ein statisti-
sches Gewicht wν zugeordnet. Diese Verteilungsfunktion ergibt sich aus dem zweiten
Hauptsatz der Thermodynamik, der besagt, daß die Entropie
S = −k∑
ν
wν lnwν (4.9)
maximal sein soll. Im Bild der informationstheoretischen Interpretation der Entro-
pie entspricht dies der Forderung nach maximalem Grad der Unbestimmtheit eines
Systems.
Die verschiedenen thermodynamischen Ensembles unterscheiden sich durch die Ne-
benbedingungen, die an die Mikrozusta¨nde, u¨ber die gemittelt werden soll, bzw.
durch die Gro¨ßen, die den Makrozustand charakterisieren, gestellt werden. Je nach
Wahl des Ensembles ergeben sich daher durch die Makronebenbedingungen verschie-
dene Verteilungsfunktionen. Im folgenden sollen die drei am ha¨ufigsten verwendeten
thermodynamischen Ensembles kurz vorgestellt werden.
• Im mikrokanonischen Ensemble werden nur Systeme mit gleicher innerer Ener-
gie E, gleichem Volumen V und gleicher Teilchenzahl N zur Mittelung zuge-
lassen.
• Im Unterschied dazu kann im kanonischen Ensemble die innere Energie der
Systeme variieren. Jedoch legt der Makrozustand einen Ensemble-Mittelwert
fu¨r die innere Energie E fest. Dies entspricht dem Zustand eines Systems mit
gegebener Temperatur.
• Das großkanonische Ensemble stellt eine noch weitergehende Verallgemeine-
rung dar. Hier ist auch die Teilchenzahl N der Systeme, u¨ber die gemittelt
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wird, nicht mehr festgelegt, sondern nur noch im Mittelwert durch den Makro-
zustand festgelegt. Das entspricht dem Zustand eines Systems bei gegebener
Temperatur T und chemischen Potential µ.
Entsprechend den vorgegebenen makroskopischen Variablen werden die drei Ensem-
bles auch als NVE-, NVT- und µVT-Ensembles bezeichnet.
Die Auswahl der zu verwendenden statistischen Gesamtheit muß sich natu¨rlich nach
der Art des physikalischen Problems, das auf diese Weise statistisch beschrieben wer-
den soll, richten. Jedoch gilt prinzipiell im Limes fu¨r unendliche Teilchenzahldichten
(thermodynamischer Limes) der Satz von der A¨quivalenz der thermodynamischen
Gesamtheiten: Alle Mittelwerte der gleichen Meßgro¨ße sind unabha¨ngig vom ver-
wendeten Ensemble [75], deren Differenzen sind von der Ordnung 1/N. Fu¨r endliche
Systeme, wie die hier betrachteten kleinen Moleku¨lcluster, kann aber eine solche
A¨quivalenz nicht bewiesen werden, jedoch ergaben sich in Studien, wo mikrokanoni-
sche und kanonische Ensembles in Simulationen derselben Systeme benutzt wurden,
keine nennenswerten Unterschiede [21, 22, 23, 76].
4.2.2 Anwendung auf Moleku¨lcluster
Um ein ada¨quates Ensemble zur Simulation der Spektren aus Molekularstrahlexpe-
rimenten auswa¨hlen zu ko¨nnen, muß zuna¨chst diese Art von Experiment und insbe-
sondere die Bildung der Cluster na¨her betrachtet werden. Bei den in der Go¨ttinger
Gruppe durchgefu¨hrten Versuchen werden Cluster in der Expansion eines Gases, das
anfangs unter dem sogenannten Stagnationsdruck steht, erzeugt. In der Phase der
Expansion ins Vakuum wird durch Sto¨ße die anfangs ungeordnete Wa¨rmebewegung
der Moleku¨le in die gerichtete Bewegung einer Stro¨mung umgesetzt. Dabei wird die
Stagnationsenthalpie in kinetische Energie der Sto¨mungsbewegung transferiert [77].
Im Verlauf diese Prozesses sinken die Temperatur, die Stoßzahl und die Teilchen-
zahldichte um mehrere Gro¨ßenordnungen, was zur Bildung bzw. zum Wachstum von
Clustern fu¨hrt [78], die nach Verlassen der Expansionszone stabil bleiben, weil dann
keine weiteren Sto¨ße mehr stattfinden.
Da sich im allgemeinen jeder der Cluster durch eine andere Folge von Stoßprozes-
sen bildet, wird klar, daß deren innere Energie leicht unterschiedlich sein kann und
daher ein mikrokanonisches Ensemble zur Behandlung nicht geeignet ist, sondern
die Beschreibungsweise eines kanonischen oder großkanonischen Ensembles, bei dem
ja die Temperatur vorgegeben wird, angemessen ist. Da bei den spektroskopischen
Experimenten durch Streuung an einem zweiten Teilchenstrahl eine bestimmte Clu-
stergro¨ße aufgrund der unterschiedlichen Steukinematik selektiert werden kann, wird
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der Formalismus des kanonischen Ensembles gewa¨hlt, bei dem die Teilchenzahl als
konstant angenommen wird.
Dennoch kommt bei Simulationen von Molekularstrahlexperimenten an Clustern
oft auch das mikrokanonische (NVE) Ensemble zum Einsatz. Dies ha¨ngt mit der
einfachen Interpretation solcher Simulationen zusammen : Dieses Ensemble kann
na¨mlich durch Lo¨sen der Newton’schen Bewegungsgleichungen (Energieerhaltung!)
realisiert werden. Unter der Vorausetzung, daß eine Trajektorie den ganzen Pha-
senraum erkunden kann (Ergodenhypothese), sind Zeitmittel von Meßgro¨ßen den
entsprechenden mikrokanonischen Ensemblemittelwerten gleich [75, 79]. Diese Si-
mulationen werden auch als molekulardynamische (MD) Simulationen bezeichnet.
Die Anwendungen solcher Methoden sind sehr vielfa¨ltig [80] und umfassen viele Be-
reiche der klassischen Physik. Auch MD-Simulationen der weiter unten untersuchten
Systeme (Methanolcluster) sind gegenwa¨rtig in Arbeit [81]. Ein Vorteil gegenu¨ber
den im folgenden vorgestellten Monte-Carlo-Simulationen (NVT-Ensemble) ist die
Verfu¨gbarkeit von dynamischen Informationen. Als Beispiel seien die mittlere qua-
dratische Verru¨ckung oder die Leistungsspektren von Geschwindigkeitsautokorrela-
tionsfunktionen genannt, die in einigen Arbeiten als Indikator fu¨r Strukturu¨berga¨nge
oder das Auftreten von Diffusion in atomaren oder molekularen Clustern dient
[21, 82, 83].
4.2.3 Das kanonische Ensemble
Hauptaufgabe der Theorie der statistischen Gesamtheiten ist die Berechnung der
Mittelwerte u¨ber alle mit dem jeweils gewa¨hlten Makrozustand vertra¨glichen Mikro-
zusta¨nde. Dazu muß jedem Mikrozustand, der durch einen Punkt ~Γ im Phasenraum
repra¨sentiert wird, eine Wahrscheinlichkeit zugeordnet werden. Wie bereits oben
erwa¨hnt, erha¨lt man diese Verteilung durch Maximierung der Entropie. Fu¨r den
speziellen Fall des kanonischen Ensembles (NVT) Ensembles muß bei der Entropie-
maximierung der Mittelwert 〈E〉 der inneren Energie Eν konstant gehalten werden.
Als Nebenbedingung ergibt sich also∑
ν
wνEν − 〈E〉 = 0 . (4.10)
Daru¨ber hinaus muß als zweite Nebenbedingung die Wahrscheinlichkeitsdichte auf
Eins normiert sein ∑
ν
wν − 1 = 0 . (4.11)
Die Aufgabe der Maximierung von Gl. (4.9) unter Einhaltung von Nebenbedingun-
gen kann mit der Methode der Lagrange’schen Multiplikatoren gelo¨st werden [74].
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Fu¨r die Wahrscheinlichkeit wν , das System im Zustand ν zu finden, ergibt sich dann
wNV T =
1
Z
exp
(
− Eν
kBT
)
, (4.12)
wobei Z fu¨r die kanonische Zustandssumme steht, die sich als
ZNV T =
∑
ν
exp
(
− Eν
kBT
)
(4.13)
schreiben la¨ßt. Die Boltzmann-Konstante kB hat in den hier verwendeten Einheiten
den Wert
kB = 8.31441 · 10−3 kJ
mol ·K oder kB · 120.273K = 1
kJ
mol
. (4.14)
Diese Verteilungsfunktion nennt man auch Boltzmann-Verteilung, den Exponenti-
alterm auch Boltzmann-Faktor. Mithilfe der so definierten Verteilungsfunktion des
kanonischen Ensembles lassen sich Ensemble-Mittelwerte 〈A〉NV T einer Gro¨ße A(~Γ),
die im allgemeinen von allen Koordinaten des Phasenraums Γ abha¨ngen kann, durch
das Integral
〈A〉NV T = 1
Z
∫
d~ΓA(~Γ) exp
−E(~Γ)
kBT
 (4.15)
ausdru¨cken.
Im Prinzip ko¨nnen mit dieser Gleichung die verschiedensten Gleichgewichtseigen-
schaften eines thermodynamischen Systems berechnet werden. In allen praktischen
Anwendungen jedoch ergeben sich Probleme durch die hohe Anzahl der Koordi-
naten. Orts- und Impulsraum jedes (nichtlinearen) Moleku¨ls werden durch je sechs
Koordinaten ~r und ~p beschrieben (siehe Kapitel 4.1.1). Unter der Vorausetzung, daß
sich die Energie wie
E(~Γ) = Epot(~r) + Ekin(~p) (4.16)
in die Beitra¨ge der potentiellen und kinetischen Energie aufspalten la¨ßt, und daß
die Gro¨ße A(~Γ) allein von den Ortsraumkoordinaten ~r abha¨ngt, vereinfacht sich
Gleichung (4.15) durch Faktorisierung des Exponentialterms zu
〈A〉NV T = 1∫
d~r exp(− 1
kBT
)Epot(~r)
∫
d~rA(~r) exp
(
−E(~r)
kBT
)
. (4.17)
Fu¨r die in dieser Arbeit betrachteten Systeme treffen beide Annahmen immer zu
und es ist ausreichend, nur die Ortstraumintegration durchzufu¨hren.
Dennoch ergeben sich bei der praktischen Ausfu¨hrung erhebliche Probleme. Zum
einen sind auch fu¨r einfache analytische Modellfunktionen der potentiellen Energie
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die Integrale nicht mehr analytisch lo¨sbar, und zum anderen ist auch fu¨r kleine
Cluster die Dimensionalita¨t des Phasenraums noch sehr hoch. Nach Subtraktion
der sechs Freiheitsgrade fu¨r die Gesamttranslation und -rotation des Komplexes
bleiben fu¨r einen Cluster aus N Moleku¨len
f = 6N − 6 (4.18)
Freiheitsgrade. Verwendet man zur numerischen Integration sogenannte Produkt-
verfahren mit s Stu¨tzstellen in jeder Dimension [84], so betra¨gt die Anzahl der
Berechnungen des Integranden sf . Der Einsatz von Nicht-Produktverfahren bringt
eine gewisse Reduktion des Rechenaufwandes, jedoch kann auch bei der Verwendung
leistungsfa¨higer Computer schon ab dem Trimer die Integration von Gl. (4.17) nur
noch mit stochastischen Methoden erfolgen. Die wohl bekannteste Methode im Be-
reich der statistischen Mechanik ist das
”
Monte-Carlo“-Verfahren, das im folgenden
Kapitel vorgestellt werden soll.
4.3 Monte-Carlo-Methode
Die Entwicklung der Monte-Carlo (MC)-Methode ist eng mit der Entwicklung pro-
grammierbarer Rechenmaschinen verknu¨pft. Parallel mit deren Evolution seit dem
Ende des zweiten Weltkriegs wurden in den Laboratorien von Los Alamos die er-
sten MC-Simulationen zur Berechnung der Zustandsgleichungen von Gasen in Berei-
chen extrem hohen Drucks und Temperatur an dem beru¨hmten MANIAC-Computer
durchgefu¨hrt [31]. Nur vier Jahre spa¨ter wurde dann vonAlder und Wainwright
auch die molecular dynamics-Methode erstmals der Fachwelt vorgestellt [85]. Somit
haben sich innerhalb sehr kurzer Zeit nach der Konstruktion der ersten funkti-
onsfa¨higen Rechenanlagen zwei Verfahren entwickelt, die noch heute zu den Stan-
dardmethoden der Computersimulation geho¨ren. Einen U¨berblick u¨ber diese fru¨he
Phase gibt der Artikel vonW. W. Wood [86], in dem sich auch Hinweise auf noch
fru¨here Ansa¨tze von Lord Kelvin und E. Fermi finden. Obwohl urspru¨nglich zur
Erforschung thermonuklearer Reaktionen im Zusammenhang mit der unheilvollen
Entwicklung der Atombombe konzipiert, wurde die Monte-Carlo-Methode bald in
ihrer Allgemeinheit erkannt und ist heute ein sehr universelles Werkzeug in verschie-
denen Bereichen der statistischen Mechanik. Einen U¨berblick bieten die Artikel in
dem von K. Binder herausgegebenen Buch [87].
Der Name dieser Methode, vonMetropolis und Ulam im Jahre 1949 zum ersten
Mal vorgeschlagen [88], bezieht sich auf die extensive Benutzung von Zufallszahlen
und zeigt so schon den stochastischen Charakter des Verfahrens an. Zur Erkla¨rung
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des Monte-Carlo-Verfahrens denkt man sich den Konfigurationsraum in kleine Volu-
menelemente ∆~r unterteilt, die um die Stu¨tzstellen der Integration herum zentriert
liegen. Bei Produkt- oder Nichtproduktverfahren wird die Lage der Stu¨tzstellen
nach bestimmten Verfahren regelma¨ßig verteilt [84]. Solche Methoden sind aber,
wie bereits dargelegt, naturgema¨ß auf gro¨ßenordnungsma¨ßig 10 Dimensionen limi-
tiert. Daher betrachtet man im Gegensatz dazu bei der Monte-Carlo-Integration
eine Stichprobe aus M zufa¨llig aus einer Gleichverteilung ausgewa¨hlten Konfigura-
tionsraumelementen. Als Scha¨tzwert 〈A〉MC fu¨r den Mittelwert einer Gro¨ße erha¨lt
man im kanonischen Ensemble
〈A〉MC =
∑M
ν=1A(~rν) exp(−E(~rν)/kBT )∑M
ν=1 exp(−E(~rν)/kBT )
. (4.19)
Die Abweichung der Gro¨ße 〈A〉MC vom Ensemble- Mittelwert 〈A〉NV T la¨ßt sich durch
die Standardabweichung
δ〈A〉MC = 1√
M − 1
√√√√∑Mν=1A2(~rν) exp(−E(~rν)/kBT )∑M
ν=1 exp(−E(~rν)/kBT )
− 〈A(~r)〉
2
MC
M
(4.20)
abscha¨tzen. Die Genauigkeit von Mittelwerten wa¨chst also bei steigender Gro¨ße M
der Stichprobe nur mit deren Quadratwurzel
√
M . Ein solches
”
naives“Monte-Carlo-
Verfahren hat aber neben der langsamen Konvergenz vor allem den Nachteil, daß
es bei stark variierenden Integranden wenig efffektiv ist [40]. Das la¨ßt sich einfach
fu¨r den Fall eines Integranden veranschaulichen, der nur in einem sehr kleinen Teil
des Konfigurationsraums groß wird und u¨berall sonst verschwindet: Nur wenn die
stochastisch ausgewa¨hlten Volumenelemente zufa¨llig in diese Region fallen, kann
man erwarten, daß das MC-Verfahren richtige Resultate liefert.
Fu¨r die nach Gl. (4.17) auszufu¨hrenden Konfigurationsraumintegrationen des ka-
nonischen Ensembles wird das Verhalten des Integranden im wesentlichen durch
den Verlauf des Boltzmann-Faktors bestimmt. Abbildung 4.1 zeigt fu¨r das Beispiel
eines eindimensionalen Lennard-Jones-Potentials der Argon-Argon-Wechselwirkung
( = 0.996 kJ/mol, σ = 340.5 pm) den Verlauf dieses Faktors fu¨r zwei verschiedene
Temperaturen. Fu¨r sehr große interatomare Absta¨nde ist er sehr klein, im Bereich
des Repulsivteils verschwindet er. Nur im attraktiven Bereich des Potentialtopfes
nimmt er gro¨ßere Werte an. Insbesondere bei niedrigen Temperaturen ist der fu¨r
die Konfigurationsraumintegrale relevante Bereich sehr schmal. Beim U¨bergang zu
mehrdimensionalen Fa¨llen verschlechtert sich die Situation noch: Der zur Integrati-
on beitragende Bruchteil des Ortsraums wird noch wesentlich kleiner. Daher kann
nicht erwartet werden, mit diesem
”
naiven“Monte-Carlo-Verfahren gute Resultate
fu¨r Moleku¨lcluster erzielen zu ko¨nnen. Um dieses Problem zu umgehen, muß vom
Prinzip der gleichverteilten Konfigurationen abgegangen werden. Eine Alternative
stellt der im folgenden vorgestellte Metropolis-Algorithmus dar.
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Abbildung 4.1: Am Beispiel der Argon-Wechselwirkung zeigen die durchgezogenen
Kurven den Verlauf des Boltzmann-Faktors fu¨r zwei verschiedene Temperaturen.
Die gestrichelte Kurve gibt das Potential (in Einheiten von kJ/mol) wieder.
4.3.1 Metropolis-Algorithmus
Der Metropolis-Algorithmus ist ein modifiziertes Monte-Carlo-Schema und basiert
auf einer Musterung des Phasenraums nach Wichtigkeit (importance sampling). Da-
bei werden die zufa¨llig zu wa¨hlenden Ortsraumpunkte (oder allgemeiner Phasen-
raumpunkte) nicht einer Gleichverteilung entnommen, sondern einer Verteilung P ,
die so beschaffen sein soll, daß die Stu¨tzstellen der zu integrierenden Funktion in
den Regionen, die am sta¨rksten zur Integration beitragen, konzentriert werden. Dann
ergibt sich fu¨r den Scha¨tzwert
〈A〉MC =
∑M
ν=1A(~rν)P
−1 exp(−E(~rν)/kBT )∑M
ν=1 P
−1 exp(−E(~rν)/kBT )
. (4.21)
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Die naheliegendste und einfachste Wahl fu¨r die Verteilung P ist
P = exp
(
−E(~rν)
kBT
)
. (4.22)
Damit vereinfacht sich Gl. 4.21 zu
〈A〉MC = 1
M
M∑
ν=1
A(~rν) . (4.23)
Es werden also, anstatt zufa¨llig Konfigurationen zu wa¨hlen und diese dann mit
dem Boltzmann-Faktor zu gewichten, von vornherein die Konfigurationen mit der
durch diesen Faktor gegebenen Wahrscheinlichkeitsdichte gewa¨hlt und diese dann
gleichma¨ßig gewichtet. Damit ist das Problem der Lo¨sung von Integralen vom Typ
der in Gl. 4.17 gegebenen auf das Auffinden einer Menge von Konfigurationen mit
einer gegebenen Wahrscheinlichkeitsverteilung reduziert.
Dieses Problem wurde zum ersten Mal von Metropolis et al. [31] mit der Methode
der Irrfahrt (random walk) gelo¨st. In der genannten Publikation wird folgende Vor-
schrift zur Erzeugung einer Folge von Konfigurationen mit genau der gewu¨nschten
Wahrscheinlichkeitsverteilung vorgeschlagen:
1. Zu Anfang der Simulation wird jedem der N Teilchen eine Anfangskonfigurati-
on zugewiesen. Wie spa¨ter noch gezeigt wird, sind bei richtiger Durchfu¨hrung
der Simulationen die berechneten Ensemble-Mittelwerte von dieser Konfigu-
ration unabha¨ngig.
2. In jedem Monte-Carlo-Schritt wird der Reihenfolge nach eines der Teilchen (in
diesem Fall Atome) bewegt. Dabei vera¨ndert sich jede der Ortsraumkoordina-
ten des i-ten Teilchens gema¨ß
xni = x
a
i + 2(ξ1 − 1)δrmax
yni = y
a
i + 2(ξ2 − 1)δrmax
zni = z
a
i + 2(ξ3 − 1)δrmax (4.24)
Hierbei stehen die oberen Indices n und a fu¨r
”
neu“ bzw.
”
alt“ und ξ fu¨r eine
Zufallszahl im Intervall (0,1). Der mit Gl. 4.24 beschriebene Schritt entspricht
damit der zufa¨lligen Bewegung eines der Teilchen innerhalb eines Wu¨rfels der
Kantenla¨nge 2δrmax um seine Ausgangsposition.
3. Die A¨nderung der Energie ∆E = En −Ea, die sich aus diesem Schritt ergibt,
wird berechnet. Bringt der Schritt das System in einen Zustand niedrigerer
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Energie (∆E < 0), so wird der Schritt akzeptiert und die
”
neuen“ Koordinaten
werden beibehalten. Im Fall einer Energieerho¨hung (∆E > 0) soll der Schritt
mit einer Wahrscheinlichkeit von exp(−∆E/kBT ) akzeptiert werden. Dazu
vergleicht man diesen Term mit einer Zufallszahl ξ aus dem Intervall (0,1).
Wenn ξ < exp(−∆E/kBT ), wird der Schritt ebenfalls akzeptiert, wenn ξ >
exp(−∆E/kBT ), wird die ”neue“ Konfiguration verworfen und die Teilchen
werden auf die
”
alten“ Konfigurationen zuru¨ckgesetzt.
Dieses Kriterium fu¨r das Akzeptieren oder Verwerfen eines Monte-Carlo-
Schrittes soll anhand von Abbildung 4.2 verdeutlicht werden. Schritte mit
positivem Wert von ∆E werden nur dann akzeptiert, wenn die Zufallszahl ξ
bei dem entsprechenden Abszissenwert ∆E unterhalb der abfallenden Expo-
nentialkurve liegt, d. h. je ho¨her der Schritt in der Energie geht, desto ge-
ringer wird die Wahrscheinlichkeit, daß dieser Schritt akzeptiert werden kann.
Bei niedrigeren Temperaturen fallen die Akzeptanzwahrscheinlichkeiten wegen
des steileren Abfalls der Kurve drastisch. Wa¨hrend bei T=10 K ein Aufwa¨rts-
schritt von 0.1 kJ/mol noch mit einer Wahrscheinlichkeit von 30 % mo¨glich
ist, wird dieser bei T=1 K mit einer Wahrscheinlichkeit von 0.001 % nahezu
unmo¨glich.
4. Im Verlauf dieser Irrfahrt erha¨lt man eine Folge von Konfigurationen, indem
man bei jedem akzeptierten Schritt die
”
neue“ und bei jedem verworfenen
Schritt die
”
alte“ Konfiguration noch einmal nimmt. Dann ko¨nnen Ensemble-
Mittelwerte einfach mittels Gl. (4.23) berechnet werden.
Ein eleganter Beweis dafu¨r, daß die so erstellte Folge von Konfigurationen tatsa¨chlich
einer Wahrscheinlichkeitsverteilung gema¨ß Gl. (4.22) gehorcht, kann mithilfe der
Theorie der Markov-Prozesse gefu¨hrt werden und findet sich z. B. sehr ausfu¨hrlich
dargestellt in dem Buch von Vesely [75]. Stattdessen soll hier ein weniger formaler,
aber sehr intuitiver Beweis, der sich in der Originalarbeit von Metropolis et al. [31]
findet, wiedergegeben werden. Ausgehend von nr Systemen im Zustand r und ns
Systemen im Zustand s, wobei Er > Es gelten soll, ergibt sich fu¨r die Anzahl von
Systemen, die vom Zustand r in den energetisch niedrigeren Zustand s u¨bergehen,
eine Wahrscheinlichkeit von
Pr→s ∼ nr , (4.25)
weil fu¨r ∆E < 0 jeder Schritt akzeptiert wird. In der umgekehrten Richtung ergibt
sich
Ps→r ∼ ns exp
(
−Er − Es
kBT
)
, (4.26)
da Schritte mit ∆E > 0 nur mit einer Wahrscheinlichkeit von exp(−∆E/kBT )
angenommem werden sollen. Somit ergibt sich als Nettobilanz der U¨berga¨nge vom
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Abbildung 4.2: Die Abbildung zeigt den Verlauf der Wahrscheinlichkeit fu¨r die Ak-
zeptanz von MC-Schritts mit ∆E > 0 fu¨r eine typische Temperatur von 10 Kelvin.
In Abha¨ngigkeit von der Zufallszahl ξ wird bei einem Wert fu¨r ∆E von 0.1 kJ/mol
z. B. bei ξ1 der MC-Schritt akzeptiert, bei ξ2 verworfen (nach [89]).
Zustand s in den Zustand r die Differenz der beiden U¨bergangswahrscheinlichkeiten
Pnetto ∼ ns exp
(
−Er − Es
kBT
)
− nr . (4.27)
Wie man leicht sieht, ha¨ngt Pnetto somit vom Verha¨ltnis von nr und ns ab. Solange
fu¨r die Besetzungszahlen
nr
ns
>
exp(−Er/kBT )
exp(−Es/kBT ) (4.28)
gilt, ist Pnetto kleiner als Null und im Durchschnitt gehen mehr Systeme vom Zu-
stand r in den Zustand s u¨ber als umgekehrt. Steht dagegen in Ungleichung (4.28)
ein Kleinerzeichen, ist Pnetto positiv und die Anzahl der U¨berga¨nge verha¨lt sich um-
gekehrt. Nach einer hinreichend großen Zahl von Monte-Carlo-Schritten stellt sich
schließlich ein dynamisches Gleichgewicht (Pnetto = 0) zwischen je zwei Zusta¨nden r
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und s ein. Dann gilt in der Ungleichung 4.28 das Gleichheitszeichen. Die Verteilung
konvergiert also gegen eine kanonische (NVT) Verteilung.
4.3.2 Ensemble-Mittel
Nachdem mit dem Metropolis-Algorithmus einmal eine Folge von Konfigurationen
erzeugt worden ist, ko¨nnen dann Ensemble-Mittelwerte verschiedener Meßgro¨ßen
sehr einfach mittels Gl. (4.23) berechnet werden. In diesem Abschnitt soll diskutiert
werden, welche Gro¨ßen am geeignetsten zur Charakterisierung der Moleku¨lcluster
sind und wie die erhaltenen Ergebnisse interpretiert werden ko¨nnen.
Da im kanonischen Ensemble im Unterschied zum mikrokanonischen Ensemble (mo-
lekulardynamische Simulationen) Mikrozusta¨nde verschiedener Energien beru¨cksich-
tigt werden, ist es naheliegend, zuerst den zugeho¨rigen Mittelwert zu berechnen.
Tra¨gt man diesen als Funktion der Temperatur auf, ergibt sich die sogenannte ka-
lorische Kurve, deren Steigung die Wa¨rmekapazita¨t des Clusters ergibt. Schon die-
se einfachste Diagnose von MC-Simulationen kann sehr wertvolle Aufschlu¨sse u¨ber
die Thermodynamik von Clustern geben: Unstetigkeiten bzw. Knicke dieser Kurve
ko¨nnen als Indikatoren fu¨r Phasenu¨berga¨nge angesehen werden. Einen interessan-
ten U¨berblick u¨ber aktuelle Vero¨ffentlichungen von Simulationen kleiner Argonclu-
ster, die ein beliebtes Modellsystem darstellen, bieten die Artikel von R. S. Berry
[32, 33].
Zur Untersuchung struktureller U¨berga¨nge kann die Temperaturabha¨ngigkeit einer
anderen Gro¨ße, der mittleren Schwankung δ der Absta¨nde rij zweier Moleku¨le, noch
aussagekra¨ftiger sein. Sie ist definiert als
δ =
2
N(N − 1)
∑
i<j
√
< r2ij > − < rij >2
< rij >
, (4.29)
wobei N fu¨r die Anzahl der Teilchen steht. Ein plo¨tzlicher Anstieg dieser Gro¨ße zeigt
einen U¨bergang an, bei dem das System flexibler wird. So gibt z. B. das Lindemann-
Kriterium fu¨r das Schmelzen von Festko¨rpern als Schwelle δ > 10% an.
Daru¨ber hinaus ist es natu¨rlich von Interesse, Informationen u¨ber die ra¨umliche
Struktur der untersuchten Moleku¨lcluster bei verschiedenen Temperaturen zu er-
halten. Eine Standardmethode ist die Analyse der Bindungsla¨ngen zwischen den
Teilchen mithilfe von Paarkorrelationsfunktionen. Dieses Verfahren ist insbesondere
im Bereich der Simulationen von Flu¨ssigkeiten von Bedeutung, da diese Funktionen
mit experimentellen Ergebnissen aus der Neutronen- und Ro¨ntgenstrahlbeugung
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verglichen werden ko¨nnen. Die Paarkorrelationsfunktion g(r) ist definiert als Wahr-
scheinlichkeit, daß sich ein Paar von Teilchen im Abstand r befindet. Dabei wird
u¨ber alle Paarabsta¨nde rij gemittelt
g(r) ∼∑
i<j
δ(r − rij) . (4.30)
Fu¨r die hier betrachteten Moleku¨lcluster hat die Funktion folgenden Kurvenverlauf:
Sie wird wegen des repulsiven Kerns der Moleku¨le erst ab einem gewissen Abstand
von Null verschieden sein, dann ein oder mehrere Maxima durchlaufen und schließ-
lich wegen der endlichen Clustergro¨ße asymptotisch gegen Null konvergieren. Aus
der Anzahl und der Lage der Maxima lassen sich Ru¨ckschlu¨sse auf die geometrischen
Strukturen ziehen. Bei kleineren Clustern ko¨nnen zum Beispiel Ringe von Ketten un-
terschieden werden, bei gro¨ßeren la¨ßt sich u. U. eine Schalenstruktur erkennen. Aus
der Scha¨rfe der Maxima ko¨nnen Aussagen u¨ber die Starrheit der Cluster getroffen
werden [90].
In einigen Fa¨llen kann es auch interessant sein, die Paarkorrelationen nicht, wie oben
angegeben, gemittelt u¨ber alle Paare, zu betrachten, sondern spezielle Paare heraus-
zugreifen. Das ist insbesondere nu¨tzlich beim Auftreten von Klassen nichta¨quivalen-
ter Teilchen.
Um auch Aussagen u¨ber die Orientierung der Moleku¨le machen zu ko¨nnen, kann
die Definition in Gl. (4.30) auch auf Orientierungswinkel u¨bertragen werden. Die
einfachste Mo¨glichkeit ist die Auftragung einer Ha¨ufigkeitsverteilung eines Winkels
αij zwischen bestimmten Achsen zweier Moleku¨le i und j
g(α) ∼∑
i<j
δ(α− αij) . (4.31)
Alternativ zu einer solchen Winkelkorrelation kann auch eine Paarkorrelation der
Absta¨nde zwischen ausgewa¨hlten Atomen (Potentialzentren) ermittelt werden. Die-
se Methode ist besonders dann sinnvoll, wenn die zwischenmolekulare Bindung an
bestimmten Stellen des Moleku¨ls angreift wie im Fall von Wasserstoffbru¨ckenbin-
dungen. Sie ergibt somit auch Informationen u¨ber die Orientierung der Moleku¨le im
Cluster.
Alle diese Paarkorrelationsfunktionen ko¨nnen neben der Identifikation bestimmter
geometrischer Strukturen ebenfalls zum Erkennen von strukturellen U¨berga¨ngen
dienen: Parametrisiert man diese Funktionen mit der Temperatur, so lassen sich
bei manchen Systemen bei bestimmten Werten der Temperatur charakteristische
Vera¨nderungen feststellen, die als Phasenu¨berga¨nge interpretiert werden ko¨nnen.
Beispiele finden sich in [32, 33] und in vielen der dort zitierten Arbeiten. Bemer-
kenswert ist, daß u. U. mehrere verschiedene U¨berga¨nge auftreten ko¨nnen. Ein
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besonders interessantes Beispiel ist die Arbeit von Leutwyler und Bo¨siger, in
der anhand von Computerexperimenten an Argon-Karbazol-Mischclustern im Tem-
peraturbereich bis ungefa¨hr 40 K fu¨nf verschiedene Typen von U¨berga¨ngen simuliert
werden konnten [91].
Im Formalismus der Ensembletheorie kann auch das Infrarotabsorptionsspektrum
u¨ber eine statistische Gesamtheit gemittelt werden. Vorausgesetzt, man verfu¨gt u¨ber
eine Methode zur Berechnung der Lage und der Intensita¨t von spektralen Linien fu¨r
eine bestimmte ra¨umliche Konfiguration eines Moleklclusters, ko¨nnen unter Ver-
wendung von Gl. (4.23) u¨ber alle in einem Ensemble zugelassenen Konfigurationen
gemittelte Spektren erhalten werden. Hier werden die
”
momentanen“ Spektren mit
den in Kapitel 3.5 ausfu¨hrlich geschilderten sto¨rungstheoretischen Methoden berech-
net. Ein Schwerpunkt dieser Arbeit ist die Simulation solcher thermisch gemittelter
Infrarotspektren, die mit den experimentellen Photodissoziationsspektren verglichen
werden ko¨nnen.
Beim Studium der Temperaturabha¨ngigkeit solcher simulierter Spektren findet man
verschiedene Charakteristika, die im wesentlichen die gleiche Ursache haben: Mit
steigender Temperatur wird ein urspru¨nglich am Temperaturnullpunkt starrer Clu-
ster immer flexibler; er kann eine immer gro¨ßer werdende Region seines Konfigu-
rationsraums erkunden. Daraus resultiert in der Regel eine Verbreiterung und Ver-
schiebung der Spektrallinien, die bei den thermisch erreichbaren Konfigurationen
leicht unterschiedliche Position und Intensita¨t aufweisen. Wie am Beispiel der Me-
thanolcluster in Kap. 5.7 demonstriert wird, bietet sich so eine Methode der Zuord-
nung einer Temperatur zu den experimentellen Spektren.
Im Fall von symmetrischen Clusterkonfigurationen weisen die Spektren besondere
Eigenschaften auf: Bedingt durch eine Erniedrigung oder Aufhebung der Symmetrie
ko¨nnen Spektrallinien, die bei T=0 entartet sind, bei steigender Temperatur aufspal-
ten und solche, die zu U¨berga¨ngen geho¨ren, die aufgrund von quantenmechanischen
Auswahlregeln verbotenen sind, ko¨nnen mit wachsender Intensita¨t zum Spektrum
beitragen.
4.3.3 Durchfu¨hrung der Simulationen
In diesem Abschnitt wird die Realisierung des Metropolis-Algorithmus fu¨r kleine Mo-
leku¨lcluster sowie dessen Implementierung als Computerprogramm behandelt. Viele
praktische Aspekte, die bei der Durchfu¨hrung zu beachten sind, werden ausfu¨hr-
lich in dem Buch von Allen und Tildesley [89] ero¨rtert. Fu¨r die wesentlichen Teile
der Algorithmen finden sich dort sogar Umsetzungen in die Programmiersprache
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FORTRAN 77.
Obwohl das genannte Buch eigentlich Computersimulationen von Modellen von
Flu¨ssigkeiten zum Thema hat, lassen sich viele der fu¨r diesen Bereich entwickel-
ten Techniken ohne weitere Schwierigkeiten auf die Simulation von Moleku¨lclustern
u¨bertragen. Aufgrund der geringen Teilchenzahl der in dieser Arbeit behandelten
Aggregate (N ≤ 6) kann sogar auf einige der im Bereich der Flu¨ssigkeitssimu-
lationen standardma¨ßig verwendeten Na¨herungsverfahren zur Reduktion des Re-
chenaufwands verzichtet werden. Dazu geho¨ren z. B. die Methode der periodischen
Randbedingungen zur Simulation einer unendlich ausgedehnten Flu¨ssigkeit mit nur
etwa 103 Teilchen oder die Methode der Nachbarschaftstabellen zur Reduzierung
der Anzahl von Paarwechselwirkungen oder spezielle Techniken zur Behandlung der
langreichweitigen Kra¨fte.
Starre Moleku¨le
Bei den in dieser Arbeit vorgestellten klassischen MC-Simulationen werden die Mo-
leku¨le stets als starr betrachtet; die Bewegung der einzelnen Atome, aus denen sie
zusammengesetzt sind, wird nicht beru¨cksichtigt. Das hat zum einen seinen Grund
darin, daß es in der Literatur keine Kraftfelder gibt, die die intra– und intermoleku-
lare Wechselwirkung gleichermaßen zuverla¨ssig wiedergeben, vor allem aber darin,
daß die intramolekularen Schwingungen und deren Spektren mit der in Kapitel 3.5
ausfu¨hrlich beschriebenen quantenmechanischen Sto¨rungsrechnung behandelt wer-
den soll. Diese Trennung der Methodik in klassische und quantenmechanische Ver-
fahren ist durch die unterschiedlich hohe Zustandsdichte der intra– und intermole-
kularen Bewegung bedingt, die in den Gro¨ßenordnungen der Schwingungsfrequenzen
zum Ausdruck kommt. Aufgrund der niedrigen Frequenzen intermolekularer Schwin-
gungen im Bereich von 10–100 cm−1 und der großen Anzahl von Schwingungsmo-
den ist die intermolekulare Zustandsdichte sehr hoch, was zusammen mit der relativ
großen Gesamtmasse der Moleku¨le bei nicht zu kleinen Temperaturen den Einsatz
klassischer Methoden rechtfertigt. Dagegen ist die Zustandsdichte intramolekula-
rer Streckschwingungen, deren Frequenzen typischerweise zwischen 300 cm−1 (I2)
und 4000 cm−1 (H2) liegen, wesentlich ho¨her, was quantenmechanische Verfahren
erforderlich macht. Dennoch sind klassische Simulationen mit Flu¨ssigkeitsmodellen
flexibler Methanolmoleku¨le durchgefu¨hrt worden [92, 93], jedoch erscheint diese Me-
thode fu¨r die Simulation kleiner Cluster, bei denen mehr spektroskopische Details
als bei Flu¨ssigkeiten experimentell zuga¨nglich sind, nicht angemessen.
Wie bereits in Kapitel 4.1.1 erwa¨hnt, sind zur Beschreibung von Lage und Orien-
tierung eines (nichtlinearen) Moleku¨ls sechs Koordinaten no¨tig, drei kartesische, die
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die Lage des Massenschwerpunktes beschreiben, und drei Eulerwinkel, die die Ori-
entierung des Moleku¨ls relativ zu einem raumfesten Koordinatensystem angeben.
Also mu¨ssen sich die Schritte bei Monte-Carlo-Simulationen starrer Moleku¨le als
Kombinationen von Translation und Rotation des Moleku¨ls darstellen lassen. Dazu
mu¨ssen den Gleichungen 4.24 drei entsprechende Gleichungen fu¨r die Eulerwinkel
des i-ten Moleku¨ls hinzugefu¨gt werden.
φni = φ
a
i + 2(ξ4 − 1)δφmax
cos θni = cos θ
a
i + 2(ξ5 − 1)δ(cos θ)max
ψni = ψ
a
i + 2(ξ6 − 1)δψmax (4.32)
Die abweichende Form der zweiten Gleichung erkla¨rt sich durch die Gro¨ße von Volu-
menelementen in dem durch die drei Eulerwinkel aufgespannten Orientierungsraum
Ω
dΩi = sin θidθidφidψi . (4.33)
Um bei MC-Schritten stets gleich große Volumenelemente zu vergleichen, wird daher
nicht θi, sondern cos θi inkrementiert, weil d(cos θi) = sin θidθi gilt. Ansonsten wird
das u¨bliche Kriterium fu¨r das Akzeptieren bzw. Verwerfen eines Simulationsschrittes
unvera¨ndert angewandt.
Organisation der Computer-Programme
Wie bereits erwa¨hnt, ist die Methode der Monte-Carlo-Simulationen eng mit der
Entwicklung von Computern verknu¨pft und durch diese u¨berhaupt erst sinnvoll ein-
setzbar geworden. Daher orientiert sich auch der in der bahnbrechenden Vero¨ffent-
lichung von Metropolis et al. [31] beschriebene Algorithmus auch schon an der Um-
setzbarkeit in Rechnerprogramme. Dessen Implementierung ist daher relativ direkt
Schritt fu¨r Schritt mo¨glich. Besondere Sorgfalt sollte jedoch auf die Kodierung der
rechenzeitintensiven Schritte wie der Berechnung der Wechselwirkungsenergie sowie
auf die weitestmo¨gliche Reduzierung des Massenspeicherbedarfs verwandt werden.
Die im Rahmen dieser Arbeit entwickelten Programme sind in FORTRAN 77 ge-
schrieben. Eine vollsta¨ndige und gut lesbare Darstellung des Sprachumfangs gibt
z. B. das Buch von Kießling und Lowes [94]. Obwohl diese Programmiersprache
zwar nicht mehr modernen Anforderungen nach Strukturierbarkeit oder Flexibilita¨t
von Datentypen genu¨gt, ist sie dennoch fu¨r numerische Applikationen pra¨destiniert;
im Bereich der numerischen Mathematik und der Grafik stehen eine Vielzahl von
Programmbibliotheken zur Verfu¨gung. Außerdem bietet sie durch ihre Standardisie-
rung den Vorteil weitestgehender Portabilita¨t der Programme zwischen verschiede-
nen Rechnertypen.
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Fu¨r die Durchfu¨hrung der Simulationen erweist es sich als zweckma¨ßig, zwei sepa-
rate Computerprogramme zu erstellen. Das erste Programm stellt eine Umsetzung
des in Abschnitt 4.3.1 beschriebenen Metropolis-Algorithmus dar; es erzeugt eine
Folge von Konfigurationen und speichert diese in einer Datei. Dieser Schritt stellt
i. a. sehr hohe Anforderungen an die Rechenleistung des verwendeten Computers, die
Rechenzeiten liegen u¨blicherweise in der Gro¨ßenordnung einiger Stunden. Im zwei-
ten Programm erfolgt dann die Auswertung dieser Serie von Konfigurationen. In
diesem Schritt ko¨nnen wahlweise einzelne oder alle Ensemblemittel durch Mittelung
u¨ber die mit dem ersten Programm generierten Folge von Konfigurationen berechnet
werden. Diese Vorgehensweise ermo¨glicht die Durchfu¨hrung vera¨nderter oder erwei-
terter Diagnoseverfahren, ohne daß die eigentliche Monte-Carlo-Simulation erneut
durchgefu¨hrt werden muß, indem man einfach auf die gespeicherten Konfiguratio-
nen zuru¨ckgreift. Dadurch ergibt sich in der Regel eine erhebliche Einschra¨nkung
des Rechenaufwands.
Aufbau des Monte-Carlo-Programms
Im folgenden soll der typische Aufbau eines Programms zur Realisierung des
Metropolis-Algorithmus na¨her erla¨utert werden, eine schematische Darstellung zeigt
das Flußdiagramm in Abb. 4.3. Zuna¨chst mu¨ssen eine Anzahl von Variablen, die die
physikalischen Eigenschaften des simulierten Systems beschreiben, eingelesen wer-
den. Dazu geho¨ren
• die Temperatur,
• die Anzahl der Moleku¨le im Cluster und deren Anfangskonfiguration,
• die kartesischen Koordinaten der Atome, mit denen die Gestalt der Moleku¨le,
aus denen sich der Cluster zusammensetzt, beschrieben wird, und
• die Potentialparameter, die bei gegebener analytischer Form die Sta¨rke der
Wechselwirkung der Moleku¨le untereinander festlegen.
Außerdem werden noch folgende Parameter eingelesen, die den Ablauf des Pro-
gramms steuern:
• Die Anzahl der Monte-Carlo-Schritte gibt die La¨nge der Simulation an.
• Die maximale Gro¨ße eines Monte-Carlo-Schritts wird durch die Werte von
δrmax, δφmax, δ(cosθ)max und δψmax gegeben.
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Abbildung 4.3: Das Flußdiagramm zeigt die algorithmische Struktur eines
Metropolis-Monte-Carlo-Programms zur Simulation eines Clusters aus starren Mo-
leku¨len.
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• Weitere Steuerparameter geben an, in welchen Intervallen die Teilchenkoordi-
naten und die Gesamtenergie abgespeichert werden soll bzw. Kontrollinforma-
tionen auf den Monitor geschrieben werden sollen.
Damit ko¨nnen nun alle Paar-Energien und die Gesamtenergie zum ersten Mal be-
rechnet werden und das Programm kann in die Hauptschleife u¨ber alle Monte-Carlo-
Schritte eintreten.
Jeder der Monte-Carlo-Schritte beginnt mit der zufa¨lligen Auswahl eines der Mo-
leku¨le, das verschoben und gedreht werden soll; dazu werden dessen Orts- und Ori-
entierungskoordinaten dann entsprechend den Gleichungen (4.24) und (4.32) inner-
halb des durch die maximalen Schrittgro¨ßen gegebenen Rahmens zufa¨llig inkremen-
tiert. Zur Berechnung der A¨nderung der gesamten Wechselwirkungsenergie genu¨gt
es dann, nur die Wechselwirkung des bewegten Moleku¨ls mit allen anderen neu zu
bestimmen. Das ergibt z. B. fu¨r einen Hexamer eine Reduktion des Rechenaufwandes
um einen Faktor von 3 gegenu¨ber der vollsta¨ndigen Neuberechnung aller Paarwech-
selwirkungen. Die A¨nderung der Gesamtenergie ergibt sich somit als Differenz der
”
neuen“ und
”
alten“ Werte dieser Paarenergien.
Nach dem Wert dieser Differenz wird dann u¨ber das Akzeptieren oder Verwerfen
des Schrittes entschieden. Ist die A¨nderung negativ oder u¨berschreitet sie eine Zu-
fallszahl ξ aus dem Intervall (0,1) nicht, so wird der Schritt akzeptiert und die
gea¨nderten Paarenergien sowie die Gesamtenergie werden anstelle der
”
alten“ Wer-
te eingesetzt. Außerdem wird ein Za¨hler zur Registrierung der akzeptierten Schritte
um Eins inkrementiert.
Vor Beenden der zentralen Schleife werden in regelma¨ßigen Intervallen die aktuellen
Werte aller Koordinaten und die gesamte Wechselwirkungsenergie auf eine Datei ge-
schrieben. Da die Konfigurationen direkt aufeinander folgender Schritte noch stark
miteinander korreliert sind, brauchen diese nicht bei jedem einzelnen Schritt ge-
speichert zu werden, sondern typischerweise nur bei jedem zehnten bis hundertsten
Schritt. Dennoch werden die so erzeugten Dateien bei langen Simulationen noch sehr
groß. Um die limitierte Massenspeicherkapazita¨t mo¨glichst o¨konomisch zu nutzen,
werden daher die Zahlen in maschinenlesbarer Form auf eine unformatierte Datei
geschrieben. Bei der Simulation eines Hexamers von 106 Schritten La¨nge und einer
Zahlendarstellung von 4 Byte Gro¨ße ergibt sich somit fu¨r den Umfang der Dateien
106 · 1
100
· 6 · 6 · 4 Byte = 1.44 MByte , (4.34)
wenn bei jedem 100-ten Schritt die sechs Koordinaten jedes der sechs Moleku¨le
gespeichert werden sollen. Diese Dateien ko¨nnen, wenn no¨tig, auf Magnetband ge-
schrieben werden. Sie werden dann mit dem im folgenden beschriebenen Programm
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weiter ausgewertet. Nur der Mittelwert und die Standardabweichung der potentiellen
Energie werden zum besseren U¨berblick sofort ausgerechnet.
Aufbau des Auswerteprogramms
Nach Ablauf des Monte-Carlo-Programms wird die Datei, in der die Folge von Kon-
figurationen gespeichert ist, in einem zweiten Programm wieder eingelesen und sta-
tistisch ausgewertet. Hier werden die verschiedenen in Abschnitt 4.3.2 vorgestellten
Gro¨ßen, die die zu untersuchenden Cluster charakterisieren, durch Mittelung u¨ber
die Folge der erzeugten Konfigurationen berechnet. Somit werden erst in diesem
Schritt die eigentlichen Ergebnisse der Simulation sichtbar und eine Interpretation
im Vergleich mit den experimentellen Ergebnissen mo¨glich.
Bei der Mittelwertbildung ist aber unbedingt zu beachten, daß die Ergebnisse der
Monte-Carlo-Simulation nicht von den im ersten Schritt des Metropolis-Algorithmus
frei wa¨hlbaren Anfangswerten der Orts- und Orientierungskoordinaten abha¨ngen
du¨rfen. In der Regel wird bei den im Rahmen dieser Arbeit durchgefu¨hrten Simu-
lationen ein Minimum der Potentialhyperfla¨che als Anfangskonfiguration gewa¨hlt.
Dies ist analog zu der bei Flu¨ssigkeitssimulationen u¨blichen Praxis, die Gitterstruk-
tur des Festko¨rpers einzusetzen. Beginnt nun die Simulation, wird sich das betrach-
tete System von dieser Konfiguration entfernen und sich allma¨hlich einem Zustand
anna¨hern, der dem thermischen Gleichgewicht entspricht. Diesen Prozeß bezeichnet
man auch als Equilibrierung oder Thermalisierung. Um die Ensemblemittelwerte
wie gefordert unabha¨ngig von der gewa¨hlten Startkonfiguration zu halten, muß die-
se Phase von der Mittelwertbildung ausgeschlossen bleiben. Das wird in der Praxis
der Computerexperimente so realisiert, daß bei der Auswertung eine genu¨gend lange
Folge von Schritten am Beginn der Simulation u¨bersprungen wird; die zugeho¨rigen
Konfigurationen werden fu¨r die statistische Auswertung nicht beru¨cksichtigt.
Um die Dauer der Thermalisierung abscha¨tzen zu ko¨nnen, wird die Entwicklung der
potentiellen Energie im Verlauf der Simulation betrachtet. Zu Beginn der Simulation
steigt sie von dem Minimalwert, der der Anfangskonfiguration entspricht, bis zum
Erreichen des thermischen Gleichgewichts meist recht schnell an, danach bleibt sie im
wesentlichen konstant. Das kann mithilfe der linearen Regression u¨berpru¨ft werden
[95]. Die Steigung der Geraden, die an die M Werte der potentiellen Energie Ei des
i-ten Monte-Carlo-Schritts angepaßt wird, betra¨gt
B =
M
∑
Eii−∑Ei∑ i
M
∑
i2 − (∑ i)2 (4.35)
Diese Drift liegt in der Regel unter 1 kJ/mol pro eine Million Simulationsschritte.
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Es treten nur noch statistische Fluktuationen auf, deren Gro¨ße durch die Standard-
abweichung
δ〈E〉 =
√∑
E2i − 1M (
∑
Ei)2
M − 1 (4.36)
beschrieben werden kann und deren typische Perioden auch die Dauer der Simula-
tionen bestimmt: Die La¨nge sollte die typischen Periodendauern der Fluktuationen
um ein Vielfaches u¨berschreiten. Da die Monte-Carlo-Simulationen kleiner Cluster
jedoch bei Verwendung moderner Computer keine extrem hohen Rechenzeiten mehr
erfordern, ko¨nnen so lange Simulation durchgefu¨hrt werden, daß sowohl die Pha-
se der Equilibrierung als auch die der Mittelwertbildung mehr als ausreichend lang
sind. Die typischen Werte von 105 bzw. 106 Schritten liegen u¨ber den in der Literatur
u¨blichen.
Der Aufbau des Diagnoseprogramms soll im folgenden na¨her erla¨utert werden; das
Flußdiagramm in Abbildung 4.4 zeigt die wesentlichen Teile des zugrunde liegenden
Algorithmus. Zusa¨tzlich zu den Parametern, die der allgemeinen Charakterisierung
des physikalischen Systems dienen, und einigen Steuerparametern sind fu¨r die Be-
rechnung der thermisch gemittelten Spektren weitere Daten aus der Spektroskopie
des Monomers erforderlich: Dies sind
• die Frequenzen ωi, die im Rahmen der harmonischen Na¨herung erhalten wer-
den,
• die kubischen Kraftkonstanten φiij, die die Kopplung der Normalmoden inner-
halb eines Moleku¨ls beschreiben, und
• die atomaren Verschiebevektoren ∆~r, die die ra¨umliche Struktur jeder der
Normalmoden beschreiben.
Eine ausfu¨hrlichere Erla¨uterung dieser Gro¨ßen und ihre Herleitung findet sich in den
Kapiteln u¨ber die Normalmodenanalyse und die Sto¨rungsrechnung.
Nach dem vorbereitenden Einlesen der Daten ins Programm wird dann die vom
ersten Programm erzeugte Datei mit den Konfigurationen wieder geo¨ffnet. Da, wie
oben dargelegt, eine gewisse Anzahl von Monte-Carlo-Schritten zu Beginn der Si-
mulation bei der Mittelwertbildung nicht beru¨cksichtigt werden darf, wird eine ent-
sprechende Anzahl von Datensa¨tzen am Anfang der Datei u¨bersprungen. Zu Kon-
trollzwecken wird lediglich der Wert der potentiellen Energie gelesen. In der nun
folgenden zentralen Schleife werden die Simulationsschritte ab dem Erreichen des
thermischen Gleichgewichts ausgewertet. Von der Konfigurationsdatei werden fu¨r
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Abbildung 4.4: Das Flußdiagramm zeigt den Ablauf des Programms, mit dem die im
Monte-Carlo-Programm erzeugte Folge von Konfigurationen ausgewertet wird und
mit dem verschiedene thermisch gemittelte Gro¨ßen berechnet werden.
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jeden MC-Schritt die Werte der gesamten Wechselwirkungsenergie und die aller mo-
lekularer Koordinaten gelesen. Daraus ko¨nnen durch Drehungen mit Eulerschen Ro-
tationsmatrizen und Translationen die Positionen aller Atome bzw. Potentialzentren
rekonstruiert werden. In einer Schleife u¨ber alle Paare von Moleku¨len werden dann
die Schwerpunktsabsta¨nde rij errechnet und in ein Histogramm zur Darstellung der
Paarkorrelationsfunktion g(r) eingeordnet. Dazu denkt man sich die δ-Funktion in
Gleichung (4.30) auf Seite 87 durch eine schmale Rechtecksfunktion der Breite ∆r
ersetzt. Die Kana¨le des Histogramms entspechen dann dem Intervall (r,r+∆r). De-
ren Inhalt wird fu¨r jeden Wert von rij, der in das entsprechende Intervall fa¨llt, um
Eins inkrementiert. Mit den relativen Orientierungswinkeln αij zwischen bestimmten
Achsen der untersuchten Moleku¨le wird analog verfahren.
Nach Durchlaufen dieser Schleife u¨ber alle Paare von Moleku¨len werden in einem
umfangreichen Unterprogramm die Verschiebungen der fundamentalen Anregungs-
frequenz einer bestimmten Schwingungsmode und die dazugeho¨rigen Infrarotinten-
sita¨ten berechnet. Die zur Berechnung der Spektrallinien mittels quantenmechani-
scher Sto¨rungsrechnung angewandte Prozedur entspricht exakt der in Kapitel 3.5
beschriebenen. Fu¨r einen Cluster aus N Moleku¨len erha¨lt man dabei i. a. bis zu
N verschiedene Spektrallinien. Wie im Fall der Paarkorrelationsfunktionen wird je-
der der Werte der Frequenzverschiebungen in ein Histogramm eingeordnet. Hierbei
werden die einzelnen Beitra¨ge zum jeweiligen Histogrammkanal mit der zugeho¨rigen
Infratrotintensita¨t der Spektrallinie gewichtet.
Nach dem Abarbeiten der Hauptschleife werden die drei Histogramme willku¨rlich
auf das Intervall [0,1] normiert und in einer formatierten Datei gespeichert. Bei Ka-
nalzahlen in der Gro¨ßenordnung von 200 betra¨gt somit die Auflo¨sung der Paarkor-
relationsfunktionen typischerweise 1 pm fu¨r g(r) bzw. 1.0◦ fu¨r g(α) sowie 0.5 cm−1
fu¨r das Infrarotspektrum. Wahlweise ko¨nnen die Histogramme auch auf grafische
Ausgabegera¨te geschickt werden.
Weiterhin kann auch die Entwicklung der potentiellen Energie im Verlauf der Si-
mulation verfolgt werden. Außer deren Mittelwert wird deren Standardabweichung
nach Gl. (4.36) und deren Drift nach Gl. (4.35) kontrolliert. Daru¨ber hinaus kann der
Verlauf der Energie in einer Grafik visualisiert werden. Durch alle diese Maßnahmen
wird eine sichere Einscha¨tzung der Dauer der Thermalisierung ermo¨glicht.
Jede dieser Optionen des Programms kann einzeln an- oder abgeschaltet werden. Bis
auf die Berechnung der Spektren stellen alle Diagnosen keine nennenswerten Anfor-
derungen an die Rechenzeit, ko¨nnen also bei einer interaktiven Dialogsitzung sofort
durchgefu¨hrt werden. Die Simulation der Spektren erfordert jedoch einen hohen
Rechenaufwand. Fu¨r die Berechnung des Spektrums einer einzigen Konfiguration
mu¨ssen alle in Formel (3.38) auf Seite 51 vorkommenden partiellen Differentiatio-
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nen gebildet werden. Dazu muß die Berechnung der potentiellen Energie, die den
eigentlich rechenzeitintensiven Teil jeder Simulation ausmacht, etliche Male erfolgen.
Daher ist es hier besonders wichtig, die La¨nge der Simulationen und die La¨nge der
Intervalle, in denen diese Auswertung erfolgt, genau abzuwa¨gen.
Kapitel 5
Methanolcluster
5.1 Einleitung
Methanol ist neben Wasser eines der am ha¨ufigsten gebrauchten polaren Lo¨sungs-
mittel in der Chemie. Beide ko¨nnen als Prototypen fu¨r Moleku¨le mit Wasserstoff-
bru¨ckenbindungen angesehen werden. Mit einer Bindungsenergie in der Gro¨ßenord-
nung von etwa 25-30 kJ/mol fu¨r den isolierten Dimer liegt es zwischen den Syste-
men mit extrem starker Bindung, wie z. B. den Mischsystemen H3N · · ·HF und
H2O · · ·HF , die schon stark ionischen Charakter aufweisen, und den eher schwach
gebundenen Systemen wie z. B. dem Ammoniakdimer H3N · · ·HNH2. Bevor in den
folgenden Abschnitten auf die Details der experimentellen und rechnerischen Resul-
tate fu¨r Methanolcluster eingegangen wird, soll hier kurz auf einige Eigenschaften
von Wasserstoffbru¨ckenbindungen eingegangen werden, wobei neben vielen Gemein-
samkeiten aber auch auf Unterschiede zwischen den beiden verwandten Systemen
Wasser und Methanol hingewiesen wird. Viel Wissenswertes u¨ber die Bru¨ckenbin-
dung, insbesondere in der flu¨ssigen Phase, findet sich in mehreren der Artikel in dem
ku¨rzlich erschienenen Buch u¨ber intermolekulare Kra¨fte, das von P. L. Huyskens
et al. herausgegeben wurde [4].
Fu¨r das Zustandekommen der Bru¨ckenbindung in Wasser H–O–H und in Methanol
H-O-CH3 ist die nicht spha¨rische Verteilung der Elektronenhu¨lle des Sauerstoffa-
toms verantwortlich. Es gibt vier hybridisierte sp3-Orbitale, die als keulenfo¨rmige
Wolken erho¨hter Elektronendichte etwa in tetraedrischer Form aus dem O-Atom
herausragen. Auf diese verteilen sich acht a¨ußere Elektronen: Sechs vom O-Atom
(2s22p4) und je eins von den beiden H-Atomen bzw. der Methylgruppe. Zwei von
den vier Orbitalen sind an den Bindungen zu den Wasserstoffatomen bzw. der CH3-
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Gruppe beteiligt. Durch die starke Elektronegativita¨t des O-Atoms wird hierbei die
Elektronenladung vom H-Atom abgezogen, die Bindung ist stark polar. Die anderen
beiden Orbitale bleiben als sog.
”
einsame Paare“ u¨brig. Sie ko¨nnen je eine zusa¨tz-
liche Bindung zu einem der teilweise entblo¨ßten Protonen eines weiteren Wasser-
oder Methanolmoleku¨ls vermitteln. Diese Bindung wird als Nebenvalenz- oder Was-
serstoffbru¨ckenbindung bezeichnet. Dabei wird das Moleku¨l, das mit seinem H-Atom
an der Bindung beteiligt ist, als (Protonen-)donor, das andere als Akzeptor bezeich-
net. Mit diesem Mechanismus lassen sich auch drei charakteristische Eigenschaften
dieser Bindungsart erkla¨ren:
• Wasserstoffbru¨ckenbindungen sind stets sto¨chiometrisch. An ein Sauerstoffa-
tom ko¨nnen nur genau ein oder zwei Protonen gebunden werden. Dies ist
ein wesentlicher Unterschied zu reinen Dipol-Dipol-Wechselwirkungen, wo die
Anzahl der Bindungen durch die Abmessungen der Moleku¨le (van der Waals-
Radien gegeben ist).
• Die Bindung hat eine definierte Vorzugsrichtung entlang der Tetraeder-Achsen.
Diese schließen mit der Ebene des Moleku¨ls einen Winkel von etwa 55o ein.
Diese beiden Eigenschaften haben ihren Ursprung in der relativ scharfen ra¨um-
lichen Abgrenzung der keulenfo¨rmigen Orbitale der
”
einsame Paare“.
• Der stark polare Charakter des Wasser- oder Methanolmoleku¨ls la¨ßt sich
durch negative und positive Partialladungen auf den H-Atomen bzw. dem
O-Atom beschreiben. Mullikan-Populationsanalysen auf der Basis von SCF-
Rechnungen ergeben hierfu¨r einen Wert von qH = +0.392|e| und qO =
−0.784|e|. Am Beispiel des Wassers soll der elektrostatische Effekt der Di-
merbildung na¨her erla¨utert werden. Es findet ein Ladungstransfer statt: Die
A¨nderungen der Partialladungen sind in Abb. 5.1 dargestellt. In der Summe
wird etwa ein Hundertstel (0.012) einer Elektronenladung vom Akzeptor auf
den Donor transferiert. Daru¨ber hinaus vera¨ndern sich die Werte der Parti-
alladungen auf den einzelnen Atomen so, daß sich die Polarita¨t in allen OH-
Bindungen außer in der freien Bindung des Donors noch versta¨rkt. Diese intra-
molekulare Polarisierung ist die Ursache fu¨r den Effekt der Kooperativita¨t der
Wasserstoffbru¨ckenbindungen: Das Akzeptormoleku¨l kann aufgrund des wei-
teren Abzugs von Elektronenladung an den H-Atomen fu¨r weitere Bindungen
ein sta¨rkerer Donor sein, das Donormoleku¨l ist durch zusa¨tzliche Elektronen-
ladung am O-Atom ein sta¨rkerer Akzeptor (siehe den Artikel von Vanquik-
kenborne in [4]). Diese zusa¨tzliche Polarisation hat somit eine gegenseitige
Versta¨rkung von Bru¨ckenbindungen zur Folge, was in Abschnitt 5.4.5 noch
diskutiert wird.
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Abbildung 5.1: Ladungstransfer im Wasserdimer: Gezeigt sind die A¨nderungen der
Partialladungen (in Vielfachen des Betrages der Elementarladung) nach einer Mul-
likananalyse (nach [4])
Die Strukturen der flu¨ssigen und insbesondere der festen Phase erweisen sich als
sehr unterschiedlich bei Wasser und Methanol. Wesentlicher Grund hierfu¨r ist die
geringere Symmetrie des Methanolmoleku¨ls: Wa¨hrend beim Wasser gleichviele Pro-
tonen und
”
einsame Paare“ existieren, stehen beim Methanolmoleku¨l jedem Proton
der Hydroxylgruppe zwei solche Elektronenwolken gegenu¨ber. In kristallinem Eis
hat jedes Wassermoleku¨l zwei Bindungen zu benachbarten Moleku¨len u¨ber seine H–
Atome und zwei u¨ber seine
”
einsamen Paare“. Es fungiert also in je zwei Bindungen
als Donor und als Akzeptor, das entspricht einer Koordinationszahl von vier 1. Fe-
stes Methanol kann in mindestens vier Phasen existieren, von denen die wichtigsten
die α-Phase unterhalb von 160 K und die β-Phase von 160 K bis zum Schmelzpunkt
bei 179 K sind. Diese beiden Phasen sind aus parallelen bru¨ckengebundenen Ketten
der Art O-H· · ·O-H· · ·O-H· · ·O-H· · · aufgebaut [96, 97, 98], die Koordinationszahl
betra¨gt also nur zwei.
Die Abweichungen der Struktur der flu¨ssigen Phase des Methanols von der des Was-
sers haben ebenso wie die in der festen Phase ihre wesentliche Ursache in dem
Ungleichgewicht der Protonen und der
”
einsamen Paare“ beim Methanol: Bei flu¨ssi-
gem Wasser gerade oberhalb des Gefrierpunkts liegt ein hoher Anteil der Moleku¨le
in Ringen aus sechs Moleku¨len vor, die durch zusa¨tzliche Bindungen untereinander
lose vernetzt sind. Die hohe Koordinationszahl von 4.4, die dicht an dem Wert fu¨r
Eis liegt, zeigt an, daß nur ein kleiner Teil der Bru¨ckenbindungen beim Schmelzen
geo¨ffnet werden mußten. Die Existenz dieser Ringe ist fu¨r die Dichteanomalie des
Wassers verantwortlich: Bei steigender Temperatur zerfallen in zunehmendem Ma-
ße diese sperrigen Strukturen, die Moleku¨le okkupieren dann weniger Volumen. Bei
1Die Unterscheidung zwischen den Valenz- und den Bru¨ckenbindungen an die H-Atome ist nicht
eindeutig. Das intra- und das intermolekulare Potential zusammen ergeben ein Potential la¨ngs der
O–H· · ·O-Verbindung, das zwei Mulden aufweist, zwischen denen das H-Atom springen kann.
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flu¨ssigem Methanol dagegen finden sich solche Konfigurationen nicht. Es wird eine
Struktur gefunden, die durch die Existenz sehr langer Ketten mit gelegentlichen Ver-
zweigungen charakterisiert ist (siehe die Simulationsergebnisse in [99, 100]). Bedingt
durch die geringe Koordinationszahl von etwa zwei ist die Verdampfungswa¨rme klei-
ner als bei Wasser (34.8 vs. 42.3 kJ/mol), auch der Siedepunkt liegt deutlich niedri-
ger (337.1 vs. 375.15 K). Die entsprechenden Werte fu¨r die ho¨heren Alkohole zeigen,
daß erst zwischen Propanol (C3H7OH) und Butanol (C4H9OH) die Werte denen des
Wassers gleichkommen. Daraus folgt, daß erst die van der Waals-Attraktion einer
Kette aus drei bis vier CH2-Gruppen der Bindungsenergie einer OH-Gruppe gleich-
kommt (siehe der Artikel von W. A. P. Luck in [4]). Interessant ist auch das
Verhalten von Wasser-Methanol-Mischungen: In Simulationen ergibt sich ein U¨ber-
gang der Anzahl na¨chster Nachbarn: Mit steigendem Anteil von Methanol sinkt die
Anzahl der einem Wassermoleku¨l benachbarten Moleku¨le auf etwa drei, wa¨hrend die
Zahl der Nachbarn eines Methanolmoleku¨ls beim Erho¨hen der Wasserkonzentration
auf etwa diesen Wert ansteigt [101].
5.2 Experimentelle Ergebnisse
Die fru¨hesten Hinweis auf die Existenz von Methanolclustern stammen aus thermo-
dynamischen Untersuchungen von Methanol in der gasfo¨rmigen Phase. So sind die
Messungen der Wa¨rmekapazita¨t ein Anhaltspunkt fu¨r das Auftreten von Konden-
sation. Weltner und Pitzer schließen aus ihren Messungen auf das Auftreten
von Dimeren und Tetrameren [102]. Ein empfindlicherer Nachweis der Bildung von
Komplexen ist die Wa¨rmeleitfa¨higkeit. Entsprechende Experimente von Renner,
Kucera und Blander weisen auf die Existenz von Tetrameren in gasfo¨rmigem
Methanol bei 325 K hin [103]. Eine U¨bersicht u¨ber weitere thermodynamische Mes-
sungen gibt der Artikel von Curtiss und Blander [104].
Eine bemerkenswerter Fortschritt gegenu¨ber diesen Messungen ist das Experiment
zur Ablenkung von Moleku¨lstrahlen in inhomogenen elektrischen Feldern von Odu-
tola et al. [105], die erstmalig eine indirekte Aussage u¨ber Strukturen dieser
Cluster erlauben. In deren Vero¨ffentlichung werden Messungen vorgestellt, aus de-
nen hervorgeht, daß die Dimere polar sind, daß jedoch bei den u¨brigen kleinen Clu-
stern das Dipolmoment verschwindet. Daraus wird fu¨r die ersteren auf eine lineare
Struktur, fu¨r die letzteren auf zyklische Strukturen geschlossen.
Wenige Jahre spa¨ter wurden die ersten Spektren aus Messungen der Schwingungs-
pra¨dissoziation von Methanolclustern vero¨ffentlicht [106, 107]. Bei diesen Experi-
menten wurden die Aggregate durch Kondensation in einer Du¨senstrahlexpansi-
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on erzeugt und dann mit Infrarotlicht aus einem CO2-Laser die intramolekulare
CO-Schwingung angeregt. Kopplung dieser Schwingungen an die intermolekularen
Freiheitsgrade bewirkt dann, daß die Komplexe dissoziieren, was sich u¨ber eine
Abschwa¨chung des Strahlsignals detektieren la¨ßt. Bei diesen fru¨hen Experimenten
konnten jedoch die Spektrallinien nicht eindeutig bestimmten Clustergro¨ßen zuge-
ordnet werden, da die Gro¨ßenverteilung der Cluster, die in der isentropen Expansion
entstehen, nicht bekannt ist.
Eine wesentliche Weiterentwicklung dieser Art von Experimenten stellte wenig
spa¨ter die Kombination dieser Technik mit der von U. Buck und H. Meyer
entwickelten Methode zur Gro¨ßenselektion neutraler Cluster dar: Durch Streuung
an einem Atomstrahl werden die Cluster in verschiedene Winkelbereiche gestreut
[5, 6]. Zusammen mit der Information u¨ber die Geschwindigkeiten nach dem Stoß
ist so eine Unterscheidung der Clustergro¨ßen sogar dann mo¨glich, wenn vollsta¨ndige
Fragmentation bei der Ionisierung die u¨blichen massenspektrometrischen Methoden
ausschließt. In den letzten Jahren wurden mit dieser Methode in zwei Go¨ttinger
Arbeitsgruppen Messungen von Methanolclustern in der Spektralregion der Anre-
gung der CO-Streckschwingung (ν8, 1033.5 cm
−1, [108]) durchgefu¨hrt. Bei den Ex-
perimenten von M. Stemmler und F. Huisken fand die Stoßselektion nach der
Laseranregung statt (
”
kalte Cluster“), wobei die Auflo¨sung auf den Bereich bis zum
Tetramer limitiert ist [9]. Bei den Experimenten von U. Buck et al. wurde die
Spektroskopie an den zuvor gro¨ßenselektierten Clustern vorgenommen [7, 8]. Diese
Methode arbeitet bei Methanol mindestens bis zum Hexamer zuverla¨ssig, jedoch sind
die Spektrallinien fu¨r den Dimer wesentlich breiter aufgrund von Energieu¨bertrag
beim Stoß (
”
heiße Cluster“) [109]. Erwa¨hnt werden sollen auch noch die Experimen-
te der Gruppe von J.D. Lisy in Urbana (Illinois), bei denen Spektren verschiede-
ner isotopensubstituierter Dimere zwar ohne Gro¨ßenselektion, jedoch mit der bisher
ho¨chsten Auflo¨sung gemessen werden konnten [10]. Die genauen Ergebnisse dieser
Messungen sind in Tab. 5.13 in Abschnitt 5.6.1 im Vergleich mit berechneten Spek-
tren dargestellt, hier soll nur ein kurzer U¨berblick u¨ber die wesentlichen Tendenzen
gegeben werden: Beim Dimer spaltet die Spektrallinie der fundamentalen Anregung
der ν8-Mode in eine rot- und eine blauverschobene Komponente auf: Die Verschie-
bungen gegenu¨ber der Frequenz der Gasphase (1033.5 cm−1) betragen -7 cm−1 und
+18 cm−1, was in bemerkenswerter U¨bereinstimmung Untersuchungen der flu¨ssi-
gen Phase ist: Kabisch und Pollmer maßen die Frequenzverschiebung flu¨ssigen
Methanols in verschiedenen Lo¨sungsmitteln. Sie fanden fu¨r Methanolmoleku¨le, die
durch ihre freien Elektronenpaare gebunden sind, einen Wert −4 cm−1, fu¨r solche,
die durch ihr Hydroxyl-H-Atom gebunden sind, einen Wert von +13cm−1 [110].
Fu¨r die Cluster vom Trimer bis zum Pentamer wurden Spektren mit nur einer blau-
verschobenen Linie gefunden, wobei der Wert der Linienverschiebung mit der Clu-
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stergro¨ße zunimmt (+8 cm−1, +10 cm−1 und +14cm−1). Das Spektrum des Hexa-
mers dagegen besteht wiederum aus zwei Linien, die beide blauverschoben sind (+6
cm−1 und +18 cm−1). Nach Abschluß der in dieser Arbeit vorgestellten Rechnungen
wurden Doppelresonanzmessungen zur Untersuchung der Spektren des Dimers und
des Hexamers gemacht: In beiden Fa¨llen ergab sich, daß die beiden Linien auf die
Absorption eines Isomers zuru¨ckzufu¨hren sind [111].
Neuere Messungen mit einem optischen parametrischen Oszillator (OPO) als
Lichtquelle ermo¨glichen auch Spektroskopie im Bereich der Anregung der OH-
Streckschwingung, die fu¨r die Gasphase bei einer Frequenz von 3681 cm−1 liegt [11].
Fu¨r den Dimer wurden zwei Linien gefunden, von denen eine stark rotverschoben
(−106.6 cm−1) ist und sehr hohe Intensita¨t aufweist, und die andere fast beim Wert
der freien Moleku¨le (+3.1 cm−1) liegt und weit schwa¨cher absorbiert. Der Trimer
weist in seinem Spektrum eine sehr breite und starke Absorptionsbande auf, die weit
rotverschoben ist (-220 cm−1), wa¨hrend noch gro¨ßere Cluster in der Region zwischen
3200 cm−1 und 3400 cm−1 absorbieren.
5.3 Potentialfla¨chen
Die Auswahl einer realistischen Modellfunktion der Wechselwirkung der Methanol-
moleku¨le ist eine wesentliche Voraussetzung fu¨r die Berechnung von Strukturen und
Infrarotspektren der zu untersuchenden Cluster. Im Rahmen dieser Arbeit werden
vier verschiedene Potentiale benutzt, die hier kurz vorgestellt werden sollen.
Alle vier gehen von der Annahme der paarweisen Additivita¨t der Wechselwirkungs-
energie aus, was eine erhebliche Vereinfachung des Rechenaufwands bedeutet, jedoch
nicht in allen Fa¨llen sehr realistisch ist. Anmerkungen hierzu befinden sich in der
Diskussion der Methode zur Berechnung der Linienverschiebung in Kapitel 3.5.5
sowie im Abschnitt 5.4.5 beim Vergleich der mit diesen Modellen berechneten Bin-
dungsenergien kleiner Methanolcluster.
5.3.1 Potentialzentrenmodelle
Bei allen hier besprochenen Modellen der Paarwechselwirkung von Methanolmo-
leku¨len handelt es sich um sogenannte Potentialzentrenmodelle (site-site potential).
Dabei wird die molekulare Wechselwirkung dadurch modelliert, daß an verschie-
denen Stellen auf dem Moleku¨l, meist auf den Atomen, punktfo¨rmige Wechselwir-
kungszentren angenommen werden, deren relative Orientierung festgehalten wird,
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d. h. die Moleku¨le werden als starr angenommen. Manchmal kann ein Zentrum auch
fu¨r eine funktionale Gruppe, wie z. B. eine CH3-Gruppe stehen. Die Wechselwirkung
zweier Moleku¨le A und B wird dann durch Summation u¨ber die Interaktion aller
Zentren i des Moleku¨ls A mit allen Zentren j des Moleku¨ls B berechnet
UAB =
∑
i∈A
∑
j∈B
uij(rij) , (5.1)
wobei uij fu¨r eine isotrope Potentialfunktion der Zentren i und j steht, die nur
noch vom Abstand rij abha¨ngt. Auf diese Weise kann die Anisotropie der Wechsel-
wirkung einfacher nachgebildet werden als durch die Benutzung winkelabha¨ngiger
Funktionen, die nur bei linearen oder hochsymmetrischen Moleku¨len gelegentlich
Anwendung finden.
Bei den hier zu diskutierenden Moleku¨lpotentialen wird der elektrostatische Anteil
uel der Wechselwirkung
uel(rij) =
1
4pi0
qiqje
2
rij
(5.2)
durch die Punktladungen qi (in Vielfachen des Betrags der Elementarladung) auf den
Atomen modelliert, wobei 0 die Dielektrizita¨tskonstante des Vakuums bezeichnet.
Die Gro¨ße der sog. Partialladungen qi kann durch Anpassung an die permanenten
und die U¨bergangsmomente sowie durch die Forderung der Ladungsneutralita¨t be-
stimmt werden. Der nichtelektrostatische Anteil une (Repulsion und van der Waals-
Attraktion) wird oft durch ein Lennard-Jones Potential beschrieben
une(rij) = 4ij((σij/rij)
12 − (σij/rij)6) , (5.3)
wobei die Parameter ij und σij die Topftiefe bzw. den Nulldurchgang der Funktion
angeben. Sie werden meist semiempirisch durch Anpassung an verschiedene Eigen-
schaften, insbesondere der flu¨ssigen oder gasfo¨rmigen Phase, bestimmt. Diese Funk-
tionen sind aufgrund der einfachen analytischen Form bei Computersimulationen
besonders gu¨nstig. Der langreichweitige attraktive Teil der Funktion zeigt das rich-
tige asymptotische Verhalten, jedoch ist eine steil abfallende Exponentialfunktion,
wie sie sich aus Hartree-Fock-Rechnungen ergibt, realistischer fu¨r die Nachbildung
der Repulsion.
Ein besonderer Vorteil der Verwendung von Potentialzentrenmodellen besteht in der
U¨bertragbarkeit der Werte der Parameter. Ein Satz von Parametern fu¨r ein Atom
oder eine funktionale Gruppe, die fu¨r die Wechselwirkung einer molekularen Spezies
gewonnen wurden, kann unter gu¨nstigen Umsta¨nden fu¨r ein anderes Moleku¨l wieder
verwendet werden. Auf diese Weise ko¨nnen auch mit sehr wenigen freien Parametern
Potentialfunktionen fu¨r gro¨ßere Moleku¨le konstruiert werden.
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5.3.2 OPLS-Potential
Das erste hier vorzustellende Modell ist das OPLS (Optimized Potential for Liquid
Simulation)-Potential von W. L. Jorgensen [112]. Die analytische Form des Po-
tentials ist durch
UAB =
∑
i∈A
∑
j∈B
(
1
4pi0
qiqje
2
rij
+
Aij
r12ij
− Cij
r6ij
)
(5.4)
gegeben. Der erste Term auf der rechten Seite der Gleichung beschreibt die elek-
trostatische Wechselwirkung, die Konstanten qi bezeichnen die Partialladungen der
Potentialzentren in Vielfachen vom Betrag der Elektronenladung. Die beiden ande-
ren Terme stehen fu¨r die Repulsion und die van der Waals-Attraktion. Die erforder-
lichen Parameter Aij und Cij des Lennard-Jones-Anteils fu¨r die CH3-Gruppe und
das O-Atom ko¨nnen mit den Kombinationsregeln
Aij =
√
AiiAjj und Cij =
√
CiiCjj (5.5)
aus den Parametern der Wechselwirkung gleicher Zentren Aii und Cii ermittelt wer-
den. Sie stehen u¨ber die Relationen
A = 4σ12 und C = 4σ6 (5.6)
mit den Parametern der Lennard-Jones-Potentialfunktion in Zusammenhang. Die-
se wurden mittels MC-Simulationen an die thermodynamischen und strukturellen
Eigenschaften flu¨ssigen Alkohols angepaßt. Fu¨r die Wechselwirkung des Hydroxyl-
H-Atoms wird nur der elektrostatische Term beru¨cksichtigt. Alle Werte der Poten-
tialparameter sind in Tabelle 5.1 zusammengefaßt.
Zentrum qi σi/pm i/kJ mol
−1
CH3 +0.265 384 0.799
O −0.700 307 0.711
H +0.435 – –
Tabelle 5.1: Die Tabelle gibt die Werte der nach Gl. (5.3) definierten Parameter des
OPLS-Modells [112] der intermolekularen Wechselwirkung fu¨r Methanol an.
Die Werte der elektrischen Ladungen wurden so gewa¨hlt, daß sie zusammen mit einer
Geometrie der Moleku¨le, die durch La¨ngen von 94.5 pm und 143.0 pm fu¨r die OH-
bzw. CO-Bindung und durch einenWinkel von 108.5o zwischen diesen charakterisiert
ist, ein (statisches) Dipolmoment von 2.2 D = 7.4 ·10−30 Cm ergeben 2. Dieser Wert
21 Debye = 3.3356 · 10−30 Cm
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liegt bewußt ca. 25 % u¨ber dem entsprechenden Wert der Gasphase, um hiermit der
Nichtadditivita¨t der Wechselwirkungen und dem Fehlen eines Induktionsterms in
diesemModell Rechnung zu tragen. Der u¨berho¨hte Wert des Moments resultiert auch
in einer nach Abscha¨tzungen des Autors um ca. 4 kJ/mol zu hohen Bindungsenergie
und in einer um 20 pm zu kurzen Bru¨ckenbindung fu¨r den Dimer. Wie spa¨ter noch
gezeigt wird, wird aber der typische Verlauf der inkrementellen Bindungsenergie
im Cluster mit seinem typischen Maximum bei einer Gro¨ße von vier Moleku¨len
hierdurch gut reproduziert.
Daru¨ber hinaus stimmt auch der berechnete Wert des U¨bergangsdipolmoments fu¨r
die CO-Streckschwingung (ν8) von 0.245D = 0.817 · 10−30Cm bemerkenswert ge-
nau mit dem experimentellen Wert u¨berein, der aus Rabi-Oszillationen in Stark-
Spektren zu (0.242± 0.012)D = (0.807± 0.040) · 10−30Cm bestimmt werden konnte
[113]. Der deutlich abweichende Wert von 0.64 · 10−30Cm aus Infrarot-Mikrowellen-
Doppelresonanz-Experimenten wird von den Autoren dieser Studie selbst bezweifelt
[114], durch vergleichende Absorptionsmessungen erhalten sie ein U¨bergangsmoment
von 0.91 · 10−30Cm.
5.3.3 PHH-Potential
Zum Vergleich wird in dieser Arbeit fu¨r einen Teil der Rechnungen von Clu-
sterspektren ein weiteres Potentialmodell herangezogen. Es wurde von Palinkas,
Hawlicka und Heinzinger fu¨r molekulardynamische Simulationen von flu¨ssigem
Methanol entwickelt und stellt ebenfalls die potentielle Energie der Paarwechselwir-
kung durch ein Drei-Zentren-Modell dar [92]. In einer neueren Arbeit wurde es durch
Hinzufu¨gen von drei Ladungszentren fu¨r die H-Atome der Methylgruppe erweitert
[93], um so auch einen Vergleich der Simulationsergebnisse fu¨r die Struktur flu¨ssigen
Methanols mit Neutronenbeugungsexperimenten zu ermo¨glichen. Die beiden Model-
le werden im folgenden kurz mit PHH3 bzw. PHH6 bezeichnet. Der elektrostatische
Teil des Potentials wird durch Werte der Partialladungen von q = 0.25 und q = −0.6
fu¨r das H- und das O-Atom der Hydroxylgruppe sowie durch q = 0.04 und q = 0.07
fu¨r das C- und die H-Atome der Methylgruppe festgelegt. Das ergibt ein perma-
nentes Dipolmoment von 6.44 · 10−30Cm, das somit um rund 15 % unter dem Wert
des OPLS-Potentials liegt. Die nicht-elektrostatischen Anteile der Wechselwirkung
fu¨r das O- und das H-Atom der Hydroxylgruppe wurden leicht modifiziert aus dem
von Stillinger und Rahman entwickelten Modell der Potentialfla¨che fu¨r Wasser
[115] u¨bernommen. Sie beschreiben die Wechselwirkungen mit recht komplizierten
analytischen Funktionen. Sie finden sich im Anhang von [101]. Fu¨r die Wechselwir-
kung der Methylgruppen untereinander und mit den O-Atomen wurde ein Lennard-
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Jones-Ansatz gewa¨hlt, die no¨tigen Parameter sind einer Arbeit von Jorgensen
entnommen [116]. Die in den beiden Arbeiten der Mainzer Gruppe ebenfalls in
Form eines primitiven intramolekularen Potentials beru¨cksichtigte Flexibilita¨t der
Moleku¨le, die in (klassischen) molekulardynamischen Simulationen gleichzeitig das
Spektrum der inter- und intramolekularen Bewegung liefert, wird in dieser Arbeit in
der intermolekularen Potentialfla¨che nicht beru¨cksichtigt. Sie wird stattdessen durch
sto¨rungstheoretische quantenmechanische Methoden weit realistischer beschrieben.
5.3.4 EPEN- und QPEN-Potential
Die EPEN (Empirical Potential Based on the Interactions of Electrons and Nuclei)-
Potentialmodelle [117] sowie deren Weiterentwicklungen EPEN/2 [62] unterscheiden
sich in einem wesentlichen Punkt von den beiden oben beschriebenen Modellen: Sie
beinhalten neben den Potentialzentren, die auf den Atomkernen lokalisiert sind,
auch solche, die die Wechselwirkung von Bindungselektronen oder freien Elektro-
nenpaaren, die Wasserstoffbru¨ckenbindungen vermitteln ko¨nnen, beschreiben. Die
analytische Form der Potentialfunktion la¨ßt sich als
UAB =
∑
i∈A
∑
j∈B
qiqj
(
1
4pi0
e2
rij
+ Aij exp(−Bijrij)− Cij
r6ij
)
(5.7)
schreiben. Die Potentialparameter wurden an eine Anzahl experimenteller Werte
angepaßt, die hauptsa¨chlich aus der Physik der flu¨ssigen und der festen Phase stam-
men. Sie erlauben nach einem Baukastenprinzip auch den Aufbau gro¨ßerer Moleku¨le
bis hin zum Bereich der Biochemie aus einzelnen funktionalen Gruppen. Im Fall von
Methanol wird das Modell des Moleku¨ls aus der CH3- und OH-Gruppe zusammen-
gesetzt. Unter Benutzung dieses empirischen Modells wurden von G. Brink und
L. Glasser schon Studien der Wasserstoffbru¨ckenbindung in kleinen Methanolclu-
stern bis zu einer Gro¨ße von vier Moleku¨len durchgefu¨hrt [118], auf die im Abschnitt
u¨ber die Minimalenergiekonfigurationen noch Bezug genommen wird.
Die gleiche Form der Parametrisierung der Potentialfla¨che mit als u¨bertragbar ange-
nommenen Konstanten liegt auch dem QPEN (Quantum-Mechanical Potential Ba-
sed on the Interactions of Electrons and Nuclei)-Modell zugrunde [119]. Hier wurden
die Parameter durch Anpassung an die Energien aus quantenmechanischen SCF-
Rechnungen angepaßt. Dadurch kann zwar prinzipiell ein gro¨ßerer Teil der Potential-
fla¨che beru¨cksichtigt werden als bei Anpassung an experimentelle Daten, die i. a. nur
von einem kleinen Teil der Fla¨che abha¨ngen, jedoch sind fu¨r Systeme von der Gro¨ße
des CH3OH-Dimers ab initio-Methoden noch immer mit erheblichen systematischen
Fehlern behaftet. Auch dieses Potential war schon Grundlage der Untersuchungen
kleiner Methanolcluster [67].
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Bei der Berechnung der Verschiebungen von Spektrallinien der Schwingungsanre-
gung ergeben sich jedoch bei Verwendung des EPEN- oder QPEN-Potentials Schwie-
rigkeiten mit den Ableitungen der intermolekularen Wechselwirkungsenergie U nach
intramolekularen Schwingungskoordinaten, da diese im Normalmodenansatz nur
durch die Verschiebung der Atomkerne charakterisiert sind. Daher werden in die-
ser Arbeit auch keine Berechnungen von Vibrationsspektren auf der Basis dieser
zwei Modelle pra¨sentiert. Bemerkungen zu solchen grundsa¨tzlichen Problemen mit
Potentialzentrenmodellen finden sich auch in der Diskussion in Abschnitt 3.5.5.
5.3.5 Berechnung von Virialkoeffizienten
Da die im vorangegangen Abschnitt vorgestellten Potentiale der Wechselwirkung
von Methanolmoleku¨len aufgrund der verschiedenen Formen der Modelle und der
Anpassung an verschiedene Daten der gasfo¨rmigen, flu¨ssigen und festen Phase stark
voneinander abweichen, ist es no¨tig, sie weiter zu u¨berpru¨fen. Hier sollen nur die
zweiten Virialkoeffizienten herausgegriffen werden, die relativ einfach zu berech-
nen sind, aber eine gute Aussage u¨ber den Realita¨tsgehalt eines Potentials machen
ko¨nnen. Aufgrund ihrer hohen Zuverla¨ssigkeit werden sie sogar bei umfangreichen
modernen ab initio-Rechnungen, die schon Korrelationen mit einbeziehen, zur An-
passung freier Parameter herangezogen [71].
Zur Definition von Virialkoeffizienten wird die Abweichung in der Zustandsgleichung
der gasfo¨rmigen Phase von der eines idealen Gases durch die sog. Virialreihe appro-
ximiert
PV
NkBT
= 1 +
B(T )
V
+
C(T )
V 2
+ . . . , (5.8)
wobei die Funktionen B(T ), C(T ), . . . als zweite, dritte, usw. Virialkoeffizienten be-
zeichnet werden. Sie ko¨nnen aus experimentellen Meßergebnissen der Kompressi-
bilita¨t von Gasen relativ einfach durch Anpassung an Polynome in 1/V bestimmt
werden. Eine Zusammenstellung von Werten fu¨r eine große Anzahl von Gasen findet
sich bei Dymond und Smith [120].
Es ist bekannt, daß der Zusammenhang der zweiten Virialkoeffizienten B(T ) mit
dem Potential der Paarwechselwirkung in relativ einfacher Weise beschrieben werden
kann. Mithilfe der Koordinaten τ (x, y, z, φ, θ, ψ) zur Beschreibung von Position und
Orientierung starrer Moleku¨le lautet die Relation fu¨r nichtlineare Moleku¨le dann
B(T ) = − N0
2V Ω2
∫
τ1
∫
τ2
[
exp(−U(τ1, τ2)
kBT
)− 1
]
dτ1dτ2 , (5.9)
wobei N0 fu¨r die Avogadro-Zahl steht. Die zwo¨lffache Integration erstreckt sich u¨ber
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den ganzen Ortsraum V und den ganzen Orientierungsraum Ω = 8pi2 jedes der
Moleku¨le; das Integrationsraumelement ist hierbei durch
dτ = dx dy dz dφ sin θ dθ dψ (5.10)
gegeben. Der Integrand, der gelegentlich auch als Mayer-Funktion bezeichnet wird,
ist eine stark variierende Funktion. Sie nimmt im Bereich der molekularen Repulsion
den Wert minus Eins an, wird dann im Bereich der Attraktion positiv und konver-
giert fu¨r große Absta¨nde gegen Null. Aufgrund dieser ungu¨nstigen Eigenschaften ist
die Durchfu¨hrung der Integration nicht trivial und erfordert einige spezielle Tech-
niken: Zuna¨chst einmal la¨ßt sich die Integration auf sechs Dimensionen reduzieren,
wenn das Koordinatensystem so gewa¨hlt wird, daß alle sechs Koordinaten des ersten
Moleku¨ls zu Null werden. Unter Benutzung der Polarkoordinaten rP ,ΘP ,ΦP fu¨r die
Ortsraumintegration und der Eulerwinkel φ, θ, ψ fu¨r die Orientierungsraumintegra-
tion erha¨lt man schließlich
B(T ) = − N0
16pi2
∫ ∞
0
r2PdrP
∫ pi
0
sinΘP dΘP
∫ 2pi
0
dΦP
∫ 2pi
0
dφ
∫ pi
0
sin θ dθ
∫ 2pi
0
dψ[
exp(−U(τ)
kBT
)− 1
]
. (5.11)
Um die starken Variationen des Integranden angemessen beru¨cksichtigen zu ko¨nnen,
wird im folgenden der Integrationsbereich in einzelne Bereiche aufgeteilt, die Qua-
dern im sechsdimensionalen Raum entsprechen. Diese ko¨nnen auf die entsprechenden
Einheitswu¨rfel transformiert werden, aber auch nach dieser Vereinfachung bleibt die
Durchfu¨hrung der Integration schwierig: Einerseits la¨ßt sich das Integral numerisch
nicht mehr mit Produktverfahren, die eine Verallgemeinerung z. B. der Gauß’schen
Methode darstellen, bearbeiten. Andererseits ist der Einsatz stochastischer Verfah-
ren, wie z. B. der Monte-Carlo-Methode noch nicht von Vorteil. Die Dimension des
hier vorliegenden Problems ist also fu¨r den Einsatz der ersteren schon zu groß, fu¨r
den Einsatz der letzteren aber noch zu klein. Daher bietet sich hier der Einsatz von
Nicht-Produkt-Verfahren an. Einen U¨berblick u¨ber Methoden dieser Art bietet das
Buch von A. H. Stroud [84]. Wie in einer Arbeit von D. J. Evans anhand der
Berechnung von Virialkoeffizienten von Benzol detailliert aufgezeigt wird, ist es am
effektivsten, ein Verfahren niedriger Ordnung bei einer hohen Anzahl von Unter-
teilungen des Integrationsbereiches zu wa¨hlen [121]. Aus den in [84] aufgelisteten
Formeln wird eine zweiter Ordnung gewa¨hlt, die in einem N -dimensionalen Wu¨rfel
N + 2 Auswertungen des Integranden erfordert. Als
”
gute“ Formel zeichnet sie sich
dadurch aus, daß alle Integrationspunkte im Inneren des Bereichs liegen und daß
die statistischen Gewichte jedes der Punkte gleich sind. Diese Methode wurde auch
fu¨r die Berechnung des Virialkoeffizienten von Wasserdampf gewa¨hlt, wo bei einer
totalen Anzahl von etwa 3.34 · 105 Funktionsberechnungen die Genauigkeit zu 2 %
abgescha¨tzt wird [122].
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Das fu¨r die erwa¨hnte Studie entwickelte Computerprogramm wurde von R. O. Watts
freundlicherweise zur Verfu¨gung gestellt und mit kleineren Aba¨nderungen zur Be-
rechnung der zweiten Virialkoeffizienten von Methanoldampf verwendet. Dort wird
fu¨r die Radialintegration das Gauß’sche Verfahren (10 Stu¨tzstellen) angewandt, die
Integration u¨ber die u¨brigen fu¨nf Variablen wird mit dem obigen Nichtproduktver-
fahren durchgefu¨hrt. Der Integrationsbereich aller sechs Variablen wird (nach der in
der obigen Gleichung gegebenen Reihenfolge) in
6 · 3 · 6 · 6 · 3 · 6 = 11664 (5.12)
Unterteilungen aufgeteilt, in jedem dieser Bereiche wird die Mayer-Funktion 70 mal
berechnet, so daß die gesamte Zahl der Potentialberechnungen, die den wesentlichen
Anteil der Rechenzeit ausmacht, nur etwa 8 · 105 betra¨gt.
In der Datensammlung [120] findet sich eine Zusammenstellung experimenteller Wer-
te fu¨r die zweiten Virialkoeffizienten von Methanoldampf aus acht verschiedenen
Vero¨ffentlichungen mit den von den jeweiligen Autoren gescha¨tzten Werten des Feh-
lers. Sie sind zusammen mit den Werten, die mithilfe der drei Potentiale PHH3,
OPLS und QPEN berechnet wurden, in Abb. 5.2 dargestellt. Im Bereich ho¨herer
Temperaturen, etwa oberhalb 450 K, sind die Werte von B(T ) durch den Einfluß
der Repulsion der Moleku¨le nur noch leicht negativ. Die Unsicherheiten der expe-
rimentellen Werte sind sehr klein, typischerweise unter 1 cm3/mol. Hier liegen die
Werte fu¨r das PHH3-Potential zu hoch, die anderen beiden Potentiale geben den
Verlauf richtig wieder. Im Bereich niedrigerer Temperaturen nimmt der Einfluß der
Attraktion rasch zu, der Koeffizient wird stark negativ. Trotz der dort schnell wach-
senden Unsicherheit von bis zu 200 cm3/mol in den experimentellen Werten la¨ßt sich
doch ein deutlich verschiedener Trend ablesen: Die mit dem QPEN-Potential berech-
neten Werte liegen wesentlich zu tief, wa¨hrend die Werte fu¨r das PHH3-Potential
leicht zu hoch liegen. Die OPLS-Werte liegen gerade am oberen Rand der Fehlerbal-
ken. Dieses Verhalten hat seine Ursache in der bei den jeweiligen Potentialmodellen
unterschiedlich starken Attraktion der Moleku¨le: Wie auch schon anhand der Wer-
te fu¨r das statische Dipolmoment der Moleku¨le ersichtlich ist, wird die Sta¨rke der
Bru¨ckenbindung im QPEN-Potential deutlich u¨berscha¨tzt, im PHH3-Potential da-
gegen leicht unterscha¨tzt. Dies spiegelt sich natu¨rlich auch in den Bindungsenergien
der Methanolcluster wieder, was im na¨chsten Abschnitt noch ausfu¨hrlich diskutiert
wird. Auch dort liefern das OPLS-und das PHH3-Potential realistischere Werte.
Neben dem eben Gesagten muß auch erwa¨hnt werden, daß das OPLS-Potential auf-
grund seiner einfachen analytischen Form Vorteile bei Computersimulationen mit
sich bringt. Aus diesen Gru¨nden wird es also im folgenden bevorzugt Verwendung
finden, gelegentlich werden auch Vergleiche zu den anderen Potentialmodellen gezo-
gen.
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Abbildung 5.2: Die Abbildung zeigt die Temperaturabha¨ngigkeit des zweiten Vi-
rialkoeffizienten B von Methanoldampf. Die drei Kurven zeigen die mithilfe der
drei Potentialmodelle PHH3, OPLS und QPEN berechneten Werte, die Punkte mit
Fehlerbalken geben verschiedene experimentelle Ergebnisse wieder, die in [120] zu-
sammengestellt sind.
5.4. MINIMALENERGIEKONFIGURATIONEN 113
5.4 Minimalenergiekonfigurationen
5.4.1 Dimere
Durch Minimierung der Wechselwirkungsenergie wurde die Struktur des Methanol-
dimers mit dem OPLS- und PHH3-Potential ermittelt (siehe Abb. 5.3). Das Mo-
leku¨l, das mit dem H-Atom seiner Hydroxylgruppe die Bindung vermittelt, wird als
(Protonen-) Donor bezeichnet, das andere als Akzeptor. Der Methanoldimer zeich-
net sich durch eine lineare Bru¨ckenbindung O-H· · ·O aus, deren O-O Bindungsla¨nge
274 bzw. 285 pm betra¨gt. Die Bindungsenergien ergeben sich unter Verwendung der
beiden Potentialmodelle zu −28.53 kJ/mol bzw. zu −23.44 kJ/mol. Der merkliche
Unterschied von etwa 20 % ist im wesentlichen auf die unterschiedliche Sta¨rke der
elektrostatischen Wechselwirkung zuru¨ckzufu¨hren. Wie bereits erwa¨hnt, unterschei-
den sich die Werte der Dipolmomente des Methanolmoleku¨ls im Bild der beiden
Potentialmodelle um 15 %. Auch mit dem EPEN-Potential ergibt sich eine lineare
Dimerstruktur mit einer Bindungsenergie von −28.28 kJ/mol bei einem O-O Ab-
stand von 288 pm [118]. Dagegen fa¨llt der mit dem QPEN-Potential ermittelte Wert
der Bindungsenergie von −34.04 kJ/mol deutlich aus dem Rahmen.
Abbildung 5.3: Die Abbildung zeigt die Struktur des mit dem OPLS-Potential be-
rechneten linearen Dimers (∆E = −28.53 kJ/mol). Das Moleku¨l links wird als
Donor, das rechts als Akzeptor bezeichnet.
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5.4.2 Trimere und Tetramere
Minimierung der potentiellen Energie des OPLS-Potentials ergibt fu¨r die Trime-
re und Tetramere als energetisch favorisierte Struktur stets symmetrische, planare
Ringe. Jedes der beteiligten Moleku¨le fungiert also gleichzeitig als Donor und als
Akzeptor. Die Hydroxylgruppen, das C- und eines der H-Atome der Methylgrup-
pe liegen in einer Ebene (siehe Abb. 5.4). Weitere Symmetrieelemente sind die drei-
bzw. vierza¨hlige Drehachse, die senkrecht auf dieser Symmetrieebene steht, sowie im
Falle des Tetramers ein Punktinversionszentrum. Daraus ergibt sich, daß die beiden
Komplexe den Symmetriegruppen C3h bzw. C4h zuzuordnen sind.
Abbildung 5.4: Die Abbildung zeigt die Strukturen des mit dem OPLS-Potential
berechneten energetisch tiefsten Trimers (∆E = −73.44 kJ/mol) und Tetramers
(∆E = −124.78 kJ/mol). Die planaren Ringe geho¨ren den Symmetriegruppen C3h
bzw. C4h an.
Die aus der Minimierung resultierende Bindungsenergie liegt im Fall des Trimers
bei −73.44 kJ/mol (OPLS). Fu¨r den Tetramer liegt der entsprechende Wert bei
−124.78 kJ/mol (OPLS). Eine U¨bersicht u¨ber die Bindungsenergien der kleinen
Methanolcluster bis zu einer Gro¨ße von sechs Moleku¨len findet sich in Tab. 5.2 auf
Seite 120. Der hier erkenntliche Trend der wachsenden Bindungsenergie wird im
u¨berna¨chsten Abschnitt ausfu¨hrlich diskutiert werden.
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Neben diesen Strukturen werden auch kettenfo¨rmige Isomere gefunden; diese liegen
jedoch in der Bindungsenergie deutlich ho¨her. Im Bild des OPLS-Potentials liegen
deren untere Grenzen bei −62.80 kJ/mol fu¨r den Trimer und bei −101.47 kJ/mol
fu¨r den Tetramer. Daher ko¨nnen sie zur Erkla¨rung der hier vorgestellten Molekular-
strahlexperimente mit ihren sehr niedrigen Temperaturen keine Rolle spielen. Dies
wird im na¨chsten Abschnitt durch spektroskopische Argumente noch bewiesen.
Bei Verwendung des PHH3-Potentials ergibt sich fu¨r den Trimer ebenfalls C3h-
Symmetrie, die Bindungsenergie liegt aber mit −59.18 kJ/mol deutlich ho¨her als
beim OPLS-Potential. Der stabilste Tetramer (∆E = −98.38 kJ/mol) unterschei-
det sich von der fu¨r das OPLS-Potential gefundenen Struktur; er weist die deutlich
niedrigere S4-Symmetrie auf, da der Ring leicht wellige Struktur hat und die Me-
thylgruppen abwechselnd nach unten oder oben aus der Ebene herausweisen.
Die in der Studie von Brink und Glasser unter Verwendung des EPEN-Potentials
gefundenen Strukturen [118] unterscheiden sich schon beim Trimer von den hier ge-
fundenen Konfigurationen. Dort befindet sich fu¨r die tiefste gefundene Konfiguration
eine Methylgruppe unter, zwei u¨ber der vom Ring der Wasserstoffbru¨cken aufge-
spannten Ebene; sie ist daher nicht symmetrisch. Beim Tetramer ist die Anordnung
wie beim PHH3-Potential alternierend, was zu einer S4-Symmetrie fu¨hrt.
5.4.3 Pentamere
Im Falle des Pentamers (CH3OH)5 werden keine ebenen Strukturen mehr gefun-
den, Ab dieser Clustergro¨ße ergeben sich zum ersten Mal keine ebenen, sondern
nur noch abgeknickte Ringe (siehe Abb. 5.5). Als Bindungsenergien ergeben sich
−166.19 kJ/mol (OPLS) bzw. −132.44 kJ/mol (PHH3). Weitere Isomere sind bei
einer Energie von −154.19 kJ/mol (OPLS) der fast planare Tetramerring mit einem
angefu¨gten Moleku¨l sowie oberhalb von −140 kJ/mol (OPLS) gewundene Ketten-
strukturen.
5.4.4 Hexamere
Entsprechend der mit der Clustergro¨ße zunehmenden Komplexita¨t der Potential-
fla¨che finden sich beim Hexamer eine Anzahl verschiedener Isomere, deren relativer
energetischer Abstand nicht besonders groß ist und daher die Interpretation expe-
rimenteller Ergebnisse erschwert. Minimierung der potentiellen Wechselwirkungs-
energie ergibt als stabilste Konfigurationen zwei Ringe unterschiedicher Symmetrie,
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Abbildung 5.5: Die Abbildung zeigt den mit dem OPLS-Potential berechneten ener-
getisch tiefsten Isomer des Pentamers (∆E = −166.19 kJ/mol).
die sich in ihrer Bindungsenergie ∆E um nur 3.3 % unterscheiden. Die energetisch
gu¨nstigste Struktur mit ∆E = −204.13 kJ/mol (OPLS) bzw. ∆E = −162.27
kJ/mol (PHH3) ist ein zickzackfo¨rmig gewinkelter Ring, bei dem die Methylgrup-
pen alternierend nach oben oder unten aus der Ebene herausweisen, um die herum
die ringfo¨rmige Anordnung der Hydroxylgruppen liegt (siehe Abb. 5.6). Senkrecht
auf dieser Ebene steht die Hauptachse der Figur, eine sechsza¨hlige Drehspiegelach-
se bzw. dreiza¨hlige Drehachse. Damit ergibt sich fu¨r dieses Isomer die seltene S6-
Symmetrie.
Die zweitstabilste Konfiguration mit ∆E = −203.47 kJ/mol (OPLS) a¨hnelt der
stabilsten Pentamerkonfiguration: Die O-Atome von vier der beteiligten Moleku¨le
spannen ein ebenes Rechteck auf, die zugeho¨rigen Methylgruppen befinden sich unter
dieser Ebene. An zwei gegenu¨berliegenden Seiten schließt der Ring der OH-Bru¨cken
je ein zusa¨tzliches Moleku¨l ein, das sich u¨ber dieser Ebene befindet, wodurch der
Ring an beiden Enden nach oben abgewinkelt ist (siehe Abb. 5.6). Die einzige Sym-
metrieoperation, die diese Konfiguration zula¨ßt, ist die Rotation um eine zweiza¨hlige
Achse; aufgrund der Asymmetrie der O-H· · ·O Bindungen gibt es keine Spiegelebe-
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nen. Es liegt also eine simple C2-Symmetrie vor. Aus Gru¨nden der Anschaulich-
keit werden analog zu den Isomeren des Zyklohexanmoleku¨ls (C6H12) diese beiden
Konfigurationen des Hexamers im folgenden mit den Begriffen
”
Sessel“ und
”
Boot“
bezeichnet.
Ebenfalls energetisch nicht weit vom stabilsten Isomer getrennt findet sich ab einer
Bindungsenergie von ∆E = −197.64 kJ/mol eine weitere Klasse von Isomeren,
die sich aus einem ringfo¨rmigen Pentamer mit einer zusa¨tzlichen Monomereinheit
zusammensetzen. An den freien Elektronenpaaren eines der Ringmoleku¨le greifen
also die H-Atome zweier Methanolmoleku¨le an, wie das z.B. bei kristallinem Eis
der Fall ist. Dieses Teilchen hat aufgrund der Verzweigung der Bru¨cken also eine
Koordinationszahl von drei.
A¨hnlich aufgebaut ist die na¨chste Klasse von Isomeren: Von einem Ring aus vier
Moleku¨len, der fast der symmetrischen planaren Struktur des Tetramers entspricht,
zweigt eine Kette aus zwei Moleku¨len ab, die weitgehend dem freien Dimer ent-
spricht. Die Bindung dieses Komplexes hat eine Sta¨rke von ∆E = −191.23 kJ/mol.
Die beiden zuletzt genannten Isomere sind in Abb. 5.7 dargestellt, sie werden im
folgenden vereinfachend
”
5+1“ und
”
4+2“ genannt.
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Abbildung 5.6: Die Abbildung zeigt die beiden mit dem OPLS-Potential berech-
neten energetisch tiefsten Isomere des Hexamers (∆E = −204.13 kJ/mol und
∆E = −203.47 kJ/mol). Die regelma¨ßigen Ringe geho¨ren den Symmetriegruppen
S6 bzw. C2 an. Sie werden im Text mit ”
Sessel“ und
”
Boot“ bezeichnet.
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Abbildung 5.7: Die Abbildung zeigt zwei weitere mit dem OPLS-Potential berech-
nete Isomere des Hexamers (∆E = −197.64 kJ/mol und ∆E = −191.23 kJ/mol).
Sie sind aus unregelma¨ßigen Vierer- bzw. Fu¨nferringen und einem angeha¨ngten Mo-
nomer bzw. Dimer zusammengesetzt. Sie werden im Text mit
”
5+1“ und
”
4+2“
bezeichnet.
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5.4.5 Diskussion
Trotz geringer Unterschiede der berechneten Strukturen und Bindungsenergien
bei Verwendung verschiedener Potentialmodelle ko¨nnen dennoch einige allgemeine
Trends festgestellt werden: Die Dimerstruktur ist linear, die Bindungsenergie liegt
bei etwa (25±3) kJ/mol. Dies ist auch in U¨bereinstimmung mit ab initio-Rechnungen
von L. A. Curtiss. Dort wird mit SCF-Rechnungen mit einem STO-3G-Basissatz
ein Wert von −23.4 kJ/mol vorausgesagt [123].
Fu¨r die na¨chstgro¨ßeren Cluster, die Trimere bis Hexamere, ergeben sich unabha¨ngig
vom Potentialmodell stets als stabilste Konfigurationen geschlossene Ringe, ket-
tenfo¨rmige Isomere liegen in der Bindungsenergie stets merklich ho¨her. Auch dieses
Ergebnis steht mit den SCF-Rechnungen in Einklang. Die dort erhaltenen energe-
tischen Absta¨nde zwischen den ringfo¨rmigen und den stabilsten kettenartigen Iso-
meren liegen bei 8.3 kJ/mol fu¨r den Trimer und bei 55.7 kJ/mol fu¨r den Tetramer,
bei den hier durchgefu¨hrten Rechnungen mit dem OPLS-Potential liegen die ent-
sprechenden Differenzen bei 10.6 kJ/mol bzw. 23.3 kJ/mol. Lediglich in der Form
der Ringe ergeben sich Unterschiede: Ab einer bestimmten Clustergro¨ße wird nicht
mehr eine symmetrische planare Konfiguration der Cnh-Symmetrie (Drehachse mit
dazu senkrechter Spiegelebene) energetisch favorisiert, sondern ein zickzackfo¨rmig
deformierter Ring, bei dem die Anordnung der Methylgruppen alterniert, was fu¨r
gerade Werte der Clustergro¨ße zu Sn-Symmetrie (Drehspiegelung), fu¨r ungerade
Werte zu asymmetrischen Konfigurationen fu¨hrt. Dieser U¨bergang tritt mit dem
EPEN-Potential schon beim Trimer auf [118], mit dem OPLS-Potential erha¨lt man
noch fu¨r den Tetramer eine ebene Struktur, wa¨hrend sich fu¨r diesen Cluster unter
Verwendung des PHH3- und QPEN-Potentials [67] eine S4-Struktur ergibt.
M OPLS PHH3 STO-3G
2 −28.53 −23.44 −23.4
3 −73.44 −59.18 −64.0
4 −124.78 −98.38 −147.6
5 −166.19 −132.44 −201.9
6 −204.13 −162.27 −248.7
Tabelle 5.2: Berechnete Bindungsenergien (in kJ/mol) der energetisch tiefsten Iso-
mere kleiner Methanolcluster im Bild des OPLS- bzw. PHH6- Potentials. Zum Ver-
gleich sind in der vierten Spalte die Ergebnisse der ab initio-Rechnungen genannt
[123].
Eine U¨bersicht u¨ber die in dieser Arbeit erhaltenen Werte der Bindungsenergien fu¨r
die stabilsten Isomere der Methanolcluster vom Dimer bis zum Hexamer gibt Tabelle
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5.2. Wie schon von den Werten des statischen Dipolmomentes und den berechneten
Virialkoeffizienten erwartet, sind die Bindungsenergien im OPLS-Bild um etwa 10–
20 % tiefer als im PHH3-Bild. Die weit abweichenden Werte des QPEN-Potential
sind nicht angegeben, die mit dem EPEN-Potential ermittelten Werte fu¨r die Cluster
bis zum Tetramer weichen nur um wenige Prozent von den OPLS-Energien ab.
Abbildung 5.8: Verlauf der inkrementellen Bindungsenergie −(∆EM −∆EM−1) fu¨r
kleine Methanolcluster als Funtion der Clustergro¨ßeM . Die mit einem offenen Kreis
markierten Werte beziehen sich auf das OPLS-Potentialmodell, die Quadrate auf
das PHH3-Potential und die Dreiecke auf die SCF-Energien nach [123].
Ein Vergleich mit den ebenfalls in der Tabelle aufgefu¨hrten ab initio-Rechnungen
(STO-3G) zeigt, daß die empirischen Potentiale die Bindungssta¨rke des Dimers zwar
leicht u¨berscha¨tzen, ab dem Trimer (PHH3) bzw. Tetramer (OPLS) sie diese jedoch
zu gering wiedergeben. Dieses Verhalten wird klarer beim Betrachten der Energie, die
beno¨tigt wird, um von dem Cluster aus M Moleku¨len ein Teilchen abzuspalten. Der
Verlauf der so als −(∆EM −∆EM−1) definierten inkrementellen Bindungsenergie in
Abb. 5.8 zeigt den Effekt der Kooperativita¨t der Bindungen: Fu¨r die SCF-Energien
hat sie ein deutliches Maximum bei M = 4. Die beiden Modellpotentiale OPLS und
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PHH3 geben diesen Verlauf qualitativ gut wieder, jedoch ist das Maximum nicht so
stark ausgepra¨gt. Somit ko¨nnen die beiden Potentiale trotz der vereinfachenden An-
nahme der paarweisen Additivita¨t auch die stark nichtadditiven Effekte der Bindung
in den Methanolclustern einigermaßen gut wiedergeben.
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5.5 Intramolekulares Kraftfeld
Zur Berechnung der Verschiebungen der Linienpositionen in Schwingungsspektren
von Moleku¨lclustern werden u¨ber die quadratischen Kraftkonstanten des Normal-
modenansatzes hinaus vor allem die Kraftkonstanten der kubischen Anharmonizita¨t
beno¨tigt. Da solche Daten aus experimentellen Spektren nur fu¨r zwei- und dreiato-
mige Moleku¨le vollsta¨ndig verfu¨gbar sind, wird hier auf eine ab initio-Berechnung
auf SCF-Niveau von Schlegel et al. [124] zuru¨ckgegriffen. Das dort vero¨ffent-
lichte Kraftfeld entha¨lt alle kubischen Kraftkonstanten vom Typ Fiij sowie fu¨r die
Bindungsstreckungen auch die diagonalen quartischen Konstanten Fiiii. Sie ergeben
sich mittels Differenzformeln aus den Kra¨ften, die analytisch zusammen mit den
SCF-Energien berechnet werden ko¨nnen.
C O
H6
H3
H4
H5
J
JJ
J
J
J
,
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
Abbildung 5.9: Die Abbildung zeigt schematisch die Geometrie eines freien Metha-
nolmoleku¨ls. Auf die hier eingefu¨hrte Numerierung wird in Tab. 5.3 zuru¨ckgegriffen.
Die Kraftkonstanten werden in einer Basis interner Valenzkoordinaten dargestellt,
die nicht symmetrieadaptiert ist. Die Definition dieser Koordinaten ist zusammen
mit deren Gleichgewichtswerten in Tab. 5.3 angegeben. Die Geometriedaten, die
ebenfalls aus den oben erwa¨hnten ab initio-Rechnungen stammen, weichen nur un-
wesentlich von den mithilfe von Mikrowellenspektroskopie bestimmten Werten ab
[125], lediglich die Verkippung der Methylgruppe von drei Grad gegen die CO-Achse
wird hier vernachla¨ssigt. Die so definierte Monomergeometrie ist in Abb. 5.9 darge-
stellt, sie zeigt auch die Numerierung der Atome, die fu¨r die Definition der internen
Koordinaten verwendet wird.
Die rechte Spalte der Tabelle gibt zur Illustration des quadratischen Kraftfeldes auch
die zu den jeweiligen internen Koordinaten geho¨renden Diagonalelemente an. Auf-
grund systematischer Fehler bei den SCF-Rechnungen wie der Vernachla¨ssigung von
Korrelationseffekten oder der begrenzten Gro¨ße des Basissatzes sind diese Konstan-
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Beschreibung Wert Fii
1 r(CO) 143.3 pm 5.723
2 r(CH3) 109.6 pm 5.371
3,4 r(CH4,5) 109.6 pm 5.266
5 r(OH6) 96.0 pm 8.391
6 φ(H3CO) 109.5
o 1.225
7,8 φ(H4,5CO) 109.5
o 1.325
9 φ(HOC) 112.8o 0.844
10,11 τ(H4,5COH3) ∓120.07o 0.943
12 τ(H6COH3) 180
o 0.028
Tabelle 5.3: Definition der internen Koordinaten des Methanolmoleku¨ls nach [124].
Die aus den SCF-Rechnungen gewonnenen Gleichgewichtsgeometrien sind in der
dritten Spalte angegeben. Daneben finden sich die Diagonalelemente der Kraftkon-
stantenmatrix in Einheiten von 102 N/m fu¨r die Streckungen (Koordinaten 1-5) und
10−18 Nm/rad2 fu¨r die Biegungen und Torsionen (Koordinaten 6-12).
ten durchga¨ngig etwa 5-10 % ho¨her als bei experimentell bestimmten Kraftfeldern
[108, 126, 127]. Eine gemeinsame empirische Skalierung aller Kraftkonstanten, wie
bei anderen Autoren u¨blich, wurde hier nicht durchgefu¨hrt. Ein Vorteil gegenu¨ber
der Anpassung von Kraftfeldern an experimentelle Spektren ist jedoch, daß die ab
initio-Rechnung im Gegensatz zu den experimentellen Kraftfeldern sa¨mtliche Nicht-
diagonalelemente liefert, was bei der ersteren Methode in der Regel nicht mo¨glich
ist.
Aus der Matrix F der Kraftkonstanten und der mit der s-Vektormethode ermittelten
Matrix G der inversen kinetischen Energie ergeben sich durch gleichzeitige Diago-
nalisierung die Normalmoden und deren fundamentale Frequenzen in harmonischer
Na¨herung. Acht Moden transformieren sich wie die irreduzible Darstellung A’, vier
Moden wie A”, alle Moden sind sowohl Raman- als auch infrarotaktiv. Anhand der
einzigen Symmetrieoperation der Gruppe Cs ko¨nnen sie leicht unterschieden wer-
den: Die totalsymmetrische Darstellung A’ vera¨ndert ihr Vorzeichen bei Spiegelung
an der Symmetrieebene nicht. In Tab. 5.4 ist eine Aufstellung der Normalmoden
gegeben.
Die Charakterisierung der Moden erfolgt mithilfe der Eintra¨ge der L-Matrix, die sich
bei der Diagonalisierung ergibt. Dies ist ausreichend, wenn die internen Koordinaten
gu¨nstig gewa¨hlt wurden und die Normalmoden diesen weitgehend entsprechen oder
wenigstens symmetrische bzw. antisymmetrische Kombinationen darstellen; ist die
Struktur der Schwingungsmoden aber komplizierter, empfiehlt sich eine Betrach-
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Mode harm. anharm. exp. Beschreibung
A’
1 3875 3730 3681.5 OH Str.
2 3136 3009 2999.0 CH3 Str.
3 3051 2919 2844.2 CH4, CH5 symm. Str.
4 1637 1611 1478 H4COH3, H5COH3 symm.
5 1604 1571 1454.5 H3CO, H4CO, H5CO symm.
6 1440 1391 1334 COH6 Biegung
7 1138 1113 1074.5 H3CO, H6CO
8 1065 1046 1033.5 CO Str., COH6
A”
9 3105 2988 2970 CH4, CH5 asymm. Str.
10 1634 1583 1465 H4COH3, H5COH3 asymm.
11 1268 1234 1145 H4CO, H5CO asymm.
12 281 262 271.5 H6OCH3 Torsion
Tabelle 5.4: Die fundamentalen Schwingungsfrequenzen (in cm−1) des Methanolmo-
leku¨ls mit und ohne Einfluß der Anharmonizita¨t des Kraftfelds nach [124] berechnet.
Die experimentellen Frequenzen sind aus [108] zitiert.
tung der Matrix P , die die Verteilung der kinetischen Energie angibt. Eine solche
Analyse der in dieser Arbeit untersuchten ν8-Mode ergibt, daß der Beitrag der COH-
Biegeschwingung zwar eine betra¨chtliche Amplitude aufweist, jedoch bedingt durch
die geringe Masse des H-Atoms im Vergleich zur CO-Streckung nur sehr wenig zur
Energie beitra¨gt.
Die kubischen und quartischen Kraftkonstanten werden mit den im Abschnitt 3.4.2
geschilderten nichtlinearen Transformationen auf die Basis dimensionsloser Normal-
koordinaten transformiert. Aus diesen ergeben sich dann die Anharmonizita¨tskon-
stanten, mit denen nach Gl. (3.33) die Schwingungsenergieniveaus des Methanol-
moleku¨ls berechnet werden ko¨nnen. Außerdem sind sie ein wertvolles Hilfsmittel
zur Kontrolle der aufwendigen Transformationen. Die oben erwa¨hnten Unzula¨ng-
lichkeiten der SCF-Rechnungen a¨ußern sich darin, daß die fundamentalen Schwin-
gungsfrequenzen auch unter Beru¨cksichtigung der Anharmonizita¨t im Vergleich zu
experimentellen Werten [96, 108, 127] geringfu¨gig zu hoch liegen. Sie sind ebenfalls in
Tab. 5.4 in der dritten Spalte dargestellt. Die Abweichungen fu¨r die wichtigsten Mo-
den, die OH-Streckung (ν1) und die CO-Streckung (ν8), betragen nur 1.3%. Daru¨ber
hinaus sei erwa¨hnt, daß die genauen Werte der Frequenzen bei der Berechnung von
Linienverschiebungen im Cluster keine Rolle spielen.
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An dieser Stelle sollen noch die kubischen Kraftkonstanten gesondert betrachtet wer-
den, die in Methanolclustern fu¨r die Verschiebung der fundamentalen Frequenz der
CO-Streckung (ν8) von Bedeutung sind. Nach Gl. 3.79 sind dies im betrachteten Fall
die Konstanten φiij fu¨r i = 8. Da die ν8-Schwingungsmode A’-Symmetrie aufweist,
sind diese nur dann von Null verschieden, wenn die Mode j sich ebenfalls wie die
irreduzible Darstellung A’ transformiert. Also ko¨nnen Kopplungen an alle anderen
sieben A’-Moden auftreten. Die Werte der entsprechenden kubischen Konstanten
sind in Tab. 5.5 aufgelistet.
j 1 2 3 4 5 6 7 8
φiij 253 -20 -56 -37 30 79 130 -279
Tabelle 5.5: Die kubischen Kraftkonstanten φiij (in cm
−1) fu¨r i = 8 geben die Kopp-
lung der ν8-Normalmode an die anderen Moden der A’-Symmetrie an.
Neben dem fu¨r Bindungsstreckungen erwartungsgema¨ß stark negativen Wert des
Diagonalelements φ888 sind insbesondere drei Kopplungskonstanten ungewo¨hnlich
groß: Außer der Kopplung an die Mode der COH-Biegung (ν6) und der Methyl-
Schaukelschwingung (ν7) fa¨llt vor allem der große positive Wert fu¨r φ881 von 253
cm−1 der Kopplung an die Normalmode der OH-Streckung (ν1) auf.
Da diese Zahl bei der Interpretation der Dimerspektren im folgenden Absatz eine
besondere Rolle spielt, wird sie mit den Werten des Kraftfelds von Botschwina et
al. [128] verglichen. Dort sind, ebenfalls auf SCF-Niveau, anharmonische Kraftfel-
der fu¨r eine Reihe dreiatomiger Moleku¨le berechnet worden, die alle eine OH-Gruppe
enthalten. Bei der Behandlung des Methanolmoleku¨ls wurde dort die Methylgrup-
pe als ein Teilchen aufgefaßt. Die nichtlineare Transformation der Kraftkonstanten
auf die Basis dimensionsloser Normalkoordinaten ergibt fu¨r diese Kopplung einen
Wert von φ = 105 cm−1 und besta¨tigt somit den Trend. Um jedoch einen verla¨ßli-
cheren Wert zu erhalten, wa¨re eine neue ab initio-Rechnung, die u¨ber das Niveau
der beiden zitierten Arbeiten hinausgehend auch Korrelationseffekte beru¨cksichtigt,
wu¨nschenswert.
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5.6 Verschiebung der Linien in Schwingungsspek-
tren
5.6.1 Fundamentale Anregung der CO-Streckschwingung
In den folgenden Absa¨tzen werden Ergebnisse der Berechnung der fundamentalen
Anregung der CO-Streckschwingung (ν8) fu¨r Clustergro¨ßen vom Dimer bis zum He-
xamer angegeben. Deren Frequenz liegt fu¨r gasfo¨rmiges Methanol bei 1033.5 cm−1
[108]. Die hier berechneten Verschiebungen sind als Differenzen zu diesem Wert zu
verstehen. Alle hier vorgestellten Werte wurden mit dem OPLS-Potential ermittelt
und beziehen sich auf die im vorangegangen Teil der Arbeit beschriebenen und in
den Abbildungen 5.3 bis 5.7 dargestellten Isomere der Cluster. In der abschließenden
Diskussion finden sich aber auch Rechnungen mit dem PHH3-Potentialmodell sowie
ein Vergleich mit den experimentellen Spektren.
Dimer
Zuna¨chst sollen hier die Beitra¨ge zur Linienverschiebung untersucht werden, die
sich bei Anwendung entarteter Sto¨rungsrechnung in erster Ordnung ergeben. Hier-
zu sollen die Beitra¨ge der Energiematrix diskutiert werden, deren Elemente aus
den zweiten Ableitungen des Potentials nach den ν8-Normalkoordinaten berech-
net werden ko¨nnen. Zur Vereinfachung wird im folgenden die dimensionslose q8-
Normalkoordinate (CO-Streckung) des Donormoleku¨ls mit qD, die des Akzeptors mit
qA bezeichnet. Fu¨r die lineare Struktur des Dimers (OPLS, ∆E = −28.53 kJ/mol)
ergeben sich folgende Werte fu¨r die Ableitungen
1
2
∂2U
∂q2D
= +10.2cm−1
1
2
∂2U
∂q2A
= +5.6cm−1
1
2
∂2U
∂qD∂qA
= −4.4cm−1 (5.13)
Die ersten beiden Ausdru¨cke ko¨nnen als A¨nderung der Kraftkonstante der ν8-Mode
angesehen werden. Es wird also sowohl im Donor als auch im Akzeptor das Schwin-
gungspotential steiler, die entsprechende Federkonstante wird gro¨ßer. Im Bild der
nicht entarteten Sto¨rungsrechnung fu¨hrt dies nach Gl. (3.60) zu einer Blauverschie-
bung. Eine anschauliche Erkla¨rung dafu¨r, warum dieser Effekt beim Donor sta¨rker
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auftritt, ergibt sich aus einer genaueren Analyse der Beitra¨ge der Wechselwirkung
der einzelnen Potentialzentren. Die ν8-Mode ist na¨mlich, wie in Abschnitt 5.5 bereits
erwa¨hnt, keine reine CO-Streckschwingung, sondern entha¨lt auch Beimengungen der
COH-Biegung. Diese Bewegung des Hydroxyl-H-Atoms ist im Donormoleku¨l wegen
der Bru¨ckenbindung stark behindert, was sich in einer sta¨rkeren Zunahme der Fre-
quenz der entsprechenden Oszillation bemerkbar macht.
Abbildung 5.10: Effekt der Kopplung der ν8-Moden im Methanoldimer.
Die gemischte Ableitung im dritten Ausdruck ist das Nichtdiagonalelement der auf-
zustellenden Energiematrix. Sie ist somit ein Maß fu¨r die Sta¨rke der Kopplung der
beiden Normalmoden der CO-Streckung untereinander. Ihr Einfluß auf die Eigen-
werte der Matrix, die die Verschiebung der Energieniveaus in erster Ordnung bestim-
men, ist in Abb. 5.10 dargestellt: Beim Verschwinden der Kopplung sind die beiden
Eigenwerte der Matrix mit den Ergebnissen der nichtentarteten Sto¨rungsrechnung
identisch. Mit zunehmender Sta¨rke der Kopplung 1/2 ∂2U/(∂qD∂qA) jedoch stoßen
sich die beiden Zusta¨nde weiter ab, der energetische Abstand vergro¨ßert sich schnell.
Mit dem hier vorliegenden Wert der gemischten Ableitung von −4.4 cm−1 ergibt sich
fu¨r die Korrektur der Spektrallinien in erster Ordnung 12.9 cm−1 bzw. 3.0 cm−1.
Um einen Vergleich mit den in Abschnitt 3.5.6 vorgestellten Literaturarbeiten zu
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ermo¨glichen, in denen sich Berechnungen von Schwingungsfrequenzen in Clustern
ausschließlich mit der resonanten Dipol-Dipol-Wechselwirkung finden, wurde auch
hier der Einfluß dieses Mechanismus untersucht. Fu¨r die beiden U¨bergangsdipol-
momente im Dimer, die sich in einem Abstand von 344 pm befinden und unter
einem Winkel von 108.8o zueinander stehen, ergibt sich eine Verschiebung der ν8-
Anregungsfrequenz von ±2.1 cm −1. Die Aufspaltung ist also wesentlich kleiner als
der Wert, der sich unter Einbeziehung der vollsta¨ndigen Potentialfla¨che ergibt. So-
mit ist nachgewiesen, daß dieser Mechanismus bei Methanolmoleku¨len eine eher
untergeordnete Rolle spielt und nur in Sonderfa¨llen von Moleku¨len, die keine elek-
trostatischen Dipolmomente aufweisen, dominierend werden kann.
U¨ber die Verschiebung der Energieniveaus hinaus verursachen die Nichtdiagonalele-
mente der Energiematrix auch eine Kopplung der Moden. Bei Fehlen einer Kopp-
lung (rechter Rand der Abbildung 5.10) ko¨nnen die Schwingungsmoden des Clusters
noch eindeutig auf einem der beiden Moleku¨le lokalisiert werden: Wie durch die Be-
zeichnungen dort angedeutet, kann im Bild der nichtentarteten Sto¨rungsrechnung
die blauverschobene Spektrallinie einer Schwingungsanregung des Donors, die rot-
verschobene einer Anregung des Akzeptors allein zugeordnet werden. Im Bild der
entarteten Sto¨rungsrechnung des ersten schwingungsangeregten Zustands ist dieser
jedoch ein Gemisch aus den Wellenfunktionen der Einzelmoleku¨lanregung. Mit stei-
gender Sta¨rke der Kopplung werden dem oberen der beiden Zusta¨nde auch Anteile
des Akzeptors, dem unteren Anteile des Donors beigemischt. Diese Mischung der
Zusta¨nde wird durch die in Gl. 3.55 definierten Koeffizienten bik charakterisiert. Bei
dem hier maßgeblichen Wert von 1/2 ∂2U/(∂qD∂qA) = −4.4 cm−1 ergibt sich, daß
die Schwingung noch u¨berwiegend (zu ca. 62 %) in einem der beiden Moleku¨le loka-
lisiert ist, so daß das Bild der nicht entarteten Sto¨rungsrechnung die Situation noch
im Groben richtig beschreibt. So weichen die fru¨her berechneten Werte [59] nicht
sehr stark von den hier vorgestellten Ergebnissen ab. Jedoch kann insbesondere bei
hoch symmetrischen Konfigurationen der Effekt der Kopplung weit sta¨rker sein, wie
am Beispiel von Trimer, Tetramer und Hexamer im folgenden noch gezeigt wird.
Ebenfalls mithilfe der Koeffizienten bik errechnen sich nach Gl. 3.57 die U¨bergangs-
momente des Dimers durch entsprechende vektorielle U¨berlagerungen der Momente
der freien Moleku¨le. Die Beitra¨ge zur Linienverschiebung sind zusammen mit den
eben genannten Gro¨ßen in Tab. 5.6 zusammengestellt.
Im na¨chsten Schritt soll der Effekt der kubischen Kopplungen der verschiedenen
Normalmoden eines Moleku¨ls untereinander na¨her untersucht werden, der mithilfe
nichtentarteter Sto¨rungsrechnung zweiter Ordnung behandelt wird, und der, wie
sich zeigen wird, wesentlich zur Linienverschiebung der Schwingungsanregung der
ν8-Mode beitra¨gt. Tabelle 5.7 entha¨lt eine Aufstellung der Beitra¨ge der relevanten
Kopplungen der ν8-Mode. Aus Symmetriegru¨nden ko¨nnen, wie in Abschnitt 3.4.2
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Mode 1 2
1. Ordnung +12.9 +3.0
2. Ordnung +16.0 –1.6
Summe +28.9 +1.3
Eigenvektoren +0.855 +0.518 (Donor)
–0.518 +0.855 (Akzeptor)
Intensita¨t 0.077 0.044
Tabelle 5.6: Die ersten zwei Zeilen der Tabelle geben die Beitra¨ge erster und zwei-
ter Ordnung (in cm−1) zur Linienverschiebung der fundamentalen Anregung der
CO-Streckschwingung des Methanoldimers (OPLS, ∆E = −28.53 kJ/mol) wieder.
Neben der totalen Verschiebung ist auch die Zusammensetzung der Clustermode
aus den Zusta¨nden der Einzelmoleku¨lanregung des Donors bzw. Akzeptors angeben,
sowie die Intensita¨t des U¨bergangs (in D2) aufgelistet.
Donor Akzeptor
Kopplung Coul. Rep. Attr. Coul. Rep. Attr.
ν8 –17.8 +4.2 +0.1 –24.8 +10.0 –2.0
ν1 +18.0 +0.8 –0.2 +3.7 –0.5 +0.2
ν6 +2.0 +0.8 –0.1 +2.8 –1.1 +0.3
ν7 +4.3 +0.7 –0.1 +0.8 +0.9 +0.2
Summe +6.7 +6.6 –0.3 –17.5 +8.9 –1.3
Summe +12.9 -9.7
Tabelle 5.7: Die Tabelle gibt die einzelnen Beitra¨ge zweiter Ordnung (in cm−1), die
durch die kubischen Kopplungen an andere Moden verursacht werden, zur Verschie-
bung der Spektrallinie der fundamentalen Anregung der ν8-Mode (CO Streckung).
Die Berechnungen wurden mit dem OPLS-Potential durchgefu¨hrt.
dargelegt, nur die Kopplungen an andere Moden der A′-Symmetrie eine Rolle spielen.
Von diesen werden hier nur die sta¨rksten Kopplungen untersucht. Dies sind neben
der kubischen Anharmonizita¨t der ν8-Mode selbst, die durch die Konstante φ888
charakterisiert wird, die Kopplungen an die ν1-Mode (OH-Streckung), die ν6-Mode
(COH-Biegung) und die ν7-Mode (CH3-Schaukelschwingung). Die Eintra¨ge in der
Tabelle geben den Effekt im Donor- und im Akzeptormoleku¨l getrennt an. Außerdem
sind die Beitra¨ge der drei Anteile der potentiellen Energie gesondert aufgestellt. Dies
sind im einzelnen die elektrostatische (Coulomb-) Wechselwirkung sowie Repulsion
und Attraktion (van der Waals), die im Lennard-Jones-Teil der Potentialfunktion
enthalten sind.
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Beim Betrachten der Tabelle fa¨llt zuna¨chst das U¨berwiegen der elektrostatischen
Beitra¨ge auf. Daru¨ber hinaus tragen noch die repulsiven Kra¨fte zur Linienverschie-
bung bei, wa¨hrend der Einfluß der attraktiven van der Waals Kra¨fte hier ver-
nachla¨ssigbar klein ist. Diese Dominanz hat ihre Ursache im Charakter der Was-
serstoffbru¨ckenbindung, die im wesentlichen elektrostatischer Natur ist und sich
wegen der freien Elektronenwolken am O-Atom im Auftreten relativ großer sta-
tischer Dipolmomente der Moleku¨le a¨ußert. Der Einfluß der Elektrostatik wird bei
Berechnungen mit dem OPLS-Potential aufgrund der Vereinfachungen dieses Mo-
dells jedoch ku¨nstlich u¨berho¨ht, da die anderen Anteile der Wechselwirkung nur
bei den Sauerstoffatomen und Methylgruppen durch entsprechende Lennard-Jones-
Potentiale beschrieben wird, wa¨hrend die der Wasserstoffatome untereinander und
mit den Sauerstoff-Atomen vernachla¨ssigt wird.
Bei der nun folgenden Analyse des Effekts der kubischen Kopplungen soll vor allem
der Unterschied der Beitra¨ge im Donor- und Akzeptormoleku¨l speziell beleuchtet
werden. Die erste Zeile der Tabelle gibt den Beitrag an, der von der dritten Ablei-
tung φ888 des intramolekularen Potentials nach der ν8-Koordinate selbst verursacht
wird. Sowohl im Donor als auch im Akzeptor tritt durch die Bindung der beiden
Hydroxylgruppen aneinander eine Kraft auf, die die CO-Bindungen streckt. Wie
eine Untersuchung der Beitra¨ge der einzelnen Potentialzentren zeigt, wird die Ab-
stoßung der O-Atome durch eine zweimal gro¨ßere Anziehung der H· · ·O-Bru¨ckenbin-
dung u¨berwunden. A¨hnlich wie bei einem zweiatomigen Moleku¨l fu¨hrt die positive
Gesamtkraft dazu, daß sich aufgrund des stark negativen Werts von φ888 die Po-
tentialkru¨mmung lokal erho¨ht, was sich in einer Rotverschiebung bemerkbar macht.
Die Werte fu¨r die beiden Moleku¨le sind von a¨hnlicher Gro¨ße, sie betragen −13.5
cm−1 und −16.8 cm−1 fu¨r den Dimer bzw. den Akzeptor.
Der na¨chste wesentliche Beitrag zur Verschiebung der Spektrallinie der ν8-Anregung
resultiert aus der kubischen Kopplung der CO-Streckschwingung (ν8) an die OH-
Streckschwingung (ν1). Er ist in der zweiten Zeile der Tabelle aufgefu¨hrt. Diese
Kopplung wird durch die kubische Kraftkonstante φ881 charakterisiert. A¨hnlich wie
bei der CO-Bindung findet man auch im Fall der OH-Bindungen, daß sie durch die
Bru¨cke der Moleku¨le im Dimer gedehnt werden. Dieser Effekt ist natu¨rlich im Do-
nor wesentlich sta¨rker ausgepra¨gt, da dort die OH-Bindung direkt die Bru¨cke zum
O-Atom des Akzeptormoleku¨ls bildet und das H-Atom von diesem angezogen wird.
Der bemerkenswert große Betrag dieser Kraft von 565 cm−1 wird durch die Ab-
stoßung des H-Atoms und der CH3-Gruppe des Akzeptor-Moleku¨ls abgeschwa¨cht,
bleibt jedoch dominierend. Aufgrund des großen (positiven) Werts von φ881 bewirkt
diese Streckung der OH-Bindung, daß das Potential der CO-Streckung steiler wird,
die entsprechende Federkonstante wird somit gro¨ßer. Das fu¨hrt zu einer Blauver-
schiebung, die jedoch im Donor mit 18.6 cm−1 wesentlich sta¨rker als im Akzeptor
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mit 3.4 cm−1 ist.
Somit ist also hauptsa¨chlich die starke Kopplung an die OH-Streckung fu¨r die sehr
unterschiedlichen Beitra¨ge der beiden Moleku¨le zur Linienverschiebung in zweiter
Ordnung verantwortlich. Das unterstreicht die Wichtigkeit der genauen Kenntnis der
entsprechenden kubischen Kraftkonstante φ881. Die Kopplung an die beiden anderen
Moden ν6 und ν7, die ebenfalls in der Tabelle aufgelistet sind, ist von wesentlich
geringerer Bedeutung und soll hier nicht gesondert diskutiert werden.
Bei der Berechnung der Beitra¨ge zweiter Ordnung zur Verschiebung der Anregungs-
frequenzen muß auch die tatsa¨chlich im Cluster auftretende Kopplung der ν8-Moden,
die mithilfe von Sto¨rungsrechnung erster Ordnung oben beschrieben wurde, beru¨ck-
sichtigt werden. Dazu wird, wie im Fall der U¨bergangsdipolmomente, eine entspre-
chende U¨berlagerung der Werte fu¨r den Donor und fu¨r den Akzeptor, die durch die
Koeffizienten bik beschrieben wird, vorgenommen. Fu¨r die erste Mode des Clusters,
die u¨berwiegend im Donor lokalisiert ist, resultiert eine Blauverschiebung (+16.0
cm−1), fu¨r die andere Mode eine Rotverschiebung (−1.6 cm−1). Diese Werte fu¨r die
Beitra¨ge zweiter Ordnung sind in der zweiten Zeile von Tab. 5.6 eingetragen.
Trimer und Tetramer
Die mit dem OPLS-Potential berechneten Strukturen des Trimers und Tetra-
mers sind planare symmetrische Ringe, die jeweiligen Symmetriegruppen sind C3h
bzw. C4h (siehe Abb. 5.4). Die Auswirkungen dieser hohen Symmetrie zeigen sich
bei der sto¨rungstheoretischen Behandlung erster Ordnung der Frequenzverschiebung
der ν8-Anregung: Bei Diagonalisierung der Energiematrix, die den ersten angeregten
Zustand beschreibt, treten auch paarweise gleiche Eigenwerte auf, die Entartung der
Energieniveaus der Einzelmoleku¨lanregung wird nur teilweise aufgehoben. Die zu-
geho¨rigen Schwingungen im Cluster, die durch Linearkombinationen der Zusta¨nde
der Einzelmoleku¨lanregung beschrieben werden ko¨nnen, bilden Darstellungen der
Punktgruppe der jeweiligen Symmetrie, sie transformieren sich wie irreduzible Dar-
stellungen der Gruppe. Diese Repra¨sentationen ko¨nnen durch Vergleich mit den
Charaktertafeln im Anhang C leicht identifiziert werden.
Einen U¨berblick u¨ber die Kombinationen der ν8-Moden des C3h-Trimers gibt Tab.
5.8. Die erste Mode ist nicht entartet, sie ist eine symmetrische Kombination der drei
beteiligten CO-Streckschwingungen. Aufgrund der totalen Symmetrie ergibt sich,
daß sie sich wie die A′-Repra¨sentation transformiert. Wie alle totalsymmetrischen
Moden in jeder der Cnh-Gruppen ist diese Mode nicht infrarotaktiv, jedoch ist eine
hohe Ramanaktivita¨t zu erwarten. Die beiden Moden 2a und 2b sind energetisch ent-
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Mode 1 2a 2b
Irr. Darst. A′ E ′ E ′
1. Ordnung +110.4 +3.8 +3.8
2. Ordnung +14.1 – –
Summe +124.5 +3.8 +3.8
Eigenvektor +0.577 +0.024 –0.816
+0.577 –0.719 +0.388
+0.577 +0.695 +0.429
Intensita¨t – 0.09 0.09
Tabelle 5.8: Beitra¨ge zur Verschiebung der ν8-Anregungsfrequenz beim planaren,
symmetrischen Methanoltrimer (OPLS, ∆E = −73.44 kJ/mol, C3h-Symmetrie).
Weitere Erkla¨rungen der Eintra¨ge finden sich bei Tab. 5.6. Zusa¨tzlich ist hier noch
fu¨r jede der Clustermoden die Bezeichnung der irreduziblen Darstellung angegeben,
nach denen sie sich transformieren.
artet, sie bilden eine zweidimensionale Darstellung der C3h-Gruppe vom Typ E
′. Da
sie infrarotaktiv sind, hat somit das Spektrum im Bereich der ν8-Anregungsfrequenz
von 1033.5 cm−1 nur eine zweifach entartete Spektrallinie, die um 3.8 cm−1 blauver-
schoben ist.
Auffa¨llig ist der Wert des Beitrags zweiter Ordnung zur Linienverschiebung. Die
entsprechenden Werte, die sich fu¨r die einzelnen Moleku¨le ergeben, sind bei den
hier betrachteten symmetrischen Ringkonfigurationen wegen der a¨quivalenten Posi-
tion der Teilchen gleich. Sie sind in der Regel wie beim Donormoleku¨l des linearen
Dimers positiv, da jedes Moleku¨l mit seinem H-Atom als Donor an einer Bru¨cken-
bindung beteiligt ist. Die Beitra¨ge zur Frequenzverschiebung der kollektiven Schwin-
gung ergeben sich durch Linearkombinationen, die den Eigenvektoren entsprechen.
Bei totalsymmetrischen Kombinationen der Moleku¨lschwingungen addieren sich die
einzelnen Beitra¨ge zu einer Blauverschiebung, bei anderen Moden, wie hier bei den
E ′-Moden, ko¨nnen sie sich gegenseitig aufheben. Ein a¨hnliches Verhalten findet sich
auch bei den ringfo¨rmigen Konfigurationen, die bei den gro¨ßeren Clustern auftreten.
Die Ha¨ufigkeit der verschiedenen irreduziblen Darstellungen und somit die Infor-
mation u¨ber das Auftreten von Entartungen und u¨ber Infrarot- und Ramanakti-
vita¨t ergab sich hier als Nebenprodukt aus der entarteten Sto¨rungsrechnung erster
Ordnung. Interessiert man sich nur fu¨r diese Auskunft und nicht fu¨r die genauen
Werte der Linienverschiebung und IR-Intensita¨t, kann diese auch mit elementaren
gruppentheoretischen U¨berlegungen hergeleitet werden. Dazu werden nur die drei
CO-Bindungen als (i. a. reduzible) Darstellung Γ(ν8) der Punktgruppe betrachtet.
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Mode 1 2 3a 3b
Irr. Darst. Ag Bg Eu Eu
1. Ordnung +99.7 -4.6 +24.9 +24.9
2. Ordnung +19.7 – – –
Summe +119.4 -4.6 +24.9 +24.9
Eigenvektor +0.5 +0.5 +0.304 –0.638
+0.5 –0.5 –0.638 –0.304
+0.5 +0.5 –0.304 +0.638
+0.5 –0.5 +0.638 +0.304
Intensita¨t – – 0.12 0.12
Tabelle 5.9: Sto¨rungsrechnung beim Methanoltetramer (OPLS, ∆E = −124.78
kJ/mol, C4h-Symmetrie). Die Reihenfolge der Moleku¨le bei der Spezifikation der
Eigenvektoren entspricht dem Umlauf des Rings.
Nur bei der identischen Abbildung E und der Ebenenspiegelung σh werden die drei
Bindungen auf sich selbst abgebildet, bei allen anderen Abbildungen fa¨llt keines der
Moleku¨le auf sich selbst. Damit ergeben sich fu¨r die Abbildungen E,C3, C
2
3 , σh, S3, S
5
3
die Charaktere 3,0,0,3,0,0. Eine Zerlegung in irreduzible Darstellungen ergibt dann
ganz direkt
Γ(ν8) = A
′ + E ′ . (5.14)
So kann durch einfachste Betrachtungen wenigstens schon auf die Anzahl der zu
erwartenden Spektrallinien geschlossen werden.
Im Fall des symmetrischen Tetramerrings (OPLS), der ebenfalls eine Cnh-Symmetrie
aufweist, ist das Vorgehen analog: Durch die geschilderten U¨berlegungen kann die
Darstellung der CO-Streckschwingungen direkt zu
Γ(ν8) = Ag +Bg + Eu (5.15)
zerlegt werden. In Tab. 5.9 sind die Moden der CO-Schwingung mit ihren Frequenz-
verschiebungen aufgelistet: Die erste Mode ist eine gleichphasige U¨berlagerung der
vier CO-Oszillationen, sie transformiert sich unter dem Einfluß der Symmetrieope-
rationen wie Ag und ist daher nicht IR-aktiv. Die zweite Mode, bei der gegenu¨ber-
liegende Moleku¨le gleichphasig, benachbarte Moleku¨le aber gegenphasig schwingen,
transformiert sich wie Bg. Aufgrund der gegenseitigen Auslo¨schung der U¨bergangsdi-
polmomente gegenu¨berliegender Moleku¨le tra¨gt diese Mode ebenfalls nicht zum IR-
Spektrum bei. Die mit 3a und 3b bezeichneten Moden des Tetramers sind entartet
(Eu), sie weisen eine starke IR-Aktivita¨t auf. Somit besteht auch das Schwingungs-
spektrum des Tetramers im Bereich der CO-Anregung aus einer zweifach entarteten
Linie, die Blauverschiebung betra¨gt hier 24.9 cm−1.
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Grundsa¨tzlich verschiedene Spektren ergeben sich, wenn fu¨r die Struktur des Te-
tramers eine S4-Symmetrie angenommen wird. Solche Konfigurationen werden als
stabilste Isomere des Tetramers unter Verwendung des PHH3-, des EPEN- [118] und
des QPEN-Potentialmodells [67] gefunden. In diesem Fall ergibt eine Zerlegung der
Darstellung der CO-Vibrationen
Γ(ν8) = A+B + E , (5.16)
das IR-Spektrum besteht also aus einer einfachen (B) und einer zweifach entarteten
Linie (E).
Pentamer
Beim Pentamer wurden keine symmetrischen Konfigurationen gefunden, daher wird
hier in erster Ordnung die fu¨nffache Entartung des ersten schwingungsangeregten
Zustandes vollsta¨ndig aufgehoben, so daß im Spektrum auch fu¨nf Linien zu erwarten
sind. In Tabelle 5.10 sind die Beitra¨ge erster und zweiter Ordnung zur Linienver-
schiebung der ν8-Anregung aufgelistet.
Mode 1 2 3 4 5
1. Ordnung +64.6 +25.6 +24.9 +17.9 +3.3
2. Ordnung +19.2 +1.9 –3.9 –0.7 –0.1
Summe +83.8 +27.5 +21.0 +17.2 +3.2
Intensita¨t 0.011 0.106 0.099 0.079 0.005
Tabelle 5.10: Sto¨rungsrechnung beim Methanolpentamer (OPLS, ∆E = −166.19
kJ/mol).
Eine weitere Konsequenz des Fehlens von Symmetrieelementen ist, daß es fu¨r die
Anregungen keine U¨bergangsverbote gibt. Sofern keine zufa¨lligen Auslo¨schungen
auftreten, ist jede der fu¨nf Moden aktiv. Beim Betrachten der in der Tabelle ange-
gebenen Intensita¨ten fa¨llt jedoch auf, daß das Spektrum in guter Na¨herung durch
drei relativ dicht beieinanderliegende Linien mit einer Blauverschiebung von 17.2
cm−1, 21.0 cm−1 und 27.5 cm−1, beschrieben werden kann, da die Intensita¨ten der
ersten und fu¨nften Mode im Vergleich zu den u¨brigen wesentlich kleiner sind.
Hexamer
Sehr interessant ist die Berechnung des Spektrums des ringfo¨rmigen Isomers des
Methanolhexamers der S6-Symmetrie (∆E = −204.13 kJ/mol), wo sich aufgrund
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der hohen Symmetrie das Spektrum wesentlich vereinfacht, was auch hier wieder
mit einfachen gruppentheoretischen U¨berlegungen gut erkla¨rt werden kann. Um die
Charaktere der Darstellung der CO-Streckschwingungen zu erhalten, muß deren
Transformation untersucht werden. Nur bei der identischen Abbildung werden al-
le Moleku¨le auf sich selbst abgebildet. Das ergibt einen Charakter von Sechs, fu¨r
alle u¨brigen Charaktere erha¨lt man Null. Bei Zerlegung dieser Darstellung findet
man, daß jede der vier irreduziblen Repra¨sentationen der S6-Gruppe genau einmal
vorkommt
Γ(ν8) = Ag + Eg + Au + Eu . (5.17)
Also kann fu¨r diesen Isomer auch schon ohne Sto¨rungsrechnung vorhergesagt werden,
daß dessen Infrarotspektrum in der interessierenden Region eine einfache (Au) und
eine zweifach entartete (Eu) Linie aufweisen wird.
Die sechs Moden der CO-Schwingung des Rings sind in Tab. 5.11 aufgelistet. Wieder-
um hilft ein Vergleich der kollektiven Schwingungsmoden des Clusters, die anhand
der Eigenvektoren spezifiziert werden ko¨nnen, mit dem in der Charaktertafel der
S6-Gruppe in Anhang C bezeichneten Transformationsverhalten der irreduziblen
Darstellungen, die einzelnen Moden zu identifizieren: Das Verhalten bei Inversion
erlaubt die Unterscheidung der sog. geraden und ungeraden Moden, der Grad der
Entartung weist auf eine A- oder E-Mode hin.
Mode 1 2a 2b 3 4a 4b
Irr. Darst. Ag Eg Eg Au Eu Eu
1. Ordnung +27.3 +22.8 +22.8 +32.8 +17.0 +17.0
2. Ordnung +19.0 – – – – –
Summe +46.3 +22.8 +22.8 +32.8 +17.0 +17.0
Intensita¨t – – – 0.188 0.087 0.087
Tabelle 5.11: Sto¨rungsrechnung beim Methanolhexamer (OPLS, ∆E = −204.13
kJ/mol, S6-Symmetrie).
Auch hier ist die totalsymmetrische Mode (Ag) aufgrund des nichtverschwindenden
Beitrags zweiter Ordnung am sta¨rksten blauverschoben, jedoch nicht infrarot-, son-
dern Ramanaktiv. Das gilt auch fu¨r die Eg-Mode. Somit bleiben im IR-Spektrum
nur zwei Linien u¨brig. Die Blauverschiebungen betragen +32.8 cm−1 bzw. +17.0
cm−1. Summiert man die Intensita¨ten der beiden Eu-Moden auf, sind sie etwa gleich
stark wie die Au-Mode.
Der zweitstabilste - ebenfalls ringfo¨rmige - Isomer, der mit ∆E = −203.47 kJ/mol
energetisch nur wenig ho¨her liegt, weist aufgrund der weit geringeren Symmetrie
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ein deutlich verschiedenes IR-Spektrum auf: Einziges Symmetrieelement ist eine
zweiza¨hlige Drehachse. Da diese Gruppe nur eindimensionale irreduzible Darstel-
lungen (A und B) zula¨ßt, sind Entartungen ausgeschlossen. Eine Zerlegung der
Darstellung der CO-Schwingungen liefert
Γ(ν8) = 3A+ 3B . (5.18)
Somit tauchen also im Spektrum dieses Isomers keine entarteten Linien auf, und
jeder der U¨berga¨nge kann prinzipiell infrarotaktiv sein. Tabelle 5.12 zeigt die Lini-
enverschiebungen und die IR-Aktivita¨ten der sechs Moden: Alle sechs Linien sind
gegenu¨ber der Monomeranregung blauverschoben, die Werte der Verschiebung rei-
chen von +2.9 cm−1 bis +73.7 cm−1. Da aber die dritte Mode von sehr geringer
Intensita¨t ist und die erste Mode außerhalb der mit dem CO2-Laser erreichbaren
Spektralregion liegt, bleiben vier Linien.
Mode 1 2 3 4 5 6
Irr. Darst. A A A B B B
1. Ordnung +57.0 +21.9 +6.6 +44.6 +22.2 +2.9
2. Ordnung +16.7 +12.6 +1.1 – – –
Summe +73.7 +34.5 +7.8 +44.6 +22.2 +2.9
Intensita¨t 0.090 0.074 0.003 0.085 0.026 0.083
Tabelle 5.12: Sto¨rungsrechnung beim Methanolhexamer (OPLS, ∆E = −203.47
kJ/mol, C2-Symmetrie).
Außer den Spektren der beiden symmetrischen, ringfo¨rmigen Isomere konnten auch
die der beiden anderen Konfigurationen untersucht werden, die aus einem Ring
von fu¨nf bzw. vier Moleku¨len mit einer angeha¨ngten Monomer- bzw. Dimereinheit
bestehen: Die Linienverschiebungen und Intensita¨ten sind in Abb. 5.11 fu¨r alle vier
Isomere graphisch dargestellt. Aufgrund des Fehlens von Symmetrie haben auch sie
stets sechs Linien, die u¨ber einen weiten Bereich verstreut liegen.
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Abbildung 5.11: Die Abbildung zeigt die Spektren der vier verschiedenen mit dem
OPLS-Potential gefundenen Isomere des Methanolhexamers im Bereich zwischen
1000 und 1100 cm−1. Die Absorption der Gasphase liegt bei 1033.5 cm−1. Als In-
tensita¨ten sind die Quadrate des U¨bergangsdipolmoments (in D2) angegeben.
5.6. VERSCHIEBUNG DER LINIEN IN SCHWINGUNGSSPEKTREN 139
Diskussion
Im folgenden sollen die experimentellen Spektren mit denjenigen, die mit den bei-
den Potentialmodellen OPLS und PHH3 berechnet wurden, verglichen werden. Eine
Zusammenstellung der beno¨tigten Werte findet sich in Tab. 5.13. Dort finden sich
neben den simulierten Werten der Linienverschiebung fu¨r die fundamentale Anre-
gung der ν8-Mode die Quadrate der U¨bergangsdipolmomente, die proportional zur
Absorption der entsprechenden Spektrallinien sind. Die experimentellen Linienver-
schiebungen fu¨r den Dimer sind wegen der ho¨heren Auflo¨sung aus der Arbeit von F.
Huisken und M. Stemmler zitiert [9], die Werte sind in guter U¨bereinstimmung
mit denen von J. LaCosse und J. D. Lisy [10]. Die Werte fu¨r die gro¨ßeren Clu-
ster dagegen sind der Arbeit von U. Buck et al. entnommen [7]. Die zugeho¨rigen
Wirkungsquerschnitte der Photodissoziation stammen aus der Dissertation von A.
Rudolph [129].
Cluster OPLS PHH3 Experiment Bemerkung
Dimer +28.9 0.077 +24.2 0.067 +18 0.08 62 % Donor
+1.3 0.044 –1.7 0.019 –7 0.28 62 % Akzeptor
Trimer +3.8 0.180 +64.3 0.120 +8 0.78 E ′, zweifach
Tetramer +24.9 0.240 +26.6 0.152 +10 1.14 Eu/E, zweifach
– – +10.2 0.019 B
Pentamer +27.5 0.106 +16.9 0.072
+21.0 0.099 +16.6 0.057 +14 2.43
+17.2 0.079 +14.7 0.067
Hexamer +32.8 0.188 +22.9 0.145 +18 2.06 Au
+17.0 0.174 +9.8 0.112 +6 2.10 Eu, zweifach
Tabelle 5.13: Die Tabelle gibt die berechneten Werte der Linienverschiebungen
(cm−1) und Intensita¨ten (D2) der ν8-Mode fu¨r kleine Methanolcluster wieder. Die
experimentellen Werte der Verschiebungen fu¨r den Dimer sind aus [9], fu¨r Trimer
bis Hexamer aus [8], die Photodissoziationsquerschnitte (in 10−18 cm2) aus [129]
entnommen.
Beim Vergleich soll zuna¨chst die Frage nach der Anzahl der Spektrallinien diskutiert
werden, die, wie bereits gezeigt, u¨ber die Symmetrie der betrachteten Komplexe eng
mit der Entartung von Energieniveaus und den Auswahlregeln fu¨r die Anregung
durch Infrarotstrahlung zusammenha¨ngt. Somit ko¨nnen oft schon allein aus der An-
zahl der Linien im Spektrum Ru¨ckschlu¨sse auf die Konfigurationen der Cluster ge-
zogen werden. Die zwei Linien in den experimentellen Spektren des Methanoldimers
ko¨nnen durch die hier vorgestellten Berechnungen gut mit der linearen Wasser-
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stoffbru¨ckenbindung im Dimer erkla¨rt werden. Die starke Aufspaltung resultiert vor
allem aus der nicht-a¨quivalenten Position des Donor- und des Akzeptormoleku¨ls.
Da die beiden Moden der CO-Streckschwingung nur schwach gekoppelt sind und
außerdem das Dimer nicht symmetrisch ist, sind die Moden des Clusters weitgehend
in einem der beiden Moleku¨le lokalisiert.
Anders dagegen verhalten sich die Spektren des Trimers und Tetramers: In den
Experimenten wurde stets nur eine Linie detektiert. Dies steht in Einklang mit Be-
rechnungen mit dem OPLS-Potential. Die planaren Ringe der Cnh-Symmetrie haben
nur eine (zweifach entartete) Absorptionsfrequenz. Außerdem sagen die Kalkulatio-
nen eine weit sta¨rker blauverschobene Linie mit hoher Ramanintensita¨t voraus. Im
Gegensatz dazu weist der mit dem PHH3-Potentialmodell gefundene stabilste Iso-
mer (S4-Symmetrie) zwei Absorptionsfrequenzen auf, von denen eine jedoch weit
geringere Intensita¨t hat (B-Repra¨sentation), die im Limes fu¨r verschwindende Ver-
windung der Ringstruktur gegen Null geht (Bg), so daß allein aus der Zahl der
Linien keine eindeutige Aussage u¨ber die genaue Struktur des Tetramers mo¨glich
ist. Beim Pentamer, fu¨r den sich mit keinem der verwendeten Potentialmodelle eine
symmetrische Konfiguration ergibt, werden unter Vernachla¨ssigung von zwei Moden
besonders geringer Intensita¨t drei Linien gefunden. Da diese jedoch insbesondere bei
den Rechnungen mit dem PHH3-Modell im Vergleich zu den experimentellen Linien-
breiten sehr dicht beieinander liegen, ist dies ebenfalls in U¨bereinstimmung mit den
Ergebnissen der Photodissoziationsmessungen, wo nur eine Linie nachgewiesen wur-
de. Beim U¨bergang vom Pentamer zum Hexamer finden sich in den experimentellen
Spektren wiederum zwei blauverschobene Linien vergleichbarer Intensita¨t, von de-
nen die eine etwa dreimal so weit wie die andere gegenu¨ber der Absorptionsfrequenz
der Gasphase verschoben ist. Ein Vergleich mit den Spektren der vier wichtigsten
Isomere des Hexamers in Abb. 5.11 zeigt, daß es sich hier nur um die Konfigu-
ration der S6-Symmetrie handeln kann. Interessant ist ein Vergleich der Situation
mit dem Hexamer des Wassers: In einer ab initio-Studie ergab sich, daß von einer
Reihe verschiedener Isomere mit fast entarteter Bindungsenergie, die mit semiempi-
rischen Potentialen durch Minimierung der potentiellen Energie ermittelt wurden,
die Konfiguration der S6-Symmetrie am stabilsten ist [130].
Die U¨berlegungen zur Anzahl der Spektrallinien ko¨nnen also dadurch zusammen-
gefaßt werden, daß das Vorliegen nur einer Linie in den Spektren von Trimer und
Tetramer mit der Existenz symmetrischer Ringe zu begru¨nden ist, wa¨hrend die zwei
Linien im Spektrum von Dimer und Hexamer durch die Absorption je eines Isomers
und nicht etwa durch das Auftreten verschiedener Isomere zustande kommen. Die
letztere Aussage wurde nach Abschluß dieser Berechnungen auch durch Doppelre-
sonanzexperimente von M. Hobein besta¨tigt [111].
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Ein Vergleich der quantitativen Werte fu¨r die Linienverschiebungen zeigt, daß das
PHH3-Potential fu¨r den Dimer, den Pentamer und den Hexamer merklich bessere
U¨bereinstimmung mit dem Experiment ergibt als das OPLS-Potential. Fu¨r diese
Clustergro¨ßen liegen die berechneten Frequenzen durchga¨ngig leicht zu hoch, die
Differenzen betragen aber nur bis zu 6 cm−1. Auffa¨llig weit weichen die Werte fu¨r den
Trimer und Tetramer ab: Die berechneten Verschiebungen von +64 cm−1 und +27
cm−1 liegen weit jenseits der experimentellen Unsicherheit. Eine mo¨gliche Erkla¨rung
fu¨r die Diskrepanz beim Trimer ko¨nnte in der Abweichung der Bru¨ckenbindung von
der linearen Gestalt der O–H· · ·O–Verbindung liegen, die nur bei den ringfo¨rmigen
Isomeren der Cnh-Symmetrie beim Trimer und Tetramer auftreten. Dies ko¨nnte
durch die stark vereinfachte Form der beiden Potentialmodelle verursacht werden,
die keine eigenen Potentialzentren fu¨r die
”
einsamen Paare“ enthalten. Beim EPEN-
Potential, das diese Orbitale durch zusa¨tzliche Ladungen modelliert, treten planare
Trimere und Tetramere nicht auf [118], was diese Vermutung weiter erha¨rtet.
Die Quadrate der berechneten U¨bergangsdipolmomente, die hier als Maß fu¨r die Ab-
sorptionssta¨rke der entsprechenden Schwingungsmoden des Clusters in die Tabelle
mit aufgenommen sind, lassen nur bedingt einen Vergleich mit den experimentell
bestimmten Photodissoziationsquerschnitten zu. Diese ha¨ngen neben der Absorpti-
on auch wesentlich von der Effektivita¨t des Energietransfers auf die intermolekulare
Bewegung und somit der Dissoziation ab. Dies zeigt sich beim Dimer, wo im Ex-
periment die Intensita¨t der rotverschobenen Linie deutlich gro¨ßer als die der blau-
verschobenen ist, wa¨hrend die berechneten Intensita¨ten sich umgekehrt verhalten.
Jedoch kann die Tendenz der steigenden Intensita¨t vom Trimer zum Hexamer von
den Rechnungen gut wiedergegeben werden und auch die Intensita¨tsverha¨ltnisse der
beiden Hexamerlinien, die etwas schwa¨cher als beim Pentamer und untereinander
etwa gleich sind, wird gut reproduziert.
Zusammenfassend la¨ßt sich festhalten, das alle wesentlichen Eigenschaften der Pho-
todissoziationsspektren mindestens qualitativ gut erkla¨rt werden ko¨nnen, in weiten
Teilen ist auch die quantitative U¨bereinstimmung relativ gut. Dies ist insbesondere
deshalb erstaunlich, weil keine Anpassungen an experimentelle Ergebnisse vorge-
nommen wurden und weil die benutzten Modelle der intermolekularen Wechsel-
wirkung, die hauptsa¨chlich durch Anpassung an Eigenschaften der flu¨ssigen und
gasfo¨rmigen Phase parametrisiert wurden, naturgema¨ß relativ grob sind. Vor allem
sind die kubischen Kraftkonstanten des intramolekularen Kraftfeldes, die den hier
vorgestellten Rechnungen zugrunde liegen, auch noch mit erheblichen Unsicherhei-
ten behaftet.
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5.6.2 Fundamentale Anregung der OH-Streckschwingung
Um auch einen Vergleich mit den neueren experimentellen Ergebnissen von F. Huis-
ken et al. zu ermo¨glichen [11], wurde die sto¨rungstheoretische Methode zur Be-
rechnung der Verschiebung von Anregungsfrequenzen intramolekularer Schwingun-
gen auch auf die OH-Streckschwingung (ν1) des Methanolmoleku¨ls angewandt. Bei
einer etwa dreimal so hohen fundamentalen Anregungsfrequenz (3681 cm−1) sind
die Verschiebungen der Spektrallinien, a¨hnlich wie die der Streckschwingungen des
Wassermoleku¨ls, etwa eine Zehnerpotenz gro¨ßer als die der CO-Streckschwingung.
Da sie aber immer noch im Bereich weniger Prozent liegen, ist der Einsatz von
Sto¨rungsrechnung naheliegend. Die Ergebnisse, die unter Verwendung des PHH3-
Potentialmodells erzielt wurden, sind in Tabelle 5.14 zusammengefaßt.
Mode 1 2
1. Ordnung –7.2 +5.4
2. Ordnung –137.9 +64.9
Summe –145.1 +70.3
Eigenvektor +0.835 –0.550 (Donor)
+0.550 +0.835 (Akzeptor)
Intensita¨t 0.021 0.005
Tabelle 5.14: Linienverschiebung (in cm−1) der fundamentalen Anregung der OH-
Streckschwingung (ν1) des Methanoldimers (PHH3, ∆E = −23.44 kJ/mol).
Wie auch im Fall der CO-Streckschwingung (ν8) ergeben sich fu¨r den Dimer zwei
Moden, die relativ schwach gekoppelt sind und die u¨berwiegend als in einem der
beiden Moleku¨le lokalisiert angesehen werden ko¨nnen. Die Beitra¨ge erster Ordnung
zur Linienverschiebung sind relativ klein, fast der gesamte Wert der Verschiebun-
gen resultiert aus dem Beitrag zweiter Ordnung. Eine genauere Analyse zeigt, daß
die Kopplung an andere intramolekulare Schwingungsmoden keine Rolle spielt, die
Zahlen kommen ausschließlich durch das Zusammenwirken einer Kraft auf die OH-
Bindung (Streckung beim Donor bzw. Stauchung beim Akzeptor) mit der stark
negativen kubischen Kraftkonstante (φ111 = −2648 cm−1) der OH-Koordinate zu-
stande.
Ein Vergleich mit den Ergebnissen (−106.6 cm−1 und +1.3 cm−1) der oben ge-
nannten Experimente zeigt, daß hier die theoretischen Werte weit sta¨rker von den
experimentellen Werten abweichen als bei der Behandlung der ν8-Mode: Wa¨hrend
bei der ersten Mode, die hauptsa¨chlich aus einer Schwingung des Donors besteht,
die Rotverschiebung um etwa 40 % u¨berscha¨tzt wird, sind die Berechnungen fu¨r
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die zweite Mode, die im Experiment gegenu¨ber der Gasphase kaum verschoben ist,
mit einer Blauverschiebung von 70 cm−1 weit von den Meßergebnissen entfernt. Die
hier erhaltenen Intensita¨ten der beiden Anregungen differieren um einen Faktor von
vier. Dies ist wenigstens eine qualitative U¨bereinstimmung mit dem Experiment, wo
eine Erho¨hung der Intensita¨t der Absorption um einen Faktor 12 bzw. 1.6 gegenu¨ber
der Absorption des Monomers gefunden wurde. So starke Intensita¨tserho¨hungen, die
typisch fu¨r OH-Bindungen, die an einer Wasserstoffbru¨cke teilhaben, sind, ko¨nnen
mit dem hier verwendeten einfachen Bild fu¨r das U¨bergangsdipolmoment nach Gl.
(3.57) nicht reproduziert werden (siehe auch die Diskussion in Abschnitt 3.5.5).
Die entsprechenden theoretischen Zahlen, die mit dem OPLS-Potential berechnet
wurden, liegen fu¨r die erste Mode noch weiter rotverschoben (−239.4 cm−1), fu¨r
die zweite Mode (+20.6 cm−1) jedoch um einiges besser als beim PHH3-Potential.
Allein diese große Diskrepanz der simulierten Frequenzverschiebungen macht die em-
pfindliche Abha¨ngigkeit der Ergebnisse vom verwendeten Potentialmodell deutlich;
die hier vorgestellten Werte und die Verschiebungen der fundamentalen Frequenz
der CO-Streckung ko¨nnten zur Konstruktion eines verbesserten Potentialmodells
dienen. Dabei ko¨nnte insbesondere die große Linienverschiebung der Anregungsfre-
quenz der Streckschwingung der OH-Bindung des Donormoleku¨ls sehr hilfreich bei
der Einjustierung der Parameter eines neuen Potentials sein.
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5.7 Ergebnisse der Monte-Carlo-Simulationen
Die in Kapitel 4 vorgestellte Methode der Monte-Carlo-Simulation soll hier zu Unter-
suchungen kleiner Methanolcluster eingesetzt werden. Besonderes Augenmerk wird
hierbei auf die Spektren der Infrarotabsorption gerichtet. Sie werden dadurch si-
muliert, daß die Verschiebungen der Anregungsfrequenzen intramolekularer Schwin-
gungen, die mit den in Abschnitt 3.5 beschriebenen sto¨rungstheoretischen Verfah-
ren berechnet werden ko¨nnen, u¨ber eine Folge von Konfigurationen, die mit dem
Metropolis-Algorithmus [31] vorher generiert worden sind, gemittelt werden. Die
Betrachtungen hier beschra¨nken sich auf den Spektralbereich in der Gegend der An-
regungsfrequenz der CO-Streckschwingung (ν8) zwischen 1000 und 1100 cm
−1, da
nur fu¨r diesen Bereich Experimente bis zum Hexamer vorliegen [8]. Die Breiten der
Linien in den auf diese Weise simulierten Spektren ko¨nnen als inhomogener Anteil
der Linienverbreiterung interpretiert werden, der durch den Einfluß der intermole-
kularen Freiheitsgrade zustande kommt. Dieser kann dann mit den experimentell ge-
wonnenen Werten der Linienbreiten verglichen werden; diese enthalten jedoch auch
einen homogenen Anteil, der durch die endliche Lebensdauer der schwingungsan-
geregten Komplexe bis zur Dissoziation bedingt ist. Die tatsa¨chlich im Experiment
beobachteten Linienprofile stellen eine Faltung der Profile dar, die sich durch diese
beiden Effekte ergeben, so daß ein Vergleich der theoretischen mit den experimen-
tellen Linienbreiten nur eine obere Schranke der Temperatur festlegen kann. Die
sehr breiten Linien in den Spektren massenselektierter angeregter Methanolcluster,
die in der Gruppe von U. Buck aufgenommen wurden [8] und deren Breite in der
Gro¨ßenordnung von 10 cm−1 liegt, ko¨nnen als hauptsa¨chlich inhomogen verbreitert
angesehen werden. Zum einen wu¨rde nur eine unwahrscheinlich kurze Lebensdau-
er zu einer so breiten Absorption fu¨hren und zum anderen zeigen die Experimente
der anderen Go¨ttinger Gruppe [9] und der Gruppe in Urbana/Illinois [10] an kalten
Clustern, daß sich die Linienbreiten deutlich reduzieren lassen. Der Zusammenhang
zwischen der inneren Anregung der Komplexe und der Linienbreite wird anhand der
Beispiele des Ethen- und Methanoldimers in [109] quantitativ untersucht.
Ein weiterer interessanter Gesichtspunkt bei den Monte-Carlo-Simulationen ist das
Auftauchen von Strukturu¨berga¨ngen bei steigender Temperatur. Diese ko¨nnen sich
an grundlegenden Vera¨nderungen der Spektren, an Vera¨nderungen der Paarkorre-
lationsfunktionen oder in gewissen Unregelma¨ßigkeiten der kalorischen Kurve be-
merkbar machen. Beispiele hierfu¨r werden anhand des Trimers sowie des Hexamers
diskutiert.
Die Monte-Carlo-Simulationen zur Untersuchung des Dimers, des Trimers und des
Hexamers, deren Ergebnisse in den folgenden drei Abschnitten vorgestellt werden,
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haben eine La¨nge von bis zu 106 Schritten. Alle Simulationen werden unter Verwen-
dung des OPLS-Potentialmodells durchgefu¨hrt. Als Anfangskonfiguration wird stets
das globale Minimum der Potentialfla¨che gewa¨hlt. Um nur den Zustand der Systeme
im thermischen Gleichgewicht zu betrachten, werden die ersten 105 erzeugten Konfi-
gurationen von allen Mittelungen ausgeschlossen (siehe die Diskussion der Therma-
lisierung in Kapitel 4.3.3). Die Speicherung der Konfigurationen erfolgt bei jedem
hundertsten Schritt, es kommen also bis zu 104 Spektren zur Mittelung. Die maxi-
malen Schrittweiten werden so eingestellt, daß etwa 50 % aller Schritte akzeptiert
werden. Besteht der Verdacht, daß Barrieren im Konfigurationsraum die
”
Irrfahrt“
des Metropolis-Algorithmus merklich behindern, wird die Schrittweite vergro¨ßert,
um so mo¨gliche Barrieren einfacher u¨berspringen zu ko¨nnen. Das Heraufsetzen der
Schrittweite geht so weit, bis nur noch etwa 10 % der versuchten Schritte angenom-
men werden ko¨nnen. Eine andere Mo¨glichkeit besteht in einer leichten Abwandlung
des Metropolis-Algorithmus: Bei jedem Schritt wird nicht nur ein Teilchen, sondern
alle
”
gleichzeitig“ bewegt. Beide Methoden erbringen bei den hier untersuchten Sy-
stemen keine merklichen Vera¨nderungen der Resultate.
Dimer
Zuerst wird das thermische Verhalten des Dimers des Methanolmoleku¨ls mit Monte-
Carlo-Simulationen untersucht. Die strukturellen Eigenschaften dieses Systems sind
in Abb. 5.12 dargestellt. Der linke Teil der Grafik zeigt die Paarkorrelationsfunk-
tion g(r) der Absta¨nde der Moleku¨lschwerpunkte. Bei steigender Temperatur wird
diese Funktion nur ganz langsam breiter. Anders dagegen verha¨lt sich die Korre-
lationsfunktion g(α), die die Verteilung der Winkel zwischen den CO-Achsen der
beiden Moleku¨le beschreibt. Schon bei niedrigen Temperaturen wird sie sehr breit,
bereits bei T = 5 K erreicht sie eine Breite von ungefa¨hr 30o. Dieses unterschiedliche
Verhalten hat seine Ursache in der linearen Struktur des Komplexes: Wa¨hrend die
Bru¨ckenbindung hinsichtlich Streckungen bzw. Stauchungen im betrachteten Tem-
peraturbereich relativ stabil ist, ist sie bezu¨glich rotatorischer Freiheitsgrade weit
weniger starr. Insbesondere eine Drehung der beiden Moleku¨le um die O–H· · ·O–
Achse ist als Torsionsschwingung oder als gehinderte Rotation denkbar. Dies wird
auch aus der Gestalt der Winkelkorrelationsfunktion bei hohen Temperaturen er-
kenntlich: Wa¨hrend die Verteilung am rechten Rand sich bis auf 180o Grad aus-
dehnt, unterschreitet der linke Rand auch bei noch ho¨heren Temperaturen nie einen
Wert von 30o. Wie mithilfe von Abb. 5.3 leicht anschaulich wird, ist dies etwa der
Bereich des Winkels zwischen den CO-Achsen, der bei Rotation der Moleku¨le um
die Achse der Bru¨ckenbindung u¨berstrichen wird.
Dieses Verhalten bestimmt auch das Aussehen der Infrarotspektren, die in Abb.
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Abbildung 5.12: Korrelationsfunktion des Abstandes der Moleku¨lschwerpunkte
(links) und des Winkels zwischen den CO-Achsen (rechts) bei MC-Simulationen
des Methanoldimers fu¨r verschiedene Temperaturen.
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Abbildung 5.13: Simulierte Infrarotspektren des Methanoldimers in der Region der
fundamentalen Anregung der CO-Streckschwingung (ν8, 1033.5 cm
−1) fu¨r verschie-
dene Temperaturen.
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5.13 gezeigt sind. Aufgrund der zunehmenden Freiheit der Rotation um die Verbin-
dungsachse der Moleku¨le wa¨chst mit steigender Temperatur die Breite der Spektral-
linien sehr schnell an. Der Zusammenhang zwischen Linienbreite und Temperatur
ermo¨glicht es auch, den experimentellen Spektren eine ungefa¨hre Temperatur zuzu-
ordnen. Die in den Experimenten mit kalten Clustern ermittelten Breiten von 4.5
cm−1 und 4.2 cm−1 fu¨r die rot- bzw. blauverschobene Linie [9] entsprechen einer
Temperatur von etwa 3 K, die entsprechenden Linienbreiten aus den Experimenten
mit heißen Clustern (in Neon expandiert) von 19.1 cm−1 und 29.4 cm−1 lassen sich
nur mit einer Temperatur von u¨ber 100 K erkla¨ren.
Trimer
Fu¨r den Trimer des Methanolmoleku¨ls werden Simulationen u¨ber einen großen Tem-
peraturbereich (1 K bis 250 K) durchgefu¨hrt. Eine Auftragung der Temperatu-
rabha¨ngigkeit der potentiellen Energie zeigt die kalorische Kurve im oberen Teil
von Abb. 5.14: Nach einem Bereich, der durch einen linearen Anstieg und sehr ge-
ringe Schwankungen gekennzeichnet ist, findet sich bei etwa 150 K ein leichter Knick
sowie eine merkliche Zunahme der Schwankungen. Um diesen U¨bergang na¨her zu
untersuchen, wird die mittlere Schwankung des Paarabstandes der Moleku¨lschwer-
punkte berechnet. Deren Temperaturabha¨ngigkeit ist im unteren Teil der Abb. 5.14
zu sehen: Hier findet sich, ebenfalls bei T = 150 K, ein Sprung. Dies la¨ßt sich dadurch
erkla¨ren, daß bis zu dieser Temperatur die urspru¨ngliche Struktur des symmetrischen
Rings noch weitgehend intakt bleibt, jedoch ab dieser Temperatur die verfu¨gbare
Energie ausreicht, um den Ring zu einer kettenartigen Struktur zu o¨ffnen, was zu
einer plo¨tzlich vergro¨ßerten Schwankung der Bindungsla¨ngen fu¨hrt. Somit liegt hier
ein Strukturu¨bergang vor, der dadurch charakterisiert werden kann, daß der Trimer
unterhalb 150 K starr ist, ab dieser Temperatur jedoch sind die Moleku¨le frei, sich
gegeneinander zu bewegen. A¨hnliche Pha¨nomene wurden erstmals in Computersi-
mulationen von Edelgasclustern beobachtet [76], wo sie mit dem Schmelzu¨bergang
der kondensierten Materie in Relation gebracht wurden. Diese Analogie scheint fu¨r
ein System aus nur drei Moleku¨len jedoch nicht angemessen, die Situation kann
besser durch den Begriff Isomerisierungsu¨bergang beschrieben werden.
Die Infrarotspektren, die sich bei Simulation dieses Systems ergeben, sind in Abb.
5.15 dargestellt. Die Spektrallinie, die der Anregung der E ′-Mode entspricht, wird
mit zunehmender Temperatur breiter. Bei T = 15 K zeigt sie eine leicht bimodale
Struktur, die jedoch bei ho¨heren Temperaturen durch die allgemeine Verbreiterung
der Linien wieder verdeckt wird. Diese Aufspaltung der Linie la¨ßt sich dadurch er-
kla¨ren, daß mit steigender Temperatur die Struktur des Trimers leicht asymmetrisch
wird, wodurch die Entartung der E ′-Mode aufgehoben wird. Dieser Effekt ist jedoch
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Abbildung 5.14: Verlauf der potentiellen Energie (oben) und der mittleren Schwan-
kung des Paarabstands (unten) der Moleku¨lschwerpunkte bei MC-Simulationen des
Methanoltrimers in Abha¨ngigkeit von der Temperatur.
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Abbildung 5.15: Simulierte Infrarotspektren des Methanoltrimers fu¨r verschiedene
Temperaturen.
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durch die hohen Linienbreiten nur schlecht erkennbar und daher wahrscheinlich auch
im Experiment nicht nachweisbar. Auch der U¨bergang bei 150 K macht sich in den
simulierten Spektren nicht bemerkbar, da die Absorptionsspektren in diesem Tem-
peraturbereich sehr breit und strukturlos sind.
Auch hier ko¨nnen die Breiten der experimentellen Spektrallinien durch Vergleich
mit den Simulationsergebnissen dazu dienen, eine Temperatur zuzuordnen. Bei den
Experimenten mit kalten Clustern [9] folgt aus der Linienbreite von 4 cm−1 eine
Temperatur von etwa 5 K, bei den Experimenten mit heißen Clustern ergibt sich
aus der Breite von 13.3 cm−1 ein Wert von ungefa¨hr 15 K.
Hexamer
Als drittes System fu¨r diese Art von Untersuchungen wurde der Hexamer aus-
gewa¨hlt, da hier erstmals mehrere unterschiedliche Isomere auftreten, die energetisch
relativ dicht beieinander liegen. Umfangreiche Monte-Carlo-Simulationen sollen die
Frage kla¨ren, wie sich die Konfiguration des Hexamers und somit auch sein Spektrum
bei von Null verschiedenen Temperaturen verhalten. Eine erste Orientierung kann
die kalorische Kurve im oberen Teil der Abb. 5.16 geben. A¨hnlich wie beim Trimer
gibt es auch hier einen abrupten U¨bergang, in diesem Fall bei 200 K. Oberhalb die-
ser Temperatur nehmen die Schwankungen wesentlich zu, die Kurve weist außerdem
einen leichten Knick auf. Wiederum gibt die Darstellung der mittleren Schwankung
der Paarabsta¨nde δ(r) ein besseres Kriterium fu¨r den U¨bergang. Oberhalb von 200
K steigt dieser Wert drastisch. Auch dieser U¨bergang wird durch die Mo¨glichkeit
zum Aufreißen der Ringstrukturen charakterisiert, wodurch eine Isomerisierung zu
den nicht ringfo¨rmigen Strukturen
”
5+1“ und
”
4+2“ mo¨glich wird. Durch die dabei
erho¨hte Beweglichkeit der Moleku¨le steigt δ(r) auf etwa das Doppelte. Ein interes-
santer Aspekt ist auch, daß in diesem Fall die U¨bergangstemperatur merklich ho¨her
als beim Trimer liegt (200 K gegenu¨ber 150 K). Dies ist eine Folge der Kooperati-
vita¨t der Bindung, die beim ringfo¨rmigen Hexamer (6 Bru¨ckenbindungen) deutlich
mehr als doppelt so stark wie beim Trimerring (3 Bindungen) ist.
Aber auch weit unterhalb dieser U¨bergangstemperatur bieten die Simulationsergeb-
nisse interessante Informationen u¨ber die Struktur der Hexamere: Hier wird es vor
allem darum gehen, welche der beiden Ringstrukturen, die von der Symmetrie und
somit vom Spektrum sehr verschieden sind, vorliegt. In dieser Sache ist die Kor-
relationsfunktion der Paarabsta¨nde nicht sehr aufschlußreich, da die Paarabsta¨nde
beim Ring der S6-Symmetrie (”
Sessel“) und der C2-Symmetrie (”
Boot“) sehr a¨hnlich
sind. Daher wird hier auf die Korrelation g(α) der Winkel der CO-Achsen zuru¨chge-
griffen. Diese Funktionen sind fu¨r eine Reihe verschiedener Temperaturen in Abb.
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Abbildung 5.16: Verlauf der potentiellen Energie (oben) und der mittleren Schwan-
kung des Paarabstands der Moleku¨lschwerpunkte und des Winkels zwischen den
CO-Achsen (unten) des Methanolhexamers in Abha¨ngigkeit von der Temperatur.
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Abbildung 5.17: Korrelationsfunktion des Winkels zwischen den CO-Achsen bei MC-
Simulationen des Methanolhexamers fu¨r verschiedene Temperaturen.
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5.17 aufgetragen. Das Diagramm fu¨r T = 20 K unterscheidet sich deutlich von dem
bei T = 10 K. Zwei wesentliche Unterschiede sollen speziell diskutiert werden: Das
Maximum der Kurve bei 180o, das durch das Auftreten antiparalleler Moleku¨lorien-
tierungen an gegenu¨berliegenden Positionen im S6-Ring zustande kommt und daher
charakteristisch fu¨r die Sesselstruktur ist, verschwindet mit steigender Temperatur.
Im Gegenzug nimmt die Ha¨ufigkeit von Paaren von Moleku¨len mit einem kleinen
Winkel zwischen ihren Achsen zu. Dies ist typisch fu¨r die Bootstruktur, wo es ein
Paar von Moleku¨len gibt, die unter einemWinkel von nur 12o zueinander stehen. Um
diesen U¨bergang von der Sessel- zur Bootkonfiguration, der mit wachsender Tem-
peratur einsetzt, direkt untersuchen zu ko¨nnen, werden die mit dem Monte-Carlo-
Programm erzeugten Folgen von Konfigurationen daraufhin weiter untersucht. Als
Kriterium fu¨r die beiden Strukturen dienen die Anzahlen der Methylgruppen unter-
halb bzw. oberhalb der Ebene, die durch den Ring der OH-Gruppen definiert ist.
Der Prozentteil der Konfigurationen mit je drei CH3-Gruppen unter und u¨ber der
Ebene wird als Anteil der Konfigurationen angesehen, die der S6-Symmetrie (”
Ses-
sel“) zugerechnet werden ko¨nnen. Er weicht bei T = 16 K erstmalig von 100 % ab
(97 %) und sinkt dann sehr schnell auf etwa 50 % bei T = 30 K. Daraus kann die
Schlußfolgerung gezogen werden, daß die Schwelle fu¨r die Isomerisierung zwischen
den beiden verschiedenen Ringstrukturen ab etwa 20 K bis 30 K u¨berschritten wer-
den kann. Da diese Umformierung des Rings hauptsa¨chlich durch Drehungen der
beteiligten Moleku¨le zustande kommt, liegt es nahe, die mittlere Schwankung δ(α)
des Winkels zwischen den Moleku¨lachsen zu untersuchen. Diese Kurve ist ebenfalls
in Abb. 5.16 dargestellt. Dieser Wert steigt bis zu einer Temperatur von 150 K steil
an, la¨ßt jedoch in dem fraglichen Bereich keinen abrupten U¨bergang erkennen.
Die simulierten Spektren fu¨r den Temperaturbereich von 1 K bis 100 K sind in Abb.
5.18 zu sehen. Im Spektrum bei T = 1 K sind die zwei Linien zu erkennen, die der
Anregung der Eu-Mode und der Au-Mode mit ihren Blauverschiebungen von +17
cm−1 und +33 cm−1 entsprechen. In der Darstellung fu¨r T = 4 K ist die erstere deut-
lich breiter, was, wie auch im Fall des Trimers, auf eine Aufhebung der zweifachen
Entartung hindeutet, jedoch ergeben sich auch hier keine getrennten Linien. Ihre
Breiten entsprechen etwa den experimentellen Linienbreiten, jedoch kann dort kein
nennenswerter Unterschied in den Breiten der beiden Linien festgestellt werden. Die
oben erwa¨hnte Isomerisierung in dem Bereich zwischen 20 K und 30 K la¨ßt sich auch
in den Spektren nicht an einem abrupten U¨bergang erkennen, da bereits bei 20 K die
beiden Absorptionslinien sehr breit sind. Jedoch kann in der langwelligen Schulter
des Absorptionsprofils bei T = 50 K die Anregung einer der B-Moden (δω = +2.9
cm−1), in der kurzwelligen Schulter eine der anderen B-Moden (δω = +44.6 cm−1)
vermutet werden.
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Abbildung 5.18: Simulierte Infrarotspektren des Methanolhexamers fu¨r verschiedene
Temperaturen.
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Kapitel 6
Zusammenfassung
In der vorliegenden Arbeit wird ein sto¨rungstheoretisches Verfahren vorgestellt, mit
dem die Verschiebung molekularer Schwingungsenergieniveaus unter dem Einfluß der
intermolekularen Wechselwirkung im Cluster quantenmechanisch berechnet werden
kann. Es basiert auf der in zwei Arbeiten von A. D. Buckingham vero¨ffentlich-
ten Methode zur Berechnung des Einflusses der Solvatisierung auf die Schwingungs-
spektren von Chromophoren [28, 29]. Die dort mit nichtentarteter Sto¨rungsrechnung
zweiter Ordnung entwickelten Formeln werden hier auf den entarteten Fall u¨bertra-
gen. Somit kann auch die Wechselwirkung gleicher Moleku¨le in homogenen Clustern
behandelt werden.
Bei na¨herer Untersuchung der in dieser Arbeit hergeleiteten Formeln fu¨r die Linien-
verschiebung zeigt sich, daß im wesentlichen zwei unterschiedliche Mechanismen die
Schwingungsspektren beherrschen: Mit entarteter Sto¨rungsrechnung erster Ordnung
la¨ßt sich zeigen, daß die Schwingungsanregung i. a. nicht in einzelnen Moleku¨len zu
lokalisieren ist, sondern daß es durch die Wechselwirkung der Moleku¨le untereinan-
der zu einer Kopplung identischer Schwingungsmoden kommt. Dies fu¨hrt zu einer
Aufspaltung der Spektrallinien, die der Anregung der zugeho¨rigen Schwingungen
entsprechen. Jedoch kann sich im Fall symmetrischer Cluster durch unvollsta¨ndige
Aufhebung der Entartung der angeregten Zusta¨nde sowie durch U¨bergangsverbote
die Anzahl der Spektrallinien verringern. In zweiter Ordnung ergeben sich weitere
nicht unerhebliche Korrekturen in der Lage der Energieniveaus durch das Zusam-
menspiel der intermolekularen Wechselwirkung und der kubischen Kopplung der Mo-
den innerhalb eines Moleku¨ls. Die Auswirkung dieses Effekts wird wesentlich durch
Gro¨ße und Vorzeichen der entsprechenden kubischen Kraftkonstanten bestimmt, de-
ren Wert somit fu¨r die Spektren von enormem Einfluß sein kann.
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Um auch den Effekt der thermischen Mittelung bei endlichen Temperaturen auf die-
se Spektren numerisch behandeln zu ko¨nnen, wird die Berechnung der Spektralli-
nienverschiebung mit Monte-Carlo-Simulationen verknu¨pft. Die Kombination dieser
beiden Verfahren stellt eine Symbiose einer quantenmechanischen und einer klas-
sischen Vorgehensweise dar: Die intramolekularen Freiheitsgrade der Schwingung
werden mit der oben erla¨uterten quantenmechanischen Sto¨rungsrechnung behan-
delt, wa¨hrend die intermolekularen Freiheitsgrade aufgrund der – im Fall nicht zu
kleiner Temperaturen und nicht zu kleiner Teilchenmassen – erheblich ho¨heren Zu-
standsdichte mit der Ensembletheorie der klassischen Statistik behandelt werden
ko¨nnen.
Wird die Anisotropie der Wechselwirkungsenergie eines Paares von Moleku¨len
mittels Potentialzentren modelliert, die neben einer Potentialfunktion fu¨r Re-
pulsion und van-der-Waals-Attraktion auch durch eine Partialladung und einen
Polarisierbarkeitstensor charakterisiert sind, umfassen die in dieser Arbeit hergeleite-
ten Formeln alle einzelnen Mechanismen, die in der Literatur schon zur theoretischen
Beschreibung der Schwingungsspektren molekularer Cluster vorgeschlagen wurden.
Somit liegt eine sehr universelle Methode vor, die zur Analyse von Schwingungs-
spektren verschiedener van-der-Waals- oder wasserstoffbru¨ckengebundener Cluster
Anwendung finden kann.
Das hier entwickelte Verfahren wird zur Simulation von Spektren kleiner Metha-
nolcluster (Dimer bis Hexamer) angewendet. Dabei werden zur Modellierung der
intermolekularen Wechselwirkungsenergie zwei verschiedene semiempirische Poten-
tiale (OPLS [92] und PHH3 [112]) verwendet. Das intramolekulare anharmonische
Kraftfeld stammt aus einer Publikation mit SCF-Rechnungen, in der auch die wich-
tigsten kubischen Kraftkonstanten angegeben sind [124].
Die Simulationsergebnisse sind in guter qualitativer U¨bereinstimmung mit den ent-
sprechenden Photodissoziationsspektren gro¨ßenselektierter Cluster [7, 8, 9, 10, 11].
Die zwei Absorptionslinien in der 1000 cm−1–Region des Dimerspektrums lassen sich
durch die nichta¨quivalente Lage der Moleku¨le in einer Dimerkonfiguration mit einer
linearen Achse der Wasserstoffbru¨ckenbindung O–H· · ·O erkla¨ren. Die gegenu¨ber
der Absorption der Gasphase rotverschobene Linie entspricht der Anregung einer
Schwingungsmode, die weitgehend im Akzeptor, die blauverschobene einer Mode,
die u¨berwiegend im Wasserstoffdonor lokalisiert ist. Im Fall des Trimers und des
Tetramers zeigen einfache gruppentheoretische Erwa¨gungen, daß die Spektren der
Infrarotabsorption, die nur eine zweifach entartete Linie aufweisen, mit den be-
rechneten planaren symmetrischen Ringstrukturen der C3h– bzw. C4h–Symmetrie
in Einklang stehen. Diese Ringe sind u¨ber einen weiten Temperaturbereich stabil.
In den Monte-Carlo-Simulationen des Trimers kann nachgewiesen werden, daß bei
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T ≈ 150 K ein Isomerisierungsu¨bergang auftritt und daß erst ab dieser Temperatur
auch kettenfo¨rmige Isomere vorliegen ko¨nnen. Ab einer Clustergro¨ße von fu¨nf finden
sich keine ebenen Ringstrukturen mehr. Der leicht asymmetrische ringfo¨rmige Pent-
amer weist in der betreffenden Spektralregion drei eng beieinanderliegende Absorp-
tionsfrequenzen auf, die jedoch im Experiment nicht aufgelo¨st werden ko¨nnen. Das
experimentelle Spektrum des Hexamers mit seinen zwei blauverschobenen Linien ist
in sehr guter U¨bereinstimmung mit der Annahme der theoretisch berechneten stabil-
sten Struktur, einem ringfo¨rmigen Isomer mit S6-Symmetrie und einer Temperatur
von etwa 4 K. Ein zweites ringfo¨rmiges Isomer (C2–Symmetrie), das energetisch nur
geringfu¨gig ho¨her liegt, ist, wie durch die Simulationen nachgewiesen werden kann,
bei Temperaturen unterhalb 20 K nicht erreichbar. Außerdem zeigt dieses System
a¨hnlich wie der Trimer einen abrupten Strukturu¨bergang bei T ≈ 200 K. Ab dieser
Temperatur ko¨nnen sich die Bindungen umformieren.
In Anbetracht gewisser Unsicherheiten sowohl in den Funktionen des intermole-
kularen Wechselwirkungspotentials als auch im anharmonischen Anteil des intra-
molekularen Kraftfeldes kann die quantitative U¨bereinstimmung der theoretischen
Modellrechnungen mit den experimentellen Spektren u¨ber weite Strecken als relativ
gut angesehen werden. Dies ist insbesondere bemerkenswert, weil keiner der vielfa¨lti-
gen Parameter an die experimentellen Ergebnisse angepaßt wurde. Jedoch ko¨nnte
in Zukunft auf diese Weise ein Potentialmodell konstruiert werden, mit dem sich
die experimentellen Spektren genauer reproduzieren lassen. Dieses Modell mu¨ßte
insbesondere auch den Einfluß der Polarisierbarkeit beru¨cksichtigen. Auf diese Wei-
se ko¨nnte die hier vorgestellte Methode der Spektrensimulation zusammen mit den
vielen detaillierten Informationen aus der Infrarotspektroskopie dazu dienen, die
Potentialfunktionen, die bisher meist nur durch Anpassung an Werte der flu¨ssi-
gen Phase gewonnen wurden, zu verbessern und so einen wesentlichen Beitrag zum
Versta¨ndnis der intermolekularen Wechselwirkung zu leisten.
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Anhang A
Generalisiertes Eigenwertproblem
Die in Abschnitt 2.4 eingefu¨hrte Matrix L der Transformation von der Basis in-
terner Koordinaten ~r auf Normalkoordinaten ~Q ergibt sich aus der gleichzeitigen
Lo¨sung zweier Eigenwertprobleme fu¨r die Matrix der kinetischen Energie G−1 und
die Kraftkonstantenmatrix F. Diese Prozedur entspricht dem aus der linearen Alge-
bra bekannten sog. verallgemeinerten Eigenwertproblem. Notwendige Voraussetzung
fu¨r die Lo¨sung eines solchen Problems ist, daß (mindestens) eine der beiden Matrizen
positiv definit ist. Da die Matrix G−1 als metrischer Tensor im Raum der Valenz-
koordinaten ~r angesehen werden kann, erfu¨llt sie diese Forderung. Im folgenden soll
das Vorgehen bei der Transformation in drei Schritten gegliedert dargestellt werden.
• Da die Matrix G−1 reell und symmetrisch ist, kann sie durch eine lineare
Transformation B auf Diagonalform u¨berfu¨hrt werden. Der Basiswechsel la¨ßt
sich schreiben als
~y = B~r . (A.1)
Diese Transformation B kann anschaulich als Drehung des (3N − 6)-
dimensionalen Koordinatensystems verstanden werden, die den Ellipsoid, der
die kinetische Energie T in der Basis der Koordinaten ~r beschreibt, auf sein
Hauptachsensystem abbildet. Unter Ausnutzung der Tatsache, daß aufgrund
der Orthogonalita¨t der Matrix B deren Inverse B−1 durch die transponierte
Matrix B˜ ausgedru¨ckt werden kann, ergibt sich die kinetische Energie in der
Basis der Koordinaten ~y zu
T =
1
2
~˙rG−1~˙r =
1
2
~˙yBG−1B˜~˙y =
1
2
~˙yC~˙y , (A.2)
wobei die Matrix C Diagonalform hat. Mit deren Elementen Cii la¨ßt sich die
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kinetische Energie somit als quadratische Form
T =
1
2
3N−6∑
i=1
Ciiy˙
2 (A.3)
schreiben.
• Der na¨chste Schritt besteht in einer weiteren Transformation des Koordina-
tensystems
~z = D~y , (A.4)
wobei die Matrix D eine Diagonalmatrix mit den Elementen
Dii =
1√
Cii
(A.5)
ist. Hier wird die oben genannte Voraussetzung ausgenutzt, daß die Eigenwerte
Cii der Matrix G
−1 alle positiv sein sollen. In der Basis der so definierten
Koordinaten ~z nimmt die kinetische Energie ihre einfachste Gestalt an, sie
la¨ßt sich durch die Einheitsmatrix 1 darstellen
T =
1
2
~˙yC~˙y =
1
2
~˙zDCD˜~˙z =
1
2
~˙z1~˙z =
1
2
3N−6∑
i=1
z˙2 . (A.6)
Diese Koordinatentransformation beinhaltet keine Drehung, sie la¨ßt sich an-
schaulich als Stauchung oder Streckung der Hauptachsen des Ellpsoiden, der
T in der Basis der Valenzkoordinaten ~r darstellt, auf Einheitsla¨nge beschrei-
ben. Dadurch nimmt der Ellipsoid die Gestalt einer (3N − 6)-dimensionalen
Einheitskugel an.
• Im dritten Schritt der Prozedur wird die Darstellung der potentiellen Energie
nach den beiden Basiswechseln betrachtet. Dabei erha¨lt man
V =
1
2
~rF~r =
1
2
~zDBFD˜B~z =
1
2
~zW~z , (A.7)
wobei W die Kraftkonstantenmatrix in der Basis der
”
neuen“ Koordinaten ~z
bezeichnet. Durch eine weitere lineare Abbildung E ergeben sich schließlich
die Normalkoordinaten
~Q = E~z , (A.8)
wobei die Abbildung E so gewa¨hlt wird, daß auch die MatrixW der potentiel-
len Energie auf Diagonalform gebracht wird. Damit ergibt sich als Darstellung
dieser Energieform
V =
1
2
~zW~z =
1
2
~QEWE˜ ~Q =
1
2
~QΛ ~Q . (A.9)
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Es ist zu beachten, daß diese letzte Abbildung, die eine weitere Drehung der
Achsen darstellt, die Darstellung der kinetischen Energie als Einheitsmatrix
unvera¨ndert la¨ßt
T =
1
2
~˙z1~˙z =
1
2
~˙QE1E˜ ~˙Q =
1
2
3N−6∑
i=1
Q˙2 . (A.10)
Der Effekt der drei aufeinander folgenden linearen Transformationen la¨ßt sich durch
die Produkte der einzelnen Matrizen darstellen
L = EDB . (A.11)
Das Matrixprodukt L, das die Transformation von internen Valenzkoordinaten
auf Normalkoordinaten repra¨sentiert, hat somit jetzt die geforderte Eigenschaft,
gleichzeitig die Darstellung G−1 der kinetischen Energie auf die Einheitsmatrix
und die Matrix F der quadratischen Kraftkonstanten auf eine Diagonalform Λ zu
u¨berfu¨hren.
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Anhang B
Matrixelemente des harmonischen
Oszillators
Bei der Berechnung der in Gl. (3.19) vorkommenden Integrationen macht man sich
die besonderen Eigenschaften der Wellenfunktionen des harmonischen Oszillators
zunutze. Mithilfe von Rekursionsbeziehungen der Hermite’schen Polynome la¨ßt sich
zeigen, daß die einzigen nichtverschwindenden Matrixelemente des (dimensionslosen)
Ortsoperators diejenigen fu¨r m = n±1 sind [35]. Fu¨r den dimensionslosen Operator
qˆk ergibt sich
< n− 1|qˆ|n > =
√
n/2 (B.1)
< n+ 1|qˆ|n > =
√
(n+ 1)/2 (B.2)
< m|qˆ|n > = 0 fu¨r m 6= n± 1 . (B.3)
Die Matrix aus den Elementen < m|q|n >, die den Operator qˆk in der Basis der
Eigenfunktionen des harmonischen Oszillators darstellt, nimmt damit die folgende
Gestalt an
1√
2

0
√
2 0 0 . . .√
2 0
√
3 0 . . .
0
√
3 0
√
4 . . .
0 0
√
4 0 . . .
...
...
...
...
. . .
 . (B.4)
Durch einfache Multiplikation der Matrizen erha¨lt man daraus fu¨r die Elemente der
Operatoren qˆ2k, qˆ
3
k und qˆ
4
k
< n− 2|qˆ2|n > = (1/2)
√
n(n− 1) (B.5)
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< n|qˆ2|n > = n+ 1/2 (B.6)
< n− 2|qˆ2|n > = (1/2)
√
(n+ 1)(n+ 2) (B.7)
< m|qˆ2|n > = 0 fu¨r m 6= n ∧m 6= n± 2 (B.8)
< n− 3|qˆ3|n > =
√
n(n− 1)(n− 2)/8 (B.9)
< n− 1|qˆ3|n > = 3
√
n3/8 (B.10)
< n+ 1|qˆ3|n > = 3
√
(n+ 1)3/8 (B.11)
< n+ 3|qˆ3|n > =
√
(n+ 1)(n+ 2)(n+ 3)/8 (B.12)
< m|qˆ2|n > = 0 fu¨r m 6= n± 1 ∧m 6= n± 3 (B.13)
< n− 4|qˆ4|n > = (1/4)
√
n(n− 1)(n− 2)(n− 3) (B.14)
< n− 2|qˆ4|n > = (1/2) (2n− 1)
√
n(n− 1) (B.15)
< n|qˆ4|n > = (1/4) (2n2 + 2n+ 1) (B.16)
< n+ 2|qˆ4|n > = (1/2) (2n+ 3)
√
(n+ 1)(n+ 2) (B.17)
< n+ 4|qˆ4|n > = (1/4)
√
(n+ 1)(n+ 2)(n+ 3)(n+ 4) (B.18)
< m|qˆ4|n > = 0 fu¨r m 6= n ∧m 6= n± 2 ∧m 6= n± 4 (B.19)
A¨hnlich einfache Matrixelemente fu¨r die Potenzen des Impulsoperators pˆk sowie fu¨r
die Produktoperatoren pˆkqˆk und pˆkqˆk finden sich in [30].
Anhang C
Charaktertafeln einiger
Symmetriegruppen
Dieser Anhang gibt die Charaktertafeln einiger Symmetriegruppen wieder, die im
Bereich der Moleku¨lphysik eine Rolle spielen (nach F. A. Cotton [46]). Es sind
nur diejenigen Punktgruppen ausgewa¨hlt, die bei den in Kapitel 5 vorgestellten Iso-
meren der kleinen Methanolcluster auftreten. Hinweise zur Benutzung dieser Tafeln
fu¨r Anwendungen in der Vibrationsspektroskopie finden sich in Abschnitt 2.7.3. Die
Eintragungen x,y,z in der a¨ußersten rechten Spalte jeder Tafel geben das Transfor-
mationsverhalten der jeweiligen kartesischen Koordinate an und zeigen somit die
Infrarotaktivita¨t derjenigen Normalmoden der molekularen Vibration an, die sich
wie die entsprechenden irreduziblen Darstellungen transformieren.
Nichtaxiale Gruppen
Charakteristisch fu¨r diese Punktgruppen der Symmetrie ist das Fehlen axialer Sym-
metrie. Der obere Index ” bei der irreduziblen Darstellung A” weist auf den Vorzei-
chenwechsel bei Ebenenspiegelung hin.
CS E σh
A’ 1 1 x,y
A” 1 -1 z
167
168 ANHANG C. CHARAKTERTAFELN EINIGER SYMMETRIEGRUPPEN
Cn-Gruppen
Diese Symmetrien zeichnen sich durch eine n-za¨hlige Drehachse aus, es gibt aber
keine Symmetrieebenen. Die irreduziblen Darstellungen vom Typ B sind antisym-
metrisch unter der Drehung Cn.
C2 E C2
A 1 1 z
B 1 -1 x,y
Cnh-Gruppen
Bei dieser Symmetrieform gibt es zusa¨tzlich zur n-za¨hligen Drehachse eine dazu
senkrecht stehende (horizontale) Ebene der Symmetrie. Fu¨r geradzahlige Werte von
n ergeben sich als zusa¨tzliche Elemente der Punktgruppe eine ebenfalls n-za¨hlige
Drehinversionssymmetrie sowie die Punktspiegelung i am Inversionszentrum. Die
E-Darstellungen sind zweifach entartet, die oberen Indices ’ und ” bezeichnen sym-
metrisches bzw. antisymmetrisches Verhalten bei der Ebenenspiegelung σh.
C3h E C3 C
2
3 σh S3 S
5
3 e = exp(2pii/3)
A’ 1 1 1 1 1 1
E’ 1 e e∗ 1 e e∗ x,y
1 e∗ e 1 e∗ e
A” 1 1 1 -1 -1 -1 z
E” 1 e e∗ -1 -e -e∗
1 e∗ e -1 -e∗ -e
C4h E C4 C2 C
3
4 i S
3
4 σh S4
Ag 1 1 1 1 1 1 1 1
Bg 1 -1 1 -1 1 -1 1 -1
Eg 1 i -1 -i 1 i -1 -i
1 -i -1 i 1 -i -1 i
Au 1 1 1 1 -1 -1 -1 -1 z
Bu 1 -1 1 -1 -1 1 -1 1
Eu 1 i -1 -i -1 -i 1 i x,y
1 -i -1 i -1 i 1 -i
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Sn-Gruppen
Das bestimmende Element der Symmetrie bei diesen Gruppen ist die n-za¨hlige Dreh-
symmetrie, wobei n stets eine gerade Zahl ist. Hinzu kommt noch eine n/2-za¨hlige
Drehsymmetrie um die gleiche Achse sowie fu¨r Werte von n, die Vielfache von Vier
sind, ein Punktinversionszentrum. Die unteren Indices g bzw. u charakterisieren
gerade bzw. ungerade Funktionen, d. h. die Symmetrie bezu¨glich der Inversion.
S4 E S4 C2 S
3
4
A 1 1 1 1
B 1 -1 1 -1 z
E 1 i -1 -i x,y
1 -i -1 i
S6 E C3 C
2
3 i S
5
6 S6 e = exp(2pii/3)
Ag 1 1 1 1 1 1
Eg 1 e e
∗ 1 e e∗
1 e∗ e 1 e∗ e
Au 1 1 1 -1 -1 -1 z
Eu 1 e e
∗ -1 -e -e∗ x,y
1 e∗ e -1 -e∗ -e
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