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A scheme for suppressing the correlated noise in signals transmitted over the bosonic Gaussian
memory channels is proposed. This is a compromise solution rather than removing the noise com-
pletely. The scheme is based on linear optical elements, two N -port splitters and N number of phase
flips. The proposed scheme has the advantages that the correlated noise of the memory channels are
greatly suppressed, and the input signal states can be protected excellently when transmitting over
the noise channels. We examine the suppressing efficiency of the scheme for the correlated noise,
both from quantum information of the states directly transmitted through the noise channel and
also from the entanglement teleportation. The operation of phase flips in our scheme is important
for the suppression of the correlated noise, which can diminish the effect of noise in quantum com-
munication. Increasing the number of beam splitters also can improve the suppressing efficiency of
the scheme in quantum communication.
PACS numbers: 03.67.Hk, 03.67.Dd, 42.50.Dv
I. INTRODUCTION
Quantum information generally encoded in a time or-
dered sequence of quantum states like photons can be
transmitted from Alice to Bob through a quantum chan-
nel. Quantum state transfer can be performed by local
quantum operations with assistance of classical commu-
nication by teleportation [1]. The success of teleporta-
tion relies on the pre-shared entanglement as the resource
whose construction also needs quantum states transmit-
ted through quantum channels. For noiseless quantum
channel, quantum information transfer by both schemes
of flying qubits and teleportation can be implemented
ideally without the effect of decoherence. This fact of
decoherence free is also important for quantum key dis-
tribution protocols which can provide unconditional se-
cure quantum communication [2]. However, the perfor-
mance of realistic communication channel will be limited
by noises. In noisy quantum communication, the input
signals are contaminated by the inevitable external envi-
ronment interactions. This may induce a significant in-
formation loss and hence reduce also the communication
security. Protecting the information against noise con-
tamination is one of the most important tasks for quan-
tum information processing. We remark that quantum
information can be both in discrete or continuous vari-
able (CV) systems [3, 4].
A channel is called memoryless if the noise acts identi-
cally and independently on each element of the sequence.
For memoryless channels, one standard strategy of pro-
tecting quantum information is to use quantum error-
∗Electronic address: kexiajiang@126.com
†Electronic address: hfan@iphy.ac.cn
correcting codes [5]. This strategy gives detailed guid-
ance for encoding and decoding in communication pro-
cedures. However, in current communication systems,
considerable channel with noise correlated in time and
space is existing with the increasing speed of optical
communication and the miniaturization of solid state [6–
8]. For example, when the typical environmental relax-
ation times are comparable with the time delays between
two signals, the channels present correlations or mem-
ory. These scenarios are called correlated noise channels
or memory channels [8, 9]. The efficacy of standard quan-
tum error-correcting codes is reduced substantially, when
signals are transmitted over such memory channels [10].
The technical problem is finding the optimal encoding
schemes, which is rather complex and only a few models
have been solved [8, 11–13].
Very recently, some attentions have been devoted to
consider new encoding-decoding procedures for protect-
ing signal states against the correlated noise in bosonic
quantum channels both theoretically [14] and experimen-
tally [15]. By introducing unitaries prepended and ap-
pended to the memory channel, the removal of the cor-
related noise can be implemented partially in Ref. [14].
However, accurately definition of the unitaries have chal-
lenges for the composition of elementary gates. In
Ref. [15], an encoding and decoding scheme was pro-
posed for protecting the input single quantum states near
ideally. The encoding technique is based on two main
steps: combining the input signal with auxiliary vacuum
states on a beam splitter and subsequently introducing
phase flips for one of the two resulting states. The de-
coding technique is inverse similarly. However, a prede-
termined condition required: the magnitude of the cor-
related noise should be known for structuring the trans-
missivity of beam splitters. Realistically, the magnitude
of the correlated noise may not be accurately grasped
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2when considering the randomly varying of the external
environments [16]. This limits the execution of encoding-
decoding procedures.
In this work, we propose a error-protecting scheme for
suppressing the correlated noise in signals transmitted
over bosonic Gaussian memory channels based on linear
optical elements. We construct an encoding-decoding
procedure by aiding two N -port splitters (the 2N -port
splitter) [17] and N phase flips, but no predetermined
condition of the correlated noise should be required. We
examine the suppressing efficiency of the correlated noise
both from quantum information of the states directly
transmit over the noise channel and also from the en-
tanglement teleportation. This is a compromise solu-
tion rather removing the noise completely. The proposed
scheme achieves good performance, where the correlated
noise are greatly suppressed and the signal input states
are exhibited excellent protections. We would like to re-
mark that here the encoding is different from the code-
words in quantum error correction [5].
This paper is organized as follows: in Sec. II, we in-
troduce our error-protecting scheme for suppressing the
correlated noise in a bosonic Gaussian memory channel
generally. In Sec. III, a specific memory model is investi-
gated. The high suppressing efficiency for the correlated
noise is analyzed. In Sec. IV, we examine the suppressing
effects both from directly transmit quantum information
over the noisy channel and also from the entanglement
teleportation. Numerical results are illustrated in figures.
The final section, Sec. V, is devoted to conclusions and
discussions.
II. THE SCHEME FOR SUPPRESSING
CORRELATED NOISE
Our scheme for suppressing correlated noise in signals
transmitted over noise channels is illustrated in Fig. 1.
The scheme is suitable for depicting both consecutive
uses of a single channel with temporal correlations (e.g.
memory channels) and spatially separated channels with
spatial correlations. The encoding and decoding proce-
dures are realized by the 2N -port splitter and N phase
flips. The phase flips are implemented after the first N -
port splitter and before the seconde (inverse) one, but
only on the even (or odd) number of channels. Auxiliary
vacuum states are being added in the encoding proce-
dure. Finally, in the decoding procedure, the noise com-
ponents are being filtered out subtotally and the signals
are being purified.
A. The encoding procedure
The encoding procedure is realized by aiding an N -
port splitter {Bi}i=1,2,...,N and N/2 phase flips which
implemented immediately on the even (or odd) number
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FIG. 1: (Color online) The scheme for suppressing corre-
lated noise when signals transmitting over the noise channels.
Firstly, the input signals are encoded by the first N -port split-
ters and N/2 phase flips which implemented immediately on
the even or odd number of channels. Then, the encoded sig-
nals are transmitted over the noise channels and contaminated
by the noise unavoidably. Finally, the other N/2 phase flips
and the seconde N -port splitters are implemented in the de-
coding procedure. Noise components are being filtered out
subtotally and the signals are being purified. The short ver-
tical lines between the noise channels denote the correlated
noise.
of channels. Without loss of generality, we may assume
that N is even in the following analysis.
The pairs of input and output operators on splitters
are related by a unitary transformation (see Fig. 2(a))
dini = tibini − riaini−1,
aini = tiaini−1 + ribini,
(1)
where the reflectivity and transmissivity of the splitter
are ri =
√
1
N−i+1 and ti =
√
N−i
N−i+1 , respectively. Oper-
ators bini are responsible for the auxiliary vacuum states.
Bi 
bin i din i 
ain i-1 
ain i 
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FIG. 2: (Color online) The splitters in the encoding (a) and
decoding (b) procedures. The pairs of input and output op-
erators can be related by a unitary transformation with the
the reflectivity ri and transmissivity ti for both splitters in
the encoding and decoding procedures.
3While the operator ain0 corresponds to the input signal
states, and denotes ain = ain0 in the following paper.
Using Eq. (1), the input operators of the memory chan-
nels can be rewritten as
dini = − 1√
N
ain −
i−1∑
j=0
rjrj+1binj + tibini. (2)
The relative phase shifts of pi (namely the phase flips)
which being implemented on the even number of chan-
nels, can be described by performing the substitutions
dini 7→ (−1)i+1dini. (3)
B. The memory channel
As an example of the performance of this scheme, we
are interesting in a lossy Bosonic memory channel in-
troduced by Lupo et al. [18]. There are two specific
highlights of such a mode: one is the memory kernel,
which account for the flux of information from one chan-
nel use to the following, and other is introducing a pa-
rameter transmissivity  to relate the ratio between the
time delay ∆t of the two successive channel uses and the
typical relaxation time τrel of the environment, namely
 ' exp(−∆t/τrel). Conveniently, we call the transmis-
sivity  the memory factor.
In this model, the action of the channel upon the
k-th use is defined by a concatenation of n identical
unitary transformations which couples the input modes
{dinj}j=1,2,...,n with a collection of local environments
{ej}j=1,2,...,n and the memory kernel m1. The input sig-
nals from different channel use interfere at the channel
outputs, leading to the memory effects of the quantum
channel.
Generally, in the Heisenberg picture, the k-th output
mode doutk can be written as
doutk =
k∑
j=1
fkjdinj +
k∑
j=1
gkjej + hkm1. (4)
The coefficients fkj describe the channels transmittances
and crosstalks between the different use of channels, gkj
describe local environmental contaminations and hk rep-
resents the initial memory components. The characteris-
tics of the memory channel are reflected by these coeffi-
cients. They are all functions of parameters of the chan-
nel transmissivity and the memory factor. When one
takes fkj =
√
ηδk,j , gkj =
√
1− ηδk,j and hk ≡ 0 with
the channel transmissivity η, a memory channel can be
easily reduced to the memoryless one.
C. The decoding procedure
The decoding procedure is constructed by the other
N/2 phase flips, which implemented on the even or odd
number of channels, and also the other inverse N -port
splitters. The transformation of the input and output
operators on the i-th splitter satisfies (see Fig. 2(b))
fouti = tjdouti + rjaouti−1,
aouti = tjaouti−1 − rjdouti. (5)
We will denote aout = aoutN in the following paper with-
out misunderstanding.
From the optical circuit of the scheme in Fig. 1, it
is easy to find that the i-th output signal states of the
channel corresponds to the j-th inverse splitter in the
decoding procedure, with the relation j = N − i + 1.
Using the above equations, one can obtained the final
output of the ladder operators
aout = − 1√
N
N∑
k=1
doutk. (6)
Mathematically, the N/2 phase flips can be performed
by substitutions: doutk 7→ (−1)k+1doutk. After some cal-
culations, we have
aout = ζinain−
N−1∑
i=1
ζbibini+
N∑
i=1
(−1)i+1ζeiei+ζmm1, (7)
with the coefficients
ζin =
1
N
N∑
k=1
k∑
j=1
(−1)j+kfkj ,
ζbi =
1√
N
[
ti
N∑
j=i
(−1)j+ifji − riri+1
×
N∑
j=i+1
j∑
k=i+1
(−1)j+kfjk
]
,
ζei =
1√
N
N∑
k=j
(−1)j+k+1gkj ,
ζm =
1√
N
N∑
k=1
(−1)khk.
(8)
The coefficients also satisfy the relation of normalization
ζ2in +
N−1∑
i=1
ζ2bi +
N∑
i=1
ζ2ei + ζ
2
m = 1. (9)
These coefficients reflect the complex components of
the output signal state. It is mixed by the auxiliary
vacuum states, the local environmental states and the
memory components of the quantum channel. The mag-
nitude which they contribute can be expressed by the
square of coefficients. However, in our scheme the input
signal states have gotten protections and the correlated
noise have been suppressed. A preliminary understand-
ing can be grasped from the additions and reductions ap-
pear alternately in the Sigma of the coefficients (8). The
4coefficients of noises are greatly consumed by the Sigma
of additions and reductions. In the next section we con-
sider a specific model of lossy bosonic memory channel,
where all the coefficients can be calculated numerically.
Phase flip is an important technique to suppress the
correlated noise of the memory channels. If the phase
flips are not being implemented, the optical circuit only
simulates the N channel use where the memory effect
exist, but without any suppression of the noise compo-
nents. The results of output operators can be easily read
out from Eqs. (8): let all the j and k behind the sym-
bol of Sigma equal to 1. In the following sections, in
order to demonstrate the high efficiency of the scheme
for suppressing correlated noise, we will compare the two
different results numerically.
III. HIGH EFFICIENCY OF THE SIGNAL
TRANSMISSION OVER LOSSY BOSONIC
MEMORY CHANNELS
In this section we consider a more concrete model of
lossy bosonic memory channel which is introduced and
characterized by Lupo et al. in [18]. We analyze the
suppressing effects of the correlated noise, numerically.
The lossy bosonic memory channel Eq. (4) can be writ-
ten in a detailed form
doutk =
√
η dink −
√
(1− η)
k−1∑
j=1
(
√
η)
k−j−1
dinj
−
√
(1− )(1− η)
k∑
j=1
(
√
η)
k−j
ej
+
√
(1− η) (√η)k−1m1 (10)
for k = 1, 2, . . . , N . The parameter η can be understood
as the channel transmissivity of the input signal for a
single channel use. And the parameter  is the memory
factor.
As we have analyzed in the previous section, the com-
plex components of the output states can be reflected by
the magnitude which they contribute, namely, the square
of coefficients Eq. (8). In Fig. 3, we plot bar charts of
the square of coefficients for ladders of the output states
of the memory channel Eq. (10) with N = 2 and N = 4,
respectively. Numerical results show that the phase flips
play key roles for the suppression of correlated noise in
the lossy bosonic memory channels. We compare the two
different results numerically for both the phase flips are
being implemented and not implemented. The magni-
tude of correlated noises in signals, i.e. {ej}j=1,2,...,n and
also the memory kernel m1, are greatly suppressed after
the phase flips being implicated. Correspondingly, the
efficiency of the signals are greatly improved. Interest-
ingly, as depicted in the bar charts of the figures, it is
always greater than the case for a single channel use.
Although from the numerical distributions of the coef-
ficients, we can see the high efficiency of the scheme for
suppressing of the correlated noise, but a detailed anal-
ysis of the signal quantum state protection in communi-
cation is also necessary. Quantum information transmits
through the channel can be carried out in two ways: one
is the information directly through the channel, and the
other is the teleportation communication by using entan-
glements. In the next section, we will analyze the sup-
pressing effects for the correlated noise of the memory
channel from the above two aspects.
IV. THE SUPPRESSING EFFECTS OF THE
INPUT QUANTUM STATE TRANSMITTED
OVER GAUSSIAN MEMORY CHANNELS
The suppressing scheme is universal. It is valid for any
input quantum state and no matter with the statistics of
the correlated noise. In this section, we firstly investigate
our scheme for coherent states in a Gaussian noise envi-
ronment. And then we investigate the survival of entan-
glements in the suppressing scheme. Only let one half of
the entangled state sending through the Gaussian mem-
ory channel. Specifically, as an example, we will use the
two-mode squeezed vacuum state (TMSVs) as the entan-
glement resource. Since the input signal states are Gaus-
sian states [19], the final output states also have Gaus-
sian characteristics when transmitted over such Gaussian
memory channels [20].
We rewrite the Eq. (7) as
aout = ζinain +X
Tb+ Y Te+ ζmm1, (11)
where we denote the operators b := (bin1, · · · , binN )T and
e := (e1, . . . eN )
T. The vectors X, Y can be read out
from Eq. (7) and Eq. (8), easily. Furtherly, by using the
quadrature operators q = (a+a†)/
√
2, p = (a−a†)/i√2,
Eq. (11) can be concisely expressed as
Rout = ζinRin + X˜
TRb + Y˜
TRe + ζmRm1 , (12)
where the operators Rout := (qout, pout)
T, Rin :=
(qin, pin)
T, Rb := (qb1 , pb1 , · · · , qbN , pbN )T, Re :=
(qe1 , pe1 , · · · , qeN , peN )T and Rm1 := (qm1 , pm1)T. The
tilde vectors have the forms
X˜T =
(
XT 0
0 XT
)
Λ, (13)
Y˜ T =
(
Y T 0
0 Y T
)
Λ, (14)
with the matrix Λ = (λij)2N×2N and
λij =
{
δi,2i−1 (i ≤ N)
δi,2(i−N) (i ≥ N + 1)
. (15)
The input Gaussian state can be regarded as a com-
bination of the input signal state, the auxiliary vacuum
states, the initial memory mode and the environmental
5signal
aux1
e1
e2 m1
aH1L
N=2
0 2 4 6 8 10
0.0
0.2
0.4
0.6
0.8
1.0
Components of the output state
M
ag
ni
tu
de
signal
aux1
e1
e2
m1
aH2L
N=2
0 2 4 6 8 10
0.0
0.2
0.4
0.6
0.8
1.0
Components of the output state
M
ag
ni
tu
de
signal
aux1aux2aux3
e1 e2 e3
e4 m1
bH1L
N=4
0 2 4 6 8 10
0.0
0.2
0.4
0.6
0.8
1.0
Components of the output state
M
ag
ni
tu
de
signal
aux1aux2aux3
e1 e2 e3
e4
m1
bH2L
N=4
0 2 4 6 8 10
0.0
0.2
0.4
0.6
0.8
1.0
Components of the output state
M
ag
ni
tu
de
FIG. 3: (Color online) Bar Charts of the magnitude for components which contribute in the output states. We have taken the
transmissivity η = 0.6 and memory factor  = 0.3, respectively, for the lossy bosonic memory channel Eq. (10). Phase flips have
not been implemented in figures a(1) and b(1), while in a(2) and b(2) they have been implemented. The signs auxi express
the auxiliary components which correspond to the operators bini. In the suppressing scheme, when the phase flips have been
implemented, the magnitude of the signal in the output state has greatly been improved, while all the other noise components
have been suppressed.
modes. It can be characterized by the first moments
〈Rin〉, 〈Rb〉, 〈Re〉, 〈Rm1〉, and the covariance matrix
V =

Vin 0 0 C
T
0 Vb 0 0
0 0 Ve D
T
C 0 D Vm1
 , (16)
where the off-diagonal terms account for possible cor-
relations of the initial memory mode with the input
and the environment modes. Conveniently, we denote
din = 〈Rin〉 in the following paper. When the Gaussian
input state transmitted over the Gaussian channel, the
output state also has Gaussian characterizes, with the
first moment [20]
dout : = 〈Rout〉
= ζ2in〈Rin〉+ X˜T〈Rb〉+ Y˜ T〈Re〉+ ζ2m〈Rm1〉, (17)
and the covariance matrix
Vout = ζ
2
inVin + ζm
[
ζin(X˜
TC + CTX˜) + Y˜ TD +DTX˜
]
+ X˜TVbX˜ + Y˜
TVeY˜ + ζ
2
mVm1 . (18)
Generally, a Gaussian channel can be characterized by
a triad (dC , XC , YC) [20, 21], which transforms the input
Gaussian state (din, Vin) to the output Gaussian state
(dout, Vout) as
dout = XCdin + dC , (19)
Vout = XCVinX
T
C + YC . (20)
So it is not difficult to understand that, in this situa-
tion, the suppressing scheme can be considered as a sin-
gle noise Gaussian channel use, which associates with the
6matrix
XC = ζinI, (21)
YC = ζm
[
ζin(X˜
TC + CTX˜) + Y˜ TD +DTX˜
]
+ X˜TVbX˜ + Y˜
TVeY˜ + ζ
2
mVm1 . (22)
A. The fidelity for transmission of coherent states
Considering the teleportation of an ensemble of pure
states, the fidelity, F = Tr[ρinρout], is an appropriate
measurement, which describes how close between the ini-
tial input state and the final (mixed) output quantum
state.
For a pure input Gaussian signal state described by
(din, Vin), the fidelity for transmitting over the general
Gaussian channel (dC , XC , YC) can be expressed as [22–
25]
F =
1√
Det(Vin + Vout)
exp
{
− 1
2
[
(XC − 1)din + dC
]T
× 1
Vin + Vout
[
(XC − 1)din + dC
]}
, (23)
where Vout can be read out from (20). In our paper, we
are only interested in the maximum of the fidelity, then
we set the channel dC = 0.
In the following analysis, we assume the initial state of
the environment to be the thermal state with the average
excitations T for per environmental mode. While the ini-
tial memory and auxiliary modes are vacuum states. We
let the first moment of all the above states values zero,
so as to facilitate analysis and appraisal the suppress-
ing effects of the scheme. The covariance matrixes have
forms [19]: Vb = I2N×2N/2, Ve = (T + 1/2)I2N×2N and
Vm1 = I2×2/2. It is worth noting that all these modes are
independent of each other, so we have C = 0 and D = 0
for the off-diagonal terms in (16).
The example state for testing the suppressing effects of
our scheme is the coherent state |α〉, which is a Gaussian
state characterized by its first moment and the covariance
matrix
din = (d1, d2)
T = (
α+ α∗√
2
,
α− α∗√
2
)T, (24)
Vin =
1
2
I2×2. (25)
The parameter |α|2 = n¯ expresses the average photon
numbers of the mode flied. Without losing generality, we
assume the parameter α is real.
After some calculations, the numerical analysis of the
fidelity (23) can be given out as a function of four pa-
rameters: the transmissivity η, the memory factor , the
average excitations T and the average photon number
α, namely, F = F (η, , T, α). The numerical results for
roles of the parameters are reported in Fig. 4. As shown
in a(1) and b(1), when phase flips are not being imple-
mented, the memory factor produces a completely neg-
ative effect on the signal transmission over the memory
channels. Interestingly, when phase flips are being im-
plemented, it becomes another important aspect for the
improvement of fidelity which has been shown in a(2) and
b(2). The transform of the role of the memory factor from
completely negative to positive is totally exciting.
Let’s give a simple analysis for the extreme case as the
transmissivity η tends to zero when no phase flips are
being implemented. From Eq. (10) we have
doutk ' −
√
dink−1 −
√
1− ek +
√
δk,1m1. (26)
For a perfect memory channel → 1, further, it becomes
doutk ' −dink−1 + δk,1m1 which is a correlated dephas-
ing channel. The phase error is determined exactly by
whether an error occurred on the previous one. For per-
fect memory channels, the facts is that they are asymp-
totically noiseless where no information is lost to the en-
vironment [26]. This implies that for zero transmissivity
channel, the fidelity maybe not zero. As the memory fac-
tor of the channel becomes large, e.g. the perfect memory
channel, the fidelity can be considerable since there are
no information is lost. This behaviors can be seen in
Fig. 4 a(1) and b(1) as the transmissivity reaches zero.
Such characteristic of memory also presents in the dis-
cussion of the survival of entanglements in Sec. IV B ,
where the survival does not decrease monotonously with
the decrease of the transmissivity, see in Fig. 5 a(1) and
b(1).
Let’s give a brief discussion to end this subsection.
Actually, gaining an insight one can find that a “repe-
tition coding” has been structured in the encoding pro-
cedure of the scheme. The first N -port splitter trans-
forms the input coherent state into a product state of
N coherent states with the same reduced amplitude:
|β〉⊗N = |α/√N〉⊗N [27, 28]. So, a train of signals of
N reduced coherent states is sent through the memory
channel in sequences. But this is not always the case,
there exists such repetition coding. For example, when
only one half of a two-mode CV entangled state is sent
through the channel, there has certain complexity in an-
alyzing the transformations of the input signal states for
the first N -port splitter. In the next subsection, we will
investigate this in detail.
B. The survival of entanglements
We now investigate the survival of entanglements using
our suppressing scheme. The example state is TMSVs
|TMSVs〉 = S(r)|00〉 =
√
1− µ2
∞∑
n=0
µn|nn〉, (27)
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FIG. 4: (Color online) The fidelity of the input coherent state transmits over a lossy bosonic Gaussian memory channel in
suppressing scheme of the correlated noise. We have taken the values of the parameters T = 3 and |α|2 = 8 in numerical
analysis. In order to compare the results, phase flips have been implemented in figures a(2) and b(2), while in figures a(1) and
b(1) they have not been taken.
where µ = tanh r is the squeezing parameter. The
TMSVs are two mode Gaussian states, which are espe-
cially useful in the CV quantum information because they
can be used as entanglement resources. Considering the
fundamental quantum teleportation protocol [1, 3], we let
only one half of the TMSVs sending through the mem-
ory channel in the suppressing scheme. The degree of the
entanglement will be contaminated by the noise channel
unavoidably. Now, we can analyze the correlated noise
suppressions for the survival of entanglements.
The covariance matrix of the TMSVs is a 4× 4 square
matrix which can be written as
V =
(
A C
CT B
)
, (28)
where A = B = cosh(2r)I and C = sinh(2r)Diag(1,−1).
One can let the mode A transmit through the Gaus-
sian memory channel, so we have A = Vin. Furtherly,
considering the independent relations between the mode
B and the memory channel, one can find the covariance
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FIG. 5: (Color online) The least symplectic eigenvalue d˜− of the partially transposed covariance matrix of the entangled states
as a function of four parameters, d˜− = d˜−(η, , T, µ). Phase flips have been implemented in figures a(2) and b(2), while in
figures a(1) and b(1) they have not been taken. We assume T = 1 and µ = 0.6 in the numerical analysis. In order to facilitate
the compare with the separability criterion, d˜− = 0.5 is also shown as dashed lines. Phase flips transform the memory factors
become positive ingredients for survival of entanglements when transmitting over the lossy bosonic Gaussian memory channels.
matrix of output state is
V ′ =
(
A′ C ′
C ′T B′
)
, (29)
with A′ = Vout, B′ = B and C ′ = ζinC. A detail calcu-
lation is reported in Appendix A.
A necessary and sufficient criterion exists for the sep-
arability of the two-mode bipartite Gaussian states [29–
31]: a Gaussian state with the covariance matrix V is
separable iff d˜− > 12 , where d˜− is the least symplectic
eigenvalue of the partially transposed covariance matrix
V˜ = ∆V∆ with ∆ = Det(1,−1,−1,−1). The symplec-
tic eigenvalues can be calculated from the spectrum of
iJV˜ [19], where
J = ω
⊕
ω, ω =
(
0 1
− 1 0
)
, (30)
or using the A. Serafini et al.’s [32] formula directly. Us-
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FIG. 6: (Color online) The density plot of d˜− as a function of the four parameters: η, , T , and µ. In figures a(2) and b(2)
phase flips have been implemented , while in a(1) and b(1) they have not been taken. We assume T = 1 and µ = 0.6 in the
numerical analysis. In order to facilitate the compare with the separability criterion, the density d˜− = 0.5 is also shown as
dashed lines in figures.
ing the criterion, we can analyze the survival of entan-
glement of the TMSVs when transmitting over the noise
memory channel. The least symplectic eigenvalue d˜− can
be calculated from the covariance matrix V˜ = ∆V ′∆ us-
ing the Eq. (29), numerically.
Similarly with the fidelity of the coherent states trans-
mit over the memory channel, the d˜− relies on four pa-
rameters: the transmissivity η, the memory factor , the
average excitations T for per environmental mode and
the squeezing parameter µ. Numerical results shows that,
before phase flips being implemented, the survival of en-
tanglement is complicatedly dependent on both the pa-
rameters η and . While after phase flips being have
implemented, they all played important roles for main-
taining the existence of entanglement transmitting over
the memory channel, as illustrated in Fig. 5. The role of
the memory factor in the scheme is always positive. This
also can be shown by aiding the density plot of d˜− for
the parameters η and  in Fig. 6. Increasing the numbers
of beam splitters also plays positive roles in maintaining
the existence of entanglement, which also can be shown
in figures by comparing the cases N = 2 and N = 4.
Once again, the phase flips transform the memory fac-
tor as a positive ingredient for the survival of entangle-
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ment when transmitting over such lossy bosonic memory
channels. By aiding the positive roles of the memory fac-
tor in the scheme, the correlated noise are being greatly
suppressed and thus the input quantum states are exhib-
ited excellent protections.
V. SUMMARY
In summary, we have proposed a scheme for suppress-
ing the correlated noise in signals transmitted over the
Gaussian memory channels. The scheme is based on lin-
ear optical elements, two N -port splitters and N number
of phase flips. This is a compromise scheme which sup-
press rather than remove the noise, but no predetermined
condition of the correlated noise is required.
The suppressing efficiency of the correlated noise has
been examined for quantum information both from quan-
tum states directly transmitted over the noise channel
and also from the entanglement teleportation. The pro-
posed scheme demonstrates promising advantages, where
the correlated noise of the memory channels are greatly
suppressed, and the input signal states are excellent pro-
tected when transmitting over the noise channels.
Numerical results show that the phase flips are very
important operations for the suppressions of the corre-
lated noise. They transform the roles of the memory
channel from completely negative to positive in quantum
communication. Increasing the numbers of beam split-
ters is also helpful in reducing the noise of the quantum
communication.
A general analysis beyond a specific lossy Gaussian
memory channel mode is interesting. In the suppress-
ing scheme, the improvement of information capacities
of noise channels with correlated noise is also interesting.
Appendix A: Detail calculation
Defining R := (qa, pa, qb, pb)
T, Ra := (qa, pa)
T and
Rb := (qb, pb)
T, since only the mode A has transmit-
ted through the channel while the other did not, we have
Ra = Rin, R
′
a = Rout and R
′
b = Rb. According to the
definition of the covariance matrix [19]
V ′jk :=
1
2
〈{R′j , R′k}〉 − 〈R′j〉〈R′k〉, (A1)
the relations A′ = Vout and B′ = B in (29) are easily
understandable.
And also, according to the definition of the covariance
matrix, the form of the matrix C ′ can be obviously writ-
ten as
C ′jk :=
1
2
〈{Routj , Rbk}〉 − 〈Routj〉〈Rbk〉. (A2)
Noting that the mode B did not transmit through the
channel, so it is independent with the auxiliary vacuum
states, the initial memory mode and the environment of
the memory channel. Thus we have
C ′jk = ζin
[
1
2
〈{Rinj , Rbk}〉 − 〈Rinj〉〈Rbk〉
]
= ζinCjk, (A3)
where we have used the Eq. (12) to connect the output
with the input operators.
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