Tensor product of full Fock spaces is analogous to the Hardy space over the unit polysic. This also plays an important role in the development of noncommutative operator theory and function theory in the sense of noncommutative polydomains. In this paper we study joint invariant subspaces of tensor product of full Fock spaces. We also obtain, by using techniques of noncommutative varieties, a classification of joint invariant subspaces of n-fold tensor products of the Drury-Arveson space.
Introduction
The classical Beurling, Lax and Halmos theorem (see [8] ) deals with a complete classification of invariant subspaces of vector-valued Hardy spaces over the unit disc D = {z ∈ C : |z| < 1} in C. To be more specific, let E be a Hilbert space, and let H 2 E (D) denote the E-valued Hardy space over the unit disc D in the complex plane C. If S is a closed subspace of H 2 E (D), then the Beurling, Lax and Halmos theorem says that S is M z -invariant if and only if there exist a Hilbert space E * and a B(E * , E)-valued inner function Θ ∈ H ∞ B(E * ,E) (D) such that S = ΘH 2 E * (D). In particular, for S as above, the restriction operator M z | S on S is unitarily with multiplication operator M z on the Hardy space H 2 F (D) for some Hilbert space F such that dim F ≤ dim E.
It is natural to ask whether inner function based characterizations of invariant subspaces can be valid on Hardy space over unit polydisc D n , n > 1. The answer is negative even for n = 2 (see Rudin [17] ). However, recently in [7] , an abstract classification of invariant subspaces of the Hardy space over the unit polydisc has been proposed: Let (M z 1 , . . . , M zn ) be the n-tuple of multiplication operators by the coordinate functions z 1 , . . . , z n on H 2 (D n ), n > 1. Then a joint (M z 1 , . . . , M zn )-invariant subspace S ⊆ H 2 (D n ) is uniquely (up to unitary equivalence) determined by (n − 1) operator-valued bounded analytic function on the open unit disc D.
The goal of the present paper is to examine a general technique for characterizing joint invariant subspaces of the noncommutative Hardy space on the noncommutative polydomain. In the noncommutative multivariable setting, the analogue of (commutative) polydisc was introduced by Gelu Popescu in [16, 15] . Popescu's theory is an attempt to unify the multivariable operator model theory for ball-like domains and commutative polydiscs and extend it to a more general class of noncommutative polydomains.
Full Fock space plays a central role in noncommutative operator theory, both in the analysis of operator model theory and in the formulation of noncommutative function theory. From this point of view, in this paper, we characterize invariant subspaces of tensor products of full Fock spaces. To be more specific, recall that for a given natural number n ≥ 1, the full Fock space F 2 n is defined by
Here (C n ) ⊗0 := C and (C n ) ⊗k is the k-fold Hilbert space tensor product of C n , and C n is the n-dimensional Hilbert space with {e 1 , . . . , e n } as the standard orthonormal basis. Define the left creation operator S i , i = 1, . . . , n, on F 2 n by (see [12] )
for all 1 i, j n. That is, (S 1 , . . . , S n ) is a tuple of isometries with orthogonal ranges. In this paper, following Popescu [15, 16] , we consider tensor product of full Fock spaces and classify joint invariant subspaces of creation operators. More specifically, suppose n = (n 1 , . . . , n k ) ∈ N k , and let F 2 n = F 2 n 1 ⊗ · · · ⊗ F 2 n k . Fix i ∈ {1, . . . , n}. We denote the n i -tuple of creation operator on F 2 n i as S n i = (S i,1 , . . . , S i,n i ). For each j = 1, . . . , n i , we consider the creation operator on F 2 n corresponding to S i,j on F 2 n i as I F 2 n 1 ⊗ · · · ⊗ I F 2 n j−1 ⊗ S i,j ⊗ I F 2 n j+1 ⊗ · · · I F 2 n i . By abuse, when no confusion is possible, we will again denote the above operator on F 2 n by S i,j . Consequently we have the follwing n-tuple S = (S n 1 , . . . , S n k ) on F 2 n . The aim of this paper is to classify joint invariant subspaces of the n-tuple S = (S n 1 , . . . , S n k ) on F 2 n . We also aim to illustrate our ideas in the setting of noncommutative varieties. In particular, we present a classification of joint invariant subspaces of the n-fold tensor product of Drury-Arveson spaces H 2 n 1 ⊗ · · · ⊗ H 2 n k . This paper is organized as follows. Section 2 contains preliminary notions, such as Fock module, polydomains, multi-analytic operators and noncommutative varieties. Section 3 contains results concerning representations of commutators of creation operators. Section 4 presents a classification result of joint invariant subspaces of F 2 n . Section 5 discusses our approach of invariant subspaces to noncommutative varieties.
Preliminaries
Given two Hilbert spaces H 1 and H 2 , the set of bounded linear operators from H 1 to H 2 will be denoted by B(H 1 , H 2 ). If H 1 = H 2 , then we shall write B(H 1 ) for B(H 1 , H 1 ). Throughout this paper, n > 1 will denote a natural number. We will always assume that 0 ∈ N. Let B(H) n denote the set of all n-tuples of bounded linear operators on H, that is B(H) n = {X = (X 1 , . . . , X n ) : X 1 , . . . , X n ∈ B(H)}.
Let C Z 1 , . . . , Z n denote the unital and associative free algebra generated by n noncommutative variables Z 1 , . . . , Z n over C, and let F + n denote the unital free semi-group generated by n symbols, say g 1 , . . . , g n . Then
Here Z α = Z g i 1 · · · Z g i k for each word α = g i 1 . . . g i k ∈ F + n . Now let {X 1 , ..., X m } be n bounded linear operators on a Hilbert space H which are not necessarily commuting. We realize H as a C Z 1 , . . . , Z n -Hilbert module as follows:
for all noncommutative polynomial p in C Z 1 , . . . , Z n and f ∈ H. In such a case, we also say that H is a (left) Hilbert module corresponding to X = (X 1 , . . . , X n ) ∈ B(H) n . If the n-tuple X plays no direct role in a discussion or if it is clear from the context what X is, we often just say that H is a C Z 1 , . . . , Z n -Hilbert module. Now let H be a F Z 1 , . . . , Z n -Hilbert module (corresponding to the module maps (X 1 , . . . , X n )). Define Q X : B(H) → B(H) by (see [9] )
With this notation, we have the following analogue of the unit complex n-ball in B(H) n as follows:
In particular, B (n) (H) is the set of all (non-commuting) row-contractions (see for example [6] ) on H n . Let H be a C Z 1 , . . . , Z n -Hilbert module corresponding to (X 1 , . . . , X n ). We say that H is row-contractive Hilbert Module if (X 1 , . . . , X n ) ∈ B (n) (H). Similar connotation will be used for row-isometric and row-unitary Hilbert modules.
Given a row-contractive C Z 1 , . . . , Z n -Hilbert module H corresponding to (X 1 , . . . , X n ), it follows that
, is a self adjoint bounded linear operator in B(H). It is easy to note that
for all l 1. Thus we have the following (and well known) observation: 
A row-contractive C Z 1 , . . . , Z n -Hilbert module H corresponding to X ∈ B n (H) is said to be pure if Q ∞ X = 0. It is worth noting that given a closed subspace S of a Hilbert space H, the inclusion map ι S : S ֒→ H satisfies the following properties: ι * S ι S = I S and ι S ι * S = P S . Let H be a row-contractive C Z 1 , . . . , Z n -Hilbert module corresponding to X ∈ B n (H), and let M be a closed subspace of H. We say that M is a submodule of H if X i M ⊆ M for all i = 1, . . . , n. Clearly, if M is a submodule of H, then M is a Hilbert module corresponding to the n-tuple
Now we prove that if H is a pure row-contractive C Z 1 , . . . , Z n -Hilbert module corresponding to X, then M is also a pure row-contractive C Z 1 , . . . , Z n -Hilbert module corresponding to P M X| M . Lemma 2.2. Any submodule of a pure and row-contractive C Z 1 , . . . , Z n -Hilbert module is pure and row-contractive C Z 1 , . . . , Z n -Hilbert module.
Proof. Let M be a submodule of a pure and row-contractive C Z 1 , . . . , Z n -Hilbert module H. Note that and so, inductively
Since Q X is a pure and Q l X (I H − P M ) 0, l ∈ N, the lemma follows.
Let n := (n 1 , . . . , n k ) ∈ N k , and let B (n i ) (H) the n i -ball in B(H) n i . We denote by B(H) n 1 × c · · · × c B(H) n k ⊂ B(H) n 1 × · · · × B(H) n k the set of all X := (X 1 , . . . , X k ) such that X i = (X i,1 , . . . , X i,n i ) commutes with X j = (X j,1 , . . . , X j,n j ) for all 1 i = j k. The polyball D n in B(H) n 1 × · · · × B(H) n k is defined as (see Popescu [15] )
Note that if X i doubly commutes with X j for i = j, then
The quintessential example of Hilbert modules over the algebra C Z 1 , . . . , Z n , is the socalled full Fock module. For n ∈ N, n > 0, the full Fock space F 2 n of n variables is defined as
where (C n ) ⊗0 := C and (C n ) ⊗k denotes the k-fold (vector space) tensor product of C n . For a chosen orthonormal basis, {e 1 , . . . , e n } of C n , we define the left creation operator tuple S = (S 1 , . . . , S n ) on F 2 n as (see [12] )
where δ i,j is the Kronecker delta. Hence we have the following semi-group of isometries with orthogonal ranges,
n , α ∈ F + n , and e α := e g i 1 ⊗ · · · ⊗ e g i k , for α = g i 1 · · · g i k ∈ F + n . Further, if |α| = 0, then we assume S α := I F 2 n (equivalently e 0 = 1). In a similar fashion, one may also define the semi-group of right creation operators on
and α t := g i k · · · g i 1 , for a given α = g i 1 · · · g i k ∈ F + n . Clearly, U t is unitary, and from the above definition
In this note, we denote the weakly closed algebra generated by {R α : α ∈ F + n } and {S α : α ∈ F + n } by R ∞ n , F ∞ n , respectively. A note of caution: S α * = S * α (as S 1 , . . . , S n are noncommuting). However, S α * = S * α t for all α ∈ F + n . In this note, we will treat the full Fock module F 2 n as the C Z 1 , . . . , Z n -Hilbert module corresponding to the tuple of left creation operators (S 1 , . . . , S n ).
Note that the C Z 1 , . . . , Z n -Hilbert module corresponding to the right creation operators (R 1 , . . . , R n ), or a creation operators corresponding to any other choice of orthonormal basis, is isometrically isomorphic to the full Fock module.
For n = 1, the full Fock module can be identified with the Hardy module
By (2), it follows that
, the vacuum vectors in the full Fock module. That is, the full Fock module is row contractive.
A module map Θ ∈ B(F 2 n ⊗ E, F 2 n ⊗ E * ), following Popescu [10] , will sometimes be referred to as a multi-analytic operator. It is known, (see for example [2] , [5] ) that the set of all module maps from F 2 n ⊗ E to F 2 n ⊗ E * coincides with the weakly closed algebra R ∞ n ⊗B(E, E * ) generated by the spatial tensor product R ∞ n ⊗ sp B(E, E * ). Recall that for Θ ∈ R ∞ n ⊗B(E, E * ), one can associate a unique bounded operator θ :
And
where the operator-valued Fourier coefficients θ α ∈ B(E, E * ) associated with Θ are given by
In this sequel, an operator that commutes with the adjoint of the left creation operators, will be referred to as a multi-coanalytic operator. Assume that a module map
On the other hand, if Θ ∈ B(F 2 n ⊗ E, F 2 n ⊗ E * ) and θ α = 0 for all α ∈ F + n , then Θ is multi-coanalytic. Hence we have the following obvious but useful lemma.
Then Θ is multi-coanalytic if and only if the associated Fourier coefficients θ α = 0 for α ∈ F + n and |α| 1. Remark 2.4. One may deduce from the above lemma that a non-zero closed subspace M ⊆ F 2 n ⊗ E is joint reducing for (S 1 ⊗ I E , . . . , S n ⊗ I E ) if and only if there exists a closed subspace K ⊆ E such that M = F 2 n ⊗ K. To see this, note that if M is reducing for S i ⊗ I E 's then the orthogonal projection P M onto M is a module map. Since P M is self-adjoint it is also a multi-coanlaytic operator. Hence by the above lemma P M must be constant, and since P M is positive and idempotent, it follows that P M = I ⊗ P K for some K ⊆ E.
Let J ⊂ F ∞ n be weakly closed two-sided ideal. Define (see [14] ) N J := F 2 n ⊖ JF 2 n . As J is a two-sided weakly closed ideal, the subspace M J := JF 2 n ⊂ F 2 n is a sub-module over C Z 1 , . . . , Z n . Following [14] , we denote the constrained left creation operator tuple
for 1 i n. Also as noted in [14] ,
Now we define the notion of a non-commutative variety in B n . This was first introduced by Popescu in [16] and expounded upon in [15] . For Q ⊂ C Z 1 , . . . , Z n , define the noncommutative variety V Q (H) as
Furthermore, if J ⊂ F ∞ n is a weakly closed two-sided ideal then, one can define
where Φ(X) is defined in the sense of Popescu's non-commutative functional calculus [13] . We will often use V J in place of V J (H) whenever H is clear from the context. Let J ⊂ F ∞ n to be the weakly closed two sided ideal J generated by
We identify the quotient module N J with the Drury-Arveson module of H 2 n , or the symmetric Fock module (in the sense of Arveson [1] ). Note that
where " ⊗ " denotes the symmetric tensor product. Here the constrained left creation operator tuple is the n-shift and this is also the tuple of multiplication operators by the coordinate functions {z 1 , . . . , z n }. One can also identify the Drury-Arveson module with the analytic Hilbert module over C[z 1 , . . . , z n ] as
where the multiplication by the coordinate function is given by the multiplication operator tuple M z = (M z 1 , . . . , M zn ). In the language of quotient module of the Full Fock module, the multiplication by the coordinate functions on Drury-Arveson module over the polyball H 2 n 1 ⊗ · · · ⊗ H 2 n k can be identified as follow
where M z i,j corresponds the multiplication map evaluated on the ball B n i ⊂ C n i . For simplicity sake we may ignore "⊗" and identify B i,j with M z i,j . In particular, if (n 1 , . . . , n k ) = (1, . . . , 1), then the Drury-Arveson module on the poly-ball corresponds to the Hardy module H 2 (D n ) over the unit polydisc.
Representations of commutators
Let H be a C Z 1 , . . . , Z n -Hilbert module corresponding to a isometries tuple V = (V 1 , . . . , V n ) ∈ B n (H). Further, assume that V i 's have mutually orthogonal ranges and
for some inner multiplier Θ = ι M L * V ∈ R ∞ n ⊗B(E, K). This is a generalization of Beurling-Lax-Halmos theorem to the setting of full Fock space. The above representation of M is essentially unique (see for example [12] , [5] and [2] ). Here we give a quicker proof of this fact: Let E ′ be a Hilbert space, and let Ψ(
Hence Θ * Ψ is multi-analytic. Moreover
Since L V and Ψ are both isometires onto the submodule M, it follows that
In particular, both Ψ * Θ and Θ * Ψ are multi-analytic. Then Lemma 2.3 implies that Θ * Ψ is a constant map. Finally, by the fact that Ψ and Θ both are isometry and range of Θ orthogonal to kernl of Ψ and vice-versa, it follows that
for some constant unitary τ ∈ B(E, E ′ ). The next lemma gives an explicit description of the von-Neumann and Wold map L V of a pure isometric tuple V . Recall that a wandering subspace of a row operator V = (V 1 , . . . , V n ) is a closed subspace W ⊆ H such that
serves as an example of the wandering subspace. As mentioned above, every submodule of Fock module is uniquely parametrized by wandering subspaces. Then Lemma 2.1 applied to L * V S i L V and using the fact that S * i S j = δ i,j I F 2 n , 1 i, j n, it follows that V is a pure row-isometry if and only if SOT lim l→∞ |α|=l V α * = 0.
Lemma 3.1. Let H be a pure row-isometric Hilbert module corresponding to V = (V 1 , . . . , V n ), and let E be the generating wandering subspace for V . Suppose that P E is the orthogonal projection onto E. Then
Moreover, the von-Neumann Wold map L V : H → F 2 n ⊗ E, given by
is an isometric isomorphism.
Proof. Let E := ∩ n i=1 ker S * i . By (2) ,
for all α ∈ F + n , and k ∈ N. Recall that V α * = V * α t . Hence the k th -partial sum of (8) is given by
By Lemma2.1, we conclude (8) . To see that L V is an isomerty, note that
To see that L V is a module map, we compute
The last equality follows form the fact that if α = g j 1 g j 2 · · · g jn ∈ F + n , then
It is easy to verify that L V is onto.
Note that, for any C ∈ B(H), and f ∈ E,
Hence if C commutes with V α , then
V is a multi-analytic operator for all C ∈ {V 1 , . . . , V n } ′ . Since L V is an isometry, the transformation L V CL * V is one to one into R ∞ n ⊗E. Proposition 3.2. Let H be a pure, row-isometric C Z 1 , . . . , Z n -Hilbert module corresponding to V = (V 1 , . . . , V n ). Let L V be the Wold von-Neumann map and E be the wandering subspace for V . Then, C ∈ {V 1 , . . . , V n } ′ if and only if there exists a multi-analytic operator Θ ∈ R ∞ n ⊗B(E) such that L V CL * V = Θ and the associated Fourier coefficients of Θ are given by
for all α ∈ F + n . Proof. As verified above if C commutes with each V i , then Θ = L V CL * V is a multi-analytic map. Further, by (4)
The converse follows easily.
Representations of submodules
Let K be a C[Z]-Hilbert module corresponding to T ∈ B(K). Consider the free algebra C[Z] ⊗ C Z 1 , . . . , Z n generated by the indeterminates {Z, Z 1 , . . . , Z n }. Note that
(1 i n).
We identify F 2 n ⊗ K as a Hilbert module over C Z 1 , . . . , Z n where the multiplication by the coordinate functions Z i , Z, are given by the S i ⊗ I K for 1 i n and I F 2 n ⊗ T, respectively. Since S i ⊗ I K doubly commutes with I F 2 n ⊗ T , the above identification is well defined. Conversely, if V ∈ B (n) (H) is a tuple of pure isometry and T ∈ B(H) doubly commutes with V , then we identify H to be the full Fock module F 2 n ⊗ H, with the operator T is identified with constat multiplication operator 1 ⊗ T. Indeed, the above identifications is only a paraphrasing of Lemma 2.3 along with Lemma 3.1.
n ⊗ E) ⊆ F 2 n ⊗ K be a closed S-invariant subspace corresponding to the inner multi-analytic operator Θ ∈ R ∞ n ⊗B(E, K), and let T ∈ B(F 2 n ⊗ K). Suppose that [T, S i ] = 0 for all 1 i n. Then the following are equivalent:
If either of the above conditions hold, then the associated Fourier coefficients of Φ are given by
where the last equality follows from the fact that ι * M is a co-isometry with kernel M ⊥ , ι * M on M is identity and that T keeps M invariant. It now remains to prove that Θ intertwines Φ and T . To see this note that by definition,
Since M is T -invariant and ranΘ = M (as well as ΘΘ * = P M ), we have
It is clear that if T is an isometry, then Φ is also an isometry. Indeed
and range of the ismoetry Θ is a T -invariant subspace M. To see that Φ is also pure, we first invoke Lemma 2.2 and then use the fact thatT is unitarily equivalent to Φ on F 2 n ⊗ W. In summary, the above theorem along with (9) In the following we characterize submodules of Hilbert modules over F[Z] where F = C Z 1 , . . . , Z m . Let F 2 n ⊗ K be the full Fock module over C Z 1 , . . . , Z m . For instance, if K = F 2 m , then one can identify F 2 n ⊗ K as a Hilbert module over C Z 1 , . . . , Z n with F = C Z 1 , . . . , Z m . One may also realize F 2 n ⊗ F 2 m as a Hilbert module over the algebra C Z 1 , . . . , Z n ⊗ C C Z 1 , . . . , Z m where the tensor product is over free algebras over C. 
Hence by Lemma 2.3, Γ i ∈ R ∞ n ⊗B(K), and the associated Fourier coefficients are given by γ i,α t = 0 for all α ∈ F + n , and |α| = 0. As the extension of scalars agrees with the mutli-analytic structure of the Fock space we inductively extend the scalars and consider F 2 n 1 ⊗ · · · ⊗ F 2 n k as a Hilbert module over the algebra C Z 1 , . . . , Z n 1 ⊗ C · · · ⊗ C C Z 1 , . . . , Z n k . Henceforth, this extended Hilbert module will also referred to as the Fock module on the non-commutative poly-ball. If (n 1 , . . . , n k ) = (1, . . . , 1), then the nomenclature agrees with the Hardy space over the unit polydisc. For the sake of simplicity given n = (n 1 , . . . , n k ) ∈ N k , we denote F 2 n := F 2 n 1 ⊗ · · · ⊗ F 2 n k . Corollary 4.4. Let n ∈ N k , F 2 n be the full Fock module on the poly-ball, and suppose K = F 2 n 2 ⊗ · · · ⊗ F 2 n k . Then M ⊆ F 2 n is a submodule if and only if there exist a Hilbert space E and an inner multi-analytic map Θ ∈ R ∞ n 1 ⊗B(E, K) and multi-analytic operators Φ i,j ∈ R ∞ n 1 ⊗B(E), 1 i k and 1 j n i , such that M = Θ(F 2 n 1 ⊗ E), and kΓ i,j Θ = ΘΦ i,j , 1 i k, and 1 j n i .
In this case, the associated Fourier coefficients of Φ i,j are given by
In view of Remark 4.2 it is clear that Φ i,j 's in the above corollary are pure isometries. Moreover, a similar argument to that of the said remark can be used to conclude that the row operators (Φ i,1 , . . . , Φ i,n i ), i = 1, . . . , n, are a row isometry. In particular the submodule M is ismorphic to the Fock module F 2 n 1 ⊗ W over C Z 1,1 , . . . , Z 1,n 1 ⊗ C · · · ⊗ C C Z k,1 , . . . , Z k,n k . Further, the multiplication by the coordinate functions Z 1,j is given by S j ⊗ I W where as the multiplication by the coordinate functions Z i,j is given by Φ i,j for i > 1.
To conclude this section we note thatΦ i,j is unique.
Proposition 4.5. In the setting of Corollary 4.4, let M =Θ(F 2 n 1 ⊗Ẽ), and let Γ i,jΘ =ΘΦ i,j , 1 i k, and 1 j n i , for some pure row isometriesΦ i,j ∈∈ R ∞ n ⊗B(Ẽ). Then there exists a constant unitary map τ :
Proof. By (7) and the discussion followed by (7) , it follows that there exists a constant
The proposition now follows from the fact thatΘ is an isometry.
For the case (n 1 , . . . , n k ) = (1, . . . , 1) (i.e. the Hardy space of the polydisk) we recover [7, Theorem 3.2].
Submodules in noncommutative varieties
We begin by recalling some facts about constrained creation operators (for more details see [14] ). Let K and K ′ be Hilbert spaces, and let J F ∞ n be a weakly closed twosided ideal. The constrained left and right creation operators on N J are defined by
and
Moreover W (B 1 , . . . , B n ) ′ = W (W 1 , . . . , W n ). and the noncommutative version of intertwiner lifting [11] implies that
Remark 5.1. Clearly B is a row contraction. Moreover, by (6) and (11), it follows that B belongs to the non commutative variety V J ⊂ B (n) (N J ).
The following theorem is due to Popescu [14, Theorem 1.2].
Theorem 5.2. Let J F ∞ n be a weakly closed two-sided ideal, and let K be a Hilbert space. A closed subspace M ⊆ N J ⊗ K is a submodule if and only if there exist a Hilbert space G and a partial isometry Θ(W 1 , . . . , W n ) ∈ W (W 1 , . . . , W n )⊗B(G, K) such that M = Θ(W 1 , . . . , W n )(N J ⊗ G).
The statement above can be extended inductively to n-fold tensor product. Let Q i ⊆ F 2 n i , i = 1, . . . , k, be a quotient mosule. Suppose Q := Q 1 ⊗ · · · ⊗ Q r ⊗ K ⊆ F 2 n ⊗ K, and let 1 ∈ Q [14] . Suppose M ⊆ Q 1 ⊗ · · · ⊗ Q r ⊗ K is reducing for 
Hence by induction one shows that M = Q 1 ⊗ · · · ⊗ Q r ⊗ E for some closed subspace E ⊆ K.
Lemma 5.3. Let Q 1 ⊗· · ·⊗Q r ⊗K ⊂ F 2 n ⊗K for quotient modules Q i ⊂ F 2 n i , i = 1, . . . , k. If M ⊂ Q 1 ⊗ · · · ⊗ Q r ⊗ K is reducing for the constrained creation operators, then there exists a closed subspace E ⊆ K such that
Proposition 5.4. Let N ⊆ F 2 n 1 ⊗ · · · ⊗ F 2 n k be a closed subspace. Suppose that 1 ∈ N . Then N is a doubly commuting quotient module if and only if there exist quotient modules N j ⊆ F 2 n j , 1 j k, such that N = N 1 ⊗ · · · ⊗ N k . Proof. Let N ⊂ F 2 n 1 ⊗ · · · ⊗ F 2 n k be a quotient module. Definẽ
where S 1 = (S 1,1 , . . . , S 1,n 1 ) and S i,j = I F 2 n 1 ⊗ · · · ⊗ S i,j ⊗ · · · ⊗ I F 2 n k , 1 < i k, 1 j n k . By the fact that each S i is row-isometry and N is co-invariant under each S i , it follows thatÑ is reducing for S 2 , . . . , S k . Hence by lemma 5.3, we deduce that
We claim that N ⊂ E 1 ⊗ K is reducing for X 1 := ι * Ñ S 1 ιÑ . Assuming this claim holds, we have, by the above lemma
for some closed subspaceẼ 2 ⊆ K. It is clear, since N is S * i invariant, that any such E 2 is also S * i invariant for 2 i k. Hence by a finite repetition the above argument (for details see [4] ) we conclude that
Finally, to complete the argument we need to show that N is reducing for X 1 . Since P N = ι N ι * N , it follows that
But since N is doubly commuting, given any l = (β 2 , · · · , β k ), we have
Hence combining both the above equations we get
This completes the proof.
The above proposition suggests that an appropriate structure for the study of doubly commuting quotient modules representing universal model (in the sense of Popescu) could be
n i are weakly closed two sided ideals. Before proceeding further, for the ease of reading, we fix some notations. Given (n 1 , . . . , n k ) ∈ N k , let J i ⊂ F ∞ n i , 1 i k, be weakly closed two-sided ideal. We denote
for 1 i k and 1 j n i . Similarly we set W i = (W i,1 , . . . , W i,n i ) and
Note that as in the case of (10), the tuple B p doubly commutes with B q for all 1 p = q k. 
Also by construction, M J is Ψ invariant. Now by Theorem 4.1 there exists a Hilbert space G, andΘ ∈ R ∞ n ⊗B(G, K), Φ ∈ R ∞ n ⊗B(G), such that Θ(F 2 n ⊗ G) = M J ,ΘΦ = ΨΘ, and the associated Fourier coefficients forΦ are given bỹ
n . By virtue of the wandering subspace property of invariant subspaces and the fact that M J is invariant, one may chooseΘ to be upper triangular. Namely, if
where G is the wandering subspace for M J ⊕ M and W is the wandering subspace for M J , then by [5, Theorem 2.1]
. Thus we may chooseΘ such that
, such that the Fourier mapθ ∈ B(1 ⊗ G, F 2 n ⊗ K) (see (3)) is given by θ (1 ⊗ e), f = 0, for all e ∈ W and f ∈ N J ⊗ K.
Now we define
= Θ * T * ⇒ P N J ⊗KΘ P F 2 n ⊗WΦ P N J ⊗E + P N J ⊗KΘ P F 2 n ⊗EΦ P N J ⊗E = T Θ.
Moreover by the choice ofΘ, it follows that P N J ⊗KΘ P F 2 n ⊗WΦ P N J ⊗E = 0. Hence P N J ⊗KΘ P F 2 n ⊗EΦ P N J ⊗E = T Θ. One immediate corollary of the above theorem that goes without proving is the following.
Corollary 5.6. Let (n 1 , . . . , n k ) ∈ N k , and let N J i be quotient module of the Fock module F 2 n i associated with weakly closed two-sided ideal J i ⊂ F ∞ n i , 1 i k. Suppose K = N J 2 ⊗ · · · ⊗ N J k .
Then M is a submodule of the quotient module N J 1 ⊗· · ·⊗N J k over C[Z 1 , . . . , Z n 1 ]⊗ C · · ·⊗ C C[Z 1 , . . . , Z n k ] if and only if there exits a Hilbert space E and a constrained multi-analytic partial isometry Θ ∈ W (W 1,1 , . . . , W 1,n 1 )⊗B(E, K) and constrained multi-analytic operator Φ i,j ∈ W (W 1,1 , . . . , W 1,n 1 ) ⊗ B(E) such that M = Θ(N J 1 ⊗ E) and ΘΦ i,j = B i,j Θ, for all 2 i k and 1 j n i .
Note that in the above theorem, one may invoke Theorem 4.1 to get the associated Fourier coefficients ofΦ as
. Thus assuming further that 1 ∈ N J , and letting g, h ∈ G,
Further by Theorem 4.1 the associated Fourier coefficients of Φ are given bỹ φ α t = P G P M (S α * ⊗ I K )Ψ| G α ∈ F + n 1 . Note that the lifting Ψ may not be uniquely determined and consequently Φ need not be uniquely determined. Moreover, in general the constants β α , α ∈ F + n may not be easy to compute. Recall that in the case of d-shift on Drury-Arveson space, we have the following identity (see [1] ):
otherwise , for all p, q ∈ N d . Then as in Corollary 4.4, one may extend the above theorem inductively to classify the sub modules of N J 1 ⊗ · · · ⊗ N J k . In the case of Drury-Arveson module H 2 n 1 ⊗ · · · ⊗ H 2 n k of the pollyball, we have B i,j = I ⊗ · · · ⊗ M (i) z j ⊗ · · · ⊗ I. Hence β αp = p! |p|! (p ∈ N n 1 ).
For simplicity sake if we consider the case where k = 2, and apply the above theorem to T j = I ⊗ M (2) z j then T j s doubly commute with B 1 and T j = P H 2 n 1 ⊗H 2 n 2 (I ⊗ S j )| H 2 n 1 ⊗H 2 n 2 . Hence the associated Fourier coefficients of the correspondingΦ j as in Theorem 5.5 are given byφ
where Γ j = I F 2 n ⊗ S j | M . Corollary 5.7. Let (n 1 , . . . , n k ) ∈ N k , and let H 2 n i , 1 i k, be the Drury-Arveson module. Suppose K = H 2 n 2 ⊗ · · · ⊗ H 2 n k and M ⊆ H 2 n 1 ⊗ · · · ⊗ H 2 n k is a closed subspace. Then M is a submodule if and only if there exits a Hilbert space E and a partial isometric multiplier Θ ∈ M(H 2 n 1 )⊗B(E, K), such that M = Θ(H 2 n 1 ⊗ E), and there exists Φ i,j ∈ M(H 2 n 1 )⊗B(E) such that Γ (i) j Θ = ΘΦ i j (z 1 ), 2 i k, 1 j n i , with the associated Taylor coefficients
