Abstract. We study Hankel operators and commutators that are associated with a symbol and a kernel function. If the kernel function satisfies an upper bound condition, we obtain a sufficient condition for commutators to be bounded or compact. If the kernel function satisfies a local bound condition, the sufficient condition turns out to be necessary. The analytic and harmonic Bergman kernels satisfy both conditions, therefore a recent result by Wu on Hankel operators on harmonic Bergman spaces is extended.
g(w)K(z, w) dA(w).
For f ∈ L 1 , we define the Hankel operator H f = (I − P )M f P and the commutator C f = M f P − P M f , where M f is the multiplication operator defined by M f (g) = f g. The function f is called the symbol of H f and C f . There is a close relation between H f and C f when P 2 = P . In this paper, we study the boundedness and compactness of C f that is associated with a kernel function
: f is analytic on D} denote the analytic Bergman space and let P denote the orthogonal projection from L 2 onto its closed subspace L 2 a . Then the corresponding Hankel operators and commutators have been well studied; see [1] , [4] , and [7] . In this case P is an integral operator with the kernel function (1) K a (z, w) = 1 (1 − zw) 2 .
Another case that was recently studied in [8] is the Hankel operators on the harmonic Bergman space L [55] orthogonal projection P from L 2 onto its closed subspace L 2 h is an integral operator with the kernel function (see page 357 of [9] on how it can be derived) (2) K h (z, w) = 2 1 (1 − zw) 2 − 1.
Wu [8] obtained characterizations for the boundedness and compactness of H f and C f when f is a harmonic function on D.
The study of Hankel operators on the analytic and harmonic Bergman spaces often depends on specific techniques that are only effective for analytic or harmonic functions. As we will show, there is a necessary and sufficient condition for C f to be bounded or compact if the kernel function satisfies an upper bound condition and a local bound condition. Descriptions for both conditions on the kernel can be stated easily and do not rely on analytic or harmonic functions. The proof of the sufficiency is essentially the same as in [4] . The technique using a local estimation for the kernel to prove the necessity is new. We use the unit disk as our setting in this paper since it is easier to present concrete examples of kernel functions that satisfy both conditions.
Preliminaries.
In this section, we introduce some notation and function spaces. All the results are known in L 2 norm (see [4] ). For w ∈ D, let ϕ w be the analytic map of D onto D defined by
The Bergman metric on D is defined by
For r > 0 and z ∈ D, the Bergman disk centered at z of radius r is defined by
We say that f is in BMO 
By Corollary to Theorem 13 of [4] , E(z, 1) can be replaced by any E(z, r) for r > 0 in the definition above. Finally, let
Hölder's inequality gives
Note that E(z, 1) can be replaced by any E(z, r) in the definition above (see [6] ).
We now introduce norms on these spaces. Let
We use c throughout the paper for any positive constants that may depend on the parameter p, but do not depend on r, where r is the radius of the Bergman disk. If a positive constant depends on r, it will be denoted by c(r).
The following lemma is analogous to Theorems 18 and 19 of [4] .
and for β(w, z) ≤ r/2, we have
Further,
.
Thus f is in BO.
It is easy to check that both terms above on the right are dominated by
. By
. From
. This proves (i). The argument above implies (ii) if we take the limit as |z| → 1 
be the Berezin transform of f . Then Theorem 20 of [4] shows that we can also decompose f ∈ BMO
We need two more lemmas. The proof of the first lemma is similar to one given in [2] (see pages 5 and 6) and will be omitted.
The other lemma is a special case of Theorem 2.2 of [6] .
for all analytic functions g on D.
3. An upper bound condition. In this section, we give a sufficient condition for C f = M f P − P M f , where
to be bounded or compact on L p . The following upper bound condition for the kernel function K is needed for the sufficiency:
We have the following theorem.
. We will show that both C f and C h are bounded on L p . Note that C f is an integral operator with the kernel function ( f (z) − f (w))K(z, w). By Corollary 1 of [4] , for z, w ∈ D we have
In view of Lemma 2 and the Schur
To show that C h is bounded, note that
where P * is an integral operator with the kernel function
, we have
Apply Hölder's inequality to the right side above to get
where t(w) is defined as in Lemma 2. Thus we have
where we used Lemma 3 in the second step above and (3) in the last step.
For 0 < δ < 1, let C f ,δ be the integral operator with kernel function
If |z| < δ < 1 and w ∈ D, then |K(z, w)| ≤ c and hence (1/(1 − |w|) ).
It is clear that
Thus for every δ < 1, C f ,δ is a compact operator on L p by Ex. 7 in Section 6.3 of [5] . Given ε > 0, by the proof of Lemma 26 of [4] , there is δ ∈ (0, 1) such that for δ < |z| < 1,
Therefore C f − C f ,δ ≤ cε f BMO by the proof in part (i) and hence
. By the argument in part (i) that is used to prove that M h P is bounded, for g ∈ L p we have
Thus
and completes the proof.
A local bound condition.
In this section, we prove the converse of Theorem 1 if the kernel function satisfies the following local bound condition:
where r is considered to be small enough and K
Theorem 2. Let 1 < p < ∞ and K satisfy (5) for all r small enough.
By (5) we have
where we used the fact that |E(z, r)| ≈ r
in the last step. If we denote the second term above by T (f, p, z, r), then
. By (5), for u, w ∈ E(z, r) and r small enough,
Therefore we have, for r small enough,
|K(u, w)R(u, w, z)| ≤ cr, u, w ∈ E(z, r).
By the estimate above and Hölder's inequality, for r small enough we have
Now we choose r small enough such that 1 − 2 p cr p > 1/2 where c is the constant given in the last step. Then by (6) we have
-norm bounded and tends to zero uniformly on compact subsets of D as |z| → 1
. This shows that f ∈ VMO p ∂ and the proof is now complete.
Examples.
In this section, we give some kernel functions that satisfy both (4) and (5).
(a) Analytic Bergman kernel :
Clearly, K a satisfies (4) .
It is an easy computation that if u ∈ E(z, r) and r ≤ 1/2, then
So for u, w ∈ E(z, r) and r ≤ 1/2,
By (7) we have
Therefore for u, w ∈ E(z, r) and r ≤ 1/2,
This shows that K a satisfies (5).
where P is an integral operator with the kernel function K a .
Theorems 1 and 2 give the following known result. 
. Thus Corollary 1 is equivalent to the following result.
Corollary 2. Let 2 ≤ p < ∞ and 1/p + 1/p = 1. Then
Clearly, K h satisfies (4) . In order to show that K h satisfies (5), we need the following proposition.
Proposition. For r small enough, we have
where
Proof. Using the formula for K h (z, w) given on page 427 of [8] , we have
It is straightforward to check that for u, w ∈ E(z, r), r < 1/2, and i = 1, 2, 3, 4,
Next we will obtain a lower bound for B(u, w) for u, w ∈ E(z, r). We have Hence the desired estimate for R(u, w, z) follows from (8) .
Therefore K h satisfies both (4) and (5) . Let See Lemma 1.17 of [2] . Clearly, K n satisfies (4). We can use the same argument as for K h (z, w) to show that K n also satisfies (5). The details are omitted.
A related result.
In this section, we consider the following integral operator:
Let r > 0 be fixed and K satisfy the following local bound condition:
It is clear that condition (5) implies (9) if K is real-valued.
The following is a similar result on C f .
