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Abstract
Today, industrial and service robots are used all over the world to handle sim-
ple repetitive tasks as well as more complex tasks. Many warehouses use robots
for their logistical tasks, while warehouse employees only need to ensure that ev-
erything is performing properly and finish some tasks like collecting items and
shipping them out to customers.
This thesis investigates how to reorganize a high density storage of stacks. Mul-
tiple algorithms such as exhaustive, random and greedy searches were implemented
on top of my own problem specific designs, and tested in simulations separated
from the actual system. The results from implementations made during the work
with this thesis were compared to each other and to the performance of today’s
system.
The majority of the work in this thesis have been to design and implement my
own ideas on how to solve the reorganization problem. During my work, much
time have been spent to rethink, adjust and redesign the algorithms in order to
get even better performance. Results from simulations of the various algorithms
are promising, and improvements can be seen over the different implementations
during my work.
In comparison with how today’s system performs on the reorganization task,
the results are also very promising. However, the comparison of today’s system
and the implementations in this thesis have some uncertainties, and further work
is required to confirm the improvement completely. The last chapter of this thesis
contain useful suggestions on further work may improve the reorganization time
even more.
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Chapter 1
Introduction
1.1 Motivation
With today’s challenges in planning and organizing complex tasks, the applica-
tions of combinatorial optimization are numerous. Small and large industries face
challenges of great diversity, and the algorithms dealing with these problems are
often optimized for specific problems. When problems of a certain complexity
grow too large, they become intractable. At this point and an exhaustive search
for the optimal solution will not be feasible.
Various methodologies such as randomized algorithms, greedy search and evo-
lutionary algorithms can be used to solve intractable problems. These algorithms
may not find the optimal solution, nor provide a proof that the optimal solution
is found, but they are often highly efficient and can give very good suboptimal
solutions in short time.
In this thesis, I will investigate a combinatorial optimization problem concern-
ing logistics in a high density storage. The storage is a grid of stacks, where the
stacks are placed firmly against each other. Only the top object in a stack can be
moved from one stack to another.
1.2 Goal of the thesis
As different objects are retrieved and delivered to warehouse employees, the grid
gets unordered over time. The goal of this thesis is to investigate different methods
to reorganize the objects in the grid such that higher prioritized objects are easily
accessible on the surface, while non-prioritized objects are stored deeper in each
stack.
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1.3 Research method
My research is based on experiments [1] with different algorithms I have designed
and implemented. I will use a hypothetico-deductive method, which has the fol-
lowing pattern:
Figure 1.1: A flowchart for the hypothetico-deductive method
Considering a problem or subproblem (observation), I will provide a suggest-
ed, testable solution (hypothesis) to solve the problem. From the hypothesis,
predictions can be deduced and an experiment will be performed to check if the
hypothesis has validity.
Because the experiments performed are influenced by a various degree of ran-
domness, no experiment will be able to fully verify a hypothesis. However, by
carrying out multiple repeated experiments, positive results from experiments will
provide stronger confirmation that a certain hypothesis is correct.
1.4 Outline
This thesis has five chapters: Introduction, Background, Methodologies and Ex-
periments, Results and Conclusion.
Chapter 2, Background, gives the reader an introduction to different warehouse
robots, and presents the grid in necessary detail. A background on combinatorial
optimization can be found in the end of the chapter.
Chapter 3, Methodologies and experiments, starts with a problem definition of
the reorganization problem to be solved. Then different algorithms are suggested,
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among them are exhaustive search, random algorithms, iterative approaches and
greedy search.
Chapter 4, Results, contains results on how the implementations of different
methods discussed in chapter 3 works. This chapter will also provide some further
discussion as we get familiar with how the different algorithms perform. Some-
times, minor modifications are suggested, implemented and compared.
Chapter 5 Conclusion and further work, contains a conclusion on whether the
initial goal of the thesis was reached or not. Because a lot of potential method-
ologies could not be tested and reported in the results chapter, some of them are
briefly explained and discussed in further work.
3
Chapter 2
Background
This chapter provides a background of the key topics in the thesis. First I will
give a brief introduction of the importance of robotics today and how robots are
used in different warehouses. Then a background on the target storage system will
follow. In the last section, relevant combinatorial optimization problems and how
to handle intractability will be discussed.
2.1 Importance of robotics
2.1.1 Robots for various tasks
Today, robots play an important role in our everyday lives. With various degree
of intelligence, they are present inside devices like our smartphones, washing ma-
chines, TVs and cars. Even though their capabilities have improved drastically in
short time, we have all quickly become so accustomed with them that we mostly
enjoy their presence and barely notice how they rapid they develop.
While the vast majority of us are benefiting from of the robotic technologies
while using our devices, the industrial robots are working 24/7 assembling these
exact same devices that we use every day. According to the International Federa-
tion of Robotics (IFR), 225,000 industrial robots were sold in 2014 [2]. That is a
27% increase from 2013.
As the industrial robots work on finishing the assembling of products, the goods
are taken out to warehouses around the world, ready to be ordered and shipped
away. Many of these warehouses use some sort of robotic technology to pick up
and ship goods. In 2013 1,900 logistic systems was installed worldwide [3], 37%
percent more than in 2012.
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2.1.2 Warehouse systems
As the robots replace human manpower in warehouses, we see different systems
are used being used all over the world. While some systems make their robots
travel between racks to pick up requested goods, other storages have lower degree
of freedom and their robots do not move as freely. With the exception of some
physical limitations, only creativity sets boundaries for a potential storage design
and different warehouses choose different systems for their needs and constraints.
There are many possible ways to set up a working autonomous warehouse
system, and having robots move among racks of goods is one of them. However,
leaving room for robots between racks leads to a lot of open space that could be
used to store more goods. On the other hand, when the racks are placed closer to
each other, items tend to get less accessible because other items must be moved
before a specific pickup.
A typical trade off when storing huge amounts of data on a computer is memory
usage versus access time to the stored elements. For instance storing elements
in multiple multidimensional data structures will use more memory than when
keeping the elements in a single list. It is however faster to access an element or a
(sorted) subset of the elements if the data structure is well chosen, than iterating
over the entire list for each different query. The analogy between a computer
storage and a physical warehouse storage is clear; a storage with space between
shelves will have an advantage over the dense system when it comes to pickup
time. On the other hand, a company using a dense system will need a smaller
warehouse and pay a lower rent.
2.1.3 What about our jobs?
A question that often arises when autonomous systems can do our jobs better than
us, is whether the robots will take all our jobs and contribute to higher unemploy-
ment rates in the future or if they will help us do our jobs better. Although it is
far from relevant in a technical and algorithmic point of view, it is important to
discuss whether or not the results of this thesis can benefit the society.
Kevin Kelly wrote an article[4] where he argues that even though robot be-
haviors become more and more complex, it is not ”a race against the machines”
it is a ”race with the machines”. Ever since the industrial revolution, we have let
machines take over jobs that they do more efficient than us. Looking at unem-
ployment rates over the years, there is no trend indicating that any more of us are
unemployed today than 30, 50 or 100 years ago.
A common argument for letting the robots take over the jobs they do better
than us is that they do not replace us, but help us work more efficient. I am not
going to debate this argument, but it is based on the experience we have today
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and because we do not understand the robots future potential it is harder to argue
otherwise. On the other hand, if we understood the full potential of the future
robots, we would be able to predict which jobs robots would do better than us
and see a potential for new human jobs. We might not be able to understand the
robots full potential, but our history is full of examples where machines inherit
our old jobs as we move seamlessly into new ones.
2.2 A compact box storage
2.2.1 Introduction
In the introduction, it was mentioned that the goal for this thesis is to investigate
reorganization time in a storage with high density. Thereby, this storage falls into
the category of memory winners and access time losers. The target storage system,
is a particularly good example of a very high density storage. The storage is a grid
consisting of stacks with objects. The objects are stacked upon each other such
that only the top objects can be picked up and moved to other stacks.
Figure 2.1: A grid with 20 × 20 stacks, 10 robots and 4 ports
Each stack is positioned firmly against its neighbors, thus no warehouse em-
ployee can operate between the stacks or have access inside the grid in any way.
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Objects are only accessible from the grid’s surface, where robots are working to
organize the grid by moving objects between stacks. The robots are working au-
tonomous and if an object is requested by a warehouse employee, a robot will have
it delivered in one of the ports where an employee can pick it up.
2.2.2 Storage design
A typical storage design can be seen in figure 2.1. The storage has 20 × 20 stacks,
each with a maximum capacity of 13 objects. The four ports on the grid’s sides
can be used by warehouse employees to pick up objects delivered by robots.
An important purpose of a dense storage system is to utilize space to the
maximum. Not all warehouses have a rectangular or quadratic area available
to place the grid on, so the grid must be customizable for almost all kinds of
warehouses. To compress the storage to the full potential of a warehouse, the grid
storage can basically have any possible shape. Figure 2.2 shows some possible grid
shapes. Obviously, some grid designs are less convenient than others. The bridge
in the bottom grid could easily become a bottleneck if robots have to travel over
it all the time.
Figure 2.2: Three alternative grid shapes seen from above
A storage can also be built over obstacles or multiple floors in the warehouse
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building. In the same way as the ocean water fills the sea bottom, a storage grid
can fill the warehouse. By utilizing vertical space a grid can have different depths
in certain areas. The varying depth is not a problem as long as the robots can
move safely on a level surface. Some examples of grids with varying depth can
be seen in figure 2.3. In the figure, two grids are built around physical obstacles,
while the third one has an open space through it. The grids are viewed from the
side.
Figure 2.3: Grids built around physical obstacles or open space. Seen from the
side.
2.2.3 Grid dimensions and fill rates
As different stores and factories have varying size of inventory, their storages also
vary in size. The number of stacks can vary from small 10 × 10 grids to the largest
100 × 100 grids with a total of 10,000 stacks. The stacks capacity are usually
somewhere between 10 and 30 objects, but in uneven grids like those shown in 2.3
shallow areas can have a capacity of only one object in each stack. The grids that
cover large areas are usually also deep, hence the largest grids can contain as much
as 300,000 objects.
Because utilizing available space in the warehouses is very important, the fill
rate of each stack is high. As far as possible, there is only room for one or two
more object on top of each stack on average. Due to this limitation, robots must
unload objects all over the grid when they are digging for a bottom object. Thus,
the high fill rate imposes some serious difficulties in planning where to move which
object and when to move it.
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2.2.4 The robots and object moves
On the grids surface, multiple robots are working in parallel to move requested
objects between stacks and out to warehouse employees. Looking at the grid from
above, robots can only move horizontally or vertically. Because a robot cannot
move diagonally, a move from position (0,0) to (1,2) will require one horizontal
moves and two vertical moves. A total of three moves. In figure 2.4 the three
possible moves from (0,0) to (1,2) are shown.
Figure 2.4: A move from (0,0) to (1,2). The grid is viewed from above.
The sum of total horizontal and vertical moves is known as Taxicab geometry
or the Manhattan distance. Comparing the Manhattan distance of two or more
different moves is believed to be a good indication of which move is the best.
However, to get an even better comparison, robot speed, acceleration and move
path must be considered. For instance, a move with many turns is more costly
than a straight move. In figure 2.5 a move with three turns is illustrated together
with a move with zero turns. The Manhattan distance of the left move is 3, while
it is 4 for the straight move to the right. However, the right move is likely to go
much faster because the robot only needs to start and stop once.
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Figure 2.5: A move from (0,0) to (0,4). The grid is viewed from above.
In addition to speed, acceleration and move straightness, the pickup and drop
off time of an object can vary dependent on stack depth. If the uppermost object
in a pickup stack is located deep relative to the grid’s surface, it takes longer time
to get the object up. The same goes for deep drop-off stacks. Figure 2.6 shows
two moves, where the shallow, right move is likely to be faster than the left, deep
move.
Figure 2.6: Left: Deep move. Right: shallow move. The grid is viewed from the
side.
Because multiple robots are operating in parallel, many objects are likely to
be requested at the same time and robots can block each other’s way. What is
pointed out in this section may be very relevant in theory, but not have the same
significance in practice. Hence, it is hard to tell if every straight move always will
be faster than one with many turns, or if a move with shallow pickup and delivery
is faster than a deep one when we look at the big picture of a total reorganization.
2.2.5 Objects and storage behavior
In the target system, it is irrelevant what the different objects contain. An object
could be a bin containing different goods or it could be one object. The normal
behavior of the storage is to get various objects out to warehouse employees. As
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objects are retrieved from the storage, it will get unordered over time, and the
reorganization is a task that typically takes place during night time or at some
other time when the storage is not very busy.
2.3 Combinatorial optimization
Combinatorial optimization is the discipline of finding an optimal object or set
in a set of discrete objects or sets. The different problems of combinatorial opti-
mization can be highly contrastive and includes for instance sorting, scheduling,
planning and search. Examples of problems involving combinatorial optimiza-
tion are Minimum Spanning Tree, the Traveling Salesman Problem (TSP) and the
Knapsack Problem. The last two are known to be NP-complete (NPC) for the de-
cision problem and NP-Hard (NPH) for the optimization problem. Combinatorial
optimization problems often reside within the set of NPC and NPH problems, and
exhaustive searches are not feasible on problem instances above a certain size.
2.3.1 Coping with NP-Completeness
It is the worst case complexity of an exhaustive search that makes these problems
so hard to deal with. But life in general is not worst case, so usually there is no
point worrying about worst cases and optimal solutions. Often, it is fairly simple
to find a good enough solution.
A postman visiting multiple addresses located in different areas of a town is
more likely to go for a route he is familiar with, than trying to find the optimal
route every single day. Partly because he has found a route he likes, and partly
because the fastest route is not that much faster. Of course, most postal services
and transporting companies have some technical assistance such as GPS and route
planning systems to calculate routes. However, because combinatorial problems
are super complex, these planning devices cannot take every possible event into
account. Therefore, some techniques can be used to provide really good suboptimal
solutions in short time.
Random search
If we have a problem concerned with finding an optimal permutation, like the
example above, just ordering the elements randomly can represent a search. By
repeating this simple random search multiple times, some solutions will be better
than others and it is possible to keep the best one. This method is totally based on
randomness and running the search hundred, thousand or million times does not
guarantee finding the optimal solution. However, randomness can be combined
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with other, more qualified searches and help them explore an enormous search
space.
Greedy search
A more qualified search is the greedy algorithm[5]. The greedy algorithm will
always choose the local optimum at its current position before it moves on to the
next node in the search. Such searches will not explore the whole search space,
but they normally terminate faster than exhaustive searches. Performed on an n-
clique[6] like TSP, to find an optimal permutation, the greedy search will terminate
in quadratic time, O(n2). Although a greedy search in deterministic and basically
always chooses the same path, variations can make multiple searches on the same
graph yield different results.
The simplest way to explore search space further by using the greedy algorithm
without any modifications is to change starting points. When searching an n-
clique, run the greedy search n times, one for each node. By doing so, the search
space is viewed a little bit different in each iteration which might lead to different
solutions. Of course if the search require a certain starting point this is not possible,
and some graphs might have some other properties that makes these searches
pointless.
The -greedy algorithm is another, far more exploring, way to use random
elements in a greedy search. With a small probability (usually 1 - ) the algorithm
chooses another path than the local optimum, and thereby varies the search a tiny
bit. An -greedy algorithm can be implemented in different ways dependent on
application. Repeating -greedy searches with different starting nodes can be a
good way to increase exploration of the search space.
2.3.2 What about solving in parallel?
If these problems are so incredibly hard to solve, why don’t we just solve them
in parallel with multiple processors or multiple machines? In practice a parallel
speed up might have a positive effect on the runtime on smaller instances of an
intractable problem. However, theory shows us that parallelization cannot defeat
the complexity of these problems [7].
Consider combinatorial problem where some optimal solution is a permutation
of a set with eight nodes, ABCDEFGH. The total number of unique permutations
are 8! = 40320. Because this is a small instance of a certain problem, the search
space is not enormous, but it works as an example. Assume we have eight machines,
m1,m2, ...,m8, and that we store one letter to the first position of the permutation
in each machine. Then m1 would generate permutations starting with A, m2
starting with B, and so on. Each of these machines now only have to search
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through 7! = 5040 permutations and return their individual result for comparison
by a last machine. Great, from one machine searching 40320 permutations, we
now have eight machines doing 1
8
th of the work.
Unfortunately, using this technique each machine still solves an exponential
subproblem and as the problem grows, (n − 1)! will not be an enjoyable number
anymore. If the problem is in NPC/NPH, the subproblem that each machine
solved is still in NPC/NPH. If we want to solve the problem in polynomial time,
we could do so by letting n! machines return one solution each. Then these n!
results can be compared, and the best solution will be found. Comparing n! can
be done in parallel logarithmic time, thus we have a polynomial solution to the
problem.
But even though there is a theoretical way to solve such problems in polynomial
time, we would need n! machines to do it. According to Universe Today[8] there
are approximately 1080 atoms in the universe. If we wanted to solve a problem
instance with 59 nodes using the suggested polynomial approach, we would first
have to make 59! ≈ 1.4× 1080 machines. One atom for each machine.
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Chapter 3
Methodologies and experiments
There are numerous ways to solve the combinatorial reorganization problem. A
classical exhaustive or brute force search would find the optimal solution and
provide a proof that the best solution is found. However, when working with
large grids, performing an exhaustive search is very likely to require an enormous
amount of memory (see section 3.2.1) or take too long time to complete. In
contrast to a deterministic exhaustive search, algorithms based on randomness
can very well be used to deal with complex, combinatorial optimization problems.
The methodologies considered here will reside somewhere in between these two
extremes.
This chapter covers different methodologies, implementations and experiments.
Section 3.1 describes the problem definition as well as properties and constraints
related to the problem. Then, the following sections discuss different methodolo-
gies, implementations and experiments to solve the reorganization problem. Some
hypotheses and experiments may seem unnecessary because their performance is
almost obvious. However, those experiments will lay a foundation for creativity
and new ideas. Of course, some possibly relevant methodologies will be left out
for the benefit of being able to focus on some particular ideas.
3.1 Problem definition and introduction
The reorganization problem in this thesis will consider the grid as a static envi-
ronment. This means that nothing else is interacting with the grid during the
reorganization. A problem instance of the reorganization problem consists of an
initial storage and two lists, L1 and L2. The initial storage is a grid in a given
state, and the goal is to reorganize the grid to meet the requirements of the two
lists.
The highest prioritized list, L1, consists of objects that should be on the grid’s
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surface after reorganizing the storage. This implies that the size of L1 needs to be
less than or equal to the surface of the grid, |L1| < X × Y .
The second list, L2, consists of objects that have lower priority than all objects
in L1, but higher priority than the rest of the objects in the grid. No objects in
L2 can be positioned higher in the grid than an object in L1. No objects in L2
can be positioned lower than any non-prioritized object (i.e. an object not in L1
or L2).
Figure 3.1 illustrates an example of an initial grid. The red objects belong to
the highest prioritized list, L1, while the green objects belong to L2.
Figure 3.1: Initial grid, seen from the side as seven separate stacks
The reorganization is finished when no objects violate the rules described above.
As long as the requirements of L1 and L2 are fulfilled, it does not matter which
stacks the objects are located in. This property implies that there are many pos-
sible final configurations, sharing the property that they have the same number of
each object type on every level. Figure 3.2 illustrates some possible final configu-
rations.
15
Figure 3.2: Final grids as seven separate stacks. Viewed from the side.
3.1.1 Solvability
Based on the given problem definition, the grid’s solvability depends on two things:
• All bottom objects must be reachable. I.e. the empty space in the grid, |E|,
must be greater than or equal to the stack with the highest capacity.
• The size of L1 must be smaller than or equal to the area of the grid, X ×Y .
As long L1 does not cover more than the surface of the grid and it is possible to
dig up all objects, the grid is solvable. In practice, either L2 or L1 could be empty.
If both lists were empty, we would have an already solved instance of the problem.
3.1.2 Initial and final grid
The previous section showed that there are many different solutions to one initial
grid, and that all these possible solutions share the property that they have the
same number of objects of each type on each level. This property makes it possible
to keep track of how close we are to a solution. Figure 3.3 illustrates how differently
prioritized objects are positioned in the solved grid.
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Figure 3.3: Common properties for all solutions. Viewed from the side.
Again, it is not important which stack each object is placed in, but rather on
what level the different objects should be. During reorganization, each move should
(as far as possible) get the grid closer to a solution. In figure 3.4, the numbers on
the right hand side of the grid illustrates how many objects are correctly positioned
and how many objects a solution should have on each level.
Figure 3.4: Initial configuration and object positions on each level
With this information, it is possible to write a module that can support the
algorithms when choosing what object to move where. Every time an object is
popped from one stack and pushed onto another, the module is updated with
correct information, just like the figure above. Section 3.4, describes how this
support module works and why it is important.
3.1.3 Algorithm output and measures of optimality
Given a problem instance, an algorithm will find a set of moves that takes the grid
from an initial configuration to a final configuration. One must not confuse the
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algorithm with the system that organizes the physical storage or a simulation of
the physical system. The algorithm’s only task is to find a set of moves that the
storage and its robots can carry out.
Given an initial grid (G) and two lists (L1 L2), algorithm (A) will find a set of
moves (M) that transforms G from its initial configuration to a final configuration.
When the algorithm terminates, it will either decide that the grid is unsolvable
or return a set of moves that transforms the grid from the initial configuration
to the final configuration. Challenges related to fill rates, moves and robot con-
currency were presented in sections 2.2.3 and 2.2.4. How these factors affect the
total reorganization time of the storage is a complex matter, and measuring the
optimality of the algorithm’s output is not trivial. By sending algorithm outputs
to a real or simulated system and reorganize the storage, the total reorganization
time of each run will form a basis of comparison to decide which factors are most
important.
A high total Manhattan distance and few moves may reorganize the storage
faster than low Manhattan distance and many moves. Every single move has
some overhead (such as getting to pick up stack, pickup/delivery depth, navigate
between other robots, etc.), that argue in favor of reducing the number of total
moves instead of the total move distance.
These parameters can be tuned easily, and weights or costs can be added to
implement realistic methods to calculate optimality. Therefore, this thesis will
have a theoretical focus and only use Manhattan distance and number of moves
as measures of optimality. It is still possible to create an optimal function for
optimality later.
3.1.4 Keeping the robots busy
As robots are cooperating on the grid’s surface, it is important that they are kept
as busy as possible while they do not get in the way of each other’s work. A set of
moves can easily be returned as a sequential list where each move must be finished
before the next one can be done. This would work well for storages with only one
robot, but for multi-robot storages this is not very efficient.
The initial sequential list of moves must be converted to a list with dependencies
such that multiple moves can be done in parallel. Along with factors like total
number of moves and total distance, the parallelizability of the sequential output
list is also utterly important so the robots are busy as long as the final configuration
is not reached. Section 3.7 discuss this topic.
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3.1.5 Scalability
Although this problem is concerned with reorganizing the grid based on the two
lists, it should be straightforward to use the algorithms in this chapter on a problem
with more than two lists. In fact, if each object was assigned its own unique priority
such that there was one list for each object, the problem can still be solved using
the algorithms suggested here. However, the complexity would increase drastically.
In section 3.2.1 the combinations of a given grid is discussed.
3.2 Complexity analysis and exhaustive search
The background chapter explained how life in general is not worst case, and that
we rarely need to find the optimal solution. However, if an exhaustive search is
feasible and terminates within acceptable time, obviously that would be the best
algorithm to solve the problem. In this section combinatorial complexity issues
and exhaustive search are discussed.
3.2.1 Computational Complexity - Permutations and com-
binations
As an introduction to complexity analysis, looking at combinations [9] of the grid
seems like an appropriate place to start. Assume we have a grid consisting of
four stacks with three objects in each. The objects are represented by their IDs;
ABC..., and so on. An example grid is illustrated in figure 3.5. Both as four
separate stacks and in string representation.
Figure 3.5: Four stacks with IDs (A-L)
Figure 3.6: Four stacks represented by IDs as a string
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If we ignore the semicolons in figure 3.6, the grid has 12! ≈ 479.000 permuta-
tions. But the semicolons are relevant because they represent a second complexity
dimension. The first dimension is the order ABC..., and the second dimension is
where the stacks are separated by a semicolon. For instance DABC;EF;GHI;JKL
is a different permutation than the one above because D is on top of the first stack,
not the second. Dimension one, represented as a string of IDs, have 12! permuta-
tions as explained above. The second dimension takes object-stack affiliation into
account and increases the number of permutations.
When looking into dimension two, let’s first assume for the sake of simplicity
that the stacks have unlimited capacity. This means ABCDEFGHIJKL;;; is a valid
permutation with all objects in stack one. In this case, the number of possible
permutations can be expressed as 12!×(15
3
) ≈ 2.18×1011. To explain this, assume
we have one of the 12! permutations in dimension one, then we simply choose three
spots to place the semicolons (
(
15
3
)
can be read aloud as ”15 choose 3”). These
three spots can be chosen in
(
15
3
) ≈ 455 different ways. Hence, for each of the 12!
permutations, we have 455 ways to put in the semicolons.
But the stacks will have a maximum capacity, therefore all variants of ”15
choose 3” will not be valid. For instance, appending all semicolons at the end
of the string will not be a valid variant unless the leftmost stack has capacity to
contain all the grids objects. When working with a limit on stack capacity, only
a subset of
(
15
3
)
are valid configurations. This subset can be found by looking
at the different distributions of objects in stacks. In the current example with 4
stacks (S1 to S4) with maximum capacity 4 and a total of 12 objects, we have the
following distributions:
S1 S2 S3 S4 - P
4 4 4 0 4!
3!
4
4 4 3 1 4!
2!
12
4 4 2 2 4!
2!×2! 6
4 3 3 2 4!
2!
12
3 3 3 3 4!
4!
1
- - - - SUM 35
Table 3.1: Valid object distributions in a grid with finite capacity
Hence, the total number of unique permutations (P) are: 12!× 35 ≈ 1.68× 1010.
So far, IDs has been used as permutation elements. In fact, we do not care
about the object IDs, except when moving objects to keep track of where all the
objects have been moved at all times. IDs are not relevant because, in the organi-
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zation problems perspective, it does not matter if two objects of equal priority is
swapped in the permutation. By using object priorities as permutation elements
instead of object IDs, clearly we will achieve a great reduction in number of unique
permutations. Assume the different objects are distributed like in the grid below.
Remember, red represents L1, green L2 and black objects have the lowest priority.
Figure 3.7: Four stacks. Objects represented by their value color.
Figure 3.8: Four stacks in string representation. Object priority as value.
Looking at the first dimension, i.e. without semicolons, we have 12!
9!×2!×1! = 660.
Adding the second dimension, capacity and object-stack affiliation, with the same
capacity as earlier, the total number of permutations are: 12!
9!×2!×1!×35 = 660×35 =
23100.
This is definitely a great reduction, but a realistic grid has many more bins.
It is more likely to be 100k objects in a simple grid which means 100k!+ ID-
permutations. Although the number of value/priority permutations will be much
lower, the number of permutations is a completely unmanageable size. By looking
at the priority-permutation instead we’ll get a smaller number, but still not a
number we would like to deal with in terms of combinatorial optimization.
Below are the numbers for a 5x5x5 grid, i.e. 25 stacks and a total of 125 ob-
jects, and assuming stacks with infinite capacity. Keep in mind that this grid is
also highly undersized. 24 represents the separation of stacks (the semicolons).
ID:
(125+24)!
24!
≈ 6.14 ∗ 10236 unique permutations.
Priority/value (distributed 50/50/25):
(125+24)!
(50!×!50!×25!×24!) ≈ 4.28 ∗ 1082 unique permutations.
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3.2.2 Computational Complexity - Exhaustive Search
In the previous section, examples showed that the number of unique permutations
in a grid gets unpleasantly large. Even when working with a tiny grid or just con-
sidering permutations with respect to priority, the numbers get enormous. These
results strongly convinces us that this problem is intractable with a brute force
search. However, it feels appropriate to show an example by designing a brute
force algorithm and view some results.
Exactly like a classical puzzle problem, identical states are reachable from
multiple paths. By looking at the state, it is not possible to determine what
moves have been made (if any). Due to this property, visited stated must be
stored. When reaching an already stored state, the state with the shortest path is
stored. To make sure the exhaustive search terminates, the search is stopped when
a solution is found. This prevents the search from finding neighboring solutions,
but such a solution would be inferior anyways (because it would require more
moves).
Allowing a few moves in any grid will result in many new states. In order to
keep track of how the number of states grows and to prevent the search to continue
into long unnecessary paths, the brute force algorithm uses an iterative approach.
By first allowing one move, then two and so on, it ensures that the search will
never perform more moves than the number moves required to find a solution.
3.2.3 Pseudo Code for Exhaustive Search
The iterative approach is divided into two parts. The first part starts the brute
force algorithm with the number of allowed moves as a parameter. As long as no
solutions are found (i.e. the solution set is empty), the number of allowed moves
increases by one and the brute force algorithm is started over.
The brute force algorithm creates all possible permutations with the allowed
number of moves. If a solution is found, the solution is stored and (as mentioned)
when the solution set is not empty any more, then algorithm terminates.
This iterative approach prevents the algorithm from searching for solutions that
require more moves than the optimal solution. This means that not all states will
be visited, but only the necessary states to find a solution. It is still a complete
brute force search with a restriction on number of moves.
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Algorithm 1 Iteratively start a search with max moves
1: function It-Brute-Force(maxMoves, states, solutions)
2: while solution.isEmpty() do
3: maxMoves+ = 1
4: grid.Brute-Force(maxMoves, states, solutions)
5: end while
6: Return solution
7: end function
Algorithm 2 Performs all possible moves in the current state
1: function Brute-Force(maxMoves, states, solutions)
2: if solved then
3: solutions.add(this)
4: Return solutions
5: end if
6: if moves ≥ maxMoves then
7: Return
8: end if
9: copy = grid state with stacks
10: for stack1 in copy.stacks do
11: for stack2 in copy.stacks do
12: if stack1 6= stack2 then
13: stack1.push(stack2.pop())
14: if new or better state then
15: states.add(this)
16: copy.Brute-Force(maxMoves, states, solutions)
17: end if
18: end if
19: end for
20: end for
21: end function
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3.2.4 How do the number of states grow?
One simple move in an initial grid will generate n × (n − 1) possible new combi-
nations. In the example with a grid of four stacks we have n = 4, so we would
get 4 ∗ 3 = 12 new states from one initial move. The next move from these 12
states will generate 12 × (n − 1)(n − 1) = 12 × 3 × 3 = 108 new states. This
is an exponential growth, and for the first two steps the search space grows with
(n×(n−1))m and ((n−1)×(n−1))m, where m is the number of moves. However,
following one of these functions, already visited states will be found again. Thus,
the state space cannot grow at such a high rate.
Figure 3.9: One simple initial grid generates 12 new states
Figure 3.9 shows the first 1 + 12 states of an exhaustive search on a tiny grid.
Results from exhaustive search runs on this one and larger grids can be found in
section 4.1.
3.3 Random algorithms
As we have could see in the previous section and exhaustive search is probably
not the most clever way to solve this problem. Instead, we will look briefly into
random algorithms and how randomness can be used in combination with more
deterministic algorithms.
3.3.1 Totally random movements
Random algorithms that pop and push objects until a solution is found was tried
out with very small grids, but because of the problems nature, we will not spend
much time with this. Instead, let us look at an experiment related to section 3.2.4.
Assume we start off with the same initial grid. Then one of the 12 random moves
is made randomly. After that, another random move is made. And so we continue
until a solution is found. For each random move, there are n × (n − 1) possible
new moves, given we do not remember any states and use that history.
Assume a solution could be found after 20 moves. Then we would have to
perform 20 random moves, each with n × (n − 1) choices. It is clear that our
odds of finding that solution are not very large. Although, there are multiple final
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states, we are more likely to end up somewhere else than in a solution after 20
random moves.
3.3.2 Partially random algorithms
Even though 100% random algorithms will not work for this problem, the com-
bination of deterministic and random algorithms could be powerful. Randomness
is a very good tool if we want to explore the search space for instance. Because
an exhaustive search will be infeasible, we will have to make sure we explore the
search space and not just go greedy down one branch of the search tree. For in-
stance, when looking for a place to put an object, choosing the nearest stack is
not necessarily the best option for the future. In the following sections, algorithms
with some randomness will be introduced.
3.4 Grid configuration
Exhaustive or totally random searches do not seem feasible and the object moves
must be done more wisely. Section 3.1.2 mentioned that a supporting module
can help the reorganizing algorithm to know where differently prioritized stacks
should be. In this section I will introduce a supporting data structure called
GridConfiguration that keeps track of all objects positions and helps the working
algorithm make qualified object moves.
3.4.1 Object priorities and levels
Because there are three different object priorities and a finite space these objects
can fill, calculating what kind of object should be located on which level is trivial.
Using the ocean water analogy from 2.2.2, we can simply ”fill” the grid with non-
prioritized objects, then L2 objects and finally L1 objects, and we have a valid
final configuration. Counting the number objects from each priority on every level
gives us the final configuration level by level.
Figure 3.10: Filling the grid by priority
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3.4.2 Stacks, mismatches and updating
Now that we know the valid final configuration on each level, we also know whether
an object should be removed from a stack or not. An object positioned on a
level where it should not be located, is called a mismatch. When working with
a certain stack, we continue to pop objects from it as long as any mismatch is
found in the stack. In figure 3.11 the stacks in the left grid are marked where the
lowest mismatch is, based on the final grid to the right. Objects below the lowest
mismatch point will never need to be moved.
Figure 3.11: Lowest mismatches are marked in the left grid.
As objects are being popped from one stack and pushed onto another, the
GridConfiguration changes accordingly. By keeping the GridConfiguration up to
date at all times, redundant moves can be avoided and the storage gets reorganized
much faster. In the next section a base algorithm using the GridConfiguration
module is presented. Figure 3.12 shows how the mismatches are updated from
figure 3.11, after some moves are made. Notice that two stacks (2 and 5) are
finished and that mismatches can occur in top of finished substacks (1 and 3).
Figure 3.12: The left grid is now ’matching’ the final solution better.
3.5 DigFill - The base algorithm
When dealing with stacks as a data structure, there are simply no shortcuts in
terms of how to get a covered object up to the top. Each unsolved stack has to be
dug up until it is valid. Then the stack will be filled up with valid objects. Having
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that said, it is possible to do a lot of detours. Every moved object could potentially
have to be moved at a later point in order to clear space for other objects or to fill
another stack. While length of moves will be dealt with in section 3.6, this section
will provide a base algorithm as a framework to reorganize the grid.
Regardless of what methodologies or techniques that are used from now on,
the base algorithm relying on GridConfiguration will execute all moves between
stacks. This will ensure that every move is consistent with GridConfiguration and
that the grid eventually ends up in a final configuration.
The base algorithm, DigFill, is composed of two steps that represent the core
functionality of the algorithm. All stacks with a mismatch are put in a digQueue.
The digQueue is kept up to date at all times by removing solved stacks and adding
unsolved stacks. Until the grid is solved, the algorithm repeats the dig-fill cycle;
pick a digStack from the digQueue and repeat the two following steps:
• Dig: Objects on the digStack are popped and unloaded on other stacks as
long as the digStack contains invalid objects. Whether an object is invalid
or not is decided by GridConfiguration.
• Fill: The digStack is then filled with valid objects. If no valid objects are
found on top of any other stack, the filling stops.
Remember that every time an object is popped from one stack and onto an-
other, the GridConfiguration (see section 3.4) is updated instantly.
3.5.1 Pseudo code for DigFill
Algorithm 3 DigFill
1: function Dig-Fill(initialGrid)
2: digQueue.add(all unsolved stacks in initialGrid)
3: while grid not solved do
4: digStack = digQueue.getStack()
5: digStack.dig()
6: digStack.fill()
7: digQueue.add(all unsolved stacks in grid)
8: end while
9: Return solution
10: end function
3.5.2 Digging
Every stack in the grid, depending on what kind of objects it contains and how
the objects are ordered, will contain a valid substack. A substack starts from
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the bottom, and stops where a mismatch is found. If the bottom object is a
mismatch, then the valid substack is an empty stack. On the other hand, if there
is no mismatch in the stack the entire stack is valid. Digable and non-diggable
areas are shown in figure 3.13.
Figure 3.13: The non-shaded area shows valid substacks.
Before the dig-fill cycle starts the digQueue is updated with invalid stacks.
The first thing to happen in the dig step is to choose a digStack randomly from
the stack The dig step’s task (line 5: Alg. 3) is to always dig until the entire
stack is valid, i.e. until the valid substack is reached. Each object popped from
the digStack needs an unload stack to be pushed onto, section 3.5.5 explains how
these stacks are chosen.
3.5.3 Filling
The second step in the dig-fill cycle is filling up the digStack again (line 5: Alg.
3). When the filling starts the digStack is valid, and it should only be filled with
other valid objects. If no valid objects can be found on the surface or the digStack
is saturated (i.e. any object pushed onto it will make it invalid), the fill step stops.
During the fill step, a digStack might accept multiple priorities. For instance
a digStack may accept non-prioritized objects, objects in L2 and objects in L1.
In this case the base algorithm will first look for an unprioritized object, then an
object in L2, and finally, if none of the two lower prioritized ones were found, an
object from L1. So the fill order is; non-prioritized, L2-objects, L1-objects. Keep
in mind that the distances between stacks are not considered yet, and algorithms
with a focus on total Manhattan distance will ignore this order and look for the
closest stack with a valid fill object.
Assume stack number 1 is being filled in figure 3.14. In this situation choosing
either a black or a green object will preserve stack validity. The DigFill algorithm
chooses the black one because it has the lowest priority.
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Figure 3.14: Which stack should be chosen as filler?
A potential upcoming challenge is now where to find fill objects and where to
unload the excavated objects. This issue is clarified together with the unload issue
in section 3.5.5.
3.5.4 Selecting digStack
As a dig-fill cycle ends, new invalid stacks are added last in the digQueue. When
a new cycle starts, a new invalid stack is drawn randomly from the digQueue.
Various attempts to sort the queue and dig stacks with a higher priority first has
been made. Two of them will be discussed here.
The mismatch depth, i.e. the lowest invalid stack, can be used to compare the
urgency of different stacks. The first attempt to pick digStacks in a certain order,
is to sort the digQueue based on the stacks lowest mismatch point. The stack with
most invalid objects will be dug first. A reverse sort is also possible and was tried
out as well.
The queue was also sorted using fill opportunity based on the available objects
on top to fill the stack after it was dug. A high fill opportunity is when enough
objects of each priority is available on the surface to fill the stack after it has been
dug up. A low fill opportunity is when few or no objects are available to fill the
stack after a stack has been dug up.
None of these orderings showed any great improvements in terms of number of
moves to reorganize the grid. Comparison of different orderings can be found in
section 4.2.8.
3.5.5 Versions
So far, how unload stacks and fill stacks are chosen has not been mentioned, and
by now objects are unloaded and picked from arbitrary stacks when digging and
filling. The first implementation of DigFill used this approach.
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However, popping another valid stack to fill the digStack is a redundant move.
When a valid stack is popped, it needs to be filled with an object that maintains
validity again. From version 2 this issue is improved. If no fill object can be found
on any invalid stack, the filling stops.
Unloading objects on any random stack is also a bad idea if there exists another
stack that needs the object already. This means that if there is a stack that can
take the popped object and remain its validity (and thereby take the grid closer to
a solution), unload on that stack. In version 3, this is improved by first looking for
stacks that maintain validity when the object is unloaded on them. If no such stack
is found, the object must be unloaded somewhere else and the DigFill algorithm
just picks a stack with capacity. Section 4.2 shows results from simulations with
different DigFill versions on grids of various sizes.
Version Unload Fill
V1 Random not full stack Find valid objects on
any stack
V2 Random not full stack Same as V1, but can-
not pick objects on
solved stacks
V3 Look for a stack that
needs the popped ob-
ject
Same as V2
Table 3.2: Versions of DigFill
3.5.6 Iterative DigFill
Because digStacks are chosen somewhat randomly from the digQueue, running
the algorithm twice on the same grid might not give the same result in terms
of moves and total Manhattan distance. Sorting the digQueue was discussed in
section 3.5.4, but results from simulations have shown that the ordering influences
the result almost nothing (see section 4.2.8).
Section 2.3.1 discussed how to deal with randomness. A first approach is to
run DigFill a number of consecutive times, to get a set of solutions to choose from
instead of just one solution. In section 4.2 this is exactly what is done. This
approach is well suited to report results because we generate a basis for statistics
and it can be used in an actual system to choose the best among the solutions.
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3.6 DigFill with greedy search
All attention has so far been directed towards the moves so far, and the total Man-
hattan distance have not been of much importance. Although reducing number of
moves is important because there is a lot of overhead for each move, it is still im-
portant that moves are made as locally as possible. In this section a greedy search
for the nearest unload and fill stacks will be applied to the DigFill algorithm in
order to make local moves.
Back in section 3.5.3, a fill priority order in a stack was suggested. It was also
mentioned that later on, we will ignore this order for the benefit of distance. This
will be tried out now, so finding the closest stack is now more important than
the order of object priorities. However, the DigFill cycle still decides that the fill
objects must be valid.
The same goes for unloading objects when digging. Because the popped object
only have one value (priority), there are not multiple priorities consider here. Still,
the dug object should be pushed onto a nearby stack as far as possible.
3.6.1 A sorted list of neighbors
The implementation of greedy algorithm is simply a data structure for each stack
that contains a sorted list of its neighbors. For a grid with 100 stacks, this will
create 100 × 100 = 10.000 pointers - each stack has a list with 99 pointers to its
neighbors. For a grid with 10.000 stacks, we will get 10.000×10.000 = 100 million
pointers.
So the implementation is straight forward. Simply, for each stack, create a list
of all other stacks and sort it by Manhattan distance to the current stack. When
looking for a nearby stack to push an object to or pop an object from, simply
iterate through the list (which is already sorted) and pick the first that meets the
requirements of what object priority needed. An example of a grid and two lists
can be seen in figure 3.15.
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Figure 3.15: A simple grid with two examples of neighbor lists. Seen from above.
Although this method only needs to be initialized once and runs in linear time
once initialized, this method requires huge amount of memory as the total number
of stacks increase. Section 5.2.3 suggests a better way to implement it.
3.7 Parallel moves
Until now, results have been measured by number of moves or Manhattan distance
when estimating the optimality of a solution, and the set of final moves has been
represented as a sequential list. Because the robots are working in parallel to solve
the problem, they should be working nonstop from the first pickup to the last
delivery. To make sure the robots can do that, we need to ensure that the moves
in the sequential output from the algorithm can be parallelized.
This section discusses dependencies between moves and how the robots can
know when a move can be performed. To clarify; this section is not concerned
with whether or not an algorithm can solve the current problem in parallel, it
simply discusses how the sequential output can be prepared such that robots can
perform moves concurrently.
Although parallelization is not the main scope of this thesis, and the algorithms
implemented so far are designed to return a sequential list of moves, it is essential
to show that these sequential lists can be parallelized.
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3.7.1 Move dependencies
A move is an operation where a robot picks up an object from a pickup stack
and moves it to a delivery stack. First, we will look at the move as one single
operation, where pickup is immediately followed by delivery. Because a move
uses two stacks, a move will have two dependencies - a dependency on the pickup
stack and a dependency on the delivery stack. Below, figure 3.16 illustrates a
reorganization of a 6-stack grid.
Figure 3.16: An eight move solving
A robot performing these moves in a sequence will get the grid from its initial
state to a final state in 8 moves. In a small grid like this one, one robot can do
the job alone, and multiple robots would probably be redundant in a grid of this
size. Thus, assigning dependencies is unnecessary in a scenario with one robot. As
we will see later, realistic grids are much larger with multiple robots, and when
robots are working together they need to know when and where an object can be
picked up and delivered.
As stated earlier, a move is dependent on two things; the pickup stack and the
delivery stack. Hence, the last move that either picked up or delivered an object
from/to one of the current move’s stacks is a dependency to the current move. E.g.
the first move (move from stack 1 to stack 0 in figure 3.16) has no dependencies
because no objects has been picked up yet, the second move has the first move as
one of its dependencies because it is picking up in stack 1, the third move has the
first and the second move as its dependencies, and so on.
The table below shows a complete list of dependencies. The first number is the
move number, the two next are pickup and delivery stack separated by a hyphen
and the two last numbers are pickup and delivery dependency. No dependency is
marked with a hyphen, -.
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Move From-To Dep1 Dep2
0 1-0 - -
1 1-2 0 -
2 0-1 0 1
3 2-1 1 2
4 4-3 - -
5 4-5 4 -
6 3-4 4 5
7 5-4 5 6
Table 3.3: Table with dependencies
A directed acyclic graph (DAG) to represent moves with dependencies can
easily be drawn. The ingoing edges vertices (moves) represent dependencies. This
is a fairly simple example, and solutions on larger grids will have much more
complex graphs. The graph in figure 3.17 illustrates how moves can be parallelized.
Each subgraph has four moves and these subgraphs can be finished in parallel.
Figure 3.17: A directed acyclic graph with dependencies
3.7.2 Pickup and delivery dependencies
In the previous section, dependencies was set to moves such that the full move had
to be carried out before the dependency could be removed. This is an unnecessary
exaggeration because the dependency between two moves only depends on the
action (a pickup or delivery) that is performed on the mutual stack. For instance,
move number 1 only depends on a pickup in move number 0. As soon as a robot
have made that pick up, move number 1 can start.
Although some moves can be started before all of their dependencies are cleared,
these special cases will not be taken into account. As an example, move number
3 is ready for pickup after move number 1 is delivered. However, if a robot makes
the pickup in move number 3 right after move number 1, it might have to wait
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for move number 2 to finish. It is possible to calculate the remaining wait time in
order to make move number 3 just in time to overlap perfectly with the delivery of
move number 2, but due to very complex robot behavior and a risk of ending up
in deadlocks, a move needs all of its dependencies to be resolved before the move
can start.
Although a move still have to wait for both of its dependencies to be cleared,
a move dependent on a pickup action can start much earlier than if it had to wait
for the whole move to be completed. In table 3.4, pickup action dependencies are
marked with a P and delivery action dependencies marked with a D.
Move From-To Dep1 Dep2
0 1-0 - -
1 1-2 0P -
2 0-1 0D 1P
3 2-1 1D 2D
4 4-3 - -
5 4-5 4P -
6 3-4 4D 5P
7 5-4 5D 6D
Table 3.4: Table with pickup and delivery dependencies
When dividing each node into two subnodes, one for the P-action and D-action,
dependencies can be illustrated in an action graph like figure 3.18. The directed
edges point to moves from actions within preceding moves. It is now possible for
move number 1 to start as soon as pickup in move number 0 is done. Move number
two can start when pickup in move number 1 is done. This allows for a smoother
overlap between actions than the move dependencies from section 3.7.1.
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Figure 3.18: A directed acyclic graph with action dependencies
3.7.3 Parallelizability
Now that two different dependency methods to set dependencies have been pro-
posed, it is time to see how a sequential output from an algorithm can be par-
allelized. There are many ways to measure this, and a first possibility is to add
moves or actions into subsets with multiple moves/actions. As moves are added
to subsets, dependencies are resolved on other moves such that these moves can
be added to new subsets. The list below shows subsets of moves from the current
example.
• Subset 0: Move 0, Move 4
• Subset 1: Move 1, Move 5
• Subset 2: Move 2, Move 6
• Subset 3: Move 3, Move 7
Because robot behavior is complex and it is hard to calculate exactly when
dependencies will be opened, two moves in the same block might not be executed
at the same time. In the current example, the blocks represent what is actually
going on in parallel, but what if stack 0, 1 and 2 were positioned far away from
each other while 3, 4 and 5 were neighbors? Then the moves between 3, 4 and
5 would finish long before moves between 0, 1 and 2. In this simple example
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the Manhattan distances in each move was equal, but for larger grids with more
complex graphs that will not be the case.
Another option is to look at the longest path in the dependency graph and
compare it to the sequential path. This is actually what we will do, but because
the Manhattan distance is what matters, we will calculate the minimum paral-
lel Manhattan distance (i.e. the lowest possible Manhattan distance if we assume
unlimited robot capacity and all moves can be performed exactly when their depen-
dencies are resolved), and compare it to the sequential total Manhattan distance.
Because the first method consider moves and the second pickup and delivery
actions, they are a bit unsuitable for comparison. But the methods below should
give an indicator of a total parallel Manhattan distance. The two tables below
show how parallel Manhattan distance is calculated, remember that in this simple
example all moves have Manhattan distance 1.
Calculating parallel Manhattan distance - moves
Assume pickups happen exactly when the move it depends on is finished. We will
also assume that the robots can get to the pickup stack in zero time, i.e. robots
are always located at pickup stacks. Then a move’s parallel distance is the largest
distance of its two dependencies plus the distance of the move. In the current
example this would give a total parallel Manhattan distance of 4.
M Dep.Dist. 1 Dep.Dist 2 Move dist.
0 0 0 1
1 1 0 2
2 1 2 3
3 2 3 4
4 0 0 1
5 1 0 2
6 1 2 3
7 2 3 4
Table 3.5: Parallel Manhattan distance with move dependencies
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Calculating parallel Manhattan distance - actions
We will keep the same assumptions made for parallel Manhattan distance for
moves, but now the move’s parallel distance is calculated differently:
• A Pickup action’s parallel distance is equal to the largest of its dependen-
cies distances.
• A Delivery action’s distance is equal to the largest of its dependencies
distance plus the move’s own distance.
This small modification makes sure moves dependent on pickups can be started
as soon as the pickup dependency is started. Of course, this is a huge simplification,
and an actual robot needs to get to pick up point before the move can start.
However, compared to move dependencies, it is more correct than waiting for a
whole move dependency to open. Table 3.6 shows parallel move distances.
M Dep.Dist. 1 Dep.Dist 2 Move dist.
0 0 0 1
1 0 0 1
2 1 0 2
3 1 2 3
4 0 0 1
5 0 0 1
6 1 0 2
7 1 2 3
Table 3.6: Parallel Manhattan distance with P/D dependencies
Section 4.4 contains results that show how the sequential outputs from algo-
rithms can be parallelized.
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Chapter 4
Results
The current chapter will provide the results on how the different algorithms per-
form. All simulations were run on a MacBook Air 1.7 GHz Intel Core i7 with 8 GB
1600 MHz DDR3 RAM. Whether a machine with this amount of computational
power is realistic in an actual storage system is not discussed, but for comparing
different algorithms it is sufficient. All results can be related to what has been
discussed in chapter 3. Table 4.1 provides an overview over how sections from
chapter 3 and chapter 4 are related to each other.
What Method Results
Exhaustive search 3.2.2 4.1
DigFill V1, V2 and V3 3.5 4.2
DigFill select digStack 3.5.4 4.2.8
DigFill with greedy search 3.6 4.3
Parallelization 3.7 4.4
Table 4.1: What results belong to which section in Chapter 3
The results will be presented in the same order as the methods are presented
in chapter 3. In section 4.1 results that an exhaustive search is infeasible for
realistic grids is shown by some simple examples. Then the following experiments
use realistic grids from table 4.2. The L1 and L2 objects are distributed such
that each level in the grid contains approximately the same number of L1, L2 and
non-prioritized objects.
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Table 4.2: Grid dimensions and number of objects
4.1 Exhaustive search
Back in section 3.2, number of permutations and growth of an exhaustive search
was discussed. Here, a few results shows that realistic grids cannot use an exhaust-
ing search to solve the reorganization. The tables 4.3, 4.4 and graphs in figures 4.1,
4.3 show results on how the state space grows when running the algorithm on two
different grids. Remember that the exhaustive search uses an iterative approach
and the leftmost column in the table is how many moves that are allowed in the
current iteration.
4.1.1 Small grid
The small grid is the same grid used to illustrate the growth of an exhaustive
search in figure 3.9. The grid has four stacks, each with a maximum capacity of
four objects. There are four columns (Small ID, Small VAL, Small ID infinite,
Small VAL infinite) showing results from the simulations.
As explained in section 3.2.1 combinations can be viewed by either its id (ID)
or value (VAL). ID means that we consider the different objects as unique objects
although they may have the same priority. VAL is more realistic and compares the
states based on the objects priorities. However, if we had more than three different
priorities the ID-states gets more realistic. The infinite grids are grids where all
stacks have infinite maximum capacity and they are used to compare the size of
state space to the function (n × (n − 1))m, which is how the state space would
grow if states was not visited again. An optimal solution in terms of number of
moves is found after nine moves (last number in the leftmost column in 4.3).
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Table 4.3: Shows how the state space grows as more moves are allowed
The graph in figure 4.1 shows how the state space grows faster when using IDs
instead of priority values. The finite VAL graph (red) does not grow as rapid as
the others and the optimal solution is found without searching that many states.
By comparing the finite and infinite runs, it is clear that the high fill rate are
limiting the growth factor quite a bit. When using the priorities to compare in a
grid with a finite capacity, 3903 states was visited after only nine moves.
Figure 4.1: How the state spaces grow on different grids
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4.1.2 Medium grid
The medium grid is slightly larger, but adding two more stacks does not make it
anywhere near realistic. Figure 4.2 shows the grid used in the upcoming simula-
tions. The maximum capacity of each stack is four objects.
Figure 4.2: The medium sized grid
Table 4.4 shows how the state space grows. For the medium sized grid, the
optimal solution was found after 13 moves. Increasing the search space by using
IDs and removing the capacity constraint shows that we do not get anywhere near
the 13th iteration. However, for the medium sized grid, a brute force search will
still be able to find the optimal solution with the three different priority types and
a finite stack capacity. Looking at the graph, the red line representing the realistic
medium graph with priorities used to compare states and a maximum capacity
grows much slower than the three other graphs.
Table 4.4: Table showing how the state space grows as more moves are allowed
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Figure 4.3: Graph showing how the state spaces grow on different grids
4.1.3 Summary
So far both grids were solvable with the brute force algorithm. It is clear that,
due to only three priority types and a maximum stack capacity, the state spaces
do not grow as rapid as they would if each object had its own unique priority or if
the stacks had infinite capacity. However, so far the different grids have not been
compared against each other.
Now, let us introduce two more grids. The first one is a large grid that has 10
stacks with same fill rate and capacity as the small and medium sized grids. The
second is a huge grid with 15 stacks with the same fill rate and capacity. Table
4.5 and the graph in figure 4.4 show how the state spaces grow for each grid.
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Table 4.5: Table showing how the different grids search spaces increase
Figure 4.4: Graph comparing the grids
The large and huge grids do not get anywhere near a solution, and perhaps
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with a more powerful computer these simulations would be able to finish. The
optimal number of moves is unknown because we do not have an algorithm that
performs a complete search at this point. Nevertheless, the basis of comparison is
good enough. These grids are not even near a realistic size, but still the large and
huge grids generate hundreds of thousands states in a few moves. Considering a
realistic grid with 20 × 20 = 400 stacks that will be used in simulations later, it
would generate 400× 399 = 159.000 states in one move.
A last, and very important point, is the increase in runtime. While a solution
for the small grid can be found in one second, it takes 3.5 minutes for the medium
sized grid. Keep in mind that the medium sized grid is only two stacks (or six
objects) larger than the small one. It is clear that when working with really huge
grids with around 100.000 objects, a brute force algorithm cannot deal with this
problem.
4.2 DigFill
All results have so far been measured and compared by the number of moves.
Moves has been a simple as well as suitable indicator in the initial experiments
with exhaustive searches. As we start to work with larger grids and more qualified
algorithms, it is important to compare the results based on how the solution will
perform in an actual, physical grid. As discussed in 3.1.3, there are many ways to
measure optimality of solutions, but this thesis will focus on Manhattan distance
and number of moves.
Choosing digStack, unloading objects and selecting fill objects are functions
that are subject to randomness. As the algorithm repeats dig-fill cycles, the grid
will eventually be solved. However, a given solution is not guaranteed to be op-
timal, because the DigFill search is not complete. Therefore, by running the
algorithm over multiple iterations, it is possible to dilute the effect of randomness
and save the best answer. In this experiment, the three different versions of DigFill
from section 3.5.5 are run over 20 iterations on each grid in table 4.2. An iteration
is one run of DigFill that returns a solution, so after 20 iterations we will have 20
comparable solutions.
The following sections contain results from simulations with the three different
versions (see 3.5.5) on grids of various size. The table in each section contains the
best, worst, average and standard deviation for moves and Manhattan distance
over the 20 iterations. The bottom cells in these tables contain average runtime
per iteration. A percentage change from the previous version is provided in the
rightmost columns. After the table, the three following graphs compare number
of moves, Manhattan distance and runtime from runs on the current grid.
The five following result sections will provide figures only and a comparison
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will follow after these five sections. Then three different stack selection strategies
(see section 3.5.4) are tested out, DigFill version 3 is run on two enormous grids,
and in the end of this section a summary of all results can be found.
4.2.1 20x20x10
Figure 4.5: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.6: Best, worst and average moves
46
Figure 4.7: Best worst and average Manhattan distance
Figure 4.8: Runtimes
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4.2.2 20x40x10
Figure 4.9: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.10: Best, worst and average moves
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Figure 4.11: Best worst and average Manhattan distance
Figure 4.12: Runtimes
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4.2.3 20x40x16
Figure 4.13: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.14: Best, worst and average moves
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Figure 4.15: Best worst and average Manhattan distance
Figure 4.16: Runtimes
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4.2.4 70x50x16
Figure 4.17: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.18: Best, worst and average moves
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Figure 4.19: Best worst and average Manhattan distance
Figure 4.20: Runtimes
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4.2.5 70x80x16
Figure 4.21: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.22: Best, worst and average moves
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Figure 4.23: Best worst and average Manhattan distance
Figure 4.24: Runtimes
4.2.6 Comparing the simulations
Over 20 iterations it looks like version 2 and 3 show improvements to version 1.
Moves and Manhattan distance improves a lot from version 1 to version 3. An
interesting observation for version 3 is that, independent of grid size, the number
of moves are getting close to the total number of objects in the grid. A closer look
55
into statistics on moves can be found in section 4.2.7.
For the smallest grids the average runtime graphs show an increase from version
1 to version 3. The increase is caused by the search for valid fill and unload stacks.
However, for the two largest graphs this there is a drop in the graph from version
1 to 2, before the graph rises from version 2 to 3. The drop means that because
the search space for those two grids are larger, they will have a greater benefit in
terms of runtime from the changes made in version 2 than the smaller grids. For all
five grids the runtime graphs rise from version 2 to 3. Although the runtime gets
worse, the quality of the solutions improve very much from version 1 to version 3,
and that is the goal. The search for fill and unload stacks are linear time searches,
and can be improved by implementing a more suitable data structure.
The standard deviation decreases from version 1 to version 3. However, relative
to the size of moves and Manhattan distance, the standard deviation have not
changed much. Overall the standard deviation is quite low (from 0.05% to 0.2% of
the average moves) and the average solution is relatively close to the best solution.
Thus, the algorithms is not so affected by randomness and it is expected that each
iteration gives relatively good solutions.
Keep in mind that no techniques have been used to find the nearest pickup
and delivery stacks yet. Later versions will make a real effort to reduce the total
Manhattan distance.
4.2.7 Move statistics
It has been mentioned more than once that a move have certain overhead. The
results so far shows that number of moves were radically reduced in version 2 and
3. In this section we will look into what is actually going on, which objects are
moved and how many times is each object moved.
Below are some results that show how number of moves decreases. All popped
stacks are moved somewhere, so a pop is equivalent to a move. Total pops repre-
sents the total number of moves. Popped at least once is the number of objects
moved at least once. % popped at least once is the percentage of total objects
popped at least once. Average times popped is how many times a popped object
is popped on average.
In all three versions, the number of objects popped at least once is almost
constant. This is because the three versions of the algorithm are using the same
GridConfiguration. The GridConfiguration will not allow the algorithm under any
circumstances to take detours such as digging up objects in valid substacks. Just
like the earlier results, this table also confirms that the number of moves decrease.
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Table 4.6: Popped objects statistics
In version 3, the average pops per popped object is between 1.0 and 2.0. The
lowest possible number here is obviously 1.0. But this is not possible for every
grid, simply because it is not necessarily possible to move all objects directly into
a correct position. As an example, assume a grid with one unsolved stack and all
other stacks solved. Now the solution would be to move all invalid objects up,
and then fill the stack in the correct order. This would give two pops per popped
bin. So, in when comparing moves, results between 1.0 and 2.0 should be a good
indicator that the algorithm is performing decent. The goal should be to get this
number as close to 1.0 as possible, as long as it does not affect the Manhattan
distance significantly.
4.2.8 Selecting digStack
Back in section 3.5.4 there was suggested a few ways to sort the digStack. Here we
will see whether the ordering of the digQueue matters or not. As the queue gets
sorted, the algorithm has to follow the ordering of the objects at all times. Results
from three different versions of DigFill version 3 can be found below. Manhat-
tan distances are not compared because no techniques have yet been applied to
decrease the distance. The three versions of stack selections are run on the same
five grids as earlier. The next five section will again contain mostly figures and a
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summary can be found in the last of these five.
Figure 4.25: Table comparing the three sorts
Figure 4.26: Best, worst and average moves
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Figure 4.27: Table comparing the three sorts
Figure 4.28: Best, worst and average moves
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Figure 4.29: Table comparing the three sorts
Figure 4.30: Best, worst and average moves
For the smallest grid it looks like random and fill opportunity sorting performs
better than the last one. The reason fill opportunity performs so well is probably
related to the small grid size. When the grid is small, the surface is also small.
Hence, there are fewer fill objects to choose from. It can also been seen in the
graphs that the mismatch sorting performs worse than the two other sortings.
The three smallest grids has a clear kink in their graphs, where mismatch sort
performs worst and either random or fill opportunity sort is best. Not very much
separate these two, so for the three first grids it is close to a tie. However, the
fill opportunity sorting is really slow, which speaks in favor of choosing stacks
randomly.
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Figure 4.31: Table comparing the three sorts
Figure 4.32: Best, worst and average moves
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Figure 4.33: Table comparing the three sorts
Figure 4.34: Best, worst and average moves
For the two largest grids, it is pretty clear that the random selection is best
result. It is not just the best in terms of moves, but it is also the fastest all over.
Summed up, the different sortings tried out here does not matter much. Perhaps
there is an optimal selection strategy, but for now the random selection remains
as the most stable version.
4.2.9 Two enormous grids
The grids used in the simulations have dimensions that are realistic for an actu-
al storage. To make sure DigFill can solve larger grids within acceptable time,
simulations were performed and results are found in this section. The simulations
are only run with version 3 of DigFill, because the two other seem to be inferior
algorithms.
62
Table 4.7: Results for the two enormous grids
DigFill can handle these grids as well. Although they take longer time to solve,
it is still feasible to work with grids of this size. It would have been interesting to
see how the grids can be divided into zones, and solved piece by piece. As these
grids get really large, the search space grows too. But the large 147.111 object grid
is only 12 times the size of the 12.080 object grid. Still, solving the large one takes
on average 213.137 ms per iteration, that is 151 times the 12 ms the algorithm
uses per iteration on the small grid. The potential for improvement is probably
really huge if we could solve split up the large grid and then solve it. These two
grids have the same height so solving the 147.111 object grid in 12 parts should
take more or less the same amount of time as solving the 12.080 grid 12 times.
Add some extra time to merge results and it should still finish long before 213.137
ms has elapsed.
Table 4.8: Results from the two large grids
4.2.10 Summary
While the exhaustive search explore the whole search space, DigFill is an algorithm
using heuristics to find solutions. The search is not complete and therefore there
is no proof that DigFill has found the global optimum in number of moves or
Manhattan distance. However, the results so far are very promising with DigFill
as a base algorithm. It solves grids of relevant size and that was the initial goal. It
is important to value the work that the support structure does. Grid Configuration
was created so DigFill should know where to dig and where to fill. It seems to be
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doing the book keeping work very well, such that and DigFill or any other base
algorithm can use it to move objects around.
Although a base algorithm could have been implemented differently, the main
goal was to step by step get all objects in place. The graphs in figures 4.36 and
4.37 show how the number of unsolved stacks are decreasing as the DigFill version
3 works in some of the grids. The algorithm follows the same steps at all times
and solves the grid stack by stack, thus the linear pace of the algorithm is just like
expected.
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Figure 4.35: How unsolved stacks decrease over DF cycles
Figure 4.36: How unsolved stacks decrease over DF cycles
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Figure 4.37: How unsolved stacks decrease over DF cycles
Improvements between version 1, 2 and 3 are shown earlier, and there is prob-
ably a lot of potential here to make the base algorithm even better. But for now,
the base algorithm is good enough to simply serve as a digger and a filler. The
next goal is to figure out if and how the total Manhattan distance can be reduced
and if this sequential list of moves is parallelizable.
4.3 DigFill with greedy search
So far the Manhattan distances have just been numbers without anything to relate
them to. It is reasonable to believe that these numbers are really bad compared
to how the system performs today. A simple approach that hopefully will improve
the distance a lot is greedy search. DigFill version 3 with random selection of
digStack will be used as the base algorithm.
Section 3.6 described the implementation and how to perform a greedy search
using DigFill as base algorithm. This section provides results on how the greedy
search performs. In the same manner as previous section, results will be shown
grid by grid in the next five sections. These sections contain a table comparing the
standard DigFill algorithm (DigFill), results from a simulation on a real system
(Real) and the greedy version of DigFill (Greedy).
The simulation on an actual grid is a real simulation with robots moving to-
gether in a grid. A robot must move to the pickup stack, pickup the object,
transport it to the delivery stack and deliver the object before it can head for an-
other object. All robots work simultaneously in the same grid and the simulation
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of the real system has a very low reality gap. Unfortunately, this means that the
Manhattan distance is calculated by the total distance all robots travel together,
including empty runs i.e. runs to a pickup point or other runs without objects.
This is slightly inconvenient when comparing results, but when considering both
moves and distance it is possible to see some patterns. The standard deviation
for the actual simulation (Real) is not reported because these results are based on
only two simulations for each grid.
67
4.3.1 20x20x10
Figure 4.38: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.39: Best, worst and average moves
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Figure 4.40: Best worst and average Manhattan distance
Figure 4.41: Runtimes
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4.3.2 20x40x10
Figure 4.42: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.43: Best, worst and average moves
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Figure 4.44: Best worst and average Manhattan distance
Figure 4.45: Runtimes
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4.3.3 20x40x16
Figure 4.46: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.47: Best, worst and average moves
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Figure 4.48: Best worst and average Manhattan distance
Figure 4.49: Runtimes
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4.3.4 70x50x16
Figure 4.50: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.51: Best, worst and average moves
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Figure 4.52: Best worst and average Manhattan distance
Figure 4.53: Runtimes
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4.3.5 70x80x16
Figure 4.54: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.55: Best, worst and average moves
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Figure 4.56: Best worst and average Manhattan distance
Figure 4.57: Runtimes
4.3.6 Observations
When a greedy search is performed, and objects are not placed all over the grid
anymore, the total Manhattan distance gets much lower as expected. We see that
for every grid except the smallest one, number of moves are significantly reduced
compared to the simulation on today’s system (Real). This is expected because
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DigFill is built to put objects in a place where they do not need to be moved again,
and DigFill is therefore biased towards minimizing the total number of moves.
The Manhattan distance is about a third of the total distance traveled for all
robots in the actual system. As the distance of empty runs is not known, there
is no solid basis to argue whether this distance is an improvement or not by just
comparing the number. However, what we will do in the next section is to look at
the move-distance trade off and then discuss what might give the best results in
an actual grid if the result of the algorithm were fed into a real system.
The most fascinating observation here not how greedy performs better than
standard DigFill or that the Manhattan distance is less than in the actual sim-
ulation, but rather the increased number of moves and the increase in average
pop per popped stack. The number that was close to 1.0 in the standard DigFill
implementation is now almost doubled for every grid when running the greedy
search.
At first it seemed very strange that the greedy algorithm had such an increase
in number of moves, and the first thought was that this might have something to
do with the fill order if multiple objects are possible. The rule from section 3.5.3
was to always choose the lowest priority first in order if multiple priorities was
available. This was based on an idea to check the lowest prioritized objects off the
list or get rid of them as soon as possible. This initial assumption was wrong, and
choosing the highest priority when possible performs slightly better on small grids
with small L1 and L2 lists. However, the overall difference is between the two is
incredibly small, so this will not be discussed further.
4.3.7 The move-distance trade off
The problem we will deal with in this section is that a the standard random DigFill
is almost optimal in terms of number of moves, but gets a very long Manhattan
distance which is expected due to its randomness. On the other side of the problem,
we have the greedy algorithm with an increase in number of moves, but a reduced
Manhattan distance.
This problem is probably caused by the fact that after a stack is dug, the stack
wants to be filled up again. Picture a grid with only one unsolved stack. The
solution to the grid would be to dig the stack and then fill it with the popped
objects in the correct order. An operation that requires two moves per moved
object - first pop then pushed back to the same stack.
The example above illustrates what could be the issue causing a greedy search
to simply pop and then push the objects right back. However, the greedy search
must follow the GridDefinition’s policies and look for unload stacks that need the
popped object, so the moves cannot always be done locally and the problem is
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likely to have more than one cause. But for the cases like in the example, this
would give an average pop per popped stack close to 2.0.
Now, even though the unloading cannot always be made locally, fill stacks
probably will be found locally. Most of the time, a grid is unsolved and a multitude
of different object priorities are covering the grid’s surface. Thus, it is easy to find
some stack nearby that peeks a wanted fill object. In many cases a fill object can
be chosen among different priorities, this fact increase the probability of finding fill
stacks close and augments the hypothesis that fill stacks are easier to find locally
than unload stacks.
Using fill stacks to fill dug stacks, can be seen as the beginning of multiple
dig steps. What DigFill actually wants is to dig a stack completely up, and then
fill it with valid objects. As many digs are initiated by the fill step, these stacks
(that may remain invalid) might be a delivery point for a future unloading, and
the single dig was redundant.
In DigFill version 3, the dig step was greatly improved by looking for an unload
stack that needs the popped object. In fact this improvement may have improved
the algorithm such that the whole fill step is redundant. Just leave the dug stack
open, and it will (at some point) be filled with valid objects. The fill step would
never fill a stack with invalid objects anyway, and while digging we want to unload
stacks in a valid position aka. filling.
The following sections contain results for each grid from the standard DigFill,
the real simulation, the greedy implementation of DigFill and a greedy implemen-
tation without the fill step, Greedy Dig. After the tables and graphs are presented,
a summary for the whole section 4.3 will follow.
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4.3.8 20x20x10
Figure 4.58: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.59: Best, worst and average moves
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Figure 4.60: Best worst and average Manhattan distance
Figure 4.61: Runtimes
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4.3.9 20x40x10
Figure 4.62: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.63: Best, worst and average moves
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Figure 4.64: Best worst and average Manhattan distance
Figure 4.65: Runtimes
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4.3.10 20x40x16
Figure 4.66: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.67: Best, worst and average moves
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Figure 4.68: Best worst and average Manhattan distance
Figure 4.69: Runtimes
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4.3.11 70x50x16
Figure 4.70: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.71: Best, worst and average moves
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Figure 4.72: Best worst and average Manhattan distance
Figure 4.73: Runtimes
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4.3.12 70x80x16
Figure 4.74: Table with moves, Manhattan distance and runtime in milliseconds
Figure 4.75: Best, worst and average moves
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Figure 4.76: Best worst and average Manhattan distance
Figure 4.77: Runtimes
4.3.13 Move statistics
Table 4.9 shows how many objects are moved and how many times each object
moves object is moved in each grid.
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Table 4.9: Popped objects statistics
4.3.14 Summary
The standard Greedy DigFill algorithm gives a small improvement in number of
moves compared to the actual simulation and the Manhattan distance is about
a third. Manhattan distance per move is 2-3 for the greedy algorithm, while
the actual simulations has a Manhattan distance per move between 6 and 9. As
mentioned, these numbers are unsuitable for comparison and they are dependent
on the total empty run distance in the actual system. If this distance is low, then
the results from the greedy algorithm is very good. If the empty run distance is
high, then the results might not be good at all.
When the fill step is removed, the Greedy Dig is almost optimal in terms of
moves. The number of moves are reduced even more and the number of pops per
popped object is now almost 1.0 for Greedy Dig. Hence, the objects are popped
approximately 2-4% more times than the number of popped bins.
Pops per popped ratio now decreases towards an optimum, and it is a challenge
to keep the Manhattan distance low at the same time. The average Manhattan
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distance is actually a bit higher for the Greedy Dig algorithm than the results from
the actual system, but with a high standard deviation the best result is far better
than the average. The average Manhattan distance per move is much higher (from
7 to 18 dependent on grid), but that is a direct consequence of reducing number of
moves. As mentioned, there is a clear trade off between these two and in order to
reduce number of moves, we must move the objects longer to push them directly
onto valid stacks.
Another positive effect of removing the fill step is that the complexity of the
algorithm is reduced and it runs much faster. This is simply because the linear
search (possibly 3n) for a fill stack is removed. Hence, more iterations can be run
over a shorter period of time and increase the probability of finding even better
solutions.
As it appears for now, Greedy DigFill optimizes Manhattan distance and the
Greedy Dig optimizes number of moves. It should, however be possible for these
two to meet at an optimal point in between. Where this optimal point is depends
on many factors that are interrelated in a very complex way. By feeding an actual
system with the output from both of these algorithms, the total reorganization
time can be measured and compared to how the system performs today. Before
this can be done, dependencies must be added for each move in the sequential list,
and even more important; the list with dependencies must be parallelizable. Next
section shows whether a sequential list of moves can be parallelized and to what
degree the total Manhattan distance can be reduced.
4.4 Parallelization
From the initial DigFill version 1 to the current best versions, the solutions have
been improved a lot. Small adjustments to the implementations make them suit-
able to optimize number of moves, the total Manhattan distance or both. However,
before these solutions can be useful we need to show that the sequential lists can
be parallelized such that multiple robots can carry out moves simultaneously.
The results in this section are measured using pickup and delivery dependencies
as explained in section 3.7.2. Different algorithms are compared by their total
Manhattan time and the total parallel Manhattan time of their solutions. The four
different algorithms that will be compared are standard DigFill, Dig (a version of
DigFill that only digs), Greedy DigFill and Greedy Dig.
Note that the best and worst solutions are the parallel best and worst. The
best and worst total distances in the table may therefore not be the best and
worst total distances, but they belong to the parallel distances. If the total best
is a greater number than total worst, it is not a mistake, it is because the parallel
distances decides the ordering.
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4.4.1 20x20x10
Figure 4.78: Table with parallel distances, total distances and parallel as % of
total distance.
Figure 4.79: Best, worst and average parallel Manhattan distance.
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Figure 4.80: Best worst and average Manhattan distance.
Figure 4.81: Parallel distance as % of total distance.
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4.4.2 20x40x10
Figure 4.82: Table with parallel distances, total distances and parallel as % of
total distance.
Figure 4.83: Best, worst and average parallel Manhattan distance.
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Figure 4.84: Best worst and average Manhattan distance.
Figure 4.85: Parallel distance as % of total distance.
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4.4.3 20x40x16
Figure 4.86: Table with parallel distances, total distances and parallel as % of
total distance.
Figure 4.87: Best, worst and average parallel Manhattan distance.
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Figure 4.88: Best worst and average Manhattan distance.
Figure 4.89: Parallel distance as % of total distance.
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4.4.4 70x50x16
Figure 4.90: Table with parallel distances, total distances and parallel as % of
total distance.
Figure 4.91: Best, worst and average parallel Manhattan distance.
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Figure 4.92: Best worst and average Manhattan distance.
Figure 4.93: Parallel distance as % of total distance.
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4.4.5 70x80x16
Figure 4.94: Table with parallel distances, total distances and parallel as % of
total distance.
Figure 4.95: Best, worst and average parallel Manhattan distance.
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Figure 4.96: Best worst and average Manhattan distance.
Figure 4.97: Parallel distance as % of total distance.
4.4.6 Summary
These results show the clear difference between an algorithm that allow the robots
to work locally and an algorithm that use the entire grid to solve the problem.
As expected, Greedy DigFill operates in local areas such that each dig and fill
cycle can be independent of the other cycles. Thus, the total parallel Manhattan
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distance around 10% of the total Manhattan distance.
The other three algorithms seem to be using much larger areas, and as a con-
sequence the parallel Manhattan distance is larger when compared to the total
Manhattan distance. However, the calculation of parallel Manhattan distance
does not take empty runs and overhead into account and is probably very inaccu-
rate when it comes to a realistic setting. To compensate for this issue, costs per
move can be added to represent the distance of empty runs and other overhead.
Of course, how to set this cost correctly is also challenging. The overhead of
a move can be things like pickup and delivery depth, number of turns, wait time
for other robots, etc., so it is difficult to predict what this cost should be exactly.
Because each move have some overhead, it is fair to assume that the cost is closely
related to each move. Then, the equations below show a possible way to estimate
the actual distance based on the distance from the simulations.
TotalEstimatedDistance = TotalDistance+ cost×moves
ParallelEstimatedDistance = ParallelDistance+ cost×moves
With these equations it is possible to calculate what the cost value must be
if we want the estimated distances of two outputs to be equal to each other.
Or, from a different perspective; if we know the cost C in an actual system,
which algorithm should we choose? The table below shows the estimated cost and
parallel Manhattan distances for the different grids. Number of moves used is the
average number of moves from section 4.3. Calculations can also be done for total
Manhattan distance, but it was not considered relevant at this point.
Table 4.10: What is the overhead cost of the est. parallel distances are equal?
It is a clear pattern that as the grid size gets larger, the cost must be larger
for Greedy Dig to be our choice of algorithm. Without knowing the cost, we can
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say that (in general) Greedy DigFill with local moves is the best option for larger
grids.
Because the maximum working capacity on the grid is decided by the number
of robots, the total parallel distance is likely to be much larger when organizing an
actual system. The numbers calculated in this section can be used to show that
the sequential solutions are parallelizable and to consider which algorithm to use.
The algorithms must be tested in an actual grid where tasks are delegated to a
finite set of robots to see how they actually perform.
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Chapter 5
Conclusion and further work
Section 1.2 first introduced the goal of the thesis which was to investigate different
methods to reorganize the high density storage. The methods that have been
discussed are ranging from entirely deterministic algorithms like the exhaustive
search in section 3.2.2, to the totally random algorithms in section 3.3. We have
seen that the algorithms that reside in between deterministic and random have
provided the most promising results in this thesis.
5.1 Conclusion
5.1.1 Recap
In this thesis, the three most promising algorithms are DigFill (version 3), Greedy
DigFill and Greedy Dig. Although the first one is considered the base algorithm,
and the last two are using the base algorithm to optimize the solution in terms
of Manhattan distance, I will include all three in the conclusion for comparison
reasons.
The standard DigFill algorithm using GridConfiguration to decide valid moves,
showed that it could return a solution that had fewer moves (best, worst and
average) than today’s system. At this point, the Manhattan distances were quite
high, but for small grids with relatively short moves on average, choosing nearby
stacks might not be that important. Because overhead of moves are considered
to be significant, and there exist some reduction in moves that is equivalent to
the increase in distance, there is a chance that even a standard DigFill could
outperform today’s system on small grids.
When the greedy search was introduced in Greedy DigFill, we could immedi-
ately see that the Manhattan distance was significantly reduced. The Manhattan
distances were about a third compared to those from the actual simulation, but
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with no empty runs this was as expected. Number of moves from the Greedy
DigFill solutions are also lower than from what we would get from the actual sim-
ulation which reduces the total overhead of a reorganization. However, number of
moves from Greedy DigFill are much higher than the moves from DigFill. It was
discovered that the algorithm follows a pattern where it works very locally and the
popped objects are likely to be pushed back onto the same stack in correct order.
This discovery, the move-distance trade off, was discussed in section 4.3.7.
With pops per popped object close to 1.0 for the standard DigFill, but just
below 2.0 for Greedy DigFill, Greedy Dig was implemented. Due to the improve-
ment in DigFill version 3, it was now possible to drop the whole fill-step. Greedy
Dig shows a pops per popped ratio even closer to 1.0 than what the initial DigFill
could do, but due to the move-distance trade off, we would see an increased total
distance.
Because these algorithms are based on some randomness, it is important to
mention that only the best solution over multiple iterations will be chosen as the
one set of moves to reorganize the storage. Because multiple solutions can be
found and compared in seconds, it is in fact only the best solution that matters.
Especially for Greedy Dig on larger grids, this is an important factor because the
best Manhattan distance is far better than the average.
The ability to use these solutions such that multiple robots can work concur-
rently is also utterly important, and we see that Greedy DigFill works so locally
that the minimum parallel Manhattan distance is about 10% of the total Manhat-
tan distance. The other algorithms get a minimum parallel Manhattan distance
around 40-50%. How parallelizable the sequential list needs to be would depend
on number of robots and was not discussed in this thesis. The key point of this
analysis was to confirm that the sequential lists can be divided into parallel moves.
5.1.2 Conclusion
Although, this thesis have had a theoretical focus and the results cannot be com-
pared directly to how the actual system performs, I strongly believe that the
algorithms presented here will reorganize the target storage faster than how the
current system performs today. Between DigFill and Greedy Dig, the latter is
strongly Pareto optimal, which leaves us with two algorithms; Greedy DigFill and
Greedy Dig.
Table 4.9 in section 4.3.13 is probably the best indicator that the algorithms
presented will show an improvement in total reorganization time when tested on
on an actual system. From the table we can see that the number of moves is
reduced, thus the move overhead is smaller. If we assume that the move distances
in Greedy DigFill and Greedy Dig are more or less the same as the move distances
in today’s system, then these two algorithms should perform better.
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Whether one of the algorithms (Greedy DigFill or Greedy Dig) is significantly
better than the other, or if the optimal algorithm is a combination of these two,
remains unknown for now. In terms of moves, there is no doubt that all algo-
rithms presented will perform better than today’s system. The overall impression
is also that Greedy DigFill and Greedy Dig will perform better in terms of total
reorganization time, compared to how the system performs today.
5.2 Further work
During my work on this thesis, I came up with new ideas every day. Unfortunately
I did only have time to implement, discuss and test a few of them. This section
provides an overview of my thoughts on small adjustment to the already imple-
mented algorithms as well as new ideas that will require more implementation and
a redesign of the algorithms used.
5.2.1 Compare and adjust
Due to lack of time and because I wanted to focus on the theory, outputs from
the algorithms were never fed into the actual simulation system to compare the
results properly. This should be done in order to see if the algorithms suggested
here actually perform better when reorganizing the storage.
With data from simulations on the actual system, it is possible to adjust the
algorithm to an optimal relationship between moves, distances, winding/straight
moves, pickup and delivery depths, etc. For instance if deep pickups and deliveries
takes a lot of time, then make sure the algorithm tries to avoid it as far as possible.
If the straight moves are far better than winding moves, then choose the straight
paths even though pickup and delivery stacks are further away from each other
than the alternatives.
Algorithm runtime and storage reorganization
As expected, it is faster for a computer program running an algorithm to find the
moves, than it is to complete all moves in a physical grid with moving robots.
However, finding an optimal set of moves may be computationally heavy and take
a while. Especially when working with large grids, finding good solutions can take
time.
Because this is a problem with two steps (the vital step that finds a set of
moves and the actual step that carries the moves out in the actual grid) we do
not want the latter one to wait too long for the first to complete. If we allow the
physical grid do at least some moves while the algorithm is searching for a final
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solution, both systems can work simultaneously. When serving the robots some
moves at an early stage, the algorithm get a lot of time to continue calculating
while the robots are busy. When the robots are out of moves, the algorithm will
provide them with even more moves and continue working.
Optimal number of robots
Because the algorithms are not run on an actual simulation system, we do not know
whether parallelization of the sequential outputs from the algorithms is decent or
not. We want all robots to be as busy as possible, but the main goal is to complete
the reorganization as fast as possible. If an output that takes less advantage
of robot capacity completes the reorganization faster than one with many busy
robots, then the grid has too many robots. Fewer robots lead to more space for
the robots left, and they can move more freely.
5.2.2 Choice of digStack, unload and fill stack
Different sortings of the digStack was tested, but results show that none of the
particular sortings were much better than the others. Random selection was used
in this thesis, but there might exist an optimal sorting.
A suggestion could be to choose neighboring stacks because there is probably
a greater diversity of fill objects in an area close to a stack that has just been dug
up. However, if stacks were always chosen close to the previous digStacks, we are
prone to sequential dependencies. For instance if the algorithm start in one corner
of the grid and moves row by row until the grid is solved, then the dependency
graph is likely to have an intact path from the first to the last move. This issue
speaks in favor of the random selection.
Another option is to make sure that dug up object do not block for the fill
step. For instance if we are digging a stack such that the bottom high prioritized
objects end up blocking all the non-prioritized objects on its neighbors, then fill
objects must be picked up further away.
It should also be considered to not perform moves over long distances. For
instance, when digging a stack and a suitable unload stack is found in the other
end of the grid, unload the object nearby instead. This would be inconsistent with
the base algorithm that always completes the dig-steps, but it might have a great
impact on total Manhattan distance.
5.2.3 Reduce complexity of greedy search
As mentioned in 3.6 the neighbor list implementation that require a linear search is
not an optimal way to implement the greedy search. Lists are simple to implement
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and understand, but if these algorithms should run on larger grids than what we
have used here, a far cheaper implementation is needed. In addition to using a
huge amount of memory, linear time is not that fast.
By implementing a two dimensional segment tree, this operation can be done
in logarithmic time instead of linear time. Briefly explained, a two dimensional
segment tree is a data structure that divides the grid into nodes in a tree. Each
stack is then a leaf node, and the stacks parent is a cluster of neighboring nodes.
Of course, each stack has different neighbors, thus the two dimensions. The root is
the entire grid. Each cluster as well as each stack has a variable that tells whether
or not there is an object of a certain priority on top of this particular cluster/stack.
A search from stack S for a nearest neighbor N that needs the object X from
S can be performed by walking up the tree, and when a cluster can confirm that it
contains an N , then find the nearest N in that cluster. When the object is popped
and pushed, the tree is updated.
A simpler variant that could improve the current implementation using lists,
is to simply use some support structure to the neighbor lists. This structure can
tell whether an N exists in some parts of the list or if it exists at all. If the N that
needs X does not exist at all, then unnecessary neighbor searches can be avoided.
5.2.4 Evolutionary Strategies
The algorithms suggested in this thesis have been iterative, and all runs have been
completed with solutions returned from every iteration. All of these solutions,
except one, will be stashed such that we can keep the best one and use it to
solve the reorganization problem. For n iterations, we have only one iteration that
would be selected as our final solution, and the remaining n− 1 were only used to
dilute the randomness. Now, what if these solutions could be pruned off and the
iterations stopped at some earlier stage?
During the work with this thesis it was implemented an evolutionary strategy
(ES) that works with a population of grids instead of one grid in each iteration.
The mutation step is a fixed number of Greedy DigFill cycles, say 2, 4 or 8. Parent
and survivor selection are based on a fitness function. The tested fitness function
is the number of solved stacks in the individual grid, but a fitness function based
on how many moves that are performed relative to how close the individual is to
a solution is another possibility. However, when using the latter function it might
be hard to balance the relationship between moves made and estimated moves left.
Because the fitness function is based on moves, while the mutation step on the
Greedy DigFill algorithm, solutions returned from the ES had fewer moves than the
iterative Greedy DigFill, but slightly higher Manhattan distance. The Manhattan
distances were still much lower than the ones from Greedy Dig or standard DigFill.
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Unfortunately, there was not time to do extensive studies on this methodology, but
I do recommend that ES is further investigated in the future.
5.2.5 Divide and conquer
As the grids get larger, they take longer time to solve. This is simply because the
set of stacks and objects are larger, thus the search space is also larger. However,
the runtime increases far more than the increase in number of stacks and objects.
Because the grid size is usually the same for all grids, while the area is expanded,
it could be beneficial to split large grids into smaller zones and merge them as they
get solved.
This would also help on the parallelization challenge. If a grid is divided into
zones, then moves in separate zones cannot be dependent on each other before
the two zones are merged. If robots also were assigned specific zones, this method
would ensure that robots do not set out on long-haul trips.
There is however a downside with this implementation, and that is how the
zones should be merged. Assume two zones have very different distribution of L1,
L2 and non-prioritized objects. Then a merge would probably mean that valid
objects must be dug up and moves again. On the other hand, if the zones have
more or less the same distribution of different prioritized objects, then the merge
would require less moves.
5.2.6 An (almost) complete DigFill search
Although the exhaustive search implemented and discussed in section 3.2.2 cannot
be used to solve large grids, the implementation of DigFill (or DigFill only using
the dig-step) and the corresponding results have opened for some new ideas. When
it was discovered that the dig-step in DigFill was in fact redundant (if considering
number of moves), the pops per popped object ratio went down to almost 1.0.
Because there is only a finite set of objects that must be moves, then this is
probably very close to an optimal solution. Clearly, 1.0 would be optimal, but it
might not be possible for every grid.
Assume we have a grid with S stacks of max capacity C and the objects are
more or less distributed such that is does not matter which digStack is chosen first
digStack, i.e. digStacks can be chosen randomly. If the grid have a 1.0 solution,
then each digStack needs to be selected once and only once (because objects would
never have to be moved again). For each object to be popped in digStack there
are now S − 1 stacks to push the object to. This gives us now a complexity of
O(S × C × (S − 1)), which is probably going to take a long time for large grids.
However, some stacks will be full, but even more important more and more stacks
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get solved. This means that the S− 1 factor will be reduced for every cycle. Thus
the average complexity is much lower.
This method is not implemented, and it is simply a concept that needs to be
tested. The assumption that digStack selection does not matter makes the search
not fully complete, in fact it is not even near complete if it was not based on DigFill
(then we would have a situation where a stack can be popped once before moving
on to another stack). The ”one stack at a time” concept makes it less complex.
Such an implementation would also be biased towards reducing number of moves,
and it is not even nearly complete when it comes to Manhattan distance.
Such a search might turn out to be too complex, and we simply cannot deal
with worst case scenarios in all types of problems. Overall, the results have been
promising and they can very well be a good replacement for today’s working algo-
rithm. Theories in this last section should also be studied further to investigate if
they can improve the algorithms to some extent.
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