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Preface 
This dissertation entitled "Optimization Problems in Sample 
Surveys" is submitted to the Aligarh Muslim University, Aligarh in 
partial fulfillment of the requirement for the award of the degree of 
Master of Philosophy in Statistics. 
This dissertation is an attempt to formulate some problem 
arising in sample surveys as mathematical programming problem and 
various techniques are developed for their solution. The work 
contained in this dissertation is spread over in four chapters. 
Chapter I provide meaning and historical background of 
optimization techniques and its applications in various fields. Use of 
programming methods in sample surveys is also discussed here. The 
problem of non-response in sample survey is discussed at the end of 
this chapter. 
In chapter II, we have discussed optimum allocation of sample 
sizes under the specific conditions. Further Multivariate sample 
allocation is given and an analytical solution of the multivariate 
allocation problem given by Kokan and Khan (1967) has been 
discussed. In the end of this chapter a variation of the above analytical 
solution given by Ahsan (1975) is also discussed. 
Chapter III contains double sampling for stratification with sub-
sampling the non-respondents and solution of the problem through a 
dynamic programming approach has been considered. 
In Chapter IV, we consider an integer solution to compromise 
allocation in multivariate stratified sampling using branch and bound 
method. 
A comprehensive list of references arranged in alphabetical 
order are presented at the end of the dissertation. 
Chapter 1 
Introduction 
1, Optimization 
Optimization is tiie act of obtaining the best result under given 
circumstances. In other words the aim of optimization is to maximize 
the gain or profit or minimize the cost or loss incurred in certain 
process. Since the effort required or the benefit desired in any practical 
situation can be expressed as a function of certain decision variables, 
optimization can be defined as the process of finding the conditions 
that give the maximum or minimum value of a function. This function 
may be constrained or it may be subject to certain constraints on the 
variables in the form of equation or inequalities. 
There is no single method available for solving all optimization 
problems efficiently. Hence a number of optimization methods have 
been developed for solving different types of optimization problems. 
The optimization seeking methods are also known as 
mathematical programming techniques and are generally studied as a 
part of operations research. The mathematical programming 
techniques are useful in finding the optimal value of a function of 
several variables under a prescribed set of constraints. In the last five 
decades there has been a phenomenal advancement towards the 
development of the theory and algorithms for solving various types of 
mathematical programming problems. Further in this chapter we have 
discussed various programming techniques and their use in sample 
surveys. 
2. Historical Background of Optimization 
The methods of optimization can be traced to the days of 
Newton, Lagrange and Cauchy. The work of Newton, Lagrange and 
Cauchy in solving certain types of optimization problems arising in 
Geometry and Physics by using Differential Calculus of variation is 
pioneering. These optimization methods well known as Classical 
Optimization methods have their own limitations and can not be 
applied successfully to every optimization problem. These techniques 
are mainly of theoretical interest. 
In spite of these early contributions, very little progress was 
made until the middle of twentieth century, when high-speed digital 
computers made the implementation of the optimization procedures 
possible and stimulated further research on new methods. The classes 
of real life optimization problems that are usually not solvable by 
classical optimization methods are known as mathematical 
programming problems. The beginning of mathematical programming 
was perhaps the problem of optimal allocation of limited resources 
recognized by economists in early 1930's. After World War II the 
United States Air Force team started intensive research on some 
optimum resources allocation problem, which led to the development 
of the famous simplex method by George B. Dantzig for solving a 
Linear Programming Problem. 
There are some practical situations where integral values of the 
decision variables are required. Dantzig et. al. (1954), Markowitz and 
Manne (1957), Dantzig (1958,1959) etc. discussed the integer solution 
to some special purpose LPPs. Gomory (1960,1963) developed the 
Cutting Plane methods for whole and Mixed Integer Programming 
problems. Land and Doig (1960) developed the powerful Branch and 
Bound technique for solving Integer Linear Programming problems. 
Later Dakin (1965) proposed another interesting variation of Land and 
Doig algorithm. Hiller (1969) gave a Bound and Scan algorithm, 
Bowman and Nemhausen (1970) gave a modified Cutting Plane 
method, Austin and Ghandforoush (1983) developed an advanced 
Dual algorithm and Saltzman and Hiller (1988, 1991) presented the 
Exact Ceiling Point algorithm for solving Integer programs. Achuthan 
et. al. (1998) presented eight new Cutting Planes which provide an 
Improved description of the solution space and they demonstrated the 
usefulness of these cuts by generating good lower bounds for 14 large 
Benchmark problems. Development of the new techniques for solving 
Linear Programming problems is still going on. Kuhn and Tuker 
(1951) derived the necessary conditions (popularly known as the K-l 
conditions) to be satisfied by an optimal solution of Non-Linear 
Programming problem (NLPP). 
Till date no single technique is available for solving the general 
NLPP like simplex method for LPP. However, different methods are 
available for some special types of NLPPs. Beale (1959) gave a 
method for solving Convex Quadratic Programming Problems 
(CQPP). One of the powerful techniques for solving a NLPP is to 
transform it by some means, into a form, which permits the use of 
simplex method of LPP. Using K-T conditions Wolfe (1959) 
transformed the convex quadratic programming problem into an 
equivalent LPP to which simplex method could be applied with some 
additional restriction on various iterations. Rosen (1960, 1961), Kelley 
(1960), Goldfarb (1969), Du and Zhang (1990) and Lai et.al. (1993) 
etc. gave gradient projection methods for non-linear programming 
with linear and non-linear constraints. 
3. Programming Methods 
The usual method of solving programming problem is to obtain 
a starting solution which satisfies the constraints and restrictions, such 
a solution is called a feasible solution. A feasible solution which 
optimizes the objective function is known as an optimal solution. 
Starting from a feasible solution one tries to improve it by any 
iterative procedure. A new feasible solution is said to be improved if it 
gives better value of objective function than the previous solution. 
Before starting any iteration one must check a carefully designed 
optimality criterion to acertain that the present solution is optimal or 
not. 
No single method is available which is universally applicable to 
every type of programming problem. However special algorithms are 
available for almost all classes of programming problems. Some of 
them are indicated below. Simplex method is devised by G.B. Dantzig 
to solve the linear programming problem in 1947. Rosen (1960, 1961) 
gave his gradient projection method for solving nonlinear 
programming problems. Various methods for solving quadratic 
programming problems have been introduced by Wolfe (1959), 
Hildreth (1957), Beale (1959), Houthkkar (1960), Lemke (1962) etc. 
An integer programming method for linear programming problems has 
been developed by Gomory (1960a, 1960b). Agrawal (1974a, 1974b) 
extended this integer method for quadratic programming. Bari and 
Arshad (1978) presented a variation of Agrawal's method. 
4. Statement of Mathematical Programming Problem (MPP) 
The mathematical model of the general programming problem 
can be given as follows: 
Maximize (or Minimize) Z = f{x) (4.1) 
Such that giix) {< or = or > } 6,-, / = 1,2,...,m (4.2) 
and x>0 (4.3) 
The function (4.1) is called the objective function, the conditions in 
(4.2) are called constraints and the restrictions (4.3) are called non 
negativity restrictions. 
Furthermore in (4.2) one and only one of the signs <, = or > 
holds for each / and / and g,- are functions in n variables 
^={x\,X2,--,Xyi). The simplest form of the programming problem is 
a problem in which functions / and g/, i = \,2,...,m are linear, such a 
problem is called a linear programming problem. If at least one of the 
functions / , g,-, / = \,2,...,m is non linear the problem is referred to as 
a nonlinear programming problem. 
5. Optimization Techniques 
Depending on the nature of functions and the restrictions on x 
some important techniques are: 
(i) Calculus Methods 
(ii) Calculus of variations 
(iii) Linear programming 
(iv) Nonlinear programming 
(v) Quadratic programming 
(vi) Geometric programming 
(vii) Dynamic programming 
(viii) Integer programming 
(ix) Stochastic programming 
(x) Network methods: CPM and PERT 
(xi) Game theory. 
The mathematical programming techniques are useful in finding 
the minimum of a function of several variables under a prescribed set 
of constraints. The techniques of nonlinear, linear, geometric, 
quadratic or integer programming can be used for the solution of the 
particular class of problems indicated by the name of technique. These 
are all numerical methods wherein an approximate solution is sought 
by proceeding in an iterative manner by starting from an initial 
solution. If one or more than one the functions involved in a 
mathematical programming problem (MP?) are nonlinear, the MPP is 
called a Nonlinear Programming Problem (NLPP). 
Kuhn and Tucker (1951) developed the necessary conditions to 
be satisfied by an optimal solution of MPP. These conditions, known 
as K-T conditions, laid the foundation for great deal of later research 
and development in nonlinear programming techniques. Till date no 
single technique is available which can provide an optimal solution to 
every NLPP like simplex method for LPP. However different methods 
are available for some special types of NLPPs. Several nonlinear 
programming problems consist of the functions, which are separable 
in nature. The methods for the approximate solution to the separable 
programming problem are found in the works of Chames and Cooper 
(1957), Markowitz and Manne (1957), Dantzig et.al. (1958), Miller 
(1963), Fluery (1991), Megiddo and Tamir (1993) etc. the technique 
applies to problems in which all the nonlinear functions are separable. 
The idea is to construct a constrained optimization model that linearly 
approximates the original problem. The approximations enlarge the 
size of the model, but since a version of the simplex method can be 
applied as a solution technique, the method has considerable practical 
significance. The approach can be used equally well to approximate a 
nonlinear objective function and nonlinear constraints. 
The problem of obtaining a compromise allocation in 
multivariate stratified sampling is formulated as a nonlinear 
programming problem (NLPP) when the population means of various 
characteristics are of interest. Using the separatibility of the objective 
function and the constraints the NLPP is viewed as an L-stage 
decision problem which is further decomposed into L-single stage-
single variable decision problems to make use of dynamic 
programming technique. 
The Critical Path Method (CPM) and the Programmed 
Evaluation and Review Technique (PERT) are network methods 
which are usefiil in planning, scheduling and controlling a project. 
These methods are called network methods since in both the methods, 
the various operations necessary to complete the project and the order 
in which the operations are to be performed are shown in a graph 
called a network. 
CPM is useful for projects in which the durations of the various 
operations are known exactly whereas PERT is designed to deal with 
projects in which there is uncertainty regarding the durations of 
various operations. 
Whereas two or more opponents are competing for the 
achievement of conflicting goals, a competitive problem exists. 
Generally, in such problems, the losses of one opponent signify the 
gains of the others. Naturally, the objective function depends on a set 
of controlled as well as uncontrolled variables where the uncontrolled 
variables depend on the strategy of the competitor. The resulting 
optimization problem can be solved by using the game theory. 
6. Use of Programming Methods in Sample Surveys 
Sample survey deals with the problems associated with the 
selection of samples from a population according to certain probability 
mechanism. The purpose of sample survey is to obtain information 
about the population, which is defined according to the aims and 
subject of the survey. Since the information on population is based on 
sample data, in planning of sample survey, a stage is always reached at 
which a decision must be made about the size of the sample, the 
sampling scheme, the scope of the survey, number of strata and 
stratum boundaries (in case of stratified random sampling) etc.. These 
decisions are very important. 
For example, the decision regarding the size of the sample to be 
selected is important because too large a sample implies a waste of 
resources and too small a sample diminished the utility of the results 
obtained. Therefore, the problem of deriving the statistical information 
on population characteristics can be formulated as a mathematical 
programming problem by minimizing the cost of the survey subject to 
the restriction that the loss of precision is within a certain prescribed 
limit or alternatively minimizing the loss in precision subject to the 
restriction that cost of the survey remains within the given budget. 
Stratified sampling is the most popular among various sampling 
designs that are extensively used in sample surveys. The problem of 
determining the number of strata, the problem of cutting the stratum 
boundaries, the problem of optimum allocation of sample sizes to 
various strata are treated as MPPs and solved by using MP techniques 
by several authors. 
7. Optimization in Multivariate Stratified Sampling 
In multivariate stratified sampling where more than one 
characteristic are to be measured on every selected unit, the above 
problem becomes more complicated because of the non-availability of 
a single optimality criterion, which is suitable for all characters. In 
such situations, a compromise allocation is essential and one has to 
devise a criterion, which is optimal in some sense for all characters 
under study. 
Several authors have studied various criteria for obtaining a 
usable compromise allocation. Among them are Neyman (1934), Peter 
and Butcher (1940), Dalenius (1957), Ghose (1958), Aoyama (1963), 
folks and Antle (1965), Kokan and Khan (1967), Chatterjee (1967, 
1968), Ahsan and Khan (1977, 1982), Jahan et.al (1994), Jahan and 
Ahsan (1995), Malec (1995), and many others. 
The first author to give a Convex Programming formulation to 
the allocation problem in multivariate stratified sample was Kokan 
(1963). An analytical solution through this Convex Programming 
Problem (CPP) model was provided by Kokan and Khan (1967). They 
also showed how the sample allocation problem in other designs, such 
as two stage sampling or double sampling can be viewed as a CPP. 
The problem of determining strata boundaries in multivariate surveys 
was considered by Ahsan et.al. (1983). Chadha et.al. (1971) used 
dynamic programming technique to find the optimum allocation in 
univariate case. Later Omule (1985) used the same technique for 
multivariate sampling. 
Bethel (1989) expresses the optimal multicharacter stratified 
sample allocation as a closed expression in terms of normalized 
Lagrangian multipliers, whereas Rahim (1994) proposed an alternative 
procedure based on distance function of the sampling errors of all the 
estimates. Various authors like Armstrong and Wu (1992), 
Kreienbrock (1993), Nandi and Aich (1995), Chemyak and Starytsky 
(1998), Brethaure et.al. (1999), Chemyak (1999), Chemyak and 
Chomous (2000) either suggested new criteria or explored further the 
already existing criteria. 
8. Non-Response in Sample Surveys 
Non-response is becoming a grooming concern in survey 
research. The phenomenon of non-response when people are not able 
or willing to answer questions asked by the interviewer can appear in 
sample surveys as well as in census. The extent and the effect of the 
non-response can vary greatly from one type of survey to another. It 
affects the quality of survey in two ways. Firstly, due to the reduction 
the available amount of data, the estimates of population parameters 
will be less precise. Secondly, if a relationship exists between the 
variable under study and response behaviors, statements made on the 
basis of the response are not valid for the total population. 
It is obvious that the extent of non-response must be kept as 
small as possible. In spite of much effort, there still remains a 
considerable amount of non-response. Measures should be taken to 
prevent formation of wrong statements about the population. 
10 
Combination of adjustment procedures and usual estimation 
techniques is necessary to yield valid population estimates. 
II 
Chapter 2 
Optimum Allocation in Multivariate Stratified Sampling 
1. Introduction 
First we consider the allocation problem in univariate stratified 
sampling. Let the population of size N be divided into L strata of size 
L ' 
N\,N2 .••,Ni.These strata are mutually exclusive and ^N^^N. 
h=\ 
Furthermore let simple random samples of sizes n\,n2,...,ni 
respectively have been draw^ n independently from l'^ ', , L' 
stratum. 
Let Yfjj be the value of the characteristics y on / unit in h stratum 
for population; y^j the value in the sample; i-\,2,...,N^, h = \,2,...,L 
(rifj in the sample). Define 
^h = ^ h/^ population proportion for the h stratum 
fh =^h/^h sampling fraction for the h stratum 
Y^ - ^7 / , / population total for the h stratum 
"h 
yh = Yjyhi sample total for the h stratum 
Yh = Yf^/Nfj population mean for the h stratum 
yii = yh/f^h sample mean for the h stratum 
_ L _ 
Y = Y^N^Y^IN over all population mean 
s} = 2](7;,/ - Yh)^/iNh -1) population variance for h'^ stratum 
^l = Yj^yhi ~ yh)' ji^h ~ 1) sample variance for h^ stratum If the sampling within each stratum is simple random then 
_ L _ 
yst=ll^hyh 
is an unbiased estimate of Y with sampling variance 
r 2 c 2 1 \ 
K^h ^h) 
In stratified sampling, variance of the estimator depends on the values 
L 
of n^ apart from values of y. Even for a fixed n=^n^ the values 
of y(yst) will differ for different configuration of 
n = (n\+n2+...+ ni). The combination of n for which V(yst) is 
minimum among all the values of variances for different possible 
combinations of n is an optimum allocation for a fixed n. Since 
sampling involves cost in a survey, consider the linear cost function 
L 
(^ = Co + ^ ch"h (1-1) 
h=] 
where CQ is an overhead cost (e.g. cost of setting up and maintaining 
an office, recruiting survey personnel and other expenses), c/, the cost 
13 
of sampling a unit from the h stratum and C is the total cost of the 
survey. If the cost of travel between strata is high, a better 
representation to the cost function is 
L 
C^Co+'Z^h^ (1-2) 
h=] 
(Hansen, Hurwitz and Madow (1953), Vol.1). In this section we will 
however, work with the function given in equation (l.l).To obtain the 
allocations of n^'s our aim is to choose n^ such that eighter 
(a) The variance of the estimator, Viyst)= ^ is minimum subject to 
a total fixed cost C or, 
(b) The cost of survey C is minimum for a given value of Viyst) • 
Choosing the value of n^'s so as to minimize V for a given C 
or to minimize C for a given V are both equivalent to minimizing 
minimizing VC = 
( ^ L \ 
(Co + C) 
or minimizing V'C (1.3) 
where V = 2_, ' ^ ' = X '^h"h » the remaining terms in V and 
;7=1 " ^ h = \ 
C respectively being independent of n^. 
Using Cauchy-Schwartz inequality, V'C is minimum if 
NhSh 
oc ^ 
or n^ oc —jzzJ!-
4ch 
Ch^h 
14 
or nh=^ 
NhSh /7 = 1,2,...,L (1.4) 
A being the constant of proportionality. Summing (1.4) over 
h-\,2,...,L gives 
A=- n 
h=] 
where nh=n NhSh 
( L NhSh 
, V ^ )[h=\ V ^ . (1.5) 
Here (1.5) states that one should allocate larger n^ if 
(i) A^ ;, is large, 
(ii) the stratum variance Sj^ is high, and 
(iii) the cost of sampling is lower. 
Note that in equation (1.5), the value of total sample size is 
unknown. This can be determining depending on whether we want to 
achieve objective (a) or (b). 
For objective (a) the cost of survey C is a fixed quantity. Hence using 
(1.5) & (1.1) we get. 
^ '^ YJVhShl4^h 
h=\ 
15 
Solving for n, we get 
H^hSh/^Ch 
n^(C-Co)hf (1.6) 
The minimum variance for a fixed budget C is, therefore, by 
substituting the value of «/, and n from equation (1.5) and (1.6) in 
equation of Viy^f) , 
We get 
f L 
Y.WhSh4^h t^hS 
V/j-l h=\ 
C'Cr N 
= V\ (say) (1.7) 
For objective (b) let KQ is the fixed value of V{y^^). 
Hence, 
and 
Fn = 
IL^hSl 
h=\ 
N 
\f L 
n = 
U=i J U=i 
N h=\ 
(1.8) 
16 
The minimum cost of survey in tiiis case 
C = Co + 
( L ^2 
U=i 
^^ h=\ 
(1.9) 
If tiie cost of survey has a constant value C for each 
stratum, C = CQ + C n where optimum allocation for a fixed cost is 
equivalent to optimum allocation for a fixed n. 
Optimum values of n^, therefore, reduce to 
nh=n-
^hSh [from (1.5)] (1.10) 
h=] 
The allocation given by the equation (1.10) is known as the Neyman-
Tschuprow [(Neyman (1934) and Tschuprow (1923)] or Neyman 
allocation. Under Neyman allocation, 
^(yst)Neym. - ^opt ~ \h--
L 
1 
h=] 
H^hSl 
n N 
(1.11a) 
( ^ 
U=i 
n 
(Ignoring fpc) (1.11b) 
Usually, the minimum variance attained in a Neyman 
allocation is slightly greater than F^ ,^ in practice, since the values of 
«/, obtained from (1.10) are not whole numbers and do not always lie 
between 1 and A ;^,. Again, S^ are not generally known and are to be 
17 
replaced by some sample estimates or some guessed values from a 
past survey. Moreover, «;, should be at least 2 for the purpose of 
estimation of variance. It can be shown that small deviations from 
optimum allocation do not result in any appreciable loss in precision. 
In case both c/, and «;, are constant over strata optimum allocation 
reduces to proportional allocation, «;,= nWfj, h = 1,2,...,L. 
Note: 
Occasionally it may so happen that optimum values of n^ 
obtained from (1.10) exceed the population size Ni^ for certain strata. 
This generally happens when the overall sampling fraction n/N is 
high and some strata are much more variable than the others. Cochran 
(1977) has given an example of such a situation. In those strata, where 
nij(opt) exceed or equal to A ;^,, 100% sampling should be resorted to 
and the remaining sample size should be allocated optimally to the 
remaining strata. If, for instance, n\{opt) exceeds A i^, n^ should be 
taken as A'^ i and for the remaining strata. 
_ {n-n^)NhSh 
^hiopt) - I 
h=2 
h = 2,...,L 
Hence, 
y = y'st 
( ^ -
\ h=2 
N 
ny'st) = S 
h=2 
Nh{Nh-n^)S'^ 2\ 
n^ 
2. Optimum Allocation in Multivariate Stratified Sampling 
In stratified random sampling when more than one 
characteristic are to be estimated on each unit of the population under 
study, no simple procedure is available for obtaining optimum 
allocations because there is no single optimality criterion through 
which the problem of stratification can be attacked. 
Dalenius (1953, 1957), Chakrvarti (1955) and Ghosh (1958) 
gave different optimality criteria for multivariate allocation problem. 
Kokan (1963) formulated the problem as nonlinear programming 
problem and proposed a solution. Here an analytical solution of the 
multivariate allocation problem presented by Kokan and Khan (1967) 
has been discussed. Later on Ahsan (1975) gave a variation of this 
analytical solution which is also discussed. 
3. The Problem 
Let on every unit of the population of size A^ , p different 
characters are defined. Further let the population be divided into L 
L 
Strata of sizes N],N2,...,Ni such that ^A^/, = A''. Define 
h=\ 
^h = —^ proportion of units falling into h stratum 
Yhij measurement for the J character on the /'^ unit 
th 
in h stratum 
Yhj stratum mean for the / character in the 
th 
h stratum 
Yj over all population mean of the f^ character 
19 
L ijhij-yhj) 2 Sf. - 2 ^ — — stratum mean square or 
/7 = 1 A ^ / ^ - l 
/ character in h stratum 
yy^- sample mean for the f character in the 
h stratum 
L 
yjst - ^^hyhj the unbiased estimate of Yj 
h=\ 
Using the result of stratified random sampling variance of y .5, can be 
written as 
y C y j s , ) - ! ^ - ^ ^ (3.1) 
h=\ "/? h=\ ^^h 
th 
Let c/, be the cost of measuring one unit in the h stratum. The total 
cost of the survey is 
L 
C^Co + Y,Chnh (3.2) 
h=\ 
where the CQ is the overhead cost of approaching the units for 
measurement. 
Minimization of (3.2) is equivalent to minimization of 
L 
C= Zch^h (3.3) 
h=\ 
because the overhead cost CQ is independent of n^. 
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Let Vj be the required tolerance limits on the variances V{yp,), 
j = 1,2,...,/?. We thus have the following p inequalities: 
L wis}. L whl 
YJLJL.YJL±<VJ, y = i,2,...,p. 
or 
L W^sl L W?sl. 
= 1 «/7 h=\ h=\ ^^h 
or 
h=\ "^ 
(3.4) 
L W^SI-
where b; = Vj + ^ — ; - ; - ^ is constant with respect to «;,. Using the 
1 
.2o2 transformation x/, = - ^ and putting a^j - W. S,. the multivariate 
allocation problem can be written as 
L 
min imize K{x) = Y,^h l^h 
h=\ 
L 
subject to Y, ^hj^h - bj j = 1,2,...,/? 
h=\ 
Xh> > 
1 
and Xfj < m 
h = \,2,...,L 
h = \,2,...,L 
(a) 
(b) 
(c) 
id) 
(3.5) 
The upper limits in the last inequality are for integral values of 
nij. Since we shall consider the continuous values of xj^, the upper 
limit of x/, is fixed at m, where w is a positive finite real number 
greater than 1. Problem (3.5) is a non linear programming problem in 
which the objective flincfion is convex and constraints are linear. 
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4. Existence and Uniqueness of the Solution 
Since the constraints of the problem (3.5) are linear, the set Fof 
all feasible solutions to the problem (3.5) will be a convex set. Again 
the point X = (\/N\,\/N2,...,1/^L) belongs to the set T of feasible 
solutions to nonlinear programming problem (3.5), it is clear that T is 
not empty. Furthermore due to the inequalities x;, > — and x/, < m, 
r is bounded also. This proves the existence of the solution. 
L 
Again the objective function K(x) - ^c^/x^ is strictly convex 
because c^ > 0, h = \,2,...,L. Thus the minimum will be attained at a 
* 
unique pomt x . 
5. The Solution 
The strictly convex objective function K(x) is to be minimized 
over the convex set F. It can be easily seen that the minimum of K{x) 
is attained only at some boundary point of F i.e. the solution to (3.5) 
will be on any one of the p + L hyperplanes: 
L 
Yj^hj^h = bj j^\,2,...,p 
h=\ 
Xh = -— h = \,2,...,L 
or any one of the intersections formed by them. To solve the problem 
(3.5) we have to draw (conceptually) the hypersurface K{x)~a for 
some known value of a and then shift it downward for gradually 
decreasing values of a until the objective hypersurface touches the 
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* * boundary of the feasible set P. The coordinates x ={x] ,X2,.--^z,) 
of this point of contact may then be calculated and the required 
allocations can be attained by the use of the transformation 
«/, = —, h = \,2,-,L. 
The objective hypersurface is given by 
L 
Y,Ch/xh=a (5.1) 
h=\ 
The equations of the hyperplanes are 
L 
Z ^hjXh - bj = 0 , y = l,2,...,p (5.2) 
L 
Multiplication by Y\^i ^" ^^^h sides of (5.1) yields 
/=1 
L L L 
h=\ i=\ i=\ 
The equation of the hyperplane tangent to (5.3) at the point 
x' = {x\,X2,...,x'i) is 
^ dF I(^«-4)^::r = o (5.4) 
u 
From (5.3) we have, 
u=\ ^^" 
dF ^ ^ ^ 
• l^Ch {\xi -a [[xi (5.5) dx' 
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Now (5.4) can be written as 
^ dF ^ , dF 
^ dx' ^ dx u=\ ^^u u=\ ^^w 
or, 
L L 
h=\ i=\ 
L 
a Wx\\ + aYlA = 0 (5.6) 
Equation (5.6) and (5.2) will represent the same hyperplane if 
L L 
Z ^h Yl^'i 
h=\ i=] 
h^u i^h 
i^u 
V 
L 
-« Yl^'i 
i=\ 
i^u 
-' 
a m 
L 
-bj 
where j = l,2,-',p; i = \,2,...,L (5.7) 
[(5.7) is obtained by equating the coefficient of Xfj i.e. (5.2) with that 
of x'jj in (5.6)] 
From (5.7), after simplification we get, 
. _ fubj 
Xy — 
««/•« 
M = 1,2,...,L (5.8) 
(5.8) will also satisfy (5.1) therefore we have 
L 
(^ = T^{ch^uj/bj) (5.9) 
M=l 
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Substituting the values of a from (5.9) in (5.8) we finally get the 
required point of contact as: 
x\,^ ^'f^ (5.10) 
u=\ 
If x'^ , u = l,2,..,L, obtained in (5.10), are feasible to the problem 
(3.5), they will be optimum also. 
If some of the constraints in (3.5 b) are not satisfied we choose 
the most violated constraint. The point of contact of the objective 
hypersurface (5.1) with the intersection of the two constrained 
hyperplanes in question can be calculated as follows: 
Let the two hyperplanes 
L 
ll^hj\Xh^bj^ (5.11) 
h=\ 
L 
and ll^hJ2^h = bj2 (5-12) 
h=\ 
intersects each other at some point x"=(x],X2,..., x'l). The family of 
hyperplanes passing through x" is 
L 
Z(««/, -^««/2 )4 =bj, -^bj^ (5.13) 
where ^ is an arbitrary constant whose value is fixed such that (5.1) 
touches (5.13). 
M 
Comparing the coefficients of x„ in (5.6) and (5.13) we have, 
< = V^M (^;, - ^ bj^ )/Gc{auj^ -^ auJ2) ' " = \X-,L • (5.14) 
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Eliminating a from (5.1) and (5.14) we get 
(6/, ~Xh;\Jc^ 
Xy —- ,u = \,2,..,L (5.15) 
(5.15) also satisfies (5.11) and (5.12) which gives 
I 
I 
A can be eliminated from (5.15) and (5.16) and we get the required 
values x"={xl,X2,...,x"i). If the solution lies on the intersection of r 
hyperplanes r>2 then, r - 1 constants Aj ,^ , . - .^^-! , ^^ e to be 
eliminated in the same way. 
When L>2, (5.16) can be solved by Newton-Raphson 
Meathod. If some of the restrictions in (3.5c) are violated, that is, 
«/, > Nfj for some h that particular «/, is set equal to N^ and the 
problem (3.5) is resolved for the remaining L-l strata. Similarly if 
for some h, n^<l that particular «;, can be set equal to 2 and the 
problem (3.5) is resolved for the remaining L -1 strata. 
6. A Variation of the Problem 
In the nonlinear programming it is some times more convenient 
to handle a problem having linear objective function even with 
nonlinear constraints [Seals (1967)], Ahsan (1975) formulated and 
solved the allocation problem without using the transformation 
/^7 =— , in which case one have to minimize (3.3) subject to the 
constraints (3.4) and restrictions 
«// ^ Nh h = \,2,...,L 
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and «/,> 2 h = \,2,...,L (6.1) 
The procedure for the solving the above problem is exactly 
similar as described in section 5 except for the changes in the 
expressions (5.10), (5.15) and (5.16) which now become: 
n'h= r^ /i = l,2,...,L (6.2) 
n% = f^ (6.3) 
and j^M^Jy^2Z^A\^, (,,) 
respectively. 
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Chapter 3 
Double Sampling for Stratification with Sub-Sampling the 
Non-Respondents; A Dynamic Programming Approach 
1. Introduction 
In stratified sampling, tiie population is divided into L strata 
which are homogeneous within themselves and whose means are 
widely different. The stratum weights are used in estimating 
unbiasedly the mean or the total of the character under study. 
If these weights are not known, the technique of double 
sampling can be used, which consist of selecting a preliminary sample 
of size n' by simple random sampling, without replacement 
(SRSWOR), to estimate the stratum weights and then further selecting 
the subsample of n units with n^ units from the h stratum, to 
L 
collect information on the character under study, such that ^n^-n. 
h=\ 
Rao (1973) proposed the method of double sampling for 
stratification (DSS) for the estimation of the population mean Y, of 
the variate y, using the values of the auxiliary variate collected at the 
first phase for stratification only. 
Ige and Tripathi (1987) used the information collected at the 
first phase for stratification as well as in constructing ratio and 
difference estimators of the population mean Y. So far all the authors 
who dealt on DSS have assumed that all the units responded favorably 
to the enquiry. 
One of the sources of error in surveys is non-contact or 
refusals. In a household survey the selected family may not be 
available at home when the interviewer calls. The selected person may 
refuse to cooperate, saying that he has no time to answer question or 
that he consider the purpose of the survey to be senseless. Persuasion 
and further recalls are therefore necessary for achieving complete 
coverage of the sample. But it is expensive to call and call again. At 
the same time we can not afford to neglect the nonresponse. Results 
based on response alone will not apply to the entire population from 
which the sample was selected. Experience from different surveys 
show that non-response generally differs from the response in several 
respects and neglecting them will introduce a bias in the results. Under 
these circumstances, one solution is to take a small sub-sample of the 
non-respondents and use all the persuasion, ingenuity and other 
resources at our command to get a response from them. The two 
samples can then be combine suitably to get a better estimate of the 
population parameter. 
Hansen and Hurwitz (1946) discussed a method of tackling 
nonresponse in mail interview. Rao (1986) applied this method of 
subsampling the non-respondents for the ratio estimation of the mean 
in the population mean of the auxiliary character is known. 
Based on Rao (1973), Ige and Tripathi (1987) and Okafor 
(1994), in this chapter the problem of optimum allocation in DSS with 
subsampling the non-respondent is formulated as a mathematical 
programming problem. 
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For practical application of any allocation, integer values of the 
sample sizes are required. This could be done by simply rounding-off 
non-integer sample sizes to their nearest integral values. When the 
sample sizes are not large enough and (or) the measurement cost in 
various strata are not too high, the rounded off sample allocation may 
work well. 
However in situations other than described above the rounded-
off sample allocations may become infeasible and (or) non-optimal. 
This means that the rounded off values may violate some of the 
constraint of the problem and (or) there may exist other sets of integer 
sample allocations with a better value of the objective function. In 
such situations we have to use some integer programming technique to 
obtain an optimum integer solution. The problem of obtaining an 
optimum allocation in DSS, when there is non-response on the main 
character and total response on the auxiliary character, is considered 
here as an all integer nonlinear programming problem (AINLPP). The 
solution procedure is developed using the dynamic programming 
technique. 
2. Rao's Strategy in the Presence of Non-Response 
From a population of A'^  units a large sample of size «' is 
selected by simple random sampling without replacement (SRSWOR). 
Information on the auxiliary variable x is collected with which an 
unbiased estimate w^ = n'^/n' of the true stratum weight Wf^ = Nf^/N 
is calculated, where n'^ is the number of units in initial sample that 
L 
falls in stratum h, {h = 1,2,...,!), with Y,"'h - ^• 
h=\ 
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In each stratum a sub-sample of size n^ = vi^n'^, (0<v^/,<l), v^ /, is 
predetermined, is selected from «/, by SRSWOR. The main character 
y is then observed on these «/, units, /z = l,2,...,Z,. 
The DSS estimator of the population mean for the total response is 
h=] 
where yh=—Tj/jj, sample mean 
The variance of J'^ ^ is 
^<^*>=(i^4)^^il,^'' /" 1 \ V /^7 'y 
(2.1) 
(2.2) 
where SJ =y-^'Ziyi-vf 
h=\ 
1 \ ^^ - 2 
and 5.7.=— J! (>^/j/- ^/^),variance of y variate in 
^ ' AT;,-1,^1 
th 
h stratum. 
Suppose 
^i/j: unit respond at the first call from the n^ units selected in stratum 
h 
n2h '• units do not respond. 
Thus the sub-sample of size n^ is again subdivided into 
respondent and non-respondent sub-sample of n\}^ and 2^/7 
respectively, where W]/, + «2/? = «// • Using the strategy of Hansen and 
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Hurwitz (1946) a sub-sample of size mih out of n2h non-respondents 
of h^^ stratum is selected and interviewed with improved method, 
jk if. if. 
where m2h = kh^2h iO<k^<l),k^ is a known constant. 
An unbiased, estimator y for Y based on sample means from 
respondents and non-respondents (in second attempt) is given as 
-* ^ -* u -* "\hy\h+n2hym2h o l ^ 
yds = L ^ h y h ' where y^ = (2.3) 
y\^: sample mean for respondents based on n\f^ units 
ym-yu • sample mean for the non-respondents based on W2/, units 
_* The variance of y^s is 
L * 
Vifds)-yiyds)A H^lh ^-^SJ, (2.4) 
Wju = — ^ , population proportion of the non-respondents in stratum 
N 
h 
2 
and 'S'2^, is the population variance of the non-respondents in 
stratum h 
3. The Problem 
Consider a population of size N divided into L strata of sizes 
L 
N],N2,...,Ni, where J^ A ;^, = A^ . If 7Vi,A^2v",A I^, are not known the 
h=\ 
stratum weights W^=Nh/N; h = l,2,--,L remain unknown. In such 
situations double sampling technique may be used to first estimate 
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unknown W^. A large simple random sample of size n' from the 
unstratified population is drawn and the units belonging to each 
stratum (in the sample) is obtained. If «),, h = \,2,...,L units belong to 
the h' stratum then w^=n'fj/n' will serve as an estimate of 
W^= Nfj/N. A second stratified sample is then obtained in which a 
simple random sub-sample of «/, units is drawn out of the previously 
selected n'f^ units of the h' stratum. If the problem of non-response is 
also there and n\^ and «2;i denote the number of respondents and 
non-respondents respectively out of n^ and Rao (1986) strategy is 
used, in which a second sub-sample of W2/, units is selected out of 
«2/, non-respondents and information is obtained on second attempt. 
An unbiased estimator y^^ of the population mean Y of the main 
variable y is given by, expression (2.3) with a variance given by 
(2.4). 
The problem is to find the optimum sizes of the sub-samples 
_* 
m2h, h = l,2,...,L for which Viy^s) given by (2.4) is minimum for a 
fixed cost. For this in the first phase of the solution optimum values of 
Hfj, h = \,2,...,L are obtained for which Viy^s) is minimum for a 
L 
fixed sample size n=^n^. 
h=\ 
In the second and final phase of the solution the optimum values 
of mih', h = \,2,...,L are obtained for a fixed total cost of the survey. 
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Using (2.2) and (2.4) the problem of first phase can be formulated as 
Minimize Viyds) 1^ n„9 1 i „ . f 1 ^ 
n' N) -1 yh 
i^^  l^lyh (3-^) 
Subject to X " ^ ~ " 
and \<n},<Nt„h = \X-,L 
(3.2) 
(3.3) 
where A?;, are integers. 
Ignoring the terms independents of «;, the objective function (3.1) can 
be expressed as 
where 
' c2 ^ Whn'h S;^ +W2h{(^-kh)^kh} n'h S^y^, 
"h 
«// = 
WhrihSl^,+W2h{(\-kl)/kl}n'hSly^ 
n 
(3.4) 
(3.5) 
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Thus the problem (3.1)-(3.5) is simplified as 
Minimize Z{n\,n2,...,ni) = y]— (3.6) 
Subject to 
where ny, are integers. 
/2 = 1,2,. .,L 
(3.7) 
(3.8) 
The restriction (3.8) are imposed to avoid over sampling, that is, 
the situation where «/, >7V/j and to have the representation of every 
stratum in the sample. Ignoring restriction (3.8) and using Lagrangian 
multipliers technique, the optimum value of «/, that minimize (3.6) 
subject to (3.7) is obtained as 
"a,^ + ^  
U=i 
Differentiating ^ partially w.r.t. n;, and equating to zero we get 
dfih n, 
or a^=Xn^, h = \,2,-,L 
«/7 VI' h = \,2,...,L (i) 
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Taking summation on both the sides of (i) we get 
L 
or 
r\i* 
UI 
(i) and (ii) 
« / j = 
1 ^ ^ 
1 ^ r-
1 « 
/2 = 1 
(ii) 
where/z = 1,2,...,L (3.9) 
If the above values of «/, satisfies (3.8) also the non-linear 
programming problem (NLPP) (3.6)-(3.8) is solved and (3.9) will give 
the required optimum allocation. In case either some or all of the n^ 
given by (3.9) violates or to get an integer solution the Lagrangian 
multiplier technique fails and some other constrained optimization 
technique is to be used. In the next section a computational procedure 
to obtain integer values of /?/, is developed using dynamic 
programming technique [see Arthenari and Dodge (1981)]. 
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4. Computational Procedure based on Dynamic Programming 
Technique 
The problem (3.6)-(3.8) can be restated as 
Minimize Z(ni,n2,...,ni) = — + — + ... + — (4.1) 
Subject to «! + «2 + •••• +ni=n (4.2) 
l<«l<iVi, ,\<ni<Ni (4.3) 
and w/j are integers, (4.4) 
The objective function and constraints of the AINLPP (4.1)-
(4.4) are the sum of independent functions of «/,, h = 1,2,...,L 
The AINLPP, which is an L-stage decision problem, can be 
decomposed into L-stage single variable decision problems. 
Now a solution procedure for solving AINLPP (4.1)-(4.4) using 
dynamic programming technique is presented. 
Consider the sub-problem called the k-th subproblem involving 
the first {k < L) strata and let f{k, r) be the minimum value of the 
objective function for the first k strata with total sample size r, i.e. 
/ (^ ,r) = m i n | ; ^ (4.5) 
L 
Subject to ^^h-^ (4-6) 
h=\ 
l<nh<N,, (4.7) 
and w/j are integers , h = \,2,....,k. (4.8). 
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Thus the problem (4.1)-(4.4) is equivalent to the problem of finding 
f{L,n). f{L,n) is found recursively by finding f{k,r) for 
Now f{k,r) = mm 
( k-X ^ 
Subject to X«/j = '^  - «A:' ^ i^ <^  ^-^h-^h 
h=-\ 
where «/, are integers, h = \,2,...,k. 
For fixed integer value of w;^ , 1 < w^^ < min [r,Ni^], f{k,r) is given 
by 
k-\. fik,r) = ^  + min T — k-\ 
h=\ 
\<n^< N^;nfj are integers, h-1,2,....,A: -1} 
But by definition the terms in the braces is equal Xof{k-\r-n]^). 
Suppose we assume that for a given k, f(k-\,r) is known for all 
possible r = 0,1,2,...,«. 
Then 
f{k,r)= min 
«^=l,2,...,n 
+f(k-\,r-n/^) (4.9) 
This is the required dynamic programming recursive formula. Using 
the relafion (4.9) for each A: = 1,2,...,I and r = 0,1,2,...,«, / ( ! ,« ) can 
be calculated. 
Initially we set f(k,r)-co, if r<k since we wish to have 
«/, > l,for each h = 1,2,...,A:, r must be at least equal to k. 
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also 
Thus 
f{\,r) = m'm[a\/n\, subject to n\ =r, 1 </7| <A'|] 
f{U) = \ 
00 for r>N\ or r <\ 
I r 
for 1 < r < 7V| 
We tabulate the value of fik,r) and the optimal n/^, for each k, 
systematically. Then from f{L,n), optimal ni can be found; form 
f{L -\,n-ni) optimal «/,-! ^^^ ^^ found and so on until finally we 
find optimal n\. 
5. Numerical Example 
The following numerical example demonstrates the use of the 
solution procedure. The data used in this example is from Murthy 
(1967). Here DSS is used to estimate the mean area under cultivation. 
The area of each village and the area cultivated in the village are 
converted to hectares and grouped into three strata. Within each 
stratum, the population was again subdivided into respondent and non-
respondent groups. Villages with larger area considered in non-
respondent group. 
Table 1 and 2 gives the population parameters obtained from the data 
as given in Okafor (1994). 
Table 1: Overall stratum population parameter 
Stratum 
0-930 
931-1700 
1701-4300 
Wh 
0.336 
0.352 
0.313 
^2 
39974.81 
61455.48 
172425.05 
^h 
0.4 
0.5 
0.6 
* 
0.5 
0.6 
0.7 
39 
Table 2: Class stratum population parameter 
Stratum 
0-930 
931-1700 
1701-4300 
Class 
Respondent 
Non-respondent 
Respondent 
Non-respondent 
Respondent 
Non-respondent 
<^ 2 
7162.51 
14549.99 
19564.45 
17386.54 
5042.50 
71175.11 
Wf, 
0.188 
0.148 
0.219 
0.133 
0.188 
0.125 
It is assumed that A^  = 200, «' = 100, n = 50 
Using proportional allocation n'fj may be obtained as 
«{ =33.6 = 34, «^ =35.2 = 35, and «^=31.3s31 
Table 3: Calculation of «/, using formula (3.9) 
h 
1 
2 
3 
Ofj 
5236.5381 
8157.2253 
18085.764 
4^ 
72.363928 
90.317359 
134.48332 
n^Oh 
3618.1964 
4515.868 
6724.1661 
«/7 
12.176312=12 
15.197245=15 
22.627748=23 
X V ^ = 297.16461 
The problem (4.1)-(4.4) can be rewritten as 
Minimize Z = — + — + — 
Subject to «i + /72 + «3 = 50 
1<«1 <34,1<«2 ^35, and \<ni, <31 
where «/, are integers, h = 1,2,3 
(5.1) 
(5.2) 
(5.3) 
(5.4) 
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The values of n^ from Table-3 satisfy (5.3) also; hence they will solve 
NLPP (5.1)-(5.3) completely. The optimal value of the objective 
function is Z* =1766.09. 
For the sake of illustration, the dynamic programming approach 
to find the integer optimum allocation is also applied to the same 
problem. This gives the same values of the integer optimum allocation 
as given by the rounded off values of «/, in Table-3. 
The computer program (in C language ) of the procedure given 
in section 4 for solving the AINLPP (5.1)-(5.4) gives the following 
results: 
n\ =12, n2-15, n-^ =23. 
The corresponding value of the objective function is 
Z* =1766.5308 
6. Finding the Optimum Value of mih for Fixed Cost 
For the second phase of the solution consider the variance 
function given in (3.1) as follows 
\n j\ J n ^^j i^v/, J ^ ^ h=\ 
*\ 
'2yh 
.(6.1) 
Assuming the cost function [see Okafor (1994)] 
h k h 
where 
C\ : cost of getting information on the first phase sample 
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C2h '• cost of first attempt on the main character in stratum h 
C2\h '• cost of processing the results on the main character from the 
respondent at the first attempt sample in the stratum h 
C22/,: cost of getting and processing results on the main character 
from the sub-sample of the non-respondents at the second phase 
sample in stratum h. 
We also must have 1 < m2h ^ «2/z 
Ignoring the terms independent of m2h i" the R.H.S. of (6.1) and 
putting kh = m2h/n2h and v^ = n^jii'i,. 
The problem becomes 
1 ^ 
Minimize Z(w2i,W22v-,W2i) = — Yj^2h ^n2H^ 
«h=\ y."'2h 
UK c2 
(6.2) 
L 
Subject to Yj^22h^2h^CQ (6-3) 
and 1 < m2h ^ «2/3 (6-4) 
where W2/7 are integers, h = \,2,...,L 
where CQ = C^n' + J^Cih^h +T^2\hn\h 
h h 
Let bh=-W2hn2h'^sl, (6.5) 
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The AINLPP (6.2)-(6.4) may be restated as 
L IJ 
Minimize Z{m2\,m22,.-.,m2L)= Y. (6-6) 
h=fi2h 
L 
Subject to Y,C22h"nh^^0 (^ •'7) 
and I<m2h'^n2h (6-8) 
where m2h are integers, h = \,2,...,L (6.9) 
Applying Lagrangian multiplier technique, with equality in (6.7) and 
ignoring (6.8) and (6.9) we get, 
;,=1^2/» U=l 
Differentiating (f> with respect to m2h and ^ and equating to zero we 
get 
dX ^ 
Solving equations (i) and (ii) we get the optimum value of m2h as 
«2/,-Co / " ^ ^ " ^ (6.10) 
From the example given in section 5 and taking C22/7 = 10,12,8 for 
h = 1,2,3 respectively and CQ = 100, we have the following table 
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Table 4: Calculation of «2/j 
h 
1 
2 
3 
W\h 
0.188 
0.219 
0.188 
^Ih 
0.148 
0.133 
0.125 
n'h 
33.60 
35.20 
31.20 
n^, 
12 
15 
23 
5^ 
14549.99 
17386.54 
71175.11 
^llh 
10 
12 
8 
^2/? 
5.2857=5 
5.6676=6 
9.1853 = 9 
Since PFj/, and W2h are known for /? = 1,2,3 they are used to work out 
the expected values of «2;,, h -1,2,3 as «2/7 = "// ^2h/(^]h + ^2/?) • 
These values are the tabulated in table 4 above. 
Table 5: Calculation of m2/, 
/z 
1 
2 
3 
bh 
318.70212 
307.54977 
1108.5576 
4h 
17.85223 
17.537097 
33.295009 
using the formula (6.10) 
ylh/C22h 
5.6453708 
5.0625238 
11.771563 
yl^h ^22/7 
56.453708 
60.750286 
94.172506 
f^ih 
2.6707656=3 
2.3950268=2 
5.5690027=6 
Z V V C ^ = 211.3765 
For L = 3, the problem (6.6) to (6.9) can be restated as 
Minimize Z = —— + — ^ + —— 
m2\ W22 '^23 
(6.11) 
Subject to C221 /W21 + ^222 "^22 + "^223 ^23 < CQ (6.12) 
and 1< W21 <n2b 1 ^ ' ^ 2 2 - " 2 2 ' l - ' " 2 3 - ^ 2 3 (6.13) 
where ^2/, are integers, h = 1,2,3. (6.14) 
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These values of W2;, in table-5 are infeasible, since they violate the 
restriction '^C22h ^2h - Q i" (6.12), hence as an alternative, the 
dynamic programming approach may be used as given in section 4. 
7. The Computational Procedure 
Let f{k,r) be the minimum value of the objective function of 
the problem (6.6)-(6.9), the first k strata with CQ = r i.e. 
/(^,r) = ]min J] r 
bh 
h=\ '"2h 
1 <W2;, < n2h\ W2/, are integers, h = 1,2,...,/:} 
...(7.1) 
With the above definition of f{k,r) the problem is equivalent to the 
problem of finding / (L,Co) . f(L,Co) is found recursively by using 
(7.1)for A: = 1,2,...,L and r = 0,l,....,Co. 
Now f(k,r) = mm h I y h 
\^2k h=]'"2h 
k-l 
Subject to Y.^22h^2h =f- C22krn2k 
and \<m2fj<n2h, 
where m2h are integers, h = 1,2,...., k-\. 
or /(^,A") = <^ min ^ b, / ^ U , ^ k-\ 1^22^2/7 =f'-C22k^2k 
\'^2k h=\^2h 
1 < W2/, < «2/,, m2/, are integers h = 1,2,...., A: -1} 
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For a fixed integer value of /W2/t' ^ - '^Ik ^[^'"2/t] ' / ( ^ ' ^ ) '^  given 
by 
f{.Kr) = \ min 
A:-l 
*it ^ ^ h 
+ 1 - T.^22h^2h = ^ - C22k^2k 
and 1 < W2^  ^ «2^' '"2^1 ^^e integers h = \,2,...,k -1} 
(7.2) 
By definition the terms in the braces is equivalent to f{k -1, f) be 
known for all possible r - 0,1,....,Co. Then 
f{k,r)= min 
^2k =1>2,..., C Q ^2k 
+ f{k-\,r-C22h^2k) (7.3) 
Using the relation (7.3) for each k = \,2,...,L and r = 0,l,....,Co, 
f{L,CQ) can be calculated. Initially we set f{k,r) = cc, if r<k. 
Since we wish to have /W2/,>1 for each h = \,2,...,k; r must be at 
least equal to k. 
Also / ( l , r ) = min[Z)|/w2i subject to m2\ = r, \<m2\ <n2\] 
Thus f(},r) = \ 
00 ybr ^ > «21 <^^ ^ < ^ 
6, 
I r 
for 1 < r < «21 
We tabulate the value of f(k,r) and the optimal m2k, for each ^, 
systematically. Then from f{L,Co) optimal m2i can be found from 
f{L-\,CQ-m2i). Optimal m2£_ican be found and so on, until 
finally we find optimal m2\. 
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The computer program (in C language ) of the procedure given 
in section 7 for solving the AINLPP (6.6)-(6.9) gives the following 
results: 
W21 = 3 , W22 = 2 , W23 = 5 . 
The corresponding value of the objective function is (6.2)-(6.3) 
Z* =481.72045 
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Chapter 4 
An Integer Solution to Compromise Allocation in 
Multivariate Stratified Sampling 
1. Introduction 
We are well aware of optimum allocation of sample sizes to 
various strata in univariate stratified random sampling. But most of the 
time in sample surveys more than one population characteristics is to 
be estimated. These characteristics may be of different nature. In 
multivariate stratified sampling when more than one characteristic are 
under study, the allocation that is optimal for one characteristic may 
not in general be optimum for other characteristics. Several methods 
for solving these problems have already been proposed. One way to 
resolve this problem is to search for a compromise allocation, which is 
in some sense optimum for all the characters. 
In surveys where several characteristics defined on the 
population units are highly correlated, the individual optimum 
allocations for the characteristics may differ relatively little. For such 
situations Cochran (1977) suggested that the compromise allocation 
would be character wise average of the individual optimum 
allocations, assuming all the characters equally important. 
Many authors have discussed various criteria for obtaining a 
compromise allocation. Among them are Ayama (1963), Kokan & 
Khan (1967), Chatterji (1967, 1968), Arvanitis & Afonja (1971) and 
Ahsan& Khan (1977, 1982). 
For practical application of any allocation, integer values of 
sample sizes are required. The easiest and most popular way to 
achieve an integer solution to any procedure is to round-off the non-
integer solutions to the nearest integer values. The rounded-off sample 
allocations can work well, when the sample sizes are large enough and 
the measurement costs in various strata are not too high. However for 
small samples in some situations the rounded-off sample allocations 
may be infeasible and non-optimal. 
This means that rounded-off values may violate the cost 
constraints of the problem or there may exists another set of integer 
sample allocations with a lesser values of the objective function. In 
such situations we have to use some integer programming technique to 
obtain an optimum integer solution. 
The dynamic programming approach to obtain an integer 
solution is used by several authors such as, Arthnari & Dodge (1981) 
and Khan (1997). However, in some cases the dynamic programming 
approach is inefficient as is evident by numerical examples solved in 
these references. 
In this chapter, we are discussing the Land & Doig (1960) 
branch and bound technique for obtaining the integer solution to the 
allocation problem in multivariate stratified sampling by formulating 
the problem as a non-linear integer programming problem. The basic 
idea of branch and bound is to partition a given problem into a number 
of sub-problems. This process of partitioning is usually called 
branching and its purpose is to establish sub-problems that are easier 
to solve than the original problem because of their smaller size or 
amenable structure. A numerical example is also presented and it is 
observed that the optimal (non-integer) solution obtained by 
Lagrange's multiplier technique requires more than 100% sampling. 
This solution then tackled by branch and bound technique. 
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2. The Problem Formulation 
We consider the situation where p characters are measured on 
each unit of a population of size N, which is partitioned into L strata 
with Nf, units in the h"^ stratum. Let «^  be the number of units to be 
drawn without replacement from h'^ stratum of size A^ /, ( h = \,2 ,L). 
Let yj^j be the value obtained for /"' unit in the h"^ stratum for the 
f^ character. 
The stratified sample mean yj^^ which is the unbiased estimate of 
population mean Y j for the variable yj is defined as 
_ L 
yjs. = Y.Wf,yhj 
"h yj^j 
Where, y^j- = ^ —— denotes the sample mean for variable yj 
i=] ^h 
in /j '" stratum. 
and Wu=^ 
" N 
The variance of yj^^ is given by 
(^ry.) = I - ^ - Z ^ . 0 = 1,2 p) 
h=] "h ^^^ ^h 
For large strata sizes the second term on the right may be ignored and 
we get 
, - 1 " / ? 
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Where, 
s}. = y ivihi -yhif is the stratum variance of the /'^ 
characteristic in the h'" stratum . 
Let c^j be the cost of measuring the ;'^ character on a unit in the /?'" 
p 
stratum and C^ =11^hj be the cost of measuring all the p characters 
on a sampled unit from the j ' strata. Neglecting overhead cost which 
does not enter into the optimization problem, the total cost of the 
L 
survey is usually of the linear form C - ^Yj^h^h • 
When the total given amount of the resources available for a 
multivariate stratified random sample is prefixed, a compromise 
allocation may be the one which minimizes the weighted sum of the 
sample variance of the estimates of various characters within the 
available budget. 
Then we have to minimize the weighted sum 
Where aj, 0=1,2,...,/?) are the positive weights assigned to the 
various characters. We choose these weights such that aj is 
proportional to the sum of the stratum variances for the characteristic 
yj, because, if the given population is heterogeneous with respect to a 
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given character (say j'^) then Sj^. (/? = 1,2,...,L) are expected to be 
P 
large. With X^J ^ ' ' ^ '^^  choice gives 
aj=-j^ , a = l,2,....,p). 
/;=iy=i 
We have to determine the sample allocation n^, that minimizes the 
weighted sum of variances for a fixed budget. For linear cost function 
and fixed budget C, the problem of sample allocation is formulated as 
the following nonlinear integer programming problem (NLIPP). 
P _ P L wis}. 
Minimize Z = ^  «; ^^yjst) = Z «y E " ^ ^ - ^ (2.1) 
L 
Subject to Y^Chnh^C (2.2) 
2<n,<N, (2.3) 
and Kfj are integers (2.4) 
The restrictions «/,< A^ ;, are imposed is to avoid over sampling while 
the restrictions 2 < «^ are imposed to have an estimate of the stratum 
p 
variances SJj. We define ^^=X«y5^y, (/? = 1,2,...,L) and 
7=1 
^h = AX 
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The NLIPP (2.1)-(2.4) may be restated as 
(2.5) 
(2.6) 
Minimize 
Subject to 
and 
Z = 
h=\ f^h 
L 
Y^Chrih <C 
h=\ 
2<nh<Nf, 
w/j are integers 
(2.7) 
(2.8) 
3. The Solution 
To fmd the solution of the problem (2.5)-(2.8) by ignoring the 
upper and lower bounds (2.7) and the integer requirements (2.8), we 
consider the Lagrangian function 
(p = i ; —^ + A 
h=\ «// 
L 
h=\ 
(3.1) 
where A is the Lagrangian multiplier. 
Differentiating <p w.r.t. n^ and A and equating the differentials to 
zero, we get after simplification the initial solution 
n, = ^^f*^ (3.2) 
Since the Land & Doig approach of the brance and bound 
technique requires the solution of the sub-population in which some of 
the «;, are fixed. Suppose that at the k node, the fixed value of the 
«/, are for helj^. Where /^ ^ is the set of indices, which have been 
fixed at k node. 
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Then at the k^^ node we form Lagrangian function 
i'= i ^ + A 
\ 
C- I C^nh 
helk 
(3.3) 
Equating to zero the differential of ^' w.r.t. «/, and A, we get 
« / j 
C- TChrih 
helk 
^l^hl^h 
(3.4) 
Y.4^h^h 
For branching from each node of the (Land & Doig Branch and 
Bound) tree, we will choose an n^, at the current node which either 
violates the integer requirements (2.8) or which violates the upper or 
lower bounds (2.7). Whenever the branching is done on the bounds 
then one branch will fix the corresponding n^ on the violated bound 
and the other on the next feasible integer value. In the following 
section we give a numerical example which illustrates the branching 
procedure. 
4. A Numerical Example 
To illustrate the solution procedure, we consider the following 
artificially generated example having two characters and divided into 
three strata. Suppose that the total budget available for the sample 
survey is 100 units. The parameters of the population are: 
h 
1 
2 
3 
^h 
21 
27 
12 
Wf, 
0.35 
0.45 
0.20 
16 
36 
225 
25 
64 
400 
Cfj 
2 
5 
3 
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The allocation problem (2.5)-(2.8) may be stated as 
. . ^ 2.6638 10.9097 13.4688 
Mmimize Z = + + 
«1 «2 «3 
Subject to 2«i+5«2+3«3< 100 
2<«i <21 
2<n2<21 
2 < «3 < 12 
and «], «2 "^<^  "3 "^"^  integers. 
Using (3.2) we get the infeasible solution as: 
«! =7.18; «2=9.20; n^ =13.20; Z* =2.5772. 
This solution is infeasible because it does not satisfy the upper bound 
on ^3, as 13.20>12. This requires more than 100% sampling in the 
third stratum. This problem is resolved using the branch and bound 
technique. At first we create two branches from node 1 by fixing 
«3 = 12 leading to node 2 and the other by fixing ^3 = 11 leading to 
node 3. 
By using (3.4) we obtain at 
node 2 : n^ =7.61, nj =9.75, ^3 =12, Z2 =2.5913 
node 3 : «, =7.97, «2 =10.20, ;73 =11, Z3* =2.6282 
As Z2 < Z3, next we branch from node 2 by fixing n2=\0 leading 
to node 4 and by fixing «2 = ^  leading to node 5. 
Vi)i- 3^20'c 
The first integer solution is obtained at node 4 as 
node 4 : «, =7 , «2 =10, «3 =12, Z4 =2.5939 and C = 100 
This solution also happens to be optimal solution of our allocation 
problem as it can be seen from the following branch and bound tree-
figure. 
(Integer solution) (Fathomed) 
Various nodes of the branch and bound method for the problem with 
data of the given Table 
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The solution (7, 9, 12) obtained from node 1 by rounding off the non 
integer values to the nearest integers in strata 1 and 2 and fixing ^3 at 
the upper limit 12 in stratum 3 gives the value of the objective 
function as 2.7151. The integer solution (7, 10, 12) obtained by using 
branch and bound technique has the value of the objective function as 
2.5939. Thus by using branch and bound technique, we obtain 105% 
efficiency within the given budgetary limits. 
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