Long-term object tracking using region proposals by Rejc, Tim
Univerza v Ljubljani
Fakulteta za racˇunalniˇstvo in informatiko
Tim Rejc
Dolgorocˇno sledenje objektov z
uporabo predlaganja regij
DIPLOMSKO DELO
UNIVERZITETNI SˇTUDIJSKI PROGRAM
PRVE STOPNJE
RACˇUNALNISˇTVO IN INFORMATIKA
Mentor: izr. prof. dr. Matej Kristan
Ljubljana, 2019
Copyright. Rezultati diplomske naloge so intelektualna lastnina avtorja in
Fakultete za racˇunalniˇstvo in informatiko Univerze v Ljubljani. Za objavo in
koriˇscˇenje rezultatov diplomske naloge je potrebno pisno privoljenje avtorja,
Fakultete za racˇunalniˇstvo in informatiko ter mentorja.
Besedilo je oblikovano z urejevalnikom besedil LATEX.
Fakulteta za racˇunalniˇstvo in informatiko izdaja naslednjo nalogo:
Tematika naloge:
V diplomski nalogi obdelajte problem sledenja objektov v sekvenci slik. Osre-
dotocˇite se na problem dolgorocˇnega sledenja, kjer sledilniku podate edini
ucˇni primer objekta v prvi sliki, sledilnik pa mora porocˇati lokacijo izbranega
objekta v vseh naslednjih slikah. Ker objekt lahko med sledenjem izgine iz
vidnega polja kamere, mora sledilnik implementirati tako ugotavljanje priso-
tnosti izbranega objekta, kot tudi detekcijo ob ponovni pojavitvi. Hkrati pa
naj se sledilnik prilagaja trenutnemu izgledu objekta. Za metodolosˇki okvir
izberite konvolucijske nevronske mrezˇe in postopke predlaganja regij, ki so
se v zadnjih letih dobro obnesli na problemih detekcije objektov. Delovanje
sledilnika analizirajte na standardnih podatkovnih zbirkah.

Zahvalil bi se mentorju izr. prof. dr. Mateju Kristanu za pomocˇ in strokovno
usmerjanje skozi izdelavo te diplomske naloge. Zahvaljujem se tudi druzˇini
in kolegom, ki so me spodbujali, podpirali in mi pomagali ostati na nogah.

Kazalo
Povzetek
Abstract
1 Uvod 1
1.1 Pregled podrocˇja . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Prispevki . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Struktura naloge . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Uporabljene metode 5
2.1 Konvolucijske nevronske mrezˇe . . . . . . . . . . . . . . . . . . 5
2.2 Merjenje podobnosti med signali . . . . . . . . . . . . . . . . . 12
3 Opis sledilnika 13
3.1 Modificirana mrezˇa VGG-16 . . . . . . . . . . . . . . . . . . . 13
3.2 Detekcija tarcˇe s predlogo . . . . . . . . . . . . . . . . . . . . 14
3.3 Prilagajanje vizualnega modela . . . . . . . . . . . . . . . . . 16
3.4 Merjenje gotovosti sledenja . . . . . . . . . . . . . . . . . . . . 22
3.5 Dolgorocˇni sledilnik SiamRP-LT . . . . . . . . . . . . . . . . . 23
4 Eksperimentalna evalvacija 27
4.1 Implementacijske podrobnosti . . . . . . . . . . . . . . . . . . 27
4.2 Testiranje modifikacij SiamRP-LT . . . . . . . . . . . . . . . . 28
4.3 Primerjava s sorodnimi deli . . . . . . . . . . . . . . . . . . . 38
5 Sklepne ugotovitve 41
5.1 Nadaljnje delo . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Literatura 43
Povzetek
Naslov: Dolgorocˇno sledenje objektov z uporabo predlaganja regij
Avtor: Tim Rejc
V diplomski nalogi naslavljamo problem sledenja poljubnega objekta na se-
kvenci slik. Predlagamo dolgorocˇni sledilnik, ki temelji na uporabi siamske
konvolucijske nevronske mrezˇe. Izbrani objekt sledenja na sliki detektiramo
s predlogo, kjer ujemanje merimo s krizˇno korelacijo na vsaki tocˇki iskalne
slike. Predlogo inicializiramo na prvi sliki sekvence, kjer na vhod konvolu-
cijske nevronske mrezˇe podamo izsek slike, ki vsebuje objekt sledenja. Po
vsaki lokalizaciji sledenega objekta napovemo ali je priˇslo do odpovedi sle-
denja. Predlagamo dve metodi prilagajanja na vizualno predstavitev tarcˇe.
Prva posodablja predlogo, druga pa prilagaja parametre konvolucijske ne-
vronske mrezˇe na nacˇin, da je korelacija s predlogo in trenutno lokalizacijo
vecˇja. Izvedemo dve analizi, kjer na zbirki LTB35 [21] izmerimo uspesˇnost
dolgorocˇnega sledena na modifikacijah sledilnika. Pri prvi analizi ugotovimo
dobro nastavitev sˇtevila in oblik predlaganih regij. Pri drugi analizi pa te-
stiramo uspesˇnost predlaganih metod posodabljanja vizualnega modela, kjer
brez posodabljanja dosezˇemo F-mero 0.34, s posodabljanjem predloge 0.22, s
prilagajanjem parametrov mrezˇe 0.38 in z obema 0.20. Implementaciji, kjer
prva sproti ucˇi mrezˇo in druga brez posodabljanja predloge ali ucˇenja mrezˇe
primerjamo z metodami objavljenimi na tekmovanju VOT-LT2018 [16], kjer
se slednja uvrsti na 12. mesto, prva pa na 11. mesto.
Kljucˇne besede: sledilnik, konvolucijske nevronske mrezˇe, racˇunalniˇski vid.

Abstract
Title: Long-term tracking using region proposals
Author: Tim Rejc
In this thesis we address the problem of tracking an arbitrary object in a
sequence of images. We propose a long-term tracker based on the use of
Siamese convolutional neural networks. For detection, we use a template with
which we compute cross correlation on every point of the search image to find
the best matching region. The template is initialized on the first frame, where
we crop the image so that it represents only the tracking object and input it to
the convolutional neural network. After each localization the tracker detects
if tracking has failed. We propose two online methods of updating the visual
model. One updates the template and the other fine tunes the parameters
of the network. We carried out two analysis, where we measure long-term
tracking performance on dataset LTB35 [21] on modifications of our tracker.
With the first analysis we find out what is a good setting for generating
region proposals. The purpose of the second analysis is to test the proposed
methods for updating the visual model. We find out that without updating
the visual model, our tracker achieves F-measure of 0.34, when updating
the template 0.22, when fine tuning 0.38 and with both methods we get
0.20. Finally we compared the performance of our tracker with the trackers
submitted in the VOT-LT2018 [16] challange, and achieved 11th place when
fine tuning and 12th without fine tuning or updating the template.
Keywords: tracker, convolutional neural networks, computer vision.

Poglavje 1
Uvod
Sledenje objektov je problem na podrocˇju racˇunalniˇskega vida, ki se ukvarja
z lokalizacijo enega ali vecˇ objektov na sekvenci slik. Lokalizacija objekta
je proces, kjer na sliki najdemo pozicijo in velikost regije, ki vsebuje iskani
objekt. Resˇitve tega problema sluzˇijo na podrocˇju razvoja avtonomnih vo-
zil [25], video nadzora [33, 11], obogatene resnicˇnosti [22, 13], video kompre-
sije [14] in medicine [32]. Lokalizacija in sledenje objektov sta aktualna pro-
blema racˇunalniˇskega vida, zaradi cˇesa je bilo razvitih zˇe precej metod [10],
ki ta problem resˇujejo.
Ko razvijamo sledilnik, ki je namenjen za neko specificˇno nalogo, je
kljucˇno, da izberemo take metode, kjer bodo hitrost, natancˇnost in robu-
stnost primerne za ta scenarij. Na primer, pri sledenju objekta z namenom
stabilizacije videa, sta natancˇnost in robustnost sledenja pomembnejˇsi kot
pa hitrost. Vendar izbira pravih metod za neko specificˇno nalogo ni vedno
trivialna, saj tezˇko predvidimo, ne da bi testirali, kako se metode izkazˇejo
v danem okolju. V tem primeru si lahko pomagamo z rezultati testiranja
sledilnikov [3, 24], katerih naloga je detekcija in sledenje poljubnih objektov
na katerikoli sekvenci slik. Tak sledilnik mora biti za uspesˇno sledenje prila-
godljiv na deformacije objekta in druge tezˇavne scenarije. Recimo, lahko se
zgodi, da je video, na katerem sledimo objektu, slabe kakovosti ali pa vsebuje
sˇum. Prav tako tresljaji kamere lahko popacˇijo sliko. Ali pa je posnetek v
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vremenu, kjer je slaba vidljivost, ali se med sledenjem spremeni svetlost slike,
ali pa pojavi delna, mogocˇe popolna, okluzija objekta.
Obstajajo tekmovanja, na primer VOT [15] in OxUvA [29], kjer se te
sledilniki primerjajo na dolocˇeni zbirki sekvenc. Te mnozˇice vsebujejo se-
kvence z razlicˇnimi scenariji, tako da je ocena uspesˇnosti sledilnika cˇim bolj
tocˇna, saj je prilagodljivost razlicˇnim razmeram pomembno merilo kvalitete
sledilnika.
V diplomski nalogi naslavljamo problem robustnega dolgorocˇnega slede-
nja z uporabo konvolucijskih nevronskih mrezˇ. Implementirali smo svoj sle-
dilnik poljubnih objektov, kjer smo uporabili bolj sodobne metode sledenja
in detekcije.
1.1 Pregled podrocˇja
V zadnjih letih se je pojavilo veliko metod za detekcijo in sledenje, ki na nek
nacˇin uporabljajo konvolucijske nevronske mrezˇe. Eden glavnih razlogov je
pojavitev velikih ucˇnih mnozˇic, kot na primer ILSVRC [27], na katerih se
konvolucijske nevronske mrezˇe lahko ucˇijo.
Eden od nacˇinov za resˇevanje problema sledenja objektov je z iskanjem
podobnosti na sliki s predlogo. Tak pristop predlagajo v cˇlanku [3], kjer
predstavijo uporabo siamske arhitekture za iskanje objekta, s sledilnikom
SiamFC. Uporabijo metodo detekcije, kjer na vhod siamske konvolucijske
nevronske mrezˇe podajo predlogo tarcˇe in iskalno sliko. Nato pa izracˇunajo
mapo podobnosti z drsenjem predloge po iskalni sliki in s krizˇno korelacijo
izracˇunajo ujemanje. Tam kjer je odziv krizˇne korelacije najvecˇji, je ujemanje
predloge in iskalne slike najvecˇje, kar se tretira za pozicijo najvecˇje verjetnosti
pristonosti tarcˇe. Ta pozicija se zato vzame kot polozˇaj tarcˇe v trenutni sliki.
Sledilnika MDNet [24] in SO-DLT [31] uporabita naucˇeno konvolucijsko
mrezˇo, ki zna oceniti, kateri deli slike vsebujejo objekte. Med sledenjem pa
naucˇita detektor s prilagajanjem utezˇi mrezˇe na klasifikacijo specificˇnegai
objekta, tako da vzorce objekta skozi sekvenco uporabita za ucˇne primere.
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Ta pristop imenujemo sledenje-ucˇenje-detekcija [12]. Vendar zaradi racˇunske
zahtevnosti prilagajanja utezˇi konvolucijske nevronske mrezˇe je sledenje s
tem pristopom dokaj pocˇasno.
Med sledenjem lahko sledilnik tudi sam zaznava odpoved sledenja. Takim
sledilnikom pravimo dolgorocˇni sledilniki. V cˇlanku [20] predlagajo metodo
ocenjevanja mocˇi detekcije. Predstavijo nam sledilnik FCLT, ki je polno
korelacijski dolgorocˇni sledilnik. Ta med sledenjem izracˇuna mocˇ detekcije
glede na razmerje med odzivom krizˇne korelacije in njegovega maksimuma.
Nato primerja izracˇunano mocˇ detekcije s povprecˇno mocˇjo detekcije zadnjih
nekaj slik in oceni zanesljivost detekcije. Dolgorocˇnost pri sledenju pomaga
v primerih, ko objekt sledenja izgine iz slike in ga ob pojavitvi moramo
ponovno detektirati.
Robustni sledilniki med sledenjem prilagajajo dimenzije okvirja okoli ob-
jekta sledenja. Tako ima sledilnik boljˇso vizualno predstavo objekta in ga
posledicˇno lazˇje detektira. V cˇlanku [26] predstavijo metodo mrezˇe predla-
ganih regij, ki z enim prehodom skozi konvolucijsko nevronsko mrezˇo oce-
nimo lokacijo in okvir objekta. Sledilnik SiamRPN [18] uporablja naucˇeno
mrezˇo predlaganih regij v sodelovanju s siamsko mrezˇo. Deluje na principu
sidriˇscˇnih regij, ki so porazdeljene po iskalni sliki. Mrezˇa predlaganih regij
vsebuje dve veji, klasifikacijsko in regresijsko. Klasifikacijska veja oceni ver-
jetnost, ali se v neki sidriˇscˇni regiji nahaja iskani objekt. Regresijska veja
pa oceni skalo in zamik za vsako sidriˇscˇno regijo. Nato pa uporabijo metodo
tlacˇenja ne-maksimumov (angl. non-maximum suppression), ki izbere tisto
sidriˇscˇno regijo, ki objekt najbolje pokriva.
1.2 Prispevki
Glavni prispevek te diplomske naloge je razvoj dolgorocˇnega sledilnika in
sˇtudija uporabljenih metod. Uporabili smo bolj aktualne metode detekcije
in sledenja, ki smo jih implementirali v nasˇ sledilnik. Dolgorocˇni sledilnik,
ki ga predlagamo, uporabi siamsko konvolucijsko nevronsko mrezˇo, kateri na
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vhod podamo izgled sledenega objekta in iskalno sliko, da dobimo predlogo
in iskalni tenzor. Ujemanje izracˇunamo s krizˇno korelacijo in tam kjer je ko-
relacija najvecˇja predpostavimo, da se nahaja tarcˇa. Ko tarcˇo detektiramo,
predlagamo metodo prilagajanja dimenzij okvirja, ki uporabi dimenzije tiste
predlagane regije, ki se najbolje ujema s predlogo. Za dolgorocˇno funkcional-
nost uporabimo metodo, ki meri zanesljivost lokalizacije na trenutni sliki. Cˇe
je zanesljivost slaba, sledilnik zazna odpoved. Cˇe pa je zanesljivost dobra pa
predlagamo in analiziramo dve metodi za posodabljanje vizualnega modela
na barvno predstavitev tarcˇe in ozadja.
1.3 Struktura naloge
Diplomska naloga je strukturirana na naslednji nacˇin. Poglavje 2 opisuje
osnovne metode, ki smo jih uporabili pri implementaciji sledilnika. V Po-
glavju 3 podrobno opiˇsemo delovanje posameznih delov sledilnika in delova-
nje celotnega sledilnika. V Poglavju 4 opiˇsemo postopek testiranja nasˇega
sledilnika, kaksˇne parametre smo uporabili pri testiranju,opiˇsemo rezultate
dveh analiz uspesˇnosti dolgorocˇnega sledenja razlicˇnih modifikacij sledilnika
in primerjamo rezultate nasˇega sledilnika z metodami iz tekmovanja VOT-
LT2018 [16].
Poglavje 2
Uporabljene metode
V tem poglavju bomo predstavili kljucˇne metode, ki smo jih uporabili pri
izdelavi nasˇega sledilnika. V Poglavju 2.1 opiˇsemo glavne sestavne dele kon-
volucijske nevronske mrezˇe in kako jih ucˇimo. V Poglavju 2.2 pa na kratko
opiˇsemo merjenje podobnosti dveh signalov.
2.1 Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe (angl. convolutional neural networks) so v
cˇasu pisanja tega dela zelo popularne na podrocˇju racˇunalniˇskega vida. Zelo
dobro se izkazˇejo pri klasifikaciji objektov na sliki. To je leta 2012 na tek-
movanju ILSVRC [27] (ImageNet Large-Scale Visual Recognition Challenge)
dokazala ekipa, ki je zmagala s prvo globoko arhitekturo konvolucijske ne-
vronske mrezˇe imenovano AlexNet [17]. Da konvolucijske nevronske mrezˇe
sploh lahko klasificirajo objekte na sliki, jih moramo najprej naucˇiti na neki
anotirani slikovni mnozˇici. Ucˇenje je zelo cˇasovno zahtevno. Vendar vecˇja
kot je ucˇna mnozˇica, bolj splosˇno se bo mrezˇa naucˇila klasifikacije.
V tem poglavju bomo opisali osnove sestavnih delov konvolucijskih ne-
vronskih mrezˇ, principe ucˇenja in nato si pogledali sˇe prilagajanje parametrov
zadnjih nekaj slojev (angl. fine-tuning).
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2.1.1 Konvolucijski nivo
Konvolucijski nivo je primarni sestavni del konvolucijske nevronske mrezˇe.
Kot vhod prejme matriko z dimenzijami W1 × H1 × D1 in pa sˇtiri hiper
parametre. Parametri oznacˇujejo sˇtevilo filtrov K, velikost filtrov F , velikost
koraka drsecˇega okna (angl. stride) S in pa velikost dodane nicˇelne obrobe
(angl. zero padding) P . Nicˇelna obroba se uporablja za ohranjanje viˇsine in
sˇirine na izhodu konvolucijskega nivoja. Filtri so matrike velikosti F×F×D1
in so sestavljeni iz utezˇi, katere nastavljamo pri ucˇenju. Celoten sloj tako
vsebuje F 2 ·D1 ·K utezˇi in sˇe K vrednosti pristrankosti (angl. bias).
Slika 2.1: Prikazuje konvolucijo med vhodom I in filtrom K. Slika je vzeta
iz [30]
Med izvajanjem vsak filter drsi po sˇirini in viˇsini vhodne matrike in s
konvolucijo ali krizˇno korelacijo, odvisno od implementacije, izracˇuna dvo-
dimenzionalno matriko, ki predstavlja rezultat enega filtra. Rezultate vseh
filtrov zdruzˇimo v tridimenzionalno izhodno matriko velikosti W2×H2×D2.
Kjer so [19]:
W2 =
W1 − F + 2P
S + 1
, (2.1)
H2 =
H1 − F + 2P
S + 1
, (2.2)
D2 = K. (2.3)
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2.1.2 Zdruzˇevalni nivo
Zdruzˇevalni nivo se obicˇajno nahaja za konvolucijskim nivojem in kot vhod
prejme izhodne znacˇilnice predhodnega sloja. Funkcija tega sloja je, da
zmanjˇsa viˇsino in sˇirino vhodnega tenzorja X, velikosti W1 × H1 × D1, na
podlagi dolocˇenega pravila zdruzˇevanja. To zmanjˇsa sˇtevilo parametrov, kar
posledicˇno zmanjˇsa cˇasovno zahtevnost in pa preprecˇuje verjetnost pojavitve
prenasitosti med ucˇenjem.
Sloj sprejme dva parametra. Prvi predstavlja velikost drsecˇega okna F ,
drugi pa velikost koraka drsecˇega okna S. Poznamo vecˇ pravil zdruzˇevanja na
podlagi katerih izbiramo vrednosti izhodnega bloka. Eni izmed bolj upora-
bljenih so na primer zdruzˇevanje po maksimumu, povprecˇju in pa L2 normi.
Slika 2.2: Prikazuje primer zdruzˇevanja po maksimumu. Slika je vzeta iz [19]
Primer, kjer uporabljamo zdruzˇevanje po maksimumu na vhodni matriki
X. Drsecˇe okno potuje po viˇsini in sˇirini vhodne matrike in s formulo
Yi,j = max 0≤x,y≤S(Xi+y,j+x) (2.4)
dolocˇi elemente izhodne matrike Y , kot je prikazano na Sliki 2.2. Velikost
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matrike Y se preslika po enacˇbah [19]:
W2 =
W1 − F
S
+ 1, (2.5)
H2 =
H1 − F
S
+ 1, (2.6)
D2 = D1. (2.7)
Pogosto se uporablja zdruzˇevalni nivo s parametri F = 2 in S = 2, tako
da dobimo W2 =
W1
2
in H2 =
H1
2
. Kar nam zmanjˇsa sˇtevilo parametrov na
naslednjih nivojih za 75%.
2.1.3 Polno povezan nivo
Polno povezan nivo vsebuje N nevronov, ki so povezani z vsemi nevroni
prejˇsnjega nivoja. Cˇe prejˇsnji nivo vsebuje Nprej nevronov, potem povezan
nivo vsebuje Nprej ·N parametrov. Izhod tega nivoja je vektor dolzˇine N .
V konvolucijskih nevronskih mrezˇah se te nivoje uporablja na koncu mrezˇe
za klasifikacijo. Izhod zadnjega povezanega nivoja je vektor, kjer vsak ele-
ment predstavlja klasifikacijski razred, vrednost elementa pa ocenjeno verje-
tnost klasifikacije razreda.
2.1.4 Aktivacijska funkcija
Aktivacijske funkcije so nelinearne in se aplicirajo izhodnim elementom kon-
volucijskega nivoja. Na vhod sprejme po en element izhodnega bloka in ga
preslika z neko nelinearno matematicˇno funkcijo. Nelinearnost je pomem-
ben faktor, sicer bi se nevronska mrezˇa obnasˇala kot linearen klasifikator.
Druga pomembna lastnost funkcije pa je odvedljivost, da lahko izracˇunamo
gradient.
Trenutno aktualne nelinearne funkcije so na primer hiperbolicˇni tangens,
sigmoid in rektificirana linearna enota oz. ReLU [23] (angl. Rectified Linear
Unit). Slednja je definirana kot
f(x) = max(0, x), (2.8)
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kar predstavlja upragovanje elementa x nad nicˇ. ReLU se v praksi izkazˇe za
precej uporabno aktivacijsko funkcijo in je zato popularna izbira pri mnogih
arhitekturah nevronskih mrezˇ.
2.1.5 Arhitektura
Konvolucijsko nevronsko mrezˇo sestavljajo nivoji razlicˇnih funkcionalnosti.
Zaporedje, sˇtevilo in struktura nivojev dolocˇa arhitektura mrezˇe. Najbolj
pogost nacˇin strukturiranja konvolucijske nevronske mrezˇe je, da po nekaj
konvolucijskih slojih umestimo zdruzˇevalni sloj, zadnji nivoji mrezˇe pa so
povezani nivoji.
Arhitektura nevronske mrezˇe vpliva na hitrost in uspeh ucˇenja. Ponavadi
se nam ni potrebno izmisliti svoje arhitekture, temvecˇ uporabimo tiste, ki so
zˇe testirane na mnozˇici slik ImageNet [8]. Poznamo veliko razlicˇnih arhitektur
konvolucijskih nevronskih mrezˇ, kot na primer AlexNet [17], VGGNet [28] in
ResNet [9].
2.1.6 Kriterijska funkcija
Kriterijska funkcija (angl. loss function) oceni uspesˇnost delovanja nevronske
mrezˇe. Uporablja se pri ucˇenju in nam pove odstopanje ocene nevronske
mrezˇe od resnicˇnega podatka (angl. ground truth).
Izbira prave kriterijske funkcije temelji na problemu, ki ga nevronska
mrezˇa resˇuje. Cˇe je problem klasifikacijski, lahko uporabimo funkcijo Soft-
max s krizˇno entropijo, ki je definirana kot
Ei = − log
(
efyi∑C
j=1 e
fj
)
, (2.9)
kjer je fyi pripravljen resnicˇni podatek, f pa izhodni vektor f ∈ RC zadnjega
sloja nevronske mrezˇe, fj pa je j-ti element vektorja f .
S kriterijsko funkcijo preslikamo vsak izhod nevronske mrezˇe med ucˇenjem.
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Po prehodu vseh podatkov iz ucˇne mnozˇice izracˇunamo povprecˇje z enacˇbo
E =
1
N
∑
i
Ei, (2.10)
kjer je N sˇtevilo podatkov v ucˇni mnozˇici. E predstavlja izgubo ucˇenja in
vecˇji kot je, vecˇje je odstopanje med oceno mrezˇe in resnicˇnim podatkom.
2.1.7 Ucˇenje nevronskih mrezˇ
Za ucˇenje moramo imeti pripravljeno anotirano mnozˇico podatkov, ki ji
recˇemo ucˇna mnozˇica. Med ucˇenjem iz ucˇne mnozˇice vzamemo tenzor ali
vektor x in ga podamo nevronski mrezˇi na vhod. Kot izhod dobimo y, ki
je preslikava vhoda glede na parametre mrezˇe. Cilj ucˇenja je, da parametre
mrezˇe prilagodimo, da bo izhod mrezˇe y cˇim boljˇsi priblizˇek resnicˇnemu po-
datku. Nenaucˇeni mrezˇi prilagajamo parametre na vseh nivojih, zˇe naucˇeni
mrezˇi pa ponavadi samo na dolocˇenih nivojih.
Ucˇenje nevronske mrezˇe opredelimo kot optimizacijski problem, zato za
resˇevanje uporabimo optimizacijske algoritme [5]. Najbolj popularen tak
algoritem za ucˇenje globokih mrezˇ je gradientni spust. To je iterativen algo-
ritem, ki najde minimum neke funkcije. Nevronsko mrezˇo lahko predstavimo
kot funkcijo g(x,w), kjer je x vhod, w pa so utezˇi oz. parametri mrezˇe. Gra-
dientni spust ob vsaki iteraciji izracˇuna gradient ∇E(g(x,w)) in na podlagi
tega prilagodi parametre w, na nacˇin, da je za vhod x napaka zmanjˇsana.
Gradient izracˇunamo z uporabo metode vzvratnega razsˇirjanja (angl.
backpropagation). Metoda temelji na pravilu verizˇenja (angl. chain rule) [2].
To pravilo se uposˇteva, ker so nevronske mrezˇe strukturirane po nivojih in
lahko funkcijo g(x,w) definiramo kot kompozicijo
g = fn ◦ fn−1 ◦ · · · ◦ f1, (2.11)
kjer je fi preslikava enega nivoja. Vsak nivo fi na vhod prejme izhod
prejˇsnjega nivoja yi−1 in ga preslika na podlagi vsebovanih parametrov wi.
Izhod i-tega nivoja je tako definiran kot
yi = fi(yi−1,wi). (2.12)
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Tako vzvratno razsˇirjanje od izhodnega do vhodnega nivoja, za vsak vhod x,
rekurzivno izracˇuna gradiente za vse parametre z uporabo pravila verizˇenja.
Vpliv wij, ki je j-ti parameter na i-tem nivoju, na izhod y izracˇunamo
kot odvod kriterijske funkcije E v odvisnosti od wij, po enacˇbi
oij =
dE
dwij
. (2.13)
Cˇe velja oij > 0, se pri povecˇanju vrednosti wij povecˇa tudi E, cˇe pa oij < 0,
se pri vecˇanju wij vrednost E zmanjˇsa. Zato se pri gradientnem spustu
pomikamo proti negativu gradienta in prilagoditev parametra wij izracˇunamo
po enacˇbi
∆wij = −λoij, (2.14)
kjer λ > 0 in predstavlja hitrost ucˇenja (angl. learning rate), ki jo nastavimo
kot hiper parameter. Ta hiper parameter dolocˇa hitrost spusta po gradientu
in je lahko staticˇna ali pa se med ucˇenjem po nekem pravilu spreminja.
Na hitrost in uspeh ucˇenja precej vpliva pravilna nastavitev hiper parame-
trov in arhitektura nevronske mrezˇe. Cˇeprav gradientni spust ne zagotavlja,
da najde globalni minimum, se mrezˇa v praksi lahko dobro izkazˇe tudi, cˇe
smo dosegli lokalni minimum. Problem se pojavi, cˇe ucˇenje pustimo predolgo
in se nasˇ model zacˇne ucˇiti specificˇne lastnosti iz ucˇne mnozˇice in ne genera-
lizira. Takrat se pojavi problem prekomernega prileganja (angl. overfitting)
in bodo rezultati na poljubnih vhodih slabi. Zato je dobra praksa, da imamo
pripravljeno sˇe mnozˇico za testiranje, ki je manjˇsa od ucˇne mnozˇice in na
kateri po ucˇni iteraciji preverimo napako. Ucˇna in testna mnozˇica morata
vsebovati med seboj razlicˇne elemente.
2.1.8 Fino prilagajanje nivojev
To je metoda, ki prilagodi zadnjih nekaj nivojev naucˇene konvolucijske ne-
vronske mrezˇe za neko bolj specificˇno nalogo. V posˇtev pride, ko si lahko
za resˇevanje nasˇega problema pomagamo z zˇe naucˇeno mrezˇo in nimamo ve-
like ucˇne mnozˇice. Takrat bi ucˇenje celotne konvolucijske nevronske mrezˇe
povzrocˇilo prekomerno prileganje parametrov.
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Prvih nekaj slojev obicˇajno ne prilagajamo, ker zaznavajo bolj splosˇne la-
stnosti, kot recimo robove in barve. Prilagajanje poteka kot navadno ucˇenje,
le da prilagajamo parametre na specificˇnih nivojih. Uporabimo gradientni
spust ali kateri drug optimizacijski algoritem in kriterijsko funkcijo, ki oceni
napovedane vrednosti mrezˇe. Vendar tudi ta metoda lahko povzrocˇi pre-
komerno prileganje, cˇe imamo premajhno mnozˇico ali pa preveliko hitrost
ucˇenja.
2.2 Merjenje podobnosti med signali
Za merjenje razdalje med dvema signaloma f in g obstaja vecˇ metod. Te
metode lahko uporabimo za prepoznavanje vzorcev ali podobnosti. Primer
metode je merjenje Evklidske razdalje, ki je definirana s formulo
d(f ,g) =
√√√√ n∑
i=1
(fi − gi)2. (2.15)
Manjˇsi kot je d(f ,g) bolj sta si signala f in g podobna. Pogosto uporabljena
metoda za zaznavanje podobnosti na vecˇdimenzionalnih matrikah, t.i. ten-
zorjih, je uporaba krizˇne korelacije. Krizˇna korelacija je definirana s formulo
(f ? g)[n]
def
=
∞∑
m=−∞
f∗[m]g[m+ n], (2.16)
kjer je n zamik signala g. Krizˇno korelacijo izracˇunamo na intervalu zamikov
signala g, da dobimo korelacijo na vsaki tocˇki. Operacija je podobna konvo-
luciji ter vecˇja kot je vrednost (f ? g), bolj sta signala podobna. Dve meri,
ki sta pravtako aktualni pri metodah sledenja sta Hellingerjeva in Bhatta-
charyyajeva razdalja [6].
Poglavje 3
Opis sledilnika
V tem poglavju podrobno opiˇsemo vse elemente predlaganega sledilnika SiamRP-
LT. Vse vizualne lastnosti kodiramo z modificirano konvolucijsko nevronsko
mrezˇo VGG-16, ki jo opiˇsemo v Poglavju 3.1. V Poglavju 3.2 opiˇsemo posto-
pek lokalizacije objekta sledenja na sliki. Metodo ocenjevanja zanesljivosti
detekcije, s cˇim zaznavamo odpoved sledenja, smo opisali v Poglavju 3.4. V
Poglavju 3.3 opiˇsemo predlagane metode za posodabljanje vizualnega mo-
dela. Delovanje celotnega sledilnika povzamemo v Poglavju 3.5.
3.1 Modificirana mrezˇa VGG-16
Konvolucijsko nevronsko mrezˇo VGG-16 [28] so leta 2014 predstavili na tek-
movanju ILSVRC [27]. Mrezˇa je bila naucˇena na slikovni mnozˇici Image-
Net [8], ki vsebuje 1000 klasifikacijskih razredov. Na tekmovanju se je ekipa
uvrstila na drugo mesto v klasifikaciji in na prvo mesto v lokalizaciji.
Vsebuje 16 nivojev z naucˇljivimi parametri, od tega 13 konvolucijskih in
3 polno povezane nivoje. Konvolucijski nivoji vsi uporabljajo konvolucijske
filtre velikosti 3×3. Aktivacijska funkcija ReLU se aplicira na izhod vsakega
konvolucijskega nivoja. Prav tako mrezˇa vsebuje 5 zdruzˇevalnih nivojev, ki
imajo drsecˇe okno velikosti 2×2 in se pomikjo s koraki po 2 mesti. Ozko grlo
mrezˇe so polno povezani nivoji, ki vsebujejo zelo veliko parametrov, zaradi
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cˇesa se cˇasovna in prostorska zahtevnost prehoda skozi mrezˇo mocˇno povecˇa.
Celotna mrezˇa vsebuje 140 milijonov parametrov, od tega jih je priblizˇno 120
milijonov samo v polno povezanih slojih [19].
Mi uporabimo za kodiranje vizualnih lastnosti izhod 13. nivoja. Tako
da spustimo vse polno povezane sloje, 3 konvolucijske sloje in 2 zdruzˇevalna
sloja. Izhodni tenzor ima sˇirino in viˇsino osemkrat manjˇso od vhoda in
globino vedno 512. Arhitektura, ki jo uporabimo je prikazana v Tabeli 3.1.
Zap. sˇt. Tip nivoja Parametri nivoja
1 Konvolucijski
K=64, F=3, S=1, P=1
2 Konvolucijski
3 Zdruzˇevalni F=2, S=2
4 Konvolucijski
K=128, F=3, S=1, P=1
5 Konvolucijski
6 Zdruzˇevalni F=2, S=2
7 Konvolucijski
K=256, F=3, S=1, P=18 Konvolucijski
9 Konvolucijski
10 Zdruzˇevalni F=2, S=2
11 Konvolucijski
K=512, F=3, S=1, P=112 Konvolucijski
13 Konvolucijski
Tabela 3.1: Arhitektura modificirane konvolucijske nevronske mrezˇe VGG-
16, katero uporabimo pri implementaciji sledilnika iz Poglavja 3.5.
3.2 Detekcija tarcˇe s predlogo
Nasˇ pristop k detekciji objekta sledenja temelji na iskanju podobnosti med
znacˇilkam iskalne slike in predlogo, ki sta kodirani z modificirano VGG-16,
katere strukturo smo opisali v Poglavju 3.1 in jo prikazˇemo v Tabeli 3.1..
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Postopek je prilagoditev metode detekcije, kot jo predstavijo v cˇlanku [3].
Na vhod v t-ti iteraciji dobimo sliko It, na kateri se nahaja sledeni objekt
in Tt je predloga v tej iteraciji. Na sliko in predlogo apliciramo transforma-
cijo θ. Ta transformacija predstavlja kodiranje vizualnih lastnosti z modifi-
cirano konvolucijsko nevronsko mrezˇo VGG-16. Zaradi slojev zdruzˇevanja,
je izhod mrezˇe osemkrat manjˇsi po viˇsini in sˇirini. Tako θ(It) predstavlja
tridimenzionalni tenzor znacˇilk, z dimezijami Wt × Ht × 512, ki ga dobimo
pri prehodu slike It skozi konvolucijsko nevronsko mrezˇo. θ(Tt) ima fiksno
vnaprej dolocˇeno velikost Td × Td × 512, Wt in Ht pa sta lahko poljubna,
vendar mora veljati Wt ≥ Td in Ht ≥ Td. Ker je velikost predloge fiksna, sliki
prilagodimo dimenzije, da bo oblika objekta po transformaciji θ enaka obliki
predloge. Zato definiramo faktor skaliranja z enacˇbo
s(od) =
8Td
od
, (3.1)
kjer je od velikost dimenzije, ki jo prilagajamo. Skaliramo na podlagi okvirja
objekta iz prejˇsnje slike, s sˇirino ow in viˇsino oh, tako da sliki sˇirino skaliramo
s faktorjem s(ow) in viˇsino s s(oh).
Naj bo θ(It)
(i,j) izsek iz θ(It), ki ima zgornji levi kot v tocˇki (i, j) in
enake dimenzije kot predloga Tt. Korelacijo med θ(It)
(i,j) in θ(Tt) izmerimo s
funkcijo f(θ(Tt), θ(It)
(i,j)), ki izracˇuna krizˇno korelacijo med obema vhodoma
in je definirana kot
f(x, z) = x ? z. (3.2)
Funkcija f vrne mero ujemanja kot skalar in vecˇja kot je vrednost f(x, z)
bolj sta si vhoda x in z podobna.
Korelacijo izmerimo na vsaki tocˇki θ(It) s predlogo θ(Tt). Tako dobimo
mapo podobnosti Pt, ki je dvodimenzionalna matrika z enako sˇirino in viˇsino
kot θ(It). Dimenzije ohranjamo tako, da tenzor θ(It) obdamo z nicˇelno oblogo
velikosti bTd
2
c. Cˇe v prejˇsnji iteraciji ni veljalo (3.16) iz Poglavja 3.4, kar po-
meni, da nismo zaznali odpovedi, potem na matriko Pt apliciramo sˇe Gaussov
filter s standardno deviacijo σ, ki ima center v tocˇki, kjer se je nahajal objekt
na prejˇsnji sliki. Proces izracˇuna mape podobnosti Pt graficˇno prikazˇemo na
Sliki 3.1.
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V tocˇki, kjer je vrednost Pt najvecˇja, smatramo, da se nahaja iskani
objekt. Ko to tocˇko imamo, jo moramo preslikati na prvotno sliko It, za-
radi pomanjˇsanja dimenzij pri transformaciji θ(It). To storimo tako, da po-
mnozˇimo koordinati tocˇke maksimuma mx in my s faktorjem pomanjˇsanja
dimenzij,
(x, y) = (8mx, 8my). (3.3)
VGG-16
Z
T
I*
It*
VGG-16
T
P
(mx, my)
(mx, my)
Iskalna slika It
Predloga Tt
Mapa podobnosti Pt
Slika 3.1: Slika prikazuje proces izracˇuna mape podobnosti Pt s predlogo Tt
na sliki It
3.3 Prilagajanje vizualnega modela
V tem poglavju podrobno predstavimo predlagane metode prilagajanja vi-
zualnega modela. Ker se med sledenjem oblika sledenega objekta spreminja
in ker se lahko oddalji ali priblizˇa, smo implementirali nacˇin za prilagajanje
okvirja in ga opiˇsemo v Poglavju 3.3.1. Poleg tega pa se med sledenjem spre-
minja tudi ozadje in pa izgled sledenega objekta. Iz tega razloga predlagamo
dve metodi za prilagajanje na te spremembe. Prvo, ki deluje na principu
posodabljanja predloge, opiˇsemo v Poglavju 3.3.2, drugo, ki pa fino prilagaja
parametre mrezˇe na nacˇin, da povecˇa korelacijo med predlogo in trenutno
lokalizacijo, pa opiˇsemo v Poglavju 3.3.3.
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3.3.1 Prilagajanje dimenzij okvirja
Objekt, ki mu sledimo, lahko spremeni velikost ali obliko. Zato, da je sle-
dilnik prilagodljiv na te spremembe, med sledenjem prilagajamo dimenzije
okvirja. Pristop deluje tako, da generiramo na predlaganih regij a
φ
i = [w
φ
i , h
φ
i ]
razlicˇnih velikosti in razmerij stranic, na nacˇin kot je prikazan na Sliki 3.2.
Za vsako to regijo izrezˇemo izsek iz enkodirane iskalne slike preko VGG-16
iz Poglavja 3.1, in za dimenzije novega okvirja izberemo tisto, katere izsek
dosezˇe najvecˇjo korelacijo s predlogo θ(Tt). Metoda generiranja teh regij
izhaja iz cˇlanka [26].
Pri generiranju imamo vnaprej pripravljen seznam Rs = {r(i)s }i=1:Ns , ki
hrani razmerja stranic regij in pa Rv = {r(i)v }i=1:Nv , ki hrani razmerja veliko-
sti. Predlagane regije delimo v sklope glede na velikost. Sˇtevilo teh sklopov je
enako sˇtevilu elementov seznama Rv. Da dobimo plosˇcˇino predlaganih regij
nekega sklopa, pomnozˇimo plosˇcˇino okvirja iz prejˇsnje iteracije z elementi iz
Rv. Vsak sklop vsebuje Ns predlaganih regij, ki imajo taka razmerja sˇirine in
viˇsine, kot so definirane v Rs. Tako sˇirino w
φ
i in viˇsino h
φ
i predlagane regije
aφi , ki je i-ta predlagana regija v φ-tem sklopu, izracˇunamo z enacˇbama
wφi = R
(φ)
v pt−1R
(i)
s , (3.4)
hφi = R
(φ)
v pt−1R
(Ns−i)
s , (3.5)
kjer sta seznama Rv in Rs urejena narasˇcˇajocˇe, pt−1 pa je plosˇcˇina okvirja iz
prejˇsnje slike sledenja po transformaciji θ(x).
Za vsako generirano predlagano regijo aφi vzamemo izsek A
φ
i iz tenzorja
znacˇilk trenutne slike θ(It), tako da je njegov center v tocˇki, kjer smo name-
rili maksimum ujemanja s predlogo, dimenzije pa so enake kot pri predlagani
regiji aφi , ki jih izracˇunamo z enacˇbama (3.4) in (3.5). Ta postopek prikazuje
Slika 3.3. Izsekom Aφi z bikubicˇno interpolacijo prilagodimo dimenzije, da sta
sˇirina in viˇsina enaka kot pri predlogi. Predlagane regije medseboj primer-
jamo s stopnjo ujemanja s predlogo, ki jo izracˇunamo s skalarnim produktom
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(a) (b)
Slika 3.2: Slika prikazuje dimenzije generiranih predlaganih regij, kjer pri
Sliki 3.2a uporabimo seznama Rs = [0.5, 1, 2] in Rv = [0.5, 1, 2], pri Sliki
3.2b pa Rs = [0.5, 0.66, 1, 1.5, 2] in Rv = [0.5, 0.66, 1, 1.5, 2]
izseka Aφi in predloge θ(Tt), po definiciji
u(aφi ) =
Td−1∑
z=0
Td−1∑
y=0
Td−1∑
x=0
az,y,xtz,y,x, (3.6)
kjer sta az,y,x in tz,y,x elementa iz vrstice y in stolpca x pri globini z tenzorjev
Aφi in θ(Tt).
Z
Mapa podobnosti Pt Izhod CNN
Slika 3.3: Slika prikazuje proces generiranja izsekov Aφi , ki jih uporabimo pri
racˇunanju ujemanja s predlogo.
Vecˇja kot je vrednost u(aφi ), bolj privlacˇna je prilagoditev na okvir z
dimenzijami predlagane regije aφi . Vendar se izkazˇe, da je mera (3.6) bolj
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naklonjena k manjˇsim regijam in se lahko okvir hitro pomanjˇsa in tako iz-
gubimo objekt. Zato smo dodali faktor pristranskosti b(aφi ), ki je definiran
kot
b(aφi ) = 1 + φ/bv, (3.7)
kjer je bv vnaprej dolocˇen parameter in predpostavimo, da so sklopi predla-
ganih regij narasˇcˇajocˇe urejeni po povrsˇini vsebujocˇih regij, kjer je φ indeks
v vrstnem redu.
Naj bo amax predlagana regija, od katere dobimo najvecˇje ujemanje, kar
pomeni, da je najboljˇsi predlagan okvir za objekt na trenutni sliki. Ker pa
zˇelimo okvir posodobiti le, cˇe ujemanje odstopa od ostalih regij oziromo, ko
velja neenacˇba
b(amax)u(amax) ≥ µu + σuψ, (3.8)
kjer je u(amax) izracˇunano ujemanje z amax po enacˇbi (3.6), b(amax) je faktor
pristranskosti iz enacˇbe (3.7), µu in σu sta povprecˇje in standardni odklon
izracˇunanih ujemanj vseh predlaganih regij, kjer uposˇtevamo faktor pristran-
skosti iz (3.7), ψ pa je vnaprej dolocˇen parameter. Vrednost ψ moramo previ-
dno izbrati. Prevelik ψ povzrocˇi, da se dimenzije okvirja ne bodo pravocˇasno
prilagajale. Cˇe pa je ψ nizek, pa lahko sˇkoduje sledenju, saj ni nujno, da je
napoved okvirja vedno optimalna.
3.3.2 Prilagajanje predloge
Predloga T0 predstavlja izgled objekta na prvi sliki videa, θ(Tt) pa je trans-
formacija predloge Tt, ki je tenzor znacˇilk, s katerimi iˇscˇemo objekt v t-ti
iteraciji. Ker se med sledenjem objekt lahko deformira, ali pa se spremeni
svetlost ali ozadje, smo implementirali posodabljanje predloge. Predloga se
posodablja le na slikah, na katerih velja neenacˇba (3.16) iz Poglavja 3.4.
Naj Ot predstavlja izsek iz slike, kjer na trenutni sliki lokaliziramo objekt.
Z bikubicˇno interpolacijo prilagodimo dimenzije izseka Ot, da po transfor-
maciji θ(O∗t ) dobimo tenzor velikosti Td × Td ×D. Tako z enacˇbo
θ(Tt+1) = (1− α) · θ(Tt) + α · θ(O∗t ) (3.9)
20 Tim Rejc
izracˇunamo novo vrednost predloge, kjer je α vnaprej dolocˇen parameter. To
predlogo uporabimo za detekcijo tarcˇe na naslednji iteraciji sledenja.
3.3.3 Fino prilagajanje parametrov
Med sledenjem prilagajamo parametre zadnjih treh konvolucijskih slojev kon-
volucijske nevronske mrezˇe, ki jo opiˇsemo v Poglavju 3.1. S tem dosezˇemo,
da je korelacija med templato in objektom sledenja vecˇja in zmanjˇsamo kore-
lacijo tistih delov slike, kjer ni objekta sledenja, vendar je korelacija visoka.
To funkcijo izvajamo samo takrat, ko je detekcija zanesljiva in velja neenacˇba
(3.16) iz Poglavja 3.4.
Najprej potrebujemo pozitivne in negativne vzorce, ki jih bomo upora-
bili za ucˇno mnozˇico. Te vzorci so izseki iz iskalne slike It. Vzamemo nsamp
vzorcev, ki imajo dimenzije enake kot okvir lokalizacije na trenutni iteraciji
ot. Srediˇscˇa teh vzorcev pa dobimo tako, da vzamemo prvih nsamp maksi-
malnih tocˇk iz mape podobnosti Pt in jih preslikamo na koordinate slike It,
kot to prikazuje Slika 3.4. Te vzorce nato klasificiramo kot pozitivne ali kot
negativne glede na njihov presek cˇez unijo (IoU) z okvirjem ot. Cˇe je oznaka
regije i-tega vzorca ri in cˇe velja neenacˇba
IoU(ot, ri) > ω
+, (3.10)
potem smatramo ri kot pozitiven vzorec, cˇe pa velja
IoU(ot, ri) < ω
−, (3.11)
pa kot negativen vzorec. Pozitivnim vzorcem dodamo sˇe cˇez os y prezrca-
ljene izseke pozitivnih vzorcev, da dobimo vecˇje sˇtevilo pozitivnih vzorcev
ter zmanjˇsamo verjetnost prekomernega prileganja. Ker ni nujno, da se vsak
od nsamp vzorcev klasificira v enega od klasifikacijskih razredov, vzamemo
vseh skupaj nin vzorcev, ki predstavljajo ucˇno mnozˇico.
Za vsako regijo ri izrezˇemo vzorec Ri iz slike It in jim z bikubicˇno interpo-
lacijo prilagodimo dimenzije na 8Td× 8Td. Na vhod konvolucijske nevronske
mrezˇe podamo grucˇo po nbatch vzorcev. To storimo nepoch krat, s tem, da
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Mapa podobnosti P z označenimi maksimumi
Vzorci preslikani na iskalno sliko
Slika 3.4: Slika prikazuje nacˇin izbiranja vzorcev. Na levi je prikazana mapa
podobnosti Pt, kjer so z rdecˇo oznacˇene tocˇke prvih nsamp maksimumov. Na
desni pa so prikazani vzorci, kjer so z zeleno oznacˇeni pozitivni, z rdecˇo pa
negativni vzorci.
pred vsako iteracijo vzorce nakljucˇno premesˇamo. Pozitivne in negativne
razvrstimo tako, da imamo priblizˇno trikrat vecˇ negativnih.
Za prilagajanje parametrov uporabimo stohasticˇni gradientni spust s hi-
trostjo ucˇenja λr. Za resnicˇne oznake (angl. truth labels) pri pozitivnih
vzorcih vzamemo njihov presek cˇez unijo z ot, pri negativnih pa je oznaka
0. Uporabimo kriterijsko funkcijo Softmax s krizˇno entropijo, kjer so vhodne
vrednosti li izracˇunani po definiciji
li =
hi
max(h)
, (3.12)
kjer je hi korelacija med templato θ(Tt) in tenzorjem vzorca θ(Ri), max(h)
pa je maksimum teh ujemanj. S tem ko je resnicˇna oznaka za negativne
vzorce enaka 0, ucˇimo parametre mrezˇe na nacˇin, da bo razmerje med hi
in max(h) konvergirala proti 0 za vse negativne vzorce. Za pozitivne pa
je resnicˇna vrednost enaka IoU(ot, ri), zato da tistim pozitivnim vzorcem z
vecˇjim prekrivanjem tudi bolj povecˇamo razmerje hi proti max(h).
Pri implementaciji moramo previdno izbrati hiper parametre. Previsoka
hitrost ucˇenja lahko prevecˇ prilagodi parametre na trenuten izgled objekta,
ali pa se prevecˇ prilezˇe ozadju (angl. background clutter).
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3.4 Merjenje gotovosti sledenja
Sledilniku dodamo funkcijo merjenja gotovosti sledenja. Cˇe je na neki sliki
gotovost detekcije slaba, sledilnik zazna odpoved sledenja. Tako postane dol-
gorocˇni sledilnik in nam daje mozˇnost, da ob odpovedi povecˇamo verjetnost
ponovne detekcije. Metoda zaznavanja odpovedi izhaja iz cˇlanka [20].
Mocˇ detekcije izracˇunamo po definiciji predstavljeni v cˇlanku [4]. Naj bo
max(Pt) vrednost maksimuma na mapi podobnosti Pt in PSR(Pt) naj bo
razmerje maksimuma proti regiji okoli maksimuma (angl. peak-to-sidelobe
ratio, PSR). Za izracˇun PSR(Pt) vzamemo maksimum max(Pt) in 11× 11
veliko regijo Rsl okoli tocˇke maksimuma. Cˇe sta µsl in σsl povprecˇje in
standardni odklon regije Rsl, potem po enacˇbi
PSR(Pt) =
max(Pt)− µsl
σsl
(3.13)
izracˇunamo vrednost razmerja PSR. Nato po definiciji
q = max(Pt) · PSR(Pt) (3.14)
izracˇunamo mocˇ detekcije v trenutni iteraciji. Sedaj pa primerjamo q s pov-
precˇno mocˇjo detekcije zadnjih nq iteracij, oznaka katere naj bo µq. Cˇe je
razmerje med tema dvema vrednostima vecˇja od vnaprej dolocˇenega pragu
ρ−, definiran kot
µq
q
≥ ρ−, (3.15)
potem sledenje smatramo kot negotovo in zaznamo odpoved sledenja. Cˇe
zaznamo odpoved, potem povecˇamo regijo iskanja za faktor 2, ne prilaga-
jamo okvirja in v naslednji iteraciji ne apliciramo gausovega filtra na mapo
podobnosti.
Cˇe pa, v nasprotnem primeru, velja, da je razmerje med q in µq manjˇse
od ρ+, kot prikazuje neenacˇba
µq
q
≤ ρ+, (3.16)
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takrat pa sledilnik predpostavi, da je trenutna detekcija objekta zelo dobra.
Ko je detekcija zelo dobra uporabimo eno ali obe metodi za prilagajanje vi-
zualnega modela na izgled objekta trenutne iteracije. Te dve metodi opiˇsemo
v Poglavju 3.3.2 in Poglavju 3.3.3.
Pri izbranih vrednosti za upragovanje velja ρ+ ≤ ρ−. Vrednosti sta lahko
enaki, takrat velja, da bomo zaznali ali odpoved, ali pa dobro detekcijo.
3.5 Dolgorocˇni sledilnik SiamRP-LT
Predlagano implementacijo sledilnika smo imenovali SiamRP-LT. Ime izhaja
iz dejstva, da sledilnik uporabi siamsko konvolucijsko nevronsko mrezˇo, pre-
dlagane regije (angl. region proposals) in je dolgorocˇen (angl. long-term).
Delovanje sledilnika delimo na dva dela: (i) inicializacijo in (ii) sledenje.
Pri inicializaciji sledilniku podamo iskalno sliko I0 in regijo o0 = {o(i)0 }i=1:4, ki
predstavlja koordinate sˇtirih tocˇk izseka O0 iz I0, ki vsebuje objekt sledenja.
Da sledilnik dobi boljˇsi kontekst ozadja, povecˇamo dimenzije O0 za p, ki je
definiran z enacˇbo
p =
O
(w)
0 + O
(h)
0
pd
, (3.17)
kjer je O
(w)
0 sˇirina, O
(h)
0 viˇsina izseka O0 in pd je dolocˇen parameter. Tako do-
bimo izsek T0, iz katerega po transformaciji θ(T0) dobimo predlogo. Vendar
pred transformacijo, moramo zaradi fiksne velikosti predloge θ(T0) prilago-
diti dimenzije izseka T0 na 8Td × 8Td. Proces inicializacije je prikazan na
Sliki 3.5.
VGG-16 θ(T0)
T0T0
Slika I0
T0 prilagodimo dimenzije 
Predloga
Slika 3.5: Prikazan proces inicializacije.
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Pri sledenju pa v t-ti iteraciji sledilnik prejme sliko It. Iz optimizacijskih
razlogov ne preiˇscˇemo celotne slike, temvecˇ le njen izsek. Ker predvidevamo,
da bo pozicija objekta nekje blizu kot v iteraciji t − 1, je center izseka v
tocˇki, kjer je bil lokaliziran objekt na prejˇsnji sliki. Izsek je kvadrat, katerega
stranice imajo dolzˇino definirano po enacˇbi
d = τ ·max(o(w)t−1,o(h)t−1), (3.18)
kjer je τ faktor skaliranja, ki je vnaprej dolocˇen parameter. Ta parameter
se podvoji, cˇe je sledilnik v iteraciji t− 1 zaznal odpoved sledenja po enacˇbi
(3.15) iz Poglavja 3.4. Tako dobimo izsek I′t, na katerem lokaliziramo objekt,
da dobimo okvir ot in nato izracˇunamo zaupanje detekcije q. Cˇe zaznamo
odpoved sledenja, potem dimenzij okvirja ne prilagajamo, temvecˇ samo nje-
govo pozicijo. Cˇe pa je zaupanje dobro, pa prilagajamo predlogo θ(Tt), kot
opiˇsemo v Poglavju 3.3.2 in oz. ali parametre zadnjih treh nivojev konvolu-
cijske nevronske mrezˇe, ki pa smo postopek opisali v Poglavju 3.3.3. Ker je
I′t izsek iz slike, moramo poziciji okvirja ot, ki jo dobimo na nacˇin opisan v
Poglavju 3.2, priˇsteti sˇe koordinate zgornjega levega kota izseka, da dobimo
koncˇno tocˇko nove pozicije objekta sledenja na sliki It. Koncˇnemu okvirju
pa zaradi povecˇanja dimenzij za p moramo zˇe zmanjˇsati dimenzije za p−, ki
je definiran kot
p− =
o
(w)
t + o
(h)
t
pd + 2
. (3.19)
Iteracijo sledenja smo opisali v pseudokodi v Algoritmu 1.
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Algoritem 1: SiamRP-LT
Potrebuje: t-to sliko iz sekvence It, templato θ(Tt), rezultat
lokalizacije ot−1 prejˇsnje iteracije, povprecˇje mocˇi
detekcije µq zadnjih nq iteracij
Rezultat : lokalizacija objekta ot
Zacˇni
[1] Povecˇaj dimenzije ot−1 za vrednost dobljeno po (3.17).
[2] Izrezˇi izsek I′t, s sredino v tocˇki centra ot−1 in dimenzijama
stranic izracˇunanih po (3.18).
[3] Izseku I′t skaliraj sˇirino in viˇsino po (3.1) in posˇlji skozi CNN in
obdaj z nicˇelno oblogo v sˇirini bTd
2
c, dobimo θ(I′t).
[4] while ponavljaj do konca pogoja do
[5] Izracˇunaj mapo podobnosti Pt tako, da na vsaki tocˇki (i,j)
tenzorja θ(I′t) izrezˇi izsek θ(I
′
t)
(i,j) in po (3.2) izracˇunaj
ujemanje med izsekom in predlogo ter vrednost shrani v
pi,j ∈ Pt
[6] end
[7] if na prejˇsnji iteraciji nismo zaznali odpovedi then
[8] Na Pt apliciramo Gaussov filter s sredino v tocˇki centra ot−1
in standardnim odklonom σ.
[9] end
[10] Generiraj predlagane regije aφi z uporabo ot−1 in seznamoma Rv
ter Rs.
[11] while za vsako predlagano regijo aφi do
[12] Prilagodi dimenzije predlagane regije na Td × Td.
[13] Izracˇunaj ujemanje med predlagano regijo in predlogo po
(3.6) in vrednost shrani v seznam score.
[14] end
[15] Cˇe velja neenacˇba (3.8) izberi za okvir amax, sicer obdrzˇi okvir
ot−1.
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[16] Izracˇunaj mocˇ detekcije q po enacˇbi (3.14).
[17] if velja neenacˇba (3.16) then
[18] Zaupanje sledenja je dobro
[19] Posodobi predlogo po enacˇbi (3.9) in/ali prilagodi parametre
CNN
[20] else if velja neenacˇba (3.15) then
[21] Zaznana odpoved sledenja
[22] Povcˇaj τ iz enacˇbe (3.18) za faktor 2
[23] Zanemari prilagoditev okvirja
[24] Postavi ot na tocˇko, ki jo dobimo po (3.3) in dodeli izbrani okvir
pomanjˇsan za vrednost dobljeno z (3.19)
Poglavje 4
Eksperimentalna evalvacija
V tem poglavju predstavimo metode analize uspesˇnosti dolgorocˇnega sledenja
sledilnika SiamRP-LT. V Poglavju 4.1 opiˇsemo strojno opremo in pa nastavi-
tev parametrov, s katerimi izvajamo eksperimente. Nato v Poglavju 4.2, kjer
opiˇsemo postopek testiranja uspesˇnosti z razlicˇnimi modifikacijami sledilnika
SiamRP-LT. Na koncu pa v Poglavju 4.3 opiˇsemo rezultate primerjanja sle-
dilnika SiamRP in metod objavljenih na tekmovanju VOT-LT2018 [16], ki je
namenjeno ravno za primerjavo dolgorocˇnih sledilnikov.
4.1 Implementacijske podrobnosti
Sledilnik smo implementirali v programskem jeziku Python z uporabo knjizˇnic
Tensorflow [1] in Keras [7]. Racˇunalnik na katerem smo pognali evalvacijo
vsebuje procesor Intel i7-4790K 4GHz in 16GB notranjega pomnilnika. Pri-
lagajanje parametrov mrezˇe in prehode skozi mrezˇo pa izvajamo z graficˇno
kartico NVIDIA GeForce GTX 970 s 3,5GB pomnilnika.
Transformacija θ(x) predstavlja izhod zadnjega konvolucijskega nivoja
mrezˇe, ki jo opiˇsemo v Poglavju 3.1. Pri detektiranju objekta uporabimo
predlogo velikosti Td = 8. Za izracˇun gotovosti detekcije iz Poglavja 3.4
uporabimo enake parametre kot v cˇlanku [20] s pragom za odpoved sledenja
ρ− = 2,9 ter pragom za dobro detekcijo ρ+ = 0,9. Ko posodabljamo predlogo
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na nacˇin opisan v Poglavju 3.3.2, pri enacˇbi (3.9) uporabimo parameter α =
0,02. Velikost izseka slike, po katerem iˇscˇemo objekt, izracˇunamo po enacˇbi
(3.18), kjer za parameter uporabimo τ = 2,5. Za generiranje predlaganih
regij, kot to opiˇsemo v Poglavju 3.3.1, uporabimo seznam razmerij velikosti
sklopov Rv = [0,5; 0,66; 1; 1,5; 2] in seznam razmerij dolzˇin stranic po sklopih
Rs = [0,5; 0,66; 1; 1,5; 2]. S tem generiramo 25 predlaganih regij. Pri enacˇbi
za izracˇun faktorja pristranskosti (3.7), uporabimo bv = 10 ter pri neenacˇbi
(3.8), ki dolocˇi ali je izbrana predlagana regija dovolj dobra za posodobitev
okvirja, uporabimo ψ = 1,5.
Cˇe velja neenacˇba (3.16) potem prilagajamo parametre zadnjih treh kon-
volucijskih nivojev na nacˇin, kot ga opisujemo v Poglavju 3.3.3. Najprej
vzamemo nmax = 256 vzorcev in jih glede na (3.10) oznacˇimo kot pozitivne,
kjer je ω+ = 0,7 in glede na (3.11) kot negativne, kjer je ω− = 0,3. Pri ucˇenju
pa uporabimo naslednje parametre:
• izberemo nin = 128 vzorcev, tako da je priblizˇno trikrat vecˇ negativnih,
• skozi mrezˇo jih posˇiljamo po nbatch = 64,
• sˇtevilo iteracij je nepoch = 5,
• hitrost ucˇenja pa nastavimo na λr = 0,00001.
4.2 Testiranje modifikacij SiamRP-LT
Analizirali smo uspesˇnost dolgorocˇnega sledenja razlicˇnih modifikacij sledil-
nika SiamRP-LT. Postopek analize opiˇsemo v Poglavju 4.2.1. Mere s katerimi
smo primerjali uspesˇnost opiˇsemo v Poglavju 4.2.2. V Poglavju 4.2.3 anali-
ziramo vpliv na uspesˇnost sledenja razlicˇnih nastavitev generiranja predla-
ganih regij. Analizo predlaganih izboljˇsav za prilagajanje vizualnega modela
na barvne spremembe pa opiˇsemo v Poglavju 4.2.4.
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4.2.1 Protokol analize uspesˇnosti na zbirki LTB35
Vse eksperimente smo izvedli na sekvencah zbirke LTB35 [21]. Zbirka vsebuje
35 dolgih sekvenc, kjer objekt sledenja izginja iz pogleda kamere. Povprecˇno
12-krat na sekvenco objekt izgine za dalj cˇasa. Tarcˇe so anotirane z okvirji,
katerih stranice so poravnane s koordinatnimi osmi. Scenariji, ki so vsebovani
v sekvencah te zbirke: (i) Polna okluzija, (ii) Tarcˇa izven pogleda, (iii) Delna
okluzija, (iv) Premikanje kamere, (v) Hitro premikanje, (vi) Spreminjanje
velikosti, (vii) Spreminjanje razmerja stranic, (viii) Sprememba pogleda, (ix)
Podobni objekti.
Eksperimenti potekajo tako, da na prvi sliki inicilaiziramo sledilnik, nato
pa pustimo, da sledilnik tecˇe do konca sekvence nenadzorovano. Nenadzo-
rovano v smislu, da ob odpovedi sledenja sledilnik ne ponastavimo in po-
novno inicializiramo, kot pri tekmovanju VOT-ST2018 [16] za kratkorocˇne
sledilnike. Naloga dolgorocˇnega sledilnika je, da ob odpovedi sledenja tarcˇo
ponovno detektira, ko se ta prikazˇe.
Za primerjavo rezultatov eksperimentov smo uporabili orodje vot-toolkit,
ki nam ga ponuja komisija tekmovanja VOT [16]. S tem orodjem izriˇsemo
grafe iz meritev, ki jih opiˇsemo v Poglavju 4.2.2. Med sledenjem, za vsako
sliko porocˇamo koordinate lokalizacije in mocˇ detekcije. Mocˇ detekcije q,
izracˇunano po enacˇbi (3.14), porocˇamo kot 1/q, tako da vecˇji q pomeni slabsˇo
mocˇ detekcije. Mere s katerimi smo primerjali razlicˇne nastavitve, so enake
kot jih predlagajo v cˇlanku [21] in smo jih opisali v Poglavju 4.2.2.
4.2.2 Performancˇne mere
Mere, ki jih uporabimo za primerjanje so namenjene merjenju dolgorocˇnosti
sledilnika in jih predstavijo v cˇlanku [21]. Izmerijo, kako dobro sledilnik
zaznava okluzijo ali odsotnost objekta in kako hitro ga detektira ob ponovni
pojavitvi. Predstavijo tri performancˇne mere: (i) priklic (angl. recall), (ii)
natancˇnost (angl. precision) in (iii) F-mera. Mere izracˇunamo na naslednji
nacˇin, ki je predstavljen v cˇlanku [21].
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Naj bo Gt resnicˇen okvir objekta (angl. ground truth), At(τq) okvir, ki
ga predlaga sledilnik, qt je zaupanje detekcije na t-ti iteraciji sledenja in pa
τq, ki predstavlja prag detekcije. Cˇe objekta ni na sliki potem Gt = ∅, cˇe
pa sledilniku zaupanje sledenja pade in velja qt < τq, potem je At(τq) =
∅. Pri izracˇunu priklica in natancˇnosti uporabimo mero IoU(Gt, At(τq)), ki
predstavlja presek cˇez unijo (angl. intersection over union) in je definirana
z enacˇbo
IoU(A,B) =
A ∩B
A ∪B. (4.1)
Naj Ng predstavlja sˇtevilo slik v sekvenci, kjer je objekt prisoten, se pravi
Gt 6= ∅, in naj Np predstavlja sˇtevilo slik v sekvenci, kjer sledilnik ne zazna
odpovedi, pomeni da At(τq) 6= ∅.
Natancˇnost predstavlja povprecˇen presek cˇez unijo na slikah, kjer sledilnik
ni zaznal odpovedi oziroma na slikah, kjer velja At(τq) 6= ∅. Izracˇunamo jo z
enacˇbo
Pr(τq) =
1
Np
∑
t∈{t : At(qt)6=∅}
IoU(Gt, At(τq)). (4.2)
Priklic pa predstavlja povprecˇen presek cˇez unijo na slikah, kjer je objekt
prisoten in ga izracˇunamo z enacˇbo
Re(τq) =
1
Ng
∑
t∈{t : Gt 6=∅}
IoU(Gt, At(τq)). (4.3)
Rezultata enacˇbe (4.2) in (4.3) zdruzˇimo, da izracˇunamo F-mero, po definiciji
F (τq) =
2Pr(τq)Re(τq)
(Pr(τq) +Re(τq))
. (4.4)
F-mera je primarna meritev za ocenjevanje uspesˇnosti dolgorocˇnega sledilnika
pri nasˇih eksperimentih.
Pri vsakem eksperimentu izmerimo sˇe hitrost delovanja. Hitrost se izmeri
kot povprecˇno sˇtevilo obdelanih slik na sekundo.
4.2.3 Analiza nastavitev predlaganja regij
V tem poglavju analiziramo vpliv sˇtevila, velikosti ter razmerja stranic pre-
dlaganih regij na dolgorocˇnost sledenja. Eksperimente smo izvedli po proto-
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kolu, ki ga opiˇsemo v Poglavju 4.2.1. Za ta eksperiment smo sledilnik pognali
brez posodabljanja predloge in parametrov mrezˇe, ker nas pri tem eksperi-
mentu zanima zgolj delovanje posodabljanja okvirja. Izmerili smo rezultate
treh nastavitev generiranja predlaganih regij. Nastavitve smo predstavili v
Tabeli 4.1. Ostali parametri so enaki kot smo jih opisali v Poglavju 4.1.
Sledilnik Razmerja plosˇcˇin Razmerja dolzˇin stranic
SiamRP-LT1 0,5; 1; 2 0,5; 1; 2
SiamRP-LT2 0,33; 0,5; 1; 2; 3 0,5; 0,66; 1; 1,5; 2
SiamRP-LT3 0,5; 0,66; 1; 1,5; 2 0,5; 0,66; 1; 1,5; 2
Tabela 4.1: Nastavitve seznamov razmerij dolzˇin stranic in plosˇcˇin za gene-
riranje predlaganih regij. SiamRP-LT1 generira skupno 9 predlaganih regij,
SiamRP-LT2 in SiamRP-LT3 pa 25.
Tabela 4.2 nam pokazˇe izmerjeno F-mero in hitrost testiranja sledilni-
kov SiamRP-LT1, SiamRP-LT2 in SiamRP-LT3. Vidimo, da je SiamRP-LT3
dosegel najvecˇjo F-mero, za priblizˇno 21% vecˇ kot SiamRP-LT1 in 26% vecˇ
kot SiamRP-LT2. Zanimivo je, da SiamRP-LT2 desezˇe najslabsˇe rezultate,
slabsˇe kot SiamRP-LT1, ki generira manj regij. Razlog za to je, da se ob
izginjanju objekta okvir izrazito pomanjˇsa preden sledilnik zazna odpoved,
kot to prikazuje Slika 4.1. Ko objekt izgine ga sledilnik tezˇko ponovno de-
tektira, ker je okvir precej manjˇsi od objekta in pa ker regija iskanja postane
precej manjˇsa kot celotna slika iskanja, tako da regija iskanja niti ne zajema
objekta sledenja.
Hitrost delovanja je prikazana na drugem stolpcu Tabele 4.2 in pred-
stavlja sˇtevilo obdelanih slik na sekundo. SiamRP-LT1 je najhitrejˇsi, ker
generira 9 predlaganih regij in tako izvede 9 primerjav s predlogo, v primer-
javi z ostalima dvema, ki izvedeta 25 primerjav. SiamRP-LT3 je priblizˇno
10% pocˇasnejˇsi, vendar glede na boljˇse rezultate pri F-meri, priklicu in na-
tancˇnosti, je to zanemarljivo. SiamRP-LT2 pa je najpocˇasnejˇsi. Razloga tega
je, ker sledenje odpove in tako pri velikem sˇtevilu slik zazna odpoved, s tem
pa se podvoji velikost regije iskanja in tako se povecˇa cˇasovna zahtevnost.
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Slika 4.1: Prikazuje zaporedje slik, kjer objekt sledenja izgine iz pogleda
kamere. SiamRP-LT1 predstavlja moder, SiamRP-LT2 zelen in SiamRP-LT3
rdecˇ okvir. Zatemnjena barva okvirja pa predstavlja negotovo detekcijo.
Eksperiment F-mera Hitrost [slike/s]
SiamRP-LT1 0.27 9.78
SiamRP-LT2 0.25 8.08
SiamRP-LT3 0.34 8.78
Tabela 4.2: Izmerjena F-mera in hitrost na zbirki LTB35 [21] razlicˇnih na-
stavitev generiranja predlaganih regij. Rdecˇa predstavlja najboljˇsi rezultat,
modra drugo, zelena pa tretje mesto.
Slika 4.2 prikazuje povprecˇno krivuljo natancˇnost-priklic vseh sekvenc
iz LTB35 [21]. Blizˇje kot je krivulja desnemu zgornjemu kotu, boljˇse je
dolgorocˇno sledenje. Iz grafa se vidi, da je nastavitev sledilnika SiamRP-LT3
boljˇsa od ostalih dveh, ker dosezˇe vecˇjo preciznost in priklic od ostalih dveh
predlaganih sledilnikov.
S temi eksperimenti smo ugotovili, da sˇtevilo predlaganih regij lahko pre-
cej vpliva na uspesˇnost sledenja. Vendar bolj kljucˇna za uspesˇnost je nasta-
vaitev velikosti in dolzˇin stranic. Dobra nastavitev je, da so razmaki med
plosˇcˇinam in dolzˇinam strani predlaganih regij manjˇsi, da se med sledenjem
okvir lahko posodobi vecˇkrat, vendar je sprememba velikosti in razmerja
stranic te posodobitve manjˇsa.
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Slika 4.2: Slika prikazuje povprecˇno krivuljo preciznost-priklic eksperimentov
analize.
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4.2.4 Analiza prilagajanja vizualnega modela
V tem poglavju analiziramo predlagani metodi za prilagajanje vizualnega
modela med sledenjem, ki jih opiˇsemo v Poglavju 3.3.2 in Poglavju 3.3.3.
Eksperimente smo izvedli po protokolu, ki ga opiˇsemo v Poglavju 4.2.1. Pa-
rametre smo uporabili enake, kot jih opiˇsemo v Poglavju 4.1. Za generiranje
predlaganih regij pa smo uporabili nastavitev iz Poglavja 4.2.3, ki je dosegla
najviˇsjo F-mero.
Izvedli smo sˇtiri eksperimente s sˇtirimi sledilniki, katerih imena in nasta-
vitve so sledecˇe:
• SiamRP-LT: sledilnik brez predlaganih metod, za primerjavo
• SiamRP-LT+Ut: sledilnik s posodabljanjem predloge, kot opiˇsemo
v Poglavju 3.3.2
• SiamRP-LT+Ft: sledilnik s finim prilagajanjem parametrov mrezˇe,
kot opiˇsemo v Poglavju 3.3.3
• SiamRP-LT+Ut+Ft: sledilnik s posodabljanjem predloge in finim
prilagajanjem parametrov mrezˇe
Da smo se izognili prekomernemu prilagajanju parametrov mrezˇe, smo funk-
cijo finega prilagajanja omejili, da se po izvajanju lahko ponovno izvede sˇele
po 40 zaporednih slikah. Pravtako, se izkazˇe, da se pri uporabi finega pri-
lagajanja mrezˇe povecˇa naklonjenost izbire manjˇsih predlaganih regij, zato
smo sledilnikoma SiamRP-LT+Ft in SiamRP-LT+Ut+Ft podvojili faktor
naklonjenosti (3.7) tako, da smo nastavili bv = 5.
Izmerjeni F-mera in hitrost vsakega eksperimenta povzame Tabela 4.3.
Sledilnik brez prilagajanja SiamRP-LT ima povprecˇno F-mero 0.34. Cˇe temu
sledilniku dodamo fino prilagajanje parametrov, kot to predstavlja sledilnik
SiamRP-LT+Ft, potem izmerimo F-mero 0.38, kar je 11% boljˇse kot pri
SiamRP-LT. Vendar SiamRP-LT+Ft deluje s hitrostjo 4.7 slik na sekundo,
kar je za 47% pocˇasneje kot pa pri SiamRP-LT, ki obdela 8.78 slik na sekundo.
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Cˇe pa med sledenjem posodabljamo predlogo, pa pri SiamRP-LT+Ut izme-
rimo F-mero 0.22, pri SiamRP-LT+Ut+Ft pa 0.20. V primeru, da sledilniku
SiamRP-LT dodamo posodabljanje predloge, se njegova izmerjena F-mera
poslabsˇa za priblizˇno 32%, cˇe pa enako funkcionalnost dodamo sledilniku
SiamRP-LT+Ft, pa se F-mera poslabsˇa za 47%.
Razlog za slabsˇo uspesˇnost dolgorocˇnega sledenja sledilnikov, ki posoda-
bljajo predlogo je, da se z vsako posodobitvijo prvotna predstavitev tarcˇe
zamegli. S tem pa postane detekcija sledenega objekta in zaznavanje odpo-
vedi sledenja nepredvidljivo. Elementi tenzorja predloge se lahko spremenijo
v taki meri, da sledilnik ne zazna odpovedi, temvecˇ je kljub napacˇni loka-
lizaciji siguren. Vcˇasih celo velja neenacˇba (3.16) in sledilnik posodablja
t = 50 t = 550 t = 850 t = 1150
Slika 4.3: Prikazuje izmerjeno gotovost na sekvenci yamaha za vsakega od
testiranih sledilnikov. Graf je sivo obarvan tam, kjer objekt sledenja izgine
iz pogleda. Vecˇja kot je vrednost bolj negotova je detekcija, cˇe pa presezˇe
cˇrno vodoravnico pa sledilnik zazna odpoved. Nad grafom pa so rezultati
lokalizacije v iteracijah 50, 550, 850, 1150.
predlogo, ko lokalizacija ni uspesˇna. Takrat sledenje hitro odpove, ker sledil-
nik zacˇne izbirati manjˇse predlagane regije, ker predstavitev izgleda objekta
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na predlogi pocˇasi izginja in izbiranje predlaganega okvirja postane nepred-
vidljivo. Pri sledilniku SiamRP-LT+Ut+Ft je to sˇe bolj problematicˇno, saj
parametre mrezˇe takrat ne prilagajamo na izgled tarcˇe. To je prikazano na
Sliki 4.3, kjer se okvir pri SiamRP-LT+Ut in SiamRP-LT+Ut+Ft ob izgu-
ljeni tarcˇi izrazito pomanjˇsa. Ko je enkrat okvir precej manjˇsi od tarcˇe, se
skoraj ne mora vecˇ popraviti, da bi zajemal celotno tarcˇo, ker takrat pona-
vadi zazna odpoved, sledilnik pa ob zaznani odpovedi okvirja ne posodablja.
Prav tako pa ni zagotovila, da bo takrat korelacija vecˇjih predlaganih regijah
s predlogo vecˇja kot pri ostalih predlaganih regijah.
Sledilnik F-mera Hitrost [slike/s]
SiamRP-LT 0.34 8.78
SiamRP-LT+Ut 0.22 8.43
SiamRP-LT+Ft 0.38 4.70
SiamRP-LT+Ut+Ft 0.20 4.70
Tabela 4.3: Izmerjena F-mera in hitrost na zbirki LTB35 [21] eksperimentov.
Rdecˇa pisava predstavlja najboljˇsi rezultat, modra drugo, zelena pa tretje
mesto.
Slika 4.4 prikazuje krivuljo preciznost-priklic za vsakega od eksperimen-
tov. Blizˇje kot je krivulja zgornjemu desnemu kotu, boljˇse je sledenje. Na
grafu se vidi vpliv razlicˇne modifikacije. Cˇe dodamo sledilniku SiamRP-LT
fino prilagajanje parametrov mrezˇe, potem se preciznost kot priklic povecˇata,
vendar v zameno za hitrost delovanja. Saj je ucˇenje konvolucijske nevronske
mrezˇe cˇasovno in prostorsko precej zahtevno.
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Slika 4.4: Slika prikazuje povprecˇno krivuljo preciznost-priklic za sledilnike
iz analize.
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4.3 Primerjava s sorodnimi deli
Sledilnika SiamRP-LT in SiamRP-LT+Ft smo primerjali s 15 metodami, ki
so bile objavljene na tekmovanju VOT-LT2018 [16] za dolgorocˇne sledilnike.
Meritve uspesˇnosti so F-mera, natancˇnost in priklic, ki jih izracˇunamo na
nacˇin, kot ga opiˇsemo v Poglavju 4.2.2. Eksperimenti potekajo po protokolu,
ki ga opiˇsemo v Poglavju 4.2.1. Tekmovanje VOT-LT2018 [16] je sestavljeno
iz dveh eksperimentov: (i) uspesˇnost dolgorocˇnega sledenja, (ii) uspesˇnost
ponovne detekcije. Mi smo izvedli le eksperiment za merjenje uspesˇnosti
dolgorocˇnega sledenja in rezultate primerjali z ostalimi. Rezultati metod
tekmovanja so na voljo na uradni spletni strani VOT tekmovanja in so bolj
podrobno predstavljeni v cˇlanku [15].
V Tabeli 4.4 so prikazane F-mera in hitrost sledilnikov SiamRP-LT in
SiamRP-LT+Ft in ostalih metod iz tekmovanja VOT-LT2018 [16]. Slika 4.5
pa prikazuje krivuljo preciznost-priklic za vsak sledilnik iz Tabele 4.4. Glede
na F-mero se je SiamRP-LT uvrstil na dvanajsto mesto, SiamRP-LT+Ft
pa si z sledilnikom SiamFCDet deli enajsto mesto. Od zmagovalnega sle-
dilnika MBMD, je F-mera SiamRP-LT manjˇsa za 41%, pri SiamRP-LT+Ft
pa za 35%. Glede na hitrost delovanja, pa je SiamRP-LT deveti najhitrejˇsi,
SiamRP-LT+Ft pa trinajsti najhitrejˇsi, vendar moramo uposˇtevati, da upo-
rabljena strojna oprema ni enaka kot pri metodah tekmovanja.
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Sledilnik F-mera Hitrost [slike/s]
1. MBMD 0.58 2.71
2. DaSiam LT 0.58 20.81
3. MMLT 0.52 6.15
4. LTSINT 0.51 15.97
5. SYT 0.48 17.77
6. PTAVplus 0.46 2.01
7. FuCoLoT 0.46 6.78
8. SiamVGG 0.44 33.17
9. SLT 0.43 14.89
10. SiamFC 0.41 38.75
11. SiamFCDet 0.38 5.75
12. SiamRP-LT+Ft 0.38 4.70
13. SiamRP-LT 0.34 8.78
14. HMMTxD 0.32 3.53
15. SAPKLTF 0.31 17.92
16. ASMS 0.29 98.88
17. FoT 0.11 117.56
Tabela 4.4: Prikazuje F-mero in hitrost dveh sledilnikov SiamRP-LT in
SiamRP-LT+Ft in metod iz tekmovanja VOT-LT2018 [16]. Rdecˇa pisava
predstavlja najboljˇsi rezultat, modra drugo, zelena pa tretje mesto.
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Slika 4.5: Slika prikazuje povprecˇno krivuljo preciznost-priklic eksperimentov
za vse sledilnike iz tekmovanja VOT-LT2018 in sledilnikov SiamRP-LT in
SiamRP-LT+Ft.
Poglavje 5
Sklepne ugotovitve
V delu predlagamo metodo sledenja poljubnih objektov na sekvenci slik. Me-
toda temelji na uporabi siamske arhitekture konvolucijske nevronske mrezˇe,
kjer s predlogo poiˇscˇemo lokacijo sledenega objekta. S krizˇno korelacijo iz-
merimo ujemanje med predlogo in tenzorjem znacˇilk slike po prehodu skozi
konvolucijsko nevronsko mrezˇo. Predloga je tenzor znacˇilk, ki predstavlja
izsek objekta sledenja iz prve slike po prehodu skozi konvolucijsko nevron-
sko mrezˇo. Predlagamo metodo posodabljanja okvirja, kjer uporabimo neko
dolocˇeno sˇtevilo predlaganih regij in za okvir izberemo tisto, katere korelacija
s predlogo je najvecˇja. Dodali smo sˇe merjenje sigurnosti pravilne detekcije,
kar nam omogocˇi izvajanje dolgorocˇnega sledenja. Predlagamo tudi dve me-
todi za prilagajanje na barvno predstavitev tarcˇe in ozadja, kjer ena posoda-
blja predlogo, druga pa fino prilagaja parametre mrezˇe, da povecˇa korelacijo
med predlogo in izgledom tarcˇe, ko je detekcija dovolj gotova.
Analiziramo kako na uspesˇnost dolgorocˇnega sledenja vplivajo razlicˇne
nastavitve velikosti in razmerij stranic predlaganih regij. Rezultati so poka-
zali, da je dobra nastavitev predlaganih regij taka, da so razmaki velikosti in
razmerij stranic manjˇsi. Tako se okvir bolj pogosto posodobi, vendar prilago-
ditev predstavlja manjˇso spremembo. Analizirali smo tudi kako se obneseta
predlagani metodi za prilagajanje na vizualno predstavitev tarcˇe. Izkazalo
se je, da posodabljanje predloge precej poslabsˇa uspesˇnost dolgorocˇnega sle-
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denja. Fino prilagajanje parametrov mrezˇe pa povecˇa preciznost in priklic
sledenja, vendar je bolj cˇasovno in prostorsko zahtevno.
Predlagano metodo smo primerjali z metodami, ki so se udelezˇile tekmo-
vanja VOT-LT2018 [16]. Metoda SiamRP-LT+Ft, ki uporablja fino prilaga-
janje, se je uvrstila na 11. mesto od 15 objavljenih metod.
5.1 Nadaljnje delo
Po analizi delovanja smo razmiˇsljali kako bi povecˇali uspesˇnost sledenja.
Glede na uspeh pri dodajanju finega prilagajanja parametrov merzˇe, bi lahko
to funkcijo izboljˇsali tako, da bi med sledenjem hranili pozitivne in negativne
vzorce in tako zbrali vecˇjo ucˇno mnozˇico. To bi zmanjˇsalo verjetnost preve-
like prilagoditve parametrov in bi bila mrezˇa manj obcˇutljiva na spremembo
izgleda sledenega objekta.
Ker je SiamRP-LT precej pocˇasen, bi lahko za pohitritev uporabili manj
globoko mrezˇo. Sedaj uporabimo mrezˇo, ki je naucˇena za klasifikacijo slik
v 1000 razlicˇnih razredov. Lahko pa bi uporabili bolj plitvo mrezˇo, ki bi jo
naucˇili klasifikacije v 2 razreda, ospredje in ozadje. Nato pa bi med sledenjem
s finim prilagajanjem naucˇili mrezˇo na prepoznavanje specificˇnega objekta,
ki mu sledimo.
Tretja mozˇno izboljˇsava pa je uporaba regresorja. Naucˇili bi regresor, ki
bi predlagal zamik in skalo predlaganih regij. Tako bi izboljˇsali prilagajanje
okvirja, kar bi zviˇsalo natancˇnost sledenja.
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