Introduction and statement of results
Hopf algebras and their character groups appear in a variety of mathematical and physical contexts. To name just a few, they arise in non-commutative geometry, renormalisation of quantum field theory (see [CK98] ) and numerical analysis (cf. [Bro04] ). We recommend [Car07] as a convenient introduction to Hopf algebras and their historical development.
In their seminal work [CK00, CK01] Connes and Kreimer associate to the group of characters of a Hopf algebra of Feynman graphs a Lie algebra. It turns out that this (infinite-dimensional) Lie algebra is an important tool to analyse the structure of the character group. In fact, the character group is then called "infinite-dimensional Lie group" meaning that it is associated to an infinite-dimensional Lie algebra. Moreover, it is always possible to construct a Lie algebra associated to the character group of a Hopf algebra. These constructions are purely algebraic in nature and one may ask, whether the Lie algebras constructed in this way are connected to some kind of Lie group structure on the character group. Indeed, in [BS14] the character group of the Hopf algebra of rooted trees was turned into an infinite-dimensional Lie group. Its Lie algebra is closely related to the Lie algebra constructed in [CK98] for the character group.
These observations hint at a general theme which we explore in the present paper. Our aim is to study character groups (with values in a commutative locally convex algebra) of a Hopf algebra from the perspective of infinite-dimensional Lie theory. We base our investigation on a concept of C r -maps between locally convex spaces known as Keller's C r c -theory 1 [Kel74] (see [Mil84, Glö02b, Nee06] for streamlined expositions and Appendix A for a quick reference). In the framework of this theory, we treat infinitedimensional Lie group structures for character groups of Hopf algebras. If the Hopf algebra is graded and connected, it turns out that the character group can be made into an infinite-dimensional Lie group. We then investigate Lie theoretic properties of these groups and some of their subgroups. In particular, the Lie algebra associated to the Lie group structure on the group of characters turns out to be the Lie algebra of infinitesimal characters.
The character group of an arbitrary Hopf algebra can in general not be turned into an infinite-dimensional Lie group and we provide an explicit example for this behaviour. However, it turns out that the character group of an arbitrary Hopf algebra (with values in a finite dimensional algebra) is always a topological group with strong structural properties, i.e. it is always the projective limit of finite dimensional Lie groups. Groups with these properties are accessible to Lie theoretic methods (cf. [HM07] ) albeit they may not admit a differential structure.
We now go into some more detail and explain the main results of the present paper. Let us recall first the definition of the character group of a Hopf algebra (H, m H , 1 H , ∆ H , ε H , S H ) over the field K ∈ {R, C}. It is well known that for a certain type of Hopf algebra (e.g. graded and connected) the exponential series induces a bijective map g(H, B) → G(H, B). In this setting, the ambient algebra (Hom K (H, B), ⋆) becomes a locally convex algebra with respect to the topology of pointwise convergence and we obtain the following result.
Theorem A Let H be a graded and connected Hopf algebra and B a commutative locally convex algebra, then the group G(H, B) of B-valued characters of H is a (Kanalytic) Lie group.
The Lie algebra of G(H, B) is the Lie algebra g(H, B) of infinitesimal characters.
Note that this Lie group structure recovers the Lie group structure on the character group of the Hopf algebra of rooted trees which has been constructed in [BS14] . For further information we refer to Example 4.7.
We then investigate the Lie theoretic properties of the character group of a graded connected Hopf algebra. To understand these results first recall the notion of regularity for Lie groups.
Let G be a Lie group modelled on a locally convex space, with identity element 1, and r ∈ N 0 ∪ {∞}. We use the tangent map of the left translation λ g : G → G, x → xg by g ∈ G to define v.g := T 1 λ g (v) ∈ T g G for v ∈ T 1 (G) =: L(G). Following [Dah11] and [Glö15] , G is called is smooth. If G is C r -regular and r ≤ s, then G is also C s -regular. A C ∞ -regular Lie group G is called regular (in the sense of Milnor ) -a property first defined in [Mil84] . Every finite dimensional Lie group is C 0 -regular (cf. [Nee06] ). Several important results in infinite-dimensional Lie theory are only available for regular Lie groups (see [Mil84, Nee06, Glö15] , cf. also [KM97] and the references therein).
Concerning the Lie theoretic properties of the character groups our results subsume the following theorem.
Theorem B Let H be a graded and connected Hopf algebra and B be a commutative locally convex algebra.
(a) Then G(H, B) is a Baker-Campbell-Hausdorff-Lie group which is exponential, i.e. the Lie group exponential map is a global K-analytic diffeomorphism.
(b) If B is a sequentially complete continuous inverse algebra then G(H, B) is a C 0 -regular Lie group.
We then turn to a class of closed subgroups of character groups which turn out to be closed Lie subgroups. For a Hopf ideal J of a Hopf algebra H, consider the annihilator Ann(J , B) := {φ ∈ Hom K (H, B) | φ(a) = 0 B , ∀a ∈ J }.
Then Ann(J , B) ∩ G(H, B) becomes a subgroup and we obtain the following result.
Theorem C Let H be a connected and graded Hopf algebra and B be a commutative locally convex algebra. (b) There is a canonical isomorphism of (topological) groups Ann(J , B)∩G(H, B) ∼ = G(H/J , B), where H/J is the quotient Hopf algebra. If H/J is a connected and graded Hopf algebra (e.g. J is a homogeneous ideal) then this map is an isomorphism of Lie groups.
Note that in general H/J will not be graded and connected. In these cases the isomorphism Ann(J , B)∩G(H, B) ∼ = G(H/J , B) extends the construction of Lie group structures for character groups to Hopf algebras which are quotients of connected and graded Hopf algebras. However, this does not entail that the character groups of all Hopf algebras are infinite-dimensional Lie groups. In general, the character group will only be a topological group with respect to the topology of pointwise convergence. We refer to Example 4.10 for an explicit counter example of a character group which can not be turned into an infinite-dimensional Lie group.
Finally, we consider a class of character groups of (non-graded) Hopf algebras whose topological group structure is accessible to Lie theoretic methods. The class of characters we consider are character groups with values in an algebra which is "weakly complete". Recall that an algebra B is called weakly complete if as a topological vector space B is isomorphic to the topological vector space K I for some index set I. (All finite dimensional algebras are weakly complete, we refer to the Diagram B.1 and Appendix C for more information.) Then we obtain the following result:
Theorem D Let H be an arbitrary Hopf algebra and B be a commutative weakly complete algebra. Then the following holds (a) the topological group G(H, B) is a projective limit of finite dimensional Lie groups (a pro-Lie group in the sense of [HM07] ).
A pro-Lie group is associated to a Lie algebra which we identify for G(H, B):
is the Lie algebra of infinitesimal characters g(H, B).
Note that pro-Lie groups are in general only topological groups without a differentiable structure attached to them. However, these groups admit a Lie theory which has been developed in the extensive monograph [HM07] . The results on the pro-Lie structure are somewhat complementary to the infinite-dimensional Lie group structure. If the Hopf algebra H is graded and connected and B is a commutative weakly complete algebra, then the pro-Lie group structure of G(H, B) is compatible with the infinite-dimensional Lie group structure of G(H, B) obtained in Theorem A.
The paper is organised as follows: Before we prove the main results, we compile in a preliminary section statements on a certain type of locally convex algebra. This eases the construction of the Lie group structures and enables the rather technical proof of regularity properties for character groups. After establishing these results, we collect in Section 4 important (counter-)examples for Lie group structures on character groups of Hopf algebras. Finally, we identify character groups of non-graded Hopf algebras with values in weakly complete algebras as pro-Lie groups in Section 5.
For the reader's convenience basic facts needed throughout the article are compiled in Appendix A (on calculus in locally convex spaces and infinite-dimensional manifolds) and in Appendix B (on graded algebras and characters). Finally, Appendix C develops a broader categorical framework in which the constructions of the Lie group structures can be understood.
Linear maps on (connected) coalgebras
In this preliminary section we collect first some basic results and notations used throughout the paper (also cf. Appendices A -C). Most of the results are not new, however, we state them together with a proof for the reader's convenience.
Notation
We write N := {1, 2, 3, . . .}, and N 0 := N ∪ {0}. Throughout this article (with the exception of Appendix C), K denotes either the field R of real or the field C of complex numbers.
1.2 (Terminology) By the term (co-)algebra, we always mean an (co-)associative unital K-(co-)algebra. The unit group or group of units of an algebra A is the group of its invertible elements and is denoted by A × . A locally convex space is a locally convex Hausdorff topological vector space. and a weakly complete space is a locally convex space which is topologically isomorphic to K I for an index set I (see Definition C.1). A locally convex algebra (weakly complete) algebra is a topological algebra whose underlying topological space is locally convex (weakly complete). (see also Lemma 5.3) Finally, a continuous inverse algebra (CIA) is a locally convex algebra with an open unit group and a continuous inversion.
If we want to emphasize that an algebraic structure, such as a vector space or an algebra, carries no topology, we call it an abstract vector space or abstract algebra, etc.
1.3 (Algebra of linear maps on a coalgebra) Throughout this section, let C = (C, ∆ C , ε C ) denote an abstract coalgebra and let B denote a locally convex topological algebra, e.g. a Banach algebra. Then we consider the locally convex space
of all K-linear maps from C into B. We will give this space the topology of pointwise convergence, i.e. we embed A into the product space B C with the product topology. The most interesting case is B = K: In this case, A is the algebraic dual of the abstract vector space C with the weak*-topology.
The space A becomes a unital algebra with respect to the convolution product (cf. [Swe69, Section IV])
The unit with respect to the convolution is the map 1 A = u B • ε C where we defined
We will now show that the map ⋆ : A × A → A is continuous, hence turns (A, ⋆) into a locally convex algebra:
Since the range space A = Hom K (C, B) carries the topology of pointwise convergence, we fix an element c ∈ C. We write ∆ C (c) ∈ C ⊗ C in Sweedler's sigma notation (see [Kas95, Notation 1.6] or [Swe69, Section 1.2]) as a finite sum
Then the convolution product φ ⋆ ψ evaluated at point c is of the form:
This expression is continuous in (φ, ψ) since point evaluations are continuous as well as multiplication in the locally convex algebra B. Note that we did not need to put a topology on the space B ⊗ B nor did we say anything about the continuity of the linear map m B : B ⊗ B → B.
1.4 Lemma (Properties of the space A) Let A = Hom K (C, B) as above.
(a) As a locally convex space (without algebra structure), the space A is isomorphic to B I , where the cardinality of the index set I is equal to the dimension of C.
(b) If the vector space C is of countable dimension and B is a Fréchet space, A is a Fréchet space as well.
(c) The locally convex algebra A is (Mackey/sequentially) complete if and only if the algebra B is (Mackey/sequentially) complete.
Proof. (a) A linear map is uniquely determined by its valued on a basis (c i ) i∈I of C.
(b) As a locally convex space A ∼ = B I . Since I is countable and B is a Fréchet space, A is a countable product of Fréchet spaces, whence a Fréchet space.
(c) By part (a), B is a closed vector subspace of A. So every completeness property of A is inherited by B. On the other hand, products of Mackey complete (sequentially complete, complete) spaces are again of this type.
The terms abstract gradings and dense gradings used in the next lemma are defined in B.2 and B.3, respectively.
1.5 Lemma Let C be an abstract coalgebra, let B be a locally convex algebra, and set A = Hom K (C, B) as above.
(a) If C admits an (abstract) grading C = ∞ n=0 C n , the bijection
(1)
turns A into a densely graded algebra with respect to (Hom K (C n , B)) n∈N0 .
(b) If in addition C is connected and B is a CIA, then A is a CIA as well.
Proof. (a) It is clear that the map (1) is an isomorphism of topological vector spaces. Via this dualisation, the axioms of the graded coalgebra (see B.2 (c) directly translate to the axioms of densely graded locally convex algebra (see B.3 (b)).
(b) By B.8, we know that the densely graded locally convex algebra A is a CIA, if
is a CIA. Since we assume that C is connected, this means that C ∼ = K and hence A 0 ∼ = B. The assertion follows.
Before continuing the reader should review necessary facts in Appendix A and B. From Lemma 1.5 and A.7 one easily deduce the following proposition.
Proposition (A
× is a Lie group) Let C be an abstract graded connected coalgebra and let B be a Mackey complete CIA. Then the unit group A × of the densely graded algebra A = (Hom K (C, B), ⋆) is a BCH-Lie group. The Lie algebra of the group A × is (A, [·, ·]), where [·, ·] denotes the usual commutator bracket.
Furthermore, the exponential function of this Lie group is given by the exponential series and hence coincides on the ideal I A with the exponential function constructed in Lemma B.6.
Theorem (Regularity of A
× ) Let C be an abstract graded connected coalgebra and let B be a Mackey complete CIA. As above, we set A := (Hom K (C, B), ⋆) and assume that B is commutative or locally m-convex (the topology is generated by a system of submultiplicative seminorms).
(b) If in addition, the space B is sequentially complete, then A × is C 0 -regular.
In both cases the associated evolution map is even K-analytic.
Theorem 1.7 will follow easily once we have established the following lemma:
1.8 Lemma Let B be a locally convex algebra with the (GN)-property (see Definition A.8) and let C be an abstract coalgebra. Then A := (Hom K (C, B), ⋆) has the (GN)-property, too.
Proof. Let P be a continuous seminorm on A. Since A is endowed with the topology of pointwise convergence, we may assume that P is of the form
for a fixed element c ∈ C and a fixed continuous seminorm p on the algebra B.
The algebra B has the (GN)-property, hence there is a continuous seminorm q on B and a number M B ≥ 0 such that µ More generally, the space D ⊗n is endowed with the n-fold tensor product norm
Now, we define recursively
Fix a number R ≥ 1 such that ∆ D (1),(2) ≤ R. Then for all n ∈ N, we have
Using the seminorm q on the algebra B and the norm · (1) on D, we may define the seminorm Q :
Let n ∈ N be given. We want to show that µ
We can now finally give the proof of the main theorem of this section:
Proof of Theorem 1.7. Since B is commutative or locally m-convex, the algebra B has the (GN)-property by A.10. We apply Lemma 1.8 to conclude that A := Hom K (C, B) has the (GN)-property as well. By Lemma 1.4, we know that A and B share the same completeness properties, i.e. the algebra A is Mackey complete if B is so and the same hold for sequential completeness. In conclusion, the assertion follows directly from A.9.
Characters on graded connected Hopf algebras
In this section we construct Lie group structures on character groups of (graded and connected) Hopf algebras.
2.1 Throughout this section, let H = (H, m H , u H , ∆ H , ε H , S H ) be a fixed Hopf algebra and let B be a fixed commutative locally convex algebra.
Using only the coalgebra structure of H, we obtain the locally convex algebra
Note that our framework generalises the special case B = K which is also an interesting case. For example, the Hopf algebra of rooted trees (see Example 4.6) is a connected, graded Hopf algebra and its group of K-valued characters turns out to be the Butcher group from numerical analysis (cf. Example 4.7).
We will now consider groups of characters of Hopf algebras:
Another way of saying this is that φ ∈ A is a character, if
The set of characters is denoted by G(H, B).
Lemma
The set of characters G(H, B) is a closed subgroup of (A × , ⋆). With the induced topology, G(H, B) is a topological group. Inversion in this group is given by the map φ → φ • S H and the unit element is
Proof. The fact that the characters of a Hopf algebra form a group with respect to the convolution product is well-known, see for example [Man06, Proposition II.4.1 3)]. Note that in loc.cit. this is only stated for a connected graded Hopf algebra although the proof does not use the grading at all. The closedness of G(H, B) follows directly from Definition 2.2 and the fact that we use the topology of pointwise convergence on A. Continuity of the convolution product was shown in 1.3. Inversion is continuous as the precomposition with the antipode is obviously continuous with respect to pointwise convergence.
Our goal in this section is to turn the group of characters into a Lie group. Hence, we need a modelling space for this group. This leads to the following definition:
which means for a, b ∈ H that φ(ab) = φ(a)ε H (b) + ε H (a)φ(b). We denote by g(H, B) the set of all infinitesimal characters. 2.6 From now on we assume for the rest of this section that the Hopf algebra H is graded and connected (see B.2). Thus by Lemma 1.5 the locally convex algebra
H n is assumed to be connected and we have H 0 = K1 H , whence φ| H0 = 0. Translating this to the densely graded algebra A, we observe g(H, B) ⊆ I A .
Similarly, a character maps 1 H to 1 B by definition. Hence, G(H, B) ⊆ 1 A + I A .
Theorem
Let H be an abstract graded connected Hopf algebra H. For any commutative locally convex algebra B, the group G(H, B) of B-valued characters of H is a (K−analytic) Lie group. Furthermore, we observe the following properties
is the Lie algebra g(H, B) of infinitesimal characters with the commutator bracket [φ, ψ ] = φ ⋆ ψ − ψ ⋆ φ.
(ii) G(H, B) is a BCH-Lie group which is exponential, i.e. the exponential map is a global K-analytic diffeomorphism and is given by the exponential series.
(iii) The model space of G(H, B) is a Fréchet space whenever H is of countable dimension (e.g. a Hopf algebra of finite type) and B is a Fréchet space (e.g. a Banach algebra or a finite dimensional algebra).
In the special case that B is a weakly complete algebra, the modelling space g(H, B) is weakly complete as well.
2.8 Remark Note that character groups of (graded and connected) Hopf algebras with values in locally convex algebras arise naturally in application in physics. Namely, in renormalisation of quantum field theories one considers characters with values in algebras of polynomials or the algebra of germs of meromorphic functions (see e.g. [Man06] ).
Proof of Theorem 2.7. The locally convex algebra A = Hom K (H, B) is densely graded. Hence, by Lemma B.6, the exponential series converges on the closed vector subspace I A and defines a C ω K -diffeomorphism:
This implies that the closed vector subspace g(H, B) is mapped to a closed analytic submanifold of 1 A + I A ⊆ A. By Lemma B.10, we obtain a commutative diagram 
Hence, we take the tangent map at point 0 in the diagram (5) to obtain:
. It remains to show that the Lie bracket on T 1A (G(H, B)) induced by the Lie group structure is the commutator bracket on g(H, B). This is what we will show in the following:
For a fixed φ ∈ G(H, B), the inner automorphism c φ :
is a restriction of continuous linear map on the ambient space A.
Taking the derivative of c φ we obtain the usual formula for the adjoint action
For fixed ψ ∈ g(H, B), this formula can be considered as a restriction of a continuous polynomial in φ. We then define ad := T 1A Ad(·).ψ (cf. [Nee06, Example II.3.9]) which yields the Lie bracket of φ and ψ in g(H, B):
Recall that the antipode is an anti-coalgebra morphism by [Maj95, Proposition 1.3.1]. Thus the map A → A, f → f • S is an anti-algebra morphism which is continuous with respect to the topology of pointwise convergence. We conclude for an infinitesimal character φ that exp
is the inverse of exp A (φ) with respect to ⋆. As exp A restricts to a bijection from g(H, B) to G(H, B) we derive from Lemma B.7 (a) that φ • S = −φ. This implies together with (6) 
(ii) We already know that the exponential series defines an analytic diffeomorphism Exp: g(H, B) → G(H, B) between Lie algebra and Lie group. It only remains to show that Exp is the exponential function of the Lie group. To this end let φ ∈ g(H, B) be given. The analytic curve
is a group homomorphism by Lemma B.7 (a) and we have γ We now turn to the question whether the Lie group constructed in Theorem 2.7 is a regular Lie group. To derive the regularity condition, we need to restrict our choice of target algebras to Mackey complete CIAs.
2.9
Theorem Let H be a graded and connected Hopf algebra and B be a Mackey complete commutative CIA.
In both cases, the associated evolution map is even a K-analytic map.
Proof. We have already seen in Lemma 2.3 that G(H, B) is a closed subgroup of the ambient group of units of the CIA A = (Hom K (H, B), ⋆). × is a C 1 -regular Lie group which is even C 0 -regular if B is sequentially complete. Hence, we fix k ∈ {0, 1} and assume that B is sequentially complete in the case k = 0. Let us prove now that the C k -regularity of A × implies that G(H, B) is C k -regular. Our first goal is to show that G(H, B) is C k -semiregular, i.e. that every C k -curve into the Lie algebra g(H, B) admits a C k+1 -evolution in the character group (cf. [Glö15] ). To this end, let us recall the explicit regularity condition for the unit group.
Step 1: The initial value problem for C k -regularity in the group A × . The Lie group A × is open in the CIA A. Take the canonical identification T A × ∼ = A × × A. Recall that the group operation of A × is the restriction of the bilinear convolution
Then the identification of the tangent spaces yields T 1A λ θ (X) = θ⋆X for all X ∈ T 1A A × = A. Summing up, the initial value problem associated to C k -regularity of A × becomes
where
and solves (7) with respect to γ. We will now show that η takes its values in G(H, B).
Step 2: An auxiliary map to see that
If F vanishes identically, the evolution η is multiplicative for each fixed t. Note that as η is a C k+1 -curve and A carries the topology of pointwise convergence, for each
. Thus for each pair (x, y) ∈ H × H the fundamental theorem of calculus yields
To evaluate this expression we compute the derivative of F x,y as
In the following formulae, abbreviate η t := η(t) and γ t := γ(t) to shorten the notation. We use Sweedler's sigma notation to write
As ∆ H is an algebra homomorphism, the convolution in (9) can then be rewritten as
(10) Recall that the curve γ takes its values in the infinitesimal characters, whence we have the identity γ t (ab) = ε(a)γ t (b) + ε(b)γ t (a). Plugging this into the first summand in (10) and using that η t is linear for all t we obtain the identity
(11) As B is commutative inserting (11) into (10) yields
Since η t is linear for each fixed t it suffices to check that η t is multiplicative for all pairs of elements in a set spanning the vector space H. As H is graded, the homogeneous elements span the vector space H. We will now use the auxiliary mapping F and its partial derivative to prove that the evolution η t is multiplicative on all homogeneous elements in H (whence on all elements in H).
Step 3: The evolution η(t) is multiplicative on H 0 and maps 1 H to 1 B . The Hopf algebra H is graded and connected, i.e. H = n∈N0 H n and H 0 = K1 H . By construction this entails ∆ H (H 0 ) ⊆ H 0 ⊗ H 0 and the infinitesimal character γ vanishes on H 0 . Thus for x, y ∈ H 0 we have ∂ ∂t F x,y (t) = 0 for all t ∈ [0, 1] by (12). We conclude from (8) that for x, y ∈ H 0 we obtain
Hence η(t)(xy) = η(t)(x)η(t)(y) for all elements in degree 0. Specialising to x = 1 H = y we see that η(t)(1 H ) is an idempotent in the CIA B. Furthermore, since η(t) ∈ A × , we have
× is a group it contains only one idempotent, i.e. η(t)(1 H ) = 1 B .
Step 4: The evolution η(t) is multiplicative for all homogeneous elements. As H is connected, η t is linear and η t (1 H ) = 1 B holds, we see that (12) vanishes if either x or y are contained in H 0 . We conclude from (8) that
Denote for a homogeneous element x ∈ H by deg x its degree with respect to the grading. To prove that η t is multiplicative for elements of higher degree and t ∈ [0, 1]
we proceed by induction on the sum of the degrees of x and y. Having established multiplicativity of η t if at least one element is in H 0 , we have already dealt with the cases deg x + deg y ∈ {0, 1}.
Induction step for deg x + deg y ≥ 2. We assume that for homogeneous elements a, b
Since H is connected, for each z ∈ H n with n ≥ 1 the coproduct can be written as
is the reduced coproduct. Note that by construction the elementsz 1 ,z 2 are homogeneous of degree strictly larger than 0. Let us plug this formula for the coproduct into (12). We compute for the first sum in (12):
vanishes by the induction assumption.
As the two sums in (12) are symmetric, interchanging the roles of x and y together with an analogous argument as above shows that also the second sum vanishes. Hence, arguing as in Step 3, we see that η t (xy) = η t (x)η t (y) holds for all homogeneous elements x, y ∈ H.
In conclusion, the evolution η : [0, 1] → A × of γ takes its values in the closed subgroup G(H, B) and thus G(H, B) is C k -semiregular.
Step 5: 
is K-analytic by Theorem 1.7 and maps a C k -curve in the Lie algebra of G(H, B) to its time 1 evolution. As the closed subgroup
k -regular and the evolution map is K-analytic.
Subgroups associated to Hopf ideals
So far, we were only able to turn the character group of a graded connected Hopf algebra H into a Lie group. In this section, we will show that the character group of a quotient H/J can be regarded as a closed Lie subgroup of the character group of H and thus carries a Lie group structure as well. It should be noted that this does not imply that the character group of every Hopf algebra can be endowed with a Lie group structure (see Example 4.10).
3.1 Definition (Hopf ideal) Let H be a Hopf algebra. We say J ⊆ H is a Hopf ideal if the subset J is (b) Let B be a locally convex algebra. Then the algebra Hom K (H/J , B) is canonically isomorphic to the annihilator of J :
which is a closed unital subalgebra of Hom K (H, B).
If H is graded and the ideal J is homogeneous then the grading of H induces a natural grading on the quotient H/J . However, like the example of the universal enveloping algebra as a quotient of the tensor algebra (see Examples 4.1 and 4.2) shows, there are interesting ideals which occur naturally but are not homogeneous.
3.3 Lemma Let J be a Hopf ideal of the Hopf algebra H with quotient mapping q : H → H/J . Let B be a commutative locally convex algebra. Then Ann(J , B) ∩ G(H, B) is a closed subgroup of the topological group G(H, B). Furthermore it is isomorphic as a topological group to G(H/J , B) via the following isomorphism:
Proof. We first prove that Ann(J , B)∩G(H, B) is a closed subgroup. It is stable under the group product and contains the unit because Ann(J , B) is a unital subalgebra. To see that it is stable under inversion recall from Lemma 2.3 that inversion in G(H, B) is given by precomposition with the antipode. Hence for φ ∈ Ann(J , B) ∩ G(H, B)
is closed as a subset of G(H, B) because Ann(J , B) is closed in A, and G(H, B) carries the subset topology.
The map q * :
is clearly an isomorphism of groups. Continuity of q * and (q * ) −1 follows from the fact that we use pointwise convergence on all spaces.
Theorem
Let H be a graded connected Hopf algebra and J ⊆ H be a (not necessarily homogeneous) Hopf ideal. Furthermore, we fix a commutative locally convex algebra B. Then
is a closed Lie subgroup, and even an exponential BCH-Lie group.
is a closed Lie subalgebra, and a BCH-Lie algebra.
(iii) The map exp restricts to a global
(iv) If J is homogeneous then the Lie group structure on Ann(J , B)∩G(H, B) agrees with the one already obtained on G(H/J , B).
is stable under convolution. It is closed because Ann(J , B) is closed in A. As a closed Lie subalgebra of a BCH-Lie algebra, Ann(J , B) ∩ g(H, B) is also a BCH-Lie algebra.
(iii) From Theorem 2.7 we deduce that it suffices to prove that exp restricts to a bijection
Recall from Theorem 2.7 that the Lie group exponential map of G(H, J ) is a global diffeomorphism which is given on g(H, B) ⊆ I A by a convergent power series. Hence exp maps elements in a closed unital subalgebra into the subalgebra, i.e. exp(φ) ∈ Ann(J , B) for each φ ∈ Ann(J , B) ∩ I A and thus
The logarithm log on G(H, B) ⊆ (1 A + I A ) is also given by a power series which converges on Ann(J , B) ∩ G(H, B) and by the same argument, we obtain:
In conclusion, exp restricts to a bijection Note that when J is homogeneous and B is a Mackey complete CIA, it follows from Theorem 3.4(iv) that the Lie subgroup Ann (J , B) ∩ G(H, B) is again a regular Lie group. Namely, we derive together with Theorem 2.9 the following regularity result:
Corollary
Note that we do not claim in this paper that this regularity condition also holds for a non-homogeneous J . However, we expect that it should be possible to show this in an argument similar to the proof of Theorem 2.9. In the special case that B is a weakly complete algebra we deduce from Remark 5.8 (c) the following corollary. 
(Counter-)examples for Lie groups arising as Hopf algebra characters
In this section we give several examples for Lie groups arising from the construction in the last section. In the literature many examples for graded and connected Hopf algebras are studied (we refer the reader to [Car07] and the references and examples therein). In particular, the so called combinatorial Hopf algebras provide a main class of examples for graded and connected Hopf algebras (see [LR10] for an overview).
A prime example for a combinatorial Hopf algebra is the famous Connes-Kreimer Hopf algebra of rooted trees. Its character group corresponds to the Butcher group from numerical analysis and we discuss it as our main example below. Furthermore, we discuss several (counter-)examples to statements in Theorem 2.7 for characters of Hopf algebras which are not graded.
Tensor algebras and universal enveloping algebras 4.1 (Tensor algebra) Consider an abstract vector space V. Then the tensor algebra
has a natural structure of a graded connected Hopf algebra (T (V), ⊗, u, ∆, ε, S) with
By Theorem 2.7 the character group of T (V) is a BCH-Lie group. This group can be described explicitly. Every linear functional on V has a unique extension to a character of the Hopf algebra T (V), yielding a bijection to the algebraic dual V * :
We claim that Φ is a group isomorphism (where we view V * as a group with respect to its additive structure). Let v ∈ V and φ, ψ ∈ G(T (V), K) be given, then
Thus, the group (G(T (V), K), ⋆) is isomorphic to the additive group (V * , +). As V * is endowed with the weak*-topology, it is easy to check that Φ and Φ −1 are both continuous, hence Φ is also an isomorphism of topological groups. Since both Lie groups are known to be BCH-Lie groups, the the Automatic Smoothness Theorem [Nee06, Theorem IV.1.18.] guarantees that Φ is also an analytic diffeomorphism, hence an isomorphism in the category of analytic Lie groups.
4.2 (Universal enveloping algebra) The universal enveloping algebra U(g) of an abstract non-graded Lie algebra g can be constructed as a quotient of the connected graded Hopf algebra T (g) and hence, its character group is a Lie group by Theorem 3.4. Note that we cannot use Theorem 2.7 directly since in general U(g) does not possess a natural connected grading (the grading of the tensor algebra induces only a filtration on U(g), see [Kas95, Theorem V.2.5]). If g is abelian, the universal enveloping algebra U(g) coincides with the symmetric algebra S(g) (cf. [Kas95, V.2 Example 1]). It is possible to give an explicit description of the group G(U(g), K): Every character of φ ∈ G(U(g), K) corresponds to a Lie algebra homomorphism φ| g : g → K which in turn factors naturally through a linear map φ
Like in the case of the tensor algebra and the symmetric algebra, one easily verifies that this is an isomorphism of topological groups and since both Lie groups G(U(g), K) and (g/g ′ ) * , + are BCH-Lie groups, we use again the Automatic Smoothness Theorem [Nee06, Theorem IV.1.18.] to see that they are also isomorphic as analytic Lie groups.
In particular, this shows that the character group of U(g) only sees the abelian part of g and is therefore not very useful for studying the Lie algebra g.
4.
3 Remark (Universal enveloping algebra of a graded Lie algebra) We remark that there is a notion of a graded Lie algebra which differs from the usual notion of a Lie algebra. Such graded Lie algebras also admit a universal enveloping algebra which inherits a grading from the Lie algebra grading (see [MM65, 5.] ). Then, the universal enveloping algebra becomes a graded (in general not connected ) Hopf algebra.
Characters of the Hopf algebra of rooted trees
We examine the Hopf algebra of rooted trees which arises naturally in numerical analysis, renormalisation of quantum field theories and non-commutative geometry (see [Bro04] for a survey). To construct the Hopf algebra, recall some notation first.
Notation (a)
A rooted tree is a connected finite graph without cycles with a distinguished node called the root. We identify rooted trees if they are graph isomorphic via a root preserving isomorphism.
Let T be the set of all rooted trees and write T 0 := T ∪ {∅} where ∅ denotes the empty tree. The order |τ | of a tree τ ∈ T 0 is its number of vertices.
(b) An ordered subtree 2 of τ ∈ T 0 is a subset s of all vertices of τ which satisfies (i) s is connected by edges of the tree τ , (ii) if s is non-empty, it contains the root of τ .
The set of all ordered subtrees of τ is denoted by OST(τ ). Associated to an ordered subtree s ∈ OST(τ ) are the following objects:
• A forest (collection of rooted trees) denoted as τ \ s. The forest τ \ s is obtained by removing the subtree s together with its adjacent edges from τ . We denote by #(τ \ s) the number of trees in the forest τ \ s.
• s τ , the rooted tree given by vertices of s with root and edges induced by that of the tree τ .
Notation
A partition p of a tree τ ∈ T 0 is a subset of edges of the tree. We denote by P(τ ) the set of all partitions of τ (including the empty partition). Associated to a partition p ∈ P(τ ) are the following objects • A forest τ \ p which is defined as the forest that remains when the edges of p are removed from the tree τ . Write #(τ \ p) for the number of trees in τ \ p.
• The skeleton p τ , is the tree obtained by contracting each tree of τ \ p to a single vertex and by re-establishing the edges of p.
4.6 Example (The Connes-Kreimer Hopf algebra of rooted trees [CK98] ) Consider the algebra H
of polynomials which is generated by the trees in T . We denote the structure maps of this algebra by m (multiplication) and u (unit). Indeed H K CK becomes a bialgebra with the coproduct
.1] for more details and references). Furthermore, the Hopf algebra H K CK is graded as a Hopf algebra by the number of nodes grading: For each n ∈ N 0 we define the nth degree via In [BS14] we have constructed a Lie group structure for the (K-)Butcher group as follows: Choose an enumeration N → T , n → τ n of the rooted trees. Then the global parametrisation
Note that the group operation of the Butcher group is closely related to the coproduct of the Hopf algebra of rooted trees. Indeed the obvious morphism
is an isomorphism of (abstract) groups (see also [CHV10, Eq. 38]). Moreover, it turns out that Φ is an isomorphism of Lie groups if we endow these groups with the Lie group structures discussed in Example 4.6 and Example 4.7.
Lemma The group isomorphism Φ : G(H
Proof. We already know that Φ is an isomorphism of abstract groups whose inverse is given by Φ −1 (a) = ϕ a where ϕ a is the algebra homomorphism defined via
Recall from A.7 that the Lie group So far we have seen that our Theorem 2.7 generalises the construction of the Lie group structure of the Butcher group from [BS14] . In loc.cit. we have also endowed the subgroup of symplectic tree maps with a Lie group structure. This can be seen as a special case of the construction given in Theorem 3.4 as the next example shows. Thus the results from [BS14] are completely subsumed in the more general framework developed in the present paper. The symplectic tree maps are defined as those a ∈ G K TM such that
where τ • υ denotes the rooted tree obtained by connecting τ and υ with an edge between the roots of τ and υ, and where the root of τ is the root of τ • υ 3 . To cast [BS14, Theorem 5.8] in the context of Theorem 3.4, let J ⊆ H CK be the algebra ideal generated by the elements {τ • υ + υ • τ − τ υ} τ,υ∈T . Note that by definition of the Butcher product we have |τ • υ| = |υ • τ | = |τ υ|. Hence the generating elements of J are homogeneous elements with respect to the number of nodes grading (see Example 4.6). Consequently J is a homogeneous (algebra) ideal. It is possible to show that J is also a co-ideal and stable under the antipode.
If a ∈ S K TM , then ϕ a = Φ −1 (a) ∈ Ann(J , B) ∩ G(H, K), since ϕ a is an algebra morphism and zero on the generators of J . The inverse implication also holds. Therefore, the restriction of Φ is a bijection between S 
Characters of Hopf algebras without connected grading
For the rest of this section let us investigate the case of a Hopf algebra H without a connected grading. It will turn out that the results achieved for graded connected Hopf algebras (and quotients thereof) do not hold for Hopf algebras without grading. It should be noted however, that for scalar valued characters, we can show that they still form a so called pro-Lie group (see Theorem 5.6) Let H be a Hopf algebra without a grading then the dual space A := H * = Hom K (H, K) is still a locally convex algebra (see 1.3). However, in general, neither its unit group will be an open subset, nor will the group of characters g(H, K) be a Lie group modelled on a locally convex space. We give two examples for this behaviour.
Example
Let Γ be an abstract group. Then the group algebra KΓ carries the structure of a cocommutative Hopf algebra by [Kas95, III.3 Example 2]. The algebraic dual A := (KΓ) * is isomorphic to the direct product algebra K Γ consisting of all functions on the group with pointwise multiplication. Its unit group (K \ {0}) Γ is a topological group (as a direct product of the topological group K \ {0} with itself). However, in general, it will not be open:
(a) Let Γ be an infinite group, then the unit group
Hence the methods used to prove Theorem 2.7 do not generalise to this situation.
Furthermore, the construction of the algebra KΓ in [Kas95, III.2 Example 2] implies that a linear map φ : KΓ → K is a character if and only if the map φ| Γ : Γ → K × is a group homomorphism.
Thus, the group G(KΓ, K) is (as a topological group) isomorphic to the group of group homomorphisms from Γ to K × with the pointwise topology.
(b) Let Γ = (Z (I) , +) be a free abelian of countable infinite rank. Then it is easy to see that G(KΓ, K) is topologically isomorphic to the infinite product (K × ) I . This topological group is not locally contractible, hence it can not be (locally) homeomorphic to a topological vector space and thus cannot carry a locally convex manifold structure. In particular, Theorem 2.7 does not generalise to the character group of KZ (I) .
If a non-graded Hopf algebra H is finite dimensional, then A = H * is a finite dimensional algebra and hence it is automatically a CIA. The group of characters will then be a (finite dimensional) Lie group. However, by Dedekind's Theorem on linear independence of characters, this Lie group will always be finite and hence there cannot be a bijection between the character group and the Lie algebra of infinitesimal characters (which in this case will be 0-dimensional). This shows that even when G(H, K) is a Lie group it may fail to be exponential. We consider a concrete example of this behaviour:
4.11 Example Take a finite non trivial group Γ and consider the finite dimensional algebra H := K Γ of functions on the group with values in K together with the pointwise operations. There is a suitable coalgebra structure and antipode (see [Maj95, Example 1.5.2]) which turns algebra K Γ into a Hopf algebra. Furthermore, we can identify its dual with the group algebra KΓ of Γ (as [Kas95, III. Example 3] shows).
With this identification we can identify G(H, K) with the group Γ (with the discrete topology). Obviously, there is no bijection between the group of characters and the K-Lie algebra of infinitesimal characters (which in this case is trivial).
Character groups as pro-Lie groups
In this section, we show that the group of characters of an abstract Hopf algebra (graded or not) can always be considered as a projective limit of finite dimensional Lie groups, i.e. the group of characters is a pro-Lie group. The range space B has to the ground field K ∈ {R, C} or a commutative weakly complete algebra (see Lemma 5.3).
The category of pro-Lie groups admits a very powerful structure theory which is similar to the theory of finite dimensional Lie groups (see [HM07] ). This should provide Lie theoretic tools to work with character groups, even in the examples where the methods of locally convex Lie groups do not apply (like Examples 4.10 and 4.11). It should be noted, however, that the concept of a pro-Lie group is of purely topological nature and involves no differential calculus. See [HN09] for an article dedicated to the problem which pro-Lie groups do admit a locally convex differential structure and which do not.
Definition (pro-Lie group) A topological group G is called pro-Lie group if one of the following equivalent conditions holds:
(a) G is topologically isomorphic to a closed subgroup of a product of finite dimensional (real) Lie groups.
(b) G is the projective limit of a directed system of finite dimensional (real) Lie groups (taken in the category of topological groups) (c) G is complete and each identity neighbourhood contains a closed normal subgroup N such that G/N is a finite dimensional (real) Lie group.
The fact that these conditions are equivalent is surprisingly complicated to show and can be found in [Glö07b] or in [HM07, Theorem 3.39]. The class of pro-Lie groups contains all compact groups (see e.g. [HM13, Corollary 2.29]) and all connected locally compact groups (Yamabe's Theorem, see [Yam53] ). However, this does not imply that all pro-Lie groups are locally compact. In fact, the pro-Lie groups constructed in this paper will almost never be locally compact.
In absence of a differential structure we cannot define a Lie algebra as a tangent space. However, it is still possible to define a Lie functor. (a) The underlying topological vector space A is (forgetting the multiplicative structure) weakly complete, i.e. isomorphic to K I for an index set I.
(c) The topological algebra A is the projective limit of a directed system of finite dimensional K-algebras (taken in the category of topological K-algebras)
A topological algebra with these properties is called weakly complete algebra. 
where exp : A → A × denotes the usual exponential series which converges on A.
Proof. Let A = lim ← A α with finite dimensional K-algebras A α (by Lemma 5.3). Then the unit group is given by
in the category of topological groups. Each group A × α is a finite dimensional (linear) real Lie group. Hence, A × is a pro-Lie group and in particular, inversion is continuous, which is not obvious for unit groups of topological algebras.
The exponential series converges on each algebra A α and hence on the projective limit A. The correspondence between continuous one-parameter subgroups γ ∈ L(A × ) and elements in A holds in each A α and hence it holds on A.
Remark
As Example 4.10 shows, this group A × need not be an open subset of A, nor will the exponential series be local homeomorphism around 0.
5.6 Theorem (The character group of a Hopf algebra is a pro-Lie group) Let H be an abstract Hopf algebra and B be a commutative weakly complete K-algebra (e.g.
. Then the group of B-valued characters G(H, B) endowed with the topology of pointwise convergence is pro-Lie group.
Its pro-Lie algebra is isomorphic to the locally convex Lie algebra g(H, B) of infinitesimal characters via the canonical isomorphism (H, B) ), φ → (t → exp(tφ)),
The pro-Lie algebra L(G) of a pro-Lie group G is a priori only a real Lie algebra 4 However, since we already know that g(H, B) is a complex Lie algebra if K = C (Lemma 2.5), we may use the isomorphism given in the theorem above to endow the real Lie algebra structure with a complex one.
Proof of Theorem 5.6. The space A := Hom K (H, B) is a topological algebra by 1.3. The underlying topological vector space is isomorphic to B I by Lemma 1.4. Thus, A is a weakly complete algebra since B is weakly complete.
By Proposition 5.4, we may conclude that A × is a pro-Lie group. The group G(H, B) is a closed subgroup of this pro-Lie group by Lemma 2.3.
From part (a) of Definition 5.1 it follows that closed subgroups of pro-Lie groups are pro-Lie groups. Hence, G (H, B) is a pro-Lie group.
It remains to show that the pro-Lie algebra L(G (H, B) ) is isomorphic to g(H, B).
Since G (H, B) is a closed subgroup of A × , every continuous 1-parameter-subgroup γ of G (H, B) is also a 1-parameter subgroup of A × and (by Proposition 5.4) of the form
for a unique element φ ∈ A. It remains to show the following equivalence:
At the end of the proof of Lemma B.10, there is a chain of equivalences. While the equivalence of the first line with the second uses the bijectivity of the exponential function which does not hold in the pro-Lie setting, the equivalence of the second line with all following lines hold by Remark B.11 also in this setting. Substituting tφ for φ, we obtain the following equivalence:
Note that the exponential function exp A⊗ is taken in A ⊗ := Hom K (H ⊗ H, B). This shows that the 1-parameter subgroups γ φ•mH and γ φ⋄1A+1A⋄φ agree and by Proposition 5.4 applied to A ⊗ , we obtain that
which is equivalent to φ being an infinitesimal character. This finishes the proof.
Remark (a)
It is remarkable that Theorem 5.6 holds without any assumption on the given abstract Hopf algebra (in particular, we do not assume that it is graded or connected.) (b) For a weakly complete commutative algebra B (e.g. B = K[[X]] or B finite dimensional) and a graded and connected Hopf algebra H the results of Theorem 2.7 and Theorem 5.6 apply both to G(H, B).
In this case, the infinite-dimensional Lie group G(H, B) inherits additional structural properties as a projective limit of finite-dimensional Lie groups. In particular, the regularity of G(H, B) (cf. Theorem 2.9) then follows from [HN09] .
For example, these observations apply to the Connes-Kreimer Hopf algebra H K CK and the Butcher group G(H K CK , K) (see Example 4.7). In fact, the structure as a pro-Lie group (implicitely) enabled some of the computations made in [BS14] to treat the Lie theoretic properties of the Butcher group.
Concluding remark
In this paper we studied character groups with values in locally convex algebras. However, to establish regularity conditions for the resulting Lie groups, we had to assume that the target algebra is a continuous inverse algebra (Theorem 2.9).
Unfortunately, some examples of target algebras considered in physics, e.g. polynomials and meromorphic functions (cf. [Man06, II.7]), do not belong to the class of continuous inverse algebras. The authors believe nevertheless that it is still possible to prove that the Lie groups obtained for these examples are regular. In this case a different set of methods to establish regularity is required and we hope to pursue this direction in a future paper.
Basic references for differential calculus in locally convex spaces are [Glö02b, Kel74] . For the reader's convenience, we recall various definitions and results.
A.1 Definition Let K ∈ {R, C}, r ∈ N ∪ {∞} and E, F locally convex K-vector spaces and U ⊆ E open. Moreover we let f : U → F be a map. If it exists, we define for (x, h) ∈ U × E the directional derivative
We say that f is C r K if the iterated directional derivatives
exist for all k ∈ N 0 such that k ≤ r, x ∈ U and y 1 , . . . , y k ∈ E and define continuous maps
If it is clear which K is meant, we simply write
A.2 Remark A map f : U → F is of class C ∞ C if and only if it is complex analytic i.e., if f is continuous and locally given by a series of continuous homogeneous polynomials (cf. [Dah11, Proposition 1.1.16]). We then also say that f is of class C ω C .
A.3 Definition Let E, F be real locally convex spaces and f :
For K ∈ {R, C} and r ∈ N 0 ∪ {∞, ω} the composition of C A.4 Definition Fix a Hausdorff topological space M and a locally convex space E over K ∈ {R, C}. An (E-)manifold chart (U κ , κ) on M is an open set U κ ⊆ M together with a homeomorphism κ : U κ → V κ ⊆ E onto an open subset of E. Two such charts are called C r -compatible for r ∈ N 0 ∪ {∞, ω} if the change of charts map
K -atlas of M is a family of pairwise C r -compatible manifold charts, whose domains cover M . Two such C r -atlases are equivalent if their union is again a C r -atlas. A locally convex C r -manifold M modelled on E is a Hausdorff space M with an equivalence class of C r -atlases of (E-)manifold charts.
Direct products of locally convex manifolds, tangent spaces and tangent bundles as well as C r -maps of manifolds may be defined as in the finite-dimensional setting.
A.5 Definition A K-analytic Lie group is a group G equipped with a C ω K -manifold structure modelled on a locally convex space, such that the group operations are Kanalytic.
For a Lie group G we denote by L(G) the associated Lie algebra.
A.6 Definition (Baker-Campbell-Hausdorff (BCH-)Lie groups and Lie algebras) (a) A Lie algebra g is called Baker-Campbell-Hausdorff-Lie algebra (BCH-Lie algebra) if there exists an open 0-neighbourhood U ⊆ g such that for x, y ∈ U the BCH-series (i) G is a K-analytic Lie group whose Lie group with an exponential function which is a local analytic diffeomorphism in 0.
(ii) The exponential map of G is a local diffeomorphism in 0 and L(G) is a BCH-Lie algebra. Moreover, the group A × is a Baker-Campbell-Hausdorff-Lie group, i.e. the exponential map is a local C ω K -diffeomorphism around 0. This exponential map is given by the exponential series and its inverse is locally given by the logarithm series.
To establish regularity of unit groups of CIAs in [GN12] a sufficient criterion for regularity was introduced. This property called "( * )" in loc.cit. is recalled now:
A.8 Definition ((GN)-property) A locally convex algebra A is said to satisfy the (GN)-property, if for every continuous seminorm p on A, there exists a continuous seminorm q and a number M ≥ 0 such that for all n ∈ N, we have the estimate:
Here, µ (n)
A is the n-linear map
A is the linear map
and · p,q ⊗n is the seminorm with respect to p and the tensor seminorm q ⊗n (cf. [SW99, III. 6.3] or the proof of Lemma 1.8 below) on A ⊗n .
A.9 ([GN12, Proposition 3.4]) Let A be a CIA with the (GN)-property.
(a) If A is Mackey complete, then the Lie group A × is C 1 -regular.
In both cases, the associated evolution map is even K-analytic.
Furthermore, in [GN12] the following fact can be found:
A.10 A locally convex algebra which is commutative or locally m-convex has the (GN)-property.
B. Graded algebra and characters
In this section we recall basic tools from abstract algebra. All results and definitions given in this appendix are well known (see for example [MM65, Maj95, Kas95, Swe69] . However, for the reader's convenience we recall some details of the construction and proofs. We assume that the reader is familiar with the definition of algebras, coalgebras and Hopf algebras.
B.1 For the reader's convenience we summarise important examples of topological algebras and some of their properties discussed in this appendix in the following chart.
Here the arrows indicate that a given property is stronger than another or that an example possesses the property, respectively. is called (abstract) N 0 -grading (or just grading) of V, if the canonical linear addition map Σ :
is an isomorphism of K-vector spaces, i.e. is bijective.
(b) By a graded algebra, we mean an abstract K-algebra A, together with an abstract grading (A n ) n∈N0 of the underlying vector space A such that
This implies in particular that A 0 is a unital subalgebra and that the projection π 0 : A → A 0 onto A 0 is an algebra homomorphism.
(c) A graded coalgebra is an abstract coalgebra (C, ∆ C , ε C ), together with an abstract grading (C n ) n∈N0 of the underlying vector space C such that for all n ∈ N 0
A graded coalgebra is called connected if C 0 is one dimensional.
(d) A graded Hopf algebra is an abstract Hopf algebra (H, m H , u H , ∆ H , ε H ), together with an abstract grading (H n ) n∈N0 of the underlying vector space H which is an algebra grading and a coalgebra grading at the same time. We call a graded Hopf algebra connected if H 0 is one dimensional. An element a ∈ A n (with n ∈ N 0 ) is called homogeneous (of degree n).
B.3 (Dense Gradings)
(a) Let E be a locally convex space. A family of vector subspaces (E n ) n∈N0 is called a dense grading of E, if the canonical linear summation map
can be extended to an isomorphism of topological vector spaces Σ :
Note that the extension Σ is unique since n E n is dense in n E n . Furthermore, each E n is automatically closed in E and E is a Fréchet space if and only if each E n is a Fréchet space.
(b) By a densely graded locally convex algebra, we mean a locally convex algebra A, together with a dense grading of the underlying locally convex space A such that
This implies in particular that A 0 is a closed unital subalgebra and that the projection π 0 : A → A 0 is a continuous algebra homomorphism.
Denote the kernel of π 0 by I A := ker(π 0 ) = n≥1 A n . The kernel I A is a closed ideal. Each element in A has a unique decomposition a = a 0 + b with a 0 ∈ A 0 and b ∈ I A .
Note that densely graded algebras (see B.3(b)) are not included in Diagram B.1 as every locally convex algebra A admits the trivial grading A 0 = A and A n = 0 for n ≥ 1.
B.4 Example (Formal power series) Let K[[X]
] be the algebra of formal power series in one variable. We give this algebra the topology of pointwise convergence of coefficients, i.e. the initial topology with respect to the coordinate maps:
As a topological vector space, the algebra K[ [X] ] is isomorphic to the Fréchet space
] is a densely graded locally convex algebra with respect to the grading (KX n = { cX n |c ∈ K }) n∈N0
In the following, we will identify a densely graded locally convex algebra A with the product space ∞ n=0 A n such that each element a ∈ A is a tuple (a n ) n∈N0 .
B.5 Lemma (Functional calculus for densely graded algebras) Let A = ∞ n=0 A n be a densely graded locally convex algebra with I A = ker π 0 . Then there exists a unique continuous map
such that for all a ∈ I A , we have X[a] = a and the map
is a morphism of unital algebras. If f = ∞ k=0 c k X k and a = (a n ) n∈N0 with a 0 = 0 are given, the following explicit formula holds:
Furthermore, the map
Proof. First of all, the explicit formula is well-defined and continuous on K[[X]] × I A since every component is a continuous polynomial in finitely many evaluations of the spaces K[[X]] and I A . As A is densely graded and thus isomorphic to the locally convex product of the spaces A n , n ∈ N 0 , this implies that the map is continuous. In fact, this already implies that the map is C ω K for K = C. For K = R one has to be a little bit more careful since there exist maps into products which are not C Let a ∈ I A be a fixed element. It remains to show that
is an algebra homomorphism. By construction it is clear that f → f [a] is linear and maps X 0 to 1 A and X 1 to a. Since f is continuous and linear, it suffices to establish the multiplicativity for series of the form X N , i.e. it suffices to prove that
which follows from the easily verified fact that , and an algebra homomorphism on K[X] is determined by its value on the generator X. In the case at hand this value has to be a.
B.6 Lemma (Exponential and logarithm) Consider the formal power series
Let A be a densely graded locally convex algebra. The exponential function restricted to the closed vector subspace I A exp A :
is a C ω K -diffeomorphism with inverse
Proof. The maps are C Proof. By construction of exp A we derive from Lemma B.5 for x ∈ I A the formula exp A (x) = lim N →∞ N k=0 x k k! . The algebra A is densely graded and we have for every n ∈ N 0 a continuous linear projection π n : A → A n . By definition we have for x ∈ I A that π 0 (x) = 0. Hence, the definition of a densely graded algebra implies for x, y ∈ I A that π j (x k y l ) = 0 if k + l > j.
(a) As a and b commute we can compute as follows:
The first summand in the lower row converges to exp A (a + b).
Now the definition of S N shows that π j (S N ) = 0 if N ≥ j. Apply the continuous map π j to both sides of (15) for j ∈ N 0 to derive
On the right hand side the second term vanishes if N > j. Thus in passing to the limit we obtain π j (exp
(b) The image of exp A is the affine subspace 1 A + I A whose tangent space (as a submanifold of A) is I A . We can thus identify exp A with F : I A → A, a → exp[a] to compute T 0 exp A as dF (0; ·). The projections π n , n ∈ N 0 are continuous linear, whence it suffices to compute dπ n • F (0; ·) = π n dF (0; ·) for all n ∈ N 0 . Now for n ∈ N 0 and a ∈ I A compute the derivative in 0:
= lim
B.8 Lemma (Unit groups of densely graded algebras) Let A = ∞ n=0 A n be a densely graded locally convex algebra. 
Auxiliary results concerning characters of Hopf algebras
Fix for the rest of this section a K-Hopf algebra H = (H, m H , u H , ∆ H , ε H , S H ) and a commutative locally convex algebra B. Furthermore, we assume that the Hopf algebra H is graded and connected, i.e. H = n∈N0 H and H 0 ∼ = K. The aim of this section is to prove that the exponential map exp A of A := Hom K (H, B) restricts to a bijection from the infinitesimal characters to the characters. become locally convex algebras (see 1.3). This structure turns
into a continuous algebra homomorphism.
Proof. From the usual identities for the structure maps of Hopf algebras (cf. [Maj95, p.7 Fig. 1.3] ) it is easy to see that · • m H is an algebra homomorphism. Clearly · • m H is continuous with respect to the topologies of pointwise convergence.
The last Lemma allows us to elegantly prove the following well-known fact 5 .
B.10 Lemma The analytic diffeomorphism exp A : I A → 1 + I A maps the set of infinitesimal characters g(H, B) bijectively onto the set of characters G(H, B).
Proof. We regard the tensor product H ⊗ H as a graded and connected Hopf algebra with the tensor grading, i.e. H ⊗ H = n∈N0 (H ⊗ H) n where for all n ∈ N 0 the nth degree is defined as
The set of linear maps A ⊗ := Hom K (H ⊗ H, B) is a densely graded locally convex algebra with the convolution product
We define a continuous bilinear map
and will now check that β is continuous. Let c = n k=1 c 1,k ⊗ c 2,k ∈ H ⊗ H be a fixed element. It remains to show that φ ⋄ ψ(c) depends continuously on φ and ψ:
This expression is continuous in (φ, ψ) since point evaluations are continuous as well as multiplication in the locally convex algebra B.
We may use this operation to write the convolution in A as ⋆ A = β • ∆ and obtain
Recall, that 1 A := u B • ε H is the neutral element of the algebra A. From equation (16), it follows at once, that the continuous linear maps
are continuous algebra homomorphisms.
We will now exploit the facts already established on ⋄ to prove that the bijection exp A : I A → 1 A + I A (see Lemma B.6) maps the set g (H, B) onto G(H, B) .
Let φ ∈ I A be given. We recall some useful facts:
Together with (a) this shows that Lemma B.7 is applicable and as a consequence
Note that it suffices to check multiplicativity of exp A (φ) as exp A (φ)(1 H ) = 1 B is automatically satisfied. To prove the assertion we establish the following equivalences:
B.11 Remark The chain of equivalences in the proof of Lemma B.10 uses the dense grading of A = Hom K (H, B) twice to show that the first to third lines are equivalent. However, for arbitrary H and weakly complete B the second and third line are still equivalent: In this case A ⊗ is weakly complete and Lemma 5.3 (c) allows us to embed A ⊗ into P := i∈I A i (product of Banach algebras in the category of topological algebras). This implies that the formula exp A⊗ (a + b) = exp A⊗ (a) exp A⊗ (b) used in (18) still holds as the power series defining exp A converges on P and satisfies the formula (which is component-wise true in every Banach algebra).
C. Weakly complete vector spaces and duality
The purpose of this section is to exhibit the duality between the category of abstract vector spaces and the category of weakly complete topological vector spaces. Although none of this is needed for the results of this paper, many ideas of this paper appear to be more natural in this wider setting. Throughout this section, let K be a fixed Hausdorff topological field. Although, in this paper, we are only interested in the cases K = R and K = C, the statements in this appendix hold for an arbitrary Hausdorff field of any characteristic, including the discrete ones.
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We start with a definition.
C.1 Definition A topological vector space E over the topological field K is called weakly complete topological vector space (or weakly complete space for short) if one of the following equivalent conditions is satisfied:
(a) There exists a set I such that E is topologically isomorphic to K I .
(b) There exists an abstract K-vector space V such that E is topologically isomorphic to V * := Hom K (V, K) with the weak*-topology (c) The space E is the projective limit of its finite-dimensional subspaces, where each n-dimensional subspace being topologically isomorphic to K n For the case K = R or K = C, these conditions are also equivalent to the following conditions:
The space E is locally convex and is complete with respect to the weak topology.
(e) The space E is locally convex, it carries its weak topology and is complete with this topology.
The proof that (a) ⇐⇒ (b) ⇐⇒ (c) can be found in [HM07, Appendix 2]). The characterisations (d) and (e) are mentioned only to justify the name weakly complete and have no further relevance for us.
C.2 Remark Part (b) of the preceding definition tells us that the algebraic dual V * of an abstract vector space V becomes a weakly complete topological vector space with respect to the weak*-topology, i.e. the topology of pointwise convergence.
Conversely, given a weakly complete vector space E, we can consider the topological dual E ′ of all continuous linear functionals. Although there are many vector space topologies on this topological dual, we will always take E ′ as an abstract vector space.
One of the main problems when working in infinite-dimensional linear (and multilinear) algebra is that a vector space V is no longer isomorphic to its bidual (V * ) * . The main purpose of this section is to convince the reader that the reason for this bad behaviour of the bidual is due to the fact that the wrong definition of a bidual is used (at least for infinite-dimensional spaces).
If we start with an abstract vector space V, then its dual is a weakly complete space V * and consequently, one should not take the algebraic dual (V * ) * but the topological dual (V * ) ′ which is the natural choice. For a finite dimensional space the construction coincides with the usual definition of the bidual. In the general case however, the so obtained bidual is now canonically isomorphic to the original space as the following proposition shows:
C.3 Proposition (Duality and Reflexivity) Let E be a weakly complete space and let V be an abstract vector space. There are natural isomorphisms
and
Proof (Sketch). Let E be a weakly complete vector space. We may assume that E = K I for a set I. Then each projection map π i : K I → K on the i-th component is an element in E ′ . It is easy to see that (π i ) i∈I is in fact a basis of the abstract vector space E ′ . This means that the algebraic dual of E ′ is topologically isomorphic to K I . Using this identification, one can check that the map η E is the identity.
Similarly, let V be an abstract vector space. By Zorn's Lemma, pick a basis (b i ) i∈I . Then the dual space V * is isomorphic to K I . And therefore, the dual of that one (V * )
′ has a basis (π i ) i∈I . Under this identification, the linear map η V is the identity.
C.4 (The weakly complete tensor product) One way to understand Proposition C.3 is that every element x in a weakly complete space E can be identified with a linear functional φ x = η E (x) ∈ (E ′ ) * on the abstract vector space E ′ . This enables us to define a tensor product of two elements x ∈ E and y ∈ F as the tensor product of the corresponding linear functionals
This element x ⊗ y is now a linear functional on the abstract vector space E ′ ⊗ F ′ . This motivates the definition:
If the spaces E and F are of the form E = K I and F = K J , it is easy to verify that the space K I ⊗ K J = (E ′ ⊗ F ′ ) * is canonically isomorphic to K I×J . This could have been taken as the definition of the weakly complete tensor product in the first place. However, the definition we chose has the advantage that is independent of the choice of coordinates, i.e. the specific isomorphisms E ∼ = K I and F ∼ = K J , respectively.
C.5 Proposition (The universal property of the weakly complete tensor product) Let E, F, H be weakly complete spaces and let β : E × F → H be a continuous bilinear map. Then there exists a unique continuous linear map β ∼ : E ⊗ F → H such that the following diagram commutes:
For the case K = R or K = C, this universal property also holds for arbitrary complete locally convex spaces H, showing that this weakly complete tensor product is just a special case of the usual projective tensor product for locally convex vector spaces.
C.6 (Duality of the monoidal categories WCVS K and VS K ) (i) Denote the category of weakly complete spaces and continuous linear maps by WCVS K . Together with the weakly complete tensor product and the ground field K as unit object, we obtain a monoidal category (WCVS K , ⊗ , K).
(ii) Denote the monoidal category of abstract vector spaces, abstract linear maps, the usual abstract tensor product and the ground field as unit object by (VS K , ⊗, K). C.7 Using the language of monoidal categories, we may naturally define weakly complete algebras, weakly complete coalgebras, weakly complete bialgebras and weakly complete Hopf algebras using the weakly complete tensor product in (WCVS K , ⊗ , K). By duality, we get the following correspondence:
Abstract world (VS K , ⊗, K) Weakly complete world (WCVS K , ⊗, K) abstract vector space weakly complete vector space linear map continuous linear map graded vector space densely graded weakly complete vector space abstract coalgebra weakly complete algebra abstract algebra weakly complete coalgebra abstract bialgebra weakly complete bialgebra abstract Hopf algebra weakly complete Hopf algebra characters group like elements infinitesimal characters primitive elements C.8 Remark Note that while a weakly complete algebra is an algebra with additional structure (namely a topology), a weakly complete coalgebra is in general not a coalgebra. This is due to the fact that the weakly complete comultiplication ∆ : C → C ⊗ C takes values in the completion C ⊗ C, while for a coalgebra it would be necessary that it takes its values in C ⊗ C and the canonical inclusion map C ⊗ C → C ⊗ C goes into the wrong direction (see also [Mic03, page 680] ). In particular, a Hopf algebra in the weakly complete category is not a Hopf algebra in general.
Using the duality, we may translate theorems from the abstract category to the weakly complete category, for example the Fundamental Lemma of weakly complete algebras (Lemma 5.3) follows directly from the the fundamental theorem of coalgebras, stating that every abstract coalgebra is the direct union of its finite-dimensional subcoalgebras. It should be mentioned that one of the first proofs of the fundamental theorem of coalgebras by Larson [Lar, Prop. 2.5] used this duality and worked in the framework of topological algebras to show the result about abstract coalgebras.
Another statement that almost falls out of this duality is the fact that every injective morphism of weakly complete spaces is automatically a topological embedding, a statement which is false in the category of arbitrary locally convex spaces. Furthermore, every closed vector subspace of a weakly complete space is weakly complete and has a topological complement.
Let H be an abstract Hopf algebra and H := H * the corresponding weakly complete Hopf algebra. Then the characters of H are exactly the group like elements in H, while the infinitesimal characters of H are exactly the primitive elements of H. This allows us to rephrase the scalar valued case of Theorem 2.7.
C.9 Theorem (Group like elements in a weakly complete Hopf algebra) Let H be a densely graded weakly complete Hopf algebra over R or C with H 0 = K. Then the group like elements of H form a closed Lie subgroup of the open unit group H × . The Lie algebra of this group is the weakly complete Lie algebra of primitive elements.
