Abstract. To overcome the low efficiency of Least Squares Twin Support Vector Machine (LSTSVM) in classifying, a new method called Sample Reduction LSTSVM (SR-LSTSVM) is proposed. The method greatly reduces the training samples and so improves the speed of LSTSVM, while the ability of LSTSVM to classify is unaffected. Our experiment results show remarkable improvement of the speed of LSTSVM on hyperspectral image, supporting our idea.
Introduction
The hyperspectral remote sensing technology, which appeared early in 1980s, has become an important technique in map cartography, vegetation investigation, ocean remote sensing, agriculture remote sensing, atmosphere research, environment monitoring and military information acquiring [1] . Support Vector Machine (SVM) [2] is an excellent kernel-based tool for Hyperspectral Image Classification [3] [4] . The central idea of SVM is to find the optimal separating hyperplane between the positive and negative examples. The optimal hyperplane is defined as the one giving maximum margin between the training examples that are closest to the hyperplane. In 2007, Jayadeva et al proposed Twin SVM (TSVM) [5] . TSVM generates two nonparallel hyperplanes by solving two smaller-sized QPPs such that each hyperplane is close to one class and as far as possible from the other. The strategy of solving two smaller-sized QPPs, rather than a single large-sized QPP, makes the TSVM is approximately four times faster than the usual SVM. TSVM has become one of the popular methods because of its low computational complexity. LSTSVM [6] is one of the variants of TSVM, it has better classification performance than TSVM and SVM [6] [7] [8] . Many variants of LSTSVM have been proposed, such as Knowledge based LSTSVM [9] , Laplacian LSTSVM for semi-supervised classification [10] , Weighted LSTSVM [11] . However, the low classification efficiency of LSTSVM has seldom been mentioned.
In this paper, a novel LSTSVM algorithm based on sample reduction is proposed. The experimental results on two data sets confirm the feasibility and effectiveness of the proposed method.
The remainder of this paper is organized as follows. In Section 2, we explain the method of LSTSVM and SR-LSTSVM, we discuss linear and nonlinear sample reduction methods respectively corresponding to linear and nonlinear LSTSVM. The experiments and their results are given in Section 3 and discussed in Section 4.
Methods

A. LSTSVM
LSTSVM is a useful extended of TSVM. It modified the primal QPPs of TSVM in least squares sense and solved them with equality constraints instead of inequalities of TSVM. As a result, the solution of LSTSVM follows directly from solving two systems of linear equations as opposed to ( ', ') 0
where
is the testing sample, ' x is the transformed of x, [ ] = C A B and K is any arbitrary kernel. In this paper, Gauss radial basis kernel function is used, it's form is shown in (2).
The primal QPPs of nonlinear TSVM can be modified in the same way with 2-norm of slack variables and inequality constraints replaced by equality constraints: 
By substituting the constraints into objective function, these QPPs become: 
The solution of QPPs (4) can be derived to be:
A C e H B C e . Once the parameters of two hyperplanes (5): u 1 , r 1 , u 2 , r 2 were obtained, a new datapoint x to +1 or -1 is classified based on which perpendicular distance is minimum:
As mentioned earlier, LSTSVM generates two nonparallel hyperplanes such that each hyperplane is close to one class and as far as possible from the other. Take the positive hyperplane for example, it's determined by only a small subset of the whole negative training data which is close to positive samples. Thus LSTSVM classification time can be considerably reduced by removing the central regional's negative training samples. The training sample reduction algorithm will not have any impact on LSTSVM accuracy but it will speed up the LSTSVM testing process. For this purpose, a new sample reduction LSTSVM based on 1-against-rest [12] multi classifier is proposed.
In terms of linear and nonlinear separable cases, our method falls into linear and nonlinear sample reduction method respectively. 
Definition Distance: Distance is meant the difference of feature between two examples. Given two examples x 1 , x 2 , the distance can be expressed:
Definition Center-Distance: the distance from x to m x : ' , ' ,..., ' n x x x represent the -1 class training samples set, only the negative training samples are reduced considering the number of negative training samples is much more than the positive, our algorithm proceeds as follows:
Step1: give the pre reduction rate r, calculate the center-distance of the negative samples according to equation (9);
Step2: sort the negative training samples in ascending order according to the distance calculated in step1;
Step3: remove the negative training samples that have small center-distance according the pre reduction rate;
Step4: set the remaining negative training samples and the original positive training samples as LSTSVM new training set. b. Nonlinear sample reduction method:
In the nonlinear case, we map the training samples into some other feature space by using a nonlinear mapping φ . The distance between two points z 1 , z 2 in feature space H is:
Note that the center in feature space φ m becomes:
Where n is the number of examples.
The center-distance in feature space is:
Since the mapped examples are linear separable in feature space, therefore the sample reduction method in the feature space is the same as the linear case mentioned in a. C. Algorithm Complement Now we briefly describe our algorithm SR-LSTSVM as follows:
(1). Pre-reducing negative training samples by calculation distance; (2) . Optimizing by LSTSVM, and completing classification.
Test results
A. Data 1) Indian Pine: The Indian Pine hyperspectral dataset covers a forest/agricultural site in Indiana and was obtained by the Airborne Visible Infrared Imaging Spectrometer (AVIRIS) sensor. The hyperspectral image has a spatial size of 144 × 144 pixels. Twenty spectral bands were removed due to the noise and water absorption, and the remaining 200 spectral dimensions were used. Five classes with large numbers of samples in the original reference map were selected for experiments, including corn-min, grass/pasture, grass/trees, soybeans-notill, and woods. We randomly split them into the training set and testing set (5 percent for training, 95 percent for testing).
2) Pavia University: The University of Pavia dataset was obtained by the reflective optics system imaging spectrometer (ROSIS) sensor during a flight campaign over the Engineering School at University of Pavia. Water absorption bands affected by the atmosphere were removed, and the original 115 bands were reduced to 103 bands. An area with a size of 144×144 pixels and five classes is used for test, including metal sheets, soil, bitumen, bricks, and shadows. We randomly split them into the training set and testing set (2 percent for training, 98 percent for testing). B. Parameter Settings A grid search was adopted to find proper C and σ within sets of {0.1, 1, 10, 20, 60, 100, 160} and {10 -2 , 10 -1 , 10 0 , 10} respectively, and pre-reducing rate r is 50%. We repeat the experiment 10 times, and the classification time is the average of ten values.
C. Results
The experimental results on Indian Pine dataset are shown in Figure 2 and Table 1 , and the Pavia University dataset results are shown in Figure 3 and Table2.
As shown in Table 1 and Table 2 , the classification time of SR-LSTSVM on Indian Pine dataset and Pavia University dataset are substantially shortened by 42% and 46% compared to LSTSVM. While the overall classification accuracy are not affected as shown in Figure 2 and Figure 3 . Figure 4 represents the influence of pre-reducing rate on classification time in Indian Pine dataset, we can know that, when r is in the range of 90%~70%, the classification accuracy increased from 74.59% to 91.66% dramatically; the classification accuracy reaches the maximum when r is 50%; when the pre reduction ratio is less than 50%, the classification accuracy is almost the same. When the r is in the range of 0%~90%, the classification time decrease approximately linearly These results lead us to conclude that it is no difference between the classification accuracy of SR-LSTSVM and LSTSVM. But it is important to stress that the classification speed of SR-LSTSVM is much faster than that of LSTSVM.
Conclusion
In this paper we present a new method for pre-deducting training samples to improve the speed of LSTSVM. The method can extract the negative samples which are important for the positive decision surface. We can not only assure the ability of LSTSVM to classify patterns, but also enormously improve the speed of LSTSVM by using this method. The results of experiments show the validity and feasibility of the method.
