Abstract Multi-criteria decision aid (MCDA) methods have been around for quite 1 some time. However, the elicitation of preference information in MCDA processes, 2 and in particular the lack of practical means supporting it, is still a significant problem 3 in real-life applications of MCDA. There is obviously a need for methods that neither 4 require formal decision analysis knowledge, nor are too cognitively demanding by 5 forcing people to express unrealistic precision or to state more than they are able to.
u n c o r r e c t e d p r o o f
The CAR Method for Using Preference Strength in… the set of non-dominated alternatives too large, which must be handled, e.g., using for utilising imprecise information and also applies it to some extreme rules as above as 152 well as to the approach by Cook and Kress (1996) . Salo, Hämäläinen, and others have 153 suggested a set of approaches for handling imprecise information in these contexts,
154
for instance the PRIME method for preference ratios (Salo and Hämäläinen 2001).
155
The handling of decision processes could be efficiently assisted by software pack-
156
ages. The SMART method has been implemented in computer programs (see e.g., multifaceted, but it seems reasonable that a preferred method should possess some 210 significant qualities to a higher degree than its rivals:
211
• Efficiency The method should yield the best alternative according to some decision 212 rule in as many situations as possible.
213
• Easiness of use The steps of the method should be perceived as relatively easy to 214 perform.
215
• Ease of communication It should be comparatively easy to communicate the results
216
to others.
217
• Time efficiency The amount of time and effort required to complete the decision 218 making task should be reasonably low.
219
• Cognitive correctness The perceived correctness of the result and transparency of 220 the process should be high. 
Proportional Scoring

244
One of the most well-known proportional scoring methods is the SMART family.
245
SMART as initially presented was a seven-step procedure for setting up and analysing 246 a decision model. Edwards (1971 Edwards ( , 1977 proposed a method to assess criteria weights.
247
The criteria are then ranked and (for instance) ten points are assigned to w N , i.e., the 
253
In an additive model, the weights reflect the importance of one criterion relative to mentioned above is to derive so called surrogate weights from elicitation rankings.
316
The resulting ranking is converted into numerical weights and it is important to do 
321
The so called ROC (rank order centroid) weights are the average of the corners in the 322 polytope defined by the simplex S w = w 1 >w 2 > ··· >w N , w i = 1, and 0 ≤ w i .
323
The weights are then simply represented by the centroid (mass point) of S w , i.e., 1
325
For instance, in the case of four criteria and where w 1 >w 2 >w 3 >w 4 , the cen- • w k > 1 w k+1 with w k >w k+1
The substitutions yield new spaces defined by the simplexes generated by the new 384 orderings. In this way, we obtain a computationally meaningful way of representing 385 preference strengths.
386
To see how the weights work, consider the cardinality expressions as distance steps 
393
• w B > 1 w C .
394
• w C > 2 w D .
395
• w D > 0 w E .
396
• w E > 3 w F .
397
The decision-maker's statements are then converted into weights. One reasonable 398 candidate for a weight function is a function that is proportional to the distances on 399 the importance scale (Fig. 2, left) . This is analogous to the equidistant criteria placed 400 on the ordinal importance scale (Fig. 2, right) . To obtain the cardinal ranking weights 
The CAR method follows a three-step procedure, much in analogy with the two 
427
A general value function U using additive value functions is then
where determining the efficacy, in this sense, of the three MCDM methods suggested above.
452
The modelling assumptions regarding decision-makers' mind-sets are mirrored in the 
464
Regardless of elicitation method, the assumption is that all elicitation is made relative 465 to a weight distribution held by the decision-maker. 5
466
The idea in both cases is to construct a set of unknowable weights that are distributed 467 over the possible weight space. When simulating using DR the generated weights tend 
Simulation Studies and Their Biases
480
In the simulations described below it is important to realize which background model 
Comparing the Methods
505
Barron and Barrett (1996b) compared surrogate weights, where the idea was to mea- 
Simulations
527
The simulations were carried out with a varying number of criteria and alternatives.
528
There were four numbers of criteria N ={3, 6, 9, 12} and four numbers of alternatives 529 M ={3, 6, 9, 12} in the simulation study, creating a total of 16 simulation scenarios.
530
Each scenario was run 10 times, each time with 10,000 trials, yielding a total of value vectors were generated uniformly since no significant differences were observed 535 with other value distributions. The value vectors were then used for multiplying with 536 the obtained weights in order to form weighted values V X j to be compared.
537
The results of the simulations are shown in Table 1 below, where we show a subset A second success measure we used is the matching of the three highest ranked alternatives ("podium"), the number of times the three highest evaluated alternatives using a particular method all coincide with the true three highest alternatives. A third set generated is the matching of all ranked alternatives ("overall"), the number of times all evaluated alternatives using a particular method coincide with the true ranking of the alternatives. The two latter sets correlated strongly with the first and are not shown in this paper. Instead, we show the Kendall's tau measure of overall performance. 7 SMART is represented by the improved SMARTER version by Edwards and Barron (1994) . i.e., 100,000 decision situations. Table 2 shows the Kendall's tau measure from the 
552
It is clear from Table 1 that the CAR method outperforms the other methods. While
553
CAR averages 87 %, the other two perform at around 81 %. Similarly, in Table 2 
Noise
562
In the simulations above, rankings were induced from the true weights. However, the 563 underlying assumption is that the decision-maker is able to convert beliefs into order- results, but these can to a large extent be taken into account by slightly altering the 567 generated true weights before the order is generated. For instance, we can introduce 
571
Then the generated order simulates that the decision-maker exhibits some uncertainties 572 regarding the true weight ordering. life. Therefore, two filters were designed to discard weight vectors deemed unnatural.
587
The weak filter discarded all generated true vectors with a component larger than was discarded, a new vector was generated assuring that the total number of trials 591 remained constant in each simulation.
592
While the exact choices of cut-off limits may seem arbitrary, the tendencies dis-593 played are general in their nature. Table 5 shows the results from applying the cut-off 594 filters to the selected decision simulation.
595
The effect of cut-off filters on the simulation results were that while SMART and 596 AHP were to a large extent unaffected, CAR improved 1-2 % when the strong filter 597 was applied. In particular, the ratio based AHP method seems not to improve by the Similarly, Table 7 shows the results for ease of communicating the results to others.
629
In this case, CAR and SMART were almost equal, followed by AHP far behind.
630
In the same manner, the remaining tables show the results for the attributes amount 631 of time and effort required to complete the decision making task (Table 8) , perceived 632 correctness of the result and transparency of the process (Table 9) , and the decision- maker's willingness to use the method again (Table 10) . CAR turned out to be the least 634 time-consuming method, followed by SMART and with AHP far behind.
635
The perceived correctness is in conformity with the simulation results. CAR is the 636 preferred method followed by SMART and with AHP last.
637
Regarding the willingness to use the method again, CAR clearly outperforms the MCDA methods, where each individual was given 2-3 weeks to complete an impor-665 tant decision making task. They made the decision using all three methods available 666 and were subsequently asked to reflect on the methods' respective traits and charac-667 teristics. The study clearly showed that the CAR method generally and significantly
668
was top-of-the-form for all the criteria above.
669
In conclusion, the goal was to find a more useful MCDA method with a reasonable 670 elicitation component, which would reduce some of the applicability issues with exist-
671
ing more elaborate methods that we and others have developed over the years, but at the 
