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Abstract
The paper shows that normally hyperbolic one-dimensional compact attrac-
tors of smooth dynamical systems are characterized by differential positivity,
that is, the pointwise infinitesimal contraction of a smooth cone field. The
result is analog to the characterization of zero-dimensional hyperbolic attrac-
tors by differential stability, which is the pointwise infinitesimal contraction
of a Riemannian metric.
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1. Introduction
A linear operator A is positive if it maps a cone K into itself, i.e. AK ⊂ K
[1]. For linear dynamical systems x+ = Ax, A : Rn → Rn, positivity has
the natural interpretation of invariance (and contraction, if the positivity is
strict) of the cone K along the trajectories of the system. For continuous
systems x˙ = Ax positivity reads eAtK ⊂ K for any t > 0.
Positivity has strong implications for the trajectories of the linear system
[1]. Under irreducibility assumption, Perron-Frobenius theorem guarantees
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the existence of a dominant (largest) real eigenvalue for A whose associated
eigenvector - the Perron-Frobenius vector w - is the unique eigenvector that
belongs to the interior of K. As a consequence, the subspace spanned by w
is an attractor for the linear system, that is, for any vector x ∈ K, x 6= 0,
lim
n→∞
Anx
|Anx| = w . (1)
A classical geometric interpretation of Perron-Frobenius theorem is the
projective contraction of linear positive systems [1, 2]: the rays of the cone
converge towardss each other along the system dynamics. Positivity is at
the core of a number of properties of Markov chains, consensus algorithms
and large-scale control [1, 3, 4, 5, 6, 7]. A straightforward example in linear
algebra is the convergence of the power iteration algorithm [8, Chapter 7],
directly expressed by (1).
Differential positivity extends linear positivity to the nonlinear setting.
A nonlinear system x˙ = f(x) (or a nonlinear iteration x+ = F (x)) is differ-
entially positive if its linearization along any given trajectory is positive. A
detailed characterization is provided in Section 3. The intuitive idea is that
the linearized flow ∂xψ(·, x) along the trajectory ψ(·, x), ψ(0, x) = x, maps
the cone (field) K into itself.
Differentially positive systems generalize the important class of monotone
dynamical systems [9, 10, 11], which are differentially positive with respect
to a constant cone field (on vector spaces). Not surprisingly, differential
positivity restricts the asymptotic behavior of a nonlinear system: Figure 1
illustrates the dichotomic behavior of a differentially positive system. Analog
to the Perron-Frobenius vector in the linear case, the Perron-Frobenius vec-
tor field is an attractor for the linearized dynamics (dashed line in Figure 1).
The main results of differential positivity [12] is that the trajectories of a dif-
ferentially positive system either converge asymptotically to the image of an
integral curve of the Perron-Frobenius vector field, or they move transversally
to the Perron-Frobenius vector field. In the latter case the Perron-Frobenius
vector field defines a direction of maximal sensitivity [12].
In the former case of convergence, the image of an integral curve of the
Perron-Frobenius vector field defines a one-dimensional attractor for the non-
linear dynamics. This attractor generalizes the subspace spanned by the
Perron-Frobenius vector of linear positivity (the Perron-Frobenius vector field
is not constant in general). It is either a collection of fixed points and con-
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Figure 1: Left: trajectories converge to the image of an integral curve of the Perron-
Frobenius vector field w. Right: trajectories move transversally to the Perron-Frobenius
vector field w, which defines a direction of sensitivity.
necting arcs or a limit cycle [12, 13]. For this reason, differential positivity
is a relevant analysis tool for the study of bistable and periodic behaviors.
Further to the general exposition [12], the present paper strengthens the
theory in the special case of hyperbolic attractors. The main result is the
following converse theorem
Theorem 1. A smooth dynamical system is (strictly) differentially positive
in the basin of attraction of a one-dimensional normally hyperbolic compact
attractor.
The paper is organized as follows. Section 2 recalls briefly the connec-
tions between differential stability (contraction of Riemannian metrics) and
hyperbolic fixed points, emphasizing the relevance of linearization methods
for the characterization of asymptotic convergence to a fixed point. A similar
approach is pursued in Sections 3, 4 and 5 to emphasize the analog role of
differential positivity in the characterization of asymptotic convergence to a
one-dimensional attractor. In particular, Section 3 introduces the notion of
differential positivity; Section 4 illustrates the main properties of differen-
tially positive systems, providing novel insights on the results in [12]; Section
5 completes and extends the results in [14] by proving Theorem 1. Section 6
further discusses the importance of the assumption of normal hyperbolicity.
Conclusions follow.
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2. Differential stability and hyperbolic fixed points
2.1. Differential stability (contraction)
A linear system x˙ = Ax, x ∈ Rn, is Lyapunov stable if for some positive
definite matrix P the Lyapunov function V (x) := |x|2P = xTPx is non-
increasing along the system trajectories
V˙ = xT (ATP + PA)x ≤ 0 ∀x ∈ Rn . (2)
The strict inequality V˙ < 0 entails exponentially stability, that is, the expo-
nential contraction in time eAtBr ⊂ Br of the ball Br := {x ∈ Rn | |x|P ≤ r}
of radius r > 0.
Analog to the linear case, a nonlinear system Σ represented by x˙ = f(x),
x ∈ Rn, is differentially exponentially stable (or contractive) if its lineariza-
tion along any trajectory is exponentially stable. This property has a point-
wise geometric characterization based on the construction of Lyapunov-like
functions for the prolonged system δΣ [15]{
x˙ = f(x)
˙δx = ∂f(x)δx
(x, δx) ∈ Rn× Rn . (3)
where ∂f(x) is the differential of f at x. Let | · | be any Riemannian metric.
Consider a function V : Rn× Rn → R≥0 such that
(i) there exist 0 < λlb < λub, a positive integer p
λlb|δx|p ≤ V (x, δx) ≤ λub|δx|p ∀(x, δx) ∈ Rn× Rn ; (4)
(ii) there exists λ > 0
V˙ (x, δx) ≤ −λV (x, δx) ∀(x, δx) ∈ Rn× Rn . (5)
Then, the nonlinear system is contractive in Rn [16, Theorem 1]. The reader
will notice that V is just a Lyapunov function lifted to the tangent bundle. In
(4) the Riemannian metric |·| replaces the norms of classical Lyapunov theory.
The inequality (5) characterizes the exponential stability of the linearization.
For instance, using ψ : R+×Rn → Rn to denote the nonlinear flow, we have
that the pair (ψ(·, x), ∂xψ(·, x)δx) is a trajectory of the prolonged system
from the initial condition (x, δx). Thus, (4) and (5) guarantee the exponential
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contraction ∂xψ(t, x)Br ⊂ Br of any infinitesimal ball Br := {δx ∈ Rn | |δx| ≤
r}, as illustrated in Figure 2.
The reader is referred to [16] for a detailed Lyapunov characterization of
contraction and for further extensions of the theory to general manifolds and
Finsler metrics. Fundamental results of contraction theory and applications
can be found in [17, 18, 19, 20, 21].
ψ(·, x0)
δx0
Figure 2: Contraction of neighboring trajectories towardss ψ(·, x0).
2.2. The asymptotic behavior of differentially stable systems
The exponential stability of the linearization (4), (5) guarantees the con-
traction of the Riemannian metric along the system trajectories over a uni-
form time horizon. As a consequence, there exists K ≥ 1 such that
d(ψ(t, x), ψ(t, y)) ≤ Ke−λtd(x, y) ∀x, y ∈ Rn , ∀t ≥ 0 (6)
where d is the geodesic distance given by the Riemannian metric [16, Theorem
1], as shown in Remark 1 for completeness. Thus, ψ(T, ·) is a contraction
whenever T ≥ 0 satisfies Ke−λT < 1. Using the semigroup property of
the flow, by Banach fixed-point theorem a contractive system has a unique
exponentially stable fixed point x∗, provided that the Riemannian metric | · |
makes Rn geodesically complete.
A simple direct argument exploits the identity
d
dt
f(ψ(t, x)) = ∂f(ψ(t, x))
d
dt
ψ(t, x) = ∂f(ψ(t, x))f(ψ(t, x)) (7)
which holds along any trajectory ψ(·, x). The identity shows that any pair
(ψ(·, x), f(ψ(·, x))) is a trajectory of the prolonged system (3). Therefore, by
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(4) and (5), every trajectory ψ(·, x) converges to a fixed point since
lim
t→∞
∣∣∣∣ ddtψ(t, x)
∣∣∣∣ = limt→∞ |f(ψ(t, x))| = 0 . (8)
Uniqueness follows from (6), by contradiction. Furthermore, x∗ is exponen-
tially stable by Lyapunov’s first theorem, since (4) and (5) hold at x∗. The
existence of a unique fixed point is indeed a necessary condition for contrac-
tive time-invariant systems.
Remark 1. Consider (4) and (5). For any x, y ∈ Rn, consider the geodesic
curve γ(·) : [0, 1] → U connecting γ(0) = x to γ(1) = y with length `(γ) :=∫ 1
0
∣∣ d
ds
γ(s)
∣∣ ds = d(x, y). Then, the geodesic distance d satisfies (6) since
d(ψ(t, x), ψ(t, y)) ≤
∫ 1
0
∣∣∣∣ ddsψ(t, γ(s))
∣∣∣∣ds
≤
∫ 1
0
Ke−λt
∣∣∣∣ ddsγ(s)
∣∣∣∣ds = Ke−λtd(x, y) (9a)
for some K ≥ 1, where the second inequality follows from (4) and (5). For
instance, for any curve γ(·)
d
dt
d
ds
ψ(t, γ(s)) =
d
ds
d
dt
ψ(t, γ(s))
=
d
ds
f(ψ(t, γ(s)))
= ∂f(ψ(t, γ(s)))
d
ds
ψ(t, γ(s))
which shows that d
ds
ψ(t, γ(s)) is a trajectory of the linearized dynamics ˙δx =
∂f(ψ(t, γ(s)))δx from the initial condition d
ds
γ(s). Thus, by (4) and (5)∣∣∣∣ ddsψ(t, γ(s))
∣∣∣∣ ≤ Ke−λt ∣∣∣∣ ddsγ(s)
∣∣∣∣ (11)
for some K ≥ 1.
2.3. Hyperbolic fixed points
By Hartman-Grobman theorem, the trajectories of the system in a small
neighborhood of a hyperbolic fixed point are topologically conjugated to
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the trajectories of the linearized dynamics [22]. Thus, at any equilibrium
0 = f(x∗), the eigenvalues of the Jacobian matrix ∂f(x∗) dictate the stability
property of the fixed point. If ∂f(x∗) is a Hurwitz matrix then x∗ is locally
asymptotically stable. A Hurwitz Jacobian matrix also guarantees that the
nonlinear system is contractive in a small neighborhood U of the fixed point:
by continuity, there exists P > 0 such that ∂f(ψ(t, x))TP+P ∂f(ψ(t, x)) < 0
holds for each x in a small neighborhood U of the fixed point. Thus, (4) and
(5) hold in U for V := δxTPδx.
As a matter of facts, the existence of a unique hyperbolic fixed point is
also a sufficient condition for contraction in the whole Rn, as summarized in
the next theorem. A detailed analysis can be found in [23]. We provide a
new proof based on [24, Theorem 2.3].
Theorem 2. A smooth dynamical system is contractive in the basin of at-
traction of a hyperbolic fixed point.
Proof. Without loss of generality, consider a hyperbolic fixed point x∗ = 0
and let B be the basin of attraction of x∗. By [24, Theorem 2.3] there exists
a differentiable h : B → Rn such that y = h(x) is a C1 diffeomorphism with
∂h(0) = I and y˙ = ∂f(0)y =: Ay. By hyperbolicity, there exists a symmetric
and positive definite matrix P such that ATP +PA ≤ −λP for some λ > 0.
In the y coordinates, consider now the Riemannian metric | · |P defined
by |δy|P :=
√
δyTPδy at each y. (4) and (5) are trivially satisfied by se-
lecting V := δyTPδy. From [16, Theorem 1] the nonlinear system is con-
tractive in the basin of attraction h(B) = Rn. In the original coordinates,
the metric is represented by |δx|P :=
√
δxT∂h(x)TP∂h(x)δx at each x and
V := δxT∂h(x)TP∂h(x)δx. 
3. Differential positivity
Differential positivity replaces the contraction of a metric, the shrinking
ball in Figure 2, with the contraction of a cone, illustrated in Figure 3.
Projective contraction - the contraction of the rays of the cone - frees one
direction of the contraction property. The result is that the trajectories are
not forced to converge to a fixed point anymore. The unique fixed point is
replaced by one-dimensional attractors, the image of a curve.
Differential positivity is defined below for complete continuous systems
x˙ = f(x), whose state belongs to a smooth n-dimensional Riemannian man-
ifold X . In such a case the state (x, δx) of the prolonged system (3) belongs
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δx0 ψ(·, x0)
Figure 3: Contraction of a cone along ψ(·, x0).
to the tangent bundle TX . The manifold X is endowed with a cone field
K(x) ⊆ TxX ∀x ∈ X
which makes X a conal manifold [25, 26]. Each cone K(x) is closed and solid,
and satisfies the following properties: for all x ∈ X , (i) K(x) +K(x) ⊆ K(x),
(ii) αK(x) ⊆ K(x) for all α ∈ R+, (iii) K(x)∩−K(x) = {0} (i.e. convex and
pointed). We assume that K is continuous and piecewise differentiable, i.e.
the boundary of K has a continuous and piecewise differentiable parameter-
ization.
Positivity of the linearization has the precise interpretation of forward
invariance and contraction of the cone field along the prolonged dynamics δΣ
[12], as clarified in the following definition. For simplicity, in what follows
we use ψt(·) : X → X to denote ψt(x) := ψ(t, x) where ψ(·, x) ∈ Σ.
Definition 1 (differential positivity). The system Σ is differentially pos-
itive (with respect to the cone field K) in X if the flow of the prolonged system
(3) leaves the cone invariant
∂ψt(x)K(x) ⊆ K(ψt(x)) ∀x ∈ X , ∀t > 0 . (12)
In addition, a differentially positive system Σ is (uniformly) strictly differ-
entially positive if there exist a constant T > 0 and a cone field R(x) ⊂
intK(x) ∪ {0} such that
∂ψt(x)K(x) ⊆ R(ψt(x)) ∀x ∈ X ,∀t ≥ T . (13)
To avoid pathological cases, we assume that for every pair of points x1, x2 ∈
X , there exists a linear invertible mapping Γ(x1, x2) : Tx1X → Tx2X such
that Γ(x1, x2)K(x1) = K(x2) and Γ(x1, x2)R(x1) = R(x2).
Strict differential positivity guarantees that every tangent vector δx on
the boundary of K(x) is mapped into ∂ψt(x)δx ∈ R(ψt(x)) at time t ≥
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T . Combining this property with the linearity of the mapping leads to the
projective contraction in Figure 3. The result has a metric characterization
based on a generalization of the argument in [1]. In particular, [1] shows
that linear positive maps contract the Hilbert metric (projective metric). [1]
reduces the existence of the Perron-Frobenius eigenvector for linear positive
maps to an application of the Banach fixed point theorem. Differentially
positive systems enjoy a similar property.
From [12, Section VI], for any given x ∈ X , take any δx, δy ∈ K(x) \ {0}
and defineMK(x)(δx, δy) :=inf{λ≥0 : λδy−δx∈K(x)} 2 andmK(x)(δx, δy) :=
sup{λ ≥ 0 : δx− λδy ∈ K(x)}. The Hilbert metric hK(x) reads
hK(x)(δx, δy) := log
(
MK(x)(δx, δy)
mK(x)(δx, δy)
)
. (14)
hK(x) is a projective metric that measures the distance between rays of
the cone. In particular, for any δx, δy ∈ K(x), hK(x)(δx, δy) = 0 if and only
if δx = λδy with λ ≥ 0, and hK(x)(αδx, βδy) = hK(x)(δx, δy) for any α > 0
and β > 0. The Hilbert metric hK(x) reduces to a metric in K(x) ∩ {δx ∈
TxX : |δx|x=1}. We make the following standing assumption.
Assumption 1. For all x ∈ X , the pair K(x) ∩ {δx ∈ TxX : |δx| = 1} and
hK(x) is a complete metric space.
We recall that | · | is the Riemannian metric on X . Examples of complete
metric spaces on cones can be found in [1, 27, 28].
The contraction of the cone field along trajectories is captured by the
exponential convergence of the Hilbert metric. Following [12, Theorem 2],
for a strictly differentially positive system there exist ρ ≥ 1 and λ > 0 such
that, for all x ∈ X , δx1, δx2 ∈ K(x), and t ≥ T ,
hK(ψt(x))(∂ψt(x)δx1, ∂ψt(x)δx2) ≤ ρe−λ(t−T )∆ (15)
where ∆ := sup{hK(x)(v1, v2) : v1, v2 ∈ R(x)} <∞.
Assumption 1 and the projective contraction (15) lead to the existence of
the so-called Perron-Frobenius vector field w(x) ∈ intK(x), the differential
equivalent of the Perron-Frobenius eigenvector of linear positive mappings.
2 MK(x)(δx, δy) :=∞ when {λ ∈ R≥0 : λδy − δx ∈ K(x)} = ∅.
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By [12, Theorem 3], for any x ∈ X , w is a continuous vector field such that
w(x) := lim
t→∞
∂ψt(ψ−t(x))δx
|∂ψt(ψ−t(x))δx| where δx ∈ K(ψ
−t(x)) \ {0} .
w is invariant as a field of rays, that is, w(ψt(x)) = ∂ψt(x)w(x)/|∂ψt(x)w(x)|.
Furthermore, for any x ∈ X and δx ∈ K(x),
lim
t→∞
hK(ψt(x))(w(ψt(x)), ∂ψt(x)δx) = 0 . (16)
The observation in (7) makes clear that (16) is at the root of the di-
chotomic behavior illustrated in Figure 1. In brief, for any trajectory x(·),
either x˙(t) ∈ K(x(t)) for some t, which forces the trajectory to converge
asymptotically towardss an integral curve of the Perron-Frobenius vector
field, or x˙(t) /∈ K(x(t)) for all t, which determines the transversality between
x˙(t) and w(x(t)), leading to sensitivity.
In what follows, for simplicity, we call Perron-Frobenius curve any integral
curve of the Perron-Frobenius vector field.
Remark 2. Differential positivity makes contact with the Alekseev and Moser
criterion which infers the hyperbolicity of an attractor A from the existence of
two invariant cone fields defined at each x ∈ A. [29, Chapter 3]. Differential
positivity also requires the existence of an invariant cone field. Differential
positivity exploits the contraction of the cone field everywhere in the system
state manifold (or in any forward invariant subset) to characterize the global
asymptotic behavior of the system. In this sense, differential positivity shows
similarities with [30], which uses the invariance of cone fields on X to char-
acterize the Lyapunov exponents of the system.
4. The asymptotic behavior of a differentially positive system
In order to make the paper self-contained, we summarize in this section
the main results of [12], which characterize the asymptotic behavior of dif-
ferentially positive systems.
The ω-limit set ω(ξ), ξ ∈ X , is the set
ω(ξ) :=
⋂
T∈R
{ψt(ξ), t > T} ,
where denotes the closure of the set. For every ξ ∈ X , the ω-limit set of
a (complete) strictly differentially positive system whose trajectories are all
bounded satisfies one of the following two properties [12, Theorem 4]:
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(i) The vector field f(x) is aligned with the Perron-Frobenius vector field
w(x) for each x ∈ ω(ξ) (i.e. f(x) = λ(x)w(x), λ(x) ∈ R), and ω(ξ)
is either a fixed point or a limit cycle or a set of fixed points and
connecting arcs;
(ii) The vector field f(x) is not aligned with the Perron-Frobenius vec-
tor field w(x) for each x ∈ ω(ξ) such that f(x) 6= 0, and either
lim inf
t→∞
|∂ψt(x)w(x)| =∞ or lim
t→∞
f(ψ(t, x)) = 0.
4.1. Convergence to a one-dimensional attractor
The behavior (i) is akin to Poincare´-Bendixson theorem for planar sys-
tems [31]. It holds if the Perron-Frobenius vector field is complete and if the
following holds:
lim sup
t→∞
|∂ψt(x)w(x)| <∞ ∀x ∈ C . (17)
In such a case the attractor is given by the image of a Perron-Frobenius curve.
The combination of (17) with the projective contraction of strict differential
positivity leads to contraction transversally to the Perron-Frobenius vector
field: n − 1 directions of contraction for an n-dimensional state manifold
X . As a consequence, every pair of trajectories in C converge asymptotically
to the image of a unique Perron-Frobenius curve. The completeness of the
vector field ensures existence and uniqueness of such a curve. A detailed
argument is developed in Remark 3.
Remark 3. We first establish contraction transversal to the Perron-Frobenius
vector field: for every x ∈ C and δx ∈ TxX ,
(a) lim sup
t→∞
|∂ψt(x)δx| <∞; and
(b1) either lim
t→∞
|∂ψt(x)δx| = 0
(b2) or lim
t→∞
hK(ψt(x)) (q∂ψt(x)δx,w(ψt(x))) = 0 for some q ∈ {1,−1}.
If δx ∈ −K(x)∪K(x) then (a) follows from the fact that w(ψt(x)) is a domi-
nant direction and ∂ψt(x) is a linear operator. (b2) follows by projective con-
traction and linearity of ∂ψt(x). (b1) may also occur. For δx /∈ −K(x)∪K(x)
either there exists τ > 0 such that ∂ψτ (x)δx ∈ −K(ψτ (x)) ∪ K(ψτ (x)) and
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(a),(b2) follow by the argument above, and (b1) may occur, or ∂ψt(x)δx /∈
K(ψt(x)) for all t ≥ 0. For this last case, take δy := αw(x) + δx. For α > 0
sufficiently large δy ∈ K(x) and (a),(b2) hold for δy ∈ K(x). Therefore
lim
t→∞
|∂ψt(x)δx| = 0, as claimed in (b1) (and (b1) implies (a)).
We now look at the convergence among trajectories by parameterizing
their initial conditions with a curve γ(·) : [0, 1] → C. For each s ∈ [0, 1],
ψt(γ(s)) converge asymptotically to the image of a Perron-Frobenius curve
as t → ∞. This follows from the observation that for each s ∈ [0, 1]
d
ds
ψt(γ(s)) = ∂ψt(γ(s)) d
ds
γ(s) and the pair γ(s) ∈ C, d
ds
γ(s) ∈ Tγ(s)X satis-
fies (a),(b2) or (b1) along the flow of the system. The Perron-Frobenius limit
curve must be unique. Otherwise, there exists a curve γ(·) : [0, 1] → C con-
necting several Perron-Frobenius limit curves such that, for some s ∈ [0, 1],
the tangent vector d
ds
γ(s) along the linearized flow d
ds
ψt(γ(s)) = ∂ψt(γ(s)) d
ds
γ(s)
does not satisfy one of (a) and (b2), and it does not satisfy (b1).
Various assumptions may ensure the ultimate boundedness property (17).
For instance, [12, Corollary 2] ensures the existence of a unique attractive
limit cycle in C under the simpler assumption
f(x) ∈ intK(x) ∀x ∈ C . (18)
(18) guarantees that the trajectories do not converge to a fixed point, since
the magnitude of the vector field is bounded from below |f(x)| > b > 0 on
any orbit (by boundedness of trajectories). (18) also implies (17) (see Lemma
1 in [12]) thus transversal contraction with respect to the Perron-Frobenius
vector field. Finally, (18) guarantees that every ω-limit set in C satisfies (i).
The vector field f(x) at each point x of the ω-limit set is aligned with the
Perron-Frobenius vector field, therefore every trajectory in the neighborhood
of the ω-limit set is attracted transversally towards the ω-limit set. As a
consequence, the return map on a Poincare´ section transversal to the ω-limit
set is necessarily contractive, leading to the existence of a closed orbit. The
reader is referred to [12, Corollary 2] and [13, Theorem 6] for a detailed
discussion.
The asymptotic stability of the limit cycle readily follows from the anal-
ysis of the linearization. Let x be a point on the closed orbit and let τ > 0
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be the period such that ψτ (x) = x. By strict differential positivity 3,
∂ψτ (x)K(x) ⊆ intK(ψτ (x)) ∪ {0} = intK(x) ∪ {0} .
∂ψτ (x) is thus a positive linear operator with dominant eigenvector w(x) =
f(x)
|f(x)| since, by periodicity of ∂ψ
τ (x) and using (7), ∂ψτ (x)f(x) = f(ψτ (x)) =
f(x). The dominant eigenvalue clearly has magnitude 1. By strict differential
positivity the other eigenvalues - the Floquet’s characteristic multipliers of
the system - have magnitude less than one. It follows that the closed orbit
is asymptotically stable [31, Chapter 13].
4.2. Sensitive behaviors
(ii) characterizes ω-limit sets of points x ∈ X for which (17) does not
hold. In such a case, the Perron-Frobenius vector field is a direction of max-
imal sensitivity. Fixed points or periodic orbits are unstable because of the
asymptotic separations among trajectories in a small neighborhood of the
ω-limit set, in the direction of the Perron-Frobenius vector field. However,
strict differential positivity still allows for one-dimensional attractors defined
by a collection of fixed points and connecting arcs. The simplest example is
given by a bistable system, with two stable fixed points and a saddle point
x∗. If the linearization of the system at the saddle has n−1 eigenvalues with
negative real part, then strict differential positivity guarantees that all the
fixed points belong to the image of a Perron-Frobenius curve. Indeed, the
whole heteroclinic orbit connecting the unstable manifold of the saddle to
any stable fixed points is contained within the image of a Perron-Frobenius
curve. This follows from the continuity of the Perron-Frobenius vector field,
combining the fact that the tangent space of the unstable manifold at x∗ is
spanned by w(x∗) with the invariance of the Perron-Frobenius vector field
w(ψt(x)) = ∂ψt(x)w(x)/|∂ψt(x)w(x)| and with the invariance of the unsta-
ble manifold.
Further results related to case (ii) can be found in [12] and [13]. Notably,
the relevant property of almost global convergence of monotone systems is
revisited through differential positivity. In general, however, the relation
between differential positivity and nonlinear behavior for case (ii) requires
further investigation. It is an open question, for example, whether or not a
strictly differentially positive system may have strange attractors.
3Necessarily T in (13) satisfies T ≤ τ .
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5. Normally hyperbolic attractors
At a fixed point x∗, strict differential positivity reduces to classical pos-
itivity of the linearization since ∂ψt(x∗)K(x∗) ⊆ intK(x∗) for all t > 0. In
such a case, w(x∗) is the dominant eigenvector of ∂f(x∗) and the stability of
the fixed point is determined by the associated eigenvalue λw(x∗). w(x
∗) can
be an unstable direction - lim inf
t→∞
|∂ψt(x∗)w(x∗)| = ∞ of (ii) - which shows
that differential positivity does not imply stability. On the other hand, the
tangent space splits into
Tx∗X = W (x∗)⊕N(x∗) (19)
where W (x∗) := {λw(x∗) : λ ∈ R} and N(x∗) is given by the span of the
remaining eigenvectors of ∂f(x∗). The linearized flow contracts N(x∗) more
sharply than W (x∗) or it expands W (x∗) more sharply than N(x∗), that is,
for some c(x∗) > 0,
log
( |∂ψt(x∗)w(x∗)|
|∂ψt(x∗)δx|
)
≥ c(x∗)t ∀δx ∈ N(x∗), |δx| = 1 .
A separation of subspaces and rates is akin to normal hyperbolicity [32].
Remark 4. On any fixed point x∗, strict differential positivity guarantees
that e∂f(x
∗)tw(x∗) ∈ W (x∗) which makes w(x∗) an eigenvector of ∂f(x∗).
The real part of an eigenvalue λv associated to any other eigenvector v of
∂f(x∗) must satisfy λv < λw(x∗), otherwise (16) would not hold. c(x∗) is thus
any positive constant such that λw(x∗) − λv ≥ c(x∗) > 0.
We need the following definitions and assumptions.
Definition 2. A connected manifold A ⊆ X is an attractor for the flow ψ
if it satisfies the following two properties:
• ψt(A) ⊆ A for all t > 0;
• There exists a neighborhood U ⊂ X of A such that, for any x ∈ U , the
limit set ω(x) is in A.
Definition 2 allows for the existence of a smaller closed subset satisfying
the above properties. For example, the definition includes the case of a set
of fixed points and their connecting orbits.
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In what follows we will use the notion of invariant splitting of the tangent
bundle of X over A, represented by
TxX = Nx ⊕ TxA ∀x ∈ A ,
with ∂ψt(x)TxA = Tψt(x)A and ∂ψt(x)Nx = Nψt(x) for all x ∈ A and t ≥ 0.
Definition 3. The attractor A is normally hyperbolic (with respect to the
flow ψ) if there exists an invariant splitting of the tangent bundle at A which
satisfies the following property: there exist a Riemannian metric | · | and real
constants ρ1 ≥ 1, ρ2 ≥ 1, λ1 > 0, λ2 < λ1 such that, for all x ∈ A and t ≥ 0,
|∂ψt(x)δx| ≤ ρ1e−λ1t|δx| ∀δx ∈ Nx (20a)
|∂ψt(x)δx| ≥ ρ2e−λ2t|δx| ∀δx ∈ TxA . (20b)
We can now precisely state and prove the main result of the paper.
Theorem 3. Consider a dynamical system Σ on a Riemannian manifold X ,
represented by x˙ = f(x) where x ∈ X and f is a C1 vector field. Let A ⊂ X
be a normally hyperbolic compact attractor for Σ with basin of attraction BA.
If dimTxA = 1 for all x ∈ A then Σ is strictly differentially positive in BA.
Proof.
Strict differential positivity in A. According to [32, Remark 3] the nor-
mal hyperbolicity property with dimTxA = 1 implies that one can define an
adapted metric | · |∗ in TX , x ∈ A, such that (20a)-(20b) are satisfied with
ρ1 = ρ2 = 1, i.e. for all x ∈ A, there exist real constants λ1 > 0 and λ2 < λ1
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such that 4
|∂ψt(x)v|∗ ≤ e−λ1t|v|∗ ∀v ∈ Nx (21a)
|∂ψt(x)v|∗ ≥ e−λ2t|v|∗ ∀v ∈ TxA . (21b)
Consider the continuous vector field ξ : A → TA such that |ξ(x)|∗ = 1 for
all x ∈ A and
TxA = {αξ(x) : α ∈ R} x ∈ A .
Given any 0 < ε 1, at each point x ∈ A, we define the cone fields
K(x) := {αξ(x) + v : α− |v|∗ ≥ 0, α ∈ R+, v ∈ Nx} (22a)
R(x) := {αξ(x) + v : α− |v|∗ ≥ αε, α ∈ R+, v ∈ Nx} . (22b)
Directly from the definition K(x) is solid and closed at each x ∈ A. K(x) is a
convex cone since for any αξ(x) + v ∈ K(x) and α′ξ(x) + v′ ∈ K(x), we have
v+ v′ ∈ Nx and α+α′ ≥ |v|∗+ |v′|∗ ≥ |v+ v′|∗, so that K(x) +K(x) ⊆ K(x).
Clearly γK(x) ⊆ K(x) for γ > 0. Finally, if αξ(x)+v ∈ {K(x),−K(x)}, then
α− |v|∗ ≥ 0 and −α− |v|∗ ≥ 0, so that α = |v|∗ = 0. Thus K(x)∩−K(x) =
{0}, which makes K(x) pointed. The same holds for R(x).
We show strict differential positivity. For all t > 0, x ∈ A and v ∈ Nx,
we have ∂ψt(x)v ∈ Nψt(x) and ∂ψt(x)(αξ(x)) = (α|∂ψt(x)ξ(x)|∗) ξ(ψt(x)) ∈
Tψt(x)A since the splitting is invariant. We obtain
α|∂ψt(x)ξ(x)|∗ − |∂ψt(x)v| ≥ αe−λ2t − e−λ1t|v|∗ ≥ 0
4 It follows from (20a) that one can define an adapted metric in Nx for all x ∈ A,
i.e. |∂ψt(x)v|∗ ≤ e−λ1t|v|∗ for all v ∈ Nx (see e.g. [33]). This corresponds to (21a). In
addition, since dimTxA = 1, there exists a function Λ such that ∂ψt(x)v = e−Λ(t)tv for all
t > 0 and v ∈ TxA, and (20b) implies lim supt→∞ Λ(t) ≤ λ2. For v ∈ TxA, we can define
the metric
|v|∗ =
∫ T
0
|∂ψt(x)v|eλ2t dt
where T is large enough. We have
d|ψτ (x)v|∗
dτ
∣∣∣∣
τ=0
=
d
dτ
[
e−λ2τ
∫ T+τ
τ
|∂ψt(x)v|eλ2tdt
]
τ=0
= −λ2|v|∗ + |v|(e(λ2−Λ(T ))T − 1)
where the second term is positive for T large enough. Then we obtain (21b).
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for all t ≥ 0 since α ≥ |v|∗ and λ2 < λ1. (12) follows. Furthermore, uniformly
on x, there exists T1 > 0 such that e
(λ2−λ1)t ≤ (1− ) for all t ≥ T1, so that
(1− ε)αe−λ2t − e−λ1t|v|∗ ≥ e−λ2t(1− )(α− |v|∗) ≥ 0
for all t ≥ T1, which implies (13).
Strict differential positivity in a small neighborhood U ⊃ A. For any pos-
itive constant c, denote by Uc the (compact) set of points y ∈ BA whose
distance from A is less than or equal to c. By the hyperbolicity of A, for any
given c > 0 sufficiently small, there exists a constant 0 < ρ(c) < c such that
ψt(y) ∈ Uc for all t ≥ 0 and y ∈ Uρ(c).
Since A is normally hyperbolic and compact, there exists an invariant
fibration of its stable manifold, i.e. of the basin of attraction BA, in the
compact set Uc (see Theorem 4.1 in [32] and Theorem 2 in [34]). Denote by
W(x) ⊂ Uc the fiber characterized by a section x ∈ A and denote by Ny
the tangent space of the fiber W(x) at y ∈ W(x). Note that the invariance
property implies ∂ψt(y)Ny ⊆ Nψt(y).
Define a continuous extension ξ of the vector field ξ on Uc such that for
all y ∈ Uc \ A
• |ξ(y)|∗ = 1;
• ξ(y) ∈ TyX \Ny;
• whenever ψt(y) ∈ Uc, there exists ρ such that ∂ψt(y)ξ(y) = ρξ(ψt(y)).
At each point y ∈ Uc define the cone fields K and R as in (22).
We show strict differential positivity on U := ⋃t≥0 ψt(Uρ(c)) ⊃ A, for
c > 0 sufficiently small. By continuity of the vector field ξ on the compact
set Uc and by continuity of the prolonged flow (3) with respect to initial
conditions, for c sufficiently small, there exists a bound 0 < L(c) → 0 as
c→ 0 such that,
|∂ψt(y)v|∗ ≤ e(−λ1+L(c))t|v|∗ ∀y ∈ U ,∀v ∈ Ny (23a)
|∂ψt(y)ξ(y)|∗ ≥ e(−λ2−L(c))t ∀y ∈ U . (23b)
The bound L(c) arises from (i) the loss of contraction rate of ∂ψt(y) in the
direction v ∈ Ny between y ∈ U \ A and y ∈ A; (ii) the variation of the
expansion/contraction rate of ∂ψt(y) in the direction ξ(y) between y ∈ U \A
and y ∈ A.
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For any y ∈ U and any δy ∈ K(y), we have δy = αξ(y) + v where v ∈ Ny
and α− |v|∗ ≥ 0. Then, by (23), for all t ≥ 0
α|∂ψt(y)ξ(y)|∗ − |∂ψt(y)v|∗ ≥ αe(−λ2−L(c))t − e(−λ1+L(c))t|v|∗ ≥ 0
since L(c)→ 0 as c→ 0 and therefore λ2 < λ1 implies λ2 +L(c) < λ1−L(c)
for c sufficiently small. It follows that (12) holds. For strict differential
positivity, as before, there exists T2 > 0 such that, for all t ≥ T2,
(1− ε)αe(−λ2−L(c))t − e(−λ1+L(c))t|v|∗ ≥ e−λ2t(1− )(α− |v|∗) ≥ 0. (24)
Note that T2 → T1 as c→ 0.
Strict differential positivity in BA \ U . Consider the boundary bdU of U .
Following (22), for each x ∈ bdU , define the ρ-parametrized cone fields
Kρ(x) = {αξ(x) + v : α− eρ|v|∗ ≥ 0, α ∈ R+, v ∈ Nx}
Rρ(x) = {αξ(x) + v : α− eρ|v|∗ ≥ εα, α ∈ R+, v ∈ Nx} .
Clearly, Kρ′(x) ⊂ Kρ(x) for any ρ′ > ρ, since α − eρ′ |v|∗ ≥ 0 implies α −
eρ|v|∗ > 0. Furthermore, Rρ = Kρ+ε for ε := − log(1− ε). In fact, (1− ε)α−
eρ|v|∗ ≥ 0 if and only if α− eρ
(1−ε) |v|∗ ≥ 0, and e
ρ
(1−ε) = e
ρ+ε.
We are ready to define the cone fields on BA \ U . For x ∈ BA \ U , take
τ(x) := min{t ∈ R≥0 : ∃x0 ∈ U , ψ(−t, x0) = x}
and let x0(x) ∈ bdU be the (unique) initial condition that satisfies the identity
x = ψ(−τ(x), x0(x)). Define
K(x) := ∂ψ(−τ(x), x0(x))Kτ(x)(x0(x)) x ∈ BA \ U (26a)
R(x) := ∂ψ(−τ(x), x0(x))Rτ(x)(x0(x)) x ∈ BA \ U . (26b)
K and R are well defined since the class of cones is closed under the action
of linear maps. K and R are continuous by construction.
We prove differential positivity. Using (26), for all x ∈ BA \ U and
t ≤ τ(x), we have
∂ψt(x)K(x) = ∂ψt−τ(x)(x0(x))Kτ(x)(x0(x))
⊆ ∂ψt−τ(x)(x0(x))Kτ(x)−t(x0(x))
= ∂ψ−τ(ψ
t(x))(x0(ψ
t(x)))Kτ(ψt(x))(x0(ψt(x)))
= K(ψt(x))
(27)
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where we have used the identities t−τ(x) = −τ(ψt(x)) and x0(x) = x0(ψt(x)).
The inclusion follows from the property Kρ′(x) ⊂ Kρ(x) for any ρ′ > ρ. For
all x ∈ BA \ U and t > τ(x), we have
∂ψt(x)K(x) = ∂ψt−τ(x)(x0(x))Kτ(x)(x0(x))
⊆ ∂ψt−τ(x)(x0(x))K0(x0(x))
⊆ K(ψt−τ(x)(x0(x)))
= K(ψt(x)) .
(28)
The second inclusion follows from differential positivity in U . Differential
positivity is thus established.
For strict differential positivity, by repeating the argument above, note
that (27) and (28) hold when K is replaced by R. Thus, we have only to
show that there exists a uniform time T for which ∂ψT (x)K(x) ⊆ R(x). For
instance, consider the case ε ≤ τ(x), where ε := − log(1− ε). Exploiting the
identity Kρ(x0(x)) = Rρ−ε(x0(x)), we have
∂ψε(x)K(x) = ∂ψε−τ(x)(x0(x))Kτ(x)(x0(x))
= ∂ψε−τ(x)(x0(x))Rτ(x)−ε(x0(x))
= ∂ψ−τ(ψ
ε(x))(x0(ψ
ε(x)))Rτ(ψε(x))(x0(ψε(x)))
= R(ψε(x)) .
(29)
For ε > τ(x), ψt(x) ∈ bdU for some t ∈ [0, ε]. Thus strict differential
positivity follows from (29) and (24), for a uniform T = T2 + ε. 
Remark 5. The contracting cone field K(x) proposed in the proof is not
unique. Several definitions can be provided, starting from the parameter-
ization Kρ(x) whose constant eρ can be replaced by any function k(ρ, x),
x ∈ bdU , such that k(0, x) = 1 and k(·, x) is strictly increasing for each
x. Looking at Section 3, this implies that, in principle, different Perron-
Frobenius vector fields could arise from different cone fields. In general, the
Perron-Frobenius vector field is uniquely defined only at x ∈ A.
The contracting cone field K(x) is continuous and piecewise differentiable
on BA. In fact, it is not C1 on the boundary of U . However, we suspect
that one can obtain a contracting cone field that is C1 everywhere in BA by
choosing a properly parametrized cone field Kρ(x).
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Theorem 3 extends and completes the work initiated in [14] on converse
theorems for normally hyperbolic attractors given by a unique fixed point
or by a limit cycle. The argument for these converse results is based on the
properties of the Koopman operator [35]. In particular, the proof derives and
exploits an interesting connection between the Koopman eigenfunctions re-
lated to the attractor [36, 37] and the existence of an invariant (and contract-
ing) cone field. The proof is constructive, leading to a numerical algorithm
for the construction of the cone field [14, Section 5]. However, the approach
in [14] does not extend to the general one-dimensional normally hyperbolic
attractors considered in Theorem 3. For attractors containing several fixed
points, a cone field from Koopman eigenfunctions is well-defined in the basin
of attraction of each fixed point, but the patching of these cone fields in the
whole basin of attraction of the one-dimensional attractor is not necessarily
well defined.
6. Why normal hyperbolicity?
The relevance of the normal hyperbolicity property for Theorem 3 is
readily illustrated by a comparison of the attractors in Figure 4. The one-
dimensional attractor A` on the left of the figure is given by two stable
fixed points, a saddle point x∗, and the heteroclinic orbits connecting the
fixed points to the saddle - the unstable manifold of the saddle. The one-
dimensional attractor Ar on the right of the figure is characterized by a
stable fixed point, a saddle point x∗, the heteroclinic orbit connecting the
fixed point to the saddle, and the homoclinic orbit connecting unstable and
stable manifolds of the saddle. We assume that each fixed point is hyperbolic.
For simplicity we take X := R2 and BA = X .
Figure 4: One-dimensional attractors defined by a set of fixed points and connecting arcs.
A` is normally hyperbolic. The transversal convergence towardss the
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attractor is dominated by the motion within the attractor. This attractor is
compatible with differential positivity. Indeed, by Theorem 1, the attractor
A` makes the system strictly differentially positive in X .
Ar is not normally hyperbolic since unstable and stable manifolds of the
saddle merge. Thus, there is no invariant splitting of the tangent bundle
at Ar. In fact, the system cannot be strictly differentially positive. We
show this by contradiction. Suppose that the system is strictly differen-
tially positive with respect to some cone field K. The Perron-Frobenius
vector field w is a continuous vector field that satisfies w(x) ∈ TxA at each
x ∈ A. However, for any point x on the homoclinic orbit we have that
lim
t→∞
w(ψt(x)) 6= lim
t→∞
w(ψ−t(x)) despite lim
t→∞
ψt(x) = lim
t→∞
ψ−t(x) = x∗. This
contradicts the continuity of w.
A similar argument can be developed from the invariance of the cone
field K. By invariance, K(x∗) must contain both the tangent vectors δxs and
δxu respectively tangent to the stable and unstable manifolds of the saddle.
For instance, (i) δxu is the dominant eigenvector of the linearized flow on
x∗ therefore δxu ∈ K(x∗); (ii) by continuity, lim
t→∞
K(ψ−t(x)) = K(x∗) for any
x on the homoclinic orbit. Thus, the tangent vector δx to the homoclinic
orbit at x belongs to K(x) and, by differential positivity lim
t→∞
∂ψt(x)K(x) ⊆
K(x∗). Therefore, δxs ∈ K(x∗). However, considering the eigenvalues λ1 > λ2
of the linearization at the saddle x∗, we have ∂ψt(x∗)δxs = e−λ1tδxs and
∂ψt(x∗)δxu = e−λ2tδxu which contradicts the projective contraction property
(15), since lim
t→∞
dK(x∗)(∂ψt(x∗)δxs, ∂ψt(x∗)δxu) = dK(x∗)(δxs, δxu) > 0.
7. Conclusions
Differential analysis, or the study of the nonlinear map through the prop-
erties of its linearization, is a classical topic of dynamical systems theory. We
have shown that behaviors that asymptotically converge to a one-dimensional
normally hyperbolic attractor can be characterized differentially: their lin-
earizations are positive, they contract a cone field. This characterization can
be thought as analog to the differential characterization of behaviors that
asymptotically converge to a hyperbolic fixed point; those behaviors that
contract a “ball field”, that is, a Riemannian metric. The result once more
stresses the importance of hyperbolicity in differential analysis. It also em-
phasizes a fruitful connection between the property of positivity in linear
21
analysis and a geometric characterization of dynamical systems with one-
dimensional asymptotic behaviors.
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