Algal bloom is a nonlinear and time-varying process, which brings challenges for the accurate prediction. For the existing mechanism model of algae ignores the external key factors, we propose an algae growth model (AGM) optimized by action dependent heuristic dynamic programming (ADHDP). This model has the structure of information interaction with the outside, which can predict algal bloom with well adaptive ability. In this paper, chlorophyll-a concentration is used as the representative factor of algal bloom. We use ADHDP approach to map the external key factors to the time-varying parameters, so the AGM can be adjusted to realize the self-adaptive prediction with the changes in external environments. Compared with different prediction methods, the simulation result shows that the ADHDP-AGM prediction model can accurately predict the chlorophyll-a concentration under different data distributions. Moreover, the prediction process shows that the time-varying parameters in AGM conform to the evolution trend of chlorophyll-a concentration in fact, which further improves the interpretability of prediction model. It provides a new perspective for building a data-driven prediction model with clear physical significance, and makes the mechanism research and data science further fusion.
I. INTRODUCTION
In the past, for the lack of the environmental awareness, the eutrophication of lake and reservoir has become increasingly severe with the development of global industrial technology [1] - [3] . The formation and outbreak of algal bloom not only have a baneful impact on the appearance of lake and reservoir, but also threaten the water security of urban residents [4] . Therefore, in recent years, more and more researchers have realized the importance of the identification, prediction and early warning research of the algal bloom [5] . These research results can provide decision-making support for government agencies to protect water quality in advance [6] .
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At present, the algorithms applied to algal bloom prediction are mainly divided into data-driven model and mechanism-driven model. The data-driven model mainly needs to accumulate sufficient data to extract the key feature of algal bloom, and then discover the algal bloom evolution rules to realize the algal bloom prediction. The artificial intelligence model is the most widely used data-driven model at present. Lee et al. [7] developed an artificial neural network (ANN) to predict the algal bloom in Hong Kong. Their study showed that ANN model with small number of input variables can capture the trend of algal dynamics. Tian et al. [8] designed an optimized ANN model and use change of chlorophyll value as the output variable of the network. The new model could effectively assist the strategy for algal bloom prediction and control. Mao et al. [9] successfully applied extended kalman filter for real time forecast of algal bloom dynamics, which overcame the uncertainties VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of dynamic variables estimation. Both Wang et al. [10] and Lee and Lee [11] adopt improved deep learning model for algal bloom prediction. The results showed that deep learning model can more accurately describe nonlinear dynamics of algal bloom process [12] - [15] . Although the data-driven model can mine the internal rules of algal bloom from big data as a kind of black box model, it is difficult to reveal the internal mechanism of algal bloom generation process. Its applicability and popularization are hindered by such problems as weak interpretability.
The mechanism-driven model can describe the eutrophication process in the lake and reservoir. It can analyze the transfer of biological and non-biological components, and intuitively show the change characteristics of its mechanism components. Accordingly, the government can make targeted decisions on key factors of eutrophication control based on effective prediction [16] . In previous studies, scholars described the eutrophication process according to various mechanism models, including water quality model and general ecological model (GEM). Water quality model is mainly used for numerical simulation of water quality evolution rules based on typical constant parameters differential equation [17] . Currently, the environmental fluid dynamics code (EFDC) [18] , [19] , water quality analysis simulation Program (WASP) [20] and other relatively mature numerical simulation software are widely used. The GEM focuses on the analysis of the ecological dynamics of algae. By integrating physical and chemical processes with ecological processes [21] , the complex nutrient cycle and ecosystem are used to predict the evolution rules of algae in a specific environment. Based on GEM, Hong et al. [22] used the spatial distribution obtained from remote sensing images to improve the prediction effect of algal bloom. Jia et al. [23] developed the water quality model with the ecological model to simulate the plankton dynamics, and applied to Beijing urban river system. Salacinska et al. [24] assess the sensitivity of the simulated chlorophyll-a concentration with the ecologically significant input factors. The sensitivity analysis helps to find suitable approach with the complexity of several models and parameters, which can improve the effectiveness of algal bloom early warning. For the prediction of algal bloom in the water, the ecological model has a more in-depth description on the mechanism [25]- [27] . It focuses on the complex relationship between ecological factors in a specific environment, so the model needs too many parameters to start ( Figure 1 ). In some practical applications, the mechanism model can be simplified by ignoring some factors in and out of the water environment. It usually leads to insufficient information utilization and unsatisfactory prediction results. In the Figure 1 , the green area represents the AGM, the blue area represents the internal environment of water (e.g. water quality factor), and the blue area contains the green area. The white area is the external environment of water, including the meteorological factor. Therefore, the mechanism model optimized by data-driven algorithm proposed in this paper combines the advantages of the two models with high prediction accuracy, which can solve the prediction problem of algal bloom from a new perspective.
For the AGM based on nutrient cycle [28] , we consider adding the water quality factors and meteorological factors. Those were not included in the AGM before. We expect to construct a nonlinear mapping relationship between these factors with model parameters. It makes the constant parameters converting into time-varying parameters. Thus the novel model has the parameters adjustment ability in time, based on internal and external information. To construct this complex mapping relationship, an ADHDP approach [29] , [30] is selected. The ADHDP is a classical structure in adaptive dynamic programming (ADP), which integrates the ideas of reinforcement learning, adaptive critic design, and optimality principle. It is suitable for solving nonlinear optimization problems, and currently widely applied to the optimization on control of nonlinear systems and the complex systems [31] , [32] . It is generally with an action network and a critic network. The action network is used to map the nonlinear relationship, the critic network is used to evaluate the prediction error, and guide the training of action network. This approach can solve the identification problem of time-varying parameters. After the optimization via ADHDP approach, the AGM can output a high accuracy prediction result.
Although AGM can directly describe the algal bloom dynamics, the AGM missing the information from external factors. The ADHDP-AGM prediction model overcomes this deficiency. By adding ADHDP approach with external factors, the adaptability of AGM will be improved. Therefore, the ADHDP-AGM prediction model not only maintains the intuitive physical meaning from the mechanism-driven model, but also absorbs the nonlinear approximation capability based on the data-driven model. The complementation of the two models will provides a new solution for the effective prediction of algal bloom.
The basic structure of this paper is as follows: section 2 introduces the modelling of PSO-AGM, the evaluation of the ADHDP-AGM prediction model. Section 3 carry out the simulation experiment of ADHDP-AGM prediction model, and presents the discussion of result. In section 4, the conclusions based on simulation experiments, and the future work of cyanobacteria bloom prediction is prospected. The Appendix further gives the convergence proof of timevarying parameters.
II. THE PREDICTION MODEL A. PSO-AGM
Considering the algae growth dynamic model [28] as follows:
where Ca(t) denotes the concentration of chlorophyll-a (Chl-a) (unit: µg/L). In this paper, the concentration of Chla is used as the characterization factor of the algal bloom growth process. N (t) denotes the nutrient concentration (unit: mg/L). N 0 (unit: mg/(L ·d)) denotes the initial influx of nutrients per day. F(G(t)N (t))(unit: 1/d) is the comprehensive growth rate of algae considering nutrient concentration, and F(G(t)N (t)) = G(t)N + (t), where N + (t) is corrected for the comprehensive growth rate of algae by its no unit value. g N (unit: mg/mg) denotes the nutrients absorption of unit Chl-a by algae, and d N (unit: 1/d) denotes the loss rate of nutrients. The time-varying parameters of algal growth rate G(t) and death rate D(t) are modeled as
where G T (T (t)) and G I (I (t)) denote the influence function of water temperature and illumination on the algae growth rate. T (t) and I (t) is the water temperature (unit: • C) and illumination (unit: W /m 2 ) at time t. g max (unit: 1/d) denotes the maximum growth rate of algae. k I (unit: W /m 2 ) is the half-saturation concentration of illumination, and d max (unit: 1/d) denotes the maximum death rate of algae.
Equations (1) and (2) contain many constant parameters and time-varying parameters, which can be calibrated by the particle swarm optimization (PSO) algorithm [33] . The specific steps are as follows:
(1) Initialize the parameters of the PSO. Assume that a population consisting of N particles in D-dimensional search place, the ith particle denotes a D-dimensional position vector X i = [X i1 , · · · , X iD ] T . In this section, D is the number of parameters, the position is the value of the six parameters. The velocity of the particle determines the direction and distance of its flight, and its movements is based on equation (4). The number of particle is determined by experiment. The positon and velocity of particle are randomly initialized.
To prevent blind search of particles, the velocity and position is limited by [−V max , V max ] and [X min , X max ], respectively.
(3) Define the fitness function of calibration. The fitness function is as follows:
where F denotes the fitness value. Ca t (t) denotes the actual value of Chl-a concentration, N t (t) denotes the actual value of nutrient concentration. (3) Train with iteration. In every iterations, the particle updates its velocity and position by the following formulas until satisfy the maximum number of iterations l max .
where V l id is the velocity of the ith particle, ω ∈ [0.1, 0.9] is inertia weight, d = 1, 2, · · · , D, l = 1, 2, · · · , l max , c 1 and c 2 are positive learning factors, r 1 , r 2 ∈ [0, 1] are random number. X l id is the position of the ith particle, P l id is the individual historical best position of the ith particle, P l gd is the global historical best position of the particle swarm. (4) Obtain the optimal parameters. After the iterations of the training, the best particle position is treated as the optimal parameters of AGM. To improve the self-adaptive ability of the prediction model, we consider choosing appropriate parameters to transform into time-varying parameters. In AGM, g N and k I show the inherent ability of algae to absorb nutrients and light energy. Compared with the other four parameters, these two parameters change slowly and are basically constant with time. The g max , d max , d N , and N 0 shows the obviously dynamics of algal bloom evolution. They can fully express the fluctuation and outbreak characteristics of algal bloom. The temporal change of those parameters will help improve the adaptive ability of the prediction model. Therefore, to match the practical application for algal bloom, the above four constant parameters can be further convert into time-varying parameters.
Euler method is used to discretize the continuous system in equation (1), and new time-varying parameters are introduced to obtain the following AGM.
where h is the step length.
The growth rate of algae G(k) and the death rate of algae D(k) are modeled as 
Based on equations (6) and (7), the following AGM with time-varying parameters is constructed, and the timevarying parameters are linear with respect to the AGM of equation (1).
where
In this subsection, we use ADHDP approach to adjust the time-varying parameters of AGM. The idea of ADHDP is to approximate the performance index function and control law in dynamic programming theory by using the approximate function [33] , to avoid the 'dimension disaster'. On the basis of satisfying the Bellman's principle, the optimal control law and the optimal performance index function are obtained [34] . In this paper, the ADHDP is proposed to adjust time-varying parameters of the AGM. The structure of ADHDP includes an action network, and a critic network. The action network is used to approximate control law. The critic network is used to approximate the performance index function. The time-varying parameters identification and prediction model based on ADHDP is shown in Figure 2 . TDL in the figure denotes the time delay system, and the weights of the two critic networks are the same. The solid arrow line represents the signal flow direction, and the dotted arrow line represents weight adjustment. In Figure 2 , the two critic networks are the same structure. We use the back propagation neural network (BPNN) as action network, to approximate map the nonlinear relationship between action network input [e Ca (k), R(k)] T (e Ca (k) is the Chl-a concentration prediction error, and R(k) = [WS max (k), P(k), pH (k), TU (k)] is the environment input variable) and control law u(k). Then we through standardized function f θ (u(k)) obtained time-varying parameters θ(k), to realize the time-varying parameter identification of AGM. The differential equations of AGM optimized by ADHDP are as follows.
where control law u(k) is the output of the action network.
Because we need to constrain the range of time-varying parameters θ(k), the relationship f θ (·) between time-varying parameters θ(k) and control law u(k) in Fig. 2 is (10) where u max , u min , θ max and θ min need to be set according to actual data, which are constant values in this paper. The prediction error e(k + 1) ∈ R 2×1 of ADHDP-AGM prediction model in Figure 2 is defined as
where x d (k + 1) is the monitoring value vector of Chl-a concentration and nutrient concentration. For the discrete time-varying AGM represented by equation (9), its corresponding performance index function J (k) is
where U (k) is the utility function, and γ (0 < γ ≤ 1) is the discount factor. Q ∈ R 2×2 and R ∈ R 4×4 are positive definite matrices. The purpose of ADHDP approach in this paper is to find an optimal control law sequence u(i), i = k.k + 1, · · · , l to minimize the performance index function J (k) defined in equation (12) . According to the Bellman's principle, the optimal performance index function J * (k) is as follows
Since the AGM proposed in this paper is a nonlinear affine system, we let ∂J (k) ∂u(k) = 0 in Figure 2 , then we can the optimal control law u * (k) as According to ADHDP-AGM structure and equations (13) to (14) , to get the optimal performance index function J * (k) and optimal control law u * (k) by forward calculation, we need to approach them through the training of neural network. By the iterative training of the action network and critic network, the convergence weight W * a (k) of the action network is finally obtained, the dynamic identification process of time-varying parameters is completed, and the proof of convergence of optimal control law u * (k) is shown in Appendix. In application of prediction, when the environmental factor R(k) and prediction error of Chl-a concentration e Ca (k) are input into the post-trained action network, the action network will output the optimal control law u * (k), then obtain the optimal time-varying parameters θ * (k) by equation (10), to obtain the predicted value x(k + 1) and complete the prediction process.
The critic network structure is shown in Figure 3 . The structure of the critic network is three layers with one hidden layer. The input variable is defined as C I = [e(k), u(k)] T ∈ R 6×1 , and the output is the performance index function J (k) ∈ R 1×1 . So the number of the input nodes in the critic network is 6, the number of the hidden layer nodes is h c , and the number of the output layer nodes is 1. The hidden layer adopts the sigmoid function, and the output layer adopts the purelin function. The weight from the input layer to the hidden layer is W c1 (k) ∈ R h c ×6 , and the weight from the hidden layer to the output layer is W c2 (k) ∈ R 1×h c .
The forward calculation process of the critic network is
where C h1 (k) ∈ R h c ×1 is the hidden layer input of the critic network, and C h2 (k) ∈ R h c ×1 is the hidden layer output of the critic network. The training of the critic network is realized by the gradient descent method, and the error function defined in equation (18) is minimized.
Here
During the iterative training of ADHDP-AGM prediction model, the critic network weight shall be updated as shown in equations (21) to (24) and adjusted to a reasonable range [35] , where 0 < l c ≤ 1.
where ⊗ denotes the bitwise multiplication of matrices. According to expert experience and knowledge accumulation, based on water quality and monitoring to the meteorological index, the input vector A I of action network consists of the prediction error e Ca (k) of the previous period Chl-a concentration, the original AGM does not consider the meteorological factors -maximum wind speed WS max (k) (unit: m/s) and the water quality factor that not consider -total phosphorus P(k) (unit: mg/L), PH and turbidity TU (k) (unit: NTU ). That is
Therefore, the action network has five input neurons, h a hidden layer neurons, and four output neurons. The output vector is the control law u(k) ∈ R 4×1 . The hidden layer adopts the sigmoid function, and the output layer adopts the purelin function. The action network structure is shown in Figure 4 . The weight from the input layer to the hidden layer is W a1 (k) ∈ R h a ×5 , and the weight from the hidden layer to the output layer is W a2 (k) ∈ R 4×h a . The forward calculation process of the action network is
where A h1 (k) ∈ R h a ×1 is the hidden layer input of the action network, and A h2 (k) ∈ R h a ×1 is the hidden layer output of the action network. The training of the action network is realized by the gradient descent method, and the error function defined in equation (28) is minimized.
The detailed derivation of the u * (k) is shown in Appendix.
During the iterative training of ADHDP-AGM prediction model, the action network weight shall be updated as shown in equations (30) to (33) and adjusted to a reasonable range, where 0 < l a ≤ 1. 
C. TRAINING AND TESTING PHASE As shown in Figure 5 , the ADHDP-AGM prediction model proposed in this paper focuses on the off-line training of ADHDP structure, and then the post-trained action network combined with the AGM can be used for short-term prediction of algal bloom, that is the gray area after training in Figure 2 can be used as the prediction model. The iterative training phase of ADHDP structure is shown in Algorithm 1. 
where N is the number of test sets.
III. RESULTS AND DISCUSSION

A. DATA SOURCE AND PREPROCESSING
The monitoring data were obtained from the Jinshu station, Taihu lake, Jiangsu province, China. The data set was composed of 989 groups of Chl-a concentration, total nitrogen concentration, illumination, water temperature, maximum wind speed, total phosphorus, pH value and turbidity at the monitoring station from October 13, 2009 to June 27, 2012.
The monitoring interval is one day. We first divide the training set and testing set by 789 and 200 (data distribution is 8:2), respectively. The Chl-a concentration prediction result is compared with the LSTM, BPNN, and PSO-AGM prediction model, respectively. The network structure of LSTM is 3-15-1, the learning rate is 0.001, the number of iterations is 1000, and the batch size is 8. The network structure of BPNN is 8-15-1, the learning rate is 0.001, and the number of iterations is 500. In the calibration by PSO, the ω = 0.9, V max = 0.5, l max = 500, c 1 = c 2 = 2, N = 50, and the range of parameters is shown in Table 1 . Before the training process, we take the normalization processing to the neural network input variables. After preprocessing, the six parameters are first treated as constant values, the calibration results are shown in Table 1 . According to the above, we let the g max , d max , g N and N 0 convert to the time-varying parameters. The ADHDP-AGM prediction model is used to identify time-varying parameters and predict Chl-a concentration. The parameters of ADHDP-AGM prediction model are set as shown in Table 2 .
B. TRAINING RESULTS
After the training of the action network and the critic network, the optimal performance index function and the optimal time-varying parameters can be obtained. Figure 6 shows the convergence trajectory of performance index function in the training process. The Figure 6 shows that the performance index function J (k) converges to J * (k) with the increase of iteration number n at time step k. The four timevarying parameters in Figure 7 can rapidly converge to the optimal value θ * (k) at each monitoring time step k, and the convergence of ∂J (k) ∂e(k) and ∂J (k + 1) ∂u(k + 1) in Appendix is verified in Figure 8 and Figure 9 . In Figure 9 , due to the approximate error of the neural network [37] , it can approximately converge to 0, but it still ensures that the timevarying parameters can converge to the optimal value.
C. PREDICTION RESULTS
To illustrate the effectiveness of the ADHDP-AGM prediction model, we used LSTM, PSO-AGM, and BPNN to predict the chlorophyll-a concentration on the testing set. The comparison results between the above three methods and the ADHDP-AGM is shown in Figure 10 . We also conducted experiments with different data distributions, and the prediction performance are shown in Table 3 .
It can be seen from Table 3 , the ADHDP-AGM prediction model has the better prediction accuracy under different data distributions, which illustrates the effectiveness of the proposed method. As the classic data-driven model, LSTM and BPNN have strong dependence on data. They may fall into problems such as local minimum in the process of learning data, due to the influence of parameters adjustment of neural network. This will result in unsatisfactory prediction accuracy. Although the evolution mechanism of algal bloom is complex, it has the typical representation of ''stationary-peak-decline'' period. The mechanism-driven model can describe this phenomenon more clearly, and avoid the process of learning nonlinear relationship from big data. In Table 3 , MAPE represents the relative error of the prediction model, MAE and RMSE represent the absolute error of the prediction model. Under different data distributions, the absolute error fluctuates due to different outbreaks in the testing set, but the absolute error index of the ADHDP prediction model shows better robustness compared to other models.
On the complete test data set, the time-varying parameters of ADHDP-AGM prediction model can capture the algal bloom dynamics based on environmental factors. It fully combines the advantages of both the mechanism-driven model and the data-driven model, with better adaptability than PSO-AGM. Moreover, the time-varying parameters in ADHDP-AGM prediction model can provide a more intuitive physical meaning, further overcomes the drawback of the black-box model.
To deeply analyze the time-varying parameters in the prediction process, the time-varying parameters at the corresponding monitoring time are compared with the monitoring data of Chl-a concentration (for the convenience of comparison, the Chl-a concentration data are mapped into the interval [0.45, 0.55]), and the comparison result as shown in Figure 11 is obtained.
According to the basic understanding of AGM, we know that, with the continuous increase of Chl-a concentration, the consumption of nutrients required for the growth of algae in lake water increases, so the loss rate of nutrients d N and the Chl-a concentration are positively correlated. As a result, the initial values of the nutrients N 0 decreased, showing a negative correlation. The g max and the d max increase with the peak of algae bloom, but the g max is slightly higher than the d max , and both of them are positively correlated with Chla concentration, in line with the general law of algal bloom evolution. Therefore, the ADHDP-AGM can learn the laws of time-varying parameters through interaction with the external environment. This not only improves the prediction accuracy of the original mechanism model, but also provides decision support for subsequent mechanism analysis.
The prediction model presented in this paper focuses on the time-series data at single monitoring site. It has limitations in describing the spatial evolution of algal bloom. We need to explore the spatiotemporal prediction that suitable for multi-monitoring sites. Furthermore, we will take advanced adaptive dynamic programming approach for parameters identification, which is the future research direction that needs to be focused on.
IV. CONCLUSION
In this paper, the external environmental factors are considered by ADHDP approach. The action network in ADHDP-AGM prediction model is used to construct the nonlinear relationship from the external environmental factors to the time-varying parameters, so the practical meaning of the model parameters is more clearly. The simulation results show that the ADHDP-AGM prediction model is feasible and effective in application. In addition, the prediction accuracy is not only better than PSO-AGM, but also slightly better than the currently widely used LSTM and BPNN. After experiments, the convergence proof of the time-varying parameters is given, which shows the theoretical reliability of proposed model. In particular, the evolution process of timevarying parameters has good mechanism interpretability, and can provide early warning support of algal bloom in the lake and reservoirs.
APPENDIX
The convergence proof of this paper is inspired by [38] and [39] . Let
Ca(k). After the simplicity above, the prediction model of ADHDP-AGM and the performance index function are denoted as
where the utility function is defined as (38) Hence, the identification of the time-varying parameters can be solved by the following Hamilton-Jacobi-Bellman (HJB) equation [40] .
A. THE CONVERGENCE PROOF OF CO-STATE Take the partial derivative concerning e k of both sides of equation (39), then get
If let ∂J k ∂e k = λ k , and ∂J k+1 ∂e k+1 = λ k+1 , then the above equation (40) can be simplified to
, then the following network training iterative formula can be obtained
where n is the number of iterations of the action network and the critic network when the time step is k. Theorem 1: The condition for the convergence of co-state
Proof: It can be obtained from equation (42)
Make the difference between equations (42) and (44) to get
Let n = n − 1, n − 2, · · · , 1, the equation (45) is expanded to obtain
Let the maximum magnitude of −γ (g(x j ) ∂θ j ∂u j ∂u j ∂e j ) T be P, where j = k, k + 1, · · · , k + n − 1. Then, it can be obtained from equation (46 < ∞ can be guaranteed to be bounded by selecting the appropriate initial conditions. It is shown that λ [n] k converges when the appropriate BPNN parameters, θ max , and θ min meet the condition (43).
B. THE CONVERGENCE PROOF OF CONTROL LAW
According to equation (10), there is a linear relationship between the optimal time-varying parameters θ * k and the optimal control law u * k . Therefore, when the optimal control law u * k converges, the optimal time-varying parameters θ * k also converges. Then, the time-varying parameters identification problem proposed in this paper can be transformed into: how to obtain the optimal control law u * k to minimize the defined performance index function J k .
Theorem 2: A condition for the convergence of the control law u [n] k is γ 2
Proof : The partial derivative concerning u k of both sides of equation (39) 
Let ∂J k+1 ∂u k+1 = ζ k+1 , ∂u k+1 ∂e k+1 = δ k+1 , According to equation (10), equation (51) can be written as
, the iterative formula of equation (52) can be obtained
As can be seen from Theorem 1, λ [n] k+1 converges, and there is lim n→∞ δ [n] k+1 → 0, g(x k ) T < ∞. So when appropriate γ , R, θ max , θ min , u max , and u min meet the condition (48) can ensure the convergence of u [n] k .
