逆WKB法の新しいアルゴリズムに関する研究 by 木村, 綾花
  
 
 
平成２５年度 修 士 論 文 
 
 
 
 
 
 
逆 WKB 法の新しいアルゴリズムに関する研究 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
指導教員  花泉 修 教授 
 
 
群馬大学大学院工学研究科 
電気電子工学専攻 
 
木村 綾花 
 
 
 
目 次
第 1章 緒言 1
1.1 研究背景 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 1
1.2 研究の目的・概要 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2
1.3 本論文の構成 : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 2
第 2章 逆WKB法の概要と問題点 3
2.1 逆WKB法とは : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 3
2.1.1 逆WKB法の問題点 : : : : : : : : : : : : : : : : : : : : : : : 3
2.1.2 逆WKB法の漸化式の導出 : : : : : : : : : : : : : : : : : : : : 4
2.2 非対称 3層スラブ導波路の等価屈折率 : : : : : : : : : : : : : : : : : : 8
2.2.1 非対称 3層スラブ導波路の特性方程式 : : : : : : : : : : : : : : 8
2.2.2 特性方程式における各値の設定 : : : : : : : : : : : : : : : : : 15
2.2.3 等価屈折率の値と電界分布 : : : : : : : : : : : : : : : : : : : : 16
2.3 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 18
第 3章 逆WKB法の新しいアルゴリズムと結果 19
3.1 屈折率分布の評価について : : : : : : : : : : : : : : : : : : : : : : : : 19
3.1.1 屈折率分布の計算方法 : : : : : : : : : : : : : : : : : : : : : : 19
3.1.2 各アルゴリズムの評価方法 : : : : : : : : : : : : : : : : : : : : 19
3.2 逆WKB法における従来のアルゴリズムについて : : : : : : : : : : : 22
3.2.1 従来のアルゴリズム 1 : : : : : : : : : : : : : : : : : : : : : : : 22
3.2.2 従来のアルゴリズム 2 : : : : : : : : : : : : : : : : : : : : : : : 25
3.3 逆WKB法における新しいアルゴリズムについて : : : : : : : : : : : 28
3.3.1 アルゴリズム 1 : : : : : : : : : : : : : : : : : : : : : : : : : : 28
3.3.2 アルゴリズム 2 : : : : : : : : : : : : : : : : : : : : : : : : : : 31
3.3.3 アルゴリズム 3 : : : : : : : : : : : : : : : : : : : : : : : : : : 34
3.3.4 アルゴリズム 4 : : : : : : : : : : : : : : : : : : : : : : : : : : 39
3.3.5 アルゴリズム 5 : : : : : : : : : : : : : : : : : : : : : : : : : : 42
3.3.6 アルゴリズム 6 : : : : : : : : : : : : : : : : : : : : : : : : : : 45
3.4 まとめ : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 48
第 4章 結言 49
i
付 録A 非対称 3層スラブ導波路解析のプログラム 52
付 録B 逆WKB法の従来の評価関数のプログラム 54
ii
第1章 緒言
1.1 研究背景
21世紀は光の時代と言われ、インターネット通信など我々にとって光関連技術は身
近な物となり発展を遂げてきた。通信技術においては FTTH(Fiber To The Home)
による光ファイバ通信は、広帯域である事ことから、高速・大容量な情報のやりと
りが可能となり、光波長多重通信による多チャンネルのケーブルテレビの同時伝送
や安定した IP電話・IPテレビ電話等の多彩なサービスの提供し、一般家庭に普及
している。このように、光デバイスへの関心は高まり今後の更なる発展を望まれる
ものとなっている。
そして、光デバイスの設計をする上で、基板内部の屈折率分布の情報は欠かせない
ことである。現在、矩形の屈折率分布の場合は、エリプソメトリーやプリズムカプ
ラーなど評価方法が確立しているが、屈折率が徐々に変化する場合には、逆WKB法
に限られている。このような場合の屈折率分布に対する予想は、1976年のJ.M.White
とP.F.Heidrichによる研究が知られている。本研究では、この研究からの改善を試
みた。
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1.2 研究の目的・概要
1976年の J.M.WhiteとP.F.Heidrichによる逆WKB法の研究では、屈折率分布を、
3点間の曲率の和を最小にするというアルゴリズムにより、最も滑らかな曲線とし
て描いたが、図 1.1のように、滑らかな曲線であるため、矩形に近い屈折率分布に
対しては精度が悪い。そこで、本研究では、矩形の屈折率分布に対して、この従来
のアルゴリズムよりも誤差が少なくなるような逆WKB法の新しいアルゴリズムを
求めるため、プログラムを作成し、数値計算を行った。
図 1.1: 逆WKB法による屈折率分布と矩形の屈折率分布
1.3 本論文の構成
第 1章は緒言である。
第 2章は逆WKB法の概要と問題点について述べる。
第 3章は逆WKB法の新しいアルゴリズムと結果について述べる。
第 4章は結言である。
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第2章 逆WKB法の概要と問題点
2.1 逆WKB法とは
2.1.1 逆WKB法の問題点
逆WKB法とは、モード毎の等価屈折率neから真の屈折率分布を求める方法であ
る。具体的には、各等価屈折率に対してコア表面からの深さを割り当てることによっ
て、屈折率分布 n(x)を推定する手法である。本研究では、評価対象として矩形の屈
折率分布の導波路を考えるので、非対称 3層スラブ導波路の等価屈折率の理論にお
いて考えた。
この場合の等価屈折率を、n1～nM (M :全モード数)とし、それぞれに対応する深
さを x1～xM とする (各パラメータの具体的な定義は後述)。よって、図 2.1のように
既知パラメータである等価屈折率 n1～nM から未知パラメータ x1～xM と n0を求め
る。ただし、既知数がM であるのに対し、未知数はM + 1であるので、もう 1つ
情報を補う必要がある。よって、この 1つ足りない分を評価関数で補う。本研究で
は、この評価関数を導くに当たり、新しいアルゴリズムを考えた。
一方、逆WKB法の従来のアルゴリズムは滑らかに変化する屈折率分布に対して
非常に良い近似を示すが、矩形の屈折率分布に対しては誤差が大きいことが知られ
ている。よって、非対称 3層スラブ導波路の真の屈折率分布に対しては精度が悪い。
したがって、これが逆WKB法の問題点である。そして、本研究ではこの問題点を
改善するため、非対称 3層スラブ導波路の真の屈折率分布に対して従来のアルゴリ
ズムより、精度が向上する屈折率分布を描くアルゴリズムの研究を行った。
また、これまでは、逆WKB法で求めた屈折率分布が真の屈折率分布にどれほど
近いかを定量的に評価する方法が確立されていなかった。これも逆WKB法の問題
点の 1つである。よって、本研究では、定量的な評価方法を定義した。
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図 2.1: 未知パラメータと既知パラメータ
2.1.2 逆WKB法の漸化式の導出
この節では、等価屈折率 neそれぞれに対応する入射面 (コア表面)からの深さ xの
計算式を導出する。そこで、改めて、等価屈折率 neの表記を変更する。それぞれの
モード数mに対する深さを xmとし、それに対応する屈折率は、n(xm)であるので、
これを nmと表記する。以下、nmは等価屈折率を表すものとする。(図 2.2,図 2.3)
伝搬定数は、
m = k0nm (2.1.1)
と表されるので、コア中の波数の縦成分は、図 2.3と (2.1.1)より、
k0n(x) cos  = [k0
2n2(x)  m2]1=2 = k0[n2(x)  nm2]1=2 (2.1.2)
であるが、横方向の位相変化量は、1往復で 2m (m = 0; 1; 2; :::)のとき、共振条件
が成立する。これを式で表すと、
2
Z xm
0
k0[n
2(x)  nm2]1=2dx  21   22 = 2m (2.1.3)
となる。上記の場合1 = 2 ; 2 = 4 であることが分かっているので、
k0
Z xm
0
[n2(x)  nm2]1=2dx =

m+
3
4

 (2.1.4)
となる。ここで、で正規化した座標系 x = x0, xm = x0mを代入すると、
2

Z x0m
0
[n2(x0)  nm2]1=2dx0 =

m+
3
4

 (2.1.5)
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図 2.2: xm と nm の定義
図 2.3: 光線モデル
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となるが、もう一度 x0  ! x, x0m  ! x0mと置き直すと、Z xm
0
[n2(x)  nm2]1=2dx = 4m+ 3
8
(2.1.6)
ここで、m  ! m  1 (m = 1; 2; :::)と置いて、Z xm
0
[n2(x)  nm2]1=2dx = 4m  1
8
(2.1.7)
となる。ここで、nk  n(xk) (k = 1; 2; :::;m)と定義すると、
mX
k=1
Z xk
xk 1
[n2(x)  nm2]1=2dx = 4m  1
8
(2.1.8)
のように分解できる。ただし、x0 = 0である。また、
[n2(x)  nm2]1=2 = f[n(x) + nm][n(x)  nm]g1=2 (2.1.9)
と変形することができる。ここで、図 2.4のように、n(x)を直線で近似すると、
n(x) ' nk + nk 1   nk
xk   xk 1 (xk   x) (2.1.10)
一方で、
n(x) + nm ' nk 1 + nk
2
+ nm (2.1.11)
と近似する。(2.1.10)と (2.1.11)を (2.1.9)に代入すると、
f[n(x) + nm][n(x)  nm]g1=2 '
nk 1 + nk
2
+ nm

nk +
nk 1   nk
xk   xk 1 (xk   x)  nm
1=2
(2.1.12)
となるので、
mX
k=1
Z xk
xk 1
f[n(x) + nm][n(x)  nm]g1=2dx '
mX
k=1

nk 1 + nk
2
+ nm
1=2
( 2)
3
 xk   xk 1
nk 1   nk

nk   nm + nk 1   nk
xk   xk 1  (xk   x)
3=2
xk
xk 1
(2.1.13)
ただし、上記の変形において、公式Z
(ax+ b)1=2dx =
2
3a
(ax+ b)3=2 (2.1.14)
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図 2.4: n(x)の直線近似
を用いた。よって、
mX
k=1
Z xk
xk 1
f[n(x) + nm][n(x)  nm]g1=2dx
=
2
3
mX
k=1

nk 1 + nk
2
+ nm
1=2
xk   xk 1
nk 1   nk [(nk 1   nm)
3=2   (nk   nm)3=2]
(2.1.15)
となる。ここで、(2.1.15)の和をmと 1～m  1に分解する。k = mのとき、
2
3

nm 1 + nm
2
+ nm
1=2
xm   xm 1
nm 1   nm (nm 1   nm)
3=2
=
2
3

nm 1 + 3nm
2
1=2
(xm   xm 1)(nm 1   nm)1=2 (2.1.16)
であるので、(2.1.15)は、
2
3

nm 1 + 3nm
2
1=2
(xm   xm 1)(nm 1   nm)1=2
+
m 1X
k=1

nk 1 + nk
2
+ nm
1=2
xk   xk 1
nk 1   nk [(nk 1   nm)
3=2   (nk   nm)3=2]
=
4m  1
8
(2.1.17)
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となる。よって、漸化式
xm = xm 1 +
3
2

nm 1 + 3nm
2
 1=2
(nm 1   nm) 1=2(
4m  1
8
  2
3
m 1X
k=1

nk 1 + nk
2
+ nm
1=2
 xk   xk 1
nk 1   nk [(nk 1   nm)
3=2   (nk   nm)3=2]
)
(2.1.18)
が求められた。ただし、m = 2; 3; :::;M である。また、(2.1.18)においてm = 1と
おくと、
x1 = 0 +
3
2

n0 + 3n1
2
 1=2
(n0   n1) 1=2  3
8
=
9
16

n0 + 3n1
2
 1=2
(n0   n1) 1=2 (2.1.19)
となる。以上で、等価屈折率 nmに対応する深さ xmを求める式が導出されたので、
屈折率分布 n(x)を求めることができる。
2.2 非対称3層スラブ導波路の等価屈折率
2.2.1 非対称 3層スラブ導波路の特性方程式
図 2.5: 非対称 3層スラブ導波路の屈折率分布
非対称 3層スラブ導波路とは、図 2.5のようなコアを挟む 2つのクラッドの屈折率
が異なる屈折率分布をとる導波路である。この導波路において、等価屈折率を以下
のように導出した。
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Maxwellの方程式のうち、電磁波についての部分を電界E,磁界H ,電束密度D,
磁束密度B,電流密度 J を用いて書くと次のようになる。
rE =  @B
@t
(2.2.1)
rH = J + @D
@t
(2.2.2)
となる。導波路の媒質は透明誘電体であるから、電流は存在しないので、
J = 0 (2.2.3)
透磁率 は特殊な物質でない限り、真空透磁率 0にほぼ等しいので、
 = 0 (2.2.4)
一方、誘電率 "は真空誘電率 "0と屈折率 n0i (i = 1; 2; 3)とで、次のように書ける。
" = "0n
0
i
2
(2.2.5)
これらの関係を用いて、(2.2.1), (2.2.2)を書き換えると次のようになる。
rE =  0@H
@t
(2.2.6)
rH = "0n0i2
@E
@t
(2.2.7)
ここで、平板導波路に図 2.6のような直交座標を考え、z軸を波の伝搬方向にとる。
ここでは、を伝搬定数とし、E,Hを空間に依存する量E0e jz,H0e jzと時間
に依存する値 ej!tとで、次のように書けるものとする。
E = E0e jz  ej!t = E0ej(!t z) (2.2.8)
H =H0e jz  ej!t =H0ej(!t z) (2.2.9)
この関係を成分に分けて書くと、
Ex = E
0
xe
j(!t z) Hx = H0xe
j(!t z)
Ey = E
0
ye
j(!t z) Hy = H0ye
j(!t z) (2.2.10)
Ez = E
0
ze
j(!t z) Hz = H0z e
j(!t z)
これらを、(2.2.6), (2.2.7)に代入して、成分ごとの方程式を書く。ただし、図 2.6の
y軸方向では各量が一様であるから、各量の y方向の微分

@
@y

はすべて 0である。
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よって、(2.2.6)より、
x方向 : @

E0ze
j(!t z)	
@y
  @

E0ye
j(!t z)	
@z
=  0
@

H0xe
j(!t z)	
@t
(2.2.11)
y方向 : @

E0xe
j(!t z)	
@z
  @

E0ze
j(!t z)	
@x
=  0
@

H0ye
j(!t z)	
@t
(2.2.12)
z方向 : @

E0ye
j(!t z)	
@x
  @

E0xe
j(!t z)	
@y
=  0
@

H0z e
j(!t z)	
@t
(2.2.13)
よって、
図 2.6: 非対称 3層スラブ導波路
x方向 : 0  ( j)E0yej(!t z) =  j!0H0xej(!t z) (2.2.14)
y方向 :   jE0xej(!t z)  
@E0z
@x
ej(!t z) =  j!0H0yej(!t z) (2.2.15)
z方向 : @E
0
z
@x
ej(!t z)   0 =  j!0H0z ej(!t z) (2.2.16)
となる。上の式において、E0,H0を単にE,Hと書き、各項の共通因数 ej(!t z)を
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除くと、
x方向 : jEy =  j!0Hx (2.2.17)
y方向 :   jEx   @Ez
@x
=  j!0Hy (2.2.18)
z方向 : @Ey
@x
=  j!0Hz (2.2.19)
となる。同様にして (2.2.7)から、
x方向 : jEy = j!"0n0i2Ex (2.2.20)
y方向 :   jHx   @Hz
@x
= j!"0n
0
i
2
Ey (2.2.21)
z方向 : @Hy
@x
= j!"0n
0
i
2
Ez (2.2.22)
となる。(2.2.17), (2.2.19)からそれぞれ
Hx =   
!0
Ey (2.2.23)
Hz =   1
j!0
@Ey
@x
=
j
!0
@Ey
@x
(2.2.24)
となる。これらを (2.2.21)に代入すると、
@2Ey
@x2
+ (!2"00n
0
i
2   2)Ey = 0 (2.2.25)
となる。ここで、真空中を伝搬する平面波の波数は、
k0 = !
p
"00 (2.2.26)
であるので、(2.2.25)は、
@2Ey
@x2
+ (k0
2n0i
2   2)Ey = 0 (2.2.27)
となる。これで、非対称 3 層スラブ導波路に対する電界の方程式が求められた。
(2.2.27)の解は、
(x) =
8>><>>:
A2e
2x (x < 0)
A1 cos 1x+B1 sin 1x (0 < x < w)
A3e
 3x (w < x)
(2.2.28)
となる。ただし、モード毎に は、
 =
8<:Ey (TEモード)Hy (TMモード) (2.2.29)
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を表している。ただし、(2.2.28)における i (i = 1; 2; 3)はぞれぞれ、(
1 = (k0
2n01
2   2)1=2
2;3 = (
2   k02n02;32)1=2
(2.2.30)
である。また、i (i = 1; 2; 3)は、それぞれ
i =
8<:i (TEモード)i=n0i2 (TMモード) (2.2.31)
となる。(2.2.28)の xについての微分は、
d
dx
=
8>><>>:
2A2e
2x (x < 0)
1( A1 sin 1x+B1 cos 1x) (0 < x < w)
 3A3e 3x (w < x)
(2.2.32)
となる。また、境界条件は、
TEモード : Ey; dEy
dx
TMモード : Hy; 1
ni2
dHy
dx
がそれぞれ連続することである。ここでは、TEモードについて考える。改めて、
2(x) = A2e
2x (x < 0) (2.2.33)
1(x) = A1 cos 1x+B1 sin 1x (0 < x < w) (2.2.34)
3(x) = A3e
 3x (w < x) (2.2.35)
と定義する。これらを xで微分すると、(2.2.32)より、
d2(x)
dx
= 2A2e
2x (x < 0) (2.2.36)
d1(x)
dx
= 1( A1 sin 1x+B1 cos 1x) (0 < x < w) (2.2.37)
d3(x)
dx
=  3A3e 3x (w < x) (2.2.38)
となる。よって、境界条件は、
2(0) = 1(0) (2.2.39)
2(w) = 3(w) (2.2.40)
d2(0)
dx
=
d1(0)
dx
(2.2.41)
d1(w)
dx
=
d3(w)
dx
(2.2.42)
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となるので、(2.2.39), (2.2.40)より、
A2 = A1 (2.2.43)
A1 cos 1w +B1 sin 1w = A3e
 3w (2.2.44)
同様に、(2.2.41), (2.2.42)より、
2A2 = 1B1 (2.2.45)
1( A1 sin 1w +B1 cos 1w) =  3A3e 3w (2.2.46)
である。ここで、各係数をA1を用いて表すと、(2.2.43), (2.2.45)より、
B1 =
2
1
A1 (2.2.47)
(2.2.44), (2.2.47)より、
A3 = e
3w(A1 cos 1w +B1 sin 1w)
= e3w

cos 1w +
2
1
sin 1w

A1 (2.2.48)
となる。一方、(2.2.47)より
2 =
1B1
A1
(2.2.49)
となるので、
2A1   1B1 = 0 (2.2.50)
である。(2.2.46)を (2.2.44)で割ると、
1( A1 sin 1w +B1 cos 1w)
A1 cos 1w +B1 sin 1w
=  3 (2.2.51)
となる。分母を払って移項すると
1( A1 sin 1w +B1 cos 1w) + 3(A1 cos 1w +B1 sin 1w) = 0 (2.2.52)
A1, B1についてまとめると
(3 cos 1w   1 sin 1w)A1 + (1 cos 1w + 3 sin 1w)B1 = 0 (2.2.53)
(2.2.50), (2.2.53)の判別式より、
2(1 cos 1w + 3 sin 1w) + 1(3 cos 1w   1 sin 1w) = 0 (2.2.54)
となる。sin 1w, cos 1wについてまとめると
1(2 + 3) cos 1w = (1
2   23) sin 1w (2.2.55)
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となるので、
tan 1w =
1(2 + 3)
1
2   23
=
2
1
+ 3
1
1  2
1
3
1
(2.2.56)
となる。ここで、公式
tan(A+B) =
tanA+ tanB
1  tanA tanB (2.2.57)
より、
tan 1

tanA+ tanB
1  tanA tanB

= A+B (2.2.58)
なので、すなわち、
tan 1
 
2
1
+ 3
1
1  2
1
3
1
!
= tan 1

2
1

+ tan 1

3
1

(2.2.59)
よって、
1w = tan
 1

2
1

+ tan 1

3
1

+m (2.2.60)
となる。これが、非対称 3層スラブ導波路に関する特性方程式である。これをプロ
グラムで計算していくために変形していく。TEモードについて考えているので、
(2.2.31)より、
i = i (2.2.61)
であるので、(2.2.30)より (2.2.60)は、
(k0
2n01
2   2)1=2w = tan 1

2   k02n022
k0
2n01
2   2
1=2
+ tan 1

2   k02n032
k0
2n01
2   2
1=2
+m
(2.2.62)
となる。ここで、伝搬定数 と等価屈折率 neとの間には、
 = k0ne (2.2.63)
の関係があるので、(2.2.62)に代入すると、
(k0
2n01
2 k02ne2)1=2w =
tan 1

k0
2ne
2   k02n022
k0
2n01
2   k02ne2
1=2
+ tan 1

k0
2ne
2   k02n032
k0
2n01
2   k02ne2
1=2
+m
(2.2.64)
となるので、整理すると
k0(n
0
1
2   ne2)1=2w = tan 1

ne
2   n022
n01
2   ne2
1=2
+ tan 1

ne
2   n032
n01
2   ne2
1=2
+m (2.2.65)
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k0は波数なので、波長 との間には、
k0 =
2

(2.2.66)
という関係があるので、これを (2.2.65)に代入すると、
2

(n01
2  ne2)1=2w = tan 1

ne
2   n022
n01
2   ne2
1=2
+ tan 1

ne
2   n032
n01
2   ne2
1=2
+m (2.2.67)
となる。これで、非対称 3層スラブ導波路の解析の準備が完了した。
2.2.2 特性方程式における各値の設定
非対称 3層スラブ導波路に関する特性方程式を計算するに当たり、二分法を使用
した。(具体的なプログラムは付録参照)そして、(2.2.67)の特性方程式から等価屈
折率を求めるに当たり、各値を次のように設定した。ただし、次章では、図 2.7の
ようにコア幅wを入射光の波長 で正規化したものを使用する。
パラメータ 値
入射光の波長  1:0 [m]
コア幅w 6:0 [m]
コアの屈折率 n01 2:14
クラッド (空気)の屈折率 n02 1:0
クラッドの屈折率 n03 1:94
表 2.1: 各パラメータの値
図 2.7: 非対称 3層スラブ導波路の屈折率分布の設定
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2.2.3 等価屈折率の値と電界分布
上記のパラメータ設定において 10個の等価屈折率が算出された。よって、nMにお
いてM = 10となった。具体的には、モード毎の等価屈折率は表 2.2のようになった。
等価屈折率 値
(n0) (2:138508453)
n1 2:134031525
n2 2:126554718
n3 2:116052094
n4 2:102493134
n5 2:085838165
n6 2:066039886
n7 2:043055573
n8 2:016856232
n9 1:987486115
n10 1:955349579
表 2.2: 各モードの等価屈折率の値
これらの値からTEモードの電界分布 (2.2.28)を描いたものが図 2.8である。
パラメータ 値
1 5:019315985 105
2 1:187707912 107
3 5:653534597 106
A1 5:0 10 2
A2 5:0 10 2
A3 5:59748 1013
B1 1:18313722
表 2.3: TE0
パラメータ 値
1 1:003530135 106
2 1:184524677 107
3 5:586350869 106
A1 5:0 10 2
A2 5:0 10 2
A3  3:76831 1013
B1 0:590178927
表 2.4: TE1
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図 2.8: TEモードの電界分布
図 2.8のようにTE0の振幅は、TE1の振幅よりも大きくなった。
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2.3 まとめ
本章では、逆WKB法の問題点について考察した。逆WKB法は、矩形に近い屈
折率分布に対しては精度が悪いので、それを改善するため、次章で新しいアルゴリ
ズムを考える。そのために、まず、等価屈折率からそれぞれに対応する深さを計算
するための漸化式を導出した。そして、本研究では、考察の対象として非対称 3層
スラブ導波路の屈折率分布を考えるので、その等価屈折率を算出するための特性方
程式を電磁気学の基礎方程式であるMaxwell方程式から導出した。そして、各パラ
メータの値を設定し、非対称 3層スラブ導波路の特性方程式から 10個の等価屈折率
を二分法で求め、TEモードにおける電界分布を描画した。
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第3章 逆WKB法の新しいアルゴリズムと
結果
3.1 屈折率分布の評価について
3.1.1 屈折率分布の計算方法
この章では各アルゴリズムについて考察していくが、以下の方法でデータを算出
した。
1. n0の範囲を設定する。
2. 1.の範囲内の 1つのn0ごとに表 2.2のn1～n10と x0(= 0)を使用して、(2.1.18),
(2.1.19)を計算し、x1～x10を算出する。
3. 1.の範囲内の 1つのn0ごとに表 2.2のn1～n10や 2.で算出したx1～x10, x0(= 0)
を利用して、評価関数の値を計算する。
4. 最大・最小など各アルゴリズムの条件を満たす 3.の評価関数の値のときのn0
を決定する。
5. 4.のn0のときの x1～x10が各アルゴリズムの条件を満たすx1～x10なので、こ
れらの値を採用する。
6. 以上で、M(= 10) + 1個の未知数が求められ、屈折率分布 n(x)が決定した。
3.1.2 各アルゴリズムの評価方法
ここでは、逆WKB法で計算した屈折率分布 n(x)が矩形の屈折率分布に対して
どれだけ近づいたかを判断するための量を定義する。そこで、図 3.1,図 3.2ように
SA, SBを定義する。
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1) n0  2:14のとき
図 3.1: SA, SB の定義 1
2) 2:14 > n0のとき
図 3.2: SA, SB の定義 2
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図 3.1,図 3.2ように SA, SBは、それぞれ、(
SA =矩形と n(x)が重なっていない面積
SB =矩形と n(x)が重なっている面積
(3.1.1)
である。ここで、
S =
SA
SB
(3.1.2)
を定義する。この量が示すのは、矩形とn(x)が重なっている面積SBに対する重なっ
ていない面積 SAの割合なので、この値が小さいほど n(x)の形がより矩形に近づい
たということができる。よって、以下の各アルゴリズムに対してSの値で比較す
ることとする。
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3.2 逆WKB法における従来のアルゴリズムについて
3.2.1 従来のアルゴリズム 1
1976年の J.M.WhiteとP.F.Heidrichによる論文に示された逆WKB法の従来法は、
x = xk+1における 2階微分の 2乗和を最小にするというアルゴリズムである。この
アルゴリズムは、3点間の曲率の和を最小にすることで、曲率の均一化を図ってい
る。これにより、最も滑らかな (xm; nm)の並びが実現された。そして、このアルゴ
リズムの評価関数は以下のように表される。
f1(n0) =
M 2X
k=0
 nk+2 nk+1
xk+2 xk+1  
nk+1 nk
xk+1 xk
xk+2+xk+1
2
  xk+1+xk
2
!2
(3.2.1)
そして、この評価関数が 3点間の曲率の和であるので、f1(n0)が最小になるときの
n0を求めた。
図 3.3: f1(n0)の概形
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m xm nm
0 0 2.139116822
1 3.816977747 2.134031525
2 4.559163622 2.126554718
3 5.029393090 2.116052094
4 5.268018503 2.102493134
5 5.445729833 2.085838165
6 5.569657631 2.066039886
7 5.669415358 2.043055573
8 5.752808430 2.016856232
9 5.832003864 1.987486115
10 5.930372579 1.955349579
表 3.1: f1(n0)最小時の各モードの xm と nm
図 3.4: f1(n0)最小時の xm-nm
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図 3.3 は f1(n0) の概形である。このように f1(n0) は二次曲線をとることから、
n0 = 2:139116822のとき、f1(n0)は最小値 2.202405159をとることがわかった。
そして、表 3.1は、この n0のときの xmである。これらをプロットしたものが、図
3.4である。また、表 3.1より、
S1 = 0:102550422 (3.2.2)
が求められた。この値が、以下の比較において基準となる値である。よって、以下
ではS1 > SとなるSを算出することが目標となる。
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3.2.2 従来のアルゴリズム 2
J.M.Whiteと P.F.Heidrichによる論文には、
f2(n0) =
M 2X
k=0
 nk+2 nk+1
xk+2 xk+1  
nk+1 nk
xk+1 xk
xk+2+xk+1
2
  xk+1+xk
2
!2
+
1
2

2(n1   n0)
x12
2
(3.2.3)
という評価関数も記されている。これは対称なプロファイルのときに有効である。
よって、f2(n0)を最小にする n0を求めた。
図 3.5: f2(n0)の概形
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m xm nm
0 0 2.139116771
1 3.816996898 2.134031525
2 4.559157748 2.126554718
3 5.029395554 2.116052094
4 5.268017819 2.102493134
5 5.445730167 2.085838165
6 5.569657575 2.066039886
7 5.669415416 2.043055573
8 5.752808437 2.016856232
9 5.832003881 1.987486115
10 5.930372588 1.955349579
表 3.2: f2(n0)最小時の各モードの xm と nm
図 3.6: f2(n0)最小時の xm-nm
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図 3.5 は f2(n0) の概形である。このように f2(n0) は二次曲線をとることから、
n0 = 2:139116771のとき、f2(n0)は最小値 2.202407351をとることがわかった。
そして、表 3.2は、この n0のときの xmである。これらをプロットしたものが、図
3.6である。また、表 3.2より、
S2 = 0:102550425 (3.2.4)
が求められた。ここで、S1と比較すると、
S2
S1
= 1:000000029 (3.2.5)
となり、この値はS1に対してあまり差がないため、先ほど述べた通りS1を基準
とする。
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3.3 逆WKB法における新しいアルゴリズムについて
3.3.1 アルゴリズム 1
3点A(xk; nk), B(xk+1; nk+1), C(xk+2; nk+2)がなす4ABCを考える。図 3.7のよう
に、それぞれの k毎に4ABCを形作っている。その面積 Skは、
Sk =
1
2
jnk(xk+1   xk+2) + nk+1(xk+2   xk) + nk+2(xk   xk+1)j (3.3.1)
となるので、k = 0; 1; :::;M   2(M = 10)に対する和は、
f3(n0) =
M 2X
k=0
Sk (3.3.2)
と表される。この式がこのアルゴリズムにおける評価関数である。これを最小にす
る n0を求めた。
図 3.7: 4ABCの定義
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図 3.8: f3(n0)の概形
m xm nm
0 0 2.143861975
1 2.744545816 2.134031525
2 4.831981948 2.126554718
3 4.890365314 2.116052094
4 5.296555474 2.102493134
5 5.424722847 2.085838165
6 5.570060109 2.066039886
7 5.664781803 2.043055573
8 5.751266462 2.016856232
9 5.830265092 1.987486115
10 5.929260598 1.955349579
表 3.3: f3(n0)最小時の各モードの xm と nm
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図 3.9: f3(n0)最小時の xm-nm
図 3.8は f3(n0)の概形である。このように n0に対する f3(n0)の概形は直線である
ことがわかる。しかし、図 3.8からわかるように、n0 = 2:143861975で折り返し
ているので、これを f3(n0)の最小値 (0.016451892)をとる n0とした。
そして、表 3.3は、この n0のときの xmである。これらをプロットしたものが、図
3.9である。また、表 3.3より、
S3 = 0:106206254 (3.3.3)
が求められた。ここで、S1と比較すると、
S3
S1
= 1:035649117 (3.3.4)
となり、S3 > S1であることがわかる。よって、このアルゴリズムでは期待する
結果を得ることはできなかった。
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3.3.2 アルゴリズム 2
次のような式を考える。
f4(n0) =
MX
k=2
(xk   xk 1)2 (3.3.5)
この式は、一辺の長さが xk   xk 1の正方形の面積の k = 2; 3; :::;M(M = 10)まで
の和をとるという意味である。よって、この式が最小になるときに、各正方形の面
積が均等になるので、各正方形の一辺が均等、つまり、xkと xk 1の間隔を均等にす
るというアルゴリズムである。以下では、このアルゴリズムの評価関数 f4(n0)を最
小にする n0を求めた。
図 3.10: f4(n0)の概形
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m xm nm
0 0 2.138195535
1 4.218376421 2.134031525
2 4.430186950 2.126554718
3 5.081218068 2.116052094
4 5.252752400 2.102493134
5 5.452584339 2.085838165
6 5.568257286 2.066039886
7 5.670524332 2.043055573
8 5.752866359 2.016856232
9 5.832299944 1.987486115
10 5.930509442 1.955349579
表 3.4: f4(n0)最小時の各モードの xm と nm
図 3.11: f4(n0)最小時の xm-nm
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図 3.10は f4(n0)の概形である。このように f4(n0)は二次曲線をとることから、
n0 = 2:138195535のとき、f4(n0)は最小値 0.584635837をとることがわかった。
そして、表 3.4は、この n0のときの xmである。これらをプロットしたものが、図
3.11である。また、表 3.4より、
S4 = 0:102602380 (3.3.6)
が求められた。ここで、S1と比較すると、
S4
S1
= 1:000506658 (3.3.7)
となり、S4 > S1であることがわかる。よって、このアルゴリズムでは期待する
結果を得ることはできなかった。
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3.3.3 アルゴリズム 3
次のような式を考える。
f5(n0) =
MX
k=2
(xk   xk 1   a)2 (a > 0) (3.3.8)
この評価関数は、前節の f4(n0)から派生した関数である。ここでは、0 < a  2:0と
して、以下のように考察した。
まず、aを 0.1から 2.0まで 0.1刻みで変化させて 20個の評価関数 f5(n0)を作成し、
各評価関数を最小にする n0を求め、この n0から xmを算出し、S5を計算した。
a n0 S5 S5=S1
0.1 2.138293405 0.102597544 1.000459501
0.2 2.138395626 0.102592294 1.000408306
0.3 2.138502512 0.102586599 1.000352773
0.4 2.138614410 0.102580427 1.000292588
0.5 2.138731703 0.102573744 1.000227420
0.6 2.138854819 0.102566507 1.000156850
0.7 2.138984234 0.102558673 1.000080458
0.8 2.139120481 0.102550191 0.999997747
0.9 2.139264160 0.102541006 0.999908182
1.0 2.139415951 0.102531053 0.999811127
1.1 2.139576621 0.102520261 0.999705891
1.2 2.139747050 0.102508546 0.999591655
1.3 2.139928244 0.102495815 0.999467511
1.4 2.140121369 0.102490105 0.999411831
1.5 2.140327777 0.102523376 0.999736266
1.6 2.140549054 0.102600943 1.000492645
1.7 2.140787073 0.102725534 1.001707570
1.8 2.141044068 0.102900371 1.003412458
1.9 2.141322732 0.103129297 1.005644784
2.0 2.141626353 0.103416947 1.008449746
表 3.5: aに対するS5 など
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図 3.12: aに対するS5=S1
図 3.12は、表 3.5の aに対するS5=S1をプロットしたものである。図の直線
は、S1を示している。よって、f5(n0)は 0:8  a  1:5のとき、S1 > S5とな
ることがわかった。そして、表 3.5と図 3.12から、a = 1:4のときに、S5が最も小
さくなっていることがわかる。よって、以下では a = 1:4のときの評価関数 f5(n0)
について考察する。
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図 3.13: f5(n0)(a = 1:4)の概形
m xm nm
0 0 2.140121369
1 3.487780681 2.134031525
2 4.655600580 2.126554718
3 4.987071281 2.116052094
4 5.279025934 2.102493134
5 5.439838050 2.085838165
6 5.570415460 2.066039886
7 5.668322568 2.043055573
8 5.752603856 2.016856232
9 5.831655656 1.987486115
10 5.930176882 1.955349579
表 3.6: f5(n0)(a = 1:4)最小時の各モードの xm と nm
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図 3.14: f5(n0)(a = 1:4)最小時の xm-nm
図 3.13は f5(n0)(a = 1:4)の概形である。このように f5(n0)(a = 1:4)は二次曲線を
とることから、n0 = 2:140121369のとき、f4(n0)(a = 1:4)は最小値 12.435760053
をとることがわかった。
そして、表 3.6は、この n0のときの xmである。これらをプロットしたものが、図
3.14である。また、表 3.6より、
S5 = 0:102490105 (3.3.9)
であるので、S1と比較すると、
S5
S1
= 0:999411831 (3.3.10)
となり、S1 > S5であることがわかる。よって、このアルゴリズムでは期待する
結果を得ることができた。
ただし、評価関数 f5(n0)は数学的裏付けの弱い関数である。しかし、図 3.15から
わかるように aと f5(n0)を最小にする n0とは、一定の相関関係があり、表 3.5より
n0がある一定の範囲の n0に収まると、従来のアルゴリズムよりも良い結果が出る
ことがわかる。このようにそれぞれ相関関係があるので、この評価関数で良い結果
が出るのは、ただの偶然ではなく何らかの理由があると思われる。
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図 3.15: aに対する f5(n0)を最小にする n0
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3.3.4 アルゴリズム 4
このアルゴリズムでは、図 3.16を考える。図 3.16においてwと n01は可変であり、
まずwを変化させ、図 3.1,図 3.2のようにwと n01 = 2:14からなる矩形と n(x)が重
なっていない面積を S 0A,重なっている面積を S 0Bと定義する。そして、その比を、
S 0 =
S 0A
S 0B
(3.3.11)
と定義する。まずは、このS 0が最小になるときの n0と wminを求めた。その後、
w = wminに保ち、n01を変化させ、wminと n01が形作る矩形と n(x)の面積比S 00が
最小になるときの n0と n01minを求めようとしたが、n01が際限なく小さくなっていっ
てしまったため、これらを求めることはできなかった。よって、改めて評価関数を
(3.3.11)より、
f6(n0; w) = S
0 (3.3.12)
と定義する。以下では、f6(n0; w)が最小になるときの n0とwminを求めた。
図 3.16: 面積比 1
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m xm nm
0 0 2.140128414
1 3.485763583 2.134031525
2 4.656161775 2.126554718
3 4.986811971 2.116052094
4 5.279088402 2.102493134
5 5.439800919 2.085838165
6 5.570418771 2.066039886
7 5.668315219 2.043055573
8 5.752602055 2.016856232
9 5.831653150 1.987486115
10 5.930175390 1.955349579
表 3.7: f6(n0; w)最小時の各モードの xm と nm
図 3.17: f6(n0; w)最小時の xm-nm
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上のアルゴリズムで計算した結果、w = 5:68109, n0 = 2:140128414のとき、
f6(n0; w)は最小値 0.070411985をとることがわかった。
そして、表 3.7は、この n0のときの xmである。これらをプロットしたものが、図
3.17である。また、表 3.7より、
S6 = 0:102490552 (3.3.13)
が求められた。ここで、S1と比較すると、
S6
S1
= 0:999416190 (3.3.14)
となり、S1 > S6であることがわかる。よって、このアルゴリズムでは期待する
結果を得ることができた。
ただし、注意すべき点は n01を変化させることができなかったので、このアルゴリ
ズムを完全に実現することができなかったという点である。よって、このアルゴリ
ズムが期待していたものと断言することはできない。
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3.3.5 アルゴリズム 5
このアルゴリズムでは、図 3.18を考える。前節と同様に面積比を考えるが、今回
は、図 3.1,図 3.2のように w = 6:0, n01 = 2:14に固定した矩形と n(x)が重なってい
ない面積を S0A,重なっている面積を S0Bと定義する。そして、その比を、
S0 =
S0A
S0B
(3.3.15)
と定義する。これを改めて評価関数として表すと、
f7(n0) = S0 (3.3.16)
となる。よって、以下では f7(n0)を最小にする n0を求めた。
図 3.18: 面積比 2
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図 3.19: f7(n0)の概形
m xm nm
0 0 2.140064754
1 3.504118511 2.134031525
2 4.651040945 2.126554718
3 4.989171480 2.116052094
4 5.278517556 2.102493134
5 5.440138263 2.085838165
6 5.570387985 2.066039886
7 5.668381768 2.043055573
8 5.752618172 2.016856232
9 5.831675763 1.987486115
10 5.930188823 1.955349579
表 3.8: f7(n0)最小時の各モードの xm と nm
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図 3.20: f7(n0)最小時の xm-nm
図 3.19は f7(n0)の概形である。このように f7(n0)は二次曲線をとることから、
n0 = 2:140064754のとき、f7(n0)は最小値 0.102488401をとることがわかった。
そして、表 3.8は、この n0のときの xmである。これらをプロットしたものが、図
3.20である。また、表 3.8より、
S7 = 0:102488401 (3.3.17)
が求められた。ここで、S1と比較すると、
S7
S1
= 0:999395215 (3.3.18)
となり、S1 > S7であることがわかる。よって、このアルゴリズムでは期待する
結果を得ることができた。
ただし、目標である非対称3層スラブ導波路の真の屈折率分布の情報 (w = 6:0, n01 =
2:14)がアルゴリズムに組み込まれてしまっているので、やや逆説的になってしまった。
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3.3.6 アルゴリズム 6
図 3.21のような、直線 nm = n2, xm = x10と n(x)で囲まれた面積を考える。その
面積は台形の面積の和なので、
f8(n0) =
M 1X
k=2

1
2
f(n2   nk+1) + (n2   nk)g  (xk+1   xk)

(3.3.19)
となる。この式がこのアルゴリズムにおける評価関数である。これを最小にする n0
を求めた。
図 3.21: f8(n0)の定義
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図 3.22: f8(n0)の概形
m xm nm
0 0 2.140295430
1 3.438945124 2.134031525
2 4.669078292 2.126554718
3 4.980792005 2.116052094
4 5.280519636 2.102493134
5 5.438934929 2.085838165
6 5.570490518 2.066039886
7 5.668142072 2.043055573
8 5.752558130 2.016856232
9 5.831593546 1.987486115
10 5.930139608 1.955349579
表 3.9: f8(n0)最小時の各モードの xm と nm
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図 3.23: f8(n0)最小時の xm-nm
図 3.22は f8(n0)の概形である。このように f8(n0)は二次曲線をとることから、
n0 = 2:140295430のとき、f8(n0)は最小値 0.058911450をとることがわかった。
そして、表 3.9は、この n0のときの xmである。これらをプロットしたものが、図
3.23である。また、表 3.9より、
S8 = 0:102515513 (3.3.20)
が求められた。ここで、S1と比較すると、
S8
S1
= 0:999659592 (3.3.21)
となり、S1 > S8であることがわかる。よって、このアルゴリズムでは期待する
結果を得ることができた。
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3.4 まとめ
本章では、前章で求めた等価屈折率から屈折率分布 n(x)を計算した。そして、前
章で述べた逆WKB法の従来のアルゴリズムの問題点を改善すべく、6つのアルゴ
リズムについて考察を行った。
まず、従来のアルゴリズムの評価関数から判定基準のS1を算出し、新しいアル
ゴリズムの評価関数からそれぞれSを計算し、比較を行った。
そして、アルゴリズム 1, 2では期待する結果を得ることはできなかったが、アル
ゴリズム 3～6においては、一定の成果を得ることができた。
また、アルゴリズム1～6のS=S1をまとめると、表3.10のようになる。S=S1
が 1を下回ったアルゴリズム 3～6のS=S1の値を比べると、
S8=S1
(アルゴリズム 6) >
S6=S1
(アルゴリズム 4) >
S5=S1
(アルゴリズム 3) >
S7=S1
(アルゴリズム 5)
であるが、アルゴリズム 3～5はそれぞれ、未知である非対称 3層スラブ導波路の真
の屈折率分布のパラメータを未知として扱っていないという弱点がある。
一方、アルゴリズム 6においては、Sが基準値S1を下回り、かつ、アルゴリ
ズムに非対称 3層スラブ導波路の真の屈折率分布の情報は全く入っていない。よっ
て、アルゴリズム 6は、未知のパラメータを未知として求めることができ、わずか
ではあるが従来のアルゴリズムよりも改善されたアルゴリズムである。
アルゴリズムの番号 S=S1
1 1.035649117
2 1.000506658
3 0.999411831
4 0.999416190
5 0.999395215
6 0.999659592
表 3.10: 各アルゴリズムのS=S1
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第4章 結言
本研究では、1976年の J.M.WhiteとP.F.Heidrichの研究により示された、矩形に
近い屈折率分布に対して、従来のアルゴリズムより精度が向上した屈折率分布を求
めるため、新しいアルゴリズムの研究を行った。
第 2章では、逆WKB法の概要と問題点について考察した。逆WKB法の従来のア
ルゴリズムは滑らかに変化する屈折率分布に対しては良い近似を示すが、矩形に近
い屈折率分布に対しては精度が悪いという問題点がある。よって、考察対象として
矩形の屈折率分布をとる非対称 3層スラブ導波路を選んだ。そして、等価屈折率か
ら屈折率分布を求めるため、それぞれの等価屈折率に対応する深さを計算するため
の漸化式を導出した。次に、非対称 3層スラブ導波路の等価屈折率を算出するため
の特性方程式を電磁気学の基礎方程式であるMaxwell方程式から導出した。この特
性方程式を二分法で解き、等価屈折率を算出し、TEモードの電界分布を描画した。
第 3章では、逆WKB法には、逆WKB法で求めた屈折率分布が真の屈折率分布
にどれだけ近いかを定量的に評価する方法が確立されていないという問題点も存在
したため、定量的に評価する方法を提案した。そして、第 2章で求めた非対称 3層
スラブ導波路の等価屈折率から、それぞれのアルゴリズムについて屈折率分布を求
めた。
まず、従来のアルゴリズムの評価関数から計算した屈折率分布から判定基準の値
S1を算出し、次に、新しいアルゴリズムの評価関数から計算した屈折率分布から
それぞれSを計算し、S1との比較を行った。そして、新しいアルゴリズム 1, 2
からは期待する結果を得ることはできなかったが、新しいアルゴリズム 3～6におい
ては、一定の成果を得ることができた。ただし、アルゴリズム 3～5には目標とする
非対称 3層スラブ導波路の真の屈折率分布の情報がアルゴリズムに入ってしまった。
一方、アルゴリズム 6では、非対称 3層スラブ導波路の真の屈折率分布の情報がア
ルゴリズムに入ることなく、未知のパラメータを未知としてSが基準値を下回る
ことができたので、本研究では、非対称 3層スラブ導波路の真の屈折率分布に対し
て逆WKB法の従来のアルゴリズムより、わずかではあるが改善されたアルゴリズ
ムを求めることができた。
弱点を持つアルゴリズムについては、その改善を今後の研究の進展に期待したい。
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付 録A 非対称3層スラブ導波路解析のプロ
グラム
#include <stdio.h>
#include <math.h>
#define EPS 1.0e-6
#define M_PI 3.14159265358979
int main()
{
double x1,x2,xm,y1,y2,ym;
int m;
for(m=0;m<11;m++){
x1=1.94;
x2=2.14;
y1=atan(pow(x1*x1-1.0*1.0,0.5)/pow(2.14*2.14-x1*x1,0.5))\
+ atan(pow(x1*x1-1.94*1.94,0.5)/pow(2.14*2.14-x1*x1,0.5))\
- 6.0 * EPS * ((2 * M_PI)/(1.0 * EPS)) * pow(2.14*2.14-x1*x1,0.5)\
+ m*M_PI*1.0;
y2=atan(pow(x2*x2-1.0*1.0,0.5)/pow(2.14*2.14-x2*x2,0.5))\
+ atan(pow(x2*x2-1.94*1.94,0.5)/pow(2.14*2.14-x2*x2,0.5))\
- 6.0 * EPS * ((2 * M_PI)/(1.0 * EPS)) * pow(2.14*2.14-x2*x2,0.5)\
+ m*M_PI*1.0;
if(y1*y2>0){
printf("change initial values\n");
}
else{
while(fabs(x1-x2)>EPS){
xm=(x1+x2)/2;
ym=atan(pow(xm*xm-1.0*1.0,0.5)/pow(2.14*2.14-xm*xm,0.5))\
+ atan(pow(xm*xm-1.94*1.94,0.5)/pow(2.14*2.14-xm*xm,0.5))\
- 6 * EPS * ((2 * M_PI)/(1.0 * EPS)) * pow(2.14*2.14-xm*xm,0.5)\
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+ m*M_PI*1.0;
if(y1*ym>0){
x1=xm;
}
else{
x2=xm;
}
}
printf("n[%d] = %.9f;\n",m, xm);
}
}
return 0;
}
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付 録B 逆WKB法の従来の評価関数のプロ
グラム
#include <stdio.h>
#include <math.h>
#define M 11
#define EPS 1.0e-9
int main(void)
{
int i, k, m;
double sum;
double aaa, bbb;
double first,second;
double a, b, c, d, e, f;
double ans;
double ans_min;
double n0_min;
double x[M];
double n[M];
double aa = 3.0/2.0;
double bb = 2.0/3.0;
double cc = 4.0;
double dd = 8.0;
double ee = 2.0;
double ff = 3.0;
x[0] = 0.0;
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n[1] = 2.134031525;
n[2] = 2.126554718;
n[3] = 2.116052094;
n[4] = 2.102493134;
n[5] = 2.085838165;
n[6] = 2.066039886;
n[7] = 2.043055573;
n[8] = 2.016856232;
n[9] = 1.987486115;
n[10] = 1.955349579;
ans_min = 10000.0;
n0_min = 0.0;
for(i = 2139110000; i < 2139120000; i++){
n[0] = EPS * i;
ans = 0.0;
x[1]=9.0/16.0*pow(((n[0]+3.0*n[1])/2.0),-0.5)\
*pow((n[0]-n[1]),-0.5);
for(m=2;m<M;m++){
sum = 0.0;
if(m==2){
sum = pow((n[0] + n[1])/ee + n[2],0.5)\
*((x[1]-x[0])/(n[0]-n[1]))\
*(pow(n[0]-n[2],1.5)-pow(n[1]-n[2],1.5));
}
else
{
for(k=1; k<=m-1; k++){
sum += pow((n[k-1] + n[k])/ee + n[m],0.5)\
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*((x[k]-x[k-1])/(n[k-1]-n[k]))\
*(pow(n[k-1]-n[m],1.5)-pow(n[k]-n[m],1.5));
}
}
bbb = bb*sum;
first=aa*(pow((n[m-1]+ff*n[m])/ee, -0.5))\
*(pow(n[m-1]-n[m], -0.5));
second = (4.0*m-1.0)/8.0-bbb;
x[m] = x[m-1] + first*second;
}
for( k = 0; k < M-2; k++){
a = (n[k+2] - n[k+1]) / (x[k+2] - x[k+1]);
b = (n[k+1] - n[k]) / (x[k+1] - x[k]);
c = (x[k+2] + x[k+1]) / 2.0;
d = (x[k+1] + x[k]) / 2.0;
e = (a - b) / (c - d);
ans = ans + (e * e);
}
if(ans < ans_min)
{
ans_min = ans;
n0_min = n[0];
}
}
printf("n0 = %.9f, ans_min = %.9f\n", n0_min, ans_min);
}
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