We present a new analysis of the PG quasar sample based on Spitzer and Herschel observations. (I) Assuming PAH-based star formation luminosities (L SF ) similar to Symeonidis et al. (2016, S16), we find mean and median intrinsic AGN spectral energy distributions (SEDs). These, in the FIR, appear hotter and significantly less luminous than the S16 mean intrinsic AGN SED. The differences are mostly due to our normalization of the individual SEDs, that properly accounts for a small number of very FIR-luminous quasars. Our median, PAH-based SED represents ∼ 6% increase on the 1 − 243µm luminosity of the extended Mor & Netzer (2012, EM12) torus SED, while S16 find a significantly larger difference. It requires large-scale dust with T ∼ 20 − 30 K which, if optically thin and heated by the AGN, would be outside the host galaxy. (II) We also explore the black hole and stellar mass growths, using L SF estimates from fitting Herschel/PACS observations after subtracting the EM12 torus contribution. We use rough estimates of stellar mass, based on scaling relations, to divide our sample into groups: on, below and above the star formation main sequence (SFMS). Objects on the SFMS show a strong correlation between star formation luminosity and AGN bolometric luminosity, with a logarithmic slope of ∼ 0.7. Finally we derive the relative duty cycles of this and another sample of very luminous AGN at z = 2 − 3.5. Large differences in this quantity indicate different evolutionary pathways for these two populations characterised by significantly different black hole masses.
INTRODUCTION
A long-standing quest in the field of extra-galactic astronomy is the understanding of how Active Galactic Nuclei (AGNs) and their host galaxies impact on the respective evolution.
The well-known correlation between the mass of the central Super Massive Black Hole (SMBH) and the velocity dispersion of the bulge of its host (M − σ relation; Ferrarese & Merritt 2000 , Gebhardt et al. 2000 led to the postulation of a scenario where feedback, driven by the central SMBH, impacts on the galactic environment and ultimately regulates the bulge's star formation activity and mass growth. Although the exact relationship is still highly debated (e.g. Kormendy & Ho 2013 , Läsker et al. 2014a , Läsker et al. 2014b , Reines & Volonteri 2015 , Läsker et al. 2016 , Shankar et al. 2016 , this is an indication that the evo-⋆ E-mail: caterina@wise.tau.ac.il lution of the host galaxy and that of the central SMBH may be closely related.
Both star formation activity and black hole (BH) accretion feed from the same materials. Although these processes take place on very different spatial (typically sub-parsec for the BH accretion and kpc for star formation activity) and temporal (typically a few million years for the BH accretion and a few hundreds million years for star formation activity) scales, they may compete for their fuel. In favour of an evolution "in tandem" for these two processes, is the observation that the cosmic star formation rate density, and the cosmic accretion activity of SMBHs, rise and fall at a similar pace, with both peaking at around redshift z ∼ 2 (e.g. Madau et al. 1996; Ueda et al. 2003; Heckman et al. 2004; Hopkins & Beacom 2006; Madau & Dickinson 2014) . We caution, however, that this picture only holds when the overall galaxy population is considered. In contrast, when only the most luminous quasars in the Universe are taken into consideration, star formation activity and BH accretion appear to peak at different redshift (z ∼ 4 for the former and z ∼ 2.5 for the latter, e.g. Netzer et al. 2016) . This may be an indication that BHs with significantly different masses evolve along different pathways with respect to their hosts.
One avenue to observationally explore a potential coevolution is to consider the black hole accretion rate and star formation activity in AGNs and their hosts, over a range in redshift and AGN bolometric luminosity. This is a difficult task because it requires the determination of the relative contribution from star formation and black hole accretion to the NIR-MIR BH+host SED. A variety of methods has been used to tackle this issue. Some consider polycyclic aromatic hydrocarbons (PAHs) spectral features (λ = 6−13 µm), as these originate in the proximity of young massive stars and therefore constitute good tracers of pure star formation activity (e.g. Gillett et al. 1975; Willner et al. 1977; Genzel et al. 1998; Laurent et al. 2000; Sturm et al. 2000; Hernán-Caballero et al. 2015; García-Bernete et al. 2015) . Given that the conversion from PAH flux to SF is non-trivial, and given that the use of PAH features requires spectroscopic data, many studies prefer SED fitting as a mean to estimate the star formation activity in AGN hosts. This approach requires far infrared (FIR) and millimeter observations. It also necessitates prior-knowledge (or assumption) of both the shape and contribution of the intrinsic AGN emission to the overall AGN+host SED.
As explained, the PAH-based method relies on MIR spectroscopy to identify the most appropriate SF template (from a wide range of libraries) which, in turn, is used to subtract the flux attributable to SF in the host galaxy from the AGN+host SED. The result is therefore the intrinsic AGN SED. Unsurprisingly, this procedure does not yield an uncertainty-free intrinsic AGN SED. For example, accurate estimates for the equivalent width of the 7.7 µm PAH feature is difficult due to its blending with the neighbouring 8.6 µm feature. Most works converge on a typical intrinsic AGN SED shape, characterised by two broad bumps at ∼ 10 and ∼ 20−40 µm due to silicate emission, and a fast decay long-ward of the second silicate feature. The slope of the decay and the exact location of the turn-off can however strongly vary from one work to the next. Some find the turn-off is located at about λ > 30 µm (e.g. Netzer et al. 2007; Mor & Netzer 2012; Xu et al. 2015; Lyu & Rieke 2017) , others find it at moderately longer wavelengths depending on AGN luminosity (e.g. Mullaney et al. 2011) and at much longer wavelengths (e.g. Symeonidis et al. 2016 at ∼ 100 µm). The intrinsic uncertainty and difficulties involved in the accurate determination of star-formation with PAHs in AGNs are the most likely culprits for the observed discrepancies. In order to test the turn-off and slope of the intrinsic AGN SED in the FIR, Netzer et al. (2016) considered a large number of FIR upper limits for the most luminous quasars at redshift z = 2 − 3.5 (log L AGN ≥ 46.5), and found that these are fully consistent with the extended Mor & Netzer (2012) intrinsic AGN SED (see §3 and Netzer et al. 2016) , mostly consistent with the Mullaney et al. (2011) intrinsic AGN SED (that based on the more luminous sources in their sample, log (L 2−10 KeV ) ≥ 42.9) and inconsistent with the Polletta et al. (2006 Polletta et al. ( , 2007 SED as used by Tsai et al. (2015) .
Very recently Lyu et al. (2017) considered the entire sample of Palomar−Green quasars (Schmidt & Green 1983) and identified a secure sub-sample (∼ 10 per cent) of sources that show evidence of warm/hot dust deficiency in their NIR-MIR SEDs. Regardless of their spectral shape at shorter wavelengths these quasars show a FIR decay that is broadly consistent with earlier works (e.g. Xu et al. 2015; Netzer et al. 2016) , but starts at shorter wavelengths (2 − 5µm) and is steeper. We note that these IR-weak sources had already been identified, although not as systematically characterised, in Mor & Trakhtenbrot (2011) and Mor & Netzer (2012) . Despite the consideration of nearly an identical sample in the current work and in Lyu et al. (2017) , we focus on the longer wavelengths (FIR) of the intrinsic AGN SED. We will, therefore, not discuss the results from Lyu et al. (2017) on this specific topic any further in the remainder of this work.
Irrespective of the differences in the adopted intrinsic AGN SEDs, the sample selection methods and the treatment of the data in hand (e.g. survival analysis vs. stacking), a plethora of works has identified some general trends of AGN luminosity (≡ L AGN hereafter) with SF luminosity (obtained by integrating the relevant SF templates between 8 µm and 1000 µm, L SF hereafter). On the one hand, in the regime where AGN activity dominates, i.e. L AGN > L SF , there are hints for a correlation: L SF ∝ L 0.6−0.7 AGN (e.g. Netzer 2009; Rosario et al. 2012; Netzer et al. 2016; Ichikawa et al. 2016) , at least in the local Universe. Some studies confirm the persistence of this correlation at high redshift (e.g. z = 2 − 3.5, Mullaney et al. 2012; Rovilos et al. 2012; Netzer et al. 2016) , while others point towards its disappearance for z > 1 (e.g. Rosario et al. 2012; Stanley et al. 2015) . On the other hand, there is on average a close to linear relation, L SF ∼ L AGN , for FIR selected samples (e.g. Mullaney et al. 2012; Chen et al. 2013; Delvecchio et al. 2015) , and no significant correlation for X-ray selected samples (e.g. Rosario et al. 2012; Stanley et al. 2015; Shimizu et al. 2016) .
The same matter can be analysed in terms of the ratio between star formation rate (SFR) and black hole accretion rate (BHAR), e.g Mullaney et al. (2012) . This represents the instantaneous growth of stellar mass to that of the black hole. For example Netzer et al. (2016) found that the most luminous AGNs in the redshift range z ∼ 2 − 3.5, that are detected in Herschel/SPIRE, show a ratio of SFR/BHAR similar to the ratio of stellar mass to black hole mass observed in the local Universe for the most massive, spheroidal galaxies. This is consistent with a scenario where the most luminous sources in the Universe have built up a significant fraction of their stellar mass during periods when the black hole was extremely active.
In this paper we focus on the well-studied sample of Palomar-Green quasars (Schmidt & Green 1983) and their recent Herschel 1 observations. This allows us to extend the study by Netzer et al. (2016) to a sample of black holes with lower mass and at lower redshift, with the aim of determining how their behaviour differs from that of the most massive Intrinsic AGN SED & black hole growth in the Palomar−Green quasars 3
BHs. Furthermore, we make use of their extensive spectroscopic and photometric data to revisit the intrinsic AGN SED shape. 2 The sample, the data and basic quantities (i.e. BH mass) are described in §2. The two sets of SF luminosities (PAH-based and SED-fitting-based) considered in our work, a new median PAH-based intrinsic AGN SED, and our SED fitting decomposition method are detailed in §3. In §4 we discuss our findings. In §4.1 we contrast the two sets of SF luminosities dealt with in this work, while in §4.2 we characterise the new median PAH-based intrinsic AGN SED. In §4.3 we investigate the typical covering factor that we found for the PG sample, and in §4.4 that of the potential nontorus-related, non-SF-related dust. We conclude by focusing on the relative instantaneous growth rates of BH and stellar mass in §4.5, where we also consider results from a previous study in order to gain a more complete understanding of these quantities over a range in redshift and AGN luminosity/BH mass. Our results are summarised in §5. Throughout this paper we assume H 0 = 70 km s −1 Mpc −1 , Ω M = 0.3 and Ω Λ = 0.7 2 SAMPLE AND DATA
Sample
We consider a sample of Palomar-Green Quasars (PG QSOs), which was in turn selected from the Palomar Bright Quasar Survey Catalogue from Schmidt & Green (1983) . While below we summarise its characteristic, we refer the reader to Schmidt & Green (1983) , Petric et al. (2015) and references therein for more details regarding this sample. PG QSOs are optically luminous (B−band magnitude M B < 16.16), blue type-I quasars. Their optical colour is U − B < −0.44 (Schmidt & Green 1983) , their redshifts range from z ∼ 0 to z ∼ 0.5 (Boroson & Green 1992) , and their black hole masses and Eddington ratios cover the ranges M BH = 4 × 10 6 − 2 × 10 9 M ⊙ and L AGN /L Edd = 0.01 − 1.2 respectively (for details on how we measured these quantities see §2.2). All these properties are illustrated in Figure 1 . While the L 5100 values employed in our work were not corrected for host galaxy contamination, the observed EW (Hβ) distribution suggests a typical host galaxy contamination to L 5100 of ∼ 20 per cent. Finally, Jester et al. (2005) show that, although incomplete in U − B, PG QSOs are representative of the general population of optically-bright, optically-selected quasars.
Data
In our work we make use of both photometric and spectroscopic IR data. The former cover the following wavelength range: NIR from the 2MASS survey (Skrutskie et al. 2006) ; MIR from W ISE (Wright et al. 2010 ) and FIR from the 2 A new paper by Lyu & Rieke (2017) appeared on the arXiv two days before we received our referee report. The paper addresses several issues we also discuss in this work and a complete reference to all these would completely alter the structure of our manuscript. Because of this, we only refer to the main points that are relevant to the present work, mostly at the end of §4.
Herschel Space Observator y (Pilbratt et al. 2010) . In particular, the J, H, K and W ISE data were taken from the NASA/IPAC IR science archive, from the 2MASS All-Sky Point Source Catalog and the AllWISE Source Catalog respectively. Far-infrared 70, 100, and 160µm Herschel/PACS (Poglitsch et al. 2010 ) data were retrieved from the Herschel archive and reduced as described in and used for Lutz et al. (2016) . In summary, we used a standard "masked highpass filtering" reduction with a circular mask centered on the source position. Fluxes are measured by aperture photometry, and noise is estimated by placing additional apertures in regions off the source. Most sources were observed twice to obtain both 70 and 100µm photometry, and the parallel 160µm results for these were averaged. In two cases we do not quote a 160µm flux due to blending with a nearby source. Furthermore, no PACS observations are in the Herschel archive for PG1226+023 and PG1444+407. Most observations of PG QSOs have been obtained in program OT1 lho 1 (see Petric et al. 2015 for first results), with a few others from OT1 hnetzer 1 and OT1 rmushotz 1 (see Meléndez et al. 2014) . The 250 350, and 500µm Herschel/SPIRE data were taken from (Petric et al. 2015, their Table 1 ).
The spectroscopic data were taken from Shi et al. (2014) and are a compilation of spectra observed as part of a programme (PID: 5096, PI: Rieke), and archive spectra. The data reduction and processing are described in detail in Shi et al. (2014) . Here we only provide the reader with a summary. All spectra but one (see later) are the combination of the short-low (5−14 µm; SL) and long-low (14−40 µm; LL) resolution observations by Spitzer/IRS. For a given source, the SL spectrum was aligned to the LL spectrum and, in turn, the result was aligned to the Spitzer 24 µm photometric point. This procedure was necessary due to slight calibration differences; Shi et al. (2014) report that the scaling factors are close to unity in the majority of cases (their Table 2 ). We confirm that the Shi et al. (2014) spectra are in good agreement with the Spitzer 24 µm photometric points that we have downloaded from the NASA/IPAC Infrared Science Archive.
In order to extract the photometric information required for our SED fitting procedure, we consider the following three wavelength bands: 6.75 − 7.25 µm, 20.75 − 21.25 µm and 29.75−30.25 µm (all rest-frame). These were chosen to be approximately equally spaced across the spectrum, as well as avoid strong emission and absorption lines. Our SED fitting procedure uses the median fluxes in these regions. We have not considered the Herschel/SPIRE data (provided by Petric et al. 2015) in our SED fitting procedure ( §3.1) as they are mostly upper limits, especially in the higher redshift (z>0.2) sources. When possible, however, we consider the Herschel/SPIRE 250 µm information in our PAH-based calculation of the median intrinsic AGN SED ( §3.3). The PAH-based SF luminosities considered in §3.2 and 3.3 are taken from Shi et al. (2007) . They were preferred to those presented in Shi et al. (2014) which are based on a combination of information from the 11.3µm PAH feature (solely due to SF) and FIR photometry (including emission from both SF and AGN-heated dust), therefore potentially introducing another source of uncertainty in our analysis. We note that adopting the Shi et al. (2014) results would lead to larger SF luminosities and lower FIR AGN continua than derived Figure 1 . The four histograms show the properties of the PG quasars sample considered in the current work. The top left panel shows the normalised fraction of objects as a function of optical (at 5100) luminosity (not corrected for host galaxy contamination, see §2.1), while the top right panel shows that as a function of redshift. The bottom panels show the normalised fraction of PG quasars as a function of black hole mass (left) and Eddington ratio (right). The description of how the quantities along the x-axes were measured is provided in §2.2.
with the Shi et al. (2007) results. Lower intrinsic AGN continua would also be a consequence of adopting a PAH to SF scaling such as that in Lyu & Rieke (2017) instead of that from Shi et al. (2007) . All BH masses used in this work are based on the most recent reverberation mapping results of Bentz et al. (2013) and the FWHM of the H β line. We considered the following equation:
where FW H M (H β) is the full width half maximum intensity of H β. R BLR is the size of the broad line region and can be approximated by K L 5100 10 44 α ; following Bentz et al. (2013) we set K and α to 33.65 and 0.53 respectively. Finally, f BLR , which contains information about the geometry and dynamics of the broad line region gas, was set to 1.
Regarding the bolometric luminosity L AGN , we used the expression from Netzer (2013) which gives the following bolometric correction factor, bol, that multiplies L 5100 : bol = 53 − log(L 5100 ). This is in very good agreement with other estimates for objects in the general luminosity range of the PG sample but tends to over-estimate L AGN for more luminous sources (see discussion in Netzer et al. 2016 ).
Our final sample consists of 85 PG QSOs; of these 69 were detected in all the three Herschel/PACS bands (though 2 suffer from blending at 160µm), 12 are undetected in one and/or two of the Herschel/PACS bands, 4 are undetected in all Herschel/PACS bands. The original PG QSOs sample (Schmidt & Green 1983) contained 87 quasars, but Petric et al. (2015) only obtained Herschel data for 85 of them. We note that PG0003−199 lacks the LL Spitzer/IRS observation and we find a large discrepancy between its spec-Intrinsic AGN SED & black hole growth in the Palomar−Green quasars 5 trum and the full SED. For this source we therefore chose not to consider the information from Spitzer/IRS.
MEASURING SF LUMINOSITIES AND INTRINSIC AGN SEDS
The goals of this work are: (i) accurately measuring SF luminosities for all PG quasars, (ii) defining the intrinsic AGN SED of these sources, and (iii) investigating the growth rate of the stellar mass and BH mass in the sample. Our SF luminosity measurements are based on two independent methods. The first rests on the assumption that the intrinsic AGN SED of all sources is well-described by the extended version of the empirical median template identified by Mor & Netzer (2012) . This, together with the relevant 25 th and 75 th percentiles, was obtained by considering a sample of ∼ 100 local AGNs. The Mor & Netzer (2012) approach was based on a combination of PAH spectroscopy from Spitzer, with NIR and FIR photometry of different origin (see their paper for more details). They subtracted, from the overall spectrum, one of 40 FIR SF templates, ensuring that the only flux left around the 7.7 µm aromatic feature was consistent with the noise level. This resulted in three SEDs covering the rest frame wavelength λ rest = 1 − 30 µm: a median SED and two others representing the 25 th and 75 th percentiles from it. In later works (e.g. Netzer et al. 2014 Netzer et al. , 2016 , this was extended to longer wavelengths based on various clumpy torus models. The procedure involved adding a 100 K modified blackbody, with β = 1.5, to the Mor & Netzer (2012) templates. Hereafter we will refer to this template as the extended Mor & Netzer (2012, EM12) SED. Although Mor & Netzer (2012) considered PAH features in their analysis, they took a different approach from Shi et al. (2007, see §3. 2), requiring no assumption for the conversion from PAH to SF luminosity. The resulting median intrinsic AGN SED and the corresponding 25 th and 75 th percentiles are showed in Figure  2 (black and grey lines). It is important to note that these SEDs are meant to represent the combination of dust emission from the central torus and that from the narrow line region (NLR). Because of the modified blackbody extrapolation beyond 30 µm, they do not consider the possibility of AGN heated dust at a distance far beyond that of the NLR, and hence a temperature below 100 K. In the reminder of this manuscript, when we mention "torus" (e.g. torus luminosity, torus covering factor) in the context of the EM12 SED we actually mean "torus+NLR". There is mounting observational evidence in favour of the EM12 intrinsic AGN SED, especially if one assumes a narrow range in SED shape (a "universal" SED). Netzer et al. (2016) used a sample of 66 Herschel/SPIREnon-detections to provide constraints on the intrinsic FIR AGN SED. They found the EM12 intrinsic AGN SED to be consistent with the information provided by all the nondetections in their sample. They also showed that given a universal SED, the Mullaney et al. (2011) set of templates is consistent with a significant number of Herschel upper limits, and the Polletta et al. (2006 Polletta et al. ( , 2007 SED, as used by Tsai et al. (2015) , is inconsistent with the majority of the observations. We note, however, that the samples considered by Mor & Netzer (2012) , Netzer et al. (2016) and the current work, are significantly more luminous than the sources in Mullaney et al. (2011) , thus making a direct comparison of their results problematic. In addition, and as already pointed out in the literature (e.g. Lyu & Rieke 2017) , unlike the current work and the others mentioned above, Polletta et al. (2006 Polletta et al. ( , 2007 do not explicitly correct for the star formation contribution in the FIR, making the comparison irrelevant. For these reasons, when in the remainder of this manuscript we examine the central issue of intrinsic AGN SED, we will mostly contrast the EM12 SED with that determined on a sub-sample of the sources considered here (Symeonidis et al. 2016) . Finally the only direct, high resolution sub-mm observations of the nuclear obscuring structure to date (in NGC 1068, e.g. García-Burillo et al. 2016; Gallimore et al. 2016) are consistent with the EM12 intrinsic AGN SED. This remains the case even allowing for small differences due to aperture size and the fact that NGC 1068 is a type-II AGN. Figure 2 shows the location of the 20µm−normalised luminosities calculated from the data in hand for our parent sample of PG QSOs, with respect to two intrinsic AGN SEDs. In solid black we show the EM12 SED and in green the mean SED suggested by Symeonidis et al. (2016, hereafter S16) . There is good agreement between the data and both intrinsic AGN templates in the near-and mid-IR. If we focus on the longer wavelengths, i.e. Herschel/PACS and Herschel/SPIRE, the situation looks different. We find (see Appendix) that the different shape of the S16 SED at this wavelengths is mostly due to the way it was calculated. In their work S16 start by calculating the mean observed quasar SED without normalising the individual SEDs at a given wavelength. This returns a mean observed quasar SED which is heavily weighted towards the more luminous sources (their PG sample spans nearly two orders of magnitude in luminosity). They later obtain the mean SF template for this ensemble, made from all the individual SF templates, and subtract it from the mean observed spectrum to derive the mean intrinsic AGN SED. From Figure 2 it is apparent that, even prior to subtracting the appropriate emission due to SF from the Herschel/PACS data, the suggestion that the S16 AGN SED is universal is inconsistent with the observations because ∼ 50 per cent of our PG QSOs already lie below this. The EM12 median intrinsic AGN SED seems a better representation of the general AGN population if, indeed, emission heated by the AGN is dominated by warm dust in the torus and NLR, and can be considered universal. In §4.2, we attempt to repeat the S16 procedure, with several important modifications, and discuss the meaning of the mean intrinsic AGN SED obtained by them.
The first set of SF luminosities we consider in this work was obtained by adopting the EM12 median SED and the two accompanying SEDs representing the 25 th and 75 th percentiles, as our best representation of the intrinsic AGN SED ( §3.1). The second, independent set of SF luminosities was that estimated by Shi et al. (2007) . This method does not assume a particular intrinsic AGN SED, but a relation between the luminosity of PAH features as measured from the Spitzer spectroscopy, and the total infrared (8 − 1000µm) luminosity. This method is the only one used by S16 in their recent analysis of the PG sample. We note that in their paper S16 focus on those PG quasars at redshift z < 0.18 in order to cap the number of upper limits in their analysis. In the current work, however, we focus on the full sample, but 6 Lani et al. present the analysis of the same sample as that consider by S16 in the Appendix.
Measuring SF luminosities assuming the EM12 intrinsic AGN SED
Here we estimate the SF activity for 81 PG QSOs (those with at least one 3σ-Herschel/PACS detection) by assuming the extended Mor & Netzer (2012) intrinsic AGN SED discussed above, and employing a SED fitting method. First we estimate the torus luminosity by fitting the three intrinsic AGN SED models (median and 25 th and 75 th percentiles) to the near-and mid-infrared points (2.15 µm ≤ λ rest ≤ 30 µm) of the object's SED. Given the redshift range of our sources, this includes the data from WISE and the photometric points extracted from the Spitzer/IRS spectra. This window in wavelength-space is where the intrinsic AGN emission dominates over that from the host. We do not consider the emission short-ward of λ rest = 2 µm as this is where the contamination from the host's old stellar population can be significant; furthermore, the accretion disk emission at longer wavelengths is negligible (see e.g. Hernán-Caballero et al. 2015) . We avoid combining the MIR and FIR into a single χ 2 fit, and instead use a least square procedure for the MIR for two reasons. First, the formal uncertainties on the Spitzer and W ISE points are much smaller than the scatter in the MIR data. Second, the uncertainties on the Herschel FIR data are much larger and combining the two into a single χ 2 procedure will heavily bias the results.
Upon determining the best fitting EM12 SED, we know its contribution to the total SED at wavelengths λ rest ≥ 30 µm. This quantity is then subtracted from the composite AGN+host SED in the wavelength range covered by Herschel/PACS (70 µm ≤ λ obs ≤ 160 µm), such that the remaining luminosity can be associated with star formation alone. The star-formation luminosity (L SF ) is estimated using the Chary & Elbaz (2001, CE01 hereafter) templates for local star-forming galaxies. There is evidence (e.g. Elbaz et al. 2010) for the CE01 templates underestimating the SF emission at wavelength λ rest > 150µm. We note, however, that for all our sources 2 (70µm and 100µm) out of the 3 PACS points considered in the SED fitting are at wavelength λ rest < 150µm, and for ∼ 70 per cent of our sources the last PACS point (160µm) is short-ward of λ rest = 150µm. Furthermore, the errorbars accompanying the 160µm point are typically larger than the those at shorter wavelengths. The effect of underestimating the SF emission at long wavelengths by the CE01 templates, albeit present, is therefore within this uncertainty. As a test investigating the impact that the consideration of the alternative Dale & Helou (2002) set of SF templates has on the main conclusions of our work we refer the reader to §3.3. In our routine we fit both for the vertical normalisation (i.e. L SF ) and the template shape (dust temperature). This is achieved by normalising each CE01 template by its total (λ = 8 − 1000 µm) IR luminosity prior to considering them in the fitting procedure. In this part of the fitting we minimise the χ 2 , searching for the best fitting combination of L SF and template. Our fitting is comprised of two phases. First we look for the CE01 SF template nearest to the torus-subtracted FIR luminosity, and then we search the CE01 library within ±0.5 dex of the SF luminosity of such template to improve the match in shape. The uncertainty in L SF is determined by marginalising over the best fitting CE01 template shape, and identifying the lowest and highest L SF among those that satisfy the equation χ 2 < χ 2 min +1. For further details on our method, as well as on the treatment of uncertainties, we refer the reader to Netzer et al. (2016) .
In Figure 3 we show two examples of SED fits, one where there is significant star formation (left panel) and one where the majority of the FIR emission can be attribute to torus+NLR emission (right panel). We note that 4 sources (PG1022+519, PG1244+026, PG1351+236, and PG2304+042) have unsuccessful fits, due to peculiar NIR-MIR SED shapes. These were excluded from the remainder of our work.
Estimating star formation luminosities using PAH features
As previously mentioned, this method relies on the existence of a widely-used relation between PAH luminosity and SF luminosity (e.g. Roussel et al. 2001; Förster Schreiber et al. 2004; Wu et al. 2005) , which remains uncertain due to the large intrinsic scatter and dependence on SF luminosity and metallicity (e.g. Calzetti et al. 2007; Smith et al. 2007 ). Shi et al. (2007) measured PAH luminosities for the PG quasars and then determined the L SF values later considered by S16 in their work, and that we consider here. Figure 4 compares the star formation luminosities obtained from the two methods (SED fitting and aromatic features). For clarity we omit the PGs that, based on the work by Shi et al. (2007) , are upper limits in PAH-based SF luminosities. We find a median difference of 0.34 dex between the two sets of SF luminosities. As shown in the next section, this has important implications on the estimated intrinsic AGN SED shape.
The PAH-based intrinsic AGN SED
The dataset considered here is superior to that considered in Mor & Netzer (2012) . First, all objects have high quality Spitzer/IRS spectra. Second, all objects have Herschel/PACS data, and third the sample is much better defined and hence represents better the population of luminous, local AGNs. As explained, though, the EM12 SED has been derived by arbitrarily adding a single temperature (T = 100 K) modified blackbody to the already-known SED at short wavelength. As we show below, this is found to be consistent with the SED of many sources. The method, however, is limited in its ability to investigate the range of intrinsic SEDs characterizing the entire population. For this reason one needs an independent way to estimate SF luminosities. Despite its limitations, the PAH-based method indeed constitutes such a tool, hence we use it here keeping in mind the large associated uncertainties.
In this part of the analysis we consider the PAH-based SF luminosities provided by Shi et al. (2007) when these are not upper limits. If the Shi et al. (2007) estimates are upper limits we consider the L SF values from our SED fitting as long as they are not larger. We followed this approach as we believe our L SF to be the most reliable/accurate estimates available in these cases. For those 11 upper limits where our estimated SF luminosites are larger than those provided by Shi et al. (2007) we follow the same procedure as S16, thus subtracting the SF templates corresponding to 1/2 of the Shi et al. (2007) upper limit.
Our analysis of the PAH-based intrinsic AGN SED consists of a simple subtraction of a SF template from the overall SED, on an object by object basis. Specifically, for a given value of L SF , we find the template with the closest SF luminosity L SF, nearest in the CE01 library. We then scale the chosen template by the ratio L SF /L SF, nearest . The result is then subtracted from the overall, observed AGN SED which has been previously interpolated between 5µm and the longest wavelength where we have a flux detection.
There are four main differences between the current work and that of S16. First, we use Herschel/PACS photometry in all three bands, while S16 used the less reliable Spitzer and AK ARI photometry in the wavelength range λ = 70−100 µm (and Herschel/P ACS at λ = 160 µm). A direct comparison between their Spitzer 70 µm and our Herschel 70µm photometries shows that the latter is higher for ∼ 60 percent of the sources. In addition, several sources that are upper limits in the Spitzer bands, are detections in the corresponding Herschel bands. We emphasize that Herschel provides much improved photometric accuracy, and better sampling of the 40 − 250 µm range, compared to Spitzer and Table 1 . Quantities for our PG QSOs sample. (a) uncorrected for host galaxy contamination which, in our sample, we estimate to be typically ∼ 20 per cent.
(b) 0 refers to sources below the SFMS; 1 refers to sources on the SFMS; 2 refers to potential starbursts. For a description for how we determined the three groups we refer the reader to section §4.5.1.
(c) 1 refers to the 25 th percentile of the median EM12 template; 2 refers to the median EM12 template; 3 refers to the 75 th of the median EM12 template. These have negative, flat and positive gradient in the optical-NIR (see grey and black lines in Figure 2 ), and are characteristic by L torus /L 5µm = [4.27, 3.58, 3.18] respectively. ǫ Source missing LL spectral information from S pitzer/IRS. β Upper limit in one or two H er schel/PACS bands (70 and 160µm; with 3σ being the requirement for a detection). γ Upper limit in all three H er schel/PACS bands (with 3σ being the requirement for a detection). α Bad torus fit. δ Source with H er schel/PACS 160µm observation affected by blending with a nearby source. ϕ Source showing SF activity consistent with zero upon visual inspection; its log L SF was arbitrarily set to 42.0 ± 0.3. AK ARI. Second, we calculate our mean and median SEDs in a different way compared to S16. We first subtract the SF emission, and then calculate the mean and median spectra after normalising the individual intrinsic AGN SEDs at a chosen wavelength (λ rest = 20µm). Below we discuss the implications of this different procedure, and in the Appendix we demonstrate how the choice of method leads to significantly different SEDs. Third, we consider the entire sample of PG quasars (cf. only those with z < 0.18 in S16), making the results more applicable to the overall population. Lastly, the SF template we consider here are from CE01 while those used by S16 are the Dale & Helou (2002, hereafter DH02) templates. To quantify the impact of this difference on our results, we repeated our analysis with the DH02 SF templates. We recovered a consistent result (shown in the Appendix) as when we use the CE01 library, thus the choice of SF templates does not significantly affect the findings discussed below. When following the subtraction procedure outlined above, for 11 sources we are left with SF-subtracted SEDs that are negative in any of the Herschel/PACS bands. For these we repeat the SF subtraction after replacing their previously considered L SF with the lower limit (L SF − δL SF ), on this luminosity, taken from the relevant work (ours/S16).
In Figure 5 we show the individual SF-subtracted SEDs for our sample of PG QSOs (grey lines), normalised to 20µm, and the resulting median intrinsic AGN SED (solid magenta line). It is apparent that, when using the PAHs-based SF luminosities, there are many SEDs that are considerably colder than the EM12 SEDs, as is the resulting median. This (which we take to be the best representation of the population in this exercise) is also considerably below the mean SED presented in S16 (green line). This has important consequences for the characterization of the entire population, and the suggestion that (SF-unrelated) dust is present at large distances from the BH. Quantitative estimates for the contribution of such large-scale dust to the mean FIR luminosity are given in § 4.4. In Figure 5 we also show the median intrinsic AGN SED (dashed magenta line) we would obtained if we only considered those PG quasars that are not upper limits in the PAH-based SF luminosities of Shi et al. (2007) . This line indicates that even when we consider those PG quasars which have the more robust SF luminosities we obtain a median intrinsic AGN SED that is consistent with that of the full sample.
We then considered those 12 sources that represent the top 16 per cent with the largest difference between their normalised SF-subtracted 70µm luminosity and that of the PAH-based median intrinsic AGN SED ("top 1σ" sources hereafter). Their PAH-based median intrinsic AGN SED is given by the purple line, and is significantly different from all the other SEDs shown in this figure.
We also investigated whether the different SED shapes derived with PAH-based luminosities were driven by SF or torus luminosity, and the results are summarized in Figure 6 . Here we show the ratio between the SF-subtracted luminosity measured at 70µm and that measured at 12µm (i.e. a proxy for shape in this region of the SED) as a 
Figure 4. Comparison of star formation luminosities as measured from aromatic features, along the x-axis, and from our SED fitting, along the y-axis, for PGs that are not upper limits in L SF, PAHs (Shi et al. 2007 ). The solid line is the 1:1 relation, while the purple points highlight those sources that we have defined as "top 1σ" ( §3.3). For most sources, L SF, fit is larger than the corresponding L SF, PAHs . It also appears that the majority of the "top 1σ" sources lies in the region where L SF,fit is ∼ 3 times L SF, PAHs .
function of SF luminosity from our SED fitting (left-hand panel), SF luminosity from PAHs (middle panel), and torus luminosity (right panel). It is clear that in all three panels there is no correlation for the general population, and we can therefore conclude that the differences in shape do not depend on L SF and L AGN (∝ L 5µm ). On the other hand, if we focus on the "top 1σ" sources, highlighted by purple squares, they mostly appear at the high end of the L SF and L 5µm distributions.
We note that for the results discussed in §4.3 and §4.5 we assume the EM12 template, as explained below and in the relevant sections.
DISCUSSION
Thus far we have compared and contrasted the results obtained when employing different methods to estimate the SF activity and the typical intrinsic AGN SED in low redshift AGNs. We found that the consideration of aromatic features yields star formation luminosities that are consistently smaller than those obtained from MIR-FIR SED fitting. Furthermore, we found that the methodology followed to constrain the typical FIR shape of the intrinsic AGN SED in PG quasars strongly impacts on the outcome.
In this section we discuss and interpret our findings. We revisit the issue of "intrinsic AGN SED" and we explore the properties of the cooler dust, referred to here as "large-scale AGN-heated dust" (see §4.4 on the possibility of this dust being part of the torus/being SF-related), which were identified when considering PAH-based SF luminosities. Furthermore we also want to investigate the torus covering factor and the instantaneous relative growth rate of BHs and their host galaxies, when assuming the EM12 SED to describe the torus and the NLR emission in the considered quasars. Part of the reason why we consider the EM12 SED, rather than that obtained in §3.3, is that we believe it to be more robust because determined on a larger sample. Our choice, however, is further motivated in the remainder of this section.
Comparison of the PAH-based and SED-fitting-based SF luminosities
The SF estimates from SED fitting, assuming the EM12 SED, are systematically larger than those obtained from the PAH-based method (see Figure 4) . It is, however, hard to conclusively determine which method is more reliable. On the one hand, fitting SF templates using Herschel data is far superior in terms of data quality, and does not suffer from the uncertainties due to fitting the PAH spectrum and the large, intrinsic, luminosity-dependent scatter due to the conversion from PAH luminosity to SF luminosity. On the other hand, the PAH-based method is independent of the assumed torus SED.
Finally we compared our SED fitting-based SF luminosities with those calculated by Petric et al. (2015, their Table 4) . Similarly to the current study, they also considered the full sample of PG quasars and estimated their SFR from FIR Herschel photometry. We find that, when considering their L FIR [40−500 µm] , they are consistent with a typical difference of 0.07 dex. We note that Petric et al. (2015) also finds SF luminosities that are approximately a factor of 2 larger than those quoted in Shi et al. (2007) . Figure 7 shows the comparison of the EM12 template (median), the S16 mean intrinsic AGN template and the median intrinsic AGN SED identified in this work, to the Herschel 3σ upper limits from the current work (left panel) and those presented in Figure 7 in Netzer et al. (2016, right panel) . Here we only consider FIR upper limits as these are the best candidates for cases where the FIR emission is least contaminated by SF activity, thus being AGN-dominated. As previously mentioned, among the PG QSOs, there are 4 upper limits in all three Herschel/PACS bands (∼ 5 per cent of the total), and 12 upper limits (∼ 14 per cent of the total) in one or two Herschel/PACS bands (see Table 1 ). The EM12 template is consistent with all 3σ upper limits, both at high and low redshift. In contrast ∼ 80 per cent of the Herschel/PACS 3σ upper limits in the PG sample, and ∼ 40 per cent of the Herschel/SPIRE 3σ upper limits from Netzer et al. (2016) , fall below the mean S16 SED. For the PG sample, we would expect a smaller fraction of the upper limits to fall below the S16 mean, if this SED indeed represented the mean population properties. This is most noticeable in the range λ rest = 70 − 120µm, where nearly all 3σ upper limits fall below the S16 line. This contradiction is even more apparent in the high-redshift sample since, if the Figure 5 . Normalised SF-subtracted SEDs for our sample of PG QSOs (grey lines) when using the PAH-based method (updated where relevant as described in §3.3). The black and green lines correspond to EM12 and S16 intrinsic AGN SEDs, respectively. The solid magenta line is the median PAH-based intrinsic AGN SED obtained in the current work. The purple line is the intrinsic AGN SED obtained when considering those 12 sources that we defined as "top 1σ" in §3.3, and that we discuss in §4.2. The dashed magenta line corresponds to the median intrinsic AGN SED we obtain when only considering PG quasars that are not upper limits in the PAH-based SF luminosities of Shi et al. (2007) . Figure 6 . Ratio of the SF-subtracted luminosity measured at 70µm and that measured at 12µm for our PG QSOs, as a function of SF and AGN luminosities. The purple squares highlight the "top 1σ" sources. The left panel considers the SF estimated from our SED fitting that assumes the EM12 SEDs, while the middle panel that from Shi et al. (2007) , based on PAHs, for non-upper limits only and updated, if required, as previously mentioned ( §3.3). No significant correlation appears between the shape of the intrinsic AGN SED of the full population, and the three quantities considered. The "top 1σ" sources, however, mostly appear at the high end of the distributions. In the left panel the vertical line indicates the SF luminosity corresponding to star formation rate SF R = 0.1 M ⊙ yr −1 .
Re-visiting the intrinsic AGN SED

Observational constrains on the intrinsic AGN SED
S16 mean SED were representative of this population, all sources below the line would instead be within the Herschel detection limit, appearing as real Herschel detections rather than upper limits.
Moreover, the median stacks obtained from the 250µm
upper limits in Netzer et al. (2016, 66 sources) that are shown in the diagram, mark the locations that divide the population in equal parts (i.e. 50 per cent of the luminosities in these undetected sources should lie below these stacks). This is in clear contradiction with the assumption that the mean intrinsic AGN SED proposed by S16 represents this population since, in such a case, the calculated stacks (median or mean) would lie close to the S16 SED rather than a factor of ∼ 3 below. On the other hand, the median PAHbased intrinsic SED calculated for the PG sample in the current work lie much closer to the high redshift median stacks, as should be the case if the "typical" intrinsic SED shape is independent of AGN luminosity. All the above considerations suggest that there is no simple way to distinguish between EM12 SED and the median, PAH-based SED obtained here. Conversely, even allowing for the intrinsic scatter expected around an averaged quantity, the mean S16 SED seems to be in conflict with many observations, most noticeable involving Herschel upper limits. As shown in the Appendix, we believe that the mean S16 SED represents a few more luminous sources rather than the entire population.
Large-scale dust and its impact on the estimate of SF luminosities
Figure 5 also unveils that some SEDs obtained with the PAH-based method lie far above the median and the mean SEDs of the sample. As previously mentioned, the purple line represents the median intrinsic AGN SED obtained when considering "top 1σ" sources (as defined in §3.3). We also show this median SED in the right panel of Figure 8 . If the PAH-based method provides an accurate way to derive the intrinsic AGN-heated dust emission, these sources may have the strongest contribution from the potential largescale dust component. Alternatively, these sources could be those with the least reliable PAH-based SF estimates. Figure 4 shows that these sources (marked in purple) clearly lie where the discrepancy in the SF measurement between the two methods is large. We cannot, however, say whether this deviation from the median is due to the subtraction of an erroneous amount of PAH-determined SF, or because of extra contribution by large-scale AGN-heated dust which invalidates the consideration of the EM12 template.
The left panel of Figure 8 shows the PAH-based median intrinsic AGN SED, and its 25 th − 75 th percentiles range (pink hatching). The dark blue line in this figure was obtained by summing the median EM12 SED to a modified blackbody (β = 1.5) with a temperature of T cold dust = 25.5 K. While this provides the best single temperature fit (through χ 2 minimisation), we caution that it should not be considered as the ultimate value given the large associated uncertainties. In fact, the excess over the EM12 SED can be fitted, reasonably well, with a range of temperatures, from 20 K to about 30 K. In the right panel of Figure 8 we show, in purple, the median intrinsic AGN SED obtained when considering the "top 1σ" sources, with the corresponding 25 th − 75 th percentiles (pink hatching). In this case, there is no way to fit the difference between this SED and EM12 with a single modified blackbody. Upon experimenting we find that the required range of temperatures is between 10 K and 60 K. Given the large uncertainties associated with the PAH-based method, we choose not to attempt a full fit of this difference, and only to measure the differences in the total emitted radiation (see §4.4). We also repeated this analysis replacing the set of modified blackbodies with the CE01 SF templates. We found that we can fit the residual emission with a single SF template, both for the SED based on the full sample and that based on the "top 1σ" sources. Although the resulting additional SF is within the uncertainties accompanying the best fitting SF luminosities, it may be indicative of star formation that was not properly captured by the PAH-based estimates (and consequently by the subtraction).
Finally, we estimated the uncertainties in the measured SF luminosities introduced by the various intrinsic AGN SEDs, as a function of AGN luminosity. These numbers can also be used to estimate the contribution of cold, large-scale AGN dust, if real, to the total SF luminosity. The natural way to do such a test is to fix L SF and then compute the ratio of SF luminosity and AGN-heated dust luminosity at a pre-chosen wavelength, for every considered value of L torus . Here we chose this fiducial wavelength to be 70µm which is close to the peak in νL ν of most SF templates used in this work. We examined two cases, the EM12 SED and the new PAH-based median intrinsic AGN SED obtained in this work. For illustration, we fix the SFR to be 10 M ⊙ /yr and show the results for various ratios of L torus /L SF in Table 2. We note that the consideration of different SF SEDs, other than that arbitrarily picked here, would yield different numbers. The differences, however, are minor and would not impact on the main conclusions of this test. The uncertainty on L SF listed in the table are calculated assuming no subtraction of the AGN contribution at 70µm. As shown in the table, for the EM12 SED, significant uncertainties, approaching a factor 2, require L torus /L SF > 20. For the new PAH-based median intrinsic AGN SED, this number is L torus /L SF ∼ 10 − 20. Thus, the SFR uncertainties are small unless L AGN >> L SF . These numbers are very different from those presented in S16, where they conclude that the intrinsic AGN SED can be neglected when the observed total host luminosity (SF+AGN contribution) at 60µm is twice the AGN luminosity at 5100 . The results of our test show that the original L SF − L AGN correlation presented in Rosario et al. (2012, their Figure 4 ) is still valid, unlike what stated by S16 (their Figure 16 ).
Torus covering factor
Although it does not constitute a main point of our work, we investigated the covering factor of PG QSOs as they are a significantly more complete sample than others previously considered in the literature for this matter. We follow the methods and discussion in Netzer (2015) and Netzer et al. (2016) , and consider the torus+NLR component based on the chosen EM12 template. After dividing our sample in 5 equally spaced L AGN bins we find that the median covering factor for the anisotropic case Table 2 . Uncertainty on SF luminosity due to AGN-heated dust for various assumptions about the dust SED. EM12 is the Mor & Netzer (2012) SED (torus+NLR dust only). For this SED, L torus = 30.5 × L 70 µm . "PG median" is the median SED derived in this work using PAH-based SF luminosities (see 3.3). At 70µm, this SED is a factor of ∼ 2.1 more luminous than the EM12 SED. For the PG quasar sample L AGN ≈ 2 × L torus . The uncertainties are calculated at 70µm and are assumed to be also the uncertainties on the total SFR. We assume no subtraction of the AGN-dust contribution at 70µm. The numbers in the table can also be used to estimate the 70µm emission by extended, AGN-heated dust (if real) relative to the SF emission at this wavelength. In our sample the median L SF 70 µm /L EM12 70µm is ∼ 2.6.
Lastly we report a lack of correlation between covering factor and Eddington ratio. We emphasize that the results mentioned here are independent of the choice of intrinsic AGN SED (EM12 vs. the PAH-based median identified in §3.3). As we show in the next section, the difference between the integrated EM12 luminosity and the integrated PAH-based template luminosity is negligible.
Non-torus dust: temperature, covering factor and location
Here we estimate the covering factor of the potential additional, colder dust component (see §4.2.2 and Figures 5, 8 ) relative to the covering factor of the torus+NLR emission. We do this by simply comparing the integrated luminosity of the PAH-based median intrinsic AGN SED identified in this work (L cold dust ) to that of the EM12 SED (L torus+NLR dust ),
14 Lani et al. In magenta we show the median intrinsic AGN SED as found in this work (with pink hatching representing the 25 th and 75 th percentiles) when considering our PG sample. In blue we show, for illustration only, the composite SED obtained by summing a modified blackbody with temperature of T cold dust = 25.5 K and β = 1.5 (grey line) to the EM12 median intrinsic AGN SED (black line). Right panel. The black line has the same meaning as in the adjacent panel, while the purple line is the median intrinsic AGN SED obtained when only considering the 12 "top 1σ" sources (see §3.3). In this case one modified blackbody (β = 1.5) does not provide a satisfactory fit, and here we show the sum of two modified blackbodies (grey line) with temperatures T = 29 K and T = 60 K for illustration.
which represents emission from the torus and the NLR only. We do so in two wavelength ranges: λ rest ∼ 1 − 243 µm and λ rest ∼ 20 − 243 µm. The wider wavelength range provides us with information about the "full" covering factor, while the narrower range gives us an idea of the relative contributions in the region where the extra cold dust component is more noticeable. We note that short-ward of 20µm we assume the new PAH-based intrinsic SED to be identical to the median EM12. Here we do not consider the case of an-isotropic dust emission, since the large-scale, colder dust is most likely optically thin. For the PAH-based median SED of the entire sample, we find L cold dust /L torus+NLR dust = 1.26 in the narrower wavelength range, and L cold dust /L torus+NLR dust = 1.06 for the wider wavelength range. For comparison these numbers are ∼ 58 per cent and ∼ 12 per cent when considering the S16 mean SED in place of our median, PAH-based SED. For the group of 12 sources with potentially the largest contribution from the cold dust component (i.e. the "top 1σ" sources), we have L cold dust /L torus+NLR dust = 1.90 for the narrower range and L cold dust /L torus+NLR dust = 1.19 in the wider range. The contributions with respect to the bolometric AGN luminosity is about 50 per cent of the contributions calculated above because the torus covering factor is ∼ 1/2. This means that in the majority of the sources the cold dust covering factor is of order ∼ 2 − 3 per cent, which we consider consistent with zero. We note that this number is based on total energy considerations and the geometrical covering factor can be larger if the dust is optically thin to some of the AGN radiation. Moreover we can use the derived temperature (T cold dust , §4.2) together with some basic assumption (e.g. the SED of the optically thin dust is well described by a single β), to estimate the distance between the AGN and the extra dust component. The first possibility is optically thin dust, where the distance (r) from an emitting source of energy L AGN is given by the following equation:
where β ∼ 1.5. For the median based on the "top 1σ" sources we cannot estimate r, as we could not find a satisfactory fit with a single-temperature modified blackbody. On the other hand, for the generic median the temperature is T ∼ 25.5 K and L AGN = 2.3 × 10 45 erg/s, yielding r ∼ 35 kpc. We caution that this estimate may not be entirely meaningful because many sources within the full sample do not show a clear extra dust component (see Figure 5 ). This number (r = 35 kpc) is very large, and puts the extra-dust component outside the host galaxy of most sources. The recent Symeonidis (2016) work applies the same considerations to the sources from Netzer et al (2016) that are typically 50 times more luminous than our current sample. The corresponding distances in this case are about 7 times larger, i.e. ∼ 245 kpc. Again this is not plausible, as these scales are significantly beyond the size of any galaxy at these redshifts (e.g. van der Wel et al.
2014).
The second possibility is that the dust is optically thick at some wavelengths, and hence can be located closer to the central AGN. This raises a different issue related to the column density required to produce the extra emission. Rough calculations show that for a gas of solar metallicity with a column density of N H ∼ 10 21.3 cm −2 , the range of temperatures inside a dust shell, whose location is 4 kpc from a source with L AGN = 2 × 10 45 erg/sec, is T = 25 − 45 K (depending on the gas density and ionizing continuum shape). This results in a spectrum which is not too different from the single temperature SED assumed for optically thin dust. However, this column is large enough to attenuate, considerably, the optical UV continuum of the source, if located along the line of sight. This is not observed in the optical-UV SED of the sources in question. Moreover, if the covering factor of this component is of order a few percent, this gas will produce strong emission lines, of low or high ionization (depending on the density), that can outshine the NLR emission. Regarding the possibility of unusually cold torus dust, energy considerations, combined with the assumed temperature, suggest a minimal radius of approximately 160 pc. Thus, the location and physical properties of the component responsible for the additional dust emission (if any) must be carefully modeled.
Within this context, we note that Baron et al. (2016) recently found evidence for large-scale dust in luminous SDSS type-I AGN, responsible for a typical reddening E B−V ∼ 0.08 mag (N H ∼ 10 20.7 cm −2 for a solar metallicity gas). This is roughly in agreement with the necessary additional dust emission but not with the low temperature deduced here.
Finally, we caution that these geometric scale considerations for an AGN-heated cold dust component will not apply if the non-torus cold dust is related to star formation that was not properly captured by the PAH-based SF estimate, as for a PAH to SFR scaling following Lyu & Rieke (2017) rather than Shi et al. (2007) . If this were the case, the SF-related dust could be placed at any location in the galaxy that is not directly exposed to AGN radiation, for example in the large solid angle shielded by the torus.
Black hole and stellar mass growth
In this section we want to investigate how the black hole, and host's stellar mass grow, in the PG quasars. Specifically we want to compare these growths to those found in other samples, in particular those with higher redshift and significantly more massive BHs. The median BH mass for the PG sample is M BH ∼ 3 × 10 8 M⊙, while the sample on which we will focus for the comparison (i.e. Netzer et al. 2016 ) is characterised by a typical black hole mass at z ∼ 3 of M BH ∼ 10 10 M⊙.
The topic of L SF vs. L AGN has been considered in many earlier works using several parallel approaches and, hence, showing seemingly different results (see below). This issue has been discussed at length in Netzer et al. (2016) and we refer the reader to their work for more details. Here we only discuss the points most relevant to the current study.
The first important issue is how the sample is selected -either by using its AGN properties (e.g Netzer 2009; Rosario et al. 2012; Stanley et al. 2015) or its IR properties (e.g Chen et al. 2013; Delvecchio et al. 2015) . Given the combination of colour and flux used for the selection of the PG sample, we only discuss samples selected by their AGN properties (X-ray or optical-UV). The second issue is whether the analysis refers to the mean, median or individual IR luminosities. Samples analyzed by their mean IR (mostly FIR) luminosity give more weight to sources of higher luminosity. On the other hand, flux limited UV or X-ray samples contain many more low luminosity sources, close to the flux limit of the sample.
Using mean observed properties is most useful when studying the cosmic SFR of the entire population. This approach, however, is accompanied by the loss of the information about the distribution of SFR in a certain bin of redshift and L AGN . For example, in the Stanley et al. (2015) sample only 10-20 per cent of the AGNs in a given L AGN bin were individually detected by Herschel. Mullaney et al. (2015) also showed that, given a distribution of star formation rates, the use of its linear-mean rather than the individual values can lead to the results being biased by the more luminous outliers. This highlights also another issue: the consideration of median properties vs. mean properties in the analysis. The great advantage of the sample under consideration here is the possibility to use all the above methods: individually measured L SF (for ∼ 95 per cent of the sources), and mean L SF and median L SF for the entire sample.
In the top left panel of Figure 9 we show the mean and median star formation luminosities, as found in our sample of PG QSOs (large squares and large diamonds respectively) when assuming the EM12 AGN template. The colour-coding is based on the average redshift of the respective bins, while the grey points show the underlying distribution of individual sources. It is apparent that in our sample there exists a trend between AGN luminosity and SF luminosity. In the same panel, we also show two curves obtained from Rosario et al. (2012) , scaled up assuming L SF = 2 × L 60µm . There seem to be a consistent behaviour within the luminosity range where the two works overlap, regardless of whether we consider mean or median SF luminosities for our sample. Finally, in this figure the circles represent the findings of Stanley et al. (2015) , within a similar redshift range to that of our sample. This diagram illustrates the steepening of the relationship, from basically no dependence in the SF-dominated region, to a logarithmic slope in the AGNdominated region.
To test this more quantitatively, we focus on individual sources, avoiding all methods based on mean properties. We want to investigate whether the relationship between L SF and L AGN depends on the SF properties of the host, i.e. the location of the host with respect to the SF main sequence (SFMS). This requires information about M * for all the host galaxies. In our sample of type-I AGN, we do not have measurements of M * . We can, however, use standard low redshift scaling relations to get an approximation for the total stellar mass, starting from the measured M BH . Such relations have been investigated in numerous papers, e.g. Kormendy & Ho (2013) ; Läsker et al. (2014a,b) ; Reines & Volonteri (2015) ; Shankar et al. (2016) . There are large differences between the various studies linked to galaxy morphology (i.e. the differences between total mass and bulge mass in early-and late-type galaxies), the method used to measure the BH mass (e.g. direct dynamical measurements, σ * -based measurements, L K -based measurements, reverberation mappingbased measurements, BHs in megamasers), and the sample selection method. A clear trend emerging from all such studies is that M * /M BH increases with decreasing BH mass (compare e.g. the Reines & Volonteri 2015 ratio of ∼ 4000 for 10 7 < M BH < 10 8 M ⊙ with ratios of 200-400 found in systems with M BH ∼ 10 9 M ⊙ e.g. Kormendy & Ho 2013) . There are, however, large differences between all these results, some of which may be related to the uncertainties in estimating BH mass in systems that are not bulgedominated. We use a method which is similar to that used in Trakhtenbrot & Netzer (2010) . The BH mass is estimated from the M BH -σ * relationship presented in Kormendy & Ho (2013) , and M * from broad-band SDSS photometry. For the current study, we obtained such measurements for about 20,000 SDSS/DR7 type-II AGNs and fitted them by,
The numerical values obtained in this way are in agreement with the Reines & Volonteri (2015) and Läsker et al. (2016) for low M BH , and converge to the Kormendy & Ho (2013) ratios for the most massive BHs in our sample, assuming M * = (1 − 2) × M bulge . Furthermore, these results in M * /M BH are similar to those suggested in Greene et al. (2016) for all (43 early type and 24 late type) galaxies in their sample, over the range of M BH considered here. We have also experimented with a simpler relationship (Equation 10 from Kormendy & Ho 2013 assuming M * = 2 × M bulge ), finding values of M * which are not significantly different from the previous approximation for the most massive BHs in the sample. While the uncertainties in this simplified approach are large, the above approximation still allows us to constrain some important average properties related to SF in the hosts of PG quasars. We therefore take the black hole mass estimates for our sample, obtained as described in §2.2 and listed in Table 1 , and use Equation 3 to obtain stellar masses for every PG quasar. We used our SF luminosities and the assumption that 1 M ⊙ /yr = 1 × 10 10 L ⊙ , together with the assigned M * and the parameterization of the SFMS given in Whitaker et al. (2012) , to determine the location of all our PG QSOs with respect to this sequence. We consider sources that are "below the SFMS" those with SFRs which are at least 0.3 dex below the redshift dependent expression given by Whitaker et al. (2012) . This yielded 31 objects on, and 37 objects below, the SFMS. There are 9 more sources which we consider to be above the main sequence and potential starbursts. Their SFR is more than 0.5 dex above the line we use to define the SFMS at their redshift. These objects are suspected to be characterised by high density molecular gas which leads to a much higher efficiency in SF, perhaps caused by mergers. The exact definition of the boundaries of the SFMS changes slightly from one study to the next, but this makes no significant difference to the results considered here and those in §4.5.2. The fraction of starbursting hosts found here is considerably larger than that found in large samples of SF galaxies (Rodighiero et al. 2011 ). This is not surprising given the suspected merger activity in many hosts of PG quasars (e.g. Veilleux et al. 2009 ). We note that our analysis may not necessarily work correctly on an object by object basis, due to the large uncertainties, yet we can still apply it to investigate average properties of large samples (like that considered here).
The top right panel of Figure 9 shows all PG sources with reliable SF luminosities (77 objects) and the best linear fit calculated by the standard BCES regression procedure (Akritas & Bershady 1996) , that takes into account the uncertainties on both variables. For the error on L AGN we have assumed 0.15 dex for all sources. For the error on L SF , we do not allow an uncertainty below 0.1 dex. For some sources, the formal uncertainty is in the range 0.1 − 0.2 dex; to all these we assigned an uncertainty of 0.2 dex. Finally, 8 sources are consistent with no SF with a formal upper limit of log(L SF /erg s −1 ) < 42.3. All these were assigned SFRs corresponding to log(L SF /erg s −1 ) = 42.0 with an uncertainty of 0.3 dex. We calculated the regression for the three sub-samples (on, below and above the SFMS), as well as for the entire sample. The correlations for the entire sample, and for the sources below/above the SFMS, are not significant. This is due to the very large spread in L SF for a given L AGN , caused by objects with negligible SFR, and the small number of sources above the SFMS respectively. On the other hand, the correlation for the objects on the SFMS is highly significant. It is given by log L SF = (0.72 ± 0.08) log L AGN + (11.80 ± 3.2)
The correlation of SFMS sources is consistent with that proposed in Netzer (2009) for the population of type-II AGN with L AGN > L SF in the SDSS, and with the recent work by Ichikawa et al. (2016) . Interestingly, there appears a considerable difference in the L AGN −L SF relation between the group of sources on the SFMS and that above the SFMS (that we caution only includes 9 sources). The latter seems to closely follow a 1:1 relation.
While the result of the correlation analysis depend on two well determined quantities, L AGN and L SF , its main uncertainty is the definition of the SFMS group, as this in turn depends on the large error on the the stellar mass estimates. The best way to verify the reliability of this part, is to compare our stellar masses with those recently obtained by Zhang et al. (2016) that are well-determined. They investigated the location of PG QSOs on the SFMS with photometrically-determined stellar masses. They report a tentative dependence of the specific SFR (sSFR) on L AGN , with the more luminous AGNs showing higher sSFRs. A direct comparison of their stellar masses to those obtained in our work shows good agreement, with a typical difference of ∼ 0.2 dex. The scatter is distributed nearly symmetrically along the 1:1 line, showing no evidence for systematics in our estimates. We also note that the consideration of stellar masses based on alternative scaling relations (e.g. Kormendy & Ho 2013; Reines & Volonteri 2015) yields a less good agreement in the comparison to the Zhang et al. (2016) photometrically-determined stellar masses. This is further support that our stellar mass estimates, although not necessarily exact on a source by source basis, give a good representation for the typical properties of the AGN population.
When inspecting Figure 9 , it is interesting to note some real differences between our UV-selected sample and several X-ray selected samples, like those presented by Rosario et former selection method (UV-selected) tends to pick only AGN-dominated sources while the latter (X-ray selected) contain many SF-dominated objects. In general, the X-ray selected samples reach lower AGN luminosity and also lower SFRs. In addition some of the samples provide only mean SFRs, neglecting the location of individual sources in the L AGN − L SF plane. Nonetheless some of the differences, especially the lack of rise of L SF with L AGN at low L AGN seen in several X-ray selected samples, seem to be in conflict with the properties of the PG QSO sample.
For completion, we show in the bottom panel of Figure 9 the relationship between L SF estimates from the PAH-based method and L AGN . For clarity, we only plot those sources for which PAH-derived star formation luminosities are not upper limits. The same behaviour of L SF and L AGN is present regardless of the method used to measure SF luminosities. We consider this result less meaningful than that shown in the top left panel of Figure 9 , since ∼ 50 per cent of the sources could not be used (because upper limits) and hence the sample cannot be considered "complete".
Finally we note that very recently Shimizu et al. (2016) reported the lack of a correlation for L SF − L AGN , in a large sample of local X-ray selected AGNs, from the Swi f t Burst Alert T elescope (BAT) 58 month catalogue. After obtaining the full data for their Table 1 , and applying the bolometric correction factor they suggest (L AGN = 10.5 × L 14−195 keV ), we find a significant overlap for approximately half of the luminosity range covered by the PG quasars. The lack of correlation remains also when we only consider those BAT sources which are AGN-dominated. We suggest two possible reasons for the observed differences. First, having more AGNs with high L SF and low L AGN in the Shimizu et al. (2016) sample, and second the much fewer high L AGN sources (L AGN > 2 × 10 45 ) in the Shimizu et al. (2016) sample. These are indeed the ones mostly driving the correlation observed in the current work.
SFR/BHAR across cosmic time
The ratio SFR/BHAR can be interpreted as the relative "instantaneous growth rate" of the stellar and BH mass. The term "instantaneous" is correct for the AGN but may be misleading for the SFR. The FIR radiation we measure is emitted by dust which is heated by stars of different ages, occasionally without any on-going star formation. It reflects the average SFR over a period of ∼ 100 Myr. Nevertheless, this is an appropriate terminology when comparing to the entire SF history of the galaxy. For L AGN = L SF , and for mass to radiation conversion efficiency η = 0.1, SFR/BHAR is ∼ 140. If the ratio does not change with time, and if the duty cycles of SF and BH accretion (the fractions of time the processes are "on") are identical, at the end of the process we would expect M * /M BH =SFR/BHAR. At low redshift, the duty cycles for SF and BH accretion are very different, as evident, for example, by the much larger number of high mass star-forming galaxies compared to the numbers of luminous AGNs. This means that in the local Universe, the accumulation of stellar mass during the time the BH is active is only a small fraction of the final stellar mass. A rough estimate of the mean relative duty cycle of the two processes is given by (M * /M BH )/(SFR/BHAR). This is a ratio we can determine, with large uncertainty, using the values of M * obtained as described in § 4.5.1.
We now proceed to contrasting the low redshift PG quasars, and the higher redshift, highest luminosity z = 2 − 3.5 AGNs in the Netzer et al. (2016) sample. We emphasize that we do not aim to evolutionally link these two samples, but rather to compare them in order to learn more about the stellar mass and BH mass growth for BHs of different masses. To facilitate this comparison, we note that the median of M * /M BH in the PG quasar sample is ∼ 485. On the other hand, the high redshift sample contains the most massive BHs at those epochs, that are probably on their way to also become the most massive BHs in the local Universe. Their mean M BH is unknown, but was estimated by Netzer et al. (2016) to be ∼ 10 9.5−10 M ⊙ . From Kormendy & Ho (2013) we find that the hosts of such BHs in the local Universe are large elliptical galaxies and hence we assume M * = M bulge . For these sources we therefore estimate M * /M BH ≈ 100. Figure 10 shows the distribution of SFR/BHAR across cosmic time for two samples: our PG sample, the and the z = 2 − 3.5 sample of Netzer et al. (2016) . The PG QSO sample has individual measurements of both BHAR and SFR. As previously mentioned, the high redshift sources were observed by Herschel/SPIRE, with 34 detections and 66 upper limits. The individual measurements of the detected sources were used to obtain the grey squares in Figure 10 . The 66 upper limits were stacked to obtain a meaningful median flux corresponding to SFR ∼ 100 M ⊙ /yr. For these objects (shown as blue squares), we used the stack's L SF value and their individual L AGN , to calculate their SFR/BHAR ratios. As explained in Netzer et al. (2016) , some of these sources are probably on the SFMS and some, perhaps the majority, below the SFMS in quenched hosts. We purposely avoid a comparison with those works that do not have individual measurements in L SF but use stacks or mean values (e.g. Stanley et al. 2015) as, in such studies, the spread in SFR/BHAR at a particular redshift cannot be properly explored.
The histogram of SFR/BHAR for PG quasars on and above the SFMS is shown in Figure 11 ; the median of this ratio is ∼ 17. For the z = 2 − 3.5 sample, we consider sources on or above the SFMS to be only the 34 sources detected by Herschel; their median SFR/BHAR ratio is ∼ 50.
The distribution of SFR/BHAR for sources on or above the SFMS, combined with the same ratio for the sources in quenched hosts, can be interpreted as the progression of the duty cycles of SF and BH activity along cosmic time, and as a function of BH mass. The explanation adopted here applies only to AGNs that are hosted in SF galaxies on and above the SFMS. We compare two epochs: 2 − 3 Gyr after the Big Bang and the local Universe. For the high redshift sources, the estimated (M * /M BH )/(SFR/BHAR) ratio is ∼ 2 meaning that in the first 2 − 3 Gyr, the most massive BHs were actively growing during about half the time their host galaxies grew by SF. These numbers are consistent with the scenarios discussed in Netzer et al. (2014) and Netzer et al. (2016) for this population. For the local, lower mass objects the situation is very different, since (M * /M BH )/(SFR/BHAR) is ∼ 20 − 100 with a median value of ∼ 56. This would imply that the BHs are actively growing during about 2−5 per cent of the time that their hosts are forming stars on and above Regardless of the method to estimate SFRs, we find a trend: L SF increases as L AGN increases. For clarity we omitted those sources that are upper limits in Shi et al. (2007) .
the SFMS. For example, if a typical SF episode is about 150 Myr, the equivalent BH growth time is about 3 Myr. According to this scenario, we observe the PG quasars during this 3 − 5 per cent of the SF event, which may also be the last event of fast BH growth of this population. We emphasize, again, that all numbers used here are for sources on and above the SFMS. We attribute the very different ratios of (M * /M BH )/(SFR/BHAR) at these epochs as due to very different duty cycles. This may be related to either different conditions in the Universe, e.g. the relative fraction of molecular gas in galaxies, or different population properties, particularly BH mass. Finally, we caution that the AGN activity discussed here is not necessarily a single event, and the 5 Myr can be broken into several shorter episodes. Also, there must have been earlier significant SF episodes since the duration and typical SFR measured here are not enough to explain the stellar mass of these objects. It is very likely that earlier episodes have different SFR/BHAR.
The above explanation depends on several assumptions. On the high luminosity side (i.e. the redshift z = 2 − 3.5 sample), we assume that the growth of BHs below the SFMS does not add much to their total mass. A simple scenario involving negative feedback, operating both on SF and BH activity, is consistent with this assumption. On the low luminosity side (i.e. PG QSOs), we assume that the active BHs in SF-dominated systems, like most sources in the Rosario et al. 2012 and Stanley et al. 2015 samples, do not influence the SF in their hosts. The prediction here is that most such systems cannot be distinguished from SF galaxies on the SFMS (for more discussion about the comparison of main sequence SF galaxies and AGN hosts see Santini et al. 2012 , Rosario et al. 2013 , Hickox et al. 2014 . This is because shallower X-ray . While we do not trust our division between below/above the SFMS on an individual object's basis, the well-defined colour segregation for the three groups shown here is confirmation that our division works overall.
surveys would miss the AGN X-ray emission, thus mistakenly classifying a significant fraction of these sources as pure SF galaxies. There are additional uncertainties and caveats in the above scenario, mostly related to the lack of robust stellar mass measurements and the use of mean (or median) rather than individual properties. This is the case for the z = 2− 3.5 sample where 2/3 of the sources do not have individual SFR measurements, and none of the sources have stellar mass measurements. In addition, we did not distinguish SFMS galaxies from starburst galaxies, where SF efficiency is high and the stellar mass growth time is shorter. Given the lack of information on individual M * , we prefer not to discuss these issues any further.
Lastly, we refer to several points in the new Lyu & Rieke (2017) paper that was already mentioned in §1. Their work addresses AGN SED, specifically that proposed in Elvis et al. (1994) and then modified in Xu et al. (2015, ME15 hearafter) , which is based on a sample of ∼ 50 high luminosity sources. The Lyu & Rieke (2017) analysis suggests ME15 to be the best representation of the intrinsic AGN SED. Our comparison reveals that this SED is consistent with that from EM12 at wavelengths longer that ∼ 2µm (see the Appendix). Lyu & Rieke (2017) also suggest that the prescription used by S16 to convert PAHbased luminosities to SF-based luminosities tends to underestimate L SF , again in line with our conclusions. By following the same method as S16 but adopting a different PAH/SF scaling, Lyu & Rieke (2017) find a PG-based intrinsic AGN SED that significantly differs from that of S16 (their Figure  6) . Their conclusions contrast the existence of a significant amount of large-scale, cold AGN heated dust as postulated in S16.
CONCLUSIONS
We presented a new analysis of the entire IR spectrum of the PG quasar sample taking advantage of the most updated Spitzer/IRS (MIR) and Herschel (FIR) observations. The analysis focuses on three major issues: the SED of AGNheated dust in these sources, the various correlations between L SF and L AGN in this and other AGN samples, and the relative growth rates of BH (BHAR) and stellar mass (SFR). The main results of our work can be summarized as follows:
(i) We compared two different ways of measuring L SF relying on different assumptions. The first is based on fitting Herschel/PACS observations using the torus SED presented in Mor & Netzer (2012) , after extending it to the FIR (EM12). This method assumes no emission from larger-scale AGN-heated dust. The second method follows the work of S16 where the SFRs are based on PAH luminosity, as measured from Spitzer/IRS spectroscopy by Shi et al. (2007) . We find that SF luminosities determined from SED fit- In this case the median value is ∼ 56, and is significantly different from the value of ∼ 2 which is our estimate of this quantity for the high redshift, high luminosity Netzer et al. (2016) sample. ting are consistently larger than those based on aromatic features (and the specific L PAH to L SF conversion assumed by Shi et al. 2007 ). The SF templates matching the PAHbased SF luminosities are then subtracted from the observed MIR-FIR SEDs of the PGs, and the remaining flux is interpreted as the entire (torus and large-scale) dust emission. Our results are at odds with what presented in S16, however there are several important differences between our analysis and theirs. Firstly we used the entire PG sample while S16 used only sources with z < 0.18. In addition we used Herschel/PACS 70 µm and 100 µm, data that were not used by S16. Most importantly, S16 calculated the mean SED of the AGN-heated dust without normalization while we look for the SED shape after normalization at 20 µm. The different procedures result in median and mean SEDs that are much weaker and "hotter", in the FIR, than those proposed by S16. In particular (see Appendix) we show that removing the four AGNs that are most luminous at 70µm from the S16 sample, reduces the mean S16 SED by a factor of ∼ 2 at this wavelength. Our median AGN SED derived with the PAH-based method represents only ∼ 6 per cent increase on the total (1 − 243 µm) luminosity of the EM12 torus SED. The increase on the 20 − 243 µm range is ∼ 26 per cent. The covering factor required to explain this amount of extra emission by remote AGN-heated dust is only ∼ 3 per cent. Moreover, the excess can also be explained by a systematic under-estimation of the SFR by the PAH-based method.
(ii) Assuming that the PAH-based method is correct, we can estimate the properties of the additional AGN-heated dust (T cold dust ). For example, for the full sample we find T cold dust in the range ∼ 20 − 30 K. On the other hand, for the group of 12 sources representing the "top 1σ" distribution of cold, large-scale dust, we estimate the required temperature range to be T cold dust = 10 − 60 K. In both cases, the location of this dust, if optically thin, is outside the host galaxy. Optically thick dust can be located closer to the central source but this requires large column densities and seems to be in conflict with several other observed properties of the sources in the sample. We emphasize, again, that in both these cases, we could find a single SF template that explained the excess emission.
(iii) We obtained rough estimates of M * using a relation for M BH and M * determined on a type-II AGN sample from the SDSS. We also verified that these are in reasonable agreement with the recent photometric M * estimates of Zhang et al. (2016) . We used our M * values to find the location of the host galaxies in the SFR-M * plane and identify the SF main-sequence (SFMS) for our sample. We examined the correlation between L SF and L AGN and note a significant difference between objects that are on the SFMS, below the SFMS, and above the SFMS (candidates for starbursting hosts). Assuming L AGN ∝ L α SF , we find α = 0.72 ± 0.08 for objects on the SFMS (31 sources), and no significant correlation for objects below and above the SFMS (37 and 9 sources respectively). There is no correlation for the entire sample because of the sources that are below the SFMS. The potential starbursts, however, appear to cluster along the 1:1 line in the log L SF − log L AGN plane. We investigated the differences between our results and those found in earlier works, based on X-ray selected samples, like Rosario et al. (2012) and Stanley et al. (2015) . We suggest that part of the difference lies in the fact that those samples are dominated by objects that are undetected by Herschel. The corresponding studies must, therefore, use stacks or upper limits. This in turn forces the use of mean properties, rather than measured properties of individual sources. However, some of the difference may be real and, thus far, without explanation.
(iv) We examined the relative instantaneous growth rates of BH and stellar mass (SFR/BHAR), and compared them with those measured for the most luminous AGNs at z = 2 − 3.5 ). For sources hosted by SF galaxies, the comparison of SFR/BHAR with M * /M BH gives an indication of the relative duty cycles of SF and BH accretion at the two epochs. The differences in relative duty cycles are very large, ranging from about 20 − 100 in the local Universe to about 2 at redshift z = 2 − 3.5. We use these numbers to suggest different scenarios for BH and SF growth rates in systems containing active BHs with a mass of ∼ 3 × 10 8 M ⊙ in the local Universe, and those containing active BHs with a mass of ∼ 10 10 M ⊙ at high redshift.
APPENDIX A: COMPARISON TO SYMEONIDIS ET AL. (2016)
Here we focus on the lower redshift (z < 0.18) sub-sample of PG QSOs considered in S16. A detailed description of the selection criteria for this sub-sample is given in S16. Briefly, as well as the redshift cut, they required radio-quietness and L 2KeV−1µm > 10×L 8−1000µm . This part of our analysis is based on 43 sources, identified from the names provided in Figure  3 of S16. Our sample size differs from that of S16 (47 QSOs) because we excluded 1 source due to having upper limits in all 3 Herschel/PACS bands, and 3 sources for having atypically-looking torus emission in the near-and mid-IR.
When considering the lower redshift PG QSOs subsample, we identify a colder median intrinsic AGN SED than the EM12 median, yet warmer than that presented in S16. This is shown in Figure A1 , and is in agreement with the results presented in §3.3 for the overall population. If, however, we follow the same procedure as S16, i.e. finding the mean observed AGN SED without normalization and subtracting from it the mean SF template, we recover an intrinsic AGN SED that is consistent with that found in S16. We here stress the importance of normalising the considered SEDs before calculating their average, when seeking to study SED shapes.
To quantify the effect that the lack of normalisation has on the calculation of the mean SED, we calculated the ratio between the average sample luminosity at 70 µm and the average sample luminosity at 12 µm ( L 70 µm / L 12 µm ). We find that this quantity increases by ∼ 35 per cent when it is calculated on the un-normalised SF-subtracted SEDs, compared to the normalised SF-subtracted SEDs. Furthermore we find this ratio to be extremely sensitive to the most luminous sources (L 70 µm > 3 × 10 44 erg/s -4 PG quasars) when not normalizing the SF-subtracted SEDs. Upon discarding the 4 most luminous sources, L 70 µm / L 12 µm decreases by ∼ 46 per cent in the un-normalised case, and by ∼ 16 per cent in the normalised case. This indicates that the mean intrinsic AGN SED proposed by S16 represents mostly the sources with the largest L 70 µm in the sub-sample of z < 0.18 PG quasars, rather than the entire population. Figure A1 . Normalised SF-subtracted SEDs for the z < 0.18 sub-sample of PG QSOs considered in S16. This resulting median SED (cyan) is consistent with that derived from the full population (magenta), and differs from that found by S16 (green). We attribute this difference mostly to the lack of normalisation of the SF-subtracted SEDs prior to the calculation of the mean in S16, and the presence of a few sources with extremely high L 70 µm /L 12 µm . The mean of the S16 sample calculated after normalisation (yellow line) is closer to our median than to the mean S16 SED.
APPENDIX B: THE PAH-BASED INTRINSIC AGN SED USING AN ALTERNATIVE SET OF SF TEMPLATES
Here we check whether the choice of SF library in the derivation of the PAH-based intrinsic AGN SED impacts on the result. In this exercise we follow the same method as highlighted in §3.3, but we consider the DH02 library of SF templates. The result is showed in Figure B1 and is consistent with that presented in §3.3. Figure C1 shows in black the median EM12 intrinsic AGN SED (with 25 th and 75 th percentiles in grey), and in red the intrinsic AGN SED from Xu et al. (2015) , as shown in Lyu et al. (2017) . The two templates, which are both normalised at 5µm agree long-ward of ∼ 2µm, with small differences.
APPENDIX C: COMPARISON BETWEEN EM12 AND ME15
APPENDIX D: INTRINSIC AGN SEDS
Below we provide the data for the intrinsic AGN SEDs considered in this work. We note that for the PAH-based SEDs we do not provide data short-ward of 20µm as below this wavelength we assume the EM12 SED (e.g. in §4.4). Figure C1 . Comparison between the EM12 intrinsic AGN SED (black, with 25 th and 75 th percentiles in grey) and that from Xu et al. (2015, red) , which we refer to as ME15. For wavelengths longer than λ = 2µm the two SEDs appear in agreement within the uncertainties.
Furthermore, the EM12 template is identical to that given in Mor & Netzer (2012) for wavelength λ > 2.2µm, while at shorter wavelengths the interpolation considered here is slightly different from that in Mor & Netzer (2012) . This paper has been typeset from a T E X/L A T E X file prepared by the author. Table D1 : Table D1 continued. The full table (with data up to λ = 250 µm) will be provided in electronic form.
