There is an increased awareness of the importance of flood management aimed at preventing human and material losses. A wide variety of numerical modelling tools have been developed in order to make decision-making more efficient, and to better target management actions.
INTRODUCTION
Water is one of the most vital elements for human life, but it can also become a devastating force. Although the classical approach towards flood mitigation is to apply structural measures, engineers all over the world realised that such measures introduce new factors to be considered such as probable failure, new geographical interactions or performance. Moreover, new flood problems are appearing faster than structural measures can be implemented. Therefore, the concept of flood prevention is being replaced by the concept of flood management, which gives non-structural measures much higher weight (Schanze ; Soldano et al. ) . Flood maps can be seen as the technical base for non-structural measures (Riccardi ) . Both the Euro- . Each approach has its own advantages and disadvantages. For instance, while 1D models may not represent the flood pattern well, potentially more accurate 2D and 3D models require more data and computational resources, which will demand a longer running time of such a model. Hence there is a need to overcome the running time barrier that restricts the use of 2D and 3D models and one way to decrease this time is to improve the way computation is done by making use of supercomputers (which is still rarely done in engineering practice), or by distributing computations across computers arranged in clusters, or employing grid and cloud computing.
Apart from the necessity to speed up the models, additional demand on computing power comes from the need to perform uncertainty analysis of models and model chains. Such an analysis is an important part of any modelling study, and there are hydroinformatics tools to support it.
Usually, input and parametric uncertainties are considered; certain descriptors of uncertainty are assumed (often by prior probability density functions, or fuzzy descriptors), and then 'propagated' through a model leading to uncertain outputs. Such analysis is a must if probabilistic flood maps are to be built. Uncertainty is typically treated as an aleatoric one (i.e. associated with randomness) and uses probabilistic descriptors. Uncertainty analysis usually involves using various versions of a Monte Carlo approach when parameters or inputs are sampled from the assumed distributions, and a model is run a large number of times. In the case of complex river systems, this procedure becomes time-consuming (Macdonald & Strachan ) . Therefore, performing uncertainty analysis of a 2D flood model prompts for computational power, so cloud computing and cluster computing might be helpful tools in this respect. The present study shows the potential of using cloud and cluster computing when analysing uncertainty of complex hydraulic systems by running multiple simulations in parallel.
Cluster computing was successfully applied in different fields such as biological sciences (Boukerche et The aim of the present paper is to demonstrate the applicability of distributed computing, in particular cloud and cluster, as a tool supporting uncertainty analysis for hydrologic and hydraulic studies, as well as the benefits of saving computational time while using these tools. This paper is based on the models reported in Moya et al. () , which were developed further and used not only in cloud computing but also in cluster computing. The cloud and cluster computing component of the study is presented in detail, along with the comparison of the two technologies and their use in assessing the uncertainty of the land topography (digital elevation model (DEM)) in hydraulic modelling. In that project four mitigation measures, along with their proper to describe the mentioned manifestations of epistemic uncertainty (lack of knowledge) by the probabilistic measures rather than using fuzzy logic; we just follow the route of many other researchers who used probabilistic variables for this purpose. The two identified sources of uncertainty are detailed below.
CASE STUDY

Initial water levels
The two reservoirs in the catchment, included in the analy- other reservoir considered is Surduc (a volume of 50,000,000 m 3 and a height of 36 m) mainly used for water supply. The initial water levels of the reservoirs were considered to be one of the sources of uncertainty. A simple Monte Carlo experiment with a limited number of runs was set up to analyse propagation of these uncertainties to the model output -flow at the Bega station downstream.
Digital elevation model (DEM)
Earth surface data is vital for flood modelling, but unfortunately such data is not always available and survey studies are both costly and also time-consuming. Several studies have been undertaken in order to have more realistic models of the DEM uncertainty on topographic parameters (Wechsler & After that the procedure was repeated backwards, obtaining another 125 DEMs. To increase the total number of samples, the procedure was repeated obtaining a total of 500 samples of different DEMs (Figure 4 ).
One problem of the Monte Carlo analysis is that it is not possible to know a priori the needed number of simulations ensuring statistical reliability of the results. In the present study, we used the mean probability interval (MPI); it is defined by the 5 and 95% quantiles of the estimate of pdf of flood depth at some critical point. that can run under different operating systems. Among these, the so-called small instance was selected. Although this is the cheapest instance, its 1.7 GHz and 160 GB storage make it powerful enough for many modelling applications. Zheng () made an extensive research into the performance of the different instances, and by comparing speedup, performance and prices he found that the choice of the optimal instance can be posed as a multi-objective problem. For instance, if a small instance takes 1 h for some simulations it will charge 1 h of small instance, and if a medium instance takes 0.4 h for the same computation, due to the pricing policy it will charge 1 h of medium instance, which is more expensive than the small one. This can lead to an idea that a small instance is always better, and in this particular case it is. However, if we need two simulations, it will cost 2 h of small instance, while the medium instance will still cost just 1 h, since 0.8 h will be charged as 1 h, so the choice of an instance type to use could be different. Note that launching an instance with more than one core but using just one would mean wasting money.
An alternative to cloud computing is to use a cluster of PCs. A computer cluster can be defined as a group of computers linked through a local area network (LAN), so that they can work together and ensure higher performance.
Such clusters may be built on the PCs solely dedicated to this purpose, or based on the standard office PCs, forming thus an 'office cluster'.
In order to demonstrate and test the possibilities of cloud and cluster computing for the considered case study two approaches have been tested. First, cloud computing was tested using the cloud service from Amazon Web Ser-
vices. Due to licence limitations, we could not deploy
Sobek software on remote PCs, so in this part of the study only a part of the integrated Timis-Bega model employing the free software (HEC-HMS and HEC-RAS) was used.
Second, cluster computing was tested for the part of the Timis-Bega model, which uses the licensed Sobek software for which we had the LAN licence. A small office cluster of five computers was used which we considered to be enough for the proof of concept.
To create a virtual computational platform on the basis of Amazon Web Services, one has to go through a number of steps ( Figure 5 ). First, an account has to be created to get access to the services provided by AWS. While accessing the EC2 service there is a list of the available instances.
Within the available instances, one has to be chosen as the base one. The process of choosing an instance can be accomplished either with the normal AWS user interface, or with ElasticFox, an extension for the Firefox browser.
The access to the selected instance is done via the Windows Remote Desktop. Since both HEC-HMS and HEC-RAS are licence-free software there was no problem with the installation and further launching of multiple instances. Then, all the needed software was downloaded and installed in the same way as it would have been done on any other computer. Besides, the entire folder with the respective data was uploaded into that instance. For the task of copying data the Firefox S3Fox application proved to be very useful, since it simplified the process to a simple drag-and-drop operation. A bundle service was used to save the instance with the software and data installed, so that next time repeating some steps is avoided.
Once the instance was created and saved, the task of performing multiple scenarios in parallel was relatively easy. The standard Monte Carlo approach relies upon independent generation of all samples, so no special job manager is needed and using the available tools was enough. However, in more complex sampling strategies groups of samples are generated conditionally, only after previous samples are evaluated, and then the use of a job manager is, of course, vital, and in this case developing additional software tools may be needed (see also experiences of Hunt et al. () ).
Use of cloud computing may be limited when licensed software is to be used, so in our case it was not possible to use licensed Sobek software on the cloud and a local cluster was employed. The availability of several computers to form a cluster typically is not a problem, but one needs the 
RESULTS AND DISCUSSION
As mentioned before, two types of uncertainties were investigated: the water levels in the reservoirs in the catchment and the DEM of the catchment.
Initial water level in the reservoirs
The initial water level in the Surduc reservoir has a small influence on the water level downstream of the catchment where the reservoir is located. Figure 6 presents the hydro- of computer memory resources (taking into account that after each simulation 17.7 GB of data is generated). This was the reason to use just the results of a certain time step critical for a considered event (typically, corresponding to maximum flood depth). Also the flood map was saved after each simulation allowing us to develop flood probability maps representing the percentage of times that each cell get flooded with respect to the total number of simulations.
The Sobek model was run on a cluster of computers setup on the corporate LAN. The number of computers available in the cluster was smaller than the number of scenarios to be run. According to the list of scenarios a queue of tasks was created to be run on the cluster. As soon as one scenario (task) was finished on one computer, the next scenario from the queue was taken to be performed as a task in the cluster. Based on the results from the scenarios, probability flood maps presenting the cells to be flooded were developed, using the ratio of the number of times a cell is flooded to the total number of simulation scenarios. The cell probability to be flooded (CPF) is formulated as
where PC i ¼ probability of a cell i to be flooded; C i ¼ 1 if cell i is flooded, 0 otherwise; and N ¼ total number of simulation scenarios.
Different CPF maps were developed taking into account different numbers of simulations (Figure 8(b) presents the map generated after 500 simulations). Such maps were compared with the MODIS image registered for the event. There is a high correlation between the MODIS image and the 10% CPF area (i.e. the area for which the probability to be inundated is estimated at 10%). Both on the MODIS image and in the Sobek model, the water from the river Timis reaches the Bega river, and the flow paths at the border between Romania and Serbia are the same (Figure 7) .
The 90 and 50% CPF areas are also in an area covered by the MODIS image, but with less overlapping between the MODIS image and the CPF maps. By following the path of the CPF maps, it is easy to find the pattern of the event.
It begins by flooding the area corresponding to 90% CPF, (Table 1) .
Analysing the standard deviation it can be noticed that for a small number of simulations not only the standard deviation is higher, but also it has high variablity across the domain. For instance, Figures 10(a) and (b) shows that for ten simulations there are few neighbouring cells with similar deviation, while for 500 simulations the regions of given deviation are grouped in continuous areas. Grouping the depths into ranges (lower than 1 m, between 1 and 2 m, and deeper than 2 m) also shows the importance and improvement in results when increasing the number of simulations. For instance, in Table 1 it is easy to note that for five simulations and floods lower than 1 m the standard deviation is 0.3 m, so it is almost 30% of deviation, while for 500 simulations and the same depth range the standard deviation decreases to 0.018. Moreover, it was found that the standard deviations of depth get lower as the number of simulations increases. Also the standard deviation becomes more uniformly distributed as the number of simulations increases. As for the HEC-RAS model, the logarithmic trend relation between the number of computers versus the time of simulation is shown in Figure 13 . Thus, as all the cases show the same trend, it can be concluded that there is a limit in increasing the number of computers running in parallel, beyond which time saving becomes negligible.
Effectiveness of cloud and cluster computing
Number of simulations used for uncertainty analysis
As mentioned before, the number of simulations in Monte Carlo experiments is typically determined by analysing some statistical properties (mean, standard deviation and/ or the distribution quantiles), which are expected to stabilise as the number of runs increases. In the present study, we used the MPI; it is defined by the 5 and 95% quantiles of the estimate of the pdf of flood depth at a location with maximum flooding depth. The stopping condition was set as follows: Monte Carlo runs would be terminated when the changes in MPI would be negligible (Shrestha et al. ) . From Figure 14 it can be seen that the 500 simulations used were enough to ensure convergence of MPI; however, more accurate estimation of the number of simulations needed to ensure statistical reliability of results is still to be done.
CONCLUSIONS
The present study should be seen as a proof of concept, which, however, demonstrates the benefits of using cluster and cloud technology when dealing with uncertainty analysis of complex hydraulic and hydrologic models. For more than four or five computers the economy in computing time approaches a linear trend. Although cloud computing has a strong potential for the application of distributed computing to complex hydraulic systems, at low cost, it still has the barrier of licensing when using commercial software. It is important to note that by the time of the experiment Besides, cloud computing provides additional benefits by virtualisation of the work, e.g. instant access to the data and computer power required regardless of the time or place.
The proposed procedure of model integration and distributed computing is a low cost alternative that can be easily applied to cases were fast evaluation of different scenarios is needed. In the present case different DEMs were evaluated, but the methodology of model integration and cluster computing can also be applied to evaluate different types of uncertainties, flood measures, and for multiple runs in climate change scenario-based studies.
