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Abstract
The goal of this work is threefold. First, we give an expression of the most general five
point integral on M0,n in terms of Chebyshev polynomials. Second, we choose a special
kinematics that transforms the polynomial form of the scattering equations to a linear
system of symmetric polynomials. We then explain how this can be used to explicitly
evaluate arbitrary point integrals onM0,n. Third, we comment on the recently presented
method of companion matrices and we show its equivalence to the elimination theory and
an algorithm previously developed by one of the authors.
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1 Introduction
The last couple of years substantial progress has been made in understanding and calculat-
ing massless scattering of several field theories following the elegant work of Cachazo-He-
Yuan (CHY)[1–5]. The CHY construction was proven for scalar φ3 and pure Yang-Mills
by Dolan and Goddard in [6]. According to CHY, massless scattering at tree level in
arbitrary dimensions can in general be described by the contour integral
An =
∫
dnσ
volSL(2,C)
σijσjkσki
∏
a6=i,j,k
δ(fa) In(k, ǫ, σ), (1)
where σi are complex variables, σij = σi−σj , k is the external momentum, ǫ the helicities
and In depends on the theory. The index n labels the external fields. The appearance of
the delta function in (1) completely localizes the integral over the solutions of the so-called
scattering equations
fa ≡
n∑
b6=a
sab
σab
= 0, (2)
where sab = (ka + kb)
2 = 2ka·kb are the kinematic invariants. Examples and details about
specific theories can be found in the original literature. The scattering equations have
initially appeared in the literature in the work of Fairlie and Roberts [7–9] and then in
the work of Gross and Mende [10].
It has been by now well established that in order to evaluate scattering amplitudes in
massless theories satisfying the scattering equations of CHY, there is no need to explicitly
solve those equations. A number of interesting methods have been considered lately. The
first of these approaches was given by one of the authors in [11] by using the polynomial
form of the scattering equations found in [12] and using the Vieta formulas to compute
the sums of the roots of the polynomials in terms of its coefficients. In [13] another
interesting method was developed, in which any amplitude can be decomposed in terms of
some well know expressions for φ3 theory. A different approach was considered in [14, 15],
where based on some results from [16] a direct matching between Feynman diagrams
and integration measures in the scattering equation formalism of CHY was found. Very
recently a nice method has been developed in [17], where the authors use the Gro¨bner basis
associated to the polynomial form of the scattering equations and through this new basis
they constructed the so-called companion matrices which give the scattering amplitude
in terms of traces over products of those matrices. 1
In this note we employ three different ideas related to the scattering equations and
contour integrals for massless scattering in arbitrary dimensions. The first idea is a simple
and interesting rewriting of the most general integral in the n = 5 case. This integral that
depends on five cross ratios was previously evaluated in [11] through the construction of
a generating function that gives integrals raised to different powers of the cross ratios.
Here we will give an alternative expression of the aforementioned fundamental quantity
purely in terms of Chebyshev polynomials, by employing properties of the polynomials
and making use of the fact that for n = 5 the scattering equations have two solutions.
1After the completion of this paper, a related approach appeared in [18] where the authors use the
Be´zoutian matrix to compute the amplitudes.
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The second idea we will discuss is for general n and special kinematics. Studying
amplitudes at special kinematics has previously appeared for example in [3, 12, 19–21]
and in some of the cases it has allowed for the explicit evaluation of the amplitudes [3, 19].
Studying amplitudes at special kinematics is definitely interesting as it reveals features
of the scattering equations and the amplitudes that are hidden in the complexity of the
general solutions. As a recent example of applications we will mention the interesting
work of [22]. Motivated by the above, we will consider a special kinematics that will allow
the linearization of the polynomial in nature scattering equations. Then, any amplitude
can be straightforwardly evaluated without the need to know the explicit solutions of
the scattering equations. An interesting interpretation of the number of solutions of the
scattering equations, namely (n − 3)!, will be also given. It turns out that the special
kinematics is the one previously considered in [19]. Here we will generalize the results
of [19] and we will provide a framework to the proof of previously numerically found
expressions for the amplitudes.
The third idea we will discuss is related to the aforementioned method of companion
matrices. We will provide several comments and argue that the method is equivalent to
the elimination theory of [12] (that can be alternatively used to construct the companion
matrices) and an algorithm presented by one of the authors in [11]. The basic idea is that
because of the explicit form of the companion matrices, evaluating any given amplitude
by taking traces of companion matrices is essentially a neat way to isolate the appropriate
coefficients of polynomials that the scattering equations satisfy. The latter was also the
observation in [11], where the coefficients of polynomials where put in use through the
well-known in mathematics Vieta formulas.
Each of the three ideas will occupy a separate section, whereas conclusions will be
presented at the end.
2 Five point integrals for general kinematics as Chebyshev poly-
nomials
In [11] the most general quantity, P , for five point amplitudes consistent with SL(2,C)
invariance was given in terms of five cross ratios
P =
∑
solutions
1
det′Φ
5∏
i=1
1
σ2i,i+1
(
σi,i+2σi+1,i+4
σi,i+1σi+2,i+4
)αi
, (3)
where αi are integers that can also be negative. Here det
′Φ is the determinant of the
matrix Φab = ∂fa/∂σb after the removal of rows j, k, l and columns p, q, r, divided by the
quantity (σjkσklσlj)(σpqσqrσrp) as required by the SL(2,C) invariance. The sum runs over
the solutions of the scattering equations (2).
In [11] it was shown that the expression (3) can be neatly organized in terms of a
generating function. Here we find it interesting to give another expression of (3) in terms
of Chebyshev polynomials of the first and second kind, Tn(x) and Un(x). We find
P =
5∏
j=0
fj +
∑′
fjfkflfmgngp +
∑′
fjfkglgmgngp +
∑′
gjgkglgmgngp, (4)
2
where by
∑′
we denote that the sum runs over all values of indices from 0 to 5, such that
no index appears more than once and all terms are different to each other. Explicitly,
the first sum means that j < k < l < m, n < p, j 6= k 6= l 6= m 6= n 6= p, the second
sum means j < k, l < m < n < p, j 6= k 6= l 6= m 6= n 6= p and the last sum means
j < k < l < m < n < p. All together there are 32 terms. The functions appearing in (4)
are given in terms of Chebyshev polynomials
fj = A
αj/2
j Tαj (Bj/A
1/2
j ), gj = A
(αj−1)/2
j (B
2
j − Aj)1/2Uαj−1(Bj/A1/2j ), (5)
where α0 = 0 and
A0 = −64rs13s14s24s25s35
s12s15s23s34s45
, Ai =
si,i+2si+1,i+4
si,i+1si+2,i+4
,
B0 =
5∑
i=1
4
si,i+1si+2,i+3
, 2Bi =
si+1,i+3si+2,i+3
si,i+1,i+2,i+4
− si,i+2
si+2,i+4
− si+1,i+4
si,i+1
, i = 1, . . . , 5.
(6)
In (6), the factor r = s212(s13− s24)2+(s13s25+ s15(s24+ s25))2+2s12(s213s25+ s15s24(s24+
s25)−s13(s15s24−s15s25+s24s25)) is associated to the sum of the roots of the determinant
in the denominator of (3).
The proof of (4) is a straightforward application of the expressions of the Chebyshev
polynomials
Tn(x) =
(x−√x2 − 1)n + (x+√x2 − 1)n
2
,
Un(x) =
(x+
√
x2 − 1)n+1 − (x−√x2 − 1)n+1
2
,
(7)
and the fact that for n = 2 the scattering equations are quadratic.
The expression (4) opens up the possibility of recursion relations among different αis
due to the recursion relations that the Chebyshev polynomials satisfy. We will not pursue
this further here.
3 Evaluation of contour integrals at special kinematics
In this section we will choose a special kinematics that will enable the evaluation of any
contour integral on M0,n via linear operations without the need to explicitly solve the
scattering equations. In order to achieve this we demand that the polynomial form of the
scattering equations becomes a linear system of all symmetric polynomials formed by the
variables of the problem.
We start with the polynomial form of the scattering equations (2)∑
S⊂A, |S|=m
k2SσS = 0, 2 ≤ m ≤ n− 2, (8)
where A = 1, 2, . . . , n and the sum runs over all subsets of S withm elements. Furthermore
kS =
∑
a∈S
ka, σS =
∏
b∈S
σb. (9)
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There are n!/(m!(n − m)!) elements in each of the n − 3 equations in (8). We choose
to fix the SL(2,C) invariance by specifying arbitrary values to σ1, σ2, σ3. We choose our
special kinematics by demanding that all the σ dependence in (8) be written as symmetric
polynomials. We explicitly demonstrate this process for the first few cases.
For the first non-trivial case of n = 5 we have from (8) the following two scattering
equations
s12σ1σ2 + s13σ1σ3 + s14σ1σ4 + s15σ1σ5 + s23σ2σ3 + s24σ2σ4
+s25σ2σ5 + s34σ3σ4 + s35σ3σ5 + s45σ4σ5 = 0,
s123σ1σ2σ3 + s124σ1σ2σ4 + s125σ1σ2σ5 + s134σ1σ3σ4 + s135σ1σ3σ5 + s145σ1σ4σ5
+s234σ2σ3σ4 + s235σ2σ3σ5 + s245σ2σ4σ5 + s345σ3σ4σ5 = 0,
(10)
where we have used the notation sij... = (k1 + k2 + . . .)
2. By equating the coefficients
of σ4 and σ5 in (10) we get the following system of equations for the various kinematic
invariants
s14σ1 + s24σ2 = s15σ1 + s25σ2,
s124σ1σ2 + s134σ1σ3 + s234σ2σ3 = s125σ1σ5 + s135σ1σ3 + s235σ2σ3,
(11)
which has the solution
s14 = s15, s24 = s25. (12)
For that special kinematics it is easy to see that the scattering equations take the form
A2×2
(
s1
s2
)
= B2×1, (13)
where the matrices A, B depend on kinematics and gauge fixing and si denote symmetric
polynomials, s1 = σ4 + σ5 + σ6 + . . ., s2 = σ4σ5 + σ4σ6 + σ5σ6 + . . ., etc.. The exact
expression of A and B is not important to write it down explicitly.
For the next case, n = 6, we have three scattering equations
s12σ1σ2 + . . . = s123σ1σ2σ3 + . . . = s1234σ1σ2σ3σ4 + . . . = 0. (14)
For the choice of special kinematics
s14 = s15 = s16, s24 = s25 = s26, s45 = s46 = s56 (15)
the scattering equations take the linear in symmetric polynomials form
A3×3

s1s2
s3

 = B3×1. (16)
Similarly, for n = 7 we get the following special kinematics
s14 = s15 = s16 = s17, s24 = s25 = s26 = s27, s45 = s46 = s47 = s56 = s57 = s67. (17)
The general case is straightforward. Without loss of generality we choose to set sij =
1, i, j ≥ 4. Then, using conservation of momentum and on-shell conditions we can
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determine all kinematic invariants. They depend on two parameters and we explicitly
present them in the following table
s12 = (3− n)(α + β + n− 2)/2
s13 = (n− 3)(n− 3 + α)/2
s23 = (n− 3)(n− 3 + β)/2
s1a = (1 + β)/2 a ≥ 4
s2a = (1 + α)/2 a ≥ 4
s3a = (6− 2n− α− β)/2 a ≥ 4
sab = 1 a, b ≥ 4, a 6= b
Table 1: Our two parameter special kinematics.
In the above α and β are arbitrary real parameters. We observe that the above special
kinematics is exactly the one considered in [19]. There, it was imposed that α, β > −1,
but here we do not have to do this. Consequently, the formulas presented in [19] should
hold for any value of α, β. Another difference with [19] is the fact that there a special
gauge fixing was used, namely σ1 = −1, σ2 = 1, σ3 =∞, but here we did not have to use
any specific gauge fixing.
We now proceed to the evaluation of the contour integrals. We have argued before that
in our special kinematics the scattering equations are linear in the symmetric polynomials
formed from the variables of the scattering equations. Assume that (. . . , ri, . . . , rj, . . .)
is a solution of the scattering equations. Then, due to the symmetry of the problem, so
does (. . . , rj, . . . , ri, . . .). This means that if we know one of the solutions of the scattering
equations, the rest can be formed from all possible permutations of that solutions. The
number of permutations is (n−3)! which is also the number of all solutions of the scattering
equations [1, 23]. Furthermore, any contour integral I has the following general form
I =
∑
solutions
f(σ4, σ5, σ6, . . .)
=
∑
σi perms
f(σ4, σ5, σ5, . . .)
= F (s1, s2, s3, . . .),
(18)
where f is any arbitrary function consistent with SL(2,C) invariance and F a function
that depends on symmetric polynomials. The arguments in F start from σ4 due to our
gauge fixing. The last equality of (18) comes from the fundamental theorem of symmetric
polynomials. Therefore, we have proven that any given contour integral can be expressed
as a function of symmetric polynomials. We have seen earlier that the scattering equations
is a linear system of the symmetric polynomials, which can be easily computed. Thus,
we can explicitly evaluate any contour integral. The above discussion can be also used to
prove the formulas in [19], which were first found numerically.
Let us demonstrate the above technique with two examples. We first want to evaluate
the quantity
I1 =
∑
solutions
σ14σ56
σ15σ46
. (19)
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According to our previous discussion we have to sum over all six permutations of indices
σ4, σ5, σ6. Then we get immediately the desired answer to be I1 = 3. We now chose a
more complicated example
I2 =
∑
solutions
σ12σ34
σ13σ24
=
∑
perms
σ12σ34
σ13σ24
. (20)
According to the fundamental theorem of symmetric polynomials I2 can be expressed as
a function of symmetric polynomials. We find
I2 =
2σ12
σ13
σ2(σ2 + 2σ3)s1 − (2σ2 + σ3)s2 + 3s3 − 3σ22σ3
σ22s1 − σ2s2 + s3 − σ22
. (21)
Substitution of the s1, s2, s3 from (16) yields the final answer
I2 =
6(4 + α + β)
1 + α
. (22)
Of course, first fixing the gauge and then performing the computation can be more efficient
and one can pursue this path in his calculations.
4 Comments on the companion matrix method
In this section we will reconstruct the companion matrices discussed in [17] by using the
elimination theory. We will then move on to establish the equivalence of the method with
the algorithm presented in [11].
4.1 Systematic construction of the companion matrices from the elimination
theory
We will show how to systematically construct the companion matrices of [17] in an al-
ternative way. We start with some definitions (the reader may refer to [24, 25] for more
details).
Primary definitions: Let {σ1, σ2, · · · σn} be a set of arbitrary n points on the complex
plane. Due to SL(2,C) invariance of the massless scattering amplitudes we can fix three
of the σs to arbitrary values that we choose to be σ1 = ∞, σ2 = 1, σn = 0. Let S :=
QN [σ3, · · · , σn−1] be the set of polynomials of order N in the variables ~σ := (σ3, · · · , σn−1)
with coefficients in Q (for our purposes Q = C) and let I be an ideal in S whose Gro¨bner
basis is denoted by G. We can associate a monomial basis B for the space SI := S/I.
Thinking of SI as a vectorial space of dimension d, B is a vector basis, i.e, any polynomial
in SI can be written in terms of the monomial components of B.
The linear transformation (endomorphism)
(f ∈ S/I) → σi f i = 3, . . . , n− 1 (23)
can be represented in terms of the basis B by a d × d matrix Ti. Specifically, the lth
row of the matrix Ti is given by the components in basis B = (B1, . . . , B(n−3)!) of the
polynomial reduction of σiBl with respect to G. The matrices Ti are known as the
companion matrices.
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In the case of the scattering equations (2) the order of the space is (n − 3)! and the
ideal in S is given by the scattering equations I = {fa, a = 3, . . . , n− 1}. We can use the
polynomial form of the scattering equations (8) and then use the elimination theory [12] to
get an equivalent set of polynomials composed by a one variable (n−3)! degree polynomial
in namely σn−1, and (n − 4) polynomials in the two-variables (σn−1, σj), each of them
linear in the remaining variables σj , j = 3, . . . , (n−2). This can also be equivalently done
by constructing the associated Gro¨bner basis (for example by means of the Buchberger
method [26]). This process allows us to write all the solutions for the variables σj as
functions of the σn−1 variable. This in turn implies that the monomial basis B for the
space SI , can be completely expressed in terms of one single variable σn−1 as
B = (1, σn−1, σ
2
n−1, . . . , σ
(n−3)!
n−1 ) . (24)
The lth row of the companion matrix Tσn−1 is the vector made out of the components,
with respect to the basis B, of the polynomial reduction of the monomial ~vn−1B[l] =
σn−1B[l] with respect to the Gro¨bner basis of S. The reduction process consists of lowering
the degree2 of the given monomial by using the polynomials in the Gro¨bner basis. The
only possible polynomial adequate to decrease the degree of σn−1B[i] is the one variable
(n−3)! degree polynomial in the Gro¨bner basis, otherwise the reduction can not be written
as an expansion in B because reducing with other polynomial will mix the variable σn−1
with the rest (and hence, increasing its degree when rewriting the mixing in terms of
σn−1). All components of the vector B are of degree equal or lower than (n− 3)!, which
means that the reduction of the monomials σn−1B with respect to G is the monomial
itself except for the highest component of B. For the highest component B(n−3)! of order
(n − 3)! one can reduce it by one order by solving the degree (n − 3)! single variable
polynomial obtained from elimination.
The whole analysis above implies that the form of the companion matrices correspond-
ing to the “special” variable σn−1 is uniquely fixed by the one variable (n − 3)! degree
polynomial obtained from the elimination process or from the Gro¨bner basis. Let that
polynomial be given by the expression α0 + α1σn−1 + α2σ
2
n−1 + · · ·+α(n−3)!σ(n−3)!n−1 . Then,
the corresponding companion matrix has the following form,
Tσn−1 =


0 1 0 0 · · · 0
0 0 1 0 · · · 0
· · · · · · · · · · · · · · · · · ·
− α0
α(n−3)!
− α1
α(n−3)!
− α2
α(n−3)!
· · · · · · −α[(n−3)!−1]
α(n−3)!

 . (25)
We now recall the important theorem by Stickelberger in the form stated in [24] and
pointed out by [17] in the context of the scattering equations,
2In this note we use the usual lexicographical order.
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Stickelberger’s Theorem: The complex zeroes of the ideal I are the eigenvalues of
the companion matrices.
In other words the matrices Tσi can be rewritten as
Tσi = Diag(1σi, 2σi, · · · , (n−3)!σi) , (26)
where jσi denotes the j
th root in the variable σi. This shows that the companion matrices
are a way to pack the roots into a nicely organized way. From (26) it is obvious that the
companion matrices obey any equation satisfied by the roots themselves.
The last observation allows us to built all the companion matrices in the following way.
Once one get the matrix Tσn−1 by the method described above, we replace the variable
σn−1 for this matrix in the set of polynomials obtained from the elimination method.
After the replacement we can use those polynomials equations to solve for the rest of the
variables in terms of the matrix Tσn−1 and that matrix solution should correspond to the
companion matrices of the respective variables.
Let us now look at how to apply this to the case of the scattering amplitudes. We
know that n-point massless scattering can be expressed in the general form
An =
∑
σsol
F(sij, σij , ǫ) . (27)
This expression can always be rewritten as a rational function of polynomials as
An =
∑
σsol
P (j1σ3, j2σ4, · · · , j(n−3)!σ(n−3)!)
Q(j1σ3, j2σ4, · · · , j(n−3)!σ(n−3)!)
, (28)
where we should replace the solutions jσi in terms of their corresponding companion
matrices and the factor Q−1 should be understood as an inverse matrix. Recalling that
all the companion matrices can be expressed in terms of Tσn−1 we can rewrite the amplitude
schematically as,
An = Tr
(
P˜ (Tσn−1)Q˜
−1(Tσn−1)
)
≡ Tr (P(Tσn−1)) . (29)
In the last equation we have defined P as the polynomial resulting from the product
P˜ Q˜−1, emphasizing that the amplitude is reduced to a trace over a single matrix.
For the sake of completeness we display here the first non-trivial example of n = 5.
After using momentum conservation, the polynomial form of the gauge fixed scattering
equations are given by,
h1 = s12 + s13σ3 + s14σ4 ,
h2 = s45σ3 + s35σ4 + s25σ3σ4 .
(30)
Elimination theory implies that the single variable polynomial is given by∣∣∣∣ h1 h2∂σ3h1 ∂σ3h2
∣∣∣∣ = σ24 s14s25 + σ4 (s12s25 − s13s35 + s14s45) + s12s45 = 0. (31)
Putting the coefficients of this polynomial into the matrix (25) we have
T4 =

 0 1
−s12s45
s14s25
−s12s25 − s13s35 + s14s45
s14s25

 . (32)
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Solving the first equation in (30) for σ3 we get
σ3 = −s14
s13
σ4 − s12
s13
, (33)
and replacing σ4 by T4 in the last equation give us,
T3 =


−s12
s13
−s14
s13
s12s45
s13s25
−s13s35 + s14s45
s13s25

 , (34)
which obviously coincides with the results in [17]. The next case of n = 6 is equally
straightforward, but we will not work it out here.
4.2 Equivalence between the companion matrix method and the algorithm
of [11]
Having discussed the relation between the elimination theory and the companion matrix
method, we would now like to discuss the equivalence of the method to the algorithm
presented in [11], which was based on the idea that one can express any amplitude in
terms of a particular combination of coefficients of polynomials given essentially by the
Vieta formulas. The procedure of [11] allowed the construction of any amplitude as a
rational function of the kinematic invariants without the need to solve the scattering
equations. This is also what the companion matrix achieves. Following subsection 4.1
above, the amplitude has been reduce to a trace over a single matrix corresponding to
one of the variables σn−1 (29). Let us first go through some simple examples to see the
equivalence between the two methods. The simplest case we can consider is∑
roots
σn−1 = Tr (Tn−1) = −
α[(n−3)!−1]
α(n−3)!
(35)
as it follows from (25). This is simply the coefficient of the σn−1 polynomial as discussed
in [11]. Moving to the next example we will consider∑
roots
σ2n−1 = Tr (T
2
n−1). (36)
Here taking the square of the companion matrix mixes the different coefficients of the
σn−1 polynomial in a consistent way giving finally the answer∑
roots
σ2n−1 = 1σ
2
n−1 + 2σ
2
n−1 + 3σ
2
n−1 + . . . = (1σn−1 + 2σn−1 + 3σn−1 + . . .)
2
− 2(1σn−1 2σn−1 + 1σn−1 3σn−1 + 2σn−1 3σn−1 + . . .),
(37)
with iσn−1 denoting the roots of the σn−1 polynomial and the answer follows from the
Vieta formulas [11]. An overall sign due to different conventions is immaterial.
More complicated examples follow straightforwardly. This shows that due to the form
of the Tn−1 companion matrix taking the trace is an organized way to realize the algorithm
of [11].
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We make one more comparison. In [11] it was shown that a way to organize the
amplitudes is to consider a fundamental quantity that depended on cross ratios raised to
an arbitrary power. The computation and organization of the various terms was shown
to be captured via a generating function. Derivatives of the generating function there
correspond to taking powers of companion matrices here.
Sketch of a general proof: In equation (29) we showed that the amplitude is reduced
to a trace over one matrix which is computed as a polynomial of a single building block
matrix that we will denote simply as T and which has the general form (25). In general,
we can rewrite equation (29) as
An = Tr
(P(Tσn−1)) = A0 + A1Tr(T ) + A2Tr(T 2) + · · ·+ AqTr(T q) , (38)
where q is an integer3 and we have used the property of the trace
Tr(
∑
i
Ti) =
∑
i
Tr(Ti) . (39)
From (38) we see that it is enough to prove the equivalence by considering an arbitrary
power of T . This is somehow trivial after using Stickelberger’s theorem on the single
variable polynomial. From the theorem we know the eigenvalues of the matrix T will be
given by the roots of the polynomial, which implies
Tr(T qσi) =
∑
j
(jσi)
q =
(∑
j
jσi
)q
−
qi 6=n∑
q1+q2+···+qn=q
q!
q1!q2! · · · qn!
∏
j
jσ
qj
i , (40)
with qi ∈ N. The last line in (40) can immediately be rewritten in terms of the coefficients
by using the Vieta formulas on the right hand side. Ratios of σs follow similarly.
5 Conclusions
In this note we discussed three ideas. The first one was the interesting observation that the
most fundamental quantity for five point amplitudes consistent with gauge invariance can
be expressed in terms of Chebyshev polynomials of the first and second kind. This followed
from a straightforward computation and properties of the polynomials. Furthermore and
since the polynomials satisfy recursion relations, this opens up the possibility or recursion
relation among expressions raised to different powers of the cross ratios.
The second idea was the choice of a special kinematics that transformed the polynomial
form of the scattering equations to a linear system of symmetric polynomials. Then due
to the symmetry of the problem, knowledge of one solution of the scattering equations
is enough to determine all of the solutions through the (n− 3)! possible permutations of
that one solution. We then argued that any amplitude can be written as a function of
symmetric polynomials only, which eventually makes it possible its calculation through
linear operations. The special kinematics turned out to be the one previously discussed
3The integer q depends on n, but we do not explicitly show this dependence because it is not important
for the purpose of this section.
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in [19] with respect to roots of Jacobi polynomials. Here we were able to generalize the
formulas presented there and we set a framework for a possible proof of relations discussed
there that were found numerically.
We did not discuss in this work the possibility of using symmetric polynomials for
general kinematics but it is definitely an interesting idea to consider. It seems that for
the first non trivial case of n = 5 it is easy to find a change of variables that transforms
the scattering equations to a linear system of symmetric polynomials, but it remains to
be seen if this can be generalized to general n.
The last idea we discussed was related to the recently presented method of companion
matrices [17]. We argued that the last companion matrix consists only of the coefficients
of the (n−3)! order one variable polynomial, whereas zeroes and ones fill in the rest of the
matrix. All of the companion matrices can be produced using either the elimination theory
presented in [12] or the Gro¨bner basis presented in [17]. Furthermore we argued that
due to the form of the last companion matrix, the method presented in [17] is essentially
equivalent to reading coefficients of polynomials as it was first presented in [11]. Definitely,
the companion matrix method is a systematic way to realize the elimination theory and
the algorithm of [11], but it is restricted by computer power. Since using the elimination
theory or calculating the Gro¨bner basis is typically a very time consuming process for
large polynomial systems, it remains to be seen if there is an efficient way to construct
the appropriate polynomials needed for the evaluation of the amplitudes.
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