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Abstract 
Carlson, J.F., P.W. Donovan and W.W. Wheeler, Complexity and quotient categories for group 
algebras, Journal of Pure and Applied Algebra 93 (1994) 147-167. 
Let k be an algebraically closed field of characteristic p > 0 and let G be a finite group. The 
complexity of a kG-module is the polynomial rate of growth of the projective resolution of the 
module. It can also be described as the dimension of the support variety of the cohomology of the 
module as a module over the cohomology ring of the group. In this paper we consider the thick 
subcategories A,, of the stable category of all nonprojective kG-modules, consisting of all modules 
of complexity at most c. Of particular interest are the triangulated quotients 1, = &/_&_ i. It is 
shown that the set of homomorphisms between two modules M and N in Y< is the localization of 
Ext&(M, N) at an ideal of H*(G, k) determined by a genera1 position condition on varieties. One 
consequence is that if r is the p-rank of G then the endomorphism ring of the trivial module in 1, is 
the direct sum oft local rings where t is the number of components of the maximal ideal spectrum of 
H*(G, k) of maximum dimension. 
Introduction 
One of the main points of this paper is that some aspects of the structure of modules 
and of module theory in general can be detected by various categorical constructions 
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on the module category. Indeed, for any particular property possessed by modules it 
seems likely that a category theory can be constructed that characterizes or at least 
reveals some facet of the property. This idea certainly is not new; it is an underlying 
theme in the work of Auslander and others, where the main emphasis is on the role of 
functors in the module theory. Our offering here, however, has a very different flavor. 
We shall concentrate on quotients of subcategories of the module category of a group 
algebra. The quotient construction is given by a localization process that turns out to 
be closely tied to the structure of cohomology rings. 
Our main results can be summarized as follows. Let G be a finite group, and let k be 
an algebraically closed field of characteristic p > 0. We shall work entirely within the 
stable category mod-kG of finitely generated kG-modules modulo projectives. The 
complexity of a kc-module M is a nonnegative integer giving the polynomial rate of 
growth of the minimal projective resolution of M; it can also be described as the 
dimension of the variety of M. The subcategory &CC of mod-kG consisting of all 
kG-modules of complexity at most c is a thick subcategory of the full stable category, 
and hence it makes sense to take the quotient SC = _&YC/&, _ 1. Then 22, is triangulated, 
and its objects are expressible as finite direct sums of indecomposable objects. In 
general, however, the category has no Krull-Schmidt Theorem. If2 and N are 
kG-modules in AC, then Hom,JM, N) is obtained by localizing Ext,*,(M, N) at 
a certain multiplicative subset of H* (G, k) and then taking the elements of degree zero. 
The multiplicative subset is determined by a general position criterion on the varieties 
of the modules and the cohomology elements. This result is explicitly stated in 
Theorem 3.5. One consequence is that if Y is the p-rank of G, then the endomorphism 
ring of the trivial module in 2, is the direct sum oft local rings, where t is the number 
of components of the maximal ideal spectrum of H*(G, k) of maximum dimension. 
In the last section we present some examples. Given the previous results, it is 
relatively easy to compute the endomorphism ring of the trivial module for some 
well-known groups, such as the elementary abelian p-groups. The case of the dihedral 
group is particularly interesting. Here it can be shown that the direct sum of two 
copies of the trivial module is isomorphic in the quotient category s2 to the direct 
sum of modules induced from the maximal elementary abelian subgroups. A look at 
the endomorphism rings in the quotient category shows why it is necessary for the 
cohomology rings of the induced modules to be noncommutative in an essential way. 
This fact was considered rather surprising when it was first discovered a few years ago, 
and the quotient construction may shed new light on such phenomena. A similar sort 
of thing should happen for all of the extraspecial p-groups, but the analysis of these 
cases remains incomplete. None of the results proved here provide new information 
about the module category, but the indications are that such theorems may not be far 
away. 
Finally, we should note that there are many possible variations on the construction 
given here. Indeed, the one we give may not be the best or most natural. Another 
approach might be to take the quotient of the stable category mod-kG by the 
subcategory of all modules M whose cohomological support variety V,(M) contains 
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no component of I/,(k). Ifs is the number of conjugacy classes of maximal elementary 
abelian p-subgroups of G, then Quillen’s Dimension Theorem implies that the en- 
domorphism ring of the trivial module would be a direct sum of s local rings. 
Alternatively, we could concentrate on a single component of the maximal ideal 
spectrum VG(k) and take the quotient by the subcategory of all modules whose 
varieties fail to contain that component. In this case the endomorphism ring of 
k would be local. These and other results can be derived using exactly the same 
techniques as in this paper. 
1. Preliminaries 
Let k be an algebraically closed field of characteristic p > 0, and let G be a finite 
group such that p divides JGI. The cohomology ring H*(G, k) is a finitely generated, 
graded k-algebra, and if [ and r] are homogeneous elements of H*(G, k), then 
@, = (_ l)WW%~) vi. In particular, H*(G, k) is commutative if p = 2. If p > 2, then 
all elements of odd degree are nilpotent, so they lie in the radical Rad H*(G, k). Thus it 
is always true that H*(G, k)/RadH*(G, k) is a commutative ring, and the maximal 
ideal spectrum T/,(k) of H*(G, k) is a homogeneous affine variety. If { is any element of 
H*(G, k), then V,(i) denotes the subvariety consisting of all maximal ideals contain- 
ing 5. If M is a kc-module, then Ext,&(M, M) g H*(G, Hom,(M, M)) is a finitely 
generated module over H*(G, k). Let J(M) denote the annihilator of Ext&(M, M) in 
H*(G, k), and let VG(M) E V,(k) denote the subvariety consisting of all maximal 
ideals containing J(M). The complexity cx,(M) of the module M is the dimension of 
v,(M). 
For each kG-module M fix an injective hull rM: M -+ I(M), and let Q-‘(M) = 
Coker I~. If n > 1, then R-“(M) is defined inductively by setting E”(M) = 
S2-‘(Q-“+‘(M)). Th e modules W’(M) are defined by a dual procedure, beginning 
with a projective cover of M. 
If i is a nonzero element of H”(G, k) then we will write [: W(k) + k for the map 
representing 5. Set L, = Ker f so that there is a short exact sequence 
O-L i -Q”(k)&k-0. 
The first proposition lists some of the basic properties of varieties that will be 
needed in later sections. The reader is referred to [l] or [3] for proofs of these results. 
Proposition 1.1. 
(1) V,(M) = (0) ifand only if M is projective. 
(2) Zf 0 + MI + M2 + M, --, 0 is an exact sequence of kG-modules, then VG(Mi) E 
VG(Mj) u V,(M,) for {i, j, m} = { 1,2, 3). Jn particular, the two largest complexi- 
ties are equal. 
(3) Vc(M@N) = vc@'f)U vG(N). 
(4) VGWOW = Vc(M)n vG',(N). 
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(5) If W c V,(k) is a closed homogeneous subvariety, then there is a kc-module 
M with Vo(M) = W. 
(6) Zf [ is a nonzero element of H”(G, k), then Vo(L[) = V,(c). 
(7) V,(M) = Vo(M*) = Vo(Q”(M))for all n. 0 
Let mod-kG denote the category of all finitely generated right kG-modules. If 
M and N are kG-modules, let PHom,,(M, N) E Horn&M, N) denote the subspace 
of all kG-homomorphisms that factor through a projective module. The stable 
category %-kG has the same objects as mod-kG, but morphisms are defined by 
setting Hom,(;(M, N) = Horn&M, N)/PHom,,(M, N). If f: M -+ N is a kG- 
homomorphism, then f will denote the corresponding morphism in mod-kG. 
Although the stable category is not abelian, it is a triangulated category by 
Theorem 1.2.6 of [S], and the translation functor is given by W’. 
Let M and N be kG-modules, and consider a doubly infinite projective resolution 
P*: ... -p2-p1-p03+P_1- ... 
of M. IEther words, P.+ is an exact sequence of projective modules with Im i3, z M. 
Then Exti,(M, N) is defined for any n E Z by setting 
E2;,(M, N) = H”(Hom,,(P,, N)). 
In particular, E%i,(M, N) = ExtiG(M, N) for n > 0, and E%EG(M, N) E 
HAmkG(S2”(M), N) for all n. For our purposes the most important difference between 
Ext and Ext is that E%G(M, N) = Hom,,(M, N), whereas Ext&(M, N) = 
Hom&M, N). 
The following well-known result describes the connection between short exact 
sequences in mod-kG and triangles in iZ’i&kG. 
Proposition 1.2. Suppose that there is a short exact sequence 
0-M’f-M&M”-0 
in mod-kc. Then there is a triangle in mod-kG of the form 
MC-M&M”-Q-‘M’. 
Moreover, every triangle in mod-kG is isomorphic to one that arises from a short exact 
sequence in this way. 
Proof. The first assertion is Lemma 1.2.7 of [S], and the second follows easily from 
Lemma 1.2.3 of [S]. 0 
One consequence of Proposition 1.2 is that many results can be stated either in 
terms of short exact sequences in mod-kG or in terms of triangles in mod-kG. For 
example, since the variety of a projective module is {0}, Proposition 1.1(2) could be 
rephrased to say that if MI + M2 + M3 -+ 52-l MI is a triangle in mod-kG, then 
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V,(Mi) G VG(Mj) u V,(M,) for {i,j, m} = { 1,2,3}. Whenever two such statements 
are possible, we have chosen to present the result in terms of short exact sequences. It 
will sometimes be useful, however, to use the corresponding results for triangles in 
mod-kc, and we will do so without further comment. 
Now suppose that V is a triangulated category and d is a full triangulated 
subcategory of $5’. Assume that for any triangle 
MAN-U-TM 
in %? such that U is an object of 8 and c1 factors through an object in 8, the objects 
M and N also lie in &‘. Then d is said to be a thick (or @aisse) subcategory of %‘. By 
Proposition 1.3 of [7], a full triangulated subcategory of %? is thick if and only if it is 
closed under direct summands in %?. 
Let r be the p-rank of G. For each integer c with 1 I c I r let AC denote the full 
subcategory of the stable category consisting of the objects of complexity at most c. 
Proposition 1.3. _.$Z_ 1 is a thick subcategory of AC for 1 I c I r. 
Proof. It is clear that jkl,_ 1 is an additive category. If f: M + N is a morphism in 
AC_ 1, then there is a triangle 
MLN -U-52-‘M 
in mod-kc. Because cxc(U) I max{cxG(M), cxc(N)}, it follows that U also lies in 
MC_ i. Thus Jke,_ 1 is a triangulated subcategory of mod-kc and also of AC. Finally, if 
M is a module with cx,(M) I c - 1, then any summand of M has complexity at most 
c - 1, so JZ_~ is thick. 0 
Definition 1.4. Let M and N be objects of AC. Suppose that f: M --) N is a kG- 
homomorphism such that there is a triangle 
M-r,N -U-Q-‘M 
with U in JC_ I. Then we will say that Jis a complexity isomorphism in AC. When the 
particular complexity c is understood, we will simply say that for (f) is a complexity 
isomorphism. 
The advantage of a thick subcategory is that the corresponding quotient category 
inherits a triangulated structure. Thus we set 2, = &C/&C- 1, and we proceed to study 
the categories 9,. To be more explicit, the category 9, is obtained by localizing the 
category AC with respect to the complexity isomorphisms. Thus a morphism from 
M to N in & is represented by a pair of maps S: U + M and 7: U -+ N in JZ, such that 
S is a complexity isomorphism. If S’ : U’ + M and f; : U’ -+ N are two other such maps 
in AC, then the pairs (S; f, and (S’, f,) represent the same morphism in 9, if and only if 
there is an object X in JZ, with maps such the diagram 
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commutes and f is a complexity isomorphism. 
Roughly speaking, the idea behind this construction is to invert all complexity 
isomorphisms in A,. Thus the maps S, S’, and fabove represent isomorphisms in 9,. It 
is often useful to think of the morphism (S; 7) : M --* N in 2$ as a composite fC 1 : M + N, 
even though S may not actually be invertible in MC. For further information on 
localization and quotient categories the reader is referred to [4] or [6]. 
Proposition 1.5. Let M and N be objects of AZ,, and suppose that M 2 N in A!,. Then 
T/,(M) and VG(N) have the same c-dimensional components. 
Proof. It suffices to consider the case in which there is a triangle in JX, of the form 
U+ M + N + Q-‘U with cxc(U) < c. Since V,(N) c V,(U)u V,(M) and 
dim V,(U) < c, any c-dimensional component of Vo(N) must also be a component of 
Vo(M). Similarly, every c-dimensional component of V,(M) is a component of 
WN). 0 
2. Direct sum decompositions 
The purpose of this section is to consider the way in which objects in the quotient 
categories ~2~ decompose as direct sums. The main result is that each object can be 
expressed as a finite direct sum of indecomposables. As as example in Section 5 will 
show, however, the Krull-Schmidt Theorem can fail. 
Begin by fixing an integer c with 1 I c I r-. The main arguments that follow for the 
category 2, are variations of the procedure used to construct a subadditive function 
on the Auslander-Reiten quiver of a group algebra in [9]. Thus if M is an object of L& 
and 
. . . +P1+PO+M+O 
is a minimal projective resolution of M, consider the Poincare series 
qM(t) = f t” dimP,. 
n=O 
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For any simple kG-module S, the number of times the projective over Ps of S occurs as 
a summand of P,, is given by dim Ext&(M, S). Hence 
dim P, = 1 (dim Ps)(dim ExtiG(M, S)). 
s 
Because Ext&(M, S) g H*(G, M* 0 S) is a finitely generated module for H*(G, k), it 
follows by Proposition 1.8.2 of [l] that there exist a polynomial f and nonnegative 
integers kl, . . . , k, such that 
In fact, kI, . . . , k, are the degrees of a set of homogeneous generators for H*(G, k). By 
Proposition 1.8.3 of [l] the pole of qM at t = 1 has order cx,(M), and the value of the 
analytic function ( ni ki)q,(t)(l - t)cxG(M) at t = 1 is a positive integer. Let r’(M) 
denote this value, and set 
v(M) = 
q’(M) if cx,(M) = c, 
0 
if cxo(M) < c. 
Thus g(M) is the value of the analytic function (n, ki)qM(t)(l - t)’ at t = 1. 
Lemma 2.1. Let 0 + M’ + M + M” --, 0 be a short exact sequence of modules of 
complexity at most c. Then r](M) I q(M’) + q(M”). 
Proof. We may assume without loss of generality that M’ and M” have no projective 
summands since these split off from the sequence without affecting the quantity 
q(M’) + r](M”) - q(M). If Pi + M’ and Pl;: + M” are minimal projective resolu- 
tions, then M has a projective resolution 
... +P; BP;‘+ Pb@Pb’-r M-0. (1) 
Let f, f’, and f” be polynomials such that q&t) = f(t)/n(l - t“?), qMM’(t) = 
f’(t)/n(l - tki), and qMff(t) = f”(t)/n(l - tkr). Set 
F(t) = ?M’@) + hf”@) - rldt) = 
f’(t) + f”(t) - f(t) 
n(l - Pi) 
so that F is a rational function. The projective resolution of M given in (1) is the direct 
sum of a minimal resolution of M and a projective resolution Q, + 0 of 0. Thus 
F(t) = f’(‘)&~‘~~k~ f(t) = .gO t” dim Qn. 
If c’ is the order of the pole of F at t = 1, then certainly c’ I c. Because the 
value of (nki)F(t)(l - t)” at t = 1 is a positive integer, it follows that the value of 
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(nki)F(t)(l - t)’ at t = 1 is nonnegative. Hence r](M’) + q(M”) - q(M) 2 0, as 
desired. 0 
Proposition 2.2. The function ye is constant on isomorphism classes of 9,. 
Proof. It suffices to consider the case in which M and N are kG-modules of com- 
plexity c and there is a triangle 
M-+ N-t U-+52-‘M (2) 
in 4’, with cx,(U) < c. Then there is also a triangle 
s2U+ M+ N+K’(QU). (3) 
Since q vanishes on projective modules, the previous result also applies to triangles 
in JZ,. Applying the lemma to (2) and (3) gives q(N) I q(M) + q(U) = y(M) and 
q(M) I r](!SU) + q(N) = q(N). Hence q(M) = q(N), as desired. 0 
Corollary 2.3. Any object in 9, is a jinite direct sum of indecomposable objects. 
Proof. Suppose that the corollary is false. Among all objects in 9, that cannot be 
expressed as a finite direct sum of indecomposables, choose a module M with q(M) as 
small as possible. Since M is not isomorphic to 0, it follows that q(M) > 0. Moreover, 
M is not itself indecomposable, so M g M’ 0 M” for two nonzero objects M’ and M” 
of 9,. Then q(M) = y(M’) + v(M”), so it follows that 0 < q(M’) < q(M) and 
0 -=z q(M”) < q(M). Thus the modules M’ and M” are both finite direct sums of 
indecomposables in gC and hence so is M. This completes the proof. 0 
3. Morphisms in the quotient categories 
The process of localization in a category is usually considered to be analogous to 
localization in ring theory. In the case of the quotient categories 9,, however, the 
connection is more than a mere analogy; the main result of this section shows that 
there is an isomorphism b*een Horn,@“(M), N) and the elements of degree n in 
a certain localization of Extk*G(M, N). We will also see that the categories 9, are 
periodic in the sense that there is an integer n > 0 such that W(M) z M in 2, for 
every object M. Although this property is reminiscent of the stable category of a block 
with a cyclic defect group, there are important differences. Indeed, if G has p-rank 
r and 1 I c < r, then the category 9:, has infinitely many isomorphism classes of 
indecomposable objects. 
Lemma 3.1. Suppose that 
E: 0-U-M’SM-0 
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is an exact sequence and n E H”(G, k) is an element such that V,(U) c V,(n). Then for 
t sufficiently large there is a homomorphism g : P”*(k) @ M -+ M’ such that the composi- 
tion sg: Q”“(k) @ M + M is a map representing ~‘.Id~e Ext$‘h(M, M). 
Proof. Since V,(U) FE V,(n), by definition there is an integer N such that if t 2 IV, 
then vf annihilates Extzc(U, U). Because Ext,*,(M, U) is a module over Ext&(U, U), 
it follows that $ also annihilates Ext&(M, U). Let h: Qm’(k) -+ k be the map represent- 
ing vi, and consider the exact sequence 
0 - HomkG(Qmt(k) @ M, U)- Homkc(Qmt(k) @ M, M’) 
SI Horn,&““(k) @ M, M)A Ext.&&?“‘(k) @ M, U) - ... . 
The short exact sequence E determines an element cls(E)~Ext,&(M, U), and the 
connecting homomorphism 6 is given by cup product with cls(E). Hence 
6(h @ IdJ = cls(E).$. IdM = 0, 
and it follows that there is a homomorphism g : Q”‘(k) @ M --) M’ such that h @I IdM 
= s,(g) = sg. This completes the proof. 0 
Lemma 3.2. Suppose that 0 + U + M’+ M -+ 0 is an exact sequence such that 
cx,(U) < exe(M). Then there exists T]E H”(G, k) for some m 2 0 such that 
V,(U) E Va(n) and dim( Ve(M) n F&(n)) < dim Ve(M). 
Proof. Write V,(M)u V,(M’) = Wu VI u ... u V,, where Vi, . . . , V, are all of the 
distinct components of maximum dimension and W is the union of all the remaining 
components. Since V,(U) is a subvariety of VG(M) u V,(M’) with dim V,(U) < 
dim V,(M) = dim V,(M’), it follows that dim(V,(U) n vi) < dim 6 for 1 I i I t. Set 
Vj = V,(U) u ( uj z i $), and let XiE 6 - Vi. Choose a homogeneous polynomial J 
such that h(xi) # 0 and f;: vanishes on VI. By taking appropriate powers if necessary, 
we may assume that fi, . . . ,f, all have the same degree. Then f = fi + . . . + fn 
is a homogeneous polynomial, Ve(U) c V,(f), and f(xi) = J(xi) # 0. Thus 
dim( Ve(f) n F$) < dim 6, and it follows that 
dim( V,(f) n V,(M)) I dim(Ve(f) n (b(M) u Va(M’))) < dim V,(M). 
Taking v] to be the cohomology class corresponding to J; we get the desired result. 0 
Proposition 3.3. Suppose that s : M’ --) M is a complexity isomorphism. Then there is an 
integer n L 0 and a complexity isomorphism g : Q”(k) @ M + M’ such that the com- 
posite sg represents i u IdM E Ext;,(M, M)for some cohomology class i E H”(G, k) with 
dim( V,(c) n V,(M)) < dim Va(M). In particular, sg : Q”(k) @ M + M is a complexity 
isomorphism. 
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Proof. Because s is a complexity isomorphism, there is a triangle in AC of the form 
U+M’-%M ---+K’U 
with cxc(U) < cxG(M) = cxG(M’). By Lemma 3.2 there exist an integer m 2 0 and 
a cohomology class rl E H”(G, k) such that Vc(U) E I/,(v]) and dim( VG(M) n VG(q)) < 
dim VG(M). Then Lemma 3.1 implies that for t sufficiently large there is a homomor- 
phism g : G”‘(k) @ M + M’ such that sg is a map representing q’. IdM E Ext$(M, M). 
Now consider the short exact sequence 
O-L,-Q”(k)&k-0. 
Tensoring with M gives a sequence 
O-L,@M- W”(k)@M q’ldnr ,k@M-0. 
Since dim( VG(L, @ M)) = dim( &(LJ n V,(M)) = dim(l/,($ n V;;(M)) < dim V,(M), 
we see that 4 @ IdM : am(k) @ M + k @ M is a complexity isomorphism and hence so 
is 4’ @ IdM : a”‘(k) @ M + k @ M. Set n = mt and [ = qt. Because sg and yi’ @ IdM 
both represent [. Id,, it follows that sg is a complexity isomorphism and hence so is g. 
This completes the proof. 0 
The importance of Proposition 3.3 is that it allows us to simplify our description of 
morphisms in 9,. Indeed, if S: M’ -+ M is a complexity isomorphism and f : M’ + N is 
any homomorphism, then we claim that the morphism (S; f, : M -+ N in SC is equiva- 
lent to one with M’ replaced by Q”(M) for some n 2 0. This assertion is a consequence 
of Proposition 3.3, which gives the following commutative diagram: 
Indeed, Proposition 3.3 even shows that g represents [. Id,EExtiG(M, M) for an 
appropre cohomology class c E H”(G, k). 
If ce Ext;,(M, N), then we write ~E~~~(Q”(M), N) for the stable map corres- 
ponding to < under the isomorphism Ext;o(M, N) E Homk&“(M), N). Note that 
there are no projective homomorphisms Q”(k) + k, so this notation does not conflict 
witJi that introduced previously in the case where M = N = k and [eH”(G, k) = 
Ext;,(k, k). 
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Now let M and N be objects of 5!,, and set 
SW = {[ u IdM 1 [E H*(G, k) is homogeneous 
and dim(V&) n V,(M)) < c}. 
TF S,+, is a multiplicative subset of the center of E/;;&(M, M), and the localization 
Ext,*,(M, N)S,’ is a gradedxodule over the graded ring E%,&(M, M)S&We write 
homogeneous elements of Ext&(M, N)SG’ as fractions a/b, wherexeExt&(M, N) 
and fi E SM are homogeneous. Because of the noncommutativity of Ext&(M, M), it is 
important to bear in mind that a/P = LX. (l/b), but cz//3 # (l//I). a. In fact, the expres- 
s% (l/p). GL is not even defined since E%&(M, N)S,’ is not a left module for 
Ext,&(M, M)S,‘. 
Although it is clear that E%&(M, N)AG’ is a right E%k(M, M)S,‘-module, it is 
perhaps less obvious that it is a graded Ext,*,(N, N)Si’-Ext$(M, M)S;‘-bimodule. 
The following lemma will be used to describe the left module structure. 
Lemma 3.4. Let M and N be objects ofJC. lf a E E?sG(M, N) and q E SN are homogene- 
ous, then there are homogeneous elements cr’~Ext&(M, N) and VIES, such that 
cq = ya’. 
Proof. Let m = degcl and n = degq, and consider the triangle 
Q”(N)& NL U-Q-‘Q’(N). 
Since FESS, it follows that 4 is a complexity isomorphism so that dim V,(U) < c. 
Hence @: Q*(M) -+ U is a map with (1, f&) = 0 in _C?,, and Proposition 1.20 of [4] 
implies that there exist an object M’ and a complexity isomorphism S: M’ -+ Q”(M) 
such that f&S = 0. By Proposition 3.3 we may assume that M’ = C@(M) for some 
l~mandthatg=S2”rj’forsome~‘~S,. Because f&(CJ”‘q’) = 0, it follows that there 
is a map 7;: Q’(M) -+ W(N) such that oT(Q”‘yi’) = rjh. Let a’ be the element of 
E>k,“(M, N) with a”&’ = h. Then the equation &(CY’$‘) = q(Q”d’) implies that 
a~’ = qcr’. This completes the proof. 0 
Using Lem%3.4, we can define the structure of a gradedxt E%&(N, N)SN ‘- 
modukon ExtzG(M, N)S,&‘. Indeed, suppose that cl//I~Ext&(M, N)S,’ and 
i/r E Ext,&(N,JJS, ’ are homogeneous. Then by Lemma 3.4 there are homogeneous 
elements ~1’ EExt,&(M, N) and q’ E SM such that a~’ = vcc’. Define 
12 a straightforward exerci%to show that t& action is well-defined and that 
Ext&(M, N)S,’ is a graded Ext,*,(N, N)S,‘-Ext,*,(M, M)S;‘-bimodule. 
More genrlly, if M, Ngnd U are ob&ts of _I?&, then the usual composition 
product 0 : Ext,*,(U, N) @ Ext&(M, U) + Ext,*,(M, N) gives a well-defined product 
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0: E2,*,(U, N)S;’ @ E%&(M, U)S,’ + E%&(M, N)S;‘. This product is defined 
on hoxgeneous elements by %ctly the same procedure as that useebove: if 
CC/~ E Ext&(M, U)S;’ and i/q E Ext&(U, N)S, ’ are homogeneous, let CI’E Ext&(M, U) 
and y’ ES~ be homogeneous elements such that cry’ = ~a’, and set 
The following theorem shows that if m is any&teger, then Hom2JQm(M), N) can 
be identified with the elements of degree m in Ext&(M, N)S,‘. 
Theorem 3.5. Let M and N be objects of 2,. Then for any integer m there is a vector 
space~morphism between Hom,Jl”(M), N) and the subspace of elements of degree 
m in Ext&(M, N)Sw’, and this isomorphism commutes with compositions. 
Proof. Let E”(M, N) G E<,&(M, N)S,’ denote the subspace of elements of degree 
m, and suppose that a/fi~E~(M, N). Set n = degP so that degcl = m + n. Since 
BESM> it follows that /?: Q”(M) + M is a complexity isomorphism, and (amp? &) E 
HomSC(Qm(M), N). It is straightforward to check that the map @:E”(M, N) -+ 
Horn&!“(M), N) given by @(cc/p) = (amp, ) ^ & IS a well-defined homomorphism of 
vector spaces. Moreover, @ is an epimorphism by Proposition 3.3. 
Now suppose that (Qm[, 02) = @(a/P) = 0. Since (fim[, 1): Qm(M) + Q,+“(M) is 
invertible in 9, and (amp? &) = (1, 6) o(Qmfi, l), it follows that (1, a): Q,+“(M) --) N is 
zero. By Proposition 1.20 of [4] we see that there exist a module M’ and a complexity 
isomorphism S: M’ --f Om+“(M) such that &g = 0. Proposition 3.3 allows us to assume 
that M’ = Q’(M) for some i 2 m + n and that S = Qm”‘F for soT”,e. YES,. Since 
&o(Q m+“$j) = 0 in HomkG(Oi(M), N), it follows that ay = 0 in Ext;,(M, N), and 
CC/P = ay//?y = 0. Hence @ is an isomorphism. 
Finally, we must show that @ commutes with compositions. Let U& another 
object of SC. Suppose that IX/~ E E”(M, U) and i/y E E”(U, N), and let a’ E Ext,*,(M, U) 
and q’ E SM be homogeneous elements such that ctv]’ = +Y’. Let i = deg fi and 
j = degq, and set I= deg y’ + i + m + n. Since ay’ = ~a’, it follows that &(a i+mfi’) = 
q(Qj&‘), and the diagram 
Q’(M) 
Qmym+T6 y,‘“(\ 
Qm+“(M) Q”(U) N 
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show that 
This completes the proof. 0 
Let ii, . . . , (‘, be homogeneous elements of H*(G, k) such that k[[i, . . . , [,I is 
a polynomial subring of H*(G, k). If H*(G, k) is finitely generated as a module over 
kC[i, . . . , Ll, then [I, . . . , [, is said to be a homogeneous set of parameters for 
H*(G, k). An equivalent condition is that the homogeneous hypersurfaces Vc([i) of 
V,(k) intersect in (0) and that the number of hypersurfaces is exactly dim V,(k). By the 
Noether Normalization Lemma a homogeneous set of parameters always exists. 
Proposition 3.6. There is an integer n > 0 such that Q”(M) r M in L& for every 
object M. 
Proof. Let ii, . . . , (I, be a homogeneous set of parameters for H*(G, k). Set n = 
lcm{degci 1 1 I i < r} and vi = [F’d’gii so that ql, . . . , yl, all have degree n. Let W be 
the vector subspace of H”(G, k) spanned by yli, . . . , q,. 
If M is a module of complexity c, let I’,, . . . , V, denote all of the distinct components 
of &(M) of dimension c, and let Zj c H*(G, k) denote the ideal of the variety Vj for 
1 I j I t. If there is a j such that W n Zj = W, then vi E Ij for all i and hence 
I+ g VG(qi). But then I$ s ni VG(qi) = {0}, which is impossible. Thus Wn Ij is 
a proper subspace of W for all j. Since the field k is infinite, it follows that 
W # IJ (wnrj). 
j=l 
Choose y E W - uj( Wn Zj). Since q#lj for 1 < j I t, it follows that q $Z V&q) 
and hence dim(V,(v) n V,(M)) < dim V,(M). If f:Q”(M) + M represents 
q. IdM EExtiG(M, M), then f is a complexity isomorphism. Thus P(M) E M in 2$, as 
desired. 0 
To provide an interpretation of Proposition 3.6, let B be a block of kG, and suppose 
that r(B) is the p-rank of a defect group of B. If 1 I c I r(B), then we can define the 
quotient category 2&(B) to be the full subcategory of & consisting of modules lying in 
the block B. Let e, be the smallest positive integer such that sZzec(M) z M for every 
object M of 2$(B). This defines a sequence of integers (ei, . . . , e&. 
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Now suppose that B’ is a block of another group algebra over k and that B and B’ 
are stably equivalent “(by a functor preserving triangulations)“. Since cx,(M) is the 
growth rate of Ext,*,(M, M), it is easy to see that the equivalence preserves complexi- 
ties, so it induces equivalences between 22,(B) and 2&(F) for all c. Hence the sequence 
of integers (ei, . . . , erCBJ is an invariant of stable equivalence. 
Note that if B is a block with a cyclic defect group, then r(B) = 1 so that the above 
procedure defines a single integer e = er. It is well known that in this case the integer 
e is the number of edges in the Brauer tree corresponding to B; equivalently, it is the 
number of simple kG-modules lying in the block. 
Lemma 3.7. Suppose that M and N are kG-modules of complexity at most c. If 
dim(Vc(M) n V,(N)) < c, then Hom,c(M, N) = 0. 
Proof. As wAhave seen, any morphism from M to N in Z?c can be expressed as u//I, 
where a l Extic(M, N) and YES, are homogeneous of the same degree. Let 
cx’ :Q”(M) + N be a kG-homomorphism representing ~1. We will show that a’ factors 
through an object of complexity less than c so that cc/p = 0. 
Consider the maps f: CP(M) -+ Q”(M) @ Horn&Z”(M), N) and g : L?“(M) @I 
Horn&Y’(M), N) + N given by f(x) = x @ ~1’ and g(x @ 2) = 2(x). Because a’ is a G- 
invariant element of Hom,(Q”(M), N), it follows that f and g are kG-homomorphisms 
with gf = a’. Thus a’ factors through the module Q”(M) 0 Homk(R”(M), N) g 
P’(M) @ C’(M)* @ N, and Proposition 1.1 implies that 
dim( Vo(Q”(M) @I Q”(M)* @ N)) = dim( V,(M) n V,(N)) < c. 
In the quotient category 2?,, therefore, it follows that a/b = 0, as desired. 0 
Proposition 3.8. Suppose that 1 I c -C r. Then there are injinitely many isomorphism 
classes of indecomposable objects in 9,. 
Proof. Let V be an r-dimensional component of V,(k). Then there is an elementary 
abelian subgroup E of order pr such that V = res &( VE(k)) is the image of V,(k) under 
the map V,(k) + V,(k) induced by restriction. 
Recall that V,(k) is isomorphic to affine r-space and that the restriction map is 
finite-to-one on varieties. Thus if U is a c-dimensional subspace of VE(k), then 
X(U) = res&‘(res&(U)) 
is the union of a finite number of c-dimensional subspaces. Because k is infinite, VE(k) 
is not the union of a finite number of c-dimensional subspaces. It follows that there is 
an infinite collection {Ui 1 ie N} of c-dimensional subspaces of VE(k) such that 
Ui c X( Uj) if and only if i = j. 
Set Wi = resz,E(Ui). Then (Wi) ie N} is an infinite collection of c-dimensional 
closed homogeneous subvarieties in V,(k); moreover, if i # j, then dim( Wi n Wj) < C. 
By Proposition 1.1(5) there is a kG-module Mi such that Vo(Mi) = Wi. Since Mi is 
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a nonzero object of _&, it has a nonzero indecomposable summand Ni by Corollary 2.3, 
and V,(Ni) = w. Lemma 3.7 implies that Hom,_(Ni, Nj) = 0 for i #j, SO it follows 
that {Ni 1 ie tW} is an infinite collection of pairwise nonisomorphic indecomposable 
objects in &. This completes the proof. 0 
As the examples in Section 5 will show, the conclusion of Proposition 3.8 can fail 
when c = r. 
4. The endomorphism ring of the trivial module 
The purpose of this section is to consider the structure of the endomorphism ring 
Endlr(k), where r is the p-rank of G. We begin by writing V,(k) = Wu VI u ... u V,, 
where VI, . . . , V, are all the distinct components of maximum dimension and Wis the 
union of all the other components. Choose homogeneous elements [i, . . . , [, E 
H*(G, k) such that 
(*) WU 
Lemma 4.1. There exist homogeneous elements iI, . , [, E H*(G, k) satisfying (*) such 
that degii = degcj and iiij = 0 for all i # j. 
Proof. Begin by choosing any homogeneous elements ii, . . . , [, so that ( * ) holds. If 
i #j, then Vc(iiij) = VG(ii)u Vc(ij) = V&l SO that riij is nilpotent. Let nij be an 
integer with ([iij)“ij = 0, and set N = max(nij ( i # j>. Then 0 = (ci[j)N = [“[r when- 
ever i # j, so the last condition in the statement of the lemma is satisfied if we replace ii 
by [” for all i. Now set n = lcm{deg[i( i = 1, . . . , t), and replace ii by [l’d’gri for all i. 
Then we also have deg ii = degij for all i and j, as desired. 0 
Lemma 4.2. Suppose that [ 1, . . . , [, are chosen as in Lemma 4.1. Set [ = iI + .‘. + it, 
and let n = degi. Then dim V,(c) < dim V,(k), and [: Q”(k) --, k is a complexity 
isomorphism. 
Proof. By (*) it follows that for each i there is a maximal ideal 4 E 6 such that cj E d 
if and only ifj # i. Hence c#&! and V,(l) n K # K for all i. Since VI, . . , V, are all of 
the components of V&k) of maximum dimension, dim Vc(!J < dim V,(k). Moreover, 
L, = Kerr has variety V,(L,) = V,(c), so f is a complexity isomorphism, as 
desired. 0 
Theorem 3.5 provid%n identification of End,,.(k) with the elements of degree zero 
in the localization of Ext,*,(k, k). As a consequence, the following result is immediate 
from Lemmas 4.1 and 4.2. 
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Lemma 4.3. The elements eI, . . . , e,EEnds,(k) defined by et = [i/c are orthogonal 
idempotents. 
It should be pointed out, however, that because Z?r is generally not an abelian 
category, the existence of nontrivial idempotents in End*,.(k) does not imply that 
k decomposes as a direct sum. It does, of course, give a direct sum decomposition 
End,,.(k) = e, End,r(k) 0 .. . 0 e, End,,.(k). 
Proposition 4.4. For all i the idempotent ei is primitive, and ei Endsr(k) is a local ring. 
Proof. Let f~eiEnd,~(k). Then f= ei.(u/B), where MEE~Z~(~, k) and PEH*(G, k) 
are homogeneous of the same degree and dim VG(/I) < dim V,(k). If V,(a) n vi = vi, 
then V,(iia) = VG([i) u Vc(a) = V,(k). Hence iiCl is nilpotent and SO is f = [icC/‘[/I. 
Now suppose that Vc(a) n 6 # vi. Let m and n be positive integers such that 
deg CC” = deg c”. Let J = {j 1 Vj n V,(E) = Vj}, and set 
a’ = CP + c q. 
jeJ 
Then f” = ei.(u/fi)m = iia’/ip” = ei.(x’/pm), and we will show that dim V&a’) < 
dim Vo(k) so that f is a unit. 
Fix an integer 1 with 1 < 1 I t. If V, n V,(M) # V,, then there is a maximal ideal 
A E V, with CC&A%‘. Since l#J, it follows by the properties of [j that V, c Vc(cj) for all 
j EJ. Hence CjsJ [YE&! and a’$A. On the other hand, if V, n V,(a) = V,, then ~EJ. 
Let A E V, - Vc(&). Then 01 E A%! and [[+!A, but cj E A? for all j E J with j # 1, so again 
it follows that u.‘$&. Thus in either case I$ A Vc(cc’) # I$. Because this condition 
holds for all 1, it follows that dim Vc(cc’) < dim V,(k), and f is a unit. 
We have now seen that any f~e~End~~(k) is either nilpotent or invertible. Hence 
eiEnd,r(k) is a local ring, and e, is primitive. 0 
The following theorem is an immediate consequence of Proposition 4.4. 
Theorem 4.5. Let t be the number of components of Vo(k) of maximum dimension. Then 
Endsr(k) is a direct sum oft local rings. 0 
5. Examples 
In this section we present examples that demonstrate some of the behavior that can 
occur in the quotient categories. These examples show that the quotients have 
properties that are generally quite different from those of the original stable category. 
Specifically, we let k be an algebraically closed field of characteristic p > 0, and we 
consider the quotient category 2& when G is a p-group of rank r. 
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Example 5.1 G is an elementary abelian 2-group of rank r. 
In this case H*(G, k) is isomorphic to the polynomial ring R = k[[,, . . . , [,I. If 
~EH*(G, k) is a nonzero homogeneous element, then V,(i) # &(k) because H*(G, k) 
is an integral domain. Since V,,(k) has only one component, it follows that 
dim V,(c) < Y, and Sk is the set of all nonzero homogeneous elements in H*(G, k). 
The map given by replacing [, by 1 defines an isomorphism between the subring 
of elements of degree zero in S,,Y ‘R and the pure transcendental extension 
k([,, . , [,- 1) of k of degree r - 1. Hence EndZr(k) g k([,, , [,_ 1). In particular, 
we see that the endomorphism ring of an indecomposable object can be infinite- 
dimensional over k. 
When r = 2, we can say slightly more. If [E H’(G, k) is nonzero, then f: Q(k) + k is 
a complexity isomorphism, and it follows that Q”(k) E k in 9Z for all rr~Z. Since all 
indecomposable modules of complexity two are of the form Q”(k) for some n, it follows 
that k is the unique indecomposable object in sZ. 
We remark in addition that & has similar properties when G = A4 and p = 2: the 
trivial module is the unique indecomposable object in s2, and End9,(k) is infinite- 
dimensional over k. 
Example 5.2. G is an elementary abelian p-group of rank r, and p is odd. 
There are elements ql, . . . , v], of degree one and ii, . . . , [, of degree two such that 
H*(G, k) E kCI,> . . . > Ll @@I,, . . . > qt.1 
is the tensor product of a polynomial algebra and an exterior algebra. The multiplica- 
tive set Sk consists of all homogeneous elements not contained in the ideal generated 
by rl 1, ..‘, v],, so the endomorphism ring of k is a local ring with a unique maximal 
ideal generated by elements of the form nirj/[,. The quotient by this maximal ideal is 
again a pure transcendental extension of degree r - 1. 
The reader may notice, however, that for an arbitrary group the quotient of 
a component of End$,.(k) by its maximal ideal will not necessarily be a pure transcen- 
dental extension of k. Instead, suppose that V is the corresponding component of the 
variety V,(k) and E is a maximal elementary abelian subgroup associated to V as in 
the Quillen Dimension Theorem [3,8.3.3]. Then the quotient will be an invariant 
subfield of a pure transcendental extension under the action of N,(E)/C,(E). 
Example 5.3. G is the dihedral group D2” of order 2”, n 2 3. 
We begin with a brief summary of the indecomposable modules for the infinite 
dihedral group D, = (x, y 1 x2 = yz = 1) over a field of characteristic two. The 
reader is referred to [S] for more detail. 
Consider a, b, a - I, and b-’ as the letters of a formal language, and let (a-‘)-’ = a 
and(b-1)-‘=b.IfIisaletter,writeI*foreither/orI-1.AwordC=II...1,isgiven 
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by a sequence of letters 11, . . . , 1, subject to the condition that li = a* implies 
li+l = b* and li = b* implies li+ 1 = a* for 1 I i < m. The number m = (Cl is called 
the length of C. Let W be the set of all words in a, b, a-‘, and b-’ together with two 
words of length zero, denoted 1, and lb, with (1,)-l = lb and (lb)-l = 1,. If 
C = 1 1 . 1, is a word, then its inverse is defined to be the word C- 1 = 1, ’ . . .I; I. Let 
p be the equivalence relation on W that identifies every word with its inverse, and let 
W-1 = W/p. 
If C is a word such that (Cl is positive and even, then the mth power C” is the word 
obtained by juxtaposing m copies of the word C. Let W’ be the subset of W consisting 
of all words C such that [Cl is positive and even, and C is not a power of a shorter 
word. Let p’ be the equivalence relation on W’ that identifies each word C = 1 1 . . 1, 
with its inverse and with its images under cyclic permutations 1 1 . . 1, _ 1 1, H 1,l 1 . . .I, _ 1. 
Set WZ = V/p’. 
The words in W1 and WZ now give rise to two types of indecomposable modules 
for D,. 
Modules of thejirst kind. Let C = l1 . . . 1, be a word of length m in W. Let M(C) be 
an (m + 1)-dimensional vector space with basis zo, . . . , z, on which a and b operate 
according to the following schema: 
kz ,,‘kzI I, . . . -I,kz,. 
For example, if C = ab- ‘aba- ‘, then the schema is 
kz 0.kzlhkz2’ kz&- kz,-% kz5. 
This diagram indicates that z. maps to 0 under both a - 1 and b - 1; zl maps to z. 
under a - 1 and to z2 under b - 1; z2 maps to 0 under both a - 1 and b - 1; z3 maps 
to ZZ under a - 1 and to 0 under b - 1; and so on. It is easy to check that 
M(C) E M(C- ‘). 
Modules of the second kind. Let V be a finite-dimensional vector space over k. An 
automorphism 4 of V is said to be indecomposable if its rational canonical form has 
only one block, and this block is associated with a power of an irreducible polynomial 
over k. Now let Y = {(V, 4) ( V is a finite-dimensional vector space over k and 4 is an 
indecomposable automorphism of V>. If (C, V, 4)~ W’ x T+‘- with C = ll . . . 1, let 
M(C, V, 4) be the direct sum of m copies of V, say V. @ ... @ V,_,. The group D, 
acts on M(C, V, 4) according to the schema 
11 = 4+ vo - Vl 4 I,= 1, . (lm-l=lv V,_, 
If C and C’ are words representing the same element of WZ, then M(C, V, 4) z 
M(C’, V, 4). 
The two kinds of modules described above provide a complete set of nonisomor- 
phic indecomposable kD,-modules. Set 4 = 2”-2. An indecomposable kD,-module is 
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also a module for the quotient group G = D2,, if and only if one of the following 
conditions holds: 
(1) the module is of the first kind and the corresponding word does not contain 
(a!~)¶, (b~)~, or their inverses; 
(2) the module is of the second kind and no power of the corresponding word 
contains (ab)4, (b~)~, or their inverses; or 
(3) the module is the projective indecomposable module M((ab)4(ba)-‘J, k, lk). 
Set A = (&)¶-‘a and B = (b~)~~ib. Then all modules of the first kind except M(A) 
and M(B) have complexity two. The modules M(A) and M(B) are periodic, and so are 
all the modules of the second kind except the projective module kG itself. Thus every 
nonzero object in 9Z is isomorphic to a direct sum of modules of the first kind. 
Lemma 5.5. Suppose that G = Dz” is the dihedral group of order 2” for n 2 3. Then 
k 0 k z M(u) 0 M(b) in gz. 
Proof. We will prove the lemma for the dihedral group D8 and leave the reader to 
make the slight changes necessary for D2” when n > 3. 
Because M(u-‘b-‘a-‘) is periodic, it is easy to check that there is an isomorphism 
M(u) g M(ubu-‘bP’u-‘) in _ZZ. Similarly, M(b) E M(bub-‘~-~b~‘) in %*. Let 
j-:M(a%‘b-la-’ )-+k@k and g:M(bubP’u-‘b-‘)+k@k be epimorphisms. 
Then there is a short exact sequence. 
o-u -M(ubu_‘b-‘a-‘)OM(bub_‘u_‘b~‘) 
=k@k-0, 
and U is a module of the second kind. In particular, U is periodic so that in 5!2 there 
are isomorphisms 
k@kgM(ubu-‘b-‘a-‘)@M(bub-‘a-‘b-‘)zM(u)@M(b). 
This completes the proof. 0 
Proposition 5.6. If n 2 3 and G = D,, is the dihedral group of order 2”, then ?I2 has 
exactly three isomorphism classes of indecomposable objects. These classes are repres- 
ented by the modules k, M(a), and M(b). 
Proof. For simplicity we again give a proof for G = D8, but the same proof works 
with minor modifications for any n 2 3. 
Suppose, then, that G = D8. We begin by showing that any non-periodic module of 
the first kind is isomorphic in _?ZZ to either k, M(a), or M(b). Let M be such a module, 
and let C be the corresponding word. If ICI I 1, then it is trivial that M = M(C) is 
isomorphic to either k, M(a), or M(b). 
Now let C be a word of length ICI > 1 such that M = M(C) is not periodic. The 
goal will be to show that M(C) is isomorphic in _5?Z to M(D), where either 1 D I < 1 Cl or 
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D is a word of the form a...b-‘a-‘, a... b-l, b...a-‘b-l, a-l . . . ba, am1 . . . b, or 
b-’ . . . ab. Indeed, suppose that such a result holds. If IDI < ICI, then it follows by 
induction that M(C) z M(D) is isomorphic in s2 to either k, M(a), or M(b). If 
D = a...bpla-‘, let D, and D2 be the subwords of D such that D = aD, = 
D2 b- ‘a- ‘. These words determine submodules M(D,) and M(D,) of M(D), and the 
cokernels are given by M(D)/M(D,) z k and M(D)/M(D,) E M(a). Thus there are 
homomorphisms f: M(D)+ M(a) and g:M(D)+ M(a) with kernels M(D,) and 
M(D,) respectively. It is easy to check that there is a short exact sequence 
0-Ker(f+ g)- M(D)% M(a)-0 
in which Ker(f + g) is a module of the second kind. In particular, Ker( f + g) is 
periodic, and it follows that M(D) E M(a) in _%?z. Similar arguments show that if 
D=a...b~‘,thenM(D)rkin~~;andifD=b...a~’b-’,thenM(D)~M(b)in~,. 
In the remaining cases the result follows by dual arguments. 
We now proceed to show that M(C) z M(D) in Z!22, where D satisfies one of the 
above conditions. Because every word is equivalent to its inverse in V1, the assump- 
tion that 1 Cl > 1 implies that C is equivalent to a word of the form a.. . a, a.. . b, 
a...a -l, a . . . b-‘, b...a,b...b,b...b~‘,a-‘...a,a-‘...b,orb-’...b.SinceM(C)is 
not periodic, it follows that C # bab and C # aba. First suppose that C = a.. . a. If in 
fact C = a . . . aba, then C must be of the form C = a.. . b -laba since C cannot contain 
the subword (ba)‘. Let D be the subword of C such that C = Db- laba. Because the 
module M(aba) is periodic, it is easy to see that M(C) 2 M(D) in s2. Moreover, 
I DJ < I Cl, and the desired result follows in this case. Thus we may assume that 
C #a... aba. Let D = Cbu-‘b-‘a-’ = a...abumlb-‘a-‘. Because M(a-‘b-‘a-‘) 
is periodic, it follows that M(C) g M(D) in _92, and D is a word of the desired type. 
Similar arguments apply if C has one of the remaining nine possible forms. 
It now follows that there are at most three indecomposable objects in 92. The 
variety V,(k) is a union of two planes intersecting in a line; the variety V,(M(a)) is one 
of these planes, and V,(M(b)) is the other. Because the varieties of M(u) and M(b) have 
a single component, it follows from Proposition 1.5 that M(a) and M(b) are indecom- 
posable in J?z. If k is not also indecomposable, then Proposition 1.5 implies that there 
is an object M’ such that k g M(a) @ M(b) @ M’ in 92. If q is the function defined in 
Section 2, then Lemma 5.5 gives the equation r(M(u)) + q(M(b)) + 2q(M’) = 0. Thus 
we get a contradiction, and it follows that k is also indecomposable in 9,. This 
completes the proof. 0 
Remarks. (1) Since k, M(a), and M(b) are nonisomorphic indecomposable objects of 
92, the isomorphism k @ k g M(a) @ M(b) shows that the Krull-Schmidt Theorem 
fails in this category. 
(2) The relation k @ k g M(a) @ M(b) is actually quite curious. Since End*,(k @ k) 
is the ring of 2 x 2 matrices over End,,(k) and End,,(k) is a direct sum of two local 
rings by Theorem 4.5, one can check that End,,(k @ k) is the direct sum of two copies 
of the ring of 2 x 2 matrices over a transcendental extension of k. On the other hand, 
Complexity and quotient categories for group algebras 161 
Hom,,(M(a), M(b)) = 0 and Hom,,(M(b), M(a)) = 0 since M(a) @ M(b) is periodic. 
Thus 
End,,(M(a) 0 M(b)) g End,,(M(a)) 0 End,,(M(@), 
and it follows that End,,(M(a)) E End,,(M(b)) must be the ring of 2 x 2 matrices 
over a transcendental extension of k. This fact can also be proven by an analysis of the 
results of [2]. Hence the cohomology rings of modules induced from maximal 
elementary abelian subgroups seem to play an important role in this subject. It is 
possible that the transfer maps from the maximal elementary abelian subgroups are 
also involved with the structure of the quotient categories. 
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