A novel hierarchical k-nearest neighbor classification method using the feature and observation space information is proposed. The present method performs a fine classification when a pair of the spatial coordinate of the observation data in the observation space and its corresponding feature vector in the feature space is provided.
pp. 96-104, 2002.
Introduction
In the pixel classification and the image segmentation of the remote sensing images [1] , e.g., the LANDSAT images [2] and the synthetic aperture radar (SAR) images [3] , it is difficult to obtain the precise feature vectors of the observation data, because the actually observed data contain various noises and/or measuring errors. The feature vectors, e.g., the RGB components or the spectra for those images, are widely distributed in the feature space due to noise. Besides, the distribution of the feature vectors of one class overlaps with the other. It becomes therefore difficult to classify the observation data into correct classes with only use of the feature vectors. In those cases, the spatial coordinates where the observation data is taken and the spatial continuity in the observation space are the important information for pixel classification.
A nearest neighbor classification [4] and a learning vector quantization (LVQ) [5] , which is a supervised version of a self-organizing map [6] , are well-known methods for data classification. Worth noting is that k-nearest neighbor classification (kNN) is the most popular method [7] , and its statistical characteristics have been well analyzed so far [8] , [9] . A pixel classification method based on the self-organizing map is also propsoed [2] .
However, these conventional methods can not perform a satisfactory classification for the noisy observation data with only use of the feature space information. In the conventional pixel classification methods for the remote sensing images, it has been reported that the classification results by those methods are improved for noises and measuring errors by employing a mode filter which uses the spatial continuity in the observation space [10] . Those conventional methods however can not classify small areas in the images.
This letter proposes a hierarchical kNN classification (HkNN) method which employs a majority vote in the feature space by considering the spatial continuity in the observation space. That is, the proposed method uses information in both the observation space and the feature space at the same time. Fig. 1 shows a general idea of the proposed HkNN method for 2-class classification. The proposed method uses feature and observation space information. In Fig. 1 , the observation space is the pixel coodinate of the observed image, and the feature space is the RGB coordinate of the pixel.
Proposed Classification Method
The proposed method uses the spatial continuity in the observation space. It is thus assumed that the pixels in the neighborhood area in the observed image tend to belong to the same class. m in the feature space. Here, k stands for the number of neighboring pixels in the observation space, and k stands for the number of training feature vectors in the feature space. Now, the following k nearest training feature vectors v n , which satisfy the condition:
are selected for u m . The total number of the selected training feature vectors for all the feature vectors {u m ; m = 1, · · · , k} is then k × k . The pixel p in the observation space is classified into class l by:
Eq. (3) is a majority function for the class labels. The spatial continuity is used in the selection process of class labels. The proposed method then realizes a fine classification even for the noisy image by utilizing the information in both the observation and the feature spaces and by using the spatial continuity in the observation space. The proposed method is easily extended to the multi-dimensional observation and feature spaces.
Simulation Results
As an application example of the proposed method, here we consider an artificially-generated color composite noisy image shown in Fig. 2 (a) (256 × 256 pixels). Fig. 2(a) is made so as to imitate the actual remote sensing image [1] . Each pixel of the image consists of RGB components shown in Fig. 2(b) . These RGB components in the remote sensing image are the observation data aquired by the sensors with different frequency bands. The resolution is 8 bit/pixel for each RGB component which is scaled in full contrast. In this example problem, the RGB components are to be ideal when observed from the pixel in the same area. However, in general, they are disturbed by noise and then distributed as shown in Fig. 2(b) . In this example, each pixel in Fig. 2(a) must be classified into 3 classes shown in Fig. 2(c) . In Fig. 2(c) , the pixels in the area with the same color belong to the same class. The feature vectors marked by , , and + in Fig. 2(b) are the ones observed from the pixels in the red, green, and blue areas in Fig. 2(c) , respectively.
The present HkNN method is applied to this test classification problem. The reason why the geometric pattern of Fig. 2(c) is employed is to evaluate the fineness of classification of the proposed method. The distribution of the feature vectors of each class, i.e., the distribution of RGB components in Fig. 2(b) is given in this example by normal distribution. That is, the averages of R, G and B components for , and + are (170, 85, 85), (85, 170, 85) and (85, 85, 170), respectively. Variances are 60 for all cases.
The classification performance of the proposed HkNN is compared with thoes of LVQ, the ordinary kNNs with k =1 and 81, and a mode filter. The mode filter employed here is with 81 pixels (9×9 window), which corresponds to the ordinary kNN (k =1) with mode filtering (k=81). The number of the training feature vectors of each class for HkNN and that for the conventional kNN is 50, i.e., the number of all training feature vectors is N =150 (3×50). The training feature vectors are provided from some areas of the observed image whose classes are known in advance. The sizes of the neighborhood areas in the observed image and in the feature space for HkNN are k=k =9. The number of the reference vectors on the competitive layer of LVQ is 169 (13 × 13), which is set to be nearly equal to 150.
Figs. 2(d)-(f) show the classification results by the ordinary kNN, the mode filter, and the proposed method. It is seen that many pixels are misclassified by the conventional methods as shown in Figs. 2(d) and (e) (the desirable classification result is Fig. 2(c) ), while the proposed method gives a good classification with fine precision as shown in Fig. 2(f) . In addition, the proposed method can classify accurately even the very narrow rectangle area in the observation space. Further, it can grasp well the edge of the area.
For the quantitative evaluation of the classification results, we define the classification rate E as follows: where N correct and N all represent the number of correctly classified data and the number of all data, respectively. In order to verify statistically the effectiveness of the proposed method, the averages and the standard deviations of E are calculated for 100 trials. Different feature vectors are generated and given to each pixel for each trial, although their statistical characteristics are the same for all trials. Table I shows the averages and the standard deviations of E for the conventional and the proposed methods. It can be said that the proposed HkNN method gives the most effective and stable classification result compared with the other conventional methods.
With these results, we conclude that the usage of the nearest neighbors information in both the observation and the feature spaces is effective for the pixel classification and image segmentation.
Conclusion
We have proposed a hierarchical k-nearest neighbor classification method. In this method, both the information in feature and observation spaces are used.
The validity and the effectiveness of the proposed method have been confirmed by applying it to the test classification problem with 3-class. Future work is the application of the present method to the pixel classification and image segmentation problems of the actual remote sensing images.
