In this paper, we propose a new method for the inference of S-system models of large-scale genetic networks from the observed time-series data of gene expression patterns. The proposed method employs a technique to decompose the genetic network inference problem into several subproblems. The S-system parameters are estimated by solving these decomposed subproblems. In addition, the proposed method estimates the initial levels of the gene expression. The estimation of the initial gene expression levels is necessary when the noisy time-series data are given. We verify the effectiveness of the proposed method through the genetic network inference problems.
Introduction
Advancements in technologies such as DNA microarrays now allow us to measure gene expression patterns on a genomic scale [1] . A great number of researchers have taken an interest in the inference of underlying genetic networks from the observed time-series data of gene expression patterns, and this has become one of the major topics in the bioinformatics field [2] . Numerous models have been proposed to describe networks, and numerous algorithms based on individual models have been proposed for the inference of genetic networks [2] [3] [4] [5] [6] [7] [19] .
The S-system model is considered an ideal choice for inferring genetic networks, as the model is rich enough in structure to capture various dynamics and some methods are available for analyzing it [8] [9] . The S-system model is a set of non-linear differential equations of the form 
where i X is the state variable and N is the number of components in the network. In a genetic network, i X is the expression level of the i-th gene and N is the number of genes in the network. Several network inference algorithms based on the S-system model have been proposed [8] [9] [10] . These algorithms estimate all of the S-system parameters ( i α , i β , j i g , and j i h , ) from observed time-series data of the gene expression patterns simultaneously. Since the number of S-system parameters is proportional to the square of the number of network components, the algorithms must estimate a large number of S-system parameters when we try to infer large-scale network systems containing many network components. This is why inference algorithms based on the S-system model have been applied only to small-scale networks of less than five genes. For the purpose of resolving the high-dimensionality of the genetic network inference problem in the S-system model, a problem decomposition strategy, that divides the original problem into several subproblems, has been proposed [11] [12] .
The problem decomposition approach enables us to infer S-system models of larger-scale genetic networks. However, existing inference algorithms are still incapable of inferring realistic genetic networks, as they were designed without considering the noise in the observed time-series data. In this paper, we extend the problem decomposition approach to a realistic noisy environment. The proposed method estimates the initial levels of the gene expression, as well as the S-system parameters, in order to enhance the probability of finding the correct interaction between genes. The initial gene expression level and the set of S-system parameters are estimated alternately in each decomposed subproblem. We verify the effectiveness of the proposed method by applying it to the genetic network inference problems containing 5 and 30 genes, respectively.
Genetic Network Inference Problem

Canonical problem definition
The canonical genetic network inference problem is defined as a function optimization problem to minimize the following sum of the squared relative error [8] [9] . problem decomposition strategy has been proposed as a means for resolving this high dimensionality problem [11] [12] .
The problem decomposition strategy divides the genetic network inference problem into several subproblems, each of which corresponds to each gene. The objective function of the subproblem corresponding to the i-th gene is 
where t i X , , cal is the numerically calculated gene expression level at time t of the i-th gene, just as described in the previous subsection. In contrast to the previous subsection, however, 
where
X is an estimated gene expression level obtained not by solving any differential equation, but by making a direct estimation from the observed time-series data. Two methods are used to estimate j X in this paper. When the data are assumed to be observed with no measurement error, j X is estimated using the spline interpolation [13] of the observed gene expression level. When the absence of measurement error cannot be confirmed, the value is estimated using local linear regression [14] , a data smoothing technique. The equation (4) is solvable when 2(N+1) S-system parameters (i.e., i
,
) are given. Thus, this decomposition strategy divides a 2N(N+1) dimensional network inference problem into N individual 2(N+1) dimensional subproblems. The solutions of the equation (4) 
) completely coincide with the solution of the set of equations (1) only when accurate curves are given as the observed gene expression patterns.
Use of a priori knowledge
The genetic network inference problem based on the S-system model may have multiple optima due to the high degree-of-freedom and pollution of the time-series data by the measurement error. In this study, we try to improve our chances of finding a correct solution by introducing a priori knowledge about the genetic network into the objective function.
The connectivity of the genetic network has been demonstrated to be sparse [15] . When there is no interaction between two genes, the S-system parameter values corresponding to the interaction ( j i g , and j i h , ) are zero. Kikuchi and his colleagues incorporated this knowledge into the objective function using a penalty term called the pruning term [9] . This turns out to be an imperfect solution, however, as the pruning term pushes all the kinetic orders down to zero, a condition that may make prevent the model from finding the existing interactions. To avoid this, we introduce another penalty term into the objective function (3), as follows [12] .
( ) 
. N is the number of genes in the network and I is a maximum indegree. The maximum indegree determines the maximum number of genes that affect the i-th gene directly. c is a penalty coefficient. The first term on the right-hand side of the equation (6) is the same as that of the equation (3). The second term on the r.h.s. of the equation (6) is a penalty term that forces most of the kinetic orders ( j i g , and j i h , ) down to zero, thereby causing most of the genes to disconnect when this penalty term is applied. This term will not penalize, however, when the number of genes that directly affect the i-th gene is lower than the maximum indegree I. Thus, the optimum solutions to the objective functions (3) and (6) are the same when the number of genes that affect the focused (i-th) gene is lower than the maximum indegree. In this paper, we use the equation (6) as the objective function that should be minimized.
Estimation of Initial Gene Expression Level
When we try to solve the decomposed subproblem, the differential equation (4) must be solved. In order to solve the differential equation (4), we need to input the initial expression level of the gene (the initial state value for the differential equation), in addition to the S-system parameters. The initial gene expression level is obtainable from the observed time-series data if they contain no measurement error. However, since the data are generally polluted by the measurement noise when the gene expression patterns are actually measured, the initial gene expression level should be estimated together with the S-system parameters.
As mentioned just above, the initial gene expression level needs to be estimated when the inference algorithm is applied to a realistic genetic network inference problem. However, the simultaneous estimation of the initial gene expression level and the S-system parameters makes the function optimization problem higher dimensional, and this is inconvenient for function optimizers. Therefore, we estimate the initial gene expression level and the set of the S-system parameters alternately, i.e., when the initial expression level of the i-th gene is estimated, the S-system parameters are fixed to the values of some candidate solution for the i-th subproblem. In this study, the fixed S-system parameter values are obtained from the best candidate solution that has ever been found. Since the initial expression level of the i-th gene is a unique variable and the rest of the model parameters are fixed, the estimation of the initial expression level of the i-th gene is formulated as a single dimensional function minimization problem. The objective function of this estimation problem is 
where ) is a discount parameter.
As the fixed S-system parameters obtained from the best candidate are not always optimal, the calculated gene expression curve may differ greatly from the actual curve. When the calculated curve is incorrect, the algorithm should not be able to fit the curve, especially the latter half of the curve, into the observed data. Therefore, in this study, we introduce the discount parameter γ .
When the noisy time-series data are given as the observed gene expression patterns, we should estimate both the set of the S-system parameters and the initial gene expression level. To estimate them, we minimize the objective functions (6) and (7) alternately in this study.
Method for the Inference of Genetic Networks
In this section, we propose a new method for the inference of S-system models of genetic networks.
Parameter estimators
In the proposed method, different parameter estimators, described below, are used to optimize the objective functions (6) and (7), respectively. The proposed method applies these parameter estimators in order to infer genetic networks.
Parameter estimator for the S-system parameters
In order to estimate the S-system parameters, we must optimize the objective function (6) mentioned in the section 2. Any type of function optimizer can be applied to this problem. In this study, we use GLSDC (a Genetic Local Search with distance independent Diversity Control) [16] , a method based on the real-coded genetic algorithm. GLSDC has two features important for the inference of large-scale genetic networks: it works well on multimodal function optimization problems with high-dimensionality and can be suitably applied to parallel computation. GLSDC uses the modified Powell's method [13] as a local search operator. Two genetic operators, ENDX (an Extended Normal Distribution Crossover) [16] [17] and MGG (Minimal Generation Gap model) [18] are also used in GLSDC. The following is an algorithm of GLSDC.
[ Readers can find more detailed information on GLSDC in [16] .
As mentioned in the section 3, the initial expression level of the i-th gene is required when GLSDC solves the i-th subproblem. The initial level is fixed to the value obtained by minimizing the objective function (7), while GLSDC is solving this problem.
Parameter estimator for the initial gene expression level
The initial gene expression level is estimated by minimizing the objective function (7) mentioned in the section 3. When this problem is solved, the rest of the model parameters are fixed to the best candidate solution that has ever been found by GLSDC. As this problem is one dimensional, we attempt to solve it with the use of the golden section search [13] . When multiple sets of time-series data are given as the observed data, the one-dimensional search is applied to all of the sets.
Algorithm
The simultaneous estimation of the set of the S-system parameters and the initial gene expression level makes the function optimization problem higher dimensional, and this is inconvenient for function optimizers. Therefore, we estimate them alternately. On the basis of this idea, we propose a new method for the inference of genetic networks. In the proposed method, the two parameter estimators described above are applied alternately, i.e., the estimation of the initial gene expression level is performed at the end of the every cycle (generation) of GLSDC (see Figure  1 ).
When GLSDC estimates the S-system parameters, the initial gene expression level is fixed to the value obtained by minimizing the objective function (7), as mentioned above. However, the initial level is unavailable at the first generation, because it is estimated after the estimation of the S-system parameters. Therefore, only at the first generation, we use the value obtained directly from the observed time-series data as the initial gene expression level.
Numerical Experiments
We conducted a series of numerical experiments to demonstrate the effectiveness of our proposed method. Lacking any actual biological data, we used artificial genetic network models as a case study in this paper. 
Table 1. S-system parameters of the target model A
i i α 1 , i g 2 , i g 3 , i g 4 , i g 5 , i g i β 1 , i h 2 , i h 3 , i h 4 , i
Experiment 1: small-scale network inference with noise-free data
In this experiment, we confirm that the proposed method has an ability to infer a correct S-system model of the genetic network when a sufficient amount of noise-free data is given.
Experimental setup
As a target network, we used the S-system model of the small-scale genetic network consisting of 5 genes (N=5) [9] . We call this model the target model A, and list its parameters in Table 1 . By applying the problem decomposition strategy mentioned in the section 2.2, this genetic network inference problem was decomposed into 5 subproblems.
If an insufficient amount of time-series data is given as observed gene expression patterns, the high degree-of-freedom of S-system models ensures that many candidate solutions may be found. To enhance the probability of finding the correct solution, we used 15 sets of time-series data, each covering all 5 genes, as a sufficient amount of observed gene expression data. The sets of time-series data were obtained by solving the set of differential equations (1) on the target model A.
The initial values of these sets are generated randomly, and they are listed in Table 2 . In a practical application, these sets of time-series data could be obtained by actual biological experiments of different experimental conditions. 11 sampling points for the time-series data were assigned on each gene in each set, hence the observed time-series data on each gene consisted of 165 11 15 = × sampling points. Spline interpolation was used to obtain j X 's. Spline interpolated curves of these observed data were used as j X 's in the equation (5), as mentioned in the section 2.2.
We used the following recommended parameters in GLSDC applied here [16] : the population size p n is 3n, where n is the dimension of the search space; the number of children generated by the crossover per selection is 10; and the number of applying the converging operations 0 N is p n 2 . Five runs were carried out for each subproblem, and each run was continued until the number of fitness evaluations reached (4) is omissible when the kinetic orders are zero. In this paper, we used the threshold . Therefore, 60 + 75 = 135 parameters must be estimated in this problem.
Results
The S-system parameters and the initial gene expression levels estimated by the proposed method are listed in Tables 3 and 4 , respectively. As can be seen from the tables, our method was unable to estimate the parameter values with perfect precision. However, they were precise enough to biologically interpret the network.
Our method running on a single-CPU personal computer (Pentium III 1GHz) required about 58.8 minutes to optimize each subproblem. This is far less computing time, from a comparison with the method earlier (PEACE1; Predictor by Evolutionary Algorithms and Canonical Equations 1) [9] . PEACE1 running on a PC cluster (Pentium III 933MHz× 1040CPUs) reportedly took more than 10 hours to estimate the S-system parameters.
In this experiment, the effectiveness of the proposed method was confirmed by estimating both the S-system parameters and the initial gene expression levels. In practical, however, it is not necessary to estimate the initial gene expression levels when the observed data seem to contain no measurement error. When the initial gene expression levels do not need to be estimated, the estimated parameters are more precise since the problem contains fewer unknown parameters.
Experiment 2: large-scale network inference with noisy data
Next, we test the performance of our method in a noisy real-world setting by conducting the experiment with the sets of noisy time-series data.
Experimental setup
The larger-scale S-system model containing 30 genes (N=30) was used as a target model here. The network structure and the S-system parameters of the model are given in Figure 2 and Table 5 , respectively [3] . This model is referred to as the target model B in this paper. The problem decomposition strategy divided the original inference problem into 30 subproblems.
The observed gene expression data included 20 sets of time-series data, each covering all 30 genes. The sets of time-series data began from randomly generated initial values in [0.0,2.0], and were obtained by solving the set of differential equations (1) on the target model B. We added 10% Gaussian noise to the time-series data in order to simulate the measurement noise that often corrupts the observed data obtained from actual measurements of gene expression patterns. 11 sampling points for the time-series data were assigned on each gene in each set. Local linear regression [14] was used to obtain j X 's. 
Results
When inferring the whole model structure, the proposed method inferred an average of 60.0 ± 1.9 true-positive interactions and 240.0 ± 1.9 false-positive interactions. The number of the falsenegative interactions was 8.0 ± 1.9. Table 6 shows an example of the estimated S-system parameters. As shown in the table, many interactions were inferred. The number of the inferred interactions corresponded to the maximum indegree I mentioned in the section 2.3. In this experiment, many false-positive interactions with absolute parameter values too large to disregard were inferred. We suggest, however, that in cases with a few number of the false-negative interactions, the inference of false-positive interactions may not constitute a serious impediment, given that the inferred model is intended mainly for the use of biologists as a tool for generating hypotheses and facilitating experimental designs. The necessary interactions that were not correctly inferred should be added, and the wrong interactions should be removed in either of two ways, by using more sets of time-series data obtained from additional biological experiments, or by using further a priori knowledge about the genetic network. The computational time required for solving each decomposed subproblem averaged about 73.8 hours on a singe-CPU personal computer (Pentium III 1GHz), and the subproblems were solved simultaneously on parallel computers.
In order to show the effectiveness of the method for estimating the initial levels of the gene expression, we also performed an experiment without the estimation of them. We used the values obtained directly from the given time-series data as the initial expression levels, and then estimated only the S-system parameters. In the experiment without the estimation of the initial gene expression levels, the number of true-positive, false-positive and false-negative interactions averaged about 58.0 ± 0.7, 242.0 ± 0.7 and 10.0 ± 0.7, respectively. According to this result, the estimation of the initial gene expression levels slightly increased our chances of finding the correct interactions. When the differential equation (4) was solved, the gene expression curves j X were directly estimated in this study. This estimation of the gene expression curves is necessary for the problem decomposition strategy mentioned in the section 2.2. However, these estimated curves will cause erroneous results if they fail to resemble the true ones. To increase the probability of finding the correct interactions, therefore, all subproblems should be executed simultaneously, and the gene expression curves should be updated when better ones are obtained as solutions of the differential equations (4). Our group has been working to extend our method for these purposes.
Experiment 3: large-scale network inference with noise-free data
In the experiment of the previous subsection, the proposed method failed to infer the correct network structure because of noise in the given data. However, the proposed method has an ability to infer the target model B correctly when noise-free data are available. Table 7 shows the best results in the experiment where 15 sets of the noise-free time-series data, began from randomly generated initial values in [0.0, 2.0], were given. In this experiment, the estimation of the initial gene expression levels was omitted, since the noise-free data were given. Spline interpolation was used to obtain j X 's, and the rest of the experimental conditions were the same as those in the subsection 5.2. As shown in the table, our method was failed to estimate precise parameter values. The numbers of the true-positive, false-positive and false-negative interactions were 68.0, 225.0 and 0.0, respectively. While all of the interactions existing in the target model B were inferred correctly, many false-positive interactions were inferred. However, most of the false-positive interactions were omissible, as the absolute parameter values of these interactions were much smaller than those of the correct interactions. When we omitted these interactions, we obtained the almost correct network structure.
Even when the noise-free data were given as the observed gene expression patterns and the estimation of the initial gene expression levels were omitted, the proposed method was unable to estimate the S-system parameter values with perfect precision. One of the factors compromising the precision of our method may have been the implicit noise. In order to calculate the fitness value of the i-th subproblem, the gene expression pattern of the i-th gene is acquired by solving the equation (4) . To solve this equation, we estimate the gene expression curves of the other genes j X directly from the observed time-series data, as mentioned in the section 2.2. These directly estimated curves may contain implicit noise, as it is difficult to estimate accurate curves from a finite number of sampling points even when the sampling points are entirely free of noise. Note that the implicit noise is unavoidable for the problem decomposition approach even when the observed data contain no measurement error.
Conclusion
In this paper, we extended the problem decomposition approach to a realistic noisy environment. The proposed method employs a technique to decompose the genetic network inference problem into several subproblems, and then solves each subproblem using GLSDC. In addition, our method estimates the initial levels of the gene expression in order to enhance the probability of finding the correct interaction between genes. Our experiments demonstrated that this method slightly increased our chances of inferring the correct interactions when the realistic noisy time-series data were given.
Even if the problem decomposition strategy is applied, our method is still incapable of inferring real genetic networks containing many hundreds or thousands of genes. When attempting to infer these larger-scale genetic networks, we should combine the use of our method based on the S-system model with other methods based on other models, as proposed in the paper by Maki and colleagues [3] .
