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CONFORMAL RESTRICTION: THE TRICHORDAL CASE
WEI QIAN
Abstract. The study of conformal restriction properties in two-dimensions has been initiated by
Lawler, Schramm and Werner in [13] who focused on the natural and important chordal case: They
characterized and constructed all random subsets of a given simply connected domain that join two
marked boundary points and that satisfy the additional restriction property. The radial case (sets
joining an inside point to a boundary point) has then been investigated by Wu in [21]. In the present
paper, we study the third natural instance of such restriction properties, namely the “trichordal
case”, where one looks at random sets that join three marked boundary points. This case involves
somewhat more technicalities than the other two, as the construction of this family of random
sets relies on special variants of SLE8/3 processes with a drift term in the driving function that
involves hypergeometric functions. It turns out that such a random set can not be a simple curve
simultaneously in the neighborhood of all three marked points, and that the exponent α = 20/27
shows up in the description of the law of the skinniest possible symmetric random set with this
trichordal restriction property.
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1. Introduction
1.1. Background. In the present paper we further study random two-dimensional sets that satisfy
the conformal invariance property combined with the restriction property, following the work of
Lawler, Schramm and Werner in [13] and the paper of Wu in [21].
Measures that satisfy conformal restriction property were introduced and first studied by Lawler,
Schramm and Werner in [13]: For a simply connected domain D 6= C with two marked boundary
points a and b (we will say “boundary points” instead of prime ends in the present introduction),
they studied a class of random simply connected and relatively closed sets K ⊂ D such that K
intersects ∂D only at a and b. Such a set (or rather, its distribution) is said to satisfy chordal
conformal restriction property if the following two conditions hold:
(i) (conformal invariance) the law of K is invariant under any conformal map from D onto
itself that leave the boundary points a and b invariant.
(ii) (restriction) for any simply connected subset D′ of D such that dist(D \D′, {a, b}) > 0, the
conditional distribution of K given K ⊂ D′ is equal to the image of the law of K under φ,
where φ is any conformal map from D onto D′ that leaves the points a, b invariant (property
(i) actually ensures that if this holds for one such map φ, then it holds also for any other
such map). See Figure 1.1.
K
A φA(K)
φA
a
b
a
b
Figure 1.1. Chordal restriction: D′ = D\A and φA is a conformal map from D\A
onto D that leaves a, b invariant. The conditional law of φA(K) given {K ∩A = ∅}
is equal to the (unconditional) law of K.
It is straightforward to check that if a random set K satisfies this chordal conformal restriction
property in one simply connected domain D with boundary points a and b, then if we map D
conformally to another simply connected domain Φ(D) via some fixed deterministic map Φ, then
Φ(K) satisfies chordal conformal restriction in Φ(D) with boundary points Φ(a) and Φ(b) (and
property (i) ensures that the image law depends only on the triplet (Φ(D),Φ(a),Φ(b)), and not on
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the particular instance of Φ). Hence, it is sufficient to study this property in one particular given
domain D, such as the unit disc or the upper half-plane.
Recall that conformal invariance is believed to hold in the scaling limit for a large class of two-
dimensional models from statistical physics. A chordal restriction property can be interpreted as
follows: On a lattice, one can associate to each set K an energy, and the restriction property means
that this energy of K is “intrinsic” in the sense that it does not depend on the domain in which
it lives but only on K (and the extremal points a and b) itself. For example, for a simple random
walk on a square lattice in a discretized domain D, which is conditioned to go from one boundary
point a to another boundary point b, the probability of a given path γ will be proportional to
4−|γ| where |γ| is the number of steps of γ. This weight 4−|γ| is then intrinsic because it only
depends on the path γ itself but not on the domain D. As a consequence, if we condition such a
random walk excursion from a to b in D to stay in a subdomain D′ of D which still has a and b
on its boundary, then one gets exactly a random walk excursion from a to b in this smaller domain
D′. In the continuous limit, the Brownian excursion from a to b in D (or rather its “filling” in
order to get a simply connected set) does indeed satisfy chordal conformal restriction. chordal
restriction measures therefore describe the natural conformally invariant and intrinsic ways to join
two boundary points in a simply connected domain.
Lawler, Schramm and Werner proved in [13] that such measures are fully characterized by one
real parameter α (here and in the sequel, this means that there is an injection from the set of
conformal restriction measures into R) that can be described as follows. For each chordal conformal
restriction measure, there exists a positive α such that for all A ⊂ D such that D \ A is again a
simply connected domain and dist(A, {a, b}) > 0, one has
P(K ∩A = ∅) = (φ′A(a)φ′A(b))α(1.1)
(It is straightforward to see that the product φ′A(a)φ′A(b) does not depend on the choice of φA among
the one-dimensional family of conformal maps from D \ A onto D that leave a and b invariant).
Conversely, it is easy to see that for each given α, there exists at most one law of K satisfying this
relation for all A.
The more challenging part is then to investigate for which values of α such a random set K does
indeed exist. Lawler, Schramm and Werner showed in the same paper [13] that such a probability
measure exists if and only if α ≥ 5/8, and they provided a detailed description of these measures:
When the smallest value α = 5/8, it is exactly the law of chordal SLE8/3 from a to b in D, so that
K is almost surely a simple curve from a to b in D. When α > 5/8, they showed that K is almost
surely not a simple curve anymore (the case α = 1 is the aforementioned law of the filling of a
Brownian excursion in D from a to b). In fact, they also described the law of the right boundary
of K for all α ≥ 5/8 in terms of a variant of SLE8/3 (the SLE8/3(ρ) processes), which showed in
particular that the boundary of all these random sets K look locally like an SLE8/3 or equivalently
like the boundary of a two-dimensional Brownian motion. Intuitively, the larger α is, the “fatter”
the random set K is. For instance, one can prove that K will contain cut-points if and only if
α < 35/24, see [19] (where the law of the left boundary given the right one is also described).
These chordal restriction measures can in fact be viewed as special limiting cases of a larger
class of restriction measures defined similarly, but with three marked boundary points instead of
two; this class will be the topic of the present paper: For a simply connected domain D 6= C with
three (different) marked boundary points a, b and c, we consider probability measures supported
on simply connected and relatively closed K ⊂ D such that K ∩ ∂D = {a, b, c}. Such a measure
is said to satisfy the trichordal conformal restriction property if for D′ ⊂ D such that D′ is simply
connected and dist(D \ D′, {a, b, c}) > 0, the law of K conditioned to stay in D′ is identical to
the law of φ(K) where φ is the unique conformal map from D onto D′ that leaves the points
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a, b, c invariant, see Figure 1.2. One expects intuitively this family of measures to be larger (ie.
parametrized by more than one real parameter) because condition (i) of the chordal case is no
longer required, so that the measures are invariant under a smaller semi-group of transformations.
φA
a a
b c
K φA(K)
b c
A
Figure 1.2. Trichordal restriction: φA is the conformal map from D \ A onto D
that leaves a, b and c invariant. The law of φA(K) given {K ∩ A = ∅} is equal to
the (unconditioned) law of K.
Before going into the details of this trichordal case, let us say a few words about the radial case
studied by Wu in [21]. Given that the group of conformal automorphism of a domain is three-
dimensional, this is the other natural variant to consider: For two simply connected domains, if we
fix one interior point and one boundary point for each domain, then there is a unique conformal
map from one domain onto the other that sends both of the prefixed interior point and boundary
point of one domain to the corresponding points of the other.
For a simply connected domain D 6= C with an interior point a and a boundary point b, one
looks at probability measures supported on simply connected and relatively closed sets K ⊂ D
such that a ∈ K and K ∩ ∂D = {b}. Such a measure is said to satisfy radial conformal restriction
property if for D′ ⊂ D such that D′ is simply connected and dist(D \D′, {a, b}) > 0, K conditioned
to stay in D′ has the same law as φ(K) where φ is the unique conformal map from D onto D′ that
leaves the points a, b invariant.
Wu showed that this family was characterized by two real parameter: For such measures, there
exists α and β such that for all A ⊂ D such that D \ A is again a simply connected domain that
contains a in its interior and b on its boundary, one has
P(K ∩A = ∅) = |φ′A(a)|αφ′A(b)β.
She also showed that the range of admissible values of α and β is given by β ≥ 5/8 and α ≤ ξ(β)
where ξ(β) := ((
√
24β + 1− 1)2 − 4)/48 is the so-called disconnection exponent of α.
Among the natural conformal restriction measures, the trichordal case was in some sense, the
only one that was left to be studied. If ones adds more marked points, then there will typically be no
conformal map φA that fix simultaneously all these points. Even if it is possible to define a similar
notion of n-point conformal restriction, we will not be able to speak of ’one measure’ that satisfies
conformal restriction, but one has to consider instead a family of measures indexed by conformally
equivalent configurations of the n marked points. For n ≥ 4, the family of all families of n-point
chordal restriction measures will be much bigger than that of chordal, trichordal or radial cases,
and it will in fact be infinite dimensional. Intuitively speaking, one can associate to a four-point
restriction sample K, an intrinsic conformally invariant quantity, such as the modulus M(K) of
the quadrilateral a, b, c, d in K (where a, b, c and d are the four marked boundary points). One
can then weight the law of K by any function f(M) with mean 1, one thus still gets a four-point
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restriction measure. Indeed, Dubédat computed in [5] formulae about n-point chordal restriction
measures which involve such functions f . This will be further explained in the preliminary section
§ 2.6.
1.2. Discussion of our results on trichordal restriction measures. As in the chordal and
radial cases, the goal in the trichordal case is to characterize all random sets satisfying the trichordal
conformal restriction property. Recall that one heuristic motivation is that one would like to
describe all possible ways to connect three boundary points of a domain via random sets with
“intrinsic energy”, and one major question is to see what the “thinest” sets K look like.
Let us first make the following observation: If we consider K1,K2,K3 three independent chordal
restriction measures in D that intersect ∂D respectively at pairs of points {a, b}, {b, c}, {c, a}, then
the filling K of K1 ∪ K2 ∪ K3 obviously satisfies trichordal restriction. Moreover, if K1,K2,K3
respectively have exponents α1, α2, α3 then
P (K ∩A = ∅) =
∏
i=1,2,3
P(Ki ∩A = ∅) = φ′A(a)α1+α3φ′A(b)α1+α2φ′A(c)α2+α3 .
This suggests that the family of trichordal restriction measures might depend on three parameters.
This indeed turns out to be the case. The following characterization is of the same type as the
characterization of the chordal and radial cases:
Proposition 1.1. [Characterization] For each trichordal restriction measure, one can find three real
numbers α, β, γ so that for all A ⊂ D such that D \A is simply connected and dist(A, {a, b, c}) > 0,
one has
P(K ∩A = ∅) = φ′A(a)αφ′A(b)βφ′A(c)γ .(1.2)
Conversely, for each α, β, γ, there exists at most one probability measure so that this holds. We
then denote the law of K by P(α, β, γ).
Let us insist on the fact that this result does not tell us for which values of α, β and γ such a
P(α, β, γ) exists. The main contribution of the present paper will be to give the exact range of
α, β, γ for which P(α, β, γ) exist and to construct the corresponding restriction sets. The exponents
α, β, γ of the trichordal case play symmetric roles and are interrelated, as opposed to the radial
case.
Let us first make a few comments:
• First note that the points a, b, c cut ∂D into three arcs, namely (ab), (bc) and (ca). If A∩∂D
is a subset of the arc (bc) (which is the case depicted in Figure 1.2), then it is easy to see
that φ′A(a) > 1 and φ′A(b) < 1, φ′A(c) < 1. In order for the right-hand side of (1.2) to be
a probability, α can therefore not be much bigger than both β and γ. By symmetry, this
indicates that each of the three exponents needs to be bounded from above by a certain
function of the other two. On the other hand, it is easy to see that φ′A(a)φ′A(b)φ′A(c) is
always smaller than 1. Hence, one can still say that in the symmetric family P(α, α, α),
the smaller α is, the skinnier K is (because for each A, the probability to intersect A is an
increasing function of α).
• Another type of condition that one should expect is that α, β and γ should all be greater
or equal to 5/8. Intuitively, a random set K with law P(α, β, γ) should look like, in a
infinitesimal neighborhood of one marked point (say a), a chordal restriction measure of
the corresponding exponent (which is α in the case of a). More precisely, if we let the
point b tend to the point c, the limiting measure can be proved to be equal to the chordal
restriction measure of exponent α. Since chordal restriction measures of exponent α as
characterized by (1.1) exist only for α ≥ 5/8, the same condition should hold here.
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A natural question is what is smallest α for which the measure P(α, α, α) exists. For the chordal
case, the measure of exponent α = 5/8 corresponds to a simple curve, which is the thinest that one
can obtain. If the measure P(5/8, 5/8, 5/8) exists, then the corresponding random set would a.s.
be a simple curve near each of the boundary points a, b, c. Would the three legs of such an SLE8/3
spider then merge at one single point in the middle or would there be a fat “body” set near the
center? The previously described method of taking the filled union of chordal restriction measures
only constructs such measure with α ≥ 5/4, which is unlikely to be the thinest choice. The answer
to all these questions turns out to be somewhat surprising: A particular case of the following
theorem is that that the smallest α for which P(α, α, α) exists is actually α = 20/27. In this
special case, the corresponding random set K consists of three parts, that have only one common
point which is the unique triple disconnecting point: When one removes this point, one disconnects
K into three disjoint connected components, that respectively contain a, b and c. However, since
20/27 > 5/8, each of these three “legs” of this symmetric restriction spider are a bit “fatter” than
simple curves (even though they each of them will have quite a lot of cut-points).
Before stating this main result, let us first recall the formulas for the half-plane and whole-plane
Brownian intersection exponents that have been determined by Lawler, Schramm and Werner in
[10, 11, 12] :
ξ˜(α1, α2) =
(√
24α1 + 1 +
√
24α2 + 1− 1
)2 − 1
24 ,
ξ(α1, α2, α3) =
(√
24α1 + 1 +
√
24α2 + 1 +
√
24α3 + 1− 3
)2 − 4
48 .
We will use here only the formulas and not the interpretation in terms of non-intersection proba-
bilities for Brownian paths (but the latter are of course related to restriction properties).
Theorem 1.2. [Existence] The measure P(α, β, γ) exists if and only if α, β, γ satisfy all the fol-
lowing conditions:
(i) α, β, γ ≥ 5/8,
(ii) α ≤ ξ˜(β, γ), β ≤ ξ˜(α, γ), γ ≤ ξ˜(α, β),
(iii) ξ(α, β, γ) ≥ 2,
Furthermore, if K is a random set with law P(α, β, γ), then
- K has a triple disconnecting point if and only if ξ(α, β, γ) = 2. Moreover in this case,
each of the three legs away from this unique triple disconnecting point have almost surely
infinitely many cut-points (this can be viewed as a consequence of the fact that necessarily,
α, β, γ ≤ 1 < 35/24). See Figure 1.3a.
- The boundary point c is a cut-point of K if and only if γ = ξ˜(α, β). See Figure 1.3b.
Note that if we define αˆ, βˆ, γˆ to be the respective image of α, β and γ under the monotone
bijection from R+ onto itself defined by x 7→ −1 +
√
24x+ 1, then one can easily express the
conditions (i), (ii) and (iii) without reference to the Brownian intersection exponents: the condition
(i) becomes min(αˆ, βˆ, γˆ) ≥ 3, condition (iii) becomes αˆ+ βˆ+ γˆ ≥ 10 (while (i) implied only that this
sum cannot be smaller than 9), and condition (ii) becomes three inequalities of the type αˆ+ βˆ ≥ γˆ.
In other words, all these conditions can be summed up as
min(αˆ, βˆ, γˆ) ≥ 3, αˆ+ βˆ + γˆ ≥ max(10, 2αˆ, 2βˆ, 2γˆ).
We have already highlighted to special role of P(20/27, 20/27, 20/27). Another interesting case
worth mentioning is the measure P(5/8, 5/8, 1) (that also exhibits a triple disconnecting point).
Our construction will in fact implicitly describe this measure as being constructed by an SLE8/3
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ab c
(a) The case ξ(α, β, γ) = 2 with the triple
disconnecting point. This can be viewed as
a sketch of the symmetric restriction spider
when α = β = γ = 20/27.
a
b c
(b) The case γ = ξ˜(α, β). It can be in-
terpreted as two chordal restriction samples
conditioned not to intersect each other.
Figure 1.3. Two extreme cases of trichordal restriction measures.
from a to b, weighted according to its (renormalized) harmonic measure seen from c (this will make
it more likely for the path to wander closer to c), and to which one attaches a Brownian excursion
from c to a point (chosen according to this renormalized harmonic measure) on this SLE.
In general, when ξ(α, β, γ) = 2, it is natural to guess that conditionally on the triple disconnecting
point, K consists of three radial restriction samples (from the center point to the three points a, b
and c respectively) conditioned not to intersect each other except at this center point. However, in
practice, it would be a rather tedious and intricate venture to define this conditioning rigorously,
and we will not follow this route.
For the γ = ξ˜(α, β) case, one can make a similar remark, and this time, it can be made rigorous
more easily. It will indeed follow from our construction that conditioned on one branch of K, the
other branch is a chordal restriction sample in one of the connected components of the comple-
ment of the first branch. In this sense, one can view K as the union of two chordal restriction
samples conditioned not to intersect each other except at c. An interesting example is of course
P(5/8, 5/8, 2), which corresponds to two chordal SLE8/3 from a to c and from b to c, conditioned
not to intersect. This (and the three symmetric images when interchanging a, b and c) is the only
trichordal restriction measure that consists of a simple path in D.
The family of measure P(5/8, 5/8, γ) exists exactly in the range γ ∈ [1, 2], and the two cases
P(5/8, 5/8, 1) and P(5/8, 5/8, 2) that we have just briefly described are the two extremal ones. The
case P(5/8, 5/8, 5/4) corresponds to (the filling of) the union of two independent SLE8/3 curves
from a to c and from b to c. As explained above, when γ increases, as opposed to the symmetric
case, one can not really argue anymore that the sets K become larger (and indeed, the γ = 2 case
corresponds to a simple curve, while this is not the case for γ = 1). Instead, when γ grows, the
sets are in some sense “pushed towards c”.
1.3. Outline and further results. The proof of the characterization result will follow somewhat
similar ideas than in the chordal and than in the radial cases. The proof of the existence part will
be divided in two parts: First, we will construct trichordal restriction measures for all admissible
values of the parameters α, β and γ, and then we will see that if a measure P (α, β, γ) exists for
the non-admissible part, one gets a contradiction.
Our construction of trichordal restriction measures will rely on a special family of SLE processes
with driving functions involving hypergeometric functions, that we call hypergeometric SLEs and
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denote by hSLE. This family of hypergeometric SLEs depends on κ and three extra parameters
µ, ν, λ and contains the SLEκ(ρ) processes as special cases when µ, ν, λ take extremal values. It also
contains the intermediate SLEs that Zhan has defined in [22] to describe the reverse of SLEκ(ρ)
processes. In the present paper, we will make use of the hSLE curves with κ = 8/3 to construct
the boundaries of trichordal restriction samples.
The construction goes in fact through several steps. First of all, we define the notion of one-sided
restriction (in this trichordal case) – which is reminiscent and analogous to the one-sided chordal
restriction measures that were studied by Lawler, Schramm and Werner. We consider measures
supported on simply connected and relatively closed K ⊂ D such that K ∩ ∂D is the union of
the arcs (ab) and (bc). For all A ⊂ D such that D \ A is again a simply connected domain and
A∩∂D is a subset of the arc (ca). Such a measure is said to satisfy one-sided (trichordal) conformal
restriction property if K conditioned on {K ∩ A = ∅} has the same law as φA(K) where φ is the
unique conformal map from D \A onto D that preserves the points a, b, c. See Figure 5.3.
φA
A
a
b c
a
b c
φA(K)K
Figure 1.4. One-sided (trichordal) restriction: φA is the conformal map from D\A
onto D that preserves the points a, b, c. The law of φA(K) conditioned on {K ∩A =
∅} is equal to the (unconditioned) law of K.
One-sided restriction measures are also characterized by (1.2) with three parameters α, β, γ and
we denote the measure by P1(α, β, γ). The range of α, β, γ for which the measure P1(α, β, γ)
exists is larger than the range for which the three-sided restriction measure P(α, β, γ) exists. In
particular, since we only consider A that intersect ∂D at the arc (ac), there is nothing that prevents
α or γ to be much bigger than the other two exponents. Moreover, some negative values of β will
be allowed. We will show that the range is the following:
Theorem 1.3. A one-sided measure P1(α, β, γ) exists if and only if α, β, γ satisfy the following
conditions:
α ≥ 0, γ ≥ 0, β ≤ ξ˜(α, γ).
Moreover, if K has law P1(α, β, γ) where β = ξ˜(α, γ), then the point b is on the right boundary of
K.
These one-sided restriction measures P1(α, β, γ) will be constructed, in most of the cases, by a
hSLE8/3 curve. However for a certain range of parameters, this construction does not work, and
we will use Poisson point process of Brownian excursions instead.
Next we will study two-sided restriction measures. Their definition is similar to that of one-sided
restriction, except that two-sided restriction measures are supported on K such that K ∩∂D is the
union of {a} and the arc (bc), and the sets A ⊂ D are such that A∩ ∂D is a subset of the union of
the arcs (ca) and (ab), see Figure 1.5.
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Figure 1.5. Two-sided (trichordal) restriction: φA is the conformal map from D\A
onto D that preserves the points a, b, c. The law of φA(K) conditioned on {K ∩A =
∅} is equal to the (unconditioned) law of K.
Two sided restriction measures are also characterized by (1.2) with three parameters α, β, γ and
we denote the measure by P2(α, β, γ). The range of α, β, γ for which the measure P2(α, β, γ) exists
is given in the following theorem.
Theorem 1.4. The two-sided measure P2(α, β, γ) exists if and only if α, β, γ satisfy the following
conditions:
α ≥ 58 , β ≥ 0, γ ≥ 0, β ≤ ξ˜(α, γ), γ ≤ ξ˜(α, β), ξ˜(α, β, γ) ≥ 1.
Moreover, if K has the law P2(α, β, γ) where ξ˜(α, β, γ) = 1, then there exist a point on the arc (bc)
which is both on the left and the right boundary of K.
The two-sided restriction measures will be constructed, in most of the cases, as follows: Construct
first its boundary at one side (say the right side) which is a one-sided restriction measure, by a
hSLE, then conditionally on this side, sample an independent one-sided restriction measure in the
connected component which is to the other side (say the left side) of the first boundary. However
we will again use other methods to construct some limiting cases.
In order to prove that the hSLE define such trichordal restriction measures, we will use a
martingale-type argument, in the spirit of the proof of the chordal restriction measure construction.
However, the technical implementation of this strategy can appear somewhat daunting, but things
are not as bad as they look: One derives that a certain process is a local martingale by longish
but straightforward Itô formula calculations (having the a priori information that the computation
should work out nicely) and in order to be able to apply the optional stopping theorem, we have to
prove that the semi-martingale is anyway bounded (this is not obvious from the expression of the
process as product of terms that are not bounded, but we have again the a priori knowledge that
in the end, this quantity will be a conditional probability, so that it should be bounded), which one
can then show using some a priori knowledge on the hypergeometric functions that we use.
Having a full description of all possible one-sided and two-sided restriction measures, we will be
able to construct the family of three-sided restriction measures by first constructing the boundary
on one side (say the right side) as a one-sided measure and then conditionally on this side, sampling
a two-sided restriction measure in the connected component which is to the other side (say the left
side) of this first boundary.
The determination of the exact range of admissible parameters in one-sided and two-sided cases,
will be obtained by investigating some geometric properties of the corresponding random sets that
we construct in the limiting cases of the parameter-range. In the three-sided case, we will need to
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do a kind of reverse procedure of the previous construction (showing that a three-sided restriction
measure can be decomposed as described above). This will be explained in § 7.
2. Notations and preliminaries
First we would fix some notations and give a more complete definition of the trichordal restriction
property. After that, we will briefly recall some relevant background material on SLEs and Brownian
excursions. We will also review in more detail the chordal and the radial conformal restriction
properties.
2.1. Notations. Let (D, z1, z2, z3) be a configuration where D 6= C is a simply connected domain
and z1, z2, z3 denote three different prime ends of D. When the boundary of D is a Jordan curve,
then the set of prime ends is exactly in bijection with ∂D. In the sequel, by slight abuse of notation,
we will often just refer to the set of prime ends as ∂D. Let Ω(D, z1, z2, z3) be the collection of simply
connected and closed K ⊂ D such that K ∩ ∂D = {z1, z2, z3}. Let Qz1,z2,z3D be the collection of
A ⊂ D such that A = D ∩A, D \ A is simply connected and A ∩ {z1, z2, z3} = ∅. We endow
Ω(D, z1, z2, z3) with the σ−algebra generated by events {K ∈ Ω(D, z1, z2, z3),K ∩ A = ∅} for
A ∈ Qz1,z2,z3D . In the sequel, P(D,z1,z2,z3) will always implicitly denote a probability measure on
the space Ω(D, z1, z2, z3). A family of probability measures P(D,z1,z2,z3) is said to verify trichordal
conformal restriction property if it satisfies the following properties.
(i) (Conformal invariance) If ϕ : D → D′ is a bijective conformal map, then
ϕ ◦P(D,z1,z2,z3) = P(D′,ϕ(a),ϕ(b),ϕ(c)).
(ii) (Restriction) For all A ∈ Qz1,z2,z3D , let ϕA : D \ A → D be the unique bijective conformal
map such that ϕA(zi) = zi for i = 1, 2, 3. Let K be a sample with law P(D,z1,z2,z3), then
the law of ϕA(K) conditioned on K ∩A = ∅ is equal to the (unconditioned) law of K.
By conformal invariance, one can restrict the study of such measures for the (D, z1, z2, z3) =
(H, 0,−1,∞). In this upper-half plane setting, we let Q be the set of bounded closed A ⊂ H such
that H \A is simply connected. We will also frequently use the following subsets of Q :
• For I ⊂ R, let QI := {A ∈ Q;A ∩ R ⊂ I}. We will mainly consider Q(−1,0),Q(−∞,−1) and
Q(0,∞).
• Let Q∗ := {A ∈ Q, 0 6∈ A}. Let Q∗∗ := {A ∈ Q;−1, 0 6∈ A}.
For each A ∈ Q, there is a unique conformal map gA : H \A→ H with the normalization
gA(z) = z + Cap(A)/z + o(1/z) as z →∞,
where Cap(A) ≥ 0 is called the half-plane capacity of A.
In the (H, 0,−1,∞) setting, the formula (1.2) in Proposition 1.1 becomes
P[K ∩A = ∅] = g′A(−1)βg′A(0)γ(gA(0)− gA(−1))α−β−γ .(2.1)
Note that (2.1) can be alternatively written as
P[K ∩A = ∅] = ϕ′A(−1)βϕ′A(0)γϕ′A(∞)α,
where ϕA(·) := (gA(·) − gA(0))/(gA(0) − gA(−1)) is the conformal map from H \ A to H that
preserves the three points −1, 0,∞, and ϕ′A(∞) is the limit as z →∞ of z/ϕA(z).
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2.2. Loewner evolutions. Suppose that W = (Wt, t ≥ 0) is a real-valued continuous function.
For each z ∈ H, let gt(z) be the solution of the initial value problem
∂tgt(z) =
2
gt(z)−Wt , g0(z) = z.(2.2)
For each z ∈ H there is a time τ(z) ∈ [0,∞] such that the solution gt(z) exists for t ∈ [0, τ ]
and limt→τ gt(z) = Wτ if τ < ∞. The set Kt := {z ∈ H : τ(z) ≤ t}, t ≥ 0 is then the chordal
Loewner hull generated by the driving function (W ) at time t. It is easy to check that gt is the
unique conformal map from H \Kt onto H such that gt(z) = z + 2t/z + o(1/z) as z →∞ and that
Cap(Kt) = 2t.
The Schramm-Loewner evolution (denoted by SLE) was introduced by Schramm in [17] as can-
didate for scaling limits of discrete models: Chordal SLEκ in H from 0 to ∞ is the Loewner
evolution that one obtains when the driving function is Wt =
√
κBt and (Bt, t ≥ 0) is a standard
one-dimensional Brownian motion.
A useful variant of SLE are the SLEκ(ρ) processes (see [13, 3]) is the following: Let x1, · · · , xn ∈
R, ρ1, · · · , ρn ∈ (−2,∞). Let (Wt, O1t , · · · , Ont ) be the solution to the system of stochastic differen-
tial equations
dWt =
√
κdBt +
n∑
k=1
ρk
Wt −Okt
dt;
dOkt =
2dt
Okt −Wt
, k = 1, · · · , n;
W0 = 0; Ok0 = xk, k = 1, · · · , n.
The corresponding random Loewner chain generated by the driving function W is called a chordal
SLEκ(ρ1, · · · , ρn) having (x1, · · · , xn) as marked points. It is possible to choose one of the marked
points xk to be 0− or 0+.
2.3. Brownian excursions. In the upper-half plane, for any point x on the real line, let νH,x be
a probability measure which is the rescaled limit as ε→ 0 of a Brownian motion started at x+ iε
and killed at the exit of H. It is possible to decompose the measure according to the location of
the exit point y. Then,
νH,x =
∫
R
dy
(x− y)2 νH,x,y,
where νH,x,y is the probability measure of a Brownian bridge from x to y that stays in H. It is also
possible to integrate the starting point x according to the Lebesgue measure:
µH =
∫
dxνH,x =
∫ ∫
dx dy
(x− y)2 νH,x,y.(2.3)
Note that µH is a measure with infinite total mass. It is then well-known ([20]) that
(i) µH is conformal invariant under Möbius transformation from H to itself.
(ii) µH satisfies the following restriction property : for all A ∈ Q, gA ◦ µH1γ∈H\A = µH.
For θ > 0, consider a Poisson point process P of Brownian excursions with intensity
θ
∫
R−
∫
R−
dx dy
(x− y)2 νH,x,y.
For any set C ⊂ H, let F be the function that sends C to the filling of C, i.e. F(C) is the closure of
the complement in H of the unbounded connected component of H \C. Then, as explained in [20,
§ 4.3], it turns out that F (P) satisfies one-sided chordal conformal restriction with an exponent
cθ for certain given positive proportionality factor c.
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2.4. Conformal restriction: chordal case. Here we make a brief summary of the main results
on the chordal case studied by Lawler, Schramm and Werner [13]. Let Ω be the collection of simply
connected and relatively closed K ⊂ H such that K ∩ ∂H = {0,∞}. Recall that a probability
measure P on Ω (or the random set K under the law P) is said to verify the (two-sided) chordal
conformal restriction property if
(i) (conformal invariance) the law of K is invariant under any Mobius transform from H to
itself.
(ii) (restriction) for all A ∈ Q∗, φA(K) conditioned on K ∩A = ∅ has the same law as K.
For all A ∈ Q∗, let φA(·) := gA(·) − gA(0). Proposition 3.3 in [13] states that if K is a chordal
restriction measure, then there exist a constant α such that for all A ∈ Q∗,
P(K ∩A = ∅) = φ′A(0)α
and that this formula characterizes uniquely the restriction measure P.
In order to show that the range of admissible values of α is [5/8,∞), the argument in [13] goes
as follows:
• The measures are constructed explicitly for all α ≥ 5/8.
• SLE8/3 satisfies two-sided conformal restriction with exponent 5/8, and it is a simple curve.
• Sets that satisfy a one-sided conformal restriction properties are all constructed (this cor-
responds to all positive values of α). If the two-sided restriction measure exists, the right-
boundary of its samples does defines a one-sided conformal restriction measure. By sym-
metry, the probability that the point i lies to the right of the two-sided restriction measure
can not be larger than 1/2 (because it is also equal to the probability that it lies to the
left). The fact that SLE8/3 is a simple curve and that this probability is decreasing with α
then implies that when α < 5/8, this probability would be larger than 1/2, and therefore
that two-sided restriction measures can not exist.
Let us mention some ways to construct chordal restriction measures (other constructions, for in-
stance via SLE8/3(ρ) processes are also possible):
(1) First construct in H a SLEκ from 0 to∞ with κ = 6/(2α+1). Then consider independently
a Brownian loop-soup in H with intensity λ = (8− 3κ)(6− κ)/2κ. Finally, define the filling
K of the union of the SLE curve and the loops that it intersects.
(2) In Section 5.2 of [19], two-sided restriction samples are constructed by first constructing
their right boundary γ (that is a one-sided restriction sample), then putting another one-
sided restriction sample in the domain between R− and γ (and we will be using similar ideas
in the trichordal setting). It is possible to construct one-sided restriction samples of any
exponent α ∈ (0,∞) using SLE8/3(ρ) processes for ρ ∈ (−2,∞), or by Brownian excursions
as recalled in § 2.3.
Note that once restriction measures are described in H, one gets for free the description in any
simply connected domain D other than C by conformal invariance.
2.5. Conformal restriction: radial case. The radial case of conformal restriction was studied
by Wu [21]. Here we make a short review of the results and of some of the arguments. Let Ω be
the collection of simply connected and relatively closed subsets K of the closed unit disc U such
that K ∩ ∂U = {1} and 0 ∈ K. A probability measure P on Ω (or the random set K under the
law P) is said to verify radial conformal restriction property if for any closed subset A of the closed
unit disc such that dist(A, {0, 1}) > 0, and such that U \A is simply connected, the law of φA(K)
conditioned on {K ∩ A = ∅} is equal to the law of K where φA is the conformal map from U \ A
onto U that fixes both the boundary point 1 and the origin.
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As already mentioned in the introduction, the main theorem of [21] states on the one hand that
a radial restriction measure is fully characterized by a pair of real numbers (α, β) such that
P(K ∩A = ∅) = ∣∣φ′A(0)∣∣α φ′A(1)β,
and on the other hand that the range of admissible values of α and β is exactly
β ≥ 58 , α ≤
((√
24β + 1− 1
)2 − 4) /48.
The proof uses the following steps:
• First, the characterization part is established directly by rather soft arguments reminiscent
of the chordal case.
• The measures Pα,β for β ≥ 5/8 and α = ξ(β) are constructed explicitly using variants of
the radial SLE8/3 processes. It turns out that they all have the property that a sample of
this measure always has the origin on its boundary.
• When a measure Pα,β exists, it is always possible to construct Pα′,β for all α′ < α by
adding to the former a Poisson point process of Brownian loops that surround the origin.
In particular, a sample of the latter then do not have the origin on its boundary anymore.
This shows in particular that Pα,β can not exist for β ≥ 5/8 and α > ξ(β).
• Finally, by comparison with the chordal case, one can see that β can not be smaller than
5/8.
2.6. Dubédat’s remark on the n-point case. There is a natural extension of the conformal
restriction property to the n-point case. Let (D, z1, · · · , zn) be a configuration where D ⊂ C is a
simply connected domain and z1, · · · , zn ∈ ∂D. Let Ω(D, z1, · · · , zn) be the collection of simply
connected and relatively closed K ⊂ D such that K ∩ ∂D = {z1, · · · , zn}. Let P(D,z1,··· ,zn) be a
probability measure on Ω(D, z1, · · · , zn). A family of probability measures P(D,z1,··· ,zn) is said to
verify n-point chordal conformal restriction property if it satisfies the following properties.
(i) (Conformal invariance) If ϕ : D → D′ is a bijective conformal map, then
ϕ ◦P(D,z1,··· ,zn) = P(D′,ϕ(z1),··· ,ϕ(zn)).
(ii) (Restriction) For all A ⊂ D such thatD\A is simply connected and dist(A, {z1, · · · , zn}) > 0
is positive. Let K be a sample with law P(D,z1,··· ,zn). Then P(D,z1,··· ,zn) conditionally on
{K ∩A = ∅} is equal to P(D\A,z1,··· ,zn).
In [5] (see also [4]), Dubédat, based on formal algebraic arguments (in the spirit of the formal
Section 8.5 in [13]) argues that if (PH,z1,··· ,zn) is a family of n-point restriction measures, then,
under some regularity assumptions, there should exist
• real numbers νij , 1 ≤ i < j ≤ n
• a continuous function f : Rn → R which is invariant under H→ H Mobius transformations
such that for all A ⊂ H such that A ∩ {z1, · · · , zn} = ∅ and H \A is simply connected,
P(K ∩A = ∅) =
∏
i<j
ϕ′A(zi)ϕ′A(zj)
(
zj − zi
ϕA(zj)− ϕA(zi)
)2νij f (ϕA(z1), · · · , ϕA(zn))
f(z1, · · · , zn) .(2.4)
For n = 2 and 3, the function f can only be constant hence families of chordal and trichordal
restriction measures are characterized respectively by 1 and 3 parameters. For n ≥ 4, the function
f comes up and the families will be infinite-dimensional.
This formal argument is indeed convincing on heuristic level, but the actual formal regularity
issues are not addressed in [5]. In the next section of the present paper, we will provide a complete
self-contained characterization of the special case of trichordal restriction measures. Let us stress
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also that the formula (2.4) does not indicate for which values of νj the measure exists, which will
be one main focus of the present paper.
2.7. Remarks on Brownian exponents. As pointed out in [14], the structure of Brownian half-
plane intersection exponents ξ˜ is of the form
ξ˜(α1, . . . , αn) = U−1(U(α1) + . . .+ U(αn))
for some function U (this relation was then interpreted and exploited by Duplantier [6] in the light
of a quantum gravity approach to these exponents, see also [7] for further references). It was then
shown in [10, 12] that the explicit expression ξ˜ corresponds to the function
U(x) = (−1 +√24x+ 1)/4
(note that the relation between U and ξ˜ determines U up to a multiple constant; for future no-
tational convenience, we choose to divide the function x 7→ −1 + √24x+ 1 that appeared in the
introduction by this factor 4). In particular, one gets that ξ˜(α, β, γ) is smaller than 1 if and only
if U(α1) + . . .+ U(αn) is smaller than U(1) = 1.
It was further shown in [14], that the full-plane disconnection exponent ξ(α1, . . . , αn) was in fact
a function of the half-plane exponent ξ˜(α1, . . . , αn), and the explicit expression for this function
was determined in [11]. In particular, it turns out that the former exponent ξ(α1, . . . , αn) is smaller
than 2 if and only the latter exponent ξ˜ is smaller than 5 ie. if and only if U(α1) + . . .+ U(αn) <
U(5) = 5/2.
3. Characterization
In the present section, we will adapt ideas used in [13] and [21] in order to derive Proposition 1.1:
Let us first define a family of deterministic Loewner curves in H that is stable under the mapping
down procedure with respect to conformal maps that preserve the three marked points −1, 0,∞:
For all x ∈ R \ {−1, 0} and all z ∈ H, let gx,t(z) be the solution to the initial value problem
∂tgx,t(z) =
ax(t)
gx,t(z)− bx(t) , g0(z) = z(3.1)
where
ax(t) = exp
(
− 2t
x2 + x
)
, bx(t) = (2x+ 1) exp
(
− t
x2 + x
)
− x− 1.
The evolving hull generated by (3.1) is a continuous curve that we will denote by (ηx(t), t ≥ 0) and
gx,t is the conformal map from H \ ηx([0, t]) onto H such that gx,t(z) = z + ax(t)/z + o(1/z). Here
ax(t) > 0 is not constantly equal to 2 as in (2.2), which corresponds to a continuous and monotone
reparametrization in time of the standard Loewner evolution.
Let ϕx,t(·) := (gx,t(·)−gx,t(0))/(gx,t(0)−gx,t(−1)) be the unique conformal map from H\ηx([0, t])
onto H that sends −1, 0,∞ to themselves. The following lemma shows a nice semi-group property
of the curves ηx.
Lemma 3.1. For all s, t > 0,
ϕx,t+s = ϕx,t ◦ ϕx,s.(3.2)
Proof. It is not difficult to verify that
gx,t(0) = (x+ 1)
(
exp
(
− t
x2 + x
)
− 1
)
gx,t(−1) = x exp
(
− t
x2 + x
)
− x− 1
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are solutions of equation (3.1). Then we differentiate ϕx,t(z) using chain rules to get
∂tϕx,t(z) =
ϕx,t(z)
x2 + x +
1
x
+ 1
ϕx,t(z)− x.(3.3)
Let
f(x, z) := z
x2 + x +
1
x
+ 1
z − x
for all z ∈ H. Then we have ∂tϕx,t(z) = f (x, ϕx,t(z)). The fact that f does not depend on t readily
implies (3.2). 
Let us immediately compute g′x,t(−1) and g′x,t(0) that we will need later. Differentiating (3.1)
w.r.t. z at z = −1 leads to
∂tg
′
x,t(−1) = −
ax(t)g′x,t(−1)
(gx,t(−1)− bx(t))2 .
Solving the equation with initial condition g′0(−1) = 1 leads to
g′x,t(−1) = exp
(
− t(x+ 1)2
)
.(3.4)
In the same way, we have
g′x,t(0) = exp
(
− t
x2
)
.(3.5)
We will also need
gx,t(0)− gx,t(−1) = exp
(
− t
x2 + x
)
.(3.6)
Lemma 3.2. For all x ∈ R \ {−1, 0}, there exist λ(x) ∈ R such that,
P (K ∩ ηx([0, t]) = ∅) = exp(−λ(x)t).(3.7)
Proof. The semigroup property (3.2) of the curve ηx and the conformal restriction property of P
implies that
P (K ∩ ηx([0, t+ s]) = ∅) = P (K ∩ ηx([0, t]) = ∅)P (K ∩ ηx([0, s]) = ∅) .
The existence of λ(x) follows. 
We will endow QR\{−1,0} with the same topology T as in [13] (which is also closely related to
Carathéodory topology, see the comments in [13]): Given A ∈ QR\{−1,0} and a sequence {An} ⊂
QR\{−1,0}, we say that An converges to A if ϕAn converges to ϕA uniformly on compact subsets of
H \A and ⋃nAn is bounded away from −1, 0 and ∞.
Then we have the following lemma which is an analogue of [13, Lemma 3.5].
Lemma 3.3. On Q(0,∞) (resp. on Q(−1,0), on Q(−∞,−1)) with the topology T , the semigroup
generated by {ηx([0, t]), t ≥ 0, x ∈ (0,∞)} (resp. by {ηx([0, t]), t ≥ 0, x ∈ (−1, 0)}, by {ηx([0, t]), t ≥
0, x ∈ (−∞,−1)}) is dense, the application A 7→ P(K ∩ A = ∅) is continuous, and A 7→ ϕ′A(0) is
continuous.
We refer the readers to [13, Lemma 3.5] for a complete proof. The idea is that any simple
Loewner curve can be approximated by a curve which has a driving function that takes piecewise
the form of the driving function of ηx. Any hull A can be approximated by a fattened and smoothed
hull Aε whose boundary is a simple curve.
Lemma 3.4. The function λ is continuous.
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Proof. For a fixed t > 0, as x → y, the Hausdorff distance between ηx([0, t]) and ηy([0, t]) goes
to 0 , which implies the convergence of ηx([0, t]) to ηy([0, t]) under the topology T . According to
Lemma 3.3, we have
|exp(−λ(x)t)− exp(−λ(y)t)| = |P(K ∩ ηx([0, t]) = ∅)−P(K ∩ ηy([0, t]) = ∅)| −→
x→y 0.
Therefore |λ(x)− λ(y)| → 0 as x→ y. 
Lemma 3.5. The function λ is a.e. differentiable.
Proof. First note that if U ∈ Q∗∗, then for all A ∈ Q∗∗ such that A ⊂ U , we have
P(K ∩A) ≤ c(U) · Cap(A)(3.8)
where c(U) is a constant depending on U . This is a consequence of the two facts: for small t,
P(K∩ηx([0, t]) 6= ∅) = λ(x)t+o(t2) where t is the capacity of ηx([0, t]); and A can be approximated
by a curve which has a driving function piece-wisely taking the form of the driving function of ηx
for x ∈ ϕU (∂U).
Secondly, note that by conformal restriction property of K, we have
P(K ∩ ηx([0, 1]) = ∅,K ∩ ηy([0, 1]) 6= ∅) = P(K ∩ ϕx,1(ηy([0, 1])) 6= ∅)P(K ∩ ηx([0, 1]) = ∅).
The set Ax,y := ϕx,1(ηy([0, 1])) gets smaller as x → y in the following sense (for example see [8,
Proposition 3.82]):
sup{<(z1 − z2); z1, z2 ∈ Ax,y} is bounded ; sup{=(z); z ∈ Ax,y} ≤ c|x− y|1/2.
Hence Cap(Ax,y) ≤ c′|x− y|. Then by (3.8), we have P(K ∩Ax,y 6= ∅) ≤ c′′ ·Cap(Ax,y) = c0|x− y|.
Therefore P(K ∩ ηx([0, 1]) = ∅,K ∩ ηy([0, 1]) 6= ∅) ≤ c′0|x− y| and consequently
| exp(−λ(x))− exp(−λ(y))|
= |P(K ∩ ηx([0, 1]) = ∅)−P(K ∩ ηy([0, 1]) = ∅)|
≤P(K ∩ ηx([0, 1]) = ∅,K ∩ ηy([0, 1]) 6= ∅) +P(K ∩ ηx([0, 1]) 6= ∅,K ∩ ηy([0, 1]) = ∅)
≤c′′0|x− y|.
Therefore e−λ is a.e. differentiable hence λ is a.e. differentiable. 
From (3.3) we know that
∂tϕx,t(z)|t=0 = f(x, z).
Therefore as t→ 0, we have
ϕx,t(z) = z + f(x, z)t+ o(t).
By differentiating (3.3), we get
∂tϕ
′
x,t(z)|t=0 = ∂2f(x, z)
(here and in the following lines ∂2 will mean the derivative with respect to the second variable).
Therefore as t→ 0, we have
ϕ′x,t(z) = 1 + ∂2f(x, z)t+ o(t).
Hence we have
lim
t→0
ϕy,t(x)− x
t
= f(y, x), lim
t→0
ϕ′y,t(x)− 1
t
= ∂2f(y, x).
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Now compute
P (K ∩ ηx([0, δs]) 6= ∅,K ∩ ηy([0, δt]) 6= ∅)(3.9)
=P(K ∩ ηx([0, δs]) 6= ∅)−P(K ∩ ηx([0, δs]) 6= ∅,K ∩ ηy([0, δt]) = ∅)
=1− exp(−δsλ(x))− exp(−δtλ(y))P(K ∩ ηx([0, δs]) 6= ∅|K ∩ ηy([0, δt]) = ∅)
=1− exp(−δsλ(x))− exp(−δtλ(y))P(K ∩ ϕy,δt(ηx([0, δs])) 6= ∅)
Note that ϕy,δt(ηx([0, δs]) is approximately ηx′([0, δs′]) where x′ = ϕy,t(x) and s′ = ϕ′y,t(x)2s.
The Hausdorff distance between these two sets is of order O(δ2). Therefore, applying again [8,
Proposition 3.82] (taking into account that the diameters of the two sets are of order O(δ)) and
arguing similarly as in Lemma 3.5, we have that
P(K ∩ ϕy,δt(ηx([0, δs])) 6= ∅, K ∪ ηx′([0, δs′]) = ∅) = O(δ3).
The line (3.9) is then equal to
1− exp(−δsλ(x))− exp (−δtλ(y))
[
1− exp
(
−ϕ′y,δt(x)2δsλ (ϕy,δt(x))
)]
+ o(δ2).
Note that ϕ′y,δt(x) = 1 + δt∂2f(y, x) + o(δ) and that λ (ϕy,δt(x)) = λ(x) + δtf(y, x)λ′(x) + o(δ) at
points x where λ is differentiable. The equality can be continued as
=sλ(x)δ − λ(x)
2
2 s
2δ2 − (1− δtλ(y))
(
ϕ′y,δt(x)2δsλ(ϕy,δt(x))−
λ(x)2
2 s
2δ2
)
+ o(δ2)
=sλ(x)δ − λ(x)
2
2 s
2δ2 − ϕ′y,δt(x)2δsλ(ϕy,δt(x)) +
λ(x)2
2 s
2δ2 − δtλ(y)ϕ′y,δt(x)2δsλ(ϕy,δt(x)) + o(δ2)
=sλ(x)δ − λ(x)
2
2 s
2δ2 − δsλ(x)− δ2stf(y, x)λ′(x)− δ2stλ(x)2∂2f(y, x)
+ λ(x)
2
2 s
2δ2 − δ2stλ(y)λ(x) + o(δ2)
=− δ2st (f(y, x)λ′(x) + 2λ(x)∂2f(y, x) + λ(x)λ(y))+ o(δ2).
Note that we can do the same computation if we exchange the roles of (x, s) and (y, t), therefore
we must have the following commutation relation for all points x, y at which λ is differentiable:
f(y, x)λ′(x) + 2λ(x)∂2f(y, x) = f(x, y)λ′(y) + 2λ(y)∂2f(x, y).(3.10)
Knowing that f is C∞ and that λ is continuous, this implies that λ is also C∞ on its whole domaine
of definition R \ {−1, 0}.
We now fix x ∈ (0,∞) and let y → x in (3.10). Comparison of the coefficients of Taylor
development of the O(y − x) term on both sides yields
x2(x+ 1)2λ′′′(x) + 6x(2x+ 1)(x+ 1)λ′′(x)
+ 6
(
3x(x+ 1) + x(2x+ 1) + (x+ 1)2
)
λ′(x) + 12(2x+ 1)λ(x) = 0.
This is equivalent to (
x2(x+ 1)2λ(x)
)′′′
= 0.
Therefore, there exist three constants a, b, c ∈ R such that for all x ∈ (0,∞),
x2(x+ 1)2λ(x) = ax2 + bx+ c.
Hence for α = a, β = a− b+ c, γ = c we have that for all x ∈ (0,∞)
λ(x) = ax
2 + bx+ c
x2(x+ 1)2 =
β
(x+ 1)2 +
γ
x2
+ α− β − γ
x(x+ 1) .(3.11)
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Putting (3.11) back into (3.7) and knowing (3.4), (3.5), (3.6), we get
P(K ∩ ηx([0, t]) = g′t(−1)βg′t(0)γ(gt(0)− gt(−1))α−β−γ .(3.12)
In the same way as (3.11) we can get that for x ∈ (−∞,−1), there exist α1, β1, γ1 ∈ R such that
λ(x) = β1(x+ 1)2 +
γ1
x2
+ α1 − β1 − γ1
x(x+ 1) ;
and for x ∈ (−1, 0), there exist α2, β2, γ2 such that
λ(x) = β2(x+ 1)2 +
γ2
x2
+ α2 − β2 − γ2
x(x+ 1) .
Lemma 3.6. For a same K, we have α = α1 = α2, β = β1 = β2, γ = γ1 = γ2.
Proof. Using the commutation relation (3.10) for x ∈ (−∞,−1) and y ∈ (−1, 0) yields[
−2α2
y3
− 2β2(y − 1)3 −
γ2(2y − 1)
y2(y − 1)2
]
y(1− y)
x(y − x)(1− x)
+ 2
[
α2
y2
+ β2(y − 1)2 +
γ2
y(y − 1)
] −y2 + 2xy − x
x(y − x)2(1− x)
=
[
−2α1
x3
− 2β1(x− 1)3 −
γ1(2x− 1)
x2(x− 1)2
]
x(1− x)
y(x− y)(1− y)
+ 2
[
α1
x2
+ β1(x− 1)2 +
γ1
x(x− 1)
] −x2 + 2xy − y
y(x− y)2(1− y)
By simplifying it, we get for all for x ∈ (−∞,−1) and y ∈ (−1, 0)
2(α2 − α1)(1− x)(1− y) + 2(β2 − β1)xy + (γ2 − γ1)(−y + 2xy − x) = 0.
Hence α1 = α2, β1 = β2, γ1 = γ2. In the same way we can identify α, β, γ with α1, β1, γ1. 
Therefore we get the formula (3.12) for all x ∈ R \ {−1, 0}. This, together with Lemma 3.3 and
the restriction property of K, proves Proposition 1.1.
4. Hypergeometric SLE
In this section, we will define the variants of SLE8/3 that will turn out to describe boundaries of
trichordal restriction samples. The driving functions of these SLE are Brownian motions with drift
terms that involve hypergeometric functions (the fact that this type of SLE drift terms arise for
multiple SLEs was observed in the context of commutation relations and/or CFT partition function
considerations, see [2]). In the present paper, they will form a family of curves that depend on
three parameters λ, µ, ν and we will call them hSLE8/3(λ, µ, ν) (this parameter λ is unrelated to the
function λ used in the previous function – we will similarly use µ, ν, a etc. for different purposes,
but it will be each time clear from the context, which one we will be talking about).
Let us give a brief heuristic. Let γ be the right boundary of a restriction sample in H which
intersects the points 0,−1,∞. Parametrize γ with Loewner’s differential equation, i.e. map H \
γ(0, t) onto H with the normalized maps gt. It is possible to prove (although we do not rely on such
proof), in a similar way as we shall prove Lemma 7.10 later on, that conditioned on gt(γ(t)), the
curve gt(γ[t,∞)) is independent of γ(0, t) and moreover it satisfies a kind of four-point restriction
with marked points gt(−1), gt(0), gt(γx(t)) and ∞. This domain-Markov property suggests that
there should exist a function J such that the driving function of γ is given by
dWt =
√
κdBt + J(Wt − gt(0),Wt − gt(−1))dt.(4.1)
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In this section, we will introduce some preliminaries about hypergeometric functions, and then
give the expression of J that we use to define our hypergeometric SLEs. In § 5, we will then use
these processes and show that they satisfy restriction properties.
Even though we will define J without further explanations, the form of J can be heuristically
understood and guessed by the fact that, in the case κ = 8/3, the hSLE8/3 defined by (4.1) and
J should eventually be viewed as an ordinary SLE8/3 conditioned to avoid a trichordal restriction
sample K to its left (such that K intersects −1, 0,∞ – note that at this point, the trichordal
restriction measures have not yet been constructed). This is analogous to the interpretation of
SLE8/3(ρ) curves as ordinary SLE8/3 conditioned to avoid a chordal restriction sample, see [19].
4.1. Some parameters. First of all we introduce some parameters that are to be used until the
end of this paper, even if we will not recall their definition each time. As mentioned earlier, the
family of hypergeometric SLEs will depend on three parameters λ, µ, ν. We also introduce three
triplets of parameters (a, b, c), (l,m, n) and (α, β, γ), each depending on λ, µ, ν.
The first triplet of parameters is given by
a = λ+ µ+ ν + 2, b = µ+ ν − λ, c = 2ν + 3/2.(4.2)
They will be used to define the hypergeometric functions.
Recall the definition of the function U mentioned in § 2.7, which is related to the Brownian
disconnection exponent ξ˜:
U(x) =
(
−1 +√24x+ 1
)
/4.
It can be viewed as a bijection from [−1/24,∞) into [−1/4,∞) (or as a bijection from R+ onto
itself), and its inverse function is defined on [−1/4,∞) by
U−1(x) = x(2x+ 1)/3.
We will also sometimes use U−1(x) as a shorthand notation for this polynomial when x < −1/4.
The second triplet of parameters is defined to be
l = U−1(λ), m = U−1(µ), n = U−1(ν).(4.3)
The third triplet of parameters is defined to be
α = U−1
(
λ+ 34
)
, β = U−1(µ), γ = U−1
(
ν + 34
)
(4.4)
which will turn out to be the restriction exponents associated to the corresponding hSLE8/3(λ, µ, ν).
From now on until the end of the paper, we also restrict λ, µ, ν to stay in the range
λ > −3/4, µ ≥ −1/4, ν > −3/4, µ < λ+ ν + 3/2.(4.5)
Note that (4.5) makes U−1 in (4.4) a bijection, which allows us to write
λ = U(α)− 34 , µ = U(β), ν = U(γ)−
3
4 .(4.6)
The condition µ < λ+ ν+ 3/2 in (4.5) is therefore equivalent to U(β) < U(α) +U(γ), hence is also
equivalent to β < ξ˜(α, γ). Note that the U−1 in (4.3) is not necessarily a bijection.
Now let us summarize all the conditions that we imposed. The range (4.5) can be easily translated
to equivalent ranges on (a, b, c) or (α, β, γ). The equivalence with the (α, β, γ) range is to be
understood in the sense that we assume above all λ > −3/4, µ ≥ −1/4, ν > −3/4 (in this case (4.6)
19
is true).
(Range 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ > −34 ⇐⇒ a− b >
1
2 ⇐⇒ α > 0
µ ≥ −14 ⇐⇒ a+ b ≥ c ⇐⇒ β ≥ −
1
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ν > −34 ⇐⇒ c > 0 ⇐⇒ γ > 0
µ < λ+ ν + 32 ⇐⇒ b < c ⇐⇒ β < ξ˜(α, γ).
The (Range 1) is chosen to make the process and other related functions well defined. Lemma 4.2,
Lemma 4.3 and Lemma 4.7 will explain why all these conditions are indeed needed.
4.2. Preliminaries on the hypergeometric and some related functions. Hypergeometric
functions are defined for a, b ∈ R, c ∈ R \ N− and for |z| ≤ 1 by
2F1(a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
where (x)n is the Pochhammer symbol defined by (x)0 = 1 and (x)n = x(x + 1) · · · (x + n − 1) if
n > 0. The hypergeometric function 2F1(a, b; c; ·) is a particular solution of Euler’s hypergeometric
differential equation
(4.7) z(1− z)d
2u
dz2
+ (c− (a+ b+ 1)z)du
dz
− abu = 0.
It is known that 2F1(a, b; c; ·) can be analytically extended to a function w(a, b, c; ·) defined on the
larger domain C \ [1,∞), which is a maximal solution of (4.7) (see [1]). This function w restricted
to the domain of definition (−∞, 0] that will play in important role in the be sequel. Note that 2F1
is real on (−1, 1), hence w is real on (−∞, 0]. From now on, except when stated otherwise, w(z)
will stand for w(a, b; c; z).
Lemma 4.1. For a, b, c, in (Range 1), let e := max(b − a,−1). Then e < 0. There exist some
constant c0 6= 0, c1 such that as z → −∞
w(z) = c0(−z)−b + c1(−z)e−b + o((−z)e−b).(4.8)
Therefore we also have as z → −∞
zw′(z)/w(z) = −b+O((−z)e).(4.9)
Proof. It can be found in [1] that when a, b, c, c− a, c− b are not negative integers and when a− b
is not an integer, we have
w(z) =Γ(c)Γ(b− a)Γ(b)Γ(c− a)(−z)
−a
2F1(a, 1− c+ a; 1− b+ a; 1/z)
+ Γ(c)Γ(a− b)Γ(a)Γ(c− b)(−z)
−b
2F1(b, 1− c+ b; 1− a+ b; 1/z).
(4.10)
Note that 2F1(0) = 1 and (Range 1) implies a > b. The lemma is obviously true in this case.
The (Range 1) ensures that a, c and c − b are not negative integers. If b is a negative integer,
then w becomes elementary: A polynomial with leading term (note that a > b)
(a)−b(b)−b
(c)−b
z−b
(−b)! .
The lemma is also true in this case.
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If c− a is a negative integers, then we can apply the identity (see [1])
w(a, b, c; z) = (1− z)c−a−bw(c− a, c− b, c; z).
In this case w(c− a, c− b, c; z) is a polynomial in z of order a− c, hence w(z) is a polynomial in z
of order −b. Thus the lemma is true in this case.
If a − b is an integer, explicit formula of the expansion of w(z) at ∞ can be found in [1] such
that (4.9) is still true. 
Lemma 4.2. For a, b, c in (Range 1), w(a, b, c; z) > 0 for all z ∈ (−∞, 0).
Proof. We have the identity (see [1])
w(a, b, c;x) = (1− x)−aw
(
a, c− b, c; x
x− 1
)
for x ∈ (−∞, 0).
Therefore it is equivalent to show that w (a, c− b, c; ·) > 0 on (0, 1). Since w(a, c− b, c; 0) = 1, it is
sufficient to show that w(a, c−b, c; ·) is increasing on (0, 1). Note that w′(a, c−b, c; 0) = a(c− b)/c >
0 because (Range 1) implies a ≥ c− b > 0, c > 0. If w(a, c− b, c; z0) is not increasing on (0, 1), then
there must be a z0 ∈ (0, 1) which corresponds to the first point at which w(a, c− b, c; ·) stops being
increasing. Consequently, w(a, c− b, c; z0) > 0 and w(a, c− b, c; z0) is at its local maximum.
Note that w(a, c− b, c; ·) satisfies the Euler’s differential equation
(4.11) z(1− z)d
2w
dz2
+ (c− (a+ (c− b) + 1)z)dw
dz
− a(c− b)w = 0.
If we evaluate (4.11) at z0, knowing that w′(a, c− b; c; z0) = 0, we have
z0(1− z0)w′′(a, c− b; c; z0) = a(c− b)w(a, c− b; c; z0).
The left-hand side is negative but the right-hand side is strictly positive, which leads to a contra-
diction. Hence w(a, c− b, c; ·) is increasing on (0, 1) and the lemma follows. 
4.2.1. The functions G,Q, J . Now we define the related functions G,Q, J and make some prepara-
tory estimations. Later on, the function J will be used to define the hSLE via the formula (4.1).
The function G will be used in the definition of the martingale that will be related to the hSLE.
The function Q has an auxiliary role and will be referred to in some computations.
For a, b, c within (Range 1), define for all z ∈ [0,∞)
G(a, b; c; z) := zν(1 + z)µw(a, b; c;−z).
It is worth noting that G is the solution of the following differential equation
κ
2G
′′(z)z(z + 1) + 2G′(z)(2z + 1)−G(z)
(
2m z
z + 1 + 2n
z + 1
z
+ 2(l + λ−m− n)
)
= 0.(4.12)
It is immediate that
G(a, b; c; z) = zν(1 + o(1)) as z → 0.(4.13)
By (4.8), we know that there exist a constant c0 > 0 such that
G(a, b; c; z) = c0 zλ(1 + o(1)) as z →∞.(4.14)
Lemma 4.2 ensures that G is non zero on (0,∞). Hence we can define
Q(a, b; c; z) := zG′(a, b; c; z)/G(a, b; c; z) for z ∈ (0,∞).
According to earlier estimates, Q(z) has a limit as z goes to 0 or ∞.
Q(z) = ν +O(z) as z → 0;(4.15)
Q(z) = λ+O(1/z) as z →∞.(4.16)
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Always for a, b, c under condition (Range 1), for p, q ∈ R such that 0 ≤ p ≤ q and (p, q) 6= (0, 0),
define
J(a, b, ; c; p, q) := κ
p
Q
(
a, b; c; p
q − p
)
.(4.17)
4.2.2. Degenerate case. In (Range 1), if we allow µ = ν+λ+ 3/2, then we have equivalently b = c.
Then
w(z) = (1− z)−a
and (4.9) no longer holds. Instead we have
zw′(z)/w(z) −→
z→∞ −a.(4.18)
The functions G,Q, J become
G(a, b; c; z) = zν(1 + z)µ−a;
Q(a, b; c; z) = ν + (µ− a) z1 + z ;(4.19)
Jλ,µ,ν(p, q) =
κν
p
+ κ(µ− a)
q
.(4.20)
4.3. Hypergeometric SLE. In the present section, we are first going to define the hypergeomet-
ric SLE processes by giving the explicit form of their driving functions. We will then interpret
these processes as weighted SLEκ(ρ) processes up to certain stopping times, by performing a Gir-
sanov transformation (see [19]). An alternative and equivalent way is to see these processes as
SLEs weighted by partition functions as Lawler has described in [9] (although we will not use this
terminology in the following). This shows that the hSLEs are indeed well defined and for κ ≤ 4
they are continuous simple curves. In order to see whether the hSLE touches certain parts of the
boundary, we will do a coordinate change of the type Schramm and Wilson did for SLEκ(ρ) in [18].
4.3.1. Definition. We define the hypergeometric SLE process to be the Loewner chain generated
by the driving function (Wt, t ≥ 0), such that (Wt, Ot, Vt) is the solution of the following system of
stochastic differential equations
(4.21)

dOt =
2dt
Ot −Wt ,
dVt =
2dt
Vt −Wt ,
dWt =
√
κdBt + J(Wt −Ot,Wt − Vt)dt,
O0 = 0, V0 = −1, W0 = x ≥ 0,
where (Bt, t ≥ 0) is a standard Brownian motion. We denote such a process hSLEκ(λ, µ, ν) where
λ, µ, ν are the parameters associated to the function J . The solution to (4.21) is clearly well defined
at times when Wt−Ot and Wt−Vt are not 0. In the next two sections, we will show that for λ, µ, ν
in (Range 1), (4.21) can be well defined even when Wt −Ot or Wt − Vt hits 0, by showing that the
law of the hSLE is locally absolutely continuous w.r.t. that of an SLEκ(ρ) process.
Recall that the SLEκ(ρ) processes have been defined in [13] for all ρ > −2 and it has been proved
there that they hit the boundary if and only if ρ ∈ (−2, κ/2 − 2). For κ ≤ 4, when ρ ≥ κ/2 − 2,
it is proved in [19] that SLEκ(ρ)s are absolutely continuous w.r.t. SLEκ processes, hence are
continuous curves (see [16]). Later, Miller and Sheffield [15] have proved using imaginary geometry
that SLEκ(ρ)s are in fact continuous curves for all ρ > −2.
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4.3.2. Interpretation as weighted SLEκ(ρ) process. Let (Bt, t ≥ 0) be a standard Brownian motion
for the probability measure P and the filtration (Ft, t ≥ 0). Let (Ot,Wt) be the solution of the
initial value problem 
dOt =
2dt
Ot −Wt ,
dWt =
√
κdBt +
ρdt
Wt −Ot ,
O0 = 0, W0 = x ≥ 0.
The Loewner curve (γt, t ≥ 0) generated by the equation
dgt(z) =
2dt
gt(z)−Wt
is a SLEκ(ρ) process. Let Vt := gt(−1). Let
TM := inf {t ≥ 0; (Ws −Os)/(Os − Vs) ≥M} .
Define the following (Ft) adapted local martingale
Xt :=
1√
κ
∫ t
0
1s<TM
(
J(Ws −Os,Ws − Vs)− ρ
Ws −Os
)
dBs.
Note that the function J has a pole when Ws − Os = 0. However when ρ is chosen to be κν,
J(Ws −Os,Ws − Vs)− ρ/(Ws −Os) remains bounded, because:
(i) By definition
J(Ws −Os,Ws − Vs) = κ
Ws −OsQ
(
Ws −Os
Os − Vs
)
.
(ii) By (4.15), Q(z) = ν +O(z) as z → 0.
(iii) For any s < TM , we have (Ws −Os)/(Os − Vs) ≤M .
In this case, we can then define the measure QTM on the σ-field FTM by the following Girsanov
transformation
dQTM
dP := E(X)TM := exp
(
XTM −
1
2κ
∫ TM
0
(
J(Ws −Os,Ws − Vs)− ρ
Ws −Os
)2
ds
)
.
The measure QTM is absolutely continuous w.r.t. PTM . Moreover, under QTM , the process
B˜t := Bt − 1√
κ
∫ t
0
(
J(Wt −Ot,Wt − Vt)− ρ
Wt −Ot
)
ds
is a standard Brownian motion up to time t = TM . Therefore (Ot, Vt,Wt; t < TM ) satisfies the
differential equations 
dOt =
2dt
Ot −Wt ,
dVt =
2dt
Vt −Wt ,
dWt =
√
κdB˜t + J(Wt −Ot,Wt − Vt)dt,
O0 = 0, V0 = −1, W0 = x ≥ 0.
Hence, under QTM , γ is a hSLEκ(λ, µ, ν) up to time TM .
This proves that the law of a hSLEκ(λ, µ, ν) is absolutely continuous w.r.t. the law of a SLEκ(κν)
process up to the stopping time TM . For κ < 4, a hSLEκ(λ, µ, ν) is therefore almost surely a simple
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curve up to TM . Note that the measures QTM are compatible for all M > 0 hence we can let
M →∞ and say that the hSLEκ(λ, µ, ν) is a simple curve up to the time
T = lim
M→∞
TM .(4.22)
However the absolute continuity of QTM w.r.t. P is not preserved as M →∞ since E(X)TM might
be no longer bounded away from 0 or ∞.
Let us first mention that whether a hSLE curve touches the boundary in a neighborhood of the
starting point (i.e. for t < TM ) can be deduced from the knowledge on SLEκ(ρ) processes, due to
absolute continuity. We state this property only in the κ = 8/3, x = 0 case because it is all we
need.
Lemma 4.3. For λ, µ, ν in (Range 1), let γ be a hSLE8/3(λ, µ, ν) curve as defined in (4.21) which
starts at 0 and has −1, 0− as boundary marked points. Let T be a stopping time defined as (4.22).
• If ν ≥ −1/4 , then γ([0, T ]) ∩ (−1, 0] = ∅ a.s.
• If −3/4 < ν < −1/4, then γ([0, T ]) ∩ (−1, 0] 6= ∅ a.s.
Remark 4.4. The condition ν > −3/4 in (Range 1) is due to the ρ = −2 threshold for SLEκ(ρ).
Now we need to determine whether T = ∞. Let us observe that T = limM→∞ TM in fact
corresponds to the first time γ hits (−∞,−1] on the real line; and T =∞ if and only if γ does not
touch (−∞,−1]. More precisely, by knowledge on deterministic conformal maps, it is not difficult
to see that as M →∞,
(i) if γTM →∞, then T =∞ and (Wt −Ot)/(Ot − Vt)→∞ as t→ T ;
(ii) if γTM converges to a point on (−∞,−1), then T < ∞ and (Wt − Ot)/(Ot − Vt) → ∞ as
t→ T ;
(iii) if γTM converges to the point −1, then T <∞ and (Wt −Ot)/(Ot − Vt) oscillates between
0 and ∞ as t→ T .
The oscillation in case (iii) is due to the fact that γ approaches −1 in a fractal way. In order to
determine in which case we are in, we will zoom into the neighborhood of the point −1, by doing
a coordinate (and time) change of the type that Schramm and Wilson did for SLEκ(ρ)s in [18].
4.3.3. Coordinate change. Let (γt, 0 ≤ t < T ) be a hSLEκ(λ, µ, ν) as previously defined. Let
f : z 7→ z/(z + 1) be a Möbius transformation from H to itself, that sends the points −1, 0,∞
respectively to ∞, 0, 1. Let ft be a Möbius transformation from H to itself such that ft ◦ gt ◦ f−1
is normalized at infinity in a way that there exist s(t) ∈ R,
g˜s := ft ◦ gt ◦ f−1(y) = y + 2s(t)
y
+O
( 1
y2
)
as y →∞.(4.23)
Then the image of (γt, 0 ≤ t < T ) by f reparametrized by s(t) is a Loewner chain with driving
function W˜s(t) := ft(Wt): For all y ∈ H,
∂sg˜s(y) =
2
g˜s(y)− W˜s
, g˜0(y) = y.
The above-mentioned conformal maps are illustrated in Figure 4.1.
Since ft sends Vt to ∞, there exist at, bt ∈ R such that
ft(z) = at +
bt
z − gt(−1) .
We expand g˜s(y) = ft ◦ gt ◦ f−1(y) at y =∞,
g˜s(y) =at − bt
g′t(−1)
y + bt
g′t(−1)
(
1− g
′′
t (−1)
2g′t(−1)
)
+O
(1
y
)
.
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−1 0 x
Vt Ot Wt
f(0) = 0 f(x) f(∞) = 1
W˜s V˜sO˜s
f
ft
g˜sgt
∞ f(−1) =∞
∞ ft(Vt) =∞
Figure 4.1. Commutative diagram for coordinate change.
In order that g˜s be normalized as (4.23) , we should have
bt = −g′t(−1), at = 1−
g′′t (−1)
2g′t(−1)
.
Moreover, the time change should be
s′(t) = f ′t(Wt)2 =
g′t(−1)2
(Wt − gt(−1))4 .(4.24)
Note that
W˜s = ft(Wt) = at +
bt
Wt − gt(−1) = 1−
g′′t (−1)
2g′t(−1)
− g
′
t(−1)
Wt − gt(−1) .
In order to get dW˜s, let us calculate
dg′t(−1) = −
2g′t(−1)
(gt(−1)−Wt)2dt, dg
′′
t (−1) = −
2g′′t (−1)
(gt(−1)−Wt)2dt+
4g′t(−1)2
(gt(−1)−Wt)3 .
Applying the Itô calculus rule, we have
dW˜s =(κ− 6)gt(−1)−Wt
g′t(−1)
ds+
√
κdB˜s +
(gt(−1)−Wt)2
g′t(−1)
J(Wt − gt(0),Wt − gt(−1))ds.
Let O˜s := g˜s(0) = ft(gt(0)), V˜s := g˜s(1) = ft(gt(∞)) = at, then we have
dW˜s =
√
κdB˜s + (κ− 6) ds
W˜s − V˜s
+ κ V˜s − O˜s
(W˜s − V˜s)(O˜s − W˜s)
Q
(
O˜s − W˜s
W˜s − V˜s
)
ds.
Thus we have proved the following Lemma.
Lemma 4.5. The image of (γt, 0 ≤ t < T ) by f under a proper time change t 7→ s(t) (see (4.24))
is a Loewner curve (γ˜s, s ≤ S˜ = inf{s ≥ 0, V˜s − W˜s = 0}) generated by the Loewner equation
∂sg˜s(z) =
2
g˜s(z)− W˜s
, g˜0(z) = z,
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where (O˜s, V˜s, W˜s) is the solution of the differential system
(4.25)

dO˜s =
2ds
O˜s − W˜s
,
dV˜s =
2ds
V˜s − W˜s
,
dW˜s =
√
κdB˜s + J˜(V˜s − W˜s, W˜s − O˜s),
O˜0 = 0, V˜0 = 1, W˜0 = f(x) ≥ 0,
and where
J˜(p, q) := 6− κ
p
+ κ
(1
p
+ 1
q
)
Q
(
q
p
)
.
Note that the curve γ˜ is well defined when W˜s − O˜s = 0 (or equivalently when γ˜ hits (−∞, 0]),
because the curve γ is well defined when it hits (−1, 0] (or we can argue similarly as in § 4.3.2 by
doing Girsanov transformation for γ˜ directly).
To see whether V˜s − W˜s = 0 (whether S˜ < ∞), we need to do again a Girsanov transformation
as in § 4.3.2. Note that when (V˜s − W˜s)/(W˜s − O˜s) is small, by the estimate (4.16), the quantity
J(V˜s − W˜s, W˜s − O˜s) is approximately
(λκ+ 6− κ) 1
V˜s − W˜s
.
Hence when (V˜s− W˜s)/(W˜s− O˜s) is small, V˜s − W˜s is absolutely continuous w.r.t. a Bessel process
of dimension d = 3 − 2λ − (8/κ). In the case when κ = 8/3, λ > −3/4, we have d = −2λ < 3/2.
Hence S˜ <∞ a.s. Note that the constraint for (V˜s−W˜s)/(W˜s− O˜s) to be small will be satisfied for
some s because the process (V˜s−W˜s)/(V˜s−O˜s) oscillates between [0, 1] and has positive probability
to get to any neighborhood of 0.
Note that S˜ <∞ corresponds to the case (i) and (ii) at the end of § 4.3.2 for the original curve
γ and the case S˜ =∞ corresponds to the case (iii) in which γ hits the point −1. Hence for λ, µ, ν
in (Range 1), we are in case (i) or (ii) and the curve hSLE8/3(λ, µ, ν) does not hit the point −1 a.s.
Let us now make a remark on the degenerate case.
Remark 4.6. If we allow b = c in (Range 1), then this corresponds to the degenerate case in § 4.2.2,
and we have
J˜(V˜s − W˜s, W˜s − O˜s) = 6− κ(λ+ 3)
V˜s − W˜s
+ κν
W˜s − O˜s
.
In this case γ˜ is a SLEκ(ρ1, ρ2) with ρ1 = κ(λ+ 3)− 6, ρ2 = κν. Since κ = 8/3, λ > −3/4, we have
ρ1 > 0, ρ2 > −2. This means S˜ = ∞. We are in case (iii) mentioned at the end of § 4.3.2. The
original curve γ hits −1 a.s.
4.3.4. Evolution after T and conclusion. Under condition (Range 1), we are either in case (i) or
(ii) mentioned after Lemma 4.3. Therefore (Wt −Ot)/(Ot − Vt)→∞ as t→ T. By the expansion
(4.16), J(Wt − Ot,Wt − Vt) behaves approximately like κλ/(Wt −Ot). By redoing the Girsanov
transformation as in § 4.3.2, we have that as t→ T , the hSLE curve γ is locally absolutely continuous
w.r.t. a SLEκ(κλ) process. Similarly to Lemma 4.3, we have the following.
Lemma 4.7. In the κ = 8/3 case, under condition (Range 1),
• T =∞ and limt→T γt =∞ if and only if λ ≥ −1/4.
• T <∞ and limt→T γt ∈ (−∞,−1) if and only if −3/4 < λ < −1/4.
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In the T <∞ case, for t > T , Vt, Ot will stick to each other and the function J degenerates to a
rational function. The rest of the curve is just a SLEκ(κλ) with marked point Vt = Ot.
Now we can summarize the above-discussed properties of hSLE processes.
Proposition 4.8. The hSLE8/3(λ, µ, ν) process is well defined for λ, µ, ν inside (Range 1). It is
almost surely a simple curve and moreover
- it does not hit the point −1;
- it hits (−1, 0) if and only if ν < −1/4;
- it hits (−∞,−1) if and only if λ < −1/4.
When λ, µ, ν are such that λ > −3/4, µ ≥ −1/4, ν > −3/4, µ = ν + λ + 3/2, the hSLE8/3(λ, µ, ν)
defined by (4.21) where J is given by (4.20) is actually an SLEκ(ρ1, ρ2) process that hits the point
−1. It is unable to continue thereafter.
5. One-sided restriction
As in the case of the chordal conformal restriction, it will be useful in the trichordal case to first
study the following larger family of random sets, that satisfy conformal restriction on just one side:
In the (H,−1, 0,∞) setting, let Ω1(H,−1, 0,∞) be the collection of simply connected and closed
K ⊂ H such that K ∩ R = (−∞, 0] and K is unbounded. A probability measure P1H,−1,0,∞ on
Ω1(H,−1, 0,∞) is said to verify one-sided trichordal conformal restriction for the side (0,∞) if for
all A ∈ Q(0,∞), the law of ϕA(K) conditioned on {K ∩A = ∅} is the same as the law of K.
Clearly, if a random set satisfies (three-sided) trichordal conformal restriction, it also defines a set
that satisfies trichordal one-sided conformal restriction (just add the connected components of the
complement of the restriction sample, that have part of the negative half-line on their boundary).
The argument given in § 3 shows also that there exist three constants α, β, γ ∈ R such that for
all A ∈ Q(0,∞),
P[K ∩A = ∅] = φ′A(∞)αφ′A(−1)βφ′A(0)γ
and conversely, it is easy to see there exists at most one one-sided restriction measure, that we
denote by P1(α, β, γ), that satisfies this identity. Our goal is now to determine the range of
accessible values for these three parameters.
In the following subsections, we are first going to construct the right boundaries of the P1(α, β, γ)
samples using hSLE curves, for a certain range of α, β, γ. Then we will construct some limiting cases
that are not covered by this first construction, using SLE(ρ) curves. We will then use Poisson point
process of Brownian excursions to construct yet another sub-family of P1(α, β, γ) distributions. In
the end, we will prove that these three constructions combined together will give the full range of
possible values for α, β, γ.
5.1. Construction via hSLE curves. In this section, we are going to construct one-sided re-
striction measures by constructing their right boundaries that are actually the hSLEs defined
in the previous section. To this purpose, we will adopt the same strategy as the one used by
Lawler, Schramm and Werner in the chordal case [13]: We will first find out an explicit martingale
(Mt, t ≥ 0), which we will then show to correspond to the quantity P(γ∩A = ∅|γ[0, t]) by inspecting
its L1 convergence. Let γ be a hSLE8/3(λ, µ, ν) such that λ, µ, ν are in (Range 1). Let A ∈ Q(0,∞).
Let At := gt(A) and ht := gAt .
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gA
ht := gAt
γ
A
At
gt g˜t0−1 0−
WtOtVt ht(Vt) ht(Ot) ht(Wt)
Figure 5.1. Commutative diagram
For all t > 0, when neither Wt −Ot nor Ot − Vt is 0, let us define
Mt := h′t(Wt)5/8h′t(Ot)nh′t(Vt)m
(
ht(Ot)− ht(Vt)
Ot − Vt
)l−m−n+λ
G
(
ht(Wt)− ht(Ot)
ht(Ot)− ht(Vt)
)/
G
(
Wt −Ot
Ot − Vt
)
.
Knowing that as t→ 0
ht(Wt)− ht(Ot)
ht(Ot)− ht(Vt) → 0,
Wt −Ot
Ot − Vt → 0,
ht(Wt)− ht(Ot)
ht(Ot)− ht(Vt)
/
Wt −Ot
Ot − Vt →
g′A(0)
gA(0)− gA(−1)
and knowing the expansion (4.13), we define by continuity
M0 := lim
t→0Mt = g
′
A(0)5/8+n+νg′A(−1)m (gA(0)− gA(−1))l−m−n+λ−ν .(5.1)
If γ hits (−1, 0] at a time T1 <∞, then VT1 < OT1 = WT1 . Define by continuity
MT1 := lim
t→T1
Mt = h′T1(WT1)
5/8+n+νh′T1(VT1)
m
(
hT1(OT1)− ht(VT1)
OT1 − VT1
)l−m−n+λ−ν
.
If γ hits (−∞,−1) at a time T2 <∞, then VT2 = OT2 = WT2 . Moreover,
ht(Wt)− ht(Ot)
ht(Ot)− ht(Vt) −→t→T2 ∞.
Let us define by continuity
MT2 := lim
t→T2
Mt = h′T2(WT2)
5/8+l+λ.
After the first time T2 that γ hits (−∞,−1), the points Vt and Ot will stick together. Thereafter
let
Mt = h′t(Wt)5/8h′t(Ot)l+m+λ−ν−µ
(
ht(Wt)− ht(Ot)
Wt −Ot
)ν+µ−m
.
Remark 5.1. Note that Mt is well defined only for t ≤ TA = inf{t : γ(0, t)∩A = ∅}. Note that this
TA should not be confused with the T of the previous section; we will keep this definition of TA
until the end of the paper.
Remark 5.2. As mentioned at the beginning of § 4, conditionally on γ[0, t], the remainder of the
curve should satisfy a kind of four-point restriction property, and the martingale Mt indeed take
the form of four-point restriction probabilities as suggested by (2.4).
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Lemma 5.3. The process (Mt, t ≥ 0) is a local martingale. Moreover for all A ∈ Q(0,∞), there
exist a constant C, possibly dependent on λ, µ, ν and A, such that 0 ≤ Mt ≤ C for all 0 ≤ t ≤ TA
a.s.
Proof. The fact that M is a local martingale can be shown by straightforward but longish Itô
computation that we postpone to the §A.
Without loss of generality, we can assume that ∂A is a simple curve, since the semigroup gener-
ated by such A will be dense in Q(0,∞). For a fixed time t, let St := Cap(At). Let βt : [0, St]→ H
be the simple curve ∂At ∩H starting from βt(0) = inf(At ∩ R) and parametrized by half plane
capacity.
Note that St = Cap(At) ≤ Cap(A) for all t ≥ 0 because that
Cap(γ(0, t)) + Cap(At) = Cap(A ∪ γ(0, t)) ≤ Cap(A) + Cap(γ(0, t))
by the well-known subadditivity property of the half-plane capacity. Set gˆs = gβt[0,s] and xs =
gˆs(βt(x)). By chordal version of Loewner’s theorem, ∂sgˆs(z) = 2/(gˆs(z) − xs). We have gˆSt = ht
since both are the normalized map from H \ At onto H. Since ∂sgˆ′s(z) = −2gˆ′s(z)/(gˆs(z)− xs)2, it
follows that
∂s log gˆ′s(z) =
−2
(gˆs(z)− xs)2 .
Note that Vt ≤ Ot ≤ Wt ≤ x0 because At ∈ Q(0,∞). Let vs = gˆs(Vt), os = gˆs(Ot), ws = gˆs(Wt).
Then vs ≤ os ≤ ws ≤ xs. We have
∂s log(ws − vs) = −2(xs − ws)(xs − vs) .
Let
q(z) := −zw′(−z)/w(−z),(5.2)
then
∂s logw
(
ws − os
os − vs
)
= −2q
(
ws − os
os − vs
)( 1
(xs − ws)(xs − os) −
1
(xs − os)(xs − vs)
)
.
Therefore, for
Pλ,µ,ν(x, y) := nx2 + (l −m− n+ λ− ν − µ)xy +my2 + νx+ µy + 58 ,(5.3)
we have
Mt = exp
∫ St
0
−2
[
Pλ,µ,ν
(
xs − ws
xs − os ,
xs − ws
xs − vs
)
+q
(
ws − os
os − vs
)( 1
(xs − ws)(xs − os) −
1
(xs − os)(xs − vs)
)]
ds.
(5.4)
Since St is uniformly bounded, it is enough to prove that the quantity
f(x, y) := Pλ,µ,ν(x, y) + q
(
x− 1
y − xy
)
x(1− y)
is uniformly bounded from below for all 0 ≤ y ≤ x ≤ 1. It is true because f is a continuous function
and 0 ≤ y ≤ x ≤ 1 is a compact set. 
Proposition 5.4. For λ, µ, ν in (Range 1), let γ be a hSLE8/3(λ, µ, ν) from 0 to ∞, having −1, 0−
as marked points. The closure of the connected component of H \ γ at the left of γ has the law
P1(α, β, γ).
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Recall that α, β, γ are given by (4.4) hence
α = 23λ
2 + 43λ+
5
8 , β =
2
3µ
2 + 13µ, γ =
2
3ν
2 + 43ν +
5
8 .
Proof. By similar arguments as in [13, Lemma 6.2, Lemma 6.3], we can show that
- If γ ∩A = ∅, then TA =∞. As t→ TA,
h′t(Wt)→ 1, h′t(Ot)→ 1, h′t(Vt)→ 1,
ht(Ot)− ht(Vt)
Ot − Vt → 1,
ht(Wt)− ht(Ot)
ht(Ot)− ht(Vt) →∞,
Wt −Ot
Ot − Vt →∞
and
ht(Wt)− ht(Ot)
ht(Ot)− ht(Vt)
/
Wt −Ot
Ot − Vt → 1.
By the expansion (4.14), we have Mt → 1.
- If γ ∩A 6= ∅, then TA <∞. As t→ TA, h′t(Wt)→ 0 and the quantities
h′t(Ot), h′t(Vt),
ht(Ot)− ht(Vt)
Ot − Vt ,
ht(Wt)− ht(Ot)
ht(Ot)− ht(Vt) ,
Wt −Ot
Ot − Vt
all go to finite limits. Hence Mt → 0.
ThereforeMt → 1γ∩A=∅ as t→ TA. Since Lemma 5.3 says that (Mt, t ≥ 0) is a bounded martingale,
we get by martingale convergence theorem and (5.1) that
P(γ ∩A = ∅) = E(1γ∩A=∅) = E(M0) = g′A(0)5/8+n+νg′A(−1)m (gA(0)− gA(−1))l−m−n+λ−ν
= ϕ′A(0)(2/3)ν
2+(4/3)ν+5/8ϕ′A(−1)(2/3)µ
2+(1/3)µϕ′A(∞)(2/3)λ
2+(4/3)λ+5/8.

Remark 5.5. For λ, µ, ν in (Range 1), using the family of hSLE(λ, µ, ν) curves, we can construct
P1(α, β, γ) for all (α, β, γ) ∈ R3 such that
α > 0, γ > 0, − 124 ≤ β < ξ˜(α, γ).(5.5)
5.2. A limiting case: construction via SLE8/3(ρ1, ρ2) curves. In this section, we want to
construct the case α > 0, γ > 0, β = ξ˜(α, γ). This corresponds to the degenerate case in § 4.2.2, in
which we have
λ > −34 , ν > −
3
4 , µ = ν + λ+
3
2 .(5.6)
By Proposition 4.8, an hSLE with such limiting parameters is actually an SLE(ρ1, ρ2). We will
construct a family of random sets K using SLE8/3(ρ1, ρ2) processes and later prove that they satisfy
one-sided trichordal restriction. The construction goes as the following.
(i) For ρ1 = κν, ρ2 = κλ + 2, let γ0 be a SLE8/3(ρ1, ρ2) in H from 0 to ∞ having 0−, 1 as
marked points. Let K0 be the closure of the connected component of H \ γ0 which is to the
left of γ0.
(ii) Let K˜ be a one-sided chordal restriction measure of exponent α(λ) in configuration (H, 0,∞)
for the side (−∞, 0), independent of γ0. Let φ be the conformal map from H to H\K0 that
sends the boundary [0,∞] to [1,∞]. Then K1 := φ(K˜) is a one-sided chordal restriction
measure of exponent α(λ) in the configuration (H \K0, 1,∞) for the side γ0 ∪ (0, 1).
(iii) Let K := f(K0∪K1) where f : z 7→ z/(1− z) is the Möbius transformation from H to itself
that sends ∞, 0, 1 to −1, 0,∞.
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∞0 1 −1 0
∞
K0 K1
γ0
f(K1)
f(K0)
f
f(γ0)
Figure 5.2. Construction of K.
We will again use a proper martingale in order to prove the restriction property of K. For all
A ∈ Q(0,1), let Wt, Ot, Vt be associated to the Loewner curve γ0 in a way that Wt is the driving
function that generates γ and Ot = gt(0), Vt = gt(1). Define ht in the same way as in § 5.1.
Lemma 5.6. The following is a bounded martingale:
Nt := h′t(Wt)5/8h′t(Ot)a1h′t(Vt)a2(
ht(Wt)− ht(Ot)
Wt −Ot
)b01 (ht(Wt)− ht(Vt)
Wt − Vt
)b02 (ht(Vt)− ht(Ot)
Vt −Ot
)b12
,
where
a1 =
ρ1(4 + 3ρ1)
32 , a2 =
ρ2(4 + 3ρ2)
32 , b01 =
3
8ρ1, b02 =
3
8ρ2, b12 =
3
16ρ1ρ2.
Proof. We can first prove by Itô computation that N is a local martingale (for example see [13]).
Then we should write N in the form of (5.4). Using the same notations as in the proof of Lemma
5.3, we have
Nt = exp
∫ St
0
−2R
(
ws − xs
os − xs ,
ws − xs
vs − xs
)
ds,
where
R(x, y) = a1x2 + a2y2 + b12xy + b01x+ b02y +
5
8 .
Note that in our case os ≤ ws ≤ xs ≤ vs. Hence it is enough to prove that R(x, y) is bounded from
below for 0 ≤ x ≤ 1, y ≤ 0. This is true because as y → −∞, the leading term of R(x, y) is a2y2
where a2 > 0. 
Proposition 5.7. The random set K has law P1
(
α, ξ˜(α, γ), γ
)
.
Proof. Let T = inf{t : γ([0, t]) ∩A 6= ∅}. Similarly to the proof of Proposition 5.4, note that
- If γ ∩A = ∅, then T =∞. As t→∞, the terms
h′t(Wt), h′t(Ot),
ht(Vt)− ht(Ot)
Vt −Ot ,
ht(Wt)− ht(Ot)
Wt −Ot ,
ht(Wt)− ht(Vt)
Wt − Vt
all tend to 1 almost surely. However, the term h′t(Vt) does not tend to 0. In the same way
as explained in [19, § 5.2], noting that a1 = α, we have
h′t(Vt)a1 −→t→∞ P (K1 ∩A = ∅ | γ0) .
- If γ ∩ A 6= ∅, then T < ∞. As t → T , h′t(Wt) → 0 and all the other terms in Nt tend to a
finite limit. Hence NT = 0.
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We have thus proved that
NT = 1γ0∩A=∅P (K1 ∩A = ∅ | γ0) = P ((K0 ∪K1) ∩A = ∅ | γ0) .
By the martingale convergence theorem, we have
P ((K0 ∪K1) ∩A = ∅) = E(NT ) = E(N0) = g′A(0)5/8+a1+b01g′A(1)a2 (gA(1)− gA(0))b02+b12
= ϕ′A(0)γ(ν)ϕ′A(1)α(λ)ϕ′A(∞)ξ˜(α,γ).
Then it is easy to see that
P(K ∩ f(A) = ∅) = ϕ′f(A)(0)γ(ν)ϕ′f(A)(∞)α(λ)ϕ′f(A)(−1)ξ˜(α,γ).
The desired proposition follows. 
Remark 5.8. Proposition 5.7 constructs P1(α, β, γ) for all (α, β, γ) ∈ R3 such that
α > 0, γ > 0, , β = ξ˜(α, γ).
The following lemmas are obvious from the construction.
Lemma 5.9. Conditionally on f(K0), f(K1) is a one-sided chordal restriction sample in H\f(K0).
Lemma 5.10. The right boundary of the random set K with law P1(α, ξ˜(α, γ), γ) intersects −1
almost surely.
5.3. Construction by Poisson point process of Brownian excursions. Similarly to what we
mentioned in § 2.3 (or see [20]), we can also construct one-sided trichordal measures by taking the
filling of a Poisson point process of Brownian excursions.
More precisely, let µH be the half-plane Brownian excursion measure as in (2.3). For θ ≥ 0, let
P0(θ) be a Poisson point process of Brownian excursions of intensity θµH but restricted to the set
of excursions that start in (−∞,−1) and end in (−1, 0).
Lemma 5.11. There exist k > 0 such that
P(P0(θ) ∩A = ∅) = ϕ′A(0)−kθ.
Hence F(P0(θ)) has the law P1(0,−kθ, 0).
Proof. The conformal invariance and restriction property of P0(θ) follows from the conformal in-
variance and restriction property of µH. Hence there exist α, β, γ such that
P(P0(θ) ∩A = ∅) = g′A(−1)βg′A(0)γ(gA(0)− gA(−1))α.
Let Aε be the vertical slit from ε to ε+ i, then
lim
ε→0P(P0(θ) ∩Aε = ∅) = P(P0(θ) ∩A0 = ∅) > 0
because there will be only finitely many excursions that are near the point 0. However g′Aε(0)→ 0,
as ε→ 0, so we must have γ = 0. By symmetry, we also have α = 0. Hence
P(P0(θ) ∩A = ∅) = ϕ′A(0)β.
For all θ1, θ2 > 0 and all A ∈ Q(0,∞), we have
P(P0(θ1 + θ2) ∩A = ∅) = P(P0(θ1) ∩A = ∅)P(P0(θ2) ∩A = ∅).
Therefore β must be linear with respect to θ. Note that ϕ′A(0) > 1 so we must have β < 0 so that
ϕ′A(0)β can be a probability. Hence there exist k > 0 such that β = −kθ. 
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Since the filling of the union of independent restriction samples still satisfy restriction, we have
many ways to play with it. For example, let P1 be a Poisson point process of Brownian excursions
that start and end on (−∞,−1) which corresponds to a chordal one-sided restriction measure of
exponent α ≥ 0. Let P2 be an Poisson point process of Brownian excursions that start and end
on (−1, 0) which corresponds to a chordal one-sided restriction measure of exponent γ ≥ 0. Let
P0 as in Lemma 5.11 which has law P1(0,−kθ, 0) for kθ ≥ 0. Let P0,P1,P2 be independent. It is
easy to see that F (P0 ∪ P1 ∪ P2) has the law P1(α, α−kθ+γ, γ). Thus we have constructed using
Poisson point process of Brownian excursions all measures P1(α, β, γ) for (α, β, γ) ∈ R3 such that
α ≥ 0, γ ≥ 0, β ≤ α+ γ.(5.7)
This construction requires no SLE knowledge and can be seen as one of the first evidences why
trichordal restriction measures form a three-parameter family. However this construction does not
give the entire family of desired restriction measures.
We can also take the union of restriction samples with law P1
(
α, ξ˜(α, γ), γ
)
as constructed
in § 5.2 and restriction samples with law P0(θ) as in Lemma 5.11. This constructs all measures
P1(α, β, γ) for (α, β, γ) ∈ R3 such that
α ≥ 0, γ ≥ 0, β ≤ ξ˜(α, γ),(5.8)
which is a larger range than that of (5.5).
Note that this construction does not use hSLE processes. However these processes will turn out
to be necessary in later constructions of two-sided and three-sided restriction measures.
Now we can make a remark about the existence of cut points for a sample K with law P1(α, β, γ),
which is an immediate consequence of the construction above and of cut-point properties for chordal
restriction measures in [13].
Proposition 5.12. Let K be a sample which has law P1(α, β, γ) where α, β, γ are in range (5.8).
- If 0 < γ < 1/3, then K has infinitely many cut points in any neighborhood of 0.
- If γ ≥ 1/3, then K has no cut point on the line segment (−1, 0].
- If γ = 0, then 0 6∈ K \ [−1, 0] and K \ [−1, 0] has no cut point on (−1, 0].
- The point −1 is a cut point of K if and only if β = ξ˜(α, γ).
Due to symmetry, the situation in the neighborhood of ∞ is the same as in the neighborhood of
0 if we consider α in stead of γ. In Figure 5.3 we make some illustrations of the above-mentioned
geometric properties for some one-sided restriction measures in the unit disk (which is a more
symmetric domain). The points a, b, c have respectively restriction exponents α, β, γ.
5.4. Range of existence for one-sided restriction measures. We will now show that (5.8) is
the full range of values for which P1(α, β, γ) exist.
Proposition 5.13. P1(α, β, γ) does not exist for (α, β, γ) 6∈ R1 where
R1 :=
{
(α, β, γ) ∈ R3; α ≥ 0, γ ≥ 0, β ≤ ξ˜(α, γ)
}
.
Proof. Let A ∈ Q(0,∞). For n ≥ 1, the scaled hull A/n ∈ Q(0,∞). Note that
g′A/n(−1) −→n→∞ 1, gA/n(0)− gA/n(−1) −→n→∞ 1, g
′
A(0) = g′A/n(0) for all n.
If K has the law of P1(α, β, γ) for some γ < 0, then
P(K ∩A/n = ∅) = g′A/n(−1)βg′A/n(0)γ
(
gA/n(0)− gA/n(−1)
)α−β−γ −→
n→∞ g
′
A(0)γ > 1
since g′A(0) < 1. This is impossible. The same argument applied to the sequence of hulls (nA)n≥0
shows that P1(α, β, γ) does not exist either for α < 0.
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(a) α ≥ 1/3, γ < 1/3, β <
ξ˜(α, γ). K has infinitely many
cut points in any neighborhood
of c.
a
b c
(b) α ≥ 1/3, β < α, γ = 0. The
closure of the interior of K has
no cut point and does not con-
tain the point c.
a
b c
(c) α, γ ≥ 1/3, β = ξ˜(α, γ). The
point b is the unique cut point of
K.
Figure 5.3. Some one-sided restriction samples in the unit disk.
Now it is left to show that P1(α, β, γ) does not exist for β > ξ˜(α, γ). Suppose that P1(α, β, γ)
exists for some α ≥ 0, γ ≥ 0, β > ξ˜(α, γ) and let K1 be a sample. Let K0 be an independent
restriction sample with law P1(0, ξ˜(α, γ) − β, 0) which exists according to Lemma 5.11. Then the
fill-in of K1 ∪K0 has the law P1(α, ξ˜(α, γ), γ). The right boundary of K0 does not intersect {−1}
almost surely, however according to Lemma 5.10, the right boundary of K1 ∪K0 intersects {−1}
almost surely since it has law P1(α, ξ˜(α, γ), γ). This is a contradiction. 
Now we are able to state a corollary that justifies the fact that we did impose the condition that
K does hit all three points a, b and c in our definition of the trichordal restriction property.
Corollary 5.14. Let K be a random set that satisfies all axioms of the three-sided trichordal
restriction sample except that we replace the condition K∩∂D = {a, b, c} by the condition K∩∂D ⊂
{a, b, c}. Then,
(i) Almost surely, K ∩ ∂D has at least two points.
(ii) If K ∩ ∂D contains exactly two points with positive probability, then the law of the set K is
exactly a chordal restriction measure.
Proof. The statement (i) is due to the fact that there is no one-sided trichordal restriction sample
K such that the closure of the interior of K intersects ∂D at only one point.
For the statement (ii), note that one-sided trichordal restriction sample J such that the closure
of the interior of J intersects only one arc of ∂D are just one-sided chordal restriction samples. If
K ∩ ∂D = {a, b}, then the right boundary of K is a one-sided chordal restriction sample. Hence
for all A ⊂ D such that D \A is simply connected and A ∩ ∂D ⊂ (bc), there is a α > 0 such that
P(K ∩A = ∅) = (φ′A(a)φ′A(b))α .(5.9)
By Lemma 3.6, we know that (5.9) is true for all A ⊂ D such that D \ A is simply connected and
a, b, c 6∈ A ∩ ∂D. 
6. Two-sided restriction
We now turn our attention to the two-sided case: In the (H,−1, 0,∞) setting, let Ω2(H,−1, 0,∞)
be the collection of simply connected and closed K ⊂ H such that K ∩ R = [−1, 0] and K is un-
bounded. A probability measure P2H,−1,0,∞ on Ω2(H,−1, 0,∞) is said to satisfy two-sided trichordal
conformal restriction for the sides (−∞,−1) and (0,∞) if for all A ∈ Q(−∞,−1)∪(0,∞), the law of
ϕA(K) conditioned on {K ∩A = ∅} is the same as the law of K.
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Again, the same argument as before shows that there exist three constants α, β, γ ∈ R such that
for all A ∈ Q(−∞,−1)∪(0,∞),
P[K ∩A = ∅] = φ′A(∞)αφ′A(−1)βφ′A(0)γ
and that conversely there exists at most one two-sided restriction measure, that we denote by
P2(α, β, γ) that satisfies this. Our goal is now to determine the range of accessible values for these
three parameters.
In the following subsections, we are first going to construct a big class of P2(α, β, γ) samples
using hSLE curves and the one-sided restrictions samples that have been constructed in the previous
section. Then we will construct a class of limiting cases using a mixture of chordal restriction
samples and Poisson point process of Brownian motions. In the end we will prove that these two
constructions together will give the full range of accessible values for α, β, γ.
6.1. Construction by hSLE curves and one-sided samples. In the present section, our goal
is to construct a two-sided restriction sample by first constructing its right boundary by a hSLE
curve and then putting a one-sided restriction sample to the left of the first curve. To this end, we
are going to use the same local martingale (Mt, t ≥ 0) as before, but for A ∈ Q(−∞,−1)∪(0,∞).
In order for (Mt, t ≥ 0) to be a bounded martingale, we need to restrict λ, µ, ν to a range which
is smaller than (Range 1). This is because two-sided restriction implies one-sided restriction but is
harder to achieve. Let us give the range right now.
(Range 2)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ ≥ 0 ⇐⇒ a− b ≥ 2 ⇐⇒ α ≥ 58 ⇐⇒ l ≥ 0
µ ≥ 0 ⇐⇒ a+ b ≥ c+ 12 ⇐⇒ β ≥ 0 ⇐⇒ m ≥ 0
ν > −34 ⇐⇒ c > 0 ⇐⇒ γ > 0 ⇐⇒ n ≥ −
1
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µ < λ+ ν + 32 ⇐⇒ b < c ⇐⇒ β < ξ˜(α, γ) ⇐⇒ (1)
ν ≤ λ+ µ ⇐⇒ c ≤ a− 12 ⇐⇒ γ ≤ ξ˜(α, β) ⇐⇒ (2)
λ+ µ+ ν ≥ −12 ⇐⇒ a ≥
3
2 ⇐⇒ ξ˜(α, β, γ) ≥ 1 ⇐⇒ (3).
The equivalence here is to be understood in the sense that we assume above all λ ≥ 0, µ ≥ 0, ν >
−3/4. In this case, (4.6) is true and moreover we have λ = U(l), µ = U(m). However, note that we
have ν = U(n) only if ν ≥ −1/4, otherwise ν = −U(n)− 1/2. Therefore if ν ≥ −1/4, then we have
(2) ⇐⇒ U(n) ≤ U(l) + U(m) ⇐⇒ n ≤ ξ˜(l,m),
(3) ⇐⇒ U(l) + U(m) + U(n) ≥ −1/2;
if ν < −1/4, then we have
(2) ⇐⇒ −U(n)− 12 ≤ U(l) + U(m),
(3) ⇐⇒ U(l) + U(m)− U(n)− 12 ≥ −
1
2 ⇐⇒ n ≤ ξ˜(l,m).
Note that U(l) + U(m) + U(n) ≥ −1/2 is always true and hence we can say
(2) + (3) ⇐⇒ n ≤ ξ˜(l,m).(6.1)
Before proving the boundedness of the local martingaleM , let us first prove a lemma which gives
some estimation about the function w.
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Lemma 6.1. For a, b, c in (Range 2) that satisfy in addition b < 0 and 1− c ≤ −b, we have
p(z) = zw
′(z)
w(z) < −b for all z ∈ (−∞, 0).
Proof. Note that w′(0) = ab/c < 0 and w(0) = 1. Hence p(0) = 0 and there is a M > 0 such that
p(z) > 0 for z ∈ (−M, 0). We can therefore look at the function log p on (−M, 0) and compute
(log p(z))′ = 1
z
+ w
′′(z)
w′(z) −
w′(z)
w(z) .
Note that w is a solution of (4.7), hence
(log p(z))′ = 11− z
((p(z) + a)(p(z) + b)
p(z) +
1− c− p(z)
z
)
.
Observe that
(log p(z))′ < 0 when 0 < p(z) ≤ 1− c; (log p(z))′ > 0 when p(z) ≥ −b.
Therefore we must have p(z) < −b for all z ∈ (−∞, 0). 
Now we are ready to prove our important lemma.
Lemma 6.2. Let λ, µ, ν be in (Range 2). For all A ∈ Q(−∞,−1)∪(0,∞), there exist a constant C,
possibly dependent on λ, µ, ν and A, such that 0 ≤Mt ≤ C for all t ≥ 0 a.s.
Proof. Since (Range 2) is included in (Range 1), for A ∈ Q(0,∞) the lemma follows from Lemma
5.3. Hence it is enough to prove the lemma for A ∈ Q(−∞,−1). Let us keep the notations from
Lemma 5.3. Recall that Pλ,µ,ν and q were defined by (5.3) and (5.2) as
Pλ,µ,ν(x, y) = nx2 + (l −m− n+ λ− ν − µ)xy +my2 + νx+ µy + 58 ,
q(z) = −zw′(−z)/w(−z).
Here x and y actually represent the quantities (xs − ws)/(xs − os) and (xs − ws)/(xs − vs).
The only modification from the proof of Lemma 5.3 is: For A ∈ Q(−∞,−1), we have xs ≤ vs ≤
os ≤ ws. We need to prove that the quantity
f(x, y) = Pλ,µ,ν(x, y) + q
(
x− 1
y − xy
)
x(1− y)
is bounded from below for y ≥ x ≥ 1. Since f is continuous, it is enough to look at f when either
x or y goes to ∞.
Let us first consider the case m = 0. In this case we also have µ = 0 and
f(x, y) = nx2 + (l − n+ λ− ν)xy + νx+ 58 + q
(
x− 1
y − xy
)
x(1− y).
The condition m = 0 and (Range 2) also imply
λ ≥ ν, l ≥ n, λ+ ν ≥ −12 .
Note that in this case we have b ≤ 0 and 1− c ≤ −b. We can apply Lemma 6.1:
q
(
x− 1
y − xy
)
≤ −b.
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Since x(1− y) ≤ 0, we have
f(x, y) > nx2 + (l − n+ λ− ν)xy + νx+ 58 − bx(1− y) = nx
2 + (l − n)xy + λx+ 58
≥ nx2 + (l − n)x2 + λx+ 58 = lx
2 + λx+ 58 ≥ 0.
Now let us consider the case m 6= 0. In fact m > 0.
If x stays bounded and y goes to ∞, then f behaves asymptotically as a polynomial in y with
the leading term my2 where m > 0. It is obviously bounded from below.
If x goes to ∞ then y must also go to ∞. By (4.9) and knowing that a − b ≥ 2, we have as
z →∞,
q(z) = −b+O(z−1).
Hence as x, y →∞, we have
q
(
x− 1
y − xy
)
x(1− y) = −bx+ bxy +O(y − x).
It follows that
f(x, y) = nx2 + (l −m− n)xy +my2 + (λ− µ)x+ µy +O(y − x).(6.2)
Let us make a change of variable x = 1 + c1, y = 1 + c1 + c2 for c1, c2 ≥ 0 and get
f(x, y) ≥ lc21 + (l +m− n)c1c2 +mc22 + (2l + λ)c1 +O(c2).(6.3)
Note that x, y →∞ is equivalent to c1 →∞. So the O in the equation above is to be understood
in the c1 →∞ limit.
• If l = 0 then λ = 0 and (6.3) becomes
f(x, y) = (m− n)c1c2 +mc22 +O(c2).
Since in this case we also have m ≥ n and m > 0, it follows that f is bounded from below
as c1 →∞.
• If l > 0 (we also have m > 0), then if ever f is not bounded from below then we must have
l+m− n < 0 and the discriminant ∆ := (l+m− n)2 − 4ml > 0. Note that in this case on
the one hand ∆ is increasing in n, on the other hand by (6.1) we have
n ≤ ξ˜(l,m) = U−1(U(l) + U(m)) = U−1(λ+ µ).
Hence
∆ ≤
(
l +m− U−1(λ+ µ)
)2 − 4ml = −49λµ(2λ+ 2µ+ 1) ≤ 0.
which leads to a contradiction. Therefore f is bounded from below.

For λ, µ, ν in (Range 2), we are going to construct two-sided restriction samples K by the
following steps, see Figure 6.1.
Construction 6.3. (i) Let γ0 be a hSLE(λ, µ, ν) from 0 to ∞. Let X := inf γ0([0,∞]) ∩ R.
According to Proposition 4.8, we have that X = 0 when ν ≥ −1/4 and X ∈ (−1, 0) when
−3/4 < ν < −1/4. Let H− be the connected component of H \ γ0 which has (−∞, X) as a
part of its boundary.
(ii) Let K˜ be an independent sample P1(m,n, l). Note that (Range 2) together with (6.1)
ensures that (m,n, l) ∈ R1 and P1(m,n, l) exists. Let φ be the conformal map from H to
H− that sends the boundary points −1, 0,∞ to X,∞,−1.
(iii) Let K := F
(
φ(K˜) ∪ γ0
)
.
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∞−1 0
∞
−1 0X
γ0
K˜ φ(K˜)
φ
Figure 6.1. Construction of two-sided restriction measures.
Proposition 6.4. For λ, µ, ν in the range of Lemma 6.2, the law of the set K constructed above
is P2(α, β, γ).
Recall again that
α = 23λ
2 + 43λ+
5
8 , β =
2
3µ
2 + 13µ, γ =
2
3ν
2 + 43ν +
5
8 .
Proof. For A ∈ Q(0,∞), this proposition follows from Proposition 5.4. It is thus enough to consider
the case A ∈ Q(−∞,−1).
Recall TA = inf{t : γ0([0, t]) ∩A 6= ∅}. Similarly to the proof of Proposition 5.4 and Proposition
5.7, note that
- If γ0 ∩A = ∅, then TA =∞. As TA →∞, we have
h′t(Wt)→ 1,
ht(Wt)− ht(Ot)
Wt −Ot → 1,
ht(Wt)− ht(Ot)
ht(Ot)− ht(Vt) →∞,
Wt −Ot
Ot − Vt →∞.
By the expansion (4.14), we have
lim
t→∞Mt = limt→∞h
′
t(Ot)nh′t(Vt)m
(
ht(Ot)− ht(Vt)
Ot − Vt
)l−m−n
= P (K ∩A = ∅ | γ) .
- If γ0 ∩A 6= ∅, then TA <∞. As t→ TA, h′t(Wt)→ 0 and other terms in Mt tend to a finite
limit. Hence MTA = 0.
We have thus proved that
MTA = 1γ0∩A=∅P (K ∩A = ∅ | γ0) = P (K ∩A = ∅ | γ0) .
By the martingale convergence theorem, we have
P (K ∩A = ∅) = E(MTA) = E(M0)
= ϕ′A(0)(2ν
2/3)+(4ν/3)+5/8ϕ′A(−1)(2µ
2/3)+(µ/3)ϕ′A(∞)(2λ
2/3)+(4λ/3)+5/8.

Remark 6.5. According to (Range 2), we have constructed the measures P2(α, β, γ) for (α, β, γ) ∈
R3 such that
α ≥ 58 , β ≥ 0, γ > 0, β < ξ˜(α, γ), γ ≤ ξ˜(α, β), ξ˜(α, β, γ) ≥ 1.(6.4)
The Construction 6.3 together with the geometric properties of one-sided restriction measures
mentioned in Proposition 5.12 immediately imply some geometric properties of two-sided restriction
samples. We list the two following properties without mentioning other obvious ones.
Proposition 6.6. Let K be a sample which has law P2(α, β, γ) where α, β, γ are within the range
(6.4), see Figure 6.1. Then:
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- The point 0 is a cut-point of K if and only if γ = ξ˜(α, β).
- There exist a point X ∈ (−1, 0), which is the unique triple disconnecting point of K, if and
only if ξ˜(α, β, γ) = 1.
Proof. When γ = ξ˜(α, β), we have γ ≥ 5/8 and γ0 intersects R only at 0. Moreover, γ = ξ˜(α, β)
implies n = ξ˜(m, l), hence −1 is on the right boundary of K˜, consequently 0 is on the left boundary
of φ(K˜), hence must be a cut point.
When ξ˜(α, β, γ) = 1, since α ≥ 5/8 we have γ < 1/3 hence γ0 is boundary touching and
X ∈ (0, 1). X is obviously on the right boundary of K. When ξ˜(α, β, γ) = 1, we actually have
n = ξ˜(m, l). Hence −1 is on the right boundary of K˜. Hence X is on the left boundary of φ(K˜)
hence it is on both the left and right boundaries of K, hence is a triple disconnecting point. It is
obviously unique. 
In Figure 6.2 we illustrate some of the above-mentioned geometric properties for some two-sided
restriction measures in the unit disk (which is a more symmetric domain). The points a, b, c have
respectively restriction exponents α, β, γ.
a
b c
(a) The case γ = ξ˜(α, β). The
point c is a cut-point.
a
b c
(b) The case ξ˜(α, β, γ) =
1, β, γ > 0. We always have
α ≤ 1 and β, γ < 1/3, hence
each branch has infinitely many
cut-points.
a
b c
(c) The case α = 1, β = γ = 0,
which is not in range (6.4). It is
the filling of a Brownian excur-
sion which starts at a and exits
at the arc (bc).
Figure 6.2. Some two-sided restriction samples in the unit disk.
6.2. Construction of limiting cases. We can see that (6.4) does not seem to be the full range,
because some limiting cases are missing, such as γ = 0 and β = ξ˜(α, γ).
When γ = 0, the right-boundary of the restriction sample does not start at 0 and thus cannot
be given by a hSLE curve which is defined to start at 0 . However since the case β = 0, γ > 0 is
included in (6.4), by symmetry between β and γ, the case β > 0, γ = 0 should also exist and can be
constructed in a symmetric way, i.e. by first constructing its left boundary which is a hSLE curve
starting at −1.
For the β = ξ˜(α, γ) case, we can either use again the SLE8/3(ρ1, ρ2) curves as in § 5.2, or say it
is symmetric to the γ = ξ˜(α, β) case.
The β = γ = 0 case is still not constructed. However this case should exist. Consider a Brownian
excursion in H starting from∞ and exiting at a uniformly chosen point of the segment [−1, 0], then
its outer boundary should satisfy two-sided restriction with exponents (1, 0, 0) (see Figure 6.2c).
The union of n independent such Brownian excursions should satisfy restriction with exponents
(n, 0, 0).
Now let us construct P2(α, 0, 0) samples for all α > 1. As illustrated in Figure 6.3: For τ ∈
(−1, 0), let Iτ be a chordal restriction sample of exponent α > 1 in (H, τ,∞). Let Pτ (θ) be a Poisson
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point process of Brownian excursions of intensity θνH but restricted to the excursions which start
in (−1, τ) and end in (τ, 0), so that it satisfies restriction in (H,−1, τ, 0) for exponent (0, 1− α, 0).
This is possible because 1 − α < 0 and we have Lemma 5.11. Let Kτ := F (Iτ ∪ Pτ (θ)) be the
filling of the union of Iτ and Pτ (θ). Let ρ be the probability density function supported on [−1, 0]
defined by
ρ(τ) = τ
α−1(τ + 1)α−1
M
with M =
∫ 0
−1
τα−1(τ + 1)α−1dτ.
Now let K be the random set constructed by first choosing T according to the density ρ and then
a (conditionally) independent Kτ for τ = T .
τ−1 0
∞
Iτ
Pτ (θ)
Figure 6.3. The random set Kτ .
Lemma 6.7. The law of this set K is P2(α, 0, 0) (see Figure 6.3).
Proof. Note that the map z 7→ ϕA(z)−ϕA(τ) is a conformal map from H \A to H that fixes τ and
∞. Hence
P (Iτ ∩A = ∅) = ϕ′A(τ)αϕ′A(∞)α.
Note that the conformal map from H \A to A that fixes −1, τ, 0 is given by
fτ,A(z) =
τ(ϕA(τ) + 1)
ϕA(τ)− τ −
τϕA(τ)(τ + 1)(ϕA(τ) + 1)
(ϕA(τ)− τ)2ϕA(z) + ϕA(τ)(ϕA(τ)− τ)(τ + 1) .
It yields that
f ′τ,A(τ) =
τ(τ + 1)
ϕA(τ) (ϕA(τ) + 1)
ϕ′A(τ).
For all A ∈ Q(−∞,−1)∪(0,∞), we have
P(Pτ (θ) ∩A = ∅) = f ′τ,A(τ)1−α.
Since Pτ (θ) and Iτ are independent, we further have
P (Kτ ∩A = ∅) = P (Iτ ∩A = ∅)P(Pτ (θ) ∩A = ∅)
= ϕ′A(∞)αϕ′A(τ)
(
τ(τ + 1)
ϕA(τ) (ϕA(τ) + 1)
)1−α
.
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Hence
P (K ∩A = ∅) =
∫ 0
−1
P (Kτ ∩A = ∅) ρ(τ)dτ
= 1
M
∫ 0
−1
ϕ′A(∞)αϕ′A(τ)
(
τ(τ + 1)
ϕA(τ) (ϕA(τ) + 1)
)1−α
τα−1(τ + 1)α−1dτ
= 1
M
ϕ′A(∞)α
∫ 0
−1
(ϕA(τ) (ϕA(τ) + 1))α−1 ϕ′A(τ)dτ.
Since ϕA sends −1, 0 to themselves, we can view τ 7→ ϕA(τ) as a change of variable on [−1, 0].
Hence
P (K ∩A = ∅) = 1
M
ϕ′A(∞)α
∫ 0
−1
(τ(τ + 1))α−1 dτ = ϕ′A(∞)α.

Remark 6.8. By adding these limiting cases to what have been constructed in the previous section,
we have constructed P2(α, β, γ) for all (α, β, γ) ∈ R3 in the following domain (which is an extension
of (6.4))
α ≥ 58 , β ≥ 0, γ ≥ 0, β ≤ ξ˜(α, γ), γ ≤ ξ˜(α, β), ξ˜(α, β, γ) ≥ 1.(6.5)
6.3. Range of existence for two-sided measures. In this section we are going to prove that
(6.5) is actually the largest range for which P2(α, β, γ) can exist.
The conditions β ≥ 0, γ ≥ 0, β ≤ ξ˜(α, γ), γ ≤ ξ˜(α, β) are inherited from the one-sided range
(5.8), because the left and right boundaries of a two-sided restriction measure should both satisfy
one-sided restriction.
The condition α ≥ 5/8 is inherited from the chordal two-sided restriction measures. If K is a
sample with law P1(α, β, γ), then the sequence (K/n)n≥0 (K rescaled by the factor 1/n) admits
a subsequence that converges in law to a two-sided chordal restriction measure K∞, due to some
standard facts about tightness and weak convergence of measures. Moreover , for A ∈ Q(0,∞), by
approaching the event {K∞ ∩A = ∅} by open and closed sets (for example see § 4.2 [21]), we have
P(K∞ ∩A = ∅) = P
( 1
n
K ∩A = ∅
)
= g′A
(
− 1
n
)β
g′A(0)γ
(
gA(0)− gA
(
− 1
n
))α−β−γ
−→
n→∞ g
′
A(0)α.
(6.6)
Hence we must have α ≥ 5/8.
Now it is only remains to prove the following.
Lemma 6.9. The measure P2(α, β, γ) does not exist if ξ˜(α, β, γ) < 1.
Proof. If there exist a sample K1 with law P2(α, β, γ) for some (α, β, γ) such that
α ≥ 58 , β ≥ 0, γ ≥ 0, β ≤ ξ˜(α, γ), γ ≤ ξ˜(α, β),
but ξ˜(α, β, γ) < 1, then since ξ˜ is continuous and strictly increasing in its arguments, there exist
δ > 0 such that ξ˜(α, β + δ, γ + δ) = 1. Let K0 be an independent one-sided chordal restriction
sample of exponent δ in (H,−1, 0). Then K := F(K1 ∪ K0) has law P2(α, β + δ, γ + δ). This
construction shows that the left and right boundaries of K have no common point on [−1, 0].
However (α, β + δ, γ + δ) is in the range (6.4), and according to Proposition 6.6 K should have a
triple disconnecting point on [−1, 0]. This is a contradiction. 
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7. Three-sided restriction
We are now finally going to be able to determine which of the three-sided restriction measures
exist described via Proposition 1.1 do indeed exist. In order to distinguish them from the two-sided
and one-sided ones, we will refer to them as P3(α, β, γ) instead of P(α, β, γ) in the present section.
7.1. Construction by hSLE curves and two-sided samples. We still consider the same mar-
tingale (Mt, t ≥ 0) as before, but this time for all A ∈ Q∗∗.
In order for (Mt, t ≥ 0) to be a bounded martingale, we need to restrict λ, µ, ν to a range which
is even smaller than (Range 2). Let us give the range right now.
(Range 3)∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ ≥ 0 ⇐⇒ a− b ≥ 2 ⇐⇒ α ≥ 58 ⇐⇒ l ≥ 0
µ ≥ 34 ⇐⇒ a+ b− c ≥ 2 ⇐⇒ β ≥
5
8 ⇐⇒ m ≥
5
8
ν ≥ 0 ⇐⇒ c ≥ 32 ⇐⇒ γ ≥
5
8 ⇐⇒ n ≥ 0
µ < λ+ ν + 32 ⇐⇒ b < c ⇐⇒ β < ξ˜(α, γ)
ν ≤ λ+ µ ⇐⇒ c ≤ a− 12 ⇐⇒ γ ≤ ξ˜(α, β) ⇐⇒ n ≤ ξ˜(l,m)
λ ≤ µ+ ν ⇐⇒ b ≥ 0 ⇐⇒ α ≤ ξ˜(β, γ) ⇐⇒ l ≤ ξ˜(m,n)
λ+ µ+ ν ≥ 1 ⇐⇒ a ≥ 3 ⇐⇒ ξ(α, β, γ) ≥ 2 ⇐⇒ ξ˜(l,m, n) ≥ 1.
The equivalence here is to be understood in the sense that we assume above all λ ≥ 0, µ ≥ 3/4, ν ≥ 0.
In this case, (4.6) is true and moreover λ = U(l), µ = U(m), ν = U(n).
Lemma 7.1. For a, b, c in (Range 3), we have w′(z) > 0 for all z ∈ (−∞, 0).
Proof. Note that w′(0) = ab/c > 0. If w is not always strictly increasing on (−∞, 0), then there
exist z0 < 0 such that w′(z0) = 0 and w′′(z0) ≥ 0. Putting this back to the equation (4.7) yields
z0(1− z0)w′′(z0) = abw(z0).
The two sides of the equation above should have the same sign, hence we have w(z0) ≤ 0. This is
in contradiction with Lemma 4.2. 
Lemma 7.2. Let λ, µ, ν be in (Range 3). For A ∈ Q∗∗, there exist a constant C, possibly dependent
on λ, µ, ν and A, such that 0 ≤Mt ≤ C for all t ≥ 0 a.s.
Proof. Since (Range 3) is included in (Range 2), it is enough to prove the lemma for A ∈ Q(−1,0).
Let us keep the notations from the proofs of Lemma 5.3 and Lemma 6.2. Recall that Pλ,µ,ν and q
were defined by (5.3) and (5.2) as
Pλ,µ,ν(x, y) = nx2 + (l −m− n+ λ− ν − µ)xy +my2 + νx+ µy + 58 ,
q(z) = −zw′(−z)/w(−z).
Here x and y actually represent the quantities (xs − ws)/(xs − os) and (xs − ws)/(xs − vs).
The difference here is that vs ≤ xs ≤ os ≤ ws for A ∈ Q(−1,0). Hence we need to prove that the
quantity
f(x, y) = Pλ,µ,ν(x, y) + q
(
x− 1
y − xy
)
x(1− y)
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is bounded from below for x ≥ 1, y ≤ 0. Since f is continuous, it is enough to look at f when either
x or y goes to ∞.
If x→∞ and y stays bounded, then:
• If n > 0, then f is asymptotically equivalent to the leading term nx2. Hence f is bounded
from below.
• If n = 0, then we also have ν = 0 and
f(x, y) = (l −m+ λ− µ)xy +my2 + µy + 58 + q
(
x− 1
y − xy
)
x(1− y).
As x→∞, it is asymptotically equivalent to the leading term
[(l −m+ λ− µ)y + q (−y) (1− y)]x.
First we can exclude the trivial case where y = 0 for which f = 5/8. Then note that
l −m + λ − µ ≤ 0 and y ≤ 0. Also note that q(z) = −zw′(−z)/w(−z) > 0 for all z > 0
because of Lemma 7.1, Lemma 4.2, and 1− y > 0. Hence
(l −m+ λ− µ)y + q (−y) (1− y) > 0.
Hence f is bounded from below.
If x stays bounded and y → −∞, then f is asymptotically a polynomial in y with leading term
my2 where m > 0 hence f is bounded from below.
If x→∞, y → −∞, then (x− 1)y/(y − x)→∞. In the same way as (6.2), we have
f(x, y) = nx2 + (l −m− n)xy +my2 + o(xy).
• If n = 0, then we also have ν = 0 and
f(x, y) = (l −m)xy +my2 + o(xy).
Note that in this case we always have l ≤ m. If l < m, then f is obviously bounded from
below. If l = m, then we also have λ = µ, hence b = 0, hence w is constantly equal to 1.
Hence q is constantly equal to 0 and
f(x, y) = my2 + µy + 58 .
This is bounded from below because m > 0.
• If n > 0, then note that we also have m > 0. Assume f is not bounded from below, we
must have
l −m− n > 0
∆′ := (l −m− n)2 − 4nm > 0
In this case ∆′ is increasing in l hence in λ. Since l ≤ ξ˜(m,n), we have
l ≤ U−1 (U(m) + U(n)) = U−1(µ+ ν).
This implies that ∆′ gets to its maximum when l = U−1(µ+ ν). Hence
∆′ ≤ −49µν(2µ+ 2ν + 1) ≤ 0
which leads to a contradiction. Hence f is bounded from below.

Now we can construct a three-sided restriction sample K by the following steps, see Figure 7.1.
Construction 7.3. Let λ, µ, ν be inside (Range 3).
43
(i) Let γ0 be a hSLE(λ, µ, ν) from 0 to∞. Note that since γ ≥ −1/4, according to Proposition
4.8 γ0 does not hit the real axis except at 0. Let H− be the connected component of H \ γ0
which is to the left of γ0.
(ii) Let K˜ be an independent sample P2(m,n, l). Note that (Range 3) implies that K˜ exists.
Let φ be the conformal map from H to H− that sends the boundary points 0,−1,∞ to
∞, 0,−1. Let K := φ(K˜).
φ
K˜ φ(K˜)
γ0
−1 0 −1 0
Figure 7.1. Construction of three-sided restriction measures.
Proposition 7.4. The above-constructed K has law P3(α, β, γ), where
α = 23λ
2 + 43λ+
5
8 , β =
2
3µ
2 + 13µ, γ =
2
3ν
2 + 43ν +
5
8 .
Proof. The proof is identical to that of Proposition 6.4, except that we also need to check for
A ∈ Q(−1,0). 
Remark 7.5. We constructed all three-sided restriction samples of law P3(α, β, γ) for α, β, γ in
(Range 3). Note that the limiting case β = ξ˜(α, γ) can be either constructed using SLE8/3(ρ1, ρ2)
curves as in § 5.2, or alternatively in a symmetric way as the cases γ = ξ˜(α, β) and α = ξ˜(β, γ).
Thus, we have now constructed (and proved the existence of) the measures P3(α, β, γ) for (α, β, γ) ∈
R3 such that
α ≥ 58 , β ≥
5
8 , γ ≥
5
8 , β ≤ ξ˜(α, γ), γ ≤ ξ˜(α, β), α ≤ ξ˜(β, γ), ξ(α, β, γ) ≥ 2.(7.1)
The Construction 7.3 together with the geometric properties of two-sided restriction measures
mentioned in Proposition 6.6 immediately imply some geometric properties of three-sided restriction
samples. The following proposition is also a part of Theorem 1.2.
Proposition 7.6. Let K be a sample which has law P3(α, β, γ) where α, β, γ are within range
(7.1).
- K has a triple disconnecting point which is unique if and only if ξ(α, β, γ) = 2.
- The boundary point 0 is a cut point of K if and only if γ = ξ˜(α, β).
We illustrate these geometric properties in Figure 1.3 for samples in the unit disk.
Proof. According to Construction 7.3, ξ(α, β, γ) = 2 if and only if ξ˜(m,n, l) = 1. By Proposition
6.6, the set K˜ has a unique triple disconnecting point X on the boundary (−1, 0). This point will
be mapped by φ to a point on γ0, which will be the unique triple disconnecting point of K.
When γ = ξ˜(α, β), then m = ξ˜(l, n) hence −1 is a cut point of K˜, hence 0 will be a cut point of
K. 
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7.2. Range of existence for three-sided restriction measures. The range (7.1) is the same
as in Theorem 1.2. In this section, we will prove the following proposition.
Proposition 7.7. Three-sided trichordal restriction measures P3(α, β, γ) do not exist for (α, β, γ)
outside of range (7.1).
It is easy to see that, in range (7.1), the conditions α ≥ 5/8, β ≥ 5/8, γ ≥ 5/8 are inherited from
chordal two-sided restriction measures and the conditions β ≤ ξ˜(α, γ), γ ≤ ξ˜(α, β), α ≤ ξ˜(β, γ) are
inherited from trichordal one-sided restriction measures. Hence it is enough to justify the condition
ξ(α, β, γ) ≥ 2. As we are now going to explain, this condition is actually inherited from the two-
sided condition ξ˜(α, β, γ) ≥ 1 in (6.5). For this purpose, we are going to explore the relation between
two-sided and three-sided restriction measures. We can already see that if we take K a three-sided
restriction measure as in Construction 7.3 and send the right boundary of K to the half-line (0,∞)
by the conformal map φ−1, then the image φ−1(K) is a two-sided restriction measure.
We would like to prove this transitivity of restriction property in a way that does not rely on the
Construction 7.3. This is because we want to know whether there exists any other P3(α, β, γ) than
those constructed in Construction 7.3. Let us reformulate the desired property and fix notations
for the rest of this section.
Let γb be the bottom part of K which has −1 and 0 as end points. Let ϕγb be the conformal
map from the unbounded connected component of H \ γb to H which sends −1, 0,∞ to themselves.
Let J := ϕγb(K). (See Fig 7.2.) We will prove in Lemma 7.10 that J satisfies two-sided restriction.
K
γb
−1 0
φγb
J
−1 0
Figure 7.2. From three-sided restriction to two-sided restriction by applying con-
formal maps
Lemma 7.8. J and γb are independent.
Proof. For all A ∈ Q(−1,0), because of the restriction property of K, we have the following identity
in law:
ϕγb(K)|{K ∩A = ∅} = ϕϕA(γb) ◦ ϕA(K)|{K ∩A = ∅} = ϕγb(K).(7.2)
Equivalently, (7.2) says that J |{γb ∩A = ∅} has the same law as J . Since the events {γb ∩A = ∅}
for all A ∈ Q(−1,0) generate the σ-algebra for the law of γb, we conclude that J is independent of
γb. 
Lemma 7.8 says that in order to sample K, we can first sample γb and then sample the pre-image
by ϕγb of an independent sample J . This gives us an alternative way to describe the law of J : it
is the law of K conditioned on γb = [−1, 0]. Of course this conditioning must be taken as a limit.
Let [−1, 0]ε :=
{
z ∈ H, dist(z, [−1, 0]) ≤ ε
}
. Let Kε be K conditioned on γb ⊂ [−1, 0]ε.
Lemma 7.9. The sequence (Kε)ε>0 converges in law to J as ε→ 0.
Proof. Let H be the space of continuous curves from −1 to 0 that stay in H except for the two ex-
tremities. Let Ω2(H,−1, 0,∞) be as in the definition of the two-sided measures. Let Ω(H,−1, 0,∞)
be as in the definition of our three-sided measures. Let G be a function from H×Ω2(H,−1, 0,∞) to
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Ω(H,−1, 0,∞) that sends (γ, J0) to the pre-image by ϕγ of J0. Let f be a Möbius transformation
from the unit disk U to H. Endow H, Ω2(H,−1, 0,∞) and Ω(H,−1, 0,∞) with the metric which
is the image by f of the Hausdorff metric on U, then G is continuous in both of its arguments.
By definition Kε has the law of G(γ˜εb , J) where γ˜εb is γb conditioned on γb ⊂ [−1, 0]ε and J
is independent of γ˜b. Since γ˜εb converges to the interval [−1, 0] almost surely within Hausdorff
distance, we have Kε converges in law to G([−1, 0], J) = J . 
Lemma 7.10. J satisfies two-sided restriction.
Proof. Let F be a measurable continuous and bounded function on Ω2(H,−1, 0,∞)∪Ω(H,−1, 0,∞).
Let A ∈ Q(−∞,−1)∪(0,∞). We have
E (F (ϕA(Kε))|Kε ∩A = ∅) = E (F (ϕA(Kε))1Kε∩A=∅)P(Kε ∩A = ∅)
=E (F (ϕA(K))1K∩A=∅|γb ⊂ [−1, 0]
ε)
P(K ∩A = ∅|γb ⊂ [−1, 0]ε) =
E
(
F (ϕA(K))1K∩A=∅1γb⊂[−1,0]ε
)
P (K ∩A = ∅, γb ⊂ [−1, 0]ε)
=
E
(
F (ϕA(K))1γb⊂[−1,0]ε |K ∩A = ∅
)
P(γb ⊂ [−1, 0]ε|K ∩A = ∅) =
E
(
F (K)1ϕ−1A (γb)⊂[−1,0]ε
)
P
(
ϕ−1A (γb) ⊂ [−1, 0]ε
)
=E
(
F (K)|ϕ−1A (γb) ⊂ [−1, 0]ε
)
.
On the one hand, by the fact thatKε converges to J and by some open and closed approximations
as needed for (6.6), we have
E (F (ϕA(Kε))|Kε ∩A = ∅) −→
ε→0 E (F (ϕA(J))|J ∩A = ∅) .
On the other hand,
E
(
F (K)|ϕ−1A (γb) ⊂ [−1, 0]ε
)
−→
ε→0 E (F (J))
for the same reason why Kε converges in law to J . Hence we have
E (F (ϕA(J))|J ∩A = ∅) = E (F (J))
and J satisfies two-sided restriction. 
Note that for two-sided (trichordal) restriction measures, we can do a similar conformal trans-
formation to obtain a one-sided (trichordal) restriction measure; this follows either via the same
proof, or directly from our Construction 6.3. Moreover Construction 6.3 gives us a precise relation
between the exponents.
Lemma 7.11. Let K be a sample of law P2(α, β, γ) where β, γ ≥ 5/8 and let γr be its right
boundary. Then ϕγr(K) has law P1(α, h(β), h(γ)) where
h(x) := U−1
(
U(x)− 34
)
for x ≥ 58 .
Recall that U , as defined in § 2.7, can be viewed as a bijection from [0,∞) onto itself, and that
for x ≥ 5/8, we have U(x) ≥ 3/4 so that there are no definition problems here. Furthermore, as
U(h(x))+U(5/8) = U(x), it follows that h(x) can be equivalently described as the only non-negative
real such that x = ξ˜(5/8, h(x)). Loosely speaking, when we unfold a corner by the conformal maps
as we defined, the restriction exponent α ≥ 5/8 goes to h(α) for that corner. There is also a relation
for the case γ < 5/8 but we will not need it. The same holds for chordal two-sided measures. It
was proved in [13, 19] that we can construct all chordal restriction measure of exponent α by first
constructing its right boundary γ then putting an independent one-sided chordal restriction sample
of exponent h(α) in the connected component of H \ γ which contains R−.
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Proof of Proposition 7.7. Let (α, β, γ) ∈ R3 be such that
α ≥ 58 , β ≥
5
8 , γ ≥
5
8 , β ≤ ξ˜(α, γ), γ ≤ ξ˜(α, β), α ≤ ξ˜(β, γ).
Assume that the law P(α, β, γ) exists and let K be a sample, then by Lemma 7.10, J = ϕγb(K) is
a two-sided restriction measure. We can in particular view K as a two-sided restriction measure
and apply Lemma 7.11, so J has law P2(α, h(β), h(γ)). Therefore (α, h(β), h(γ)) must fall into the
range (6.5). Hence ξ˜(α, h(β), h(γ)) ≥ 1 which means that
U(α) + U(h(β)) + U(h(γ)) ≥ U(1) = 1.
which can be rephrased as
U(α) + U(β) + U(γ) ≥ 52
which is equivalent to ξ(α, β, γ) ≥ 2. 
Appendix A. Itô calculus for the proof of Lemma 5.3
We need to show that the process
Mt = h′t(Wt)5/8h′t(Ot)nh′t(Vt)m
(
ht(Ot)− ht(Vt)
Ot − Vt
)l−m−n+λ
G
(
ht(Wt)− ht(Ot)
ht(Ot)− ht(Vt)
) /
G
(
Wt −Ot
Ot − Vt
)
is a local martingale, where (Wt, Ot, Vt) satisfy dOt =
2dt
Ot −Wt , dVt =
2dt
Vt −Wt ,
dWt =
√
κdBt + J(Wt −Ot,Wt − Vt)dt.
This looks like a daunting task, but it is a rather straightforward direct Itô formula computation:
To simplify the notations, set
X˜t :=
ht(Wt)− ht(Ot)
ht(Ot)− ht(Vt) , Xt :=
Wt −Ot
Ot − Vt , and Jt := J(Wt −Ot,Wt − Vt).
First calculate the following Itô derivatives:
d ht(Wt) =
[
−53h
′′
t (Wt) + h′t(Wt)Jt
]
dt+
√
8
3h
′
t(Wt)dBt
d h′t(Wt) =
[
h′′t (Wt)2
2h′t(Wt)
+ h′′t (Wt)Jt
]
dt+
√
8
3h
′′
t (Wt)dBt
d ht(Ot) =
2h′t(Wt)2
ht(Ot)− ht(Wt)dt, ht(Vt) =
2h′t(Wt)2
ht(Vt)− ht(Wt)dt
d h′t(Ot) =
[
− 2h
′
t(Wt)2h′t(Ot)
(ht(Ot)− ht(Wt))2 +
2h′t(Ot)
(Ot −Wt)2
]
dt
d h′t(Vt) =
[
− 2h
′
t(Wt)2h′t(Vt)
(ht(Vt)− ht(Wt))2 +
2h′t(Vt)
(Vt −Wt)2
]
dt.
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Then we have
dMt
Mt
= d logMt +
1
2M2t
d〈M〉t
= 58
dh′t(Wt)
h′t(Wt)
− 5h
′′
t (Wt)2
6h′t(Wt)2
dt+ ndh
′
t(Ot)
h′t(Ot)
+mdh
′
t(Vt)
h′t(Vt)
+(l −m− n+ λ)dht(Ot)− dht(Vt)
ht(Ot)− ht(Vt) − (l −m− n+ λ)
dOt − dVt
Ot − Vt
+dG(X˜t)
G(X˜t)
− 4G
′(X˜t)2
3G(X˜t)2
(
h′t(Wt)
ht(Ot)− ht(Vt)
)2
dt
−dG(Xt)
G(Xt)
+ 4G
′(Xt)2
3G(Xt)2
1
(Ot − Vt)2
dt+ 12M2t
d〈M〉t.
From the formula above, we see that the local martingale term of dMt/Mt is LtdBt (and therefore
d〈M〉t = M2t L2tdt), where
Lt =
5
8
√
8
3
h′′t (Wt)
h′t(Wt)
+ G
′(X˜t)
G(X˜t)
√
8
3
h′t(Wt)
ht(Ot)− ht(Vt) −
G′(Xt)
G(Xt)
√
8
3
1
Ot − Vt .
The drift term of dMt/Mt can be written as Dtdt where
Dt =
5
8
[
h′′t (Wt)2
2h′t(Wt)2
+ h
′′
t (Wt)
h′t(Wt)
Jt
]
− 5h
′′
t (Wt)2
6h′t(Wt)2
+ n
[
− 2h
′
t(Wt)2
(ht(Ot)− ht(Wt))2 +
2
(Ot −Wt)2
]
+m
[
− 2h
′
t(Wt)2
(ht(Vt)− ht(Wt))2 +
2
(Vt −Wt)2
]
+ (l −m− n+ λ) −2h
′
t(Wt)2
(ht(Ot)− ht(Wt)) (ht(Vt)− ht(Wt)) − (l −m− n+ λ)
−2
(Ot −Wt)(Vt −Wt)
+ G
′(X˜t)
G(X˜t)
· 1
ht(Ot)− ht(Vt)
[(
−53h
′′
t (Wt) + h′t(Wt)Jt
)
− 2h
′
t(Wt)2
ht(Ot)− ht(Wt)
]
− G
′(X˜t)
G(X˜t)
· ht(Wt)− ht(Ot)
(ht(Ot)− ht(Vt))2
2h′t(Wt)2
ht(Vt)− ht(Ot)
(ht(Ot)− ht(Wt)) (ht(Vt)− ht(Wt))
+ G
′′(X˜t)
2G(X˜t)
· 83
h′t(Wt)2
(ht(Ot)− ht(Vt))2
− 4G
′(X˜t)2
3G(X˜t)2
(
h′t(Wt)
ht(Ot)− ht(Vt)
)2
− G
′(Xt)
G(Xt)
·
(
Jt
Ot − Vt −
2
(Ot −Wt)(Ot − Vt)
)
+ G
′(Xt)
G(Xt)
· Wt −Ot(Ot − Vt)2 ·
2(Vt −Ot)
(Ot −Wt)(Vt −Wt)
− G
′′(Xt)
2G(Xt)
· 83
1
(Ot − Vt)2 +
4G′(Xt)2
3G(Xt)2
1
(Ot − Vt)2
+ 12L
2
t .
Recall that by (4.17) we have
Jt =
8
3
G′(Xt)
G(Xt)
1
Ot − Vt .(A.1)
In Dt, we now interpret the terms that only involve Wt, Ot, Vt as ’constant’ and we regroup the
coefficients in front of the terms which involve ht. The coefficients for each of these terms are as
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follows: The ’constant’ term is
2n
(Ot −Wt)2 +
2m
(Vt −Wt)2 + 2
l −m− n+ λ
(Ot −Wt)(Vt −Wt)
− G
′(Xt)
G(Xt)
·
(
Jt
Ot − Vt −
2
(Ot −Wt)(Ot − Vt)
)
+ G
′(Xt)
G(Xt)
· Wt −Ot(Ot − Vt)2 ·
2(Vt −Ot)
(Ot −Wt)(Vt −Wt) −
G′′(Xt)
2G(Xt)
· 83
1
(Ot − Vt)2
+ 43
G′(Xt)2
G(Xt)2
1
(Ot − Vt)2 +
4G′(Xt)2
3G(Xt)2
1
(Ot − Vt)2
and the remaining ones can be listed as follows:
h′′t (Wt)2
h′t(Wt)2
: 516 −
5
6 +
25
48 = 0(A.2)
h′′t (Wt)
h′t(Wt)
: 58Jt −
5
3
G′(Xt)
G(Xt)
· 1
Ot − Vt = 0(A.3)
h′t(Wt)2
(ht(Ot)− ht(Wt))2 : − 2n(A.4)
h′t(Wt)2
(ht(Vt)− ht(Wt))2 : − 2m(A.5)
h′t(Wt)2
(ht(Ot)− ht(Vt))2 :
4
3
G′′(X˜t)
G(X˜t)
+ 43
G′(X˜t)2
G(X˜t)2
− 4G
′(X˜t)2
3G(X˜t)2
= 43
G′′(X˜t)
G(X˜t)
(A.6)
h′t(Wt)2
(ht(Ot)− ht(Wt)) (ht(Vt)− ht(Wt)) : − 2(l −m− n+ λ)(A.7)
h′t(Wt)2
(ht(Ot)− ht(Wt)) (ht(Ot)− ht(Vt)) : − 2
G′(X˜t)
G(X˜t)
(A.8)
h′t(Wt)2
(ht(Vt)− ht(Wt)) (ht(Ot)− ht(Vt)) : − 2
G′(X˜t)
G(X˜t)
(A.9)
h′′t (Wt)
ht(Ot)− ht(Vt) : −
5G′(X˜t)
3G(X˜t)
+ 5G
′(X˜t)
3G(X˜t)
= 0(A.10)
h′t(Wt)
ht(Ot)− ht(Vt) :
G′(X˜t)
G(X˜t)
[
Jt − 83
G′(Xt)
G(Xt)
1
Ot − Vt
]
= 0(A.11)
Adding up the terms in (A.4-A.9), we get
Et
h′t(Wt)2
(ht(Vt)− ht(Wt)) (ht(Ot)− ht(Wt))
where
Et = −2nX˜t + 1
X˜t
− 2m X˜t
X˜t + 1
+ 43
G′′(X˜t)
G(X˜t)
X˜t(X˜t + 1)− 2(l −m− n+ λ) + 2G
′(X˜t)
G(X˜t)
(2X˜t + 1).
As G satisfies the differential equation (4.12), we can conclude that Et = 0. Now, it remains only
to deal with the ’constant’ term. It is equal to Ct/((Vt −Wt)(Ot −Wt)), with
Ct = 2n
Xt + 1
Xt
+ 2m Xt
Xt + 1
− 4G
′′(Xt)
3G(Xt)
Xt(Xt + 1) + 2(l −m− n+ λ)− 2G
′(Xt)
G(Xt)
(2Xt + 1),
which is also equal to 0 because of (4.12).
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This finally proves that Dt = 0 hence Mt is a local martingale.
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