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ABSTRACT
We explore the effect of finite population sampling in design problems with many
variables cross-classified in many ways. In particular, we investigate designs
where we wish to sample individuals belonging to different groups for which the
underlying covariance matrices are separable between groups and variables. We
exploit the generalised conditional independence structure of the model to show
how the analysis of the full model can be reduced to an interpretable series of
lower dimensional problems. The types of information we gain by sampling are
identified with the orthogonal canonical directions. We first solve a variable
problem, which utilises the powerful properties of the adjustment of second-
order exchangeable vectors, which has the same qualitative features, represented
by the underlying canonical variable directions, irrespective of chosen group,
population size or sample size. We then solve a series of group problems which in
a balanced design reduce to the sampling of second-order exchangeable vectors.
If the population sizes are finite then the qualitative and quantitative features
of each group problem will depend upon the sampling fractions in each group,
mimicking the infinite problem when the sampling fractions in each group are
the same.
Some key words : Bayes linear methods; canonical directions; canonical resolutions; second-
order exchangeability; finite population sampling; separable covariance, dimension reduction.
1 Introduction
Increasingly, statisticians are confronted by large multidimensional problems. The modeling
and analysis of such problems is challenging: we seek to model as accurately as possible,
within our limited specification capabilities, whilst still trying to maintain a tractable anal-
ysis. In this paper, we investigate designs where we wish to sample individuals belonging
to different groups, exploiting the properties of sampling second-order exchangeable vectors.
In particular, we consider the effect of judging that the individual covariance matrices are
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separable between groups and variables so that they can be represented as the product of a
covariance matrix over groups and a covariance matrix over variables.
Models utilising separable covariance matrices have been used in a number of applica-
tions. For example, in multivariate repeated measures data utilising a covariance matrix for
individuals that is separable between measured characteristics and time points (Naik and
Rao, 2001; Chaganty and Naik, 2002; Roy and Khattree, 2005; Mitchell et al, 2006); in
spatio-temporal models separating the space and time effects (Mardia and Goodall, 1993;
Huizenga et al, 2002; Fuentes, 2006; Genton, 2007); in the modelling of emulators for com-
puter experiments using a separation between inputs and outputs (Sacks et al, 1989; Currin
et al, 1991; Rougier, 2008). Wang and West (2009) develop a Bayesian analysis of matrix
normal graphical models; if a n × p matrix X follows a matrix normal distribution then
the vectorisation of X , vec(X), follows a multivariate normal distribution whose covariance
matrix is separable into a n × n covariance matrix and a p × p covariance matrix. As we
note in Section 3.1.1, the prior for the model we utilise could be viewed as a multivariate
normal distribution of this type. Hoff (2011) looks at extensions to the matrix normal model
to incorporate multidimensional data arrays.
We consider a model where individuals in each group belong to second-order exchangeable
populations and that they are co-exchangeable between groups with the individual covariance
matrices being judged to be separable between groups and variables. Given a sample of
individuals from each group updating is performed using Bayes linear methods. As an
illustrative example of the theory we develop we consider the performance of a collection
of individuals on an examination paper which contains a number of compulsory questions
with each paper being marked by one of a series of markers. The examiner has a number of
questions of interest such as whether the questions were at the appropriate level of difficulty
and whether each marker was marking to the same standard. Individuals with the same
marker are judged to be second-order exchangeable and co-exchangeable between markers.
It is judged that the individual covariance matrices are separable between markers and
questions.
Shaw and Goldstein (1999) considered a related model where the population in each
group was judged to be infinite and separable covariance matrices assumed over underlying
mean and residual vectors. They showed that the full problem may be decomposed into
smaller subspaces over which the update has the same qualitative features: the full solution
may be obtained by analysing an interpretable variable problem, representing sampling from
an infinite second-order exchangeable population, and an interpretable group problem.
However, the judgement of infinite populations is often a simplifying one to the finite
reality. It is important to understand when a full accounting of the finiteness is significant,
for example whether or not the sampling fraction is ignorable. Shaw and Goldstein (2012)
consider multivariate Bayesian sampling from a finite population. Developing the work of
Goldstein and Wooff (1998) they show how, for the sampling of second-order exchangeable
vectors, the familiar univariate finite population corrections naturally generalise to individual
quantities in the multivariate population. The canonical directions share the same coordinate
representation for all sample sizes and, for equally defined individuals, all population sizes.
The paper proceeds as follows. In Section 2 we briefly review updating using Bayes linear
methods and how to utilise the resolution transform to perform a canonical analysis. In
Section 3 we introduce the model which represents multivariate co-exchangeable structures,
or groups, with separable covariance matrices. We explore the model first in the case where
we sample from infinite populations, Section 4, and then in Section 5 when populations are
judged to be finite. We demonstrate that in both cases the full problem may be tackled by
reducing it into smaller interpretable subspaces. Firstly, a variable problem which represents
sampling from a second-order exchangeable population where the finite problem shares the
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same qualitative features as the infinite problem. Secondly, a series of group problems which
in the special case of a balanced design reduce to sampling from an exchangeable second-
order population. In the finite setting, both the qualitative and quantitative features of the
group problem differ from the infinite case although when the sampling fraction is the same
in each group, the qualitative features of the finite problem match the infinite with simple
population corrections applied to account for the quantitative differences. In particular, in
the case of the balanced design with equal population sizes, the group problems reduce to
one of finite second-order exchangeable population sampling. The theory is illustrated by a
simple example concerning examination data.
2 Bayes linear methods and canonical structure
For a collection of random quantities B = {B1, . . . , Br} we denote by 〈B〉 the collection of
linear combinations, Y =
∑r
i=1 hiBi. For notational convenience, we also consider B as the
r × 1 vector with Y = hTB. Suppose that we observe the values of a further collection
of random quantities D = {D1, . . . , Ds} and that we have specified prior means, variances
and covariances for the collection B ∪ D. We intend to revise our beliefs about B given the
values of D. For any Y, Z ∈ 〈B〉 we utilise the Bayes linear methodology to obtain ED(Y ),
the adjusted expectation of Y given D, V arD(Y ) the adjusted variance of Y given D, and
CovD(Y, Z), the adjusted covariance between Y and Z given D. Similarly for the collection
B we can obtain the vector ED(B), the adjusted expectation, and matrix V arD(B), the
adjusted variance. They are calculated as
ED(B) = E(B) + Cov(B,D)V ar
†(D){D − E(D)} (1)
V arD(B) = V ar(B)− Cov(B,D)V ar
†(D)Cov(D,B) (2)
where V ar†(D) is the Moore-Penrose generalised inverse of V ar(D). From (1) and (2)
we may obtain the adjusted second-order beliefs for every Y, Z ∈ 〈B〉 and refer to such a
case as the adjustment of 〈B〉 given D. Chapter 3 of Goldstein and Wooff (2007) gives a
detailed explanation of the adjustment of beliefs in the Bayes linear paradigm. Note that
if B and D are jointly normally distributed then the adjusted quantities coincide with the
usual definitions of conditional expectation; see Hartigan (1969; p447).
We also want to gain insight into the types, and strength, of information given by the ob-
servationD. This can be done by performing a canonical analysis; see Section 3.9 of Goldstein
and Wooff (2007) for the general approach and Goldstein (1981) for the fundamental geo-
metric interpretation. For each Y ∈ 〈B〉 the resolution ResD(Y ) = 1− {V arD(Y )/V ar(Y )}
is a simple scale-free measurement of the effect of D on Y .
Definition 1 (Goldstein and Wooff, 2007) The jth canonical direction for the adjustment
of B by D is the linear combination Yj which maximises ResD(Y ) over all elements Y ∈ 〈B〉
with non-zero prior variance which are uncorrelated a priori with Y1, . . . , Yj−1. The value
λj = ResD(Yj) is termed the jth canonical resolution.
The Yj are typically scaled to have prior variance one and can be centred to have prior
expectation zero. The number of canonical directions is equal to the rank of the variance
matrix of the elements of B.
Theorem 1 (Goldstein and Wooff, 2007) The jth canonical resolution for the adjustment
of B by D is the jth largest eigenvalue, λj, of the resolution transform matrix
TB:D = V ar
†(B)Cov(B,D)V ar†(D)Cov(D,B). (3)
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The jth canonical direction is the linear combination hTj B, where hj is the eigenvector cor-
responding to λj .
For simplicity of exposition, in this paper we shall assume that all variance matrices are of full
rank. As in Goldstein and Wooff (1998), if we do not have invertibility, we obtain correspond-
ing results over the linear span of the columns of the corresponding matrices. Notice that 1 ≥
λ1 ≥ · · · ≥ λr ≥ 0 and that each Y may be expressed as Y =
∑r
j=1 Cov(Y, Yj)V ar
−1(Yj)Yj .
The resolution transform summarises all the effects of the adjustment over 〈B〉 given D as
for any Y ∈ 〈B〉 we have V arD(Y ) =
∑r
j=1 Cov
2(Y, Yj)V ar
−1(Yj)(1 − λj) leading to the
resolution partition
ResD(Y ) =
r∑
j=1
Corr2(Y, Yj)λj (4)
where
∑r
j=1 Corr
2(Y, Yj) = 1. The resolution partition shows that each Y can be expressed
as a sum of the Yj about each of which D provides progressively less information: we expect
to learn most about elements of 〈B〉 which have strong correlations with the early Yj .
3 Multivariate co-exchangeable structures with separa-
ble covariance matrices
3.1 The model
We consider sampling individuals who can be identified as belonging to one of g0 groups.
For each individual we wish to make the same series of measurements C = {X1, . . . , Xv0}
and let Cgi = {Xg1i, . . . , Xgv0i} denote the measurements for the ith individual in the gth
group.
Assumption 1 We judge that individuals in each group are second-order exchangeable and
that they are co-exchangeable (Goldstein, 1986) across groups. For all g 6= h, i 6= j, k our
second-order specifications thus take the form
E(Cgi) = µg; V ar(Cgi) = Dg; Cov(Cgi, Cgj) = Cgg ; Cov(Cgi, Chk) = Cgh.
Note that Assumption 1, without placing too harsh a constraint upon our beliefs, produces
a prior specification of the model through a small number of specifications over observable
quantities. For beliefs within the same group, all that is required is the consideration of
the relationship between two individuals and for beliefs between two groups the relation-
ship between a single individual from each group. In particular, the number of required
specifications does not depend upon the population sizes within each group. Assumption
1 provides the most general case of a model formed from second-order exchangeability and
co-exchangeability. When considering extensions from exchangeability to partial exchange-
ability, de Finetti (1959) noted that “passing directly to the most general case would be to
renounce all possibility of illuminating the varied aspects of the question that merit interest.”
We follow his guidance in this second-order setting by considering a further simplification.
Assumption 2 We judge that the individual covariance matrices are separable between
groups and variables. For all g, h, i, j we have
Cov(Cgi, Chj) =
{
γgD g = h, i = j;
αghC otherwise
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where D = (dvw), C = (cvw) are general v0 × v0 positive definite matrices, the αgh are such
that the g0× g0 matrix A = (αgh) is positive definite and, for all g, γg > 0. We additionally
form the g0 × g0 matrices Aˆ = diag(α11, . . . , αg0g0) and B = diag(γ1, . . . , γg0).
We initially assume that the number of individuals in each group is (potentially) infinite.
Then, see Goldstein(1986), a consequence of the judgement of second-order exchangeability
in Assumption 1 is the representation theorem: we may write
Cgi = M(Cg) +Ri(Cg) (5)
whereM(Cg) is the limit, in mean square, of
1
ng
∑ng
i=1 Cgi as ng →∞. M(Cg) = {M(Xg1), . . .,
M(Xgv0)} is the underlying gth group population mean vector and Ri(Cg) = Cgi −M(Cg)
the residual vector for the ith individual in the gth group. For all g, h, i, Ri(Cg) is uncor-
related with M(Ch) whilst all of the residual vectors are mutually uncorrelated. From the
specifications given by Assumptions 1 and 2 we have E(M(Cg)) = µg, V ar(M(Cg)) = αggC,
Cov(M(Cg),M(Ch)) = αghC and V ar(Ri(Cg)) = γgD − αggC. We collect the group popu-
lation mean vectors together asM(C) = {M(C1), . . . ,M(Cg0)} so that V ar(M(C)) = A⊗C,
the direct product of A and C; see Searle et al. (1992) for further details and properties of
the direct product.
3.1.1 Relationship with multivariate normal modelling
The results that we develop for the model defined by Assumptions 1 and 2 coincide with
those for the model when the joint distribution of any collection of individuals is multivariate
normal with the same second-order structure. In particular, for each g and any possible
sequence length mg, Cg1, . . . , Cgmg are exchangeable with joint distribution N(ηg,Σg) where
ηg = 1mg⊗µg, with 1mg denoting the mg×1 vector of ones, and Σg is the mgv0×mgv0 block
matrix with (i, i)th block αgD and (i, j)th block αggC, i 6= j = 1, . . . ,mg. There is a model
of partial exchangeability between groups. For a sequence length of mg in the gth group,
g = 1, . . . , g0, the joint distribution of the individuals is N(η,Σ) where η = [η
T
1 . . . η
T
g0
]T and
Σ is the (
∑g0
g=1mg)v0× (
∑g0
g=1mg)v0 block matrix with (g, g)th block Σg and (g, h)th block
1mg1
T
mh
⊗ αghC, g 6= h = 1, . . . , g0.
If the number of individuals in each group is infinite then, via de Finetti’s representation
theorem, we may introduce the g0v0 parameters M(C) where, conditional upon M(C), for
each g, the Cgi are independent and identically distributed N(M(Cg), γgD− αggC), and for
g 6= h Cgi and Chj are independent. The priorM(C) ∼ N(µ,A⊗C) where µ = [µ
T
1 . . . µ
T
g0
]T .
Equivalently, following the notation of Wang and West (2009), if we form the v0× g0 matrix
M̂(C) whose (v, g)th entry is µ(Xgv), then M̂(C) follows a matrix normal distribution with
mean matrix M , where vec(M) = µ, column variance matrix C and row variance matrix A.
3.1.2 Alternative model formulation
When considering a simplification to the model obtained by Assumption 1, instead of As-
sumption 2 Shaw and Goldstein (1999) impose separability between groups and variables
by directly specifying V ar(M(C)) = A ⊗ C and V ar(Ri(C)) = βgE for all g, i where E
is a general v0 × v0 positive definite matrix and βg > 0. The corresponding beliefs over
individuals are then deduced using the representation theorem, (5). Note that this approach
involves a specification over unobservable random quantities whose existence assumes an
infinite population in each group. However, it is much more natural for a subjective Bayes
analysis to impose separability on judgements about observable individuals and deduce the
corresponding properties for the mean and residual quantities. This is the approach, via
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Assumption 2, in this paper and is even more relevant when, unlike Shaw and Goldstein
(1999), in Section 5 we wish to consider the population sizes as being finite so that the
representation given by (5) does not hold. In certain special cases, for example if αgg/γg
does not depend upon g, the two models coincide. Thus, the results for the model of Shaw
and Goldstein (1999) can be obtained as a special case of the model in this paper as we shall
highlight in Corollary 3 and the final paragraphs of Sections 4.3 and 5.2.2.
3.2 Examination data example
To illustrate our theoretical development we consider an example concerning a first year
university examination paper in probability and statistics which comprises of two sections.
Section A consists of five short compulsory questions, each marked out of six, meant to test a
student’s engagement with the course whilst Section B has three long compulsory questions,
each marked out of 15, which are designed to stretch the student. Under university regu-
lations, as the examination does not count towards the student’s final degree classification,
it may be marked by graduate students rather than the examiner. In this case, three such
students are available. The examiner has a number of questions of interest which include
whether or not the questions in each section were of approximately similar difficulty and
whether or not the markers marked to the same standard.
The examiner denotes by Xgvi the mark on the vth question by the ith candidate marked
by the gth marker. Thus, {Xg1i, . . . , Xg5i} and {Xg6i, . . . , Xg8i} are, respectively, the cor-
responding Section A and Section B marks. Each script is anonymous and the examiner
judges that individuals are second-order exchangeable within markers and co-exchangeable
across markers so that Assumption 1 holds. He also believes that, as the markers have all
received similar training and briefings on the marking scheme, there should be little differ-
ence between them and any differences shouldn’t depend upon the specific question so that
Assumption 2 holds. Consequently, for the (co)variance structure, his specifications reduce
to two 8 × 8 positive definite matrices (D and C), and two 3 × 3 positive definite matrices
(A and B) one of which is diagonal.
In considering these specifications, the examiner judges that the questions are second-
order exchangeable within sections and co-exchangeable across sections. He also believes
that there should be little difference between the markers as they have all received similar
training and briefings on the marking scheme and thus judges his beliefs to be second-order
exchangeable over groups. These further assumptions impose additional structure upon the
matrices D, C, A and B which, as we will see in Sections and 4.2 and 4.5, will allow the
explicit derivation of the canonical structure. Letting Ip and Jp,q respectively denote the
p×p identity matrix and the p× q matrix of ones, the examiner specifies for all g 6= h, i 6= j,
k
E(Cgi) = [4J1,5 7.5J1,3]
T , V ar(Cgi) = D, Cov(Cgi, Cgj) = C, Cov(Cgi, Chk) = 0.85C
where
D =
(
I5 + 2J5,5 2.75J5,3
2.75J3,5 4.5I3 + 9.5J3,3
)
, C =
(
0.8I5 + 0.2J5,5 0.5J5,3
0.5J3,5 2.15I3 + 0.85J3,3
)
so that A = (0.15I3 + 0.85J3,3), Aˆ = I3, and B = I3.
Initially, the examiner assumes that the individuals are drawn from (potentially) infinite
populations representing, see (5), in the univariate setting Xgvi =M(Xgv) +Ri(Xgv) or as
vectors Cgi =M(Cg) +Ri(Cg). He will be interested in learning about linear combinations,
over both g and v, of the M(Xgv) given samples of the Xgvi. For example, TotAg =
6
∑5
v=1M(Xgv), TotBg =
∑8
v=6M(Xgv), Totg = TotAg + TotBg denote, respectively, the
underlying script total on Section A, on Section B, and overall for the gth marker. Similarly,
TotA1 − TotA2, TotB1 − TotB2, Tot1 − Tot2 denote, respectively, the difference in the
underlying totals for Section A, Section B, and overall between the first and second marker.
4 Sampling from infinite populations: adjustment of
〈M(C)〉 given C(N)
We wish to consider the effect of a sample of individuals on individual quantities in the
population mean collection M(C). Suppose that we sample ng individuals in the gth group
and let Cg(ng) = {Cg1, . . . , Cgng} denote the measurements of the individuals sampled in the
gth group; for notational simplicity we have used the labelling convention that we sample
the first ng individuals in the gth group. We collect the sample sizes together into the
matrix N = diag(n1, . . . , ng0). The total collection of measurements are denoted by C(N) =
{C1(n1), . . . , Cg0(ng0)}. The observed sample mean in the gth group is Cg =
1
ng
∑ng
i=1 Cgi and
the total collection of sample means C(N) = {C1, . . . , Cg0}.
We thus consider the adjustment of 〈M(C)〉 given C(N). By exploiting the concept of
Bayes linear sufficiency (Goldstein and O’Hagan, 1996) the following lemma shows that we
can restrict attention to the observation of the sample means C(N) rather than C(N); the
proof is in the appendix.
Lemma 1 The collection C(N) is Bayes linear sufficient for C(N) for adjusting M(C).
Thus, as 〈C(N)〉 ⊆ 〈C(N)〉, we have EC(N)(M(C)) = EC(N)(M(C)) and V arC(N)(M(C)) =
V ar
C(N)(M(C)).
Hence, the adjustment of 〈M(C)〉 given C(N) is identical to the adjustment of 〈M(C)〉 given
C(N). As in Shaw and Goldstein (1999) we will show that this adjustment can be performed
by considering separately the analysis of variables and of groups where each analysis has an
interpretable form. In the latter analysis, for both insight and to enable us to draw a close
parallel with the finite work we develop in Section 5, we will use Bayes linear sufficiency to
exploit the generalised conditional independence structure (Smith, 1990) of the model.
4.1 Variable analysis: adjustment of 〈M(Cg)〉 given Cg(ng)
We consider, for each g = 1, . . . , g0, the adjustment of quantities contained in 〈M(Cg)〉
given Cg(ng) so that we sample ng individuals from an infinite second-order exchangeable
population and adjust the underlying population mean vector. We will show that this
variable problem requires only the solution of a single v0×v0 generalised eigenvalue problem
involving the matrices D and C defined in Assumption 2.
Definition 2 The underlying canonical variable directions are defined as the columns of the
matrix U = [U1 . . . Uv0 ] solving the generalised eigenvalue problem CU = DUΦ, where Φ =
diag(φ1, . . . , φv0) is the matrix of eigenvalues. U is chosen so that U
TCU = I, UTDUΦ = I.
The ordered eigenvalues 1 > φ1 ≥ · · · ≥ φv0 > 0 are termed the underlying canonical variable
resolutions.
Let Uvt denote the vth component of the tth canonical variable direction and, for each t =
1, . . . , v0, define Wt ∈ 〈C〉 to be Wt =
∑v0
v=1 UvtXv. For each g = 1, . . . , g0 createM(Wgt) =∑v0
v=1 UvtM(Xgv), and for each i, Wgti =
∑v0
v=1 UvtXgvi with W gt =
1
ng
∑ng
i=1Wgti. Hence,
Wt, M(Wgt), Wgti and W gt share the same coordinate representation. From Theorem 1 of
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Shaw and Goldstein (2012), a reformulated version of Theorem 3 of Goldstein and Wooff
(1998), we have the following corollary.
Corollary 1 For a sample of size ng, Cg(ng), drawn from an infinite population, the col-
lection M(W∗g ) = {M(Wg1), . . . ,M(Wgv0 )} forms a basis for 〈M(Cg)〉. The M(Wgt) are
a priori uncorrelated, and, for all samples of any size, a posteriori uncorrelated and are
the canonical directions for the adjustment. The posterior adjusted expectation, µ[g:ng ]t =
ECg(ng)(M(Wgt)), and posterior adjusted precision, r[g:ng ]t = V ar
−1
Cg(ng)
(M(Wgt)), are given
by
µ[g:ng ]t =
r[g:0]tµ[g:0]t + ngr[g]tW gt
r[g:0]t + ngr[g]t
; r[g:ng ]t = r[g:0]t + ngr[g]t (6)
where µ[g:0]t = E(M(Wgt)), r[g:0]t = V ar
−1(M(Wgt)) and r[g]t = V ar
−1
M(Cg)
(Wgti).
If appropriately scaled to have a prior variance of one, the M(W∗g ) form an orthonormal
grid over 〈M(Cg)〉 which summarises the effect of the sample. The coordinate representation
of the M(W∗g ) is the same for each group g and for each sample size ng. Therefore, the
qualitative features of the update are also the same for each group and for each sample size
which makes it straightforward to assess the affect of differing sample sizes both within and
across groups. As Shaw and Goldstein (2012) note, the corresponding quantitative features
generalise the familiar univariate normal model results to individual quantities in 〈M(Cg)〉.
The posterior adjusted precision is the sum of the prior precision and the data precision, the
latter being the product of the sample size and the data precision for a single observation.
The posterior adjusted expectation is the weighted average of the prior expectation and the
sample mean, weighted according to the corresponding precisions.
If we let λ[g:ng ]t denote the resolution ofM(Wgs) given Cg(ng) we have
λ[g:ng ]t =
ngαggφt
(ng − 1)αggφt + γg
. (7)
We thus observe the role of the φts, the underlying canonical variable resolutions, and also
how to amend them to account for the group factors and sample size when obtaining λ[g:ng ]t.
Notice that, for all g and t 6= s, λ[g:ng ]t > λ[g:ng ]s if and only if φt > φs. As λ[g:ng ]t is an
increasing function of ng then the numerical order of the canonical resolutions is the same
for each group and sample size and is that given by the ordering of the φt. Goldstein and
Wooff (1998, Corollary 1) show how the simplicity of the dependence of the sample size
on the resolution when performing second-order exchangeable sampling can be exploited to
simplify any design problem which requires a sample size to be chosen to obtain a given
variance reduction over quantities contained in 〈M(Cg)〉. Equally, we can use either of
equations (6) and (7) to compare variance reductions in differing groups. For example, for
any g, h we have
λ[g:ng ]t > λ[h:nh]t ⇔
ngr[g]t
r[g:0]t
>
nhr[h]t
r[h:0]t
⇔
(
γh
nhαhh
−
γhg
ngαgg
)
φ−1t −
(
1
nh
−
1
ng
)
> 0. (8)
Thus, for eachM(Wgt), we learn most in the groups with the highest ratio of prior variance
(of M(Wgt)) to likelihood variance (of W gt). If we observe the same sample size in each
group then, for every t, we learn most in the groups with high values of αgg/γg. Observe
the computational advantage that, irrespective of the number of groups or the number of
observations, we can obtain the results of Corollary 1 for each group through the solution of
a single v0 × v0 generalised eigenvalue problem, that given in Definition 2.
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From the specifications given by Assumptions 1 and 2, V ar(M(Wgt)) is separable be-
tween g and t whereas, in general, V arM(Cg)(Wgti) is not. If it is then each precision term in
Corollary 1 becomes separable between g and t as Corollary 2 demonstrates. These results
are exactly those that would have been obtained had we directly utilised the model of Shaw
and Goldstein (1999), see Section 3.1.2.
Corollary 2 If, for all g = 1, . . . , g0, αgg/γg = a for some constant φ
−1
1 > a > 0 then,
for the precisions defined in Corollary 1, r[g:0]t = α
−1
gg r0t and r[g]t = γ
−1
g rt where both
r0t = V ar
−1(α
− 1
2
gg M(Wgt)) and, for any i, rt = V ar
−1
M(Cg)
(γ
− 1
2
g Wgti) do not depend upon g.
4.2 Variable analysis for the examination data example
The examiner uses his specifications given in Section 3.2 to find the corresponding underlying
canonical variable directions and resolutions. The latter are
φ1 = · · · = φ4 = 0.8, φ5 = φ6 = 0.4778, φ7 = 0.1666, φ8 = 0.1133. (9)
The four directions paired with φ1, . . . , φ4 correspond to any four mutually uncorrelated
linear combinations M(Wgt) =
∑5
v=1 UvtM(Xgv) with
∑5
v=1 Uvt = 0 and so represent
differences between the difficulties of Section A questions under marker g. Choosing the
cumulative residuals, that is the contrasts derived from the Helmert matrix of order five, we
have
M(Wgt) ∝ M(Xgt+1)−
1
t
t∑
v=1
M(Xgv), t = 1, . . . , 4. (10)
Similarly, the two directions paired with φ5 and φ6 correspond to any two mutually un-
correlated linear combinations M(Wgv) =
∑8
v=6 UvtM(Xgv) with
∑8
v=6 Uvt = 0 and rep-
resent differences between the difficulties of Section B questions under marker g. Once
again, choosing the cumulative residuals, we have M(Wg5) ∝ M(Xg7) − M(Xg6) and
M(Wg6) ∝ M(Xg8) − 0.5M(Xg7) − 0.5M(Xg6). The remaining two directions, paired
with φ7 and φ8 respectively, enable us to compare the differences and similarities between
the two sections of the examination. We have M(Wg7) = 0.2683TotAg + 0.0702TotBg and
M(Wg8) = 0.3572TotAg − 0.3499TotBg where, as in Section 3.2, TotAg, TotBg are the
underlying script totals on Sections A and B for the gth marker. Thus, we can use lin-
ear combinations of M(Wg7) and M(Wg8) to look at the relationships between the two
sections of the examination. For example, the underlying total score Totg = TotAg +
TotBg = 5.9437M(Wg7) − 1.6649M(Wg8) and the difference between the section totals,
TotAg − TotBg = −0.0610M(Wg7) + 2.8454M(Wg8). We can thus see the value of the
resolution partition, see equation (4), in this case. For a sample of ng individuals in the
gth group, Res[g:ng](Totg) = 0.9272λ[g:ng]7+0.0728λ[g:ng]8 and Res[g:ng](TotAg −TotBg) =
0.0005λ[g:ng]7+0.9995λ[g:ng]8 where λ[g:ng ]t is the corresponding resolution ofM(Wgt). Thus,
most of the information about the total on the script is carried by M(Wg7) whilstM(Wg8)
is highly informative about the difference in total performance on the two sections.
Notice that, as the examiner specified γg = αgg = 1 for all g then, from (7), λ[g:ng ]t =
ngφt/{(ng − 1)φt + 1} which reflects the additional symmetry over groups imposed by the
examiner’s beliefs: if we observe a sample of size n in the gth group then not only do the
canonical directions share the same coordinate representation for each g but the correspond-
ing canonical resolutions are identical.
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4.3 Group analysis: adjustment of 〈M(Wt)〉 given W t
We now consider adjustment across different groups. For each t = 1, . . . , v0 form the col-
lections M(Wt) = {M(W1t), . . . ,M(Wg0t)} and Wt = {W 1t, . . . ,W g0t}. Thus, we form
M(Wt) by collecting together the tth canonical variable direction from each of the g0 groups
and Wt is the collection of sample means from each group which share the same coordinate
representation as each M(Wgt). We also form M(W) = {M(W1), . . . ,M(Wv0)}, the total
collection of canonical variable directions. In Section 4.4 we will show that by considering, for
each t, the adjustment of 〈M(Wt)〉 given Wt we can completely determine the adjustment
of 〈M(C)〉 given C(N). Having established, in Lemma 1, that C(N) is Bayes linear sufficient
for C(N) for adjusting M(C) in the following lemma we show that for the adjustment of
〈M(Wt)〉 we may restrict attention to Wt rather than C(N); the proof is in the appendix.
Lemma 2 For each t = 1, . . . , v0, the collection Wt is Bayes linear sufficient for C(N)
for adjusting M(Wt) so that, as 〈Wt〉 ⊆ 〈C(N)〉, EC(N)(M(Wt)) = EWt(M(Wt)) and
V ar
C(N)(M(Wt)) = V arWt(M(Wt)).
We now consider, for each t, the adjustment of 〈M(Wt)〉 given Wt. The solution can be
obtained through the solution of a g0 × g0 generalised eigenvalue problem involving the
matrices A, Aˆ and B defined in Assumption 2 and N , the diagonal matrix of sample sizes.
Definition 3 For each t = 1, . . . , v0, the (s, t)th canonical group direction is defined to be the
sth column of the matrix Vt = [V1t . . . Vg0t] solving the generalised eigenvalue problem AVt =
(A+φ−1t N
−1B−N−1Aˆ)VtΛt, where φt is the tth underlying canonical variable resolution and
Λt = diag(λ1t, . . . , λg0t) is the matrix of eigenvalues ordered so that 1 > λ1t ≥ · · · ≥ λg0t > 0.
λst is termed the (s, t)th canonical group resolution. Vt is chosen so that V
T
t AVt = I and
V Tt (A+ φ
−1
t N
−1B −N−1Aˆ)VtΛt = I.
Let Vgst denote the gth component of the (s, t)th canonical group direction and, for each
s = 1, . . . , g0, create M(Yst) =
∑g0
g=1 VgstM(Wgt) and Y st =
∑g0
g=1 VgstW gt. We have the
following theorem; the proof is in the appendix.
Theorem 2 For each t = 1, . . . , v0, the collection M(Yt) = {M(Y1t), . . . ,M(Yg0t)} forms
a basis for 〈M(Wt)〉. The M(Yst) are a priori uncorrelated, and, given Wt, a posteriori
uncorrelated and are the canonical directions for the adjustment of 〈M(Wt)〉. The poste-
rior adjusted expectation, µNst = EWt(M(Yst)), and posterior adjusted precision, rNst =
V ar−1
Wt
(M(Yst)), are given by
µNst =
r0stµ0st + rstY st
r0st + rst
; rNst = r0st + rst, (11)
where µ0st = E(M(Yst)), r0st = V ar
−1(M(Yst)) and rst = V ar
−1
M(C)(Y st). The resolution
of M(Yst) given Wt is λst.
Theorem 2 provides us with the wherewithal to perform a canonical analysis for the adjust-
ment of 〈M(Wt)〉 givenWt. For example, see equation (4), we have the resolution partition
that for anyM(Zt) =
∑g0
g=1 ηgM(Wgt) ∈ 〈M(Wt)〉, ResWt(M(Zt)) =
∑g0
s=1 Corr
2(M(Zt),
M(Yst))λst where
∑g0
s=1 Corr
2(M(Zt),M(Yst)) = 1. Note, see the proof to Theorem 2, that
whilst V ar(M(Yst)) is separable between s and t, V arM(C)(Y st) is not. The coordinate rep-
resentation of eachM(Yst) will typically, via φt, depend upon each t and the corresponding
λst will not be a straightforward function of φt. In general, we will be required to solve
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separably each of the v0 g0× g0 generalised eigenvalue problems in Definition 3. However, in
certain special cases we can extract for each t, M(Yt) and Λt from the solution of a single
g0 × g0 generalised eigenvalue problem as the following corollary shows.
Corollary 3 If for all g = 1, . . . , g0, αgg/γg = a for some constant φ
−1
1 > a > 0 then,
for the precisions defined in Theorem 2, r0st = q0sr0t and rst = qsrt where both q0s =
V ar−1(r
1
2
0tM(Yst)) and qs = V ar
−1
M(C)(r
1
2
t Y st) do not depend upon t and r0t and rt are as
defined in Corollary 2. The (s, t)th canonical group direction is the same for each t and
is the sth column of the matrix V = [V1 . . . Vg0 ] solving the generalised eigenvalue problem
AV = (A+N−1B)V Ψ where V is chosen so that V TAV = I and V T (A+N−1B)VΨ = I and
Ψ = diag(ψ1, . . . , ψg0) is the matrix of eigenvalues ordered so that 1 > ψ1 ≥ · · · ≥ ψg0 > 0.
The (s, t)th canonical group resolution is given by
λst =
ψsφt
ψsφt + (1− ψs)(1− aφt)
. (12)
The results of Corollary 3 coincide with those obtained using the model of Shaw and Gold-
stein (1999) though an alternate motivation for the group analysis is given in that paper.
Notice that, in contrast to the adjustment of 〈M(Cg)〉 given Cg(ng), comparing possible
choices of sample size for the adjustment of 〈M(Wt)〉 given Wt will not be straightforward.
M(Yt) and Λt will, see Definition 3, typically depend upon the individual group sample
sizes n1, . . . , ng0 in a less than tractable way. However, in the balanced design, with ng = n
for all g, the adjustment of 〈M(Wt)〉 given Wt can be viewed as sampling from a infinite
second-order exchangeable population. Thus, M(Yt) will not depend upon n and Λt will
be a simple function of n. To see this, for each t = 1, . . . , v0 and each i form the collection
Wti = {W1ti, . . . ,Wg0ti} so that Wti contains a single individual from each group and we
use the labelling convention that this is the ith individual. From Assumptions 1 and 2 and
Definition 2 it can easily be verified that theWti are infinitely second-order exchangeable over
i and so, using the second-order representation theorem of Goldstein (1986), we can write
Wti = M(Wt) +Ri(Wt). If we observe a sample of size n, Wt1, . . . ,Wtn, then the sample
mean Wt is Bayes linear sufficient for the adjustment of 〈M(Wt)〉. Hence, in the balanced
design, the adjustment of 〈M(Wt)〉 givenWt, as described in Theorem 2, is precisely one of
sampling n individuals from an infinitely exchangeable second-order population and so using
Theorem 1 of Shaw and Goldstein (2012), a reformulated version of Theorem 3 of Goldstein
and Wooff (1998), we have the following corollary.
Corollary 4 If N = nI then the collection M(Yt), as defined in Theorem 2, does not
depend upon n. The posterior adjusted expectation µNst, posterior adjusted precision rNst
and resolution λst of each M(Yst) given Wt are given by
µNst =
r0stµ0st + nqstY st
r0st + nqst
; rNst = r0st + nqst; λst =
nψst
(n− 1)ψst + 1
where qst = V ar
−1
M(Wt)
(Ysti), Ysti =
∑g0
g=1 VgstWgti shares the same coordinate representa-
tion as M(Yst) and ψst is the sth eigenvalue solving AVt = (A+ φ
−1
t B − Aˆ)VtΨt.
Note that we can combine the results of Corollaries 3 and 4 to observe that, in the balanced
design with αgg/γg = a, for all choices of n and t we can extract eachM(Yst) and λst from a
single g0×g0 eigenvalue problem: AV = (A+B)V Ψ(1) where Ψ(1) = diag(ψ(1)1, . . . , ψ(1)g0).
Thus, in Corollary 3, ψs and λst are respectively given by
ψs =
nψ(1)s
(n− 1)ψ(1)s + 1
; λst =
nψ(1)sφt
nψ(1)sφt + (1− ψ(1)s)(1− aφt)
. (13)
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This result coincides with Corollary 1 of Shaw and Goldstein (1999).
4.4 Variable and group analyses combined: adjustment of 〈M(C)〉
given C(N)
We now show that the canonical variable analysis of Section 4.1 and canonical group analysis
of Section 4.3 completely determines the posterior analysis of the collectionM(C) given C(N).
To do this we exploit Bayes linear sufficiency as described in the following lemma; the proof
is in the appendix.
Lemma 3 1. The collection M(W) is Bayes linear sufficient for C(N) for adjusting M(C)
so that
E
C(N)(M(C)) = EC(N){EM(W)(M(C))};
V ar
C(N)(M(C)) = V arM(W)(M(C)) + V arC(N){EM(W)(M(C))}.
2. For all t 6= t′, the collection C(N) is Bayes linear sufficient for M(Wt′) for adjusting
M(Wt) so that CovC(N)(M(Wt),M(Wt′)) = 0.
Note that for any M(Z) ∈ 〈M(C)〉 we have M(Z) =
∑g0
s=1
∑v0
t=1 astM(Yst) ∈ 〈M(W)〉
so that EM(W)(M(Z)) = M(Z) and V arM(W)(M(Z)) = 0. Consequently, using the first
part of Lemma 3, for the adjustment of 〈M(C)〉 given C(N) we only need consider the
adjustment of 〈M(W)〉 given C(N). From the second part of Lemma 3, we may deduce
that V ar
C(N)(M(W)) = ⊕
v0
t=1V arC(N)(M(Wt)) where ⊕ denotes the direct sum. Further,
as Cov(M(Wt),M(Wt′)) = 0 for t 6= t
′ then T
M(W) : C(N) = ⊕
v0
t=1TM(Wt) : C(N). Hence,
additionally using Lemmas 1 and 2, we have the following corollary to Theorem 2.
Corollary 5 The collectionM(Y) = {M(Yst), s = 1, . . . , g0, t = 1, . . . , v0} forms a basis for
〈M(C)〉. The M(Yst) are a priori uncorrelated, and, given C(N), a posteriori uncorrelated
and are the canonical directions for the adjustment of 〈M(C)〉 given C(N) with corresponding
canonical resolutions given by the λst.
Thus, we have the computational simplicity that the canonical analysis of the g0v0 × g0v0
problem may be obtained from the canonical analysis of a single v0 × v0 problem, as given
by Definition 2, which corresponds to sampling from an infinite second-order exchangeable
population, and the canonical analysis of v0 related g0× g0 problems, as given by Definition
3. Only the g0× g0 problems depend upon the sample sizes and, in the case of the balanced
design, correspond to sampling from an infinite second-order exchangeable population.
4.5 Group and combined analysis for the examination data example
The examiner elects to take a sample of n scripts from each of the three markers and considers
the adjustment of 〈M(C)〉 given C(N) where N = diag(n, n, n) in order to, see Section 3.2,
answer his questions of interest. From Corollary 5, he can obtain the desired canonical struc-
ture of this adjustment by, see Theorem 2, considering a group analysis over the underlying
canonical variable directions he found in Section 4.2. He thus forms, for each t = 1, . . . , 8,
the collections M(Wt) = {M(W1t), . . . ,M(W3t)} and Wt = {W 1t, . . . ,W 3t}. Hence, for
example, as M(Wg5) ∝ M(Xg7) −M(Xg6) then M(W5) represents the collection, across
the three markers, of the underlying mean difference between the score on question seven
and that on question six whilst W5 is the collection of observed sample average difference of
the scores on these questions.
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In general, for each set of sample sizes N , the examiner has to solve the eight 3 × 3
generalised eigenvalue problems given in Definition 3. However, in this case, the collection
M(Yt) does not depend upon either t (via Corollary 3 as γg = αgg = 1 for all g) or sample
size (via Corollary 4 as the design is balanced). Thus, for any n, only the solution of the
3 × 3 problem AV = (A + B)VΨ(1) is needed. The examiner finds that ψ(1)1 = 27/37 and
ψ(1)2 = ψ(1)3 = 3/23 and thus, from (13), for each t λ1t = 27φtn/{27φtn + 10(1 − φt)}
and λ2t = λ3t = 3φtn/{3φtn+ 20(1− φt)} so that there are eight distinct λst. The matrix
V can be obtained from the appropriately scaled Helmert matrix of order three so that
M(Y1t) ∝M(W1t)+M(W2t)+M(W3t) whilstM(Y2t) ∝M(W1t)−M(W2t) andM(Y3t) ∝
M(W1t)−0.5M(W2t)−0.5M(W3t). Thus,M(Y1t) is the total (or average) across the groups
of the tth canonical variable directions whilstM(Y2t) and M(Y3t) are two linear contrasts.
The symmetry of the beliefs made by the examiner result in many of his questions of
interest relating either directly to the M(Yst) or being closely correlated to them. For
example for t = 1, . . . , 4, see (10),M(Y1t) can be used to infer about the underlying average,
across the three markers, of the differences between the difficulties of Section A questions
whilst M(Y2t) and M(Y3t) looks at the differences between the markers of these Section A
differences. In Section 4.2, Totg, the underlying total score for the gth marker, was noted to
be highly correlated with M(Wg7). We now observe that Tot =
1
3
∑3
g=1 Totg, the average
across the three markers of the underlying total score, is highly correlated withM(Y17) (and
only otherwise correlated withM(Y18)) so that its’ resolution given C(N) is ResC(N)(Tot) =
0.9272λ17+0.0728λ18. Similarly, for g 6= h, the difference in totals between marker g and h,
Totg − Toth, has a resolution given by ResC(N)(Totg − Toth) = 0.9272λ27 + 0.0728λ28.
5 Sampling from finite populations
5.1 Finite representation theorem
We now consider the scenario when each group contains a finite, rather than an infinite,
number of individuals. Suppose that the gth group contains a total of mg individuals and
that the relationships between individuals are given by Assumptions 1 and 2. Thus, the only
modelling difference from Section 4 is that individuals belong to finite rather than infinite
populations. Consequently, the representation theorem given by (5) no longer applies and
instead we must utilise the finite representation theorem of Goldstein (1986):
Cgi = M˜(Cg) + R˜i(Cg) (14)
where M˜(Cg) =
1
mg
∑mg
i=1 Cgi is the population mean and R˜i(Cg) = Cgi−M˜(Cg) the residual
vector for the ith individual in the gth group. For all g, h, i, j, R˜i(Cg) is uncorrelated
with M˜(Ch) and, for g 6= h, uncorrelated with R˜j(Ch). The essential difference between (5)
and (14) is that the finite nature of the population induces a correlation between R˜i(Cg) and
R˜j(Cg) for each i 6= j, the correlation being of order
1
mg
. The consequence of the mean vectors
remaining uncorrelated with the residuals is that the equivalent Bayes linear sufficiency
conditions derived in the infinite case will hold in the finite setting and, as we shall show,
leads to the similarities in approach between the two cases when adjusting the mean vectors.
We collect the population sizes together into the matrix M = diag(m1, . . . ,mg0) and the
population mean vectors together as M˜(C) = {M˜(C1), . . . ,M˜(Cg0)}. We may thus deduce
that whereas V ar(M(C)) = A⊗C, V ar(M˜(C)) = (A⊗C) + (M−1B ⊗D)− (M−1Aˆ⊗C).
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5.2 Adjustment of 〈M˜(C)〉 given C(N)
We now explore the impact of working with finite populations rather than infinite ones
and so consider the effect of the observation of the sample C(N) on individual quantities in
the population mean collection M˜(C), comparing this with the corresponding adjustment
for M(C) summarised by Corollary 5. First we show that it is sufficient to work with the
sample means, C(N). Noting that, for all g, h, j, Cov(M˜(Cg), Chj) = Cov(M˜(Cg),M˜(Ch)) =
Cov(M˜(Cg), Ch) then, in an analogous fashion to Lemma 1, we have the following lemma.
Lemma 4 The collection C(N) is Bayes linear sufficient for C(N) for adjusting M˜(C).
Thus, as 〈C(N)〉 ⊆ 〈C(N)〉, we have EC(N)(M˜(C)) = EC(N)(M˜(C)) and V arC(N)(M˜(C)) =
V ar
C(N)(M˜(C)).
We shall show that, as in the finite case, this adjustment can be performed by considering
separately the analysis of variables and of groups. The variable problem is identical to that in
the infinite case and is one of sampling from a finite second-order exchangeable population.
The group problem is analogous to that in the infinite case and is identical to it when the
sampling fraction is the same in each group. In the balanced design, where each group
contains m individuals of which we sample n, the group problem can also be viewed as
sampling from a finite second-order exchangeable population.
5.2.1 Variable analysis: adjustment of 〈M˜(Cg)〉 given Cg(ng)
In a corresponding fashion to Section 4.1, for each g = 1, . . . , g0 we explore the adjustment of
quantities contained in 〈M˜(Cg)〉 given Cg(ng). This is a problem of sampling ng individuals
from a finite second-order exchangeable population of size mg. For each g, create M˜(Wgt) =∑v0
v=1 UvtM˜(Xgv) where Uvt is the vth component of the tth canonical variable direction, as
described in Definition 2. From Theorem 2 of Shaw and Goldstein (2012) we have the finite
version of Corollary 1.
Corollary 6 For a sample of size ng, Cg(ng), drawn from a population of size mg, the
collection M˜(W∗g ) = {M˜(Wg1), . . . ,M˜(Wgv0 )} forms a basis for 〈M˜(Cg)〉. The M˜(Wgs)
are a priori uncorrelated, and, for all samples of any size, a posteriori uncorrelated and are
the canonical directions for the adjustment. The posterior adjusted expectation, µ˜[g:ng ]s =
ECg(ng)(M˜(Wgt)), and posterior adjusted precision, r˜[g:ng ]t = V ar
−1
Cg(ng)
(M˜(Wgt)), are given
by
µ˜[g:ng ]t =
r˜[g:0]tµ[g:0]t + a(mg, ng)ng r˜[g]tW gt
r˜[g:0]t + a(mg, ng)ng r˜[g]t
; r˜[g:ng ]t = r˜[g:0]t + a(mg, ng)ng r˜[g]t (15)
where r˜[g:0]t = V ar
−1(M˜(Wgt)) and, for any i, r˜[g]t = V ar
−1
M˜(Cg)
(Wgti) and a(mg, ng) =(
1−
ng−1
mg−1
)−1
is the finite population correction (fpc) for a sample of size ng drawn from a
population of size mg.
The M˜(W∗g ) share the same coordinate representation as the M(W
∗
g ) of Corollary 1 and
the univariate quantities in (15) are the finite equivalents of those in (6). Note how the fpc
applies in the same way for each t. Observe both the computational simplicity and the ease
of interpretation: the M˜(W∗g ) have the same coordinate representation for each choice of g,
mg and ng and are derived by solving the generalised eigenvalue problem given in Definition
14
2 from which the quantitative information can also be directly obtained. If we denote by
λ˜[g:ng ]t the resolution of M˜(Wgt) given Cg(ng) then
λ˜[g:ng ]t =
ng{(mg − 1)αggφt + γg}
mg{(ng − 1)αggφt + γg}
= λ[g:ng ]t +
ng
mg
(1− λ[g:ng ]t). (16)
Thus, the increase in the resolution in the finite model occurs as an additive correction
term to the corresponding resolution in the infinite model, the correction depending both
upon the sampling fraction and the size of the (infinite) resolution, (7). Shaw and Goldstein
(2012) illustrate how the sampling fraction is also used to directly adjust the infinite model
quantities given by (6) to obtain those of the finite model, (15). In particular, using (16),
we may obtain, for each t and g,
µ˜[g:ng ]t =
(
1−
ng
mg
)
µ[g:ng ]t +
ng
mg
W gt;
r˜[g:0]t
r˜[g:ng ]t
=
(
1−
ng
mg
)
r[g:0]t
r[g:ng ]t
. (17)
We can also use (16) to compare variance reductions in differing groups. We have
λ˜[g:ng ]t > λ˜[h:nh]t ⇔
(
1−
ng
mg
)
λ[g:ng ]t −
(
1−
nh
mh
)
λ[h:nh]t +
(
ng
mg
−
nh
mh
)
> 0.
If the sampling fraction is the same in each group, so that N = θM for some θ ≤ 1, then
λ˜[g:ng ]t − λ˜[h:nh]t = (1− θ)
(
λ[g:ng ]t − λ[h:nh]t
)
so that the groups we learn most in agrees
with the infinite model.
5.2.2 Group analysis: adjustment of 〈M˜(Wt)〉 given Wt
We mirror the approach of Section 4.3 and consider adjustment across different groups. For
each t = 1, . . . , v0 we form the collection M˜(Wt) = {M˜(W1t), . . . ,M˜(Wg0t)} and form the
total collection M˜(W) = {M˜(W1), . . . ,M˜(Wv0)}. For each t we consider the adjustment
of 〈M˜(Wt)〉 given Wt and, in an identical fashion to Section 4.4, in Section 5.2.3 show that
this will enable us to completely determine the adjustment of 〈M˜(C)〉 given C(N). However,
unlike in the variable analysis, as well as a quantitative difference there is a qualitative
difference between the infinite and finite models: the canonical group directions obtained in
Definition 3 are, in general, not the canonical group directions for the finite problem.
In Lemma 4 we showed that C(N) is Bayes linear sufficient for C(N) for adjusting M˜(C).
In parallel to Lemma 2, the following lemma shows that for the adjustment of 〈M˜(Wt)〉 we
may restrict attention toWt rather than C(N). The result follows in a similar way to Lemma
4 by noting that, for each t, we have Cov(M˜(Wt),Wt) = V ar(M˜(Wt)) = A+ φ
−1
t M
−1B−
M−1Aˆ and Cov(M˜(Wt), C(N)) = {A+ φ
−1
t M
−1B −M−1Aˆ} ⊗ UTt C.
Lemma 5 For each t = 1, . . . , v0, the collection Wt is Bayes linear sufficient for C(N)
for adjusting M˜(Wt) so that, as 〈Wt〉 ⊆ 〈C(N)〉, EC(N)(M˜(Wt)) = EWt(M˜(Wt)) and
V ar
C(N)(M˜(Wt)) = V arWt(M˜(Wt)).
The canonical group directions and resolutions defined in Definition 3 do not, in general,
provide the wherewithal for a canonical analysis of the adjustment of 〈M˜(Wt)〉 given Wt.
In the finite setting we require the following definition.
Definition 4 For each t = 1, . . . , v0 the (s, t)th finite canonical group direction is defined to
be the sth column of the matrix V˜t = [V˜1t . . . V˜g0t] solving the generalised eigenvalue problem
{A+ φ−1t M
−1B −M−1Aˆ}V˜t = {A+ φ
−1
t N
−1B −N−1Aˆ}V˜tΛ˜t
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where φt is the tth underlying canonical variable resolution and Λ˜t = diag(λ˜1t, . . . , λ˜g0t) is
the matrix of eigenvalues, ordered so that 1 > λ˜1t ≥ · · · ≥ λ˜g0t > 0. λ˜st is termed the (s, t)th
finite canonical group resolution. V˜t is normed so that V˜
T
t {A+φ
−1
t M
−1B−M−1Aˆ}V˜t = I,
V˜ Tt {A+ φ
−1
t N
−1B −N−1Aˆ}V˜tΛ˜t = I.
Let V˜gst denote the gth component of the (s, t)th finite canonical group direction and, for
each s = 1, . . . , g0, create M˜(Zst) =
∑g0
g=1 V˜gstM˜(Wgt) and Zst =
∑g0
g=1 V˜gstW gt. The
following theorem is the finite equivalent to Theorem 2; the proof is in the appendix.
Theorem 3 For each t = 1, . . . , v0 the collection M˜(Zt) = {M˜(Z1t), . . . ,M˜(Zg0t)} forms
a basis for 〈M˜(Wt)〉. The M˜(Zst) are a priori uncorrelated, and, given Wt, a posteri-
ori uncorrelated and are the canonical directions for the adjustment of 〈M˜(Wt)〉. The
posterior adjusted expectation, µ˜Nst = EWt(M˜(Zst)), and posterior adjusted precision,
r˜Nst = V ar
−1
Wt
(M˜(Zst)), are given by
µ˜Nst =
r˜0stµ˜0st + r˜stZst
r˜0st + r˜st
; r˜Nst = r˜0st + r˜st, (18)
where µ˜0st = E(M˜(Zst)), r˜0st = V ar
−1(M˜(Zst)) and r˜st = V ar
−1
M˜(C)
(Zst). The resolution
of M˜(Zst) given Wt is λ˜st.
We observe that whilst the structural form of µ˜Nst and r˜Nst in (18) match those of µNst
and rNst in (11), there is the crucial difference that the M˜(Zst) do not, in general, share
the same coordinate representation as the M(Yst). However, if the sampling fraction is the
same in each group then the qualitative features of the adjustment of 〈M˜(Wt)〉 given Wt
are the same as those for the adjustment of 〈M(Wt)〉 given Wt as the following corollary
demonstrates.
Corollary 7 If N = θM for some θ ≤ 1 then, up to normalising constants, the (s, t)th
finite canonical group direction, see Definition 4, is the same as the (s, t)th canonical group
direction, see Definition 3. We have M˜(Zst) =
√
λst
λst+θ(1−λst)
M˜(Yst) where M˜(Yst) shares
the same coordinate representation as M(Yst) and
E
Wt
(M˜(Yst)) = (1− θ)µNst + θY st; ResWt(M˜(Yst)) = λ˜st = λst + θ(1− λst). (19)
We thus see the role of θ in determining whether or not the finite nature of the populations
is ignorable. The quantities in (19) share the same form as those in (16) and (17) so that
θ replicates the role of the sampling fraction in the single group analysis when we were
considering sampling second-order exchangeable populations. For all s and t the adjusted
expectation of M˜(Yst) is a weighted average of the adjusted expectation of M(Yst) and
the observed mean Y st, the weights being dependent upon the ratio of the total population
observed in the sample. The resolution of each M˜(Yst) has an additive correction term to
that of the resolution forM(Yst): the size of the correction depending both on the sampling
fraction θ and the initial size of the resolution. A smaller correction term is applied to
those quantities M˜(Yst) for which the corresponding quantities M(Yst) have the largest
resolutions, that is those that we learn most about.
Recall that, from the motivation of Corollary 4, in the balanced design the adjustment
of each 〈M(Wt)〉 given Wt can be interpreted as one of sampling n individuals from an
infinitely exchangeable second-order population. In the finite case, when mg = m and
16
ng = n for all g = 1, . . . , g0, the adjustment of each 〈M˜(Wt)〉 given Wt is one of sampling n
individuals from a finitely exchangeable second-order population of size m. To see this, for
each t = 1, . . . , v0 and each i = 1, . . . ,m form the collection Wti = {W1ti, . . . ,Wg0ti}. The
Wt1, . . . ,Wtm are second-order exchangeable over the individuals so, using the representation
theorem of Goldstein (1986), we can writeWti = M˜(Wt)+R˜i(Wt). If we observe a sample of
size n, Wt1, . . . ,Wtn, then the sample mean Wt is Bayes linear sufficient for the adjustment
of 〈M˜(Wt)〉. Using Theorem 2 of Shaw and Goldstein (2012) we have the the finite version
of Corollary 4.
Corollary 8 If N = nI and M = mI then, up to normalising constants, the (s, t)th finite
canonical group direction is the same as the (s, t)th canonical group direction and can be
obtained as the sth column of the matrix Vt solving AVt = (A + φ
−1
t B − Aˆ)VtΨt. The
posterior adjusted expectation µ˜Nst, posterior adjusted precision r˜Nst and resolution λ˜Nst of
each M˜(Yst) given Wt are given by
µ˜Nst =
r˜0stµ˜0st + a(m,n)nq˜stY st
r˜0st + a(m,n)nq˜st
=
(
1−
n
m
)
µ0st +
n
m
Y st;
r˜Nst = r˜0st + a(m,n)nr˜(1)st; λ˜st = λst +
n
m
(1− λst)
where q˜st = V ar
−1
M˜(C)
(Ysti), Ysti =
∑g0
g=1 VgsWgti shares the same coordinate representation
as M˜(Yst), µ0st and λst are as given in Corollary 4 and a(m,n) =
(
1− n−1
m−1
)−1
is the fpc.
In contrast to the infinite case described in Corollary 3, if αgg/γg = a then the finite canonical
group directions will typically still depend upon t. However, if additionally N = θM then
we can extend Corollary 7 to obtain the finite equivalent of Corollary 3: the M˜(Yst) share,
up to normalising constants, the same coordinate representation for each t derived as the
sth column of the matrix V solving AV = (A+N−1B)V Ψ with λ˜st as in (19) and λst as in
(12). If we have the balanced design described in Corollary 8 then, for all choices of n, m
and t, M˜(Yst) and λ˜st can be obtained from the same g0× g0 problem AV = (A+B)VΨ(1)
as M(Yst) and λst, with λst given by (13). These results correspond to those which would
be obtained using the covariance representations over individuals induced by the model
proposed in Shaw and Goldstein (1999) as described in Section 3.1.2.
5.2.3 Variable and group analysis combined: adjustment of 〈M˜(C)〉 given C(N)
As with the infinite model, we retain the elegance that, having first solved the canonical
variable problem, solving each of the canonical group problems will enable us to completely
determine the adjustment of 〈M˜(C)〉 given C(N). To show this we utilise the following lemma
whose proof is in the appendix.
Lemma 6 1. The collection M˜(W) = {M˜(W1), . . . ,M˜(Wv0)} is Bayes linear sufficient
for C(N) for adjusting M˜(C) so that
E
C(N)(M˜(C)) = EC(N){EM˜(W)(M˜(C))};
V ar
C(N)(M˜(C)) = V arM˜(W)(M˜(C)) + V arC(N){EM˜(W)(M˜(C))}.
2. For all t 6= t′, the collection C(N) is Bayes linear sufficient for M˜(Wt′) for adjusting
M˜(Wt) so that CovC(N)(M˜(Wt),M˜(Wt′)) = 0.
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Mirroring the discussion to Lemma 3, the first part of Lemma 6 demonstrates that the ad-
justment of 〈M˜(W)〉 given C(N) is sufficient to obtain the adjustment of 〈M˜(C)〉 whilst
the second part of Lemma 6, combined with Lemma 5, shows that V ar
C(N)(M˜(W)) =
⊕v0t=1V arWt(M˜(Wt)) and TM˜(W) : C(N) = ⊕
v0
t=1TM˜(Wt) :Wt
. Putting this together with
Lemma 4 gives the following corollary to Theorem 3.
Corollary 9 The collection M˜(Z˜) = {M˜(Zst), s = 1, . . . , g0, t = 1, . . . , v0} forms a basis for
〈M˜(C)〉. The M˜(Zst) are a priori uncorrelated, and, given C(N), a posteriori uncorrelated
and are the canonical directions for the adjustment of 〈M˜(C)〉.
Corollary 9 is the finite equivalent to Corollary 5 and we note the similarities and differences
between the two when considering the adjustment of the mean structure given C(N). In
each case, we exploit the (generalised) conditional independence structure to separate the
problem into two parts: firstly that of solving a canonical variable problem and secondly
then considering the adjustment across all of the groups for each canonical variable direction.
Thus, in both the finite and infinite cases, we separate the g0v0 × g0v0 problem into a single
v0 × v0 problem, which does not depend upon either the sample size or the population size,
and v0 g0 × g0 group problems which do depend upon the sample and population size.
5.3 Example illustration
We return to the examination data example discussed in Sections 3.2, 4.2 and 4.5. The
examination is sat by 355 candidates and the first marker can mark for one day, the second
for two days, and the third for four days. With this in mind, the examiner allocated m1 = 51
scripts to the first marker, m2 = 101 to the second and m3 = 203 to the third. Consequently,
the population sizes he samples from are finite and thus he performs his analysis using the
results of Sections 5.2.1-5.2.3.
He first performs the variable analysis. From Corollary 6 he just modifies the analysis of
Section 4.2, working with the variables M˜(Cg) rather thatM(Cg). Hence, for example,
M˜(Wgt) ∝ M˜(Xgt+1)−
1
t
t∑
v=1
M˜(Xgv), t = 1, . . . , 4 (20)
is the finite equivalent to the infinite quantities given in equation (10) and so represent
differences between the difficulties of Section A questions under marker g. For a sample of
ng in the gth group we find, using (16),
λ˜[g:ng ]t = λ[g:ng ]t +
ng
mg
(1− λ[g:ng ]t) =
ngφt
(ng − 1)φt + 1
+
ng
mg
(
1− φt
(ng − 1)φt + 1
)
where the φts are given in (9).
The examiner now turns to the group analysis and, as in Section 4.5, considers taking
a sample of n scripts from each marker and forms, for each t = 1, . . . , 8, the collections
M˜(Wt) = {M˜(W1t), . . . ,M˜(W3t)} and Wt = {W 1t, . . . ,W 3t}. In full generality, the exam-
iner would have to solve the eight 3×3 generalised eigenvalue problems given in Definition 4.
Despite the balanced sample, the unbalanced finite sample sizes, as M = diag(51, 101, 203),
mean that Corollary 7 does not apply: the (s, t)th finite canonical group direction will differ
from the corresponding canonical group direction. However, as there are only four distinct
φts there will only be four different problems to solve. Even with the simplified choice of A
and B, the explicit derivation of the eigenstructure is not straightforward. However, for this
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example, we can still gain insight into the relationship between the finite and infinite if we
consider the resolved uncertainty for 〈M˜(Wt)〉 given Wt, denoted RUWt(M˜(Wt)). This is,
see Definition 3.19 of Goldstein and Wooff (2007), the sum of the g0 = 3 tth finite canonical
group resolutions. From Theorem 3 we have, with N = diag(n, n, n),
RU
Wt
(M˜(Wt)) =
g0∑
s=1
λ˜st = trace(TM˜(Wt) :Wt)
= trace
[
{A+ φ−1t N
−1B −N−1Aˆ}−1{A+ φ−1t M
−1B −M−1Aˆ}
]
=
g0∑
s=1
λst +
(
1
g0
g0∑
g=1
n
mg
)
g0∑
s=1
(1− λst). (21)
Thus, for the balanced design, with the simplified choice of A and B reflecting group ex-
changeability, we can see the generalisation, compare (21) to (19), of the role of the sampling
fractions n/mg in the finite model: the resolved uncertainty for 〈M˜(Wt)〉 given Wt is the
resolved uncertainty for 〈M(Wt)〉 givenWt plus a correction term depending both upon the
average sampling fraction and the total remaining uncertainty for 〈M(Wt)〉 givenWt. Note
that this is the form for each t = 1, . . . 8.
For illustrative purposes, we consider the cases for φ1 = · · · = φ4 = 0.8 and φ7 = 0.1666
when n = 10. For t = 1, . . . , 4, M˜(Wgt) is as given in (20) and the examiner obtains:
λ˜1t = 0.9919 with M˜(Z1t) = 0.3871M˜(W1t) + 0.3426M˜(W2t) + 0.3236M˜(W3t),
λ˜2t = 0.8797 with M˜(Z2t) = 2.0439M˜(W1t)− 1.3387M˜(W2t)− 0.7243M˜(W3t),
λ˜3t = 0.8674 with M˜(Z3t) = −0.3537M˜(W1t)− 1.6066M˜(W2t) + 1.9701M˜(W3t).
For t = 7, M˜(Wg7) = 0.2683TotalAg + 0.0702TotalBg where TotalAg =
∑5
v=1 M˜(Xgv),
TotalBg =
∑8
v=6 M˜(Xgv) denote, respectively, the underlying script total on Section A and
Section B for the gth marker. As in Section 4.5, this quantity is heavily correlated with the
underlying script total for the gth marker. The examiner finds that:
λ˜17 = 0.8625 with M˜(Z17) = 0.3894M˜(W17) + 0.3370M˜(W27) + 0.3153M˜(W37),
λ˜27 = 0.3515 with M˜(Z27) = 1.6610M˜(W17)− 1.1180M˜(W27)− 0.6019M˜(W37),
λ˜37 = 0.2856 with M˜(Z37) = −0.3186M˜(W17)− 1.4398M˜(W27) + 1.7911M˜(W37).
We see that whilst the directions do not share the same co-ordinate representation as those for
the infinite model they are closely related. For example, using the co-ordinate representation
of the (1, t)th canonical group direction gives M˜(Y1t) ∝ M˜(W1t) + M˜(W2t) + M˜(W3t), the
total (or average) across the markers of the M˜(Wgt). For t = 1, . . . , 4, we have M˜(Y1t) ∝
2.8471M˜(Z1t)−0.0460M˜(Z2t)+0.02231M˜(Z3t) whilst, for t = 7, M˜(Y17) ∝ 2.8752M˜(Z17)−
0.0662M˜(Z27)+0.0299M˜(Z37). In each case, we observe that M˜(Y1t) is strongly correlated
with M˜(Y1t) and thus, in the finite model, we are retaining the insight that we expect
to learn most about quantities corresponding to the total (or average) across the markers.
Similarly, we observe that the coefficients of both the M˜(Z2t) and M˜(Z3t) sum almost
to zero, matching the property of the corresponding M˜(Y2t) and M˜(Y3t). Notice that,
unlike in the infinite case, we have three distinct canonical group resolutions and that the
difference between λ˜2t and λ˜3t seems to increase as φt decreases (for φ8 = 0.1133 we find
that λ˜18 = 0.8024, λ˜28 = 0.2923, and λ˜38 = 0.2207). We can however, utilise the resolution
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partition, see (4), so that for any Z ∈ 〈M˜(Wt)〉, λ˜3t ≤ ResWt(Z) ≤ λ˜1t and, using Corollary
9 as Z ∈ 〈M˜(Wt)〉, λ˜3t ≤ ResC(N)(Z) ≤ λ˜1t.
This analysis is reassuring as it suggests that the canonical group directions obtained
from Definition 3 act as a close approximation to those obtained from Definition 4 in
this case where the sampling fractions are not too high (in this case, the largest sampling
fraction is 10/51). Notice that as n increases towards m1 = 51 then the finite reality
means that we will increasingly learn more and more about the M˜(W1t) as we observe
an ever increasing fraction of the scripts of the first marker. For example, for n = 20
we have M˜(Z17) = 0.4411M˜(W17) + 0.3187M˜(W27) + 0.2792M˜(W37), whilst for n = 40
we have M˜(Z17) = 0.6574M˜(W17) + 0.2070M˜(W27) + 0.1532M˜(W37) and for n = 50,
M˜(Z17) = 0.9177M˜(W17) + 0.0281M˜(W27) + 0.0188M˜(W37).
6 Concluding remarks
One possible interpretation of the relationship between the modelling of infinite populations
and, the equivalently defined, finite populations is that the latter could be viewed as a
perturbation of the former, the size of the perturbation being related to the sampling fraction.
As Shaw and Goldstein (2012) show (see Corollaries 1 and 6 and equation (16) of this paper),
in the case when the models are second-order exchangeable, the perturbation only affects
the canonical resolutions but not the canonical directions. The qualitative features remain
the same whilst the quantitative features are simply modified using the sampling fraction:
the canonical resolutions in the finite case are those in the infinite case with the addition of
a factor which depends on the sampling fraction and the size of the resolution. In a more
complicated model, where we may be sampling from different populations, Corollaries 7 and
8 illustrate that this behaviour is repeated if we sample the same fraction in each group. Note
that, see the proof of Theorem 2, T
M(Wt):Wt
= {A+φ−1t N
−1B−N−1Aˆ}−1A whereas, see the
proof of Theorem 3, T
M˜(Wt):Wt
= {A+φ−1t N
−1B−N−1Aˆ}−1{A+φ−1t M
−1B−M−1Aˆ}. The
eigenstructure of T
M˜(Wt):Wt
, obtained in Definition 4, can be interpreted as a perturbation
of the eigenstructure of T
M(Wt):Wt
, obtained via Definition 3, the perturbation caused by
the addition of the matrix φ−1t M
−1B −M−1Aˆ. The size of the perturbation will depend
upon both M and φt. We observe that the smaller the value of φt, corresponding to smaller
information being learnt in the variable problem, the larger the perturbation. We could
consider a careful perturbation analysis of the eigenvalues and eigenvectors of T
M˜(Wt):Wt
to
fully explore the role of φt and the sampling fractions in the perturbation. A similar analysis
could be performed with T
M(Wt):Wt
= {A+φ−1t N
−1B−N−1Aˆ}−1A when compared to the
balanced design which, from Corollary 4, fixes the group problems for all sample sizes.
Appendix
Proof of Lemma 1 - Note that for all g, h, j, Cov(Cg, Chj) = Cov(Cg, Ch). Thus,
Cov(C(N), C(N)) = [1Tn1 ⊗ V ar1(C(N)) . . . 1
T
ng0
⊗ V arg0(C(N))] (22)
where 1Ts denotes the 1 × s vector of ones and V arg(C(N)) = Cov(C(N), Cg). Denoting by
Is the s× s identity matrix and by Ir,s the rth column of Is then, using (22),
V ar−1(C(N))Cov(C(N), C(N)) = [1Tn1 ⊗ I1,g0 ⊗ Iv0 . . . 1
T
ng0
⊗ Ig0,g0 ⊗ Iv0 ].
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Now, for all g, h, j, Cov(M(Cg), Chj) = Cov(M(Cg),M(Ch)) = Cov(M(Cg), Ch) so that
Cov(M(C), C(N))V ar−1(C(N))Cov(C(N), C(N)) =
[1Tn1 ⊗ Cov(M(C),M(C1)) . . . 1
T
ng0
⊗ Cov(M(C),M(Cg0 ))] = Cov(M(C), C(N)).
The result immediately follows from Theorem 5.20 of Goldstein and Wooff (2007). ✷
Proof of Lemma 2 - Noting thatM(Wgt) = U
T
t M(Cg) and, using (5), W gt = U
T
t M(Cg)+
1
ng
∑ng
i=1 U
T
t Ri(Cg) = U
T
t Cg then, from the scalings in Definition 2, Cov(M(Wt),Wt) = A
and V ar(Wt) = A + φ
−1
t N
−1B − N−1Aˆ. Similarly, Cov(M(Wt), C(N)) = A ⊗ U
T
t C and
Cov(W t, C(N)) = {A+ φ
−1
t N
−1B −N−1Aˆ} ⊗ UTt C. Direct multiplication then shows that
Cov(M(Wt), C(N)) = Cov(M(Wt),Wt)V ar
−1(Wt)Cov(W t, C(N)) and the result follows
from Theorem 5.20 of Goldstein and Wooff (2007). ✷
Proof of Theorem 2 - From Assumption 2 we deduce that Cov(M(C), C(N)) = V ar(M(C))
= A⊗C and V ar(C(N)) = (A⊗C)+(N−1B⊗D)− (N−1Aˆ⊗C). Hence, V arM(C)(C(N)) =
(N−1B ⊗ D) − (N−1Aˆ ⊗ C). Noting that M(Yst) = V
T
s M(Wt) = (V
T
s ⊗ U
T
t )M(C) and
Y st = V
T
s Wt = (V
T
s ⊗ U
T
t )C(N) and, for any i, j, letting δij denote the Kronecker delta,
from Definitions 2 and 3, for all s, s′, t, t′ we have
Cov(M(Yst),M(Ys′t′)) = V
T
s AVs′ ⊗ U
T
t CUt′ = δss′δtt′ (23)
CovM(C)(Y st, Y s′t′) = V
T
s N
−1BVs′ ⊗ U
T
t DUt′ − V
T
s N
−1AˆVs′ ⊗ U
T
t CUt′
= δss′δtt′
1− λst
λst
. (24)
The resolution transform for the adjustment of 〈M(Wt)〉 givenWt is, from (3), TM(Wt):Wt =
V ar−1(M(Wt))Cov(M(Wt),Wt)V ar
−1(Wt)Cov(W t,M(Wt)). By noting that M(Wt) =
(Ig0⊗U
T
t )M(C) we see that V ar(M(Wt)) = A and thus, additionally using the beliefs stated
in the proof of Lemma 2, we have
T
M(Wt):Wt
= {A+ φ−1t N
−1B −N−1Aˆ}−1A (25)
which, from Definition 3, for each s = 1, . . . , g0, has eigenvector Vst and corresponding
eigenvalue λst. Now, see for example Property 3.17 of Goldstein and Wooff (2007),
Cov
Wt
(M(Yst),M(Ys′t)) = V
T
st V ar(M(Wt)){I − TM(Wt):Wt}Vs′t = δss′(1− λst). (26)
Note that, from (23), r0st = 1 and, from (24), rst = λst(1− λst)
−1 so that rNst = r0st + rst
follows immediately from (26). Similarly, using (1),
E
Wt
(M(Yst)) = E(M(Yst)) + V
T
stA{A+ φ
−1
t N
−1B −N−1Aˆ}−1{Wt − E(Wt)}
= E(M(Yst)) + λstV
T
st {Wt − E(W t)}
= E(M(Yst)) + λst{Y st − E(M(Yst))} (27)
as E(C(N)) = E(M(C)). µNst follows by suitable rearrangement of (27). ✷
Proof of Lemma 3 - Noting thatM(Wt) = (Ig0⊗U
T
t )M(C) then, from Assumption 2 and
Definition 2, for all t, t′ we have Cov(M(Wt),M(Wt′)) = δtt′A and Cov(M(Wt),M(C)) =
A ⊗ UTt C. Thus, V ar(µ(W)) = ⊕
v0
t=1A and, noting that M(Wgt) ∈ 〈M(Cg)〉 so that
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Cov(C(N),M(Wt)) = Cov(M(C),M(Wt)), Cov(C(N),M(W)) = Cov(M(C),M(W)) =
[A⊗ CU1 . . . A⊗ CUv0 ]. Hence,
Cov(C(N),M(W))V ar−1(M(W))Cov(M(W),M(C)) = A⊗
v0∑
v=1
CUvU
T
v C
= A⊗ CUUTC = Cov(C(N),M(C)) (28)
where (28) follows as UTCU = I implies that UUTC = I. Let D˜ = [Ig0 ⊗ U1 . . . Ig0 ⊗Uv0 ].
Then, by direct multiplication and Definition 2,
D˜TV ar(C(N))D˜ = ⊕v0t=1{A+ φ
−1
t N
−1B −N−1Aˆ}.
Inverting and rearranging gives
V ar−1(C(N)) = D˜
[
⊕v0t=1{A+ φ
−1
t N
−1B −N−1Aˆ}−1
]
D˜T . (29)
Now, Cov(M(Wt), C(N))D˜ = (A⊗ U
T
t C)D˜ = [δt1A . . . δtv0A] so that, using (29),
Cov(M(Wt), C(N))V ar
−1(C(N)) =[
δt1A{A+ φ
−1
1 N
−1B −N−1Aˆ}−1 . . . δtv0A{A+ φ
−1
v0
N−1B −N−1Aˆ}−1
]
D˜T (30)
and
Cov(M(Wt), C(N))V ar
−1(C(N))Cov(C(N),M(Wt′)) =
δtt′A{A+ φ
−1
t N
−1B −N−1Aˆ}−1A. (31)
From (23) and (31) it follows that for all t 6= t′,
Cov(M(Wt),M(Wt′)) = Cov(M(Wt), C(N))V ar
−1(C(N))Cov(C(N),M(Wt′)). (32)
Results 1. and 2. follow, respectively, from (28) and (32) using Theorems 5.20 and 5.23 of
Goldstein and Wooff (2007). ✷
Proof of Theorem 3 - Noting that Cov(M˜(C), C(N)) = V ar(M˜(C)) = (A⊗C)+(M−1B⊗
D) − (M−1Aˆ ⊗ C) then, as V ar(C(N)) = (A ⊗ C) + (N−1B ⊗ D) − (N−1Aˆ ⊗ C), we
have V ar
M˜(C)
(C(N)) = {(N−1 −M−1)B ⊗D} − {(N−1 −M−1)Aˆ ⊗ C)}. Now, M˜(Zst) =
V˜ Tst M˜(Wt) = (V˜
T
st ⊗U
T
t )M˜(C) and Zst = V˜
T
stWt = (V˜
T
st ⊗U
T
t )C(N), so that from Definitions
2 and 4, for all s, s′, t, t′ we have
Cov(M˜(Zst),M˜(Zs′t′)) = (V˜
T
st ⊗ U
T
t )V ar(M˜(C))(V˜s′t′ ⊗ Ut′)
= δtt′ V˜
T
st {A+ φ
−1
t M
−1B −M−1Aˆ}V˜s′t = δss′δtt′ , (33)
Cov
M˜(C)
(Zst, Zs′t′) = δtt′ V˜
T
st {φ
−1
t (N
−1 −M−1)B − (N−1 −M−1)Aˆ}V˜s′t
= δss′δtt′(1− λ˜st)λ˜
−1
st . (34)
Now as Cov(M˜(Wt),Wt) = V ar(M˜(Wt)) = A+φ
−1
t M
−1B−M−1Aˆ and V ar(W t)) = A+
φ−1t N
−1B −N−1Aˆ then, from (3), the resolution transform for the adjustment of 〈M˜(Wt)〉
given Wt is,
T
M˜(Wt):Wt
= {A+ φ−1t N
−1B −N−1Aˆ}−1{A+ φ−1t M
−1B −M−1Aˆ} (35)
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which, from Definition 4, for each s = 1, . . . , g0, has eigenvector V˜st and corresponding
eigenvalue λ˜st. In a similar way to (26) and (27) we may deduce that
Cov
Wt
(M˜(Zst),M˜(Zs′t)) = δss′(1 − λ˜st), (36)
E
Wt
(M˜(Zst)) = E(M˜(Zst)) + λ˜st{Zst − E(M˜(Zst))} (37)
so that r˜Nst and µ˜Nst follow, respectively, from (36) and (37) using (33) and (34) when
s = s′ and t = t′. ✷
Proof of Lemma 6 - By writing M˜(Wgt) = U
T
t M˜(Cg) then for all g, h, t, t
′ we have
Cov(M˜(Wgt),M˜(Wht′)) = {αgh + δgh
1
mg
(φ−1t γg − αgg)}δtt′ . As a result, V ar(M˜(W)) =
⊕v0t=1{A+φ
−1
t M
−1B−M−1Aˆ}. Now Cov(M˜(C),M˜(W)) = [(A⊗CU1)+ (M
−1B⊗DU1)−
(M−1Aˆ⊗CU1) . . . (A⊗CUv0) + (M
−1B⊗DUv0)− (M
−1Aˆ⊗CUv0)] = [{A+φ
−1
1 M
−1B−
M−1Aˆ}⊗CU1 . . . {A+φ
−1
v0
M−1B−M−1Aˆ}⊗CUv0]. Hence, by direct multiplication using
that Cov(C(N),M˜(W)) = Cov(M˜(C),M˜(W)),
Cov(C(N),M˜(W))V ar−1(M˜(W))Cov(M˜(W),M˜(C)) = (A⊗ CUUTC) +
(M−1B ⊗DUUTC)− (M−1Aˆ⊗ CUUTC) = Cov(C(N),M˜(C)) (38)
where (38) follows in a identical way to (28). Now, asCov(M˜(Wt), C(N)) = {A+φ
−1
t M
−1B−
M−1Aˆ} ⊗ UTt C, then using an equivalent method to (31) we have
Cov(M˜(Wt), C(N))V ar
−1(C(N))Cov(C(N),M˜(Wt′)) =
δtt′{A+ φ
−1
t M
−1B −M−1Aˆ}{A+ φ−1t N
−1B −N−1Aˆ}−1{A+ φ−1t M
−1B −M−1Aˆ}. (39)
From (33) and (39) it follows that for all t 6= t′,
Cov(M˜(Wt),M˜(Wt′)) = Cov(M˜(Wt), C(N))V ar
−1(C(N))Cov(C(N),M˜(Wt′)). (40)
Results 1. and 2. follow, respectively, from (38) and (40) using Theorems 5.20 and 5.23 of
Goldstein and Wooff (2007). ✷
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