An integer-valued function on ΰ\ n is shown to decrease along trajectories of certain linear systems of ordinary differential equations.
This paper will be devoted to showing that the integer-valued Lyapunov function described in [5] applies to a larger class of linear systems than those described there. Consider the linear system of ordinary differential equations ( 
1.1) Xi(t) = δiau-ι(t)Xi-ι(t) + a u (t)Xi(t) + δ
1 < / < n, / modulo n.
Concerning (1.1), we assume hereafter that the #/, are continuous functions and δi G {-1, 4-1}, α l7 -i(ί) > 0, a iM {t) > 0, 1 < / < n, / modulo n.
Further assumptions will be described below. Since it will be necessary throughout this paper to identify indices / modulo n (e.g. 0 = n, n + 1 = 1, etc.), we adopt it as a standing practice and make no further mention of it. Following [5] , define the function N, taking values in {0, 1, 2, ... , n} by N(y) = card{/: <5, JW-I < 0}, y e V\ n , y t φ 0 all /.
It is easy to see that the domain of definition of N can be extended to the maximal domain JV on which N remains continuous where
Jf is the open set given by jr = {y e K n : if yi = 0, then δ M δiy M y^ι < 0}.
For those y with y x Φ 0, 1 < / < n, we have^ = Δ.
ι=l ι=l
Hence, N takes only even values if Δ = +1 and only odd values if Δ = -1. We say (1.1) has positive (negative) feedback if Δ = +1 (Δ = -1). The significance of this terminology becomes apparent if we make the change of variables yt = μiXi in (1.1) where μ, e {-1, +1}. The resulting system for y is again of the form (1.1); the only change is that the new δ\ are given by δ\ = μiμι-\δi. It is not hard to see that the μ\ may be chosen so that <5, = +1, 2 < / < n, and δ\ = Δ. If Δ = +1, the resulting system has all positive feedbacks. If Δ = -1, the system contains a pair of negative feedbacks. In addition to the standing assumptions above, we make the following additional assumptions involving the matrix A(t) = (tf//(ί)) where a u = 0 if j £ {/-I,/,i + l}.
(I) A{t) is irreducible for each t, and (V) If aa-ι(t) (α/ι + i(ί)) vanishes at some t = to then Given the special form of the matrix A(t) 9 (I) holds true if and only if one of the following holds for each value of t:
/=1 1=2
We remind the reader of our convention that indices are interpreted modulo n so that n + 1 ~ 1 and 0~ n. The assumption (I) limits the set of functions aa-\{t) 9 α, , +i(ί), 1 < / < n, which can vanish at a particular value of t. The assumption (V) on the other hand, describes how α, , +i(ί) may vanish at a point. It requires that if α π _i (fl//+i) vanishes at ίo then it must vanish to sufficiently high order. Note that (V) certainly holds if (V ; ) α l l _ 1 (Λ, / +1 ) never vanishes or vanishes identically. Our main result is the following (compare [2, 5, 8] ).
THEOREM. If (1.1) satisfies (I) and (V) and if x(t) is a nontrίvial solution of(lΛ) then (i) x(t) G JV except possibly for isolated values of t. (ii) Ifx(s) <£ JT then N(x(s+)) < N(x(s-)).
Assertion (i) implies that if x(s) $ J^ then x(t) € JV for 0 < \t -s\ < ε for some positive e. It follows from the continuity of N on JV that N(x(t)) is constant on (s -ε, s) and on (s, s + ε). It will be established that N decreases by a multiple of two as t increases through t = s.
The proof of the theorem will be deferred to §2. We make several remarks below.
The hypothesis that (I) holds is crucial for the theorem to hold.
HAL L. SMITH
Consider the constant coefficient system fa n a n 0
where a\ 2 > 0, a 23 > 0 and a 32 > 0. Observe that (I) fails and that jc(ί) = e a "*(l ,0,0) is a solution satisfying x(t) $. Jf for all t. The assumption (V) is probably unnecessary. In §2 it is shown that if A{t) is analytic in t then (V) can be dropped entirely. We conjecture that the theorem holds without (V). Observe that if n = 3 and A(t) is C 1 in t then (V) holds. Indeed, in this case, if aa-\ vanishes at t = to then £,•,•_i(ίo) = 0 since aa-\{t) > 0 so 0, , _i(ί) = o(t -ί 0 ) as t -> ί 0 The theorem implies the invariance of certain families of wedgelike subsets of %\ n under the forward flow associated with (1.1). Let Φ(ί, s) be the fundamental matrix solution of (1.1) satisfying Φ(s, s) = I, where / is the identity matrix. For definiteness, assume that Δ = -1 and that k is an odd integer less than n.
The set In order to simplify our exposition, assume that the ft are analytic functions and that the Jacobian matrix of the vector field is an irreducible matrix for each x. If y(t) and y(t) are distinct solutions of (1.3) then x(t) = y(t) -y(t) is a nontrivial solution of (1.1) where ί = / Jo dp 77(^-1^' 0> Ms, t)> Ui+\(s, t))ds 9
Observe that A{t) is analytic and (I) holds. Similarly, if y(t) is a nonconstant solution of (1.3) then y(ί) satisfies the variational equation which has the form (1.1). It follows from the theorem that the function t »-• N(y(t) -y(t)) is defined except possibly at a finite number of points (no more than [n/2] +1 points) of the common domain, /, of y( ) and y(-). Points, if any, at which the function is not defined, separate adjacent open subintervals of / on each of which the function N is constant and N decreases by a multiple of two as t increases through such a point.
If y(t) and y(t) are defined for / > 0 then the theorem implies that y{t) -y{t) ZLJV for all large t, say t > to. This in turn implies that the two curves t -»(t, y^t), y M (/)) and t -> (t, y^t), y M (ή) do not meet for each / and suggest the possiblity of a phase plane analysis (see [5, sec. 3]).
Proof of the Theorem.
This section will be devoted to the proof of the theorem. We must show that if x(s) φ. JV then there exists ε > 0 such that x{t) e JV for 0 < \t -s\ < ε and that (ii) holds. Without loss of generality we may assume that s = 0 for we can always perform a translation in t. We begin with some definitions similar to those in [8] except that we do not require differentiability. DEFINITION. For 1 < i < n, define k{i) = k, a nonnegative integer, if there exists a real number p f φ 0 such that
That is,
If there does not exist such a k and pi then k(i) is not defined. Let
Observe that k(i) and pi are uniquely defined and that if k{ϊ) is defined, then / = 0 is an isolated zero of Xi(t).
The following lemma will be the key to our proof.
LEMMA. Let y{t) be the solution of the initial value problem
where B(t)(g(t)) is a continuous matrix (vector)-valued function on some neighborhood of t = 0. Let φ(t) be a vector-valued continuous function on some neighborhood of t = 0 and let μ(t) be a positive scalar-valued continuous function on a neighborhood of t = 0 such that |0(O| < μ(t) and Let ψ(t) = jj φ(s) ds and χ{t) = \ /"' μ(s) ds\. Then
Proof. The solution y(ί) satisfies the integral equation
\y(t) -Ψ{t)\ < f \g(s) -φ(s)\ ds + f \B(s)\\ψ(s)\ ds Jo Jo ί t \B(s)\\y(s)-ψ(s)\ds. Jo
By GronwalΓs inequality, for t > 0,
\y(t) -ψ{t)\ < a(t) + J Q \B(s)\a(s) {txp J \B{u)\ du ) ds where a(t)= ί t \g(s)-φ(s)\ds+ f\B{s)\\ψ{s)\ds.
Jo Jo The proof of the theorem involves considering the individual intervals Ij separately and determining their contribution, if any, to the change in the value of N as t increases through zero. The simplest type of interval to consider and the most important is the case that I = {j} is a singleton interval (we will drop subscripts on the intervals when no confusion is possible). Since x y _i(0)x ;+ i(0) Φ 0, there are two cases. If δj+\δjPj+\Pj-ι = -1, then the interval / contributes no change to the value of N as t increases through zero (see the definition of N and recall how Jf is defined). Moreover, by continuity of x(t), δj+\δjXj+\Xj-\(t) < 0 in a neighborhood of zero. It is important to observe that not every interval 7,, 7 = 1,2,...,/, can be of this type since x(0) $ JV. Suppose now that δj+\δjPj+\Pj-ι = +1. Then Hence we see that there exists e > 0 such that Xj{ί) Φ 0 for 0 < \t\ < e and that the interval / = {j} contributes to a decrease in N by two as t increases through zero. Note that this argument did not require that (V) hold. The remainder of our proof of the theorem is somewhat tedious because we are unable to treat intervals / in the decomposition of Z which are not singleton intervals in the generality with which we could deal with singleton intervals. There is a plethora of special cases.
We begin by considering the special case that Let / be an interval in the partition of Z of even length, / = {7 + 1, j + 2, ... , j + p}, p = 2q, q > Thus the interval / of size p = 2g contributes to a decrease in N of p = 2# as ί increases through zero. Next we consider the case that / has odd length, / = {j + 1, 7 + 2, ... , j + p}, p = 2q + I, q > 1. Observe that the previous claim still holds. Furthermore, y(t) = x 7+^+ i(ί) satisfies
y{t) = a J+q+lJ+q+l (t)y(t)
+ g(t), Thus / contributes to a decrease in JV of 2#+2 = /?+l as ί increases through t = 0 in Case I.
Case II. δj+q+χPj+qδj+q^Pj+q+i = -1 but Λ ^ 0.
As in Case I, t = 0 is still an isolated zero of jc/(ί), / € /. The only change in the argument of Case I is that for t Φ 0, t small, δj+ q +\Xj+ q +\Xj+ q and δj+ q + 2 Xj+ q+ 2Xj+q+i have opposite signs. Thus these two terms cancel each other and the change in N due to interval / as t increases through t = 0 is p -1.
Case III. δj+q+ιPj+ q δj+ q + 2 Pj+q+2 = -1 and A = 0.
In this case, the "order" of the zero of Xj+ q +\ at ί = 0 is indeterminate. For t Φ 0 and t sufficiently small, we have = δj+ q +2δj+ q +ιPj+ q +2Pj+ q signt 2q = -1.
That is, δj+ q +2δj+ q +\Xj+ q + 2 Xj+ q < 0 for \t\ > 0, \t\ small. Thus, from the definition of N on ^, jtj+g+i(i) has no effect on the value of N for t Φ 0, ί small. As in the previous case, the interval / contributes a decrease of p -1 to N as t increases through t = 0. In summary, when (2.2) holds, we have established that there exists ε > 0 such if 0 < \t\ < ε then x(t) G#. This follows from our consideration of each type of interval in the partition of Z . Furthermore, except in the case of a singleton interval / = {j} where δj+\δjPj+\Pj-\ = -1, all other types of intervals contribute a net decrease in N by an even integer as t increases through t = 0. We observed that the special singleton interval described above contributes no change in N and further, that not every interval in the partition of Z could be of this type. It follows that our proof of the theorem is complete in the case that (2.2) holds.
We now drop the assumption that (2.2) holds and consider the case where (I) and (V) hold. Later, we remark on the change in the following argument when (V) replaces (V). Since (I) holds we may assume that one of (1.2)(a), (b) or (c) holds. We begin by assuming that (1.2)(b) holds and show that there exists ε > 0 such that x(t) e JV for 0 < |ί| < ε. This will establish (i) of the theorem in this case. The argument in case (1.2) (a) holds is very similar and will not be given. We consider the case that (1.2)(c) holds in a separate argument.
Assume that (1.2)(b) holds and let / be an interval in the partition of Z with length greater than one, / = {j + 1, j + 2, ... , j + p}, p > 2. Now we know that aa+\ > 0 for every / by (1.2)(b) but α//_i may vanish identically for some / e /. If α//_i > 0 for every / e / then, of course, we may argue exactly as when (2.2) held. Thus we assume that aa-\ vanishes identically for some iel.
Let j + r be the smallest index in / such that aj +r j+ r -\ = 0. ? ^7+r-i) so y consists of an odd number of components and note that y satisfies an initial value problem (2.1) where
Since y contains an odd number of components, we may continue the application of the lemma until we have k(j + s) = s, P j+S = δj+ s Pj +s _ι, for 1 < s < q, and k{j+p-s) =s+l, P j+P -S = δ j+p^s+x P j+p . s+x , for 0 < s < q-\. Only Jt/+0 + i remains to be investigated. As usual, set y = Xj+ q +\ and observe that y satisfies a scalar initial value problem (2.1) where
If the quantity in brackets does not vanish, then the lemma implies that k(j+q+l) = q+l and we are done since t = 0 is an isolated zero of Xiit) for every i £ I. If the quantity in brackets does vanish then δj+q+\Pj+qδj+q+lPj+q+2 = -1 SO δj+ q +\δj+ q +2Xj+q{t)Xj+ q +2(t) = δj+ q +ιδj+ q +2Pj+qPj+ q +2t 2cί + o(t 2q ) < 0 in some deleted neighborhood of t = 0. Thus, although we are ignorant of the order of the zero of Xj+q+\ at t = 0, the index j + q+l cannot be a cause for x(t) φ JV, \t\ small.
If / contains an even number of elements p -2q and if j + r < j + q + l then k(j + r) > q . Hence k(j + s) = s for 0 < s < j + r -l and so again t = 0 is an isolated zero of JC/(ί), i £ I. However, if j + r > j + q + I then we have k(j + S) = s, P 7 + 5 = J 7 +J P /+J _i for 0 < s < p -r + 1. Let y = (x j+p^r+2 , ... , ^+r-i) so y has an even number of components. Since y satisfies an initial value problem (2.1) with g(t) as in (2.3) the lemma gives that k(j + p -r + 2) = k{j + r -1) = p -r + 2. Since y contains an even number of elements, we can continue the application of the lemma until we obtain k(j + s) = s, 0 < s < q, and £(./ + p -5) = s + 1, 0 < s < q -1. Thus we find that t = 0 is an isolated zero of */(i) for iel.
In summary, if (1.2)(b) holds, we have shown that each interval / in the decomposition of Z with length larger than one (length one intervals were considered quite generally in an earlier argument) has the property that either (a) t = 0 is an isolated zero of Xi{t) for every iel or (b) t = 0 is an isolated zero of jc, (ί) for every / e / except one (the middle one) where / has odd length, and for this / it happens that <5/+i<5/.*/+i.X/_i < 0 in a deleted neighborhood of t -0. Hence we may conclude that there exists ε > 0 such that x(t) eJf for 0<|ί| <ε if (1.2) (b) holds.
Let us now consider the case that (1.2)(c) holds. Again, we focus on the intervals / making up the partition of Z . Let / be such an interval with length exceeding one, / = {j + 1, j + 2, ... , j + p}, p > 2. If / c {2, 3, ... , n -1} then au-\ and α/, +i are positive for every / G /, by (1.2)(c), so the same arguments apply to / as in the case that (2.2) held. Hence we assume that either 1 or n or both belong to /. If 1 is a left endpoint of / then n φ I and the argument that t = 0 is an isolated zero for X((t) for each iel is exactly as in the previous case (that (1.2)(b) holds) where j + r = 1 (recall j + r was the minimal element of / for which aj+ r j+ r -\ = 0). Similarly, if n is the right-hand endpoint of /, then one argues that t = 0 is an isolated zero of Xt(t) for each iel. Hence the only case left to check is that both 1 and n belong to 1:1 = {j + 1, j + 2, ... , n, 1, 2, ... , r}, r < j + 1. But such an interval can be decomposed into two subintervals, I\ = {j + 1, j + 2, ... , n} and I 2 = {1, 2, ... , r}, each of which can be treated as described above where n is a right endpoint or 1 is a left endpoint. One obtains that k(j +1) = 1, k(J + 2) = 2, ... , k{n) = n-j and k{r) = 1, k(r -1) = 2, ... , k( 1) = r. In particular, t = 0 is an isolated zero of Xi(t) for each iel in this case. In summary, if (1.2)(c) holds then there exists ε > 0 such that x{t)ejy for 0< \t\ <e.
We now have established that (i) of the theorem holds provided (I) and (V ; ) hold. The reader will see that, in our arguments so far, we do not really require <Z//_i(α//+i) to vanish identically if it vanishes. Our arguments require no modification if whenever an-\ vanishes, it vanishes to a large enough order that the term an-\{t)Xi-\{t) is of higher order than any "competing" term. This will ensure that when we construct g(t) in order to apply the lemma, we can ignore α;;_i(0*/-i(0 . It is not hard to see that if fli, _i(ί) = o(t n~2 ), when it vanishes, then it has no effect on the arguments given above. Thus, (i) of the theorem holds provided (I) and (V) hold.
We now complete the proof of the theorem by showing that (ii) holds. This is done by approximating (1.1) by systems (1.1) m , m =  1, 2 Hence we obtain the contradiction x{t) vanishes identically.
