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Resumen. En este trabajo determinamos las Funciones de Green, respecto de un
peso fijado sobre los ve´rtices, en una amplia clase de redes compuestas que se engloban
bajo la denominacio´n de redes cluster. Tambie´n aplicamos las expresiones obtenidas al
ca´lculo de la resistencia efectiva, respecto de un peso, entre cualquier par de ve´rtices y
el I´ndice de Kirchhoff de la red cluster, en te´rminos de los para´metros correspondientes
a cada uno de sus factores. Finalmente mostramos que la particularizacio´n de nuestros
resultados al caso esta´ndar, esto es, al caso de grafos con peso constante en los ve´rtices
recupera las expresiones obtenidas por otros autores en trabajos previos.
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1 Introduccio´n
El I´ndice de Kirchhoff fue introducido en el campo de la Qu´ımica Orga´nica
como una alternativa mejor a otros para´metros usados para discriminar en-
tre diferentes mole´culas con formas y estructuras similares (ver [10]). Desde
entonces, se ha desarrollado una nueva l´ınea de investigacio´n con una can-
tidad de produccio´n considerable y se ha computado el I´ndice de Kirchhoff
para algunas clases de grafos con simetr´ıas; ver, por ejemplo, [2,3,7,8,12] y las
referencias que en ellos se indican.
Tambie´n resulta de sumo intere´s calcular este para´metro para redes com-
puestas y encontrar posibles relaciones entre los I´ndices de Kirchhoff de las
redes de origen y los de sus composiciones. Recientemente, se ha resuelto este
problema en algunos tipos de grafos compuestos como el producto, unio´n,
corona, cluster; ver [13], donde la te´cnica empleada se basa en la relacio´n en-
tre la resistencia efectiva y el I´ndice de Kirchhoff con los autovalores de la red
o grafo, ver por ejemplo [3].
⋆ Trabajo parcialmente financiado por la Comisio´n Interministerial de Ciencia y Tecnolog´ıa
mediante el proyecto MTM2007-62551.
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En [1] y en [4], los autores introdujeron el concepto de resistencia efectiva
respecto de un peso sobre los ve´rtices de la red, con el objeto de caracterizar
que´ matrices positivas son inversas de M–matrices sime´tricas y en [5] lle-
varon a cabo un estudio sistema´tico de estos nuevos para´metros, calcularon
los I´ndices de Kirchhoff correspondientes y establecieron su relacio´n con los
autovalores y autofunciones de operadores de Schro¨dinger semidefinidos pos-
itivos.
En este trabajo determinaremos las resistencias efectivas, respecto de un
peso, y el I´ndice de Kirchhoff correspondiente, para un tipo especial de re-
des compuestas, concretamente las denominadas redes cluster. A diferencia
de [5], donde las te´cnicas se basaron en la Teor´ıa del Potencial asociada a
los operadores de Schro¨dinger, nuestros razonamientos se basara´n aqu´ı en las
relaciones entre las funciones de Green asociadas a tales operadores y la re-
sistencia efectiva establecidas en [4]. Por tanto, despue´s de la introduccio´n de
las principales definiciones de los operadores involucrados y sus propiedades,
obtenemos la expresio´n de la funcio´n de Green de una red cluster en te´rminos
de las funciones de Green de los factores y, como consecuencia, la expresio´n
del I´ndice de Kirchhoff y de las resistencias efectivas entre todo par de nodos,
todo ello en funcio´n de los para´metros ana´logos de los factores. Finalmente,
damos un ejemplo de aplicacio´n de dichos resultados.
En todo el trabajo entenderemos que una red es una terna Γ = (V,E, c)
donde (V,E) es un grafo que supondremos conexo y c : V × V −→ [0,+∞) es
una funcio´n sime´trica denominada conductancia que satisface que c(x, y) > 0
si y so´lo si {x, y} ∈ E. Denotaremos por n al nu´mero de nodos de la red
y por C(V ) al conjunto de funciones de V en R. En particular, para cada
x ∈ V , εx denota la delta de Dirac en x ∈ V y 1 es la funcio´n definida como
1(x) = 1, para cada x ∈ V . El producto interno esta´ndar en C(V ) se denota
por 〈·, ·〉, donde si u, v ∈ C(V ) entonces 〈u, v〉 = ∑
x∈V
u(x) v(x). Por otro lado,
ω ∈ C(V ) se denomina un peso si satisface ω(x) > 0 para cada x ∈ V y adema´s
〈ω, ω〉 = 1. El conjunto de pesos sobre V sera´ denotado por Ω(V ).
El Laplaciano de Γ es el operador L : C(V ) −→ C(V ) definido para cada
u ∈ C(V ) como L(u)(x) = ∑
y∈V
c(x, y)
(
u(x)− u(y)), para cada x ∈ V .
Dada q ∈ C(V ), el operador de Schro¨dinger en Γ con potencial q es el endo-
morfismo de C(V ) que asigna a cada u ∈ C(V ) la funcio´n Lq(u) = L(u) + qu,
donde qu ∈ C(V ) esta´ definida como (qu)(x) = q(x)u(x); ver por ejemplo
[1,9]. Es bien conocido que un operador de Schro¨dinger es autoadjunto y esta-
mos interesados en aquellos operadores de Schro¨dinger que son semidefinido
positivos. La caracterizacio´n de este tipo de operadores se obtuvo en [1] con-
siderando para cualquier ω ∈ Ω(V ), el potencial determinado por ω definido
como la funcio´n qω = −ω−1L(ω).
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Proposicio´n 1 ([1, Prop. 3.3]). El operador de Schro¨dinger Lq es semi–
definido positivo y singular sii existe un peso ω ∈ Ω(V ) tal que q = qω.
Adema´s, ω esta´ un´ıvocamente determinado y Lqω(v) = 0 sii v = aω, a ∈ R.
Si ω ∈ Ω(V ), la Alternativa de Fredholm establece que dada f ∈ C(V )
la ecuacio´n Lqω(u) = f , denominada ecuacio´n de Poisson, tiene solucio´n sii
〈f, ω〉 = 0 y adema´s en este caso existe una u´nica solucio´n verificando 〈u, ω〉 =
0.
El operador que asigna a cada f ∈ C(V ) la u´nica u ∈ C(V ) tal que Lqω(u) =
f − 〈ω, f〉ω y 〈u, ω〉 = 0 se denomina operador de Green y se denota por
Gqω ; ver [4]. La funcio´n o nu´cleo de Green es Gqω : V × V −→ R definida
como Gqω(x, y) = Gqω(εy)(x), para cualquier par x, y ∈ V . Observemos que
Gq(ω) = 0 y que adema´s para cada u ∈ C(V )
Gqω
(Lqω(u)) = Lqω(Gqω(u)) = u− ω〈u, ω〉. (1)
Definicio´n 1 ([4,5]). Si u, v ∈ C(V ) son soluciones de las ecuaciones de
Poisson Lqω(u) =
εx
ω(x)
− εy
ω(y)
y Lqω(v) =
εx
ω(x)
− ω, respectivamente, defin-
imos la resistencia efectiva entre x e y respecto del peso ω como
Rω(x, y) = 〈Lq(u), u〉 = u(x)
ω(x)
− u(y)
ω(y)
y la resistencia total en x respecto del peso ω como
rω(x) = 〈Lq(v), v〉 = v(x)
ω(x)
− 1
n
〈v, ω〉.
Definimos finalmente el I´ndice de Kirchhoff de Γ respecto del peso ω como
k(ω) =
1
2
∑
x,y∈V
Rω(x, y)ω
2(x)ω2(y).
Observemos que para cada x, y ∈ V , la definicio´n de rω(x) y de Rω(x, y)
no dependen ni de u ni de v, respectivamente. Adema´s, rω es siempre positiva,
mientras que Rω es sime´trica, no negativa y Rω(x, y) = 0 sii x = y.
Las siguientes fo´rmulas, que expresan estos diferentes para´metros en te´rmi-
nos de la funcio´n de Green, sera´n cruciales en el momento de obtener los
principales resultados de este trabajo; ver las demostraciones en [4].
Proposicio´n 2 ([4, Prop. 4.3]). Para cualquier par x, y ∈ V se cumple:
rω(x) =
Gq(x, x)
ω2(x)
y Rω(x, y) = rω(x) + rω(y)− 2Gq(x, y)
ω(x)ω(y)
.
En consecuencia,
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Gq(x, y) =
1
2
ω(x)ω(y)
(
rω(x) + rω(y)−Rω(x, y)
)
,
k(ω) =
∑
x∈V
rω(x)ω
2(x) =
∑
x∈V
Gq(x, x)
y
rω(x) =
∑
y∈V
Rω(x, y)ω
2(y)− k(ω).
Cuando ω es constante, la penu´ltima de las igualdades de la proposicio´n
anterior establece que el I´ndice de Kirchhof de una red es la traza de la inversa
de Moore-Penrose del laplaciano combinarorio de la red. Este es un resultado
ampliamente conocido, y utilizado en las aplicaciones, ver por ejemplo [8,13],
aunque debemos remarcar que en estos trabajos el I´ndice de Kirchhoff aparece
multiplicado por n, debido a que nosotros consideramos pesos normalizados.
2 I´ndices de Kirchhoff en redes Cluster
En la literatura el cluster Γ0{Γ1} de dos grafos Γ0 = (V0, E0) y Γ1 = (V1, E1),
tales que V0 ∩ V1 = ∅, y un ve´rtice distinguido de V1 consiste en crear |V0|
copias de Γ1 e identificar cada ve´rtice de V0 con el ve´rtice distinguido de una
de las copias de Γ1, manteniendo las ramas originales en cada factor, ver [13].
En este trabajo consideraremos la siguiente generalizacio´n.
Sea Γ0 = (V0, E0, c0), donde V0 = {x1, . . . , xm}, una red conexa y para cada
i = 1, . . . ,m consideremos Γi = (Vi, Ei, ci) una red conexa tal que xi ∈ Vi.
Llamamos red cluster con base Γ0 y peso ω a la red Γ , tambie´n denotada por
Γ0{Γ1, . . . , Γm}, cuyo conjunto de ve´rtices es V =
m∐
i=1
Vi la unio´n disjunta de
todos los conjuntos de ve´rtices y cuya conductancia esta´ dada por c(x, y) =
ci(x, y), para todo par x, y ∈ Vi, i = 0, . . . ,m y por c(x, y) = 0 en caso
contrario.
Por otro lado, ω ∈ Ω(V ) es un peso en V , y para cada i = 0, . . . ,m se
define el valor σi =
( ∑
x∈Vi
ω(x)2
) 1
2
. Entonces, dado i = 0, . . . ,m si para cada
x ∈ Vi definimos ωi(x) = σ−1i ω(x), es claro que ωi ∈ Ω(Vi); es decir, hemos
restringido el peso ω para obtener pesos derivados de e´ste en cada factor de
la red cluster.
Para cada i = 0, . . . ,m identificamos C(Vi) con el subespacio de C(V )
formado por las funciones que son nulas en V \ Vi. Por tro lado, si u ∈ C(V ),
la restriccio´n de u a Vi, i = 0, . . . ,m se denota tambie´n por u. Observamos
que si u ∈ C(Vi) y v ∈ C(V ), entonces 〈u, v〉 =
∑
x∈Vi
u(x)v(x). En particular, si
u ∈ C(Vi) y v ∈ C(Vj) donde 0 ≤ i < j ≤ m, entonces 〈u, v〉 = 0 cuando i 6= 0,
mientras que 〈u, v〉 = u(xj)v(xj) cuando i = 0.
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Denotamos por L al Laplaciano combinatorio de Γ y para cada i = 0, . . . ,m
por Li al Laplaciano combinatorio de la red Γi.
Lema 1. Para toda u ∈ C(V ), se verifica:
L(u)(x) = Li(u)(x) + L0(u)(xi)εxi(x), para todo i = 1, . . . ,m, x ∈ Vi.
Lema 2. Consideremos los potenciales qω = −ω−1L(ω) definido en V y qωi =
−ω−1i Li(ωi) definido en Vi, para i = 0, . . . ,m. Entonces,
qω = qωi + qω0(xi)εxi en Vi, i = 0, . . . ,m.
Proposicio´n 3. Para toda u ∈ C(V ), se verifica:
Lqω(u)(x) = Liqωiu(x) + L
0
qω0
u(xi)εxi(x) para todo x ∈ Vi, i = 0, . . . ,m.
2.1 Funcio´n de Green y resistencias efectivas
El principal objetivo de esta seccio´n es obtener la funcio´n de Green de la red
cluster en te´rminos de las funciones de Green de sus factores. Como consecuen-
cia, obtendremos tambie´n los I´ndices de Kirchhoff y las resistencias efectivas
respecto del peso dado en te´rminos de los para´metros ana´logos de los factores,
simplemente aplicando las identidades de la Proposicio´n 2. A lo largo de esta
seccio´n, Giqωi y G
i
qωi
denotara´n el operador y la funcio´n de Green asociados al
operador de Schro¨dinger Liqωi en Γi, donde i = 0, . . . ,m.
Proposicio´n 4. Si f ∈ C(V ) es tal que 〈ω, f〉 = 0, entonces la u´nica solucio´n
de la ecuacio´n de Poisson Lq(u) = f tal que 〈ω, u〉 = 0 es:
u =
m∑
i=1
(
Giqωi (f)− h(xi)G
i
qωi
(εxi) + diωi
)
− Cω ,
donde para cada i = 1, . . . ,m
h(xi) =
〈f, ωi〉
ωi(xi)
,
di =
1
ωi(xi)
(
G0qω0 (h)(xi)− G
i
qωi
(f)(xi) + h(xi)G
i
qωi
(xi, xi)
)
,
C =
m∑
i=1
σidi.
Demostracio´n. Aplicando la Proposicio´n 3 obtenemos que si u es solucio´n de
Lq(u) = f , entonces u es solucio´n de Ljqωj (u) + L0qω0 (u)(xj)εxj = f en Vj
para cada j = 1, . . . ,m. Por tanto, si consideramos la funcio´n h ∈ C(V0)
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definida como h = L0qω0 (u), entonces u es solucio´n de Lq(u) = f sii para cada
j = 1, . . . ,m
Ljqωj (u) = f − h(xj)εxj , en Vj.
Teniendo en cuenta que Ljqωj (ωj) = 0 para cada j = 1, . . . ,m, de las
identidades anteriores concluimos que
0 = 〈f, ωj〉 − h(xj)ωj(xj)
y por tanto, h(xj) =
〈f, ωj〉
ωj(xj)
, j = 1, . . . ,m.
Por otra parte, como 〈f − h(xj)εxj , ωj〉 = 0 resulta que existe aj ∈ R tal
que
u = Gjqωj (f)− h(xj)G
j
qωj
(
εxj
)
+ ajωj en Vj .
Si para cada j = 1, . . . ,m definimos uj = Gjqωj (f)−h(xj)G
j
qωj
(
εxj
)
+ajωj,
entonces uj ∈ C(Vj) y u =
m∑
i=1
ui es solucio´n de la ecuacio´n de Poisson. Adema´s,
〈ω, u〉 =
m∑
i=1
〈ω, ui〉 =
m∑
i=1
σi〈ωi, ui〉 =
m∑
i=1
σi〈ωi, ui〉 =
m∑
i=1
σiai,
de manera que 〈u, ω〉 = 0 sii
m∑
i=1
aiσi = 0.
Por otro lado, si definimos las funciones v, z ∈ C(V0) como v(xj) = ajωj(xj)
y como z(xj) = Gjqωj (f)(xj) − h(xj)G
j
qωj
(xj , xj), j = 1, . . . ,m, entonces u =
z+v en V0 y por tanto, L0qω0 (v) = h−L
0
qω0
(z) en V0. Como 〈h−L0qω0 (z), ω0〉 = 0,
podemos resolver la anterior ecuacio´n usando el operador de Green, obtenien-
do
v = G0qω0
(
h−L0qω0(z)
)
+αω0 = G0qω0 (h)−z+ω0〈z, ω0〉+αω0 = G
0
qω0
(h)−z+βω0
en V0, donde β = α+ 〈ω0, z〉.
Substituyendo en esta igualdad el valor de v(xj) y teniendo en cuenta
que ωj(xj) =
ω(xj)
σj
=
σ0ω0(xj)
σj
, obtenemos la siguiente expresio´n para los
coeficientes aj
aj =
G0qω0 (h)(xj)
ωj(xj)
− z(xj)
ωj(xj)
+ β
σj
σ0
, j = 1, . . . ,m
lo que, a su vez, que, implica que
m∑
i=1
aiσi = 0 sii
β = σ0
m∑
i=1
σi
ωi(xi)
(
z(xi)− G0qω0 (h)(xi)
)
,
de donde finalmente se deduce la identidad del enunciado.
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Teorema 1. La funcio´n de Green de la red cluster Γ0{Γ1, . . . , Γm} con peso
ω esta´ determinada por las identidades
Gqω = G
j
qωj
(·, ·) + σ
2
j − 1
ωj(xj)
Gjqωj (xj , ·)⊗ ωj +
σ2j − 1
ωj(xj)
ωj ⊗Gjqωj (·, xj) + gjωj ⊗ ωj ,
en Vj × Vj, j = 1, . . . ,m,
Gqω =
σiσj
ωi(xi)
Giqωi
(·, xi)⊗ ωj + σiσj
ωj(xj)
ωi ⊗Gjqωj (xj , ·) + gijωi ⊗ ωj ,
en Vi × Vj, j = 1, . . . ,m, i 6= j,
donde para cada i, j = 1, . . . ,m
gj =
G0qω0
(xj , xj)
ω2j (xj)
+
1− 2σ2j
ω2j (xj)
Gjqωj
(xj, xj) + σ
2
j
m∑
i=1
σ2i
ωi(xi)
Giqωi
(xi, xi)−
− 2σj
ωj(xj)
m∑
i=1
σi
ωi(xi)
G0qω0 (xi, xj) + σ
2
j
m∑
i=1
σi
ωi(xi)
m∑
k=1
σk
ωk(xk)
G0qω0 (xi, xk),
gij =
G0qω0 (xi, xj)
ωi(xi)ωj(xj)
− σiσj
ω2j (xj)
Gjqωj
(xj , xj)− σiσj
ω2i (xi)
Giqωi
(xi, xi)−
− σi
ωj(xj)
m∑
k=1
σk
ωk(xk)
G0qω0 (xk, xj)−
σj
ωi(xi)
m∑
k=1
σk
ωk(xk)
G0qω0 (xk, xi)+
+σiσj
m∑
k=1
σ2k
ω2k(xk)
Gkqωk
(xk, xk) + σiσj
m∑
k=1
σk
ωk(xk)
m∑
l=1
σl
ωl(xl)
G0qω0
(xk, xl)
Demostracio´n. De la Identidad (1) se concluye que si y ∈ V y consideramos
la funcio´n u = Gqω(·, y), entonces u es la u´nica solucio´n de la ecuacio´n de
Poisson Lqω(u) = εy−ω(y)ω tal que 〈ω, u〉 = 0. Por tanto la expresio´n de u se
deduce de aplicar la expresio´n de tal solucio´n dada en la proposicio´n anterior
cuando f = εy − ω(y)ω. Se deja al lector la substitucio´n de f = εy − ω(y)ω
en las ecuaciones anteriores para obtener el resultado.
Corolario 1. El ı´ndice de Kirchhoff del cluster Γ respecto del peso ω viene
dado en funcio´n del ı´ndice de Kirchhoff respecto del peso ωi de cada subred Γi
que compone el cluster segu´n la siguiente fo´rmula:
k(ω) =
m∑
i=1
ki(ωi)+
1
2σ20
m∑
i=1
m∑
j=1
σ2i σ
2
jRω0(xi, xj)+
m∑
i=1
(1− σ2i )∑
x∈Vi
rωi(xi)
,
donde
ki(ωi) =
∑
x∈Vi
Giqωi
(x, x) es el ı´ndice de Kirchhoff de Γi respecto del peso ωi.
Adema´s, las resistencias efectivas para la red cluster respecto del peso ω vienen
dadas para todo x, y ∈ V por:
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Rω(x, y) =
Rωi(x, y)
σ2i
si x, y ∈ Vi;
Rω(x, y) =
Rωj (x, xj)
σ2j
+
Rωi(y, xi)
σ2i
+
Rω0(xi, xj)
σ20
+
2σ2j − 1
σ2j
rωj (xj)+
+
2σ2i − 1
σ2i
rωi(xi) + 2tij si x ∈ Vj , y ∈ Vi, i = 1, . . . ,m, i 6= j,
donde para cada i, j = 1, . . . ,m
tij = −
m∑
k=1
σ2krωk(xk)−
1
σ20
m∑
k=1
σ2krω0(xk)−
1
2σ20
m∑
k=1
σ2kRω0(xk, xi)−
− 1
2σ20
m∑
k=1
σ2kRω0(xk, xj) +
1
2σ20
m∑
k=1
m∑
l=1
σ2kσ
2
l Rω0(xk, xl).
Demostracio´n. Dejamos los ca´lculos, que son inmediatos a partir de las fo´rmu-
las dadas, al lector.
3 Aplicaciones
Para dar una aplicacio´n pra´ctica del ca´lculo de estos para´metros de una red
cluster, supondremos ahora que tenemos un grafo Γ0 = (V0, E0) conm = |V0| y
m grafos ma´s Γi = (Vi, Ei), no necesariamente iguales, con ni = |Vi| para toda
i = 1, . . . ,m. El cluster Γ = (V,E) con peso constante ω ≡ w ∈ Ω(V ), grafo
base Γ0 = (V0, E0) con las notaciones anteriores y grafos sate´lite Γi = (Vi, Ei)
representar´ıa, en el campo de la Qu´ımica Orga´nica, una mole´cula a la que
se han unido m mole´culas distintas: lo que nos interesa saber es el I´ndice de
Kirchhoff de la nueva mole´cula en funcio´n de los I´ndices de Kirchhoff de las
mole´culas originales.
Observemos primero que V = n1 + · · · + nm. Como ω ∈ Ω(V ) y ω ≡ w es
constante, se tiene que ω = w = 1√
n1+···+nm . Adema´s,
σ0 = w
√
m, σi = w
√
ni para toda i = 1, . . . ,m
ω0 =
1√
m
, ωi =
1√
ni
para toda i = 1, . . . ,m
Con las notaciones anteriores el I´ndice de Kirchhoff de la red cluster es:
k(ω) = w2
m∑
i=1
niki(ωi) +
w2
2m
m∑
i=1
m∑
j=1
ninjRω0(xi, xj)+
+
m∑
i=1
1− w2ni
ni
∑
x∈Vi
Rωi(x, xi)
.
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Ahora an˜adimos condiciones sobre el ejemplo anterior: supongamos ahora
que todos los grafos sate´lite Γ1, . . . , Γm son el mismo grafo Γ1 con el mismo
ve´rtice distinguido x1. Entonces, si definimos n = n1 = . . . = nm, el peso es
ω = w = 1√
mn
. Cuando modificamos el peso para restringirlo a cada grafo
que compone este cluster, se tiene que σ0 = w
√
m y ω0 =
1√
m
y, para toda
i = 1, . . . ,m, σi = w
√
n y ωi =
1√
n
.
El ı´ndice de Kirchhoff viene dado por la siguiente igualdad:
k(ω) = k1(ω1) + nk0(ω0) +
m− 1
n
∑
x∈V1
Rω1(x, x1) (2)
En [13] los autores han calculado el I´ndice cla´sico de Kirchhoff para este
caso particular de cluster. Queremos comparar los resultados que acabamos
de obtener con los de este art´ıculo para mostrar con ello que las generaliza-
ciones de este trabajo son correctas y adecuadas. Para ello, debemos comparar
primero las resistencias efectivas y el ı´ndice de Kirchhoff generalizado cuando
el peso es constante con su nocio´n cla´sica.
Sea G un grafo y ω ∈ Ω(G). Si ω = w constante y n = |V (G)|, entonces
w = 1√
n
. Recordemos que si u ∈ C(V ) es la solucio´n de la ecuacio´n Lqωu =
εx
w − εyw =
√
n(εx − εy), con las notaciones de este trabajo sobre Γ , entonces
se ha definido la resistencia efectiva respecto de w como
Rw(x, y) = 〈Lqωu, u〉 =
√
n(u(x) − u(y)).
Por otro lado, si v ∈ C(V ) es la solucio´n de la ecuacio´n Lqv = εx − εy sobre
Γ , entonces la resistencia efectiva cla´sica viene dada por (ver [13])
R(x, y) = 〈Lqv, v〉 = v(x) − v(y).
Denotaremos por k al ı´ndice de Kirchhoff cla´sico del grafo. Observando que
la funcio´n
√
nv es solucio´n de la ecuacio´n que da la resistencia efectiva gener-
alizada, esto es, Lqω(
√
nv) = εxw − εyw =
√
n(εx − εy), se deduce por unicidad
de solucio´n de la ecuacio´n que
√
nv = u y, en consecuencia,
Rw = nR y k(w) =
k
n
.
Aplicando estas correspondencias al ı´ndice de Kirchhoff (2) calculado en
el ejemplo que esta´bamos tratando, si ki es el ı´ndice de Kirchhoff cla´sico del
grafo Γi, con i = 0, 1, se tiene
k = n2k0 +mk1 + nm(m− 1)
∑
x∈V1
R(x, x1),
que es exactamente la fo´rmula que se da en [13].
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