In recent days, Convolutional Neural Networks (CNN) have demonstrated impressive performance in medical image analysis. However, there is a lack of clear understanding of why and how the Convolutional Neural Network performs so well for image analysis tasks. How CNN analyzes an image and discriminates among samples of different classes are usually considered as non-transparent. As a result, it becomes difficult to apply CNN based approaches in clinical procedures and automated disease diagnosis systems. In this paper, we consider this issue and work on visualizing and understanding the decision of Convolutional Neural Network for Alzheimer's Disease (AD) Diagnosis. We develop a 3D deep convolutional neural network for AD diagnosis using brain PET scans and propose using five visualizations techniques -Sensitivity Analysis (Backpropagation), Guided Backpropagation, Occlusion, Brain Area Occlusion, and Layer-wise Relevance Propagation (LRP) to understand the decision of the CNN by highlighting the relevant areas in the PET data.
Introduction
Alzheimer's Disease (AD) is a progressive neurodegenerative disease that causes people to lose their memory, mental functions, and ability to continue daily activities. Alzheimer's Disease is primarily caused by abnormal cell death, mainly in the medial temporal lobe. Such cell death due to the accumulation of the β-amyloid peptide (Aβ) within the brain and the neurofibrillary tangles of hyperphosphorylated tau protein are used to identify Alzheimer's Disease [2] . Positron Emission Tomography (PET) measures the body changes at the cellular level by looking at blood flow, metabolism, neurotransmitters, and radiolabelled drugs. PET scan can identify early onset of disease before it is evident on other imaging tests [4] .
Deep Convolutional Neural Networks have demonstrated immense achievements for image analysis task in recent years [1], [3] , [5] , [7] , [10] , [13] , [15] , [17] , [18] but understanding how they work yet remains a significant challenge. The decision of the Convolutional Neural Networks for image analysis is often considered non-transparent. It is essential to diagnose the disease as well as explain the reason for the diagnosis to develop a trustworthy clinical decision support system. To address this issue, understanding the behavior of CNN for classifying medical images for disease diagnosis is crucial. Computer Vision community has utilized different visualization methods to understand how Convolutional Neural Network works. Visualizing the learned features of the neurons in different layers of the network is a standard way to understand CNN behavior. A heatmap is generated and projected in the input image highlighting regions that influence the CNN for the classification decision. But there is a lack of such work for medical image analysis using convolutional neural networks. To mitigate this gap, we focus on utilizing several visualization methods to understand and explain the behavior of a convolutional neural network for Alzheimer's Disease diagnosis using brain PET data. 
Methods
For our proposed model, we have used 1230 PET scans (169 AD, 661 MCI, 400 CN) of 988 patients. We collected the data from the Alzheimer's Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). To ensure the relative alignment among the subjects, we non-linearly registered the PET scans to the 1mm resolution 2009c version of the ICBM152 reference brain using Advanced Normalization Tools (ANTs3). Since the raw scans are not skull-stripped and have unnecessary information, skull stripping and normalization was performed on them. Skull stripping includes removal of non-cerebral tissues like skull, scalp, and dura from brain images and helps reduce computational complexity and time. After this step, all the PET scans resulted in volumes of 193 * 229 * 193. We developed a 3D Convolutional Neural Network inspired by the architecture [6] for Alzheimer's Disease diagnosis. The CNN architecture is depicted in Figure 1 . To understand the decision of the CNN of AD diagnosis, we have applied five visualizations techniques -Sensitivity Analysis ( Backpropagation) [8] , Guided Backpropagation [9] , Occlusion [11] , Brain Area Occlusion [12] , and Layer-wise Relevance Propagation (LRP) [14] .
Experiments and Results
For our work, we used 80% data from the dataset as the training set, and 20% as test dataset. From the training dataset, a random selection of 10% images is used as validation dataset. The training-test and training-validation split were done at the subject/patient level. The experiments were performed using the PyTorch framework. The parameters used for the training process are learning rate: 0.0001, weight decay: 0.1 after every seven epochs, and batch size: 16. The network achieves a comparable classification accuracy of 88.76% for CN/AD classification. Please note that the focus of the current study is CNN visualization and not classification performance. In our experiment, we also developed a 2D-CNN model using axial, coronal, and sagittal slices from PET data that achieved 71.45% classification accuracy for CN/AD classification. The vast difference in the classification result suggests that 3D-CNN networks have better capability to learn features from three-dimensional PET image data. Though to validate such findings, further experiments are necessary.
Visualization
We generated relevance heatmaps for all visualizations methods, averaged over AD PET images in the test dataset. Figure 2 presents the visual comparison of these five methods. The red areas/dots indicate that regions were important for the decision making of the 3D-CNN model. From the result, we can see that all the visualization focuses mostly on similar brain regions. There are some differences, such as the heatmaps generated for the gradient-based methods are distributed. The heatmaps highlight the areas that the CNN network is most susceptible. For the LRP method, the heatmap shows the average relevance of each voxel for contributing to the AD diagnosis score. The heatmaps generated by the occlusion based methods are more focused on the specific regions and cannot administer with large areas of distributed relevance. The reason behind the issue is the occlusion path was not able to cover those areas (for example, the cortex) completely. Brain area occlusion presents very high relevance for the temporal lobe. Since in this method, only one area is covered at a time, that can cause such high importance for one region and minimal relevance for other regions. [9] . (c) Occlusion [11] . (d) Brain Area Occlusion [12] . (e) Layer-wise Relevance Propagation (LRP) [14] . 
Impact of Brain Region
To evaluate the visualization result, we consider the literature available from the medical domain [16] , [19] , as there is no ground truth for validating the generated heatmaps. Table. 1 presents the top five most relevant regions for each visualization method. The relevance in each area following the AAL atlas was summed together to identify the most relevant areas for AD PET scans. From the top five relevant brain areas for each visualization method, we can see that the 3D-CNN focuses on the temporal lobe area, including the hippocampus for CN/AD classification. So, our findings are similar to those in the medical literature [16] , [19] .
Conclusion
We developed a 3D Convolutional Neural Network for Alzheimer's Disease Diagnosis and applied five visualization methods to understand the network's behavior to classify sample brain PET data.
To the best of our knowledge, our work is the first to comprehend CNN behavior for Alzheimer's Disease diagnosis trained using PET data. It can be extended to understanding CNN behavior for other disease diagnosis systems. The 3D-CNN focuses on the temporal lobe area, including the hippocampus for AD diagnosis. Our findings are similar to those in medical literature, and these biomarkers were identified directly from the network's decision without having any ground truth. Such findings are crucial for building trust in clinical practitioners for adapting automated disease diagnosis systems.
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