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Abstract
Let (M, g) be a compact Riemannian manifold of dimension n ≥ 2 and 1 < p ≤ 2. In this work we prove the
validity of the optimal Gagliardo-Nirenberg inequality
(∫
M
|u|rdvg
) p
rθ
≤
(
Aopt
∫
M
|∇u|pgdvg +B
∫
M
|u|pdvg
)(∫
M
|u|qdvg
) p(1−θ)
θq
for a family of parameters r, q and θ. Our proof relies strongly on a new distance lemma which holds for 1 < p ≤ 2.
In particular, we obtain Riemannian versions of Lp-Euclidean Gagliardo-Nirenberg inequalities of [8] and extend the
optimal L2-Riemannian Gagliardo-Nirenberg inequality of [5] in a unified framework.
1 Introduction and the main result
Best constants and sharp first-order Sobolev inequalities on compact Riemannian manifolds have been extensively
studied in the last few decades and surprising results have been obtained by showing the influence of the geometry on
such problems. Particularly, the arising of concentration phenomena has motivated the development of new methods
in analysis, see [13], [2] and [11] for a complete survey. Our main interest in this work is the study of optimal
Lp-Riemannian Gagliardo-Nirenberg inequalities. Such inequalities are connected for instance to a priori bounds of
solutions of some elliptic equations, see [7].
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1
Let 1 < p < n and 1 ≤ q < r ≤ p∗, where p∗ = npn−p is the Sobolev critical exponent. Denote by Dp,q(Rn) the
completion of C∞0 (R
n) under the norm
||u||Dp,q(Rn) =
(∫
Rn
|∇u|pdx
) 1
p
+
(∫
Rn
|u|qdx
) 1
q
.
The Lp-Euclidean Gagliardo-Nirenberg inequality states that for some constant A,
(∫
Rn
|u|rdx
) p
rθ
≤ A
(∫
Rn
|∇u|pdx
)(∫
Rn
|u|qdx
) p(1−θ)
θq
(1)
for all Dp,q(Rn), where θ = θ(p, q, r) = np(r−q)r(q(p−n)+np) ∈ (0, 1]. According to [4], up to the constant A, these inequalities
are all equivalent for p fixed. Designate by A(p, q, r) the best constant associated to (1). Then, the optimal Lp-
Euclidean Gagliardo-Nirenberg inequality yields
(∫
Rn
|u|rdx
) p
rθ
≤ A(p, q, r)
(∫
Rn
|∇u|pdx
)(∫
Rn
|u|qdx
) p(1−θ)
θq
.
In [8], Del Pino and Dolbeault studied this inequality for p < q < p(n−1)n−p and r =
p(q−1)
p−1 . They proved that the
extremal functions associated to A(p, q) = A(p, q, p(q−1)p−1 ) are given precisely by u(x) = αw(β(x − x0)), where α ∈ R,
β 6= 0, x0 ∈ Rn and
w(x) =
(
1 +
q − p
p− 1 |x|
p
p−1
)− p−1
q−p
, (2)
and using this fact, they found
A(p, q) =
(
q − p
p
√
pi
)p (
pq
n(q − p)
)(
np− q(n− p)
pq
) p
rθ
(
Γ( q(p−1)q−p )Γ(
n
2 + 1)
Γ(p−1p
np−q(n−p)
q−p )Γ(
n(p−1)
p + 1)
) p
n
.
Let (M, g) be a compact Riemannian manifold of dimension n ≥ 2. An easy partition-of-unity argument and (1)
lead to the existence of constants A,B ∈ R such that
(∫
M
|u|rdvg
) p
rθ
≤
(
A
∫
M
|∇gu|pdvg +B
∫
M
|u|pdvg
)(∫
M
|u|qdvg
) p(1−θ)
θq
(Ip,q,r(A,B))
for all u ∈ Dp,q(M), where Dp,q(M) stands for the completion of C∞(M) with respect to the norm
||u||Dp,q(M) =
(∫
M
|∇gu|pdvg
) 1
p
+
(∫
M
|u|pdvg
) 1
p
+
(∫
M
|u|qdvg
) 1
q
.
In this case, we say simply that Ip,q,r(A,B) is valid. Such inequality is known as L
p-Riemannian Gagliardo-Nirenberg
inequality. As pointed out by Brouttelande [5], Ip,q,r(A,B) are all equivalent, in the validity sense, for p fixed. This
assertion follows from an adaption of the proof of Theorem 1.1 of [12].
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The first best constant associated to Ip,q,r(A,B) is defined by
Aopt = inf{A ∈ R : there exists B ∈ R such that Ip,q,r(A,B) is valid}
and the corresponding optimal inequality on Dp,q(M) is Ip,q,r(Aopt, B), i.e
(∫
M
|u|rdvg
) p
rθ
≤
(
Aopt
∫
M
|∇gu|pdvg +B
∫
M
|u|pdvg
)(∫
M
|u|qdvg
) p(1−θ)
θq
.
Using again the idea of the proof of Theorem 1.1 of [12], one may easily check that Aopt = A(p, q, r). In particular,
the explicit value of Aopt is known in the case q > p and r =
p(q−1)
p−1 . Some special cases of optimal L
p-Riemannian
Gagliardo-Nirenberg inequalities have been studied in the last years. For instance, the optimal Lp-Riemannian Sobolev
inequality (i.e. Ip,q,r(Aopt, B) with q =
(n−1)p
n−p and r = p
∗) was proved to be valid for 1 < p ≤ 2, independently, by
Aubin and Li [3] and Druet [10], with best constant Aopt found by Aubin [1] and Talenti [15]. The optimal L
2-
Riemannian Nash inequality (i.e. Ip,q,r(Aopt, B) with p = 2, q = 1 and r = 2) was proved to be valid by Humbert
[14] with best constant Aopt found by Carlen and Loss [6]. More generally, Brouttelande proved in [5] the validity of
Ip,q,r(Aopt, B) for p = 2, q < r and 1 ≤ q ≤ 2 ≤ r < 2 + 2nq. In general, we cannot hope the validity of optimal Lp-
Riemannian Gagliardo-Nirenberg inequalities for p > 2. In fact, let (M, g) be a n-dimensional compact Riemannian
manifold with scalar curvature Scalg positive in some point x0 of M . Assume 1 < p < n, p < q <
p(n−1)
n−p and
r = p(q−1)p−1 . For each ε > 0, define
uε(expx0(x)) = η(x)wε(x),
where η ∈ C∞0 (Bδ) is a cutoff function with δ > 0 smaller than the radius of injectivity of M , wε(x) = ε−
n
p∗ w(xε )
and w is the extremal function given in (2). Arguing in the same spirit of Druet [9], after several straightforward
computations, we find for p > max{2, 2q/3},
(
R
M
|uε|
rdvg)
p
rθ
(
R
M
|uε|qdvg)
p(1−θ)
θq
−Aopt
∫
M
|∇guε|pdvg∫
M |uε|pdvg
=
1
6nScalg(x0)
(
Aopt(I
p(1−θ)
θq
1 I2 +
p(1−θ)
θq I1I4I
p(1−θ)
θq
−1
3 )− prθ I5
)
ε2 + o(ε2)
o(ε2)
→ +∞
as ε→ 0, where Ik denotes the following integrals
I1 =
∫
Rn
wq dx, I2 =
∫
Rn
|∇w|p|x|2 dx, I3 =
∫
Rn
wq|x|2 dx,
3
I4 =
∫
Rn
|∇w|p dx, I5 =
∫
Rn
wr|x|2 dx .
When r = p∗, this result recovers the non-validity of [9] since the condition above on p yields 2 < p < n+23 .
Our main result states the validity of Ip,q,r(Aopt, B) for 1 < p ≤ 2 and a family of parameters r and q.
Theorem 1.1. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 2. If either 1 < p ≤ 2, p < r and
1 ≤ q < r < p∗ or p = r > 1, q ≥ 1 and p22 ≤ q < p, then Ip,q,r(Aopt, B) is valid.
Riemannian versions of Lp-Euclidean Gagliardo-Nirenberg inequalities of [8] in the case 1 < p ≤ 2 are in particular
included in our theorem. Theorem 1.1 also extends the optimal L2-Riemmanian Gagliardo-Nirenberg inequality of [5]
for r > 2. Our proof is inspired in the works of Druet [10] and Brouttelande [5]. New technical difficulties however arise
for other values of p. We remark that the proof given in [5] for p = 2 does not extend directly to p 6= 2. An illustrative
example of this restriction is Lemma 2.3. In order to surround this obstacle, we use a version of the distance lemma
(see the third step) which works well in the case 1 < p ≤ 2. Through these ideas it is also possible to simplify a little
the proof of Lp-Riemannian Sobolev inequality given in [10].
The optimal Lp-Riemannian logarithmic Sobolev inequality states
∫
M
|u|p log(|u|p)dvg ≤ n
p
log
(
Aopt
∫
M
|∇gu|pdvg +B
)
for all u ∈ H1,p(M) such that ‖u‖Lp = 1. The validity of this inequality is an open question for 1 < p < 2. We
remark that Theorem 1.1 provides a tool to investigate the validity of this inequality. In fact, consider the second best
constant associated to Ip,q,r(A,B) given by
B(p, q, r) = inf{B ∈ R : Ip,q,r(Aopt, B) is valid} .
Let q > p and r = p(q−1)p−1 . In this case, the value of Aopt is A(p, q), see [7]. If B(p, q, r) is bounded on q, then, taking
q ↓ p in Ip,q,r(Aopt, B(p, q, r)), one obtains the desired logarithmic inequality as a limit case of optimal Lp-Riemannian
Gagliardo-Nirenberg inequalities. Note, however, that the a priori estimates problem for the second best constant is
in general quite delicate.
2 Proof of Theorem 1.1
We proceed by contradiction as in [10] and [5]. So, for each α > 0, one has
να = inf
u∈E
Jα(u) < A(p, q, r)
−1, (3)
4
where E = {u ∈ Dp,q(M) : ||u||Lr(M) = 1} and
Jα(u) =
(∫
M
|∇gu|pdvg + α
∫
M
|u|pdvg
)(∫
M
|u|qdvg
) p(1−θ)
θq
.
Since Jα is of class C
1, using standard variational arguments, we find a minimizer uα ∈ E of Jα, i.e.
Jα(uα) = να = inf
u∈E
Jα(u) . (4)
One may assume uα ≥ 0 since ∇g|uα| = ±∇guα. Clearly, uα satisfies the Euler-Lagrange equation
Aα∆p,guα + αAαu
p−1
α +
1− θ
θ
Bαu
q−1
α = µαu
r−1
α , (5)
where ∆p,g = −divg(|∇g |p−2∇g) is the p-Laplace operator on M ,
Aα =
(∫
M
uqαdvg
) p(1−θ)
θq
,
Bα =
(∫
M
|∇guα|pdvg + α
∫
M
upαdvg
)(∫
M
uqαdvg
) p(1−θ)
θq
−1
and
µα =
1
θ
να .
By a regularity result due to Tolksdorf [16], it follows that uα is of class C
1.
In the following, we divide the proof into three steps. Several possibly different positive constants independent of α
are denoted by c and ci. We also assume, without loss of generality, that the radius of injectivity ofM is greater than 2.
First step: The following convergences
(a) Aα
∫
M
|∇guα|pdvg → A(p, q, r)−1,
(b) µα → A(p,q,r)
−1
θ ,
(c) αAα
∫
M u
p
αdvg → 0,
(d) Bα
∫
M u
q
αdvg → A(p, q, r)−1
5
hold as α→∞.
Proof of (a): It follows from (3) and (4) that
αAα
∫
M
upαdvg < A(p, q, r)
−1,
so that
Aα
∫
M
upαdvg → 0 . (6)
From Aopt = A(p, q, r) and (3), one arrives at
1 ≤ Aα
(
(A(p, q, r) + ε)
∫
M
|∇guα|pdvg +Bε
∫
M
upαdvg
)
for some constant Bε independent of α. Letting α→∞ and ε→ 0 and using (6), one has
lim inf
α→∞
(
Aα
∫
M
|∇guα|pdvg
)
≥ A(p, q, r)−1 .
Noting that Aα
∫
M
|∇guα|pdvg < A(p, q, r)−1 for all α, we conclude the part (a).
Proof of (b): This assertion follows directly from
Aα
∫
M
|∇guα|pdvg ≤ να ≤ A(p, q, r)−1
and the part (a).
Proof of (c): Taking the limit in
Aα
∫
M
|∇guα|pdvg + αAα
∫
M
upαdvg < A(p, q, r)
−1
and again using (a), we find (c).
Proof of (d): From definitions of Aα and Bα, one has
Bα
∫
M
uqαdvg = Aα
∫
M
|∇guα|pdvg + αAα
∫
M
upαdvg .
So, the part (d) follows directly from (a) and (c).
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Let xα ∈M be a maximum point of uα, i.e
uα(xα) = ||uα||L∞(M) . (7)
Second step: Let (cα)α>0 be a family of positive numbers such that
A
1
p
α ||uα||
1− r
p
L∞(M)
cα
→ 0. Then
∫
B(xα,cα)
urαdvg → 1 .
The proof of this step is fairly technical and long. In order to make it clear we state two lemmas.
Lemma 2.1. Let Dα = B(xα, A
1
p
α ||uα||1−
r
p
L∞(M)). There exists a constant c > 0 such that
∫
Dα
uqαdvg∫
M u
q
αdvg
≥ c
for α large.
Proof of Lemma 2.1. By (4) and (b) of the first step, one has
αAα
∫
M
upαdvg ≤ c
∫
M
urαdvg ≤ c||uα||r−pL∞(M)
∫
M
upαdvg,
so that
αAα||uα||p−rL∞(M) ≤ c . (8)
In particular, Aα||uα||p−rL∞(M) → 0. For x ∈ B(0, 1), define
hα(x) = g(expxα(A
1
p
α ||uα||1−
r
p
L∞(M) x)),
ϕα(x) = ||uα||−1L∞(M)uα(expxα(A
1
p
α ||uα||1−
r
p
L∞(M) x)) .
Clearly, ϕα satisfies
∆p,hαϕα + αAα||uα||p−rL∞(M)ϕp−1α +
1− θ
θ
Bα||uα||q−rL∞(M)ϕq−1α = µαϕr−1α .
Arguing as in (8), we find
Bα||uα||q−rL∞(M) ≤ c,
so that all coefficients of the equation above are bounded. So, from ||ϕα||L∞(M) ≤ 1 and an a priori estimate due to
Tolksdorf [16], one concludes that ϕα converges to ϕ in C
1
loc(B(0, 1))). In particular, ϕ 6≡ 0 since ϕα(0) = 1 for all α.
We claim that
7
1 ≤ ||uα||r−qL∞(M)A
θq
p(1−θ)
α ≤ c (9)
for some c > 0 independent of α. In fact, by the Cartan expansion of hα, we have
∫
B(0,1)
ϕrαdvhα ≥ c
∫
B(0,δ)
ϕrαdx→ c
∫
B(0,δ)
ϕrdx > 0
for each 0 < δ < 1. Thus, from
∫
B(0,1)
ϕrαdvhα =
(
||uα||
np+rp−nr
p
L∞(M) A
n
p
α
)−1 ∫
Dα
urαdvg,
θq
p(1− θ) =
n(r − q)
np+ rp− nr (10)
and ||uα||Lr(M) = 1, we find
||uα||r−qL∞(M)A
θq
p(1−θ)
α = ||uα||
np+rp−nr
n
θq
p(1−θ)
L∞(M) A
θq
p(1−θ)
α =
(
||uα||
np+rp−nr
p
L∞(M) A
n
p
α
) θq
n(1−θ)
≤ c .
On the other hand, from the definition of Aα, we have
1 =
∫
M
urαdvg ≤ ||uα||r−qL∞(M)A
θq
p(1−θ)
α ,
so that (9) holds. By (10), we may write
∫
B(0,1)
ϕqαdvhα = ||uα||
nr−pq−np
p
L∞(M) A
−n
p
+ θq
p(1−θ)
α
∫
Dα
uqαdvg∫
M
uqαdvg
=
(
||uα||r−qL∞(M)A
θq
p(1−θ)
α
)nr−pq−np
p(r−q)
∫
Dα
uqαdvg∫
M
uqαdvg
.
The proof then follows from (9) and ϕα → ϕ in Cloc(B(0, 1)).
Lemma 2.2. Let (cα)α>0 be a family of positive numbers such that
A
1
p
α ||uα||
1− r
p
L∞(M)
cα
→ 0. Then
∫
B(xα,cα)
uqαdvg∫
M
uqαdvg
→ 1 .
Proof of Lemma 2.2. Let η ∈ C10 (R) be a cutoff function such that η = 1 on [0, 12 ], η = 0 on [1,∞) and 0 ≤ η ≤ 1.
Define ηα,k(x) = η(c
−1
α dg(x, xα))
τk , where τ = p
∗
q . Taking uαη
r
α,k as a test function in (5), one has
Aα
∫
M
|∇guα|pηrα,kdvg +Aα
∫
M
|∇guα|p−2uα∇guα · ∇g(ηrα,k)dvg + αAα
∫
M
upαη
r
α,kdvg
+
1− θ
θ
Bα
∫
M
uqαη
r
α,kdvg = µα
∫
M
urαη
r
α,kdvg . (11)
8
By |∇gηα,k| ≤ ccα and (9),
Aα
∫
B(xα,cα)
upα|∇gηα,k|pdvg ≤ c
Aα
cpα
∫
B(xα,cα)
upαdvg ≤ c
Aα
cpα
(∫
M
urαdvg
) p
r
(∫
B(xα,cα)
dvg
)1− p
r
≤ c
||uα||(q−r)
p(1−θ)
θq
L∞(M)
c
rp−nr+np
r
α
= c

 ||uα||−
r
n
L∞(M)
cα


rp−nr+np
r
≤ c

A
1
p
α ||uα||1−
r
p
L∞(M)
cα


rp−nr+np
r
. (12)
So, by (a) of the first step, r < p∗ and the assumption of the lemma, one concludes that
Aα
∫
M
|∇guα|p−1uα|∇gηα,k|dvg → 0 .
Using (b), (c) and (d) of the first step in (11), we find
lim
α→∞
(
Aα
∫
M
|∇guα|pηrα,kdvg
)
+
1− θ
θ
A(p, q, r)−1 lim
α→∞
(∫
M u
q
αη
r
α,kdvg∫
M u
q
αdvg
)
=
A(p, q, r)−1
θ
lim
α→∞
∫
M
urαη
r
α,kdvg . (13)
On the other hand, for each ε > 0 there exists Bε > 0 such that
(∫
M
urαη
r
α,kdvg
) p
rθ
≤
(
(A(p, q, r) + ε)
∫
M
|∇g(uαηα,k)|pdvg +Bε
∫
M
upαη
p
α,kdvg
)(∫
M
uqαη
q
α,kdvg
) p(1−θ)
θq
.
So, by the definition of Aα, one has
(∫
M
urαη
r
α,kdvg
) p
rθ
≤ (A(p, q, r) + ε)
(∫
M
|∇guα|pηpα,kdvg
)(∫
M
uqαη
q
α,kdvg
) p(1−θ)
θq
+ cAα
∫
M
|∇guα|p−1ηp−1α,k uα|∇gηα,k|dvg + cAα
∫
M
upα|∇gηα,k|pdvg + cAα
∫
M
upαdvg . (14)
Therefore, by (12) and (c) of the first step,
lim
α→∞
(∫
M
urαη
r
α,kdvg
) p
rθ
≤ A(p, q, r) lim
α→∞
(
Aα
∫
M
|∇guα|pηpα,kdvg
)
lim
α→∞


(∫
M u
q
αη
q
α,kdvg
) p(1−θ)
θq
Aα

 . (15)
Let
Xk = A(p, q, r) lim
α→∞
(
Aα
∫
M
|∇guα|pηrα,kdvg
)
, Yk = A(p, q, r) lim
α→∞
(
Aα
∫
M
|∇guα|pηpα,kdvg
)
9
Zk = lim
α→∞
∫
M
ηrα,ku
r
αdvg, λk = limα→∞
∫
M
uqαη
r
α,kdvg∫
M
uqαdvg
, λ˜k = lim
α→∞
∫
M (ηα,kuα)
qdvg∫
M
uqαdvg
.
Then, (13) and (15) may be written as
λk =
1
1− θ (Zk − θXk) (16)
and
Z
p
rθ
k ≤ Ykλ˜
p(1−θ)
θq
k ,
or equivalently,
λk =
1
1− θY
rθ
p(1−θ)
k
(
ZkY
− rθ
p(1−θ)
k λ˜
− r
q
k − θXkY
− rθ
p(1−θ)
k λ˜
− r
q
k
)
λ˜
r
q
k
and
Y
− rθ
p(1−θ)
k λ˜
− r
q
k ≤ Z
− 11−θ
k .
These relations lead us to
λk ≤ 1
1− θY
rθ
p(1−θ)
k
(
Z
1− 11−θ
k − θXkZ
− 11−θ
k
)
λ˜
r
q
k . (17)
Define f(x, z) = z1−
1
1−θ − θxz− 11−θ . It follows easily that f is non-increasing in z for 0 < x ≤ z and non-decreasing
in z for x ≥ z > 0. Noting that Zk = θXk + (1 − θ)λk implies that either λk ≤ Zk ≤ Xk or Xk ≤ Zk ≤ λk, then
f(Xk, Zk) ≤ f(Xk, Xk). So, by (17),
λk ≤
(
Y
r
p
k X
−1
k
) θ
1−θ
λ˜
r
q
k .
On the other hand, from (a) of the first step, one has
Y
r
p
k ≤
[
A(p, q, r)
p
θ lim
α→∞
(
Aα
∫
M
ηrα,k|∇uα|pgdvg
) p
r
lim
α→∞
(
Aα
∫
M
|∇uα|pgdvg
) r−p
r
] r
p
= Xk .
So,
λk ≤ λ˜
r
q
k . (18)
By Lemma 2.1, for any k, we have
10
0 < c < lim
α→∞
∫
B(xα,
cα
2 )
uqαdvg∫
M
uqαdvg
≤ lim
α→∞
∫
M
uqαη
r
α,kdvg∫
M
uqαdvg
= λk .
Since q < r and τ = p
∗
q , one concludes easily from (18) that
λk ≤ λ˜k ≤ λk−1 .
These inequalities lead us to
0 < c < · · · ≤ λk+1 ≤ λ˜k+1 ≤ λk ≤ · · · ≤ lim
α→∞
∫
B(xα,cα)
uqαdvg∫
M
uqαdvg
.
Noting that
λ0 = lim
α→∞
∫
B(xα,cα)
ηrα,0u
q
αdvg∫
M
uqαdvg
≤ lim
α→∞
∫
B(xα,cα)
uqαdvg∫
M
uqαdvg
≤ 1,
it follows from (18) that c < (λ
r
q
0 )
k ≤ 1 for all k. Therefore, λ0 = 1 and this concludes the proof.
Proof of the second step: From (9) and Lemma 2.2, we find
∫
M\B(xα,cα)
urαdvg ≤ A
θq
p(1−θ)
α ||uα||r−qL∞(M)
∫
M\B(xα,cα)
uqαdvg∫
M
uqαdvg
≤ c
∫
M\B(xα,cα)
uqαdvg∫
M
uqαdvg
→ 0 .
So,
∫
B(xα,cα)
urαdvg → 1
since ||uα||r = 1.
The next step states a priori estimates of uα in two distinct cases: p < r and p = r. Note that here it arises a
discontinuity interesting phenomenon with respect to p. Such estimates involve the weight Aα and this dependence is
essential in proof of Theorem 1.1.
Third step: There exists a constant c > 0 such that
(a) A
− 1
p
α dg(x, xα)uα(x)
r−p
p ≤ c if p < r,
(b) dg(x, xα)uα(x)
p
n ≤ c if p = r
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for all x ∈ B(xα, 1), where dg stands for the distance with respect to g.
Proof of the third step: Suppose, by contradiction, that the assertion (a) is false. Setwα(x) = A
− 1
r−p
α dg(x, xα)
p
r−p uα(x).
Let yα ∈ B(xα, 1) be a maximum point of wα. Then, wα(yα) = ||wα||L∞(B(xα,1)) →∞. We first show that
B(yα, A
1
p
αuα(yα)
p−r
p ) ∩B(xα, wα(yα)νA
1
p
αuα(yα)
p−r
p ) = ∅ (19)
for some ν > 0 and α large. Note that this fact is clearly implied by
dg(xα, yα) ≥ A
1
p
αuα(yα)
p−r
p + wα(yα)
νA
1
p
α ||uα||
p−r
p
L∞(M) .
But this inequality is equivalent to
wα(yα)
r−p
p
−ν ≥ wα(yα)−ν + uα(yα)
r−p
p ||uα||
p−r
p
L∞(M) .
Taking 0 < ν < r−pp we see that the inequality above holds for α large since wα(yα)
−ν → 0 and wα(yα)
r−p
p
−ν → ∞.
This ends the proof of (19). Note that A
1
p
αuα(yα)
p−r
p → 0 since ||wα||L∞(B(xα,1)) →∞. For x ∈ B(0, 1), define
hα(x) = g(expyα(A
1
p
αuα(yα)
p−r
p x))
ψα(x) = uα(yα)
−1uα(expyα(A
1
p
αuα(yα)
p−r
p x)) .
Clearly, ψα satisfies
∆p,hαψα + αAαuα(yα)
p−rψp−1α +
1− θ
θ
Bαuα(yα)
q−rψq−1α = µαψ
r−1
α . (20)
Let 0 < c < 1. We claim that uα(yα) ≥ cuα(x) for all x ∈ B(yα, A
1
p
αuα(yα)
p−r
p ) and α large. In fact, set c0 = c
r−p
p .
Then, A
1
p
αuα(yα)
p−r
p ≤ (1− c0)dg(xα, yα) for α large, so that
dg(xα, x) ≥ dg(xα, yα)− dg(x, yα) ≥ dg(xα, yα)−A
1
p
αuα(yα)
p−r
p ≥ c0dg(xα, yα) .
So, the desired estimate follows directly from
A
− 1
r−p
α dg(xα, yα)
p
r−p uα(yα) = wα(yα) ≥ wα(x) = A−
1
r−p
α dg(xα, x)
p
r−p uα(x) .
In particular,
||ψα||L∞(B(0,1)) ≤ c (21)
for α large. By (20),
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∫
B(0,1)
|∇hαψα|p−2∇hαψα · ∇hαφ dvhα ≤ c
∫
B(0,1)
(ψr−pα )ψ
p−1
α φ dvhα
for all positive test function φ ∈ C10 (B(0, 1)). So, by Moser’s iterative scheme, (9) and (10), it follows that
1 = sup
B(0, 12 )
ψα ≤ c
∫
B(0,1)
ψrαdvhα = c
(
A
θq
p(1−θ)
α uα(yα)
r−q
)−n(1−θ)
θq
∫
D˜α
urαdvg
≤ c
( ||uα||L∞(M)
uα(yα)
)np−rn+pr
p
∫
D˜α
urαdvg,
where D˜α = B(yα, A
1
p
αuα(yα)
p−r
p ). This last inequality may be rewritten as
0 < c ≤ mσα
∫
D˜α
urαdvg, (22)
where mα =
||uα||L∞(M)
uα(yα)
and σ = np−rn+prp . The second step combined with (19) provide
∫
D˜α
urαdvg → 0
as α→∞, so that mα →∞. We now derive a contradiction from (22). From (21), (9) and (10), we find
mσα
∫
D˜α
urαdvg ≤ mσα||uα||rL∞(D˜α)(A
1
p
αuα(yα)
p−r
p )n ≤ cmσαuα(yα)r(A
1
p
αuα(yα)
p−r
p )n ≤ c . (23)
Consider the function ηα(x) = η(A
−1/p
α dg(x, yα)uα(yα)
r−p
p ), where η ∈ C10 (R) is a cutoff function such that η = 1 on
[0, 12 ], η = 0 on [1,∞) and 0 ≤ η ≤ 1. Taking uαηpα as a test function in (5), one has
Aα
∫
M
|∇guα|pηpαdvg + pAα
∫
M
|∇guα|p−2uαηp−1α ∇guα · ∇gηαdvg + αAα
∫
M
upαη
p
αdvg
+
1− θ
θ
Bα
∫
M
uqαη
p
αdvg = µα
∫
M
urαη
p
αdvg .
Clearly,
∣∣∣∣
∫
M
|∇guα|p−2uαηp−1α ∇guα · ∇gηα dvg
∣∣∣∣ ≤ ε
∫
M
|∇guα|pηpαdvg + cε
∫
D˜α
|∇gηα|pupαdvg .
From (21), (9) and (10), it follows that
Aα
∫
M
|∇gηα|pupαdvg ≤ Aα(A−1/pα uα(yα)
r−p
p )p
∫
D˜α
upαdvg ≤ cuα(yα)r(A
1
p
αuα(yα)
p−r
p )n ≤ cm−σα . (24)
Consequently, these inequalities, (23) and (b) of the first step imply
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Aα
∫
M
|∇guα|pηpαdvg + cαAα
∫
M
upαη
p
αdvg + cBα
∫
M
uqαη
p
αdvg ≤ cm−σα . (25)
On the other hand, Ip,q,r(A,B) provides
(∫
D˜α
urαdvg
) p
rθ
≤
(∫
M
(uαη
p
α)
rdvg
) p
rθ
≤ c
(∫
M
|∇guα|pηp
2
α dvg
)(∫
M
(uαη
p
α)
qdvg
) p(1−θ)
θq
+ c
(∫
M
|∇gηα|pupαdvg
)(∫
M
(uαη
p
α)
qdvg
) p(1−θ)
θq
+ c
(∫
M
(uαη
p
α)
pdvg
)(∫
M
(uαη
p
α)
qdvg
) p(1−θ)
θq
. (26)
Using (24) and (25), we may then estimate each term of the right-hand side of (26). By (a), (c) and (d) of the first
step,
(∫
M
|∇guα|pηp
2
α dvg
)(∫
M
(uαη
p
α)
qdvg
) p(1−θ)
θq
≤

Aα ∫M |∇guα|pηpαdvg
AαB
p(1−θ)
θq
α

(Bα
∫
M
uqαη
p
αdvg
) p(1−θ)
θq
≤ cm−σ(1+
p(1−θ)
θq
)
α ,
(∫
M
|∇gηα|pupαdvg
)(∫
M
(uαη
p
α)
qdvg
) p(1−θ)
θq
≤ Aα
∫
M
|∇gηα|pupαdvg
AαB
p(1−θ)
θq
α
(
Bα
∫
M
uqαη
p
αdvg
) p(1−θ)
θq
≤ cm−σ(1+
p(1−θ)
θq
)
α
and
(∫
M
(uαη
p
α)
pdvg
)(∫
M
(uαη
p
α)
qdvg
) p(1−θ)
θq
≤ Aα
∫
M u
p
αη
p
αdvg
AαB
p(1−θ)
θq
α
(
Bα
∫
M
ηpαu
q
αdvg
) p(1−θ)
θq
≤ cm−σ(1+
p(1−θ)
θq
)
α .
Replacing these estimates in (26), one has
(∫
D˜α
urαdvg
) p
rθ
≤ cm−σ(1+
p(1−θ)
θq
)
α ,
so that
mσα
∫
D˜α
urαdvg ≤ cm
σ(− rθ
p
(1+
p(1−θ)
θq
)+1)
α .
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From the range of p, q and r, it follows easily that
−rθ
p
(
1 +
p(1 − θ)
θq
)
+ 1 < 0 .
So,
mσα
∫
D˜α
urαdvg → 0
since mα →∞. But this contradicts (22), and so the part (a) is proved.
In order to prove the part (b), we again argue by contradiction. Since part of the arguments are similar to those
ones already used, we will omit some details. Set wα(x) = dg(x, xα)
n
p uα(x). Let yα ∈ B(xα, 1) be a maximum point
of wα. Then, wα(yα) = ||wα||L∞(B(xα,1)) →∞. Arguing as in (a), one has
B(yα, uα(yα)
− p
n ) ∩B(xα, A
1
p
αwα(yα)
ν) = ∅ (27)
for some ν > 0 and α large. From wα(yα)→∞, it follows easily that aα = ||uα||−
n+p2
pn
L∞(M)uα(yα)
1
p → 0. For x ∈ B(0, 1),
we set
hα(x) = g(expyα(aαx)),
ψα(x) = uα(yα)
−1uα(expyα(aαx)) .
Clearly, ψα satisfies
∆p,hαψα + αa
p
αψ
p−1
α +
1− θ
θ
apαBαuα(yα)
q−p
Aα
ψq−1α = µα
apα
Aα
ψp−1α .
We now verify that each coefficient of this equation is bounded. By (9) and (c) of the first step,
αapα = α||uα||−
n+p2
n
L∞(M)uα(yα) ≤ cαAα ≤ c .
By (d) of the first step, one has
Bα||uα||q−pL∞(M) ≤ c,
so that, by (9),
apαBαuα(yα)
q−p
Aα
≤ c
||uα||−
n+p2
n
+p−q
L∞(M) uα(yα)
q−p+1
Aα
≤ c
||uα||−
p2
n
L∞(M)
Aα
≤ c
since q − p+ 1 ≥ 0, and
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apα
Aα
=
||uα||−
n+p2
n
L∞(M)uα(yα)
Aα
≤ c .
Arguing as in (21), one easily checks
||uα||L∞(B(yα,uα(yα)− pn )) ≤ cuα(yα) . (28)
Hence, we have
||ψα||L∞(B(0,1)) ≤ c .
By Tolksdorf [16], we conclude that ψα converges to ψ in C
1
loc(B(0, 1)). Noting that ψ 6≡ 0, by (9),
0 < c ≤
∫
B(0,1)
ψqαdvhα = uα(yα)
−qa−nα A
θq
p(1−θ)
α
∫
B(yα,aα)
uqαdvg∫
M u
q
αdvg
≤ c
( ||uα||L∞(M)
uα(yα)
)n+pq
p
∫
B(yα,aα)
uqαdvg∫
M
uqαdvg
. (29)
Therefore, Lemma 2.2 and (27) imply
mα =
||uα||L∞(M)
uα(yα)
→∞ .
We now show by induction that exists γk →∞ such that, for each k,
mγkα
∫
B(yα,2−kuα(yα)
−
p
n )
upαdvg → 0 . (30)
By (9) and (28),
∫
B(yα,uα(yα)
−
p
n )
upαdvg ≤ cmp−qα
∫
B(yα,uα(yα)
−
p
n )
uqαdvg∫
M
uqαdvg
.
Then, applying Lemma 2.2 and (27), one obtains
mp−qα
∫
B(yα,uα(yα)
−
p
n )
upαdvg ≤ c
∫
B(yα,uα(yα)
−
p
n )
uqαdvg∫
M
uqαdvg
→ 0 .
Let γ0 = p−q. Supposing that (30) holds for some γk ≥ γ0, we will then show that (30) also holds for γk+1 = γk(1+ν),
where ν > 0 is a fixed positive number to be determined later. Consider the function ηα,k(x) = η(2
kuα(yα)
p
n dg(yα, x)),
where η ∈ C10 (R) satisfies η = 1 on [0, 12 ], η = 0 on [1,∞) and 0 ≤ η ≤ 1. Taking uαηpα,k as a test function in (5) and
using the first step, one finds
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Aα
∫
M
|∇guα|pηpα,kdvg + αAα
∫
M
upαη
p
α,kdvg +Bα
∫
M
uqαη
p
α,kdvg
≤ c
∫
M
upαη
p
α,kdvg + cAα
∫
M
|∇gηα,k|pupαdvg .
By (9) and (30), one has
∫
M
upαη
p
α,kdvg ≤ cm−γkα
and
Aα
∫
M
|∇gηα,k|pupαdvg ≤ cm−γkα (31)
since |∇gηα,k| ≤ cuα(yα) pn . Then,
Aα
∫
M
|∇guα|pηpα,kdvg + αAα
∫
M
upαη
p
α,kdvg +Bα
∫
M
uqαη
p
α,kdvg ≤ cm−γkα . (32)
On the other hand, using Ip,q,r(A,B), one has
∫
B(yα,2−(k+1)uα(yα)
−
p
n )
upαdvg ≤
∫
M
(uαη
p
α,k)
pdvg
≤ c

(∫
M
|∇guα|pηpα,kdvg +
∫
M
|∇gηα,k|pupαdvg +
∫
M
upαη
p
α,kdvg
)(∫
M
uqαη
p
α,kdvg
) p(1−θ)
θq


θ
.
Therefore, (31), (32) and (d) of the first step imply
∫
B(yα,2−(k+1)uα(yα)
−
p
n )
upαdvg ≤ cm
−γk(1+
p(1−θ)
θq
)θ
α .
From the definition of θ, it follows that this estimate may be rewritten as
∫
B(yα,2−(k+1)uα(yα)
−
p
n )
upαdvg ≤ cm−γk+1α ,
where
γk+1 = γk
(
1 +
p(p− q)
n(p− q) + pq
)
.
So, the proof follows by induction and, moreover, γk → ∞. Fixing k large such that γk ≥ n+p
2
p , we arrive at the
following contradiction
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0 < c ≤
∫
B(0,2−k)
ψpαdvhα ≤ uα(yα)−
n+p2
p ||uα||
n+p2
p
L∞(M)
∫
B(yα,2−kuα(yα)
−
p
n )
upαdvg ≤ cm
n+p2
p
−γk
α → 0 .
This ends the proof of the third step.
Final conclusions: In this last part, we will estimate several integrals by using the third step and will derive a
contradiction at the end. Let η ∈ C10 (R) be a function such that η = 1 on [0, 1), η = 0 on [2,∞) and 0 ≤ η ≤ 1. Define
ηα(x) = η(dg(x, xα)). The optimal Euclidean Gagliardo-Nirenberg inequality provides
(∫
B(xα,1)
urαdx
) p
rθ
≤
(∫
B(xα,2)
(uαηα)
rdx
) p
rθ
≤ A(p, q, r)
(∫
B(xα,2)
|∇(uαηα)|pdx
)(∫
B(xα,2)
(uαηα)
qdx
) p(1−θ)
θq
.
Using normal coordinates and the Cartan expansion
(1− cdg(x, xα)2)dvg ≤ dx ≤ (1 + cdg(x, xα)2)dvg,
we obtain
(∫
B(xα,1)
urαdx
) p
rθ
≤ A(p, q, r)
(∫
B(xα,2)
|∇g(uαηα)|pdvg + c
∫
B(xα,2)
|∇g(uαηα)|pdg(x, xα)2dvg
)
×

Aα + c
(∫
M
uqαdvg
) p(1−θ)
θq
−1(∫
M
(uαηα)
qdg(x, xα)
2dvg
) .
Applying then the inequalities
|∇g(uαηα)|p ≤ |∇guα|p + c|ηα∇guα|p−1|uα∇gηα|+ c|uα∇gηα|p
and
A(p, q, r)
(
Aα
∫
M
|∇guα|pdvg
)
+A(p, q, r)
(
αAα
∫
M
upαdvg
)
< 1,
one arrives at
A(p, q, r)αAα
∫
M
upαdvg ≤ 1−
(∫
B(xα,1)
urαdx
) p
rθ
+ cAα
∫
M
upαdvg + cAα
∫
B(xα,2)
ηpα|∇guα|pdg(x, xα)2dvg
+c
(∫
B(xα,2)
|∇guα|pdvg
)(∫
M
uqαdvg
) p(1−θ)
θq
−1(∫
M
(uαηα)
qdg(x, xα)
2dvg
)
18
+ cAα
∫
B(xα,2)
ηp−1α |∇guα|p−1|∇gηα|uαdvg . (33)
We now estimate each term of the right-hand side of (33). By (8), we may apply the second step with cα = 1 for all
α, so that
∫
B(xα,δ)
urαdvg → 1. In particular, there exists c > 0 such that
c−1 ≤
∫
B(xα,1)
urαdx ≤ c .
So, the Cartan expansion and ||uα||Lr(M) = 1 lead us to
1−
(∫
B(xα,1)
urαdx
) p
rθ
≤ c
(
1−
∫
B(xα,1)
urαdx
)
≤ c
∫
M\B(xα,1)
urαdvg + c
∫
B(xα,1)
urαdg(x, xα)
2dvg . (34)
Let ζ ∈ C1(R) be a function such that 0 ≤ ζ ≤ 1, ζ = 0 on [0, 12 ], ζ = 1 on [1,∞). Define ζα = ζ(dg(x, xα)). Taking
uαζ
p
α as a test function in (5), one finds
Aα
∫
M
ζpα|∇guα|pdvg ≤ c
∫
M
ζpαu
r
αdvg + cAα
∫
M
ζp−1α |∇guα|p−1|∇gζα|uαdvg,
so that
Aα
∫
M
ζpα|∇guα|pdvg ≤ cAα
∫
M
upαdvg + c
∫
M\B(xα,
1
2 )
urαdvg . (35)
This implies
Aα
∫
M
ζpα|∇guα|p−1uαdvg ≤ cAα
∫
M
upαdvg + c
∫
M\B(xα,
1
2 )
urαdvg . (36)
Since p ≤ 2, it follows that
∫
M
uαη
p
α|∇guα|p−1dg(x, xα)dvg ≤ ε
∫
M
ηpα|∇guα|pdg(x, xα)2dvg + cε
∫
M
upαdvg . (37)
Taking uαd
2
gη
p
α as a test function in (5), one has
Aα
∫
M
ηpα|∇guα|pdg(x, xα)2dvg ≤ c
∫
B(xα,2)
urαdg(x, xα)
2dvg + cAα
∫
M
uαη
p
α|∇guα|p−1dg(x, xα)dvg
+cAα
∫
M
ζpα|∇guα|p−1uαdvg .
So, from (36) and (37), we obtain
Aα
∫
M
ηpα|∇guα|pdg(x, xα)2dvg ≤ c
∫
B(xα,2)
urαdg(x, xα)
2dvg + c
∫
M\B(xα,
1
2 )
urαdvg + cAα
∫
M
upαdvg . (38)
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It follows from (35) that
Aα
∫
B(xα,2)
ηp−1α |∇guα|p−1|∇gηα|uαdvg ≤ cAα
∫
M
upαdvg + c
∫
M\B(xα,1)
urαdvg . (39)
Finally, taking uαd
2
gη
p
α as a test function in (5), one has
Bα
∫
M
uqαη
p
αdg(x, xα)
2dvg ≤ c
∫
B(xα,2)
urαdg(x, xα)
2dvg +Aα
∫
B(xα,2)
ηp−1α |∇guα|p−1|∇gηα|uαdvg
+
∫
M
uαη
p
α|∇guα|p−1dg(x, xα)dvg . (40)
Using (39), (37) and (38), one arrives at
Bα
∫
M
uqαη
p
αdg(x, xα)
2dvg ≤ cAα
∫
M
upαdvg + c
∫
B(xα,2)
urαdg(x, xα)
2dvg + c
∫
M\B(xα,
1
2 )
urαdvg,
or equivalently,
(∫
B(xα,2)
|∇guα|pdvg
)(∫
M
uqαdvg
) p(1−θ)
θq
−1(∫
M
(uαηα)
qdg(x, xα)
2dvg
)
≤ cAα
∫
M
upαdvg
+ c
∫
B(xα,2)
urαdg(x, xα)
2dvg + c
∫
M\B(xα,
1
2 )
urαdvg . (41)
Replacing (34), (38), (41) and (39) in (33), we obtain
αAα
∫
M
upαdvg ≤ cAα
∫
M
upαdvg + c
∫
M\B(xα,
1
2 )
urαdvg + c
∫
B(xα,2)
urαdg(x, xα)
2dvg . (42)
We now analyze separately the cases p < r and p = r. For p < r, we use the part (a) of the third step and obtain
∫
M\B(xα,
1
2 )
urαdvg =
∫
M\B(xα,
1
2 )
dg(x, xα)
−pdg(x, xα)
pur−pα u
p
αdvg ≤ cAα
∫
M
upαdvg
and
∫
B(xα,2)
urαdg(x, xα)
2dvg =
∫
B(xα,2)
dg(x, xα)
2−pdg(x, xα)
pur−pα u
p
αdvg ≤ cAα
∫
M
upαdvg
since p ≤ 2. Replacing these inequalities in (42), one finds α ≤ c. This contradiction ends the proof of Theorem 1.1
in the case p < r. Finally, consider the case p = r. From the part (b) of the third step, one has
∫
M\B(xα,
1
2 )
upαdvg ≤
∫
M\B(xα,
1
2 )
dg(x, xα)
−pdg(x, xα)
p(u
p
n
α )
pu
np−p2
n
α dvg ≤
∫
M
u
np−p2
n
α dvg,
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and
∫
B(xα,2)
upαdg(x, xα)
2dvg =
∫
B(xα,2)
dg(x, xα)
2−pdg(x, xα)
p(u
p
n
α )
pu
np−p2
n
α dvg ≤ c
∫
M
u
np−p2
n
α dvg . (43)
If q ≤ np−p2n , by interpolation inequality, one concludes that
∫
M
u
np−p2
n
α dvg ≤
(∫
M
uqαdvg
) p2
n(p−q)
= Aα .
In this case, from (42), we again obtain the contradiction α ≤ c. For q ≥ np−p2n , we have
∫
M
u
np−p2
n
α dvg ≤ c
(∫
M
uqαdvg
)np−p2
qn
= cA
(n−p)(p−q)
pq
α .
Set δ0 =
(n−p)(p−q)
pq . Let ζ ∈ C1(R) be a function such that 0 ≤ ζ ≤ 1, ζ = 0 on [0, 12 ], ζ = 1 on [1,∞). Define
ζα = ζ(dg(x, xα)). Taking uαζ
p
α as a function test in (5) and arguing in a similar manner to the proof of (30), one
arrives at a constant c > 0 such that
∫
M\B(xα,
1
2 )
upαdvg ≤ cAδkα ,
where δk satisfies the recurrence relation, for any k ≥ 0,
δk+1 = δk(1 +
p(p− q)
q(p− n) + np) .
In particular, δk ≥ 1 for k large. We now show that
∫
B(xα,2)
upαdg(x, xα)
2dvg ≤ cAδkα
for all k ≥ 0. From (43), we have
∫
B(xα,2)
upαdg(x, xα)
2dvg ≤ cAδ0α .
Let ηα(x) = η(dg(x, xα), where η ∈ C10 (R) satisfies η = 1 on [0, 12 ], η = 0 on [1,∞) and 0 ≤ η ≤ 1. Taking uαηpαdpg as
a test function in (5), we obtain
Aα
∫
M
|∇guα|pηpαdg(x, xα)pdvg + αAα
∫
M
upαη
p
αdg(x, xα)
pdvg +Bα
∫
M
uqαη
p
αdg(x, xα)
pdvg
≤ cAδ0α +Aα
∫
M
|∇guα|p−1ηp−1α uα|∇gηα|dg(x, xα)pdvg +Aα
∫
M
|∇guα|p−1ηpαuαdg(x, xα)p−1dvg,
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so that, applying Ho¨lder and Young inequalities,
Aα
∫
M
|∇guα|pηpαdg(x, xα)pdvg + αAα
∫
M
upαη
p
αdg(x, xα)
pdvg +Bα
∫
M
uqαη
p
αdg(x, xα)
pdvg
≤ cAδ0α + cAα
∫
M
upαdvg ≤ cAδ0α .
On the other hand, Ip,q,r(A,B) and the hypothesis
p2
2 ≤ q provide
(∫
B(xα,
1
2 )
upαdg(x, xα)
2dvg
) 1
θ
≤
(∫
M
(uαη
p
αdg(x, xα)
2
p )pdvg
) 1
θ
≤ c
(∫
M
|∇guα|pηpαdg(x, xα)2dvg +
∫
M
|∇guα|p−1ηp−1α dg(x, xα)
2(p−1)
p uα|∇g(ηpαdg(x, xα)
2
p )|dvg
+
∫
M
upα|∇g(ηpαdg(x, xα)
2
p )|pdvg +
∫
M
upαdg(x, xα)
2dvg
)(∫
M
uqαη
p
αdg(x, xα)
2q
p dvg
) p(1−θ)
θq
≤ c
(∫
M
|∇guα|pηpαdg(x, xα)2dvg +
∫
M\B(xα,
1
2 )
upαdvg + 1
)(∫
M
uqαη
p
αdg(x, xα)
pdvg
) p(1−θ)
θq
≤ c(Aδ0(1+ν)α )
1
θ .
Hence,
∫
B(xα,
1
2 )
upαdg(x, xα)
2dvg ≤ cAδ1α .
Arguing by induction, it easily follows that
∫
B(xα,1)
upαdg(x, xα)
2dvg ≤ cAδkα
for all k ≥ 0. Combining this estimate with (42) we again arrive at the contradiction α ≤ c. This ends the proof of
Theorem 1.1.
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