Abstract. When it comes to manipulating uncertain knowledge such as noisy observations of physical quantities, one may ask how to do it in a simple way. Processing corrupted signals or images always propagates the uncertainties from the data to the final results, whether these errors are explicitly computed or not. When such error estimates are provided, it is crucial to handle them in such a way that their interpretation, or their use in subsequent processing steps, remain user-friendly and computationally tractable. A few authors follow a Bayesian approach and provide uncertainties as an inverse covariance matrix. Despite its apparent sparsity, this matrix contains many small terms that carry little information. Methods have been developed to select the most significant entries, through the use of information-theoretic tools for instance. One has to find a Gaussian pdf that is close enough to the posterior pdf, and with a small number of non-zero coefficients in the inverse covariance matrix. We propose to restrict the search space to Markovian models (where only neighbors can interact), well-suited to signals or images. The originality of our approach is in conserving the covariances between neighbors while setting to zero the entries of the inverse covariance matrix for all other variables. This fully constrains the solution, and the computation is performed via a fast, alternate minimization scheme involving quadratic forms. The Markovian structure advantageously reduces the complexity of Bayesian updating (where the simplified pdf is used as a prior). Moreover, uncertainties exhibit the same temporal or spatial structure as the data.
INTRODUCTION
In order to describe a spatially structured object such as an image or signal, while preserving information related to its underlying statistical variability, a covariance matrix can be associated to the object parameters. Even if it only represents second order statistics, it already provides an estimate of the uncertainty associated to each variable, as well as a measure of the interaction between variables. In this work, we focus on multivariate Gaussian distributions as a practical tool to handle uncertain knowledge; in some cases they might provide an exact parametrization of probabilistic objects, however in general they are used as approximations to probability density functions (pdfs) around their mode or their mean. In the case of Bayesian inference [1] , they are commonly used to provide an approximate parametric description of the posterior pdf of the parameters of interest, given the observed data. The inverse covariance matrix (or precision matrix) is then given by taking the second derivatives of the log-pdf at the optimum.
By analogy, a diagonal precision matrix can be interpreted as a confidence measure, allowing us to appreciate the quality of the object as an image or signal estimate. Meanwhile, non-diagonal elements relate to dependencies and warn us that the actual number of independent elements might be lower than the number of variables. Somehow it is also a measure of quality, less intuitive than the diagonal-based confidence measure, nonetheless valuable when it comes to physical interpretation. Indeed, highly correlated objects may suggest an inadequate parametrization (e.g. insufficient data with respect to the number of model parameters).
When uncertain objects are combined into a single one (as it is the case in data fusion [2] , or integrated data analysis [3] ), correctly managing uncertainties is paramount. If the covariance matrix is diagonal, its elements act as weights and a simple weighted average is being computed. If there are correlations between variables, they will also act as weights, and the result can be very different from a variance-weighted average.
In most image or signal processing problems, the inverse covariance matrices produced by Bayesian inference algorithms are particularly large. Even if they are sparse, there are at least two good reasons to simplify them further: a) they are not user-friendly and the storage requirements can be extremely high (e.g. hyperspectral image processing), b) when they are propagated to be combined with other objects of the same type, there is an uncontrolled growth in the computational complexity if all non-diagonal terms are conserved, especially if the combination is performed recursively.
How can we simplify an inverse covariance matrix efficiently while losing a minimum amount of information, so that simplified uncertainties can be propagated and combined without affecting the results significantly?
THE COVARIANCE SIMPLIFICATION PROBLEM

State of the art
A method for covariance selection was first proposed by Dempster [4] , consisting of setting to zero some of the elements of the inverse covariance matrix Σ −1 in order to get a sparser version of this matrix. Covariance selection means choosing which elements of the precision matrix shall be removed, which corresponds to cutting connections in the graphical model, assuming that the related variables do not interact. For a vector random variable denoted by X of size n, X i and X j are conditionally independent if and only if Σ −1 ij = 0. Let us denote the approximate, simplified matrix byΣ −1 . To quantify the information loss, a natural choice is the conditional entropy or Kullback-Leibler divergence [5] between the approximate and reference distributions:
where we consider two Gaussian distributions p andp of same mean µ, respectively having inverse covariance matrices Σ −1 andΣ −1 ; for instance p is expressed as:
where Σ −1 is symmetric positive definite. In this case we have:
The idea is to minimize the distance between the new pdfp and the given pdf p subject to constraints, and stop when a desired level of sparsity (e.g. prescribed number of nonzero elements) has been reached. Of course other distance measures could be used, however their soundness is questionable. Anyhow, calculating and optimizing such expressions appears as a computationally intensive task when n is large. An additional difficulty arises when the positive-definite constraint is introduced. Several strategies have been explored: a first order algorithm and block coordinate descent [6] , algebrabased decomposition [7] , Markov Chain Monte Carlo methods based on MetropolisHastings sampling [8] , or even Hadamard product-based factor decomposition [9] . A particular class of methods seeks to minimize the information loss under constraints. Markov properties have been used as constraints in [10] under a block-circulant assumption, making computations easier since matrices are diagonalized by the Fourier transform. We also enforce Markov properties in the approach proposed in this paper.
Naive approaches
When a precision matrix is transformed, one has to make sure it is still positive definite. Setting arbitrary non-diagonal elements to zero is the simplest and fastest way to perform the simplification, but the matrix might not be positive definite anymore. Let us consider the commonly used diagonal dominance property as defined in [10] (which is a sufficient condition for positive definiteness). If the precision matrix already satisfies this property, then a truncated matrix (i.e. some non-diagonal elements set to zero) also satisfies it; one can decide to use this basic simplification method and still have a multivariate Gaussian distribution, though not optimal with respect to information loss. However, in general, this property might not be satisfied (it is a sufficient, but not necessary condition) neither by the original matrix nor by the truncated one, so there is no guarantee of obtaining a consistent result with such a simple method.
Before getting into the details of the new method, let us clarify a point that is often misunderstood. A popular way of analyzing covariance matrices consists of computing their eigenvalues; one can choose to select only the m largest eigenvalues and set the others to zero to simplify the matrix. However, one still needs to store the eigenvectors somehow. Unfortunately, each vector is the same size n as the object and we can easily find examples where Σ −1 is very sparse but has many non-negligible eigenvalues (consider for instance a circulant matrix, with only 3 nonzero diagonals; depending on their values, the Fourier transform can have many large coefficients, as a consequence of the Fourier uncertainty principle). Thus, eigenanalysis is not helpful for compressing the precision matrix.
THE PROPOSED ALGORITHM
Covariance-constrained optimization scheme
Some of the entries of the approximate precision matrixΣ −1 are required to be zero. The other entries are to be determined -this is the purpose of the algorithm. If we constrain the corresponding entries of the approximate covariance matrixΣ to be equal to a prescribed set of variances and covariances, thenΣ −1 is fully defined, sincẽ Σ −1Σ = I (we have n 2 constraints and n 2 unknowns, including the entries of interest). The naive solution to this problem consists of alternate projections ofΣ −1 andΣ on their respective constraint subspaces. Unfortunately this is not guaranteed to converge, and one can easily find counterexamples, therefore another method has to be devised.
Formally, if Ω is the set of indices related to nonzero entries ofΣ −1 , we set:
where x and z are unknown; Σ and 0 are the constraints. The solution can be found by minimizing the following function of x and z:
where the squared norm refers to the sum of squares of the matrix elements. This can be solved by an iterative, alternate optimization scheme (with respect to x given z, then z given x). Each optimization step consists of solving a linear system, which can be done exactly by matrix inversion, or approximately (but faster) using a conjugate gradient [11] stopped after a few iterations, as we did in our implementation. At each iteration, z and x are updated as follows:
x k+1 = arg min
The matrices A, A and the vectors B, B are obtained from the coefficients a and a :
Here, a ij and a ij are vectors; the dimension of a is the number of unknown entries x l , and the dimension of a is the number of variables z l . Most elements of a and a are equal to zero; the only non-zero elements of a x are equal to x u and the non-zero elements of a z are equal to either Σ v or z w , where the indices u, v and w depend on the topology and dimensionality of the problem setting (the detailed expressions of a and a are not given in this paper but they can be provided upon request). The initial problem to solve was a system of bilinear equations; we transformed it into a least-squares problem which is more convenient to handle, despite the non-convexity of the function to be minimized, given in Eqn. (6) . Indeed, the proposed alternate scheme takes advantage of the quadratic behavior of this function when one of the variables is fixed. As a consequence, a fast convergence is achieved in practice (we observed that it is often achieved in less than 5 iterations, as illustrated in Fig. 4 , but we do not have any formal proof yet).
Fast precision matrix inversion
Instead of inverting the full precision matrix Σ −1 to get the required near-diagonal entries of the covariance matrix, we rather invert small blocks B composed of the elements directly interacting with the entries to be computed. Indeed, if we consider the fluctuations of one particular variable, we assume that the fluctuations of all variables not directly interacting with it have a negligible influence, which reminds of the mean field approximation used in statistical physics. Interactions are quantified by the nondiagonal entries of Σ −1 . A special case is a diagonal matrix for which elements are inverted separately since there are no interactions.
To determine the variance for each spatial location p, the first step of the inversion consists of selecting the elements Σ −1 pr = 0 to construct a submatrix B p . If we want the covariance Σ pq where q is a nearest neighbor of p, the minimal submatrix required for the inversion is given by the union of elements from both B p and B q . The total number of elements depends on the topology, the dimensionality and the range of interaction; e.g. in 1D for a target defined as a first order Markov chain and given interactions limited to the second order (range 2) the size of the matrix is 6 × 6, see Fig. 1 for an illustration. In 2D, for a target Markov Random Field (MRF) with only 4 nearest neighbors and a given MRF with 8 nearest neighbor interactions, the required size is 12 × 12, see Fig.  2 . These are just special cases having an illustrative purpose; in practice the graphical model encoding the structure of Σ −1 has to be used to determine the minimum size. Since we only need a few elements of the inverse B −1 (covariance Σ pq and variance Σ pp , it is less time consuming to solve a linear system Bx = e than invert the whole matrix. If e is the j-th unit vector (i.e. e i = 1 if i = j, 0 otherwise) then the solution is the n-th row of B. We choose j such that this row contains the elements we need to compute. Then we only have to solve for n variables, which can be done efficiently though FIGURE 2. Graphical models capturing the dependency structure of Gaussian pdfs, with a 2D spatial structure (lattice). Left: initial pdf with Σ −1 and interactions up to 8 neighbors; right: simplified pdf withΣ −1 and interactions limited to 4 neighbors (first order MRF: thick edges). Shaded nodes form the minimal subset required for matrix inversion to compute the covariance between the 2 central nodes.
a conjugate gradient algorithm [11] in less than n iterations. Stopping this algorithm after only a few iterations allows to reduce the complexity from O(n 3 ) (regular matrix inversion) to almost O(n 2 ) (a few matrix multiplications). Once the inversion has been performed for each block B, the covariance-constrained simplification algorithm is applied in order to obtain a matrix A such that AB = I. We use a block sweeping and averaging method to build the large size matrixΣ −1 from each A (there is a single estimated interaction term pq for each block, and two corresponding diagonal terms pp andwhich are averaged out); see Fig. 3 for an illustration. 
RESULTS AND DISCUSSION
To test the proposed method, we first consider the 1D case: a chain of variables with an interaction range of 2, the goal being to reduce it to a first order Markov chain (nearest neighbor interactions only). The input matrices correspond to realistic Gaussian distributions (arising for instance from signal processing techniques such as filtering, denoising, resampling...). The convergence was achieved in 3 to 5 iterations with respect to the energy to be minimized or the entries of the precision matrix. Monitoring the evolution of the Kullback-Leibler divergence leads us to the same conclusion. Examples of plots showing the evolution of these quantities with the number of iterations are shown on Fig. 4 . Due to the interaction range, we chose a matrix size of 6 × 6 which is a minimum. Other tests (not shown) were carried out on larger size matrices, and a block sweeping was performed to compute all the needed diagonal and near-diagonal elements ofΣ −1 , the iterative simplification algorithm being applied blockwise. For a 20 × 20 matrix, we saw no significant difference between the result computed this way, and the result on the simplification directly applied to the 20 × 20 matrix.
Experiments were also carried out for a 2D Gaussian random field with an 8-neighbor connectivity (see Fig. 2 ) in order to convert it to a 4-neighbor Markov random field. The same speed of convergence was observed, and no noticeable difference was detected between the fast, blockwise version and the full matrix simplification. These were only preliminary results and more extensive tests will need to be performed from real data (precision matrices coming from image processing algorithms).
There is no guarantee that the precision matrix obtained by the proposed iterative algorithm be positive definite. This point is still under investigation. However, in all our experiments, the resulting matrices were always checked positive definite.
A few authors suggested to factorize the precision matrix through a Cholesky decomposition; this could be used to parametrize this matrix by settingΣ −1 = V V t where V is a lower triangular matrix. However this would only be efficient in 1D, since the sparsity of V does not correspond to the sparisty ofΣ −1 in general. Markovian approximations of Gaussian fields can be found in the literature but only for stationary fields [10] , the non-stationary case still being an area of active research.
CONCLUSION
We designed a simple yet powerful algorithm to simplify an inverse covariance matrix related to a multivariate Gaussian distribution, by using two constraints: the low order Markov structure of the resulting graph, and the values prescribed for variance and nearest neighbor covariances. This allows us to conserve information from the input pdf explicitly, by forcing the simplified model to have the same near-diagonal covariances. Compared to other (usually more complex) methods, the new technique yields predictable results regarding these uncertainty measures, which is valuable when the quantities of interest include, for instance, the variances (diagonal elements) as error measures on estimated variables, and the correlation coefficient in order to assess the dependencies between neighboring model variables.
Moreover, enforcing a stationary Markov structure enables us to store the simplified precision matrix entries using the same spatial structure as the original model -as extra images for a processed image, preserving the spatial location. Indeed, all uncertainties can be stored as a vector-valued image, which is no more difficult to handle than multiband images that are nowadays commonly encountered in astronomy or planetary imaging. The interpretation and post-processing of spatial data that has already been processed is greatly improved if the uncertainties are used as well, which is made easier by the simplification and the user-friendly storage achieved by the proposed algorithm. Even if uncertainties on the result can be computed for virtually any kind of processing pipeline, they are seldom used in subsequent tasks because of their complexity (topology and dimensionality), and error propagation is at best done independently for each model parameter or pixel using only the variances. We hope that our contribution will encourage the use of uncertainty and interaction terms by reducing their complexity without compromising the information they carry. This way, complex processing tasks can be split into smaller modules and efficiently implemented as a chain, the error propagation ensuring a minimum information loss between the modules.
In the future, we need to overcome the major limitation of our approach, which is the absence of positive definiteness constraint. We also have to explore other ways such as the minimization of the Kullback-Leibler distance, and to compare the results; indeed, our method is designed to conserve local covariances but does not explicitly minimize the information loss. Moreover, extensive tests have to be carried out in order to confirm the quick convergence of the iterative procedure, and to find rigorous ways of assessing the convergence, before applying it to massive data sets in astronomy or remote sensing.
