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Abstract
This paper is devoted to the existence of positive solutions of a Dirichlet problem with
critical exponent and a singular potential. Under various assumption on the domain O; which
include some kinds of unbounded domains, we prove the existence of ground states and of
symmetric solutions.
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1. Introduction
We are interested in the existence of solutions of the nonlinear elliptic
problem:
 DuðxÞ  luðxÞ  muðxÞjxj2 ¼ uðxÞ
2n1; xAO;
uðxÞ40; xAO;
uðxÞ ¼ 0; xA@O; ð1:1Þ
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where O denotes an open set containing the origin, bounded or not, of RN with
NX4: As usually, 2n ¼ 2N
N2 is the critical exponent in the Sobolev inequality. This
type of equations is also studied in [4,6].
Problem (1.1) is related to the following (which is nothing but the case m ¼ 0):
 DuðxÞ  luðxÞ ¼ uðxÞ2n1; xAO;
uðxÞ40; xAO;
uðxÞ ¼ 0; xA@O: ð1:2Þ
Such equations with critical Sobolev exponent appear naturally in some problems
in geometry and physics (see [2]) and have been intensively studied since the 1980s,
see [1,2,8,9]. In 1983 Brezis and Nirenberg dealt with problem (1.2) assuming OCRN
bounded, in the celebrated paper [2]. Very recently, Jannelli considered again O as a
bounded domain and introduced the term muðxÞjxj2 in the equation in order to show the
relation between critical dimension and L2loc integrability of the Green function
associated (see [6]). Closely related problems were also considered in [3].
It is known (see [2,6]) that there will exist one solution of (1.1) if the following
inﬁmum is achieved:
S
m
l ðOÞ ¼ Inf
Z
O
jruðxÞj2  m uðxÞ
2
jxj2  luðxÞ
2
dx : uAVðOÞ
( )
:
VðOÞ ¼ uAH10 ðOÞ :
Z
O
juðxÞj2n dx ¼ 1
 
:
Observe that
R
O
uðxÞ2
jxj2 dx is well deﬁned due to Hardy inequality, see [5]. We will
assume throughout the paper that the following hypothesis, which we will call
hypothesis (H), is veriﬁed:
(H) mp %m 1 ¼ ðN2Þ
2
4
 1; lAð0; l1ðmÞÞ:
We denote
l1ðmÞ ¼ Inf
R
O jruj2  m
u2
jxj2 dxR
O u
2 dx
: uAH10 ðOÞ; ua0
8>><
>>:
9>>=
>>;
40:
Note that l1ðmÞ is attained if O is bounded.
In Section 2, we study ﬁrst the case O ¼ RN ; later, we consider O as a bounded
open set and mo0: The idea of the proof is to show that Sml ðOÞoSm0 ðOÞ; from this
fact it follows easily that Sml ðOÞ is attained, see [2,6]. In [6], the functions ue ¼ jUe;
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where Ue are radial solutions of (1.1) when l ¼ 0; and jACN0 ðOÞ is equal to one in a
neighborhood of zero, are used as a minimizing sequence for Sm0 ðOÞ: In that paper
condition (H) is needed to assure the inequality Sml ðOÞoSm0 ðOÞ: However, we will
show that the functions ue are a minimizing sequence for S
m
0 ðOÞ only if mX0: So,
when mo0; the proof given in [6] is not valid.
Hence, another proof is needed. We will prove that Sm0 ðOÞ ¼ S the best
Sobolev constant: we will take a minimizing sequence ve for S
m
0 ðOÞ and
we will ﬁnd ﬁnally that Sml ðOÞoSm0 ðOÞ: We can then prove the existence of solutions
for (1.1).
In Section 3, we assume that O is an unbounded open set contained in a cylinder,
and that the constants l; m verify hypothesis (H). Eq. (1.2) on unbounded domains
has already been studied in [7,8]. We prove that if Sm
0
l ðOÞ is attained for m0om; then
S
m
l ðOÞ is also attained. When O ¼ O1  Rd (here O1 is a bounded domain of RNd
and N4dX1) this inﬁmum is achieved if and only if mX0: This is a qualitative
difference with respect to the bounded domain case.
In Section 4, we deal with a type of invariant domains which includes, as a
particular case, domains of the type O ¼ O1  Rd : In that case we study the existence
of solutions of the form uðy; zÞ ¼ uðy; jzjÞ if yAO1; zARd :
2. Ground states
As we have already said, our problem is
 DuðxÞ  luðxÞ  muðxÞjxj2 ¼ uðxÞ
2n1; xAO;
uðxÞ40; xAO;
uðxÞ ¼ 0; xA@O; ð2:1Þ
where O is an open set of RN ðNX4Þ; and 0AO: Let us establish some notations,
which will stand throughout the paper. We denote by OðnÞ the group of linear
isometric transformations of Rn; and G will usually be a subgroup of OðNÞ: We say
that O is invariant by G if gðOÞ ¼ O for all gAG:
If O is invariant by a group G; we deﬁne
H10;GðOÞ ¼ fuAH10 ðOÞ : u3g ¼ u 8 gAGg;
VðO; GÞ ¼ uAH10;GðOÞ :
Z
O
juðxÞj2n dx ¼ 1
 
;
S
m
l ðO; GÞ ¼ Inf
Z
O
jruðxÞj2  muðxÞ
2
jxj2  luðxÞ
2
dx : uAVðO; GÞ
( )
40:
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If we omit in the notation G; we will mean G ¼ f1g the identity map. We denote
by S the best Sobolev constant in the critical inclusion H10 ðOÞ+L2
nðOÞ:
By the Lagrange multiplying rule, if the inﬁmum Sml ðOÞ is attained by a function
u0; then ku0 will be a (weak) solution of (2.1), with k a positive constant. In [2,6] it is
proved that, when O is bounded, the strict inequality Sml ðOÞoSm0 ðOÞ is a sufﬁcient
condition for the inﬁmum Sml ðOÞ to be achieved.
The idea to prove this inequality is to take a minimizing sequence ve for S
m
0 ðOÞ and
to prove that the expression
QlðeÞ ¼
R
O jrveðxÞj2  m
veðxÞ2
jxj2  lveðxÞ
2
dx
ðRO jveðxÞj2n dxÞ 22n
takes values below Sm0 ðOÞ: To this end, it is necessary to study in detail the inﬁma
S
m
0 ðOÞ and the minimizing sequences for these inﬁma. Observe that Sm0 ðOÞ does not
depend on the open set O; but only on the dimension N: Furthermore, note that
S
m
0 ðRNÞ can also be deﬁned as
S
m
0 ðRNÞ ¼ inf
Z
O
jruðxÞj2  m uðxÞ
2
jxj2 dx : uAWðR
NÞ
( )
;
WðRNÞ ¼ uAD1;2ðRNÞ;
Z
O
juðxÞj2n dx ¼ 1
 
:
That is, we can take the inﬁmum Sm0 ðRNÞ in the space D1;2ðRNÞ (see [10] for a
deﬁnition of such space) instead of H1ðRNÞ: This can be easily proved by using
density arguments.
The following theorem is a ﬁrst step in this study, and it has moreover its own
interest:
Theorem 2.1. Sm0 ðRN ; OðNÞÞ is achieved by a function in D1;2ðRNÞ:
Proof. We follow the proof of Theorem 1.41 in [10]. Let unAWðRNÞ be a
minimizing sequence of radial functions, and deﬁne the Levy concentration
functions
KnðRÞ ¼Max
Z
Bðy;RÞ
junðxÞj2
n
dx : yARN
( )
:
The continuity of these functions imply the existence of Rn40 such that
KnðRnÞ ¼ 23: Then, there exists ynARN attaining this maximum, that is,R
Bðyn;RnÞ junj
2n ¼ 2
3
:
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If jjynjjXRn; the symmetry of un would imply that
1 ¼
Z
RN
junj2
n
X
Z
Bðyn;RnÞ
junj2
n þ
Z
Bðyn;RnÞ
junj2
n ¼ 4
3
:
This contradiction proves that jjynjjoRn: Deﬁne u˜nðxÞ ¼ ðRnÞ
N2
2 unðRnxÞ; y˜n ¼
yn
Rn
ABð0; 1Þ: Then, u˜n is also a minimizing sequence for Sm0 ðRN ; OðNÞÞ and veriﬁes
2
3
¼Max
Z
Bðy;1Þ
ju˜nj2
n
: yARN
( )
¼
Z
Bðy˜n;1Þ
ju˜nj2
n
:
Hence, we can argue as in Theorem 1.41 in [10], by using the concentration-
compactness lemma (see in the next section and also in [8]) [10] to show that
nN ¼ 0: &
Observe that the proof is also valid if we consider other groups G instead of OðNÞ;
for example, if G ¼ f1;1g:
From the above result and by using the Principle of Symmetric Criticality
(see for example [10]), we conclude that the minimizers are solutions of
the problem
 DuðxÞ  luðxÞ  muðxÞjxj2 ¼ auðxÞ
2n1; xARN ;
uðxÞ40; xARN : ð2:2Þ
Deﬁne, as in [6], the functions
UeðxÞ ¼ 1
ðejxj
sﬃﬃ
%m
p þ jxj
gﬃﬃ
%m
p Þ
ﬃﬃ
%m
p ; ð2:3Þ
where e40; %m ¼ ðN2Þ
2
4
; g ¼ ﬃﬃﬃ%mp þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp and s ¼ ﬃﬃﬃ%mp  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ%m mp :
One can easily prove that the functions Ue and their multiples are the only radial
solutions of (2.2); then, they must be minimizers for Sm0 ðRN ; OðNÞÞ:
Theorem 2.2.
1. If mX0; then Sm0 ðOÞ ¼ Sm0 ðRN ; OðNÞÞ and it is achieved only if O ¼ RN :
2. If mo0; then Sm0 ðOÞ ¼ S and is not attained (for any open O).
Proof. 1. Given uAH10 ðOÞ; we denote by un the spherically symmetric rearrangement
of u; which is obviously a radial function. It sufﬁces to take into account the well
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known facts
Z
RN
jjrunjj2p
Z
RN
jjrujj2;
Z
RN
junj2
jxj2X
Z
RN
juj2
jxj2;
Z
RN
junj2 ¼
Z
RN
juj2;
Z
RN
junj2n ¼
Z
RN
juj2n :
Then, Sm0 ðOÞXSm0 ðRN ; OðNÞÞ: Furthermore, we have that Sm0 ðOÞ ¼
S
m
0 ðRNÞpSm0 ðRN ; OðNÞÞ; and we prove then the equality.
If O ¼ RN ; we have seen that only the functions Ue and their multiples are ground
states. Then, the inﬁmum Sm0 ðOÞ cannot be attained if OaRN ; because such a
minimizer would also be a minimizer for Sm0 ðRNÞ:
2. The idea is to compose the minimizing sequence for Sm0 ðOÞ deﬁned in [2] with a
convenient translation. Recall that 0AO and let xAO be such that Bð0; 3jjxjjÞCO: We
deﬁne
weðxÞ ¼ jðxÞ
ðeþ jxj2ÞN22
;
veðxÞ ¼ ueð2xþ xÞ;
where jACN0 ðOÞ such that
jðxÞ ¼ 1; 8 xABð0; dÞ; jðxÞ ¼ 0 8 x eBð0; 2dÞ and 2dojjxjj: ð2:4Þ
We want to estimate the expression
Q0ðeÞ ¼
R
O jrveðxÞj2  m
veðxÞ2
jxj2 dx
ðRO jveðxÞj2n dxÞ 22n
:
Because of the invariance by translations of the integral, we only have
to compute
Z
O
veðxÞ2
jxj2 dx ¼
Z
O
weð2xþ xÞ2
jxj2 dxp
1
jjxjj2
Z
O
weðxÞ2 dx:
In the last inequality, (2.4) is used. We have
Q0ðeÞp
R
O jrweðxÞj2 dx 
m
jjxjj2
R
O weðxÞ2 dx
ðRO jweðxÞj2n dxÞ 22n
: ð2:5Þ
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Then, (2.5) tends to S as e tends to zero (see [2], where the expressionsR
O jrweðxÞj2 dx;
R
O weðxÞ2 dx and
R
O jweðxÞj2
n
dx are calculated). It follows then that
S
m
0 ðOÞpS: But the other inequality is obviously veriﬁed, and then Sm0 ðOÞ ¼ S:
Moreover, the inﬁmum Sm0 ðOÞ cannot be attained because such a minimizer would
contradict the Sobolev inequality. &
Remark 2.1. The functions ue ¼ jUe (where j is like in (2.4) and Ue is deﬁned in
(2.3)) were used in [6] in order to prove the inequality Sml ðOÞoSm0 ðOÞ: As a
consequence of the previous theorem, when mX0 these functions are in fact a
minimizing sequence for Sm0 ðOÞ; and hence the arguments made in that paper works.
But if mo0; these arguments are no longer valid. Then, another proof is needed.
Theorem 2.3. Suppose that mo0: Then, Sml ðOÞoSm0 ðOÞ:
Proof. Deﬁne zeðxÞ ¼ veðrxÞ; where r40 and ve are the functions deﬁned in the
proof of Theorem 2.2. We will use the functions ze as testing functions for the
inﬁmum Sml ðOÞ: Then, we want to calculate the quotient
QlðeÞ ¼
R
O jrzeðxÞj2  m
zeðxÞ2
jxj2  lzeðxÞ
2
dx
ð RO jzeðxÞj2n dxÞ 22n
:
We compute each term separately, taking into account again the invariance by
translations:
1.
R
O jrzeðxÞj2 dx ¼ r2N
R
O jrveðxÞj2 dx ¼ r2N
R
O jrweðxÞj2 dx;
2.
R
O jzeðxÞj2 dx ¼ rN
R
O jveðxÞj2 dx ¼ rN
R
O jweðxÞj2 dx;
3. ð RO jzeðxÞj2n dxÞ 22n ¼ r2Nð RO jveðxÞj2n dxÞ 22n ¼ r2Nð RO jweðxÞj2n dxÞ 22n ;
4.
R
O
zeðxÞ2
jxj2 dx ¼
R
O
veðrxÞ2
jxj2 dx ¼ r
2N R
O
veðyÞ2
jyj2 dyp
r2N
jjxjj2
R
O weðyÞ2 dy:
Then, we obtain that
QlðeÞp
r2N
R
O jrweðxÞj2 dx 
r2Nm
jjxjj2 þ lr
N
 ! R
O weðxÞ2 dx
r2NðRO jweðxÞj2n dxÞ 22n
¼
R
O jrweðxÞj2 dx 
m
jjxjj2 þ lr
2
 ! R
O weðxÞ2 dx
ð RO jweðxÞj2n dxÞ 22n
: ð2:6Þ
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It is shown in [2] that if the constant lr2 þ mjjxjj2 is positive, then (2.6) is strictly
smaller than S for small values of e; then, by choosing a convenient r; we obtain that
S
m
l ðOÞoS: &
Theorem 2.4. Assume that O is a bounded open set. Then (2.1) has a solution.
Proof. If mX0; the result in [6] assures the inequality Sml ðOÞoSm0 ðOÞ; from this
fact it follows that Sml ðOÞ is attained. If mo0; that inequality is proved in
Theorem 2.3. &
3. Unbounded domains
In this section we will consider O as a unbounded domain, but always contained in
a cylinder in order to assure the existence of l1ðmÞ40: In that case, the lack of
compactness of our problem (2.1) is even deeper. In 1985 Lions (see [7]) studied
problem (1.2) when O is some a cylinder, that is, O ¼ O1  Rd ; where O1CRNd is
bounded and N4dX1: Later, Ramos et al. [8] extended the class of unbounded
domains O such that there exists solution of (1.2).
As in the previous section, we will try to prove the existence of a minimum for
S
m
l ðOÞ: The most natural procedure to do that is taking a sequence unAVðOÞ such
that
Z
O
jrunðxÞj2  munðxÞ
2
jxj2  lunðxÞ
2
dx-Sml ðOÞ
and to obtain a limit, in the weak sense, of this sequence. The idea is to
prove that this limit is in fact a minimum for Sml ðOÞ: It is in this last step where
difﬁculties from the lack of compactness arise. In order to overcome these
difﬁculties, we will use the following lemma, which is a variant of the
concentration-compactness lemma, see [7,8,10]. The proof can be done following
the arguments showed in [10].
We denote by MðOÞ the set of ﬁnite measures on O: We will write gn,g in MðOÞ if
for all fAC0ðOÞ;
R
O f dgn-
R
O f dg:
Lemma 3.1. Let unAH10 ðOÞ verifying that un,u0 in H10 ðOÞ; un-u0 a.e. on O: Suppose
also that
jrðun  u0Þj2  m ðun  u0Þ
2
jxj2 ,g in MðOÞ;
jun  u0j2
n
,n in MðOÞ:
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Let m0 be any real number. Define
gN ¼ lim
R-N
lim
n-N
Z
jxj4R
jrunj2  lu2n  m0
ðunÞ2
jxj2 dx;
nN ¼ lim
R-N
lim
n-N
Z
jxj4R
junj2
n
dx:
Note that gN does not depend on m
0: Then jjnjj 22npðSm0 ðOÞÞ1jjgjj;
n
2
2n
NpðSm
0
l ðOÞÞ1gN and
lim
n-N
Z
O
jrunj2  lu2n  m
ðunÞ2
jxj2 dx ¼
Z
O
jru0j2  lu20  m
ðu0Þ2
jxj2 dx þ gN þ jjgjj;
lim
n-N
Z
O
junj2
n ¼
Z
O
ju0j2
n þ nN þ jjnjj:
Observe that, since m0 is an arbitrary number, the inequality n
2
2n
NpðSm
0
l ðOÞÞ1gN
can be substituted by n
2
2n
NpðNÞ1gN where N ¼ SupfSm
0
l ðOÞ : m0ARg ¼
limm0-NS
m0
l ðOÞ:
The main theorems of this section will follow easily from the next lemma:
Lemma 3.2. Suppose that O is contained in a cylinder and that Sm
0
l ðOÞ is attained, where
m0om: Let unAVðOÞ be a minimizing sequence for Sml ðOÞ: Then, there exists u0AVðOÞ
such that un,u0 in H
1
0 ðOÞ (up to a subsequence), and u0 is a minimum for Sml ðOÞ:
Proof. Since Sm
0
l ðOÞ is achieved, it follows easily that Sm
0
l ðOÞ4Sml ðOÞ: It is already
proved in Section 2 (if mo0) and in [6] (if mX0) that Sm0 ðOÞ is strictly larger than
S
m
l ðOÞ: These strict inequalities will be the key point in the proof.
It is clear that the sequence un must be bounded in H
1
0 ðOÞ; then, taking a
convenient subsequence, we can assume that the hypothesis of Lemma 3.1 are
veriﬁed; we will use the notations of this lemma. We have
S
m
l ðOÞ ¼
Z
O
jru0j2  lu20  m
ðu0Þ2
jxj2 dx þ gN þ jjgjj
XSml ðOÞ
Z
O
ju0j2
n
dx
  2
2nþSm0l ðOÞn
2
2n
N þ Sm0 ðOÞjjnjj
2
2n
XSml ðOÞ
Z
O
ju0j2
n
dx þ nN þ jjnjj
  2
2n¼ Sml ðOÞ:
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It follows that all previous inequalities must be equalities; then, one of the valuesR
O ju0j2
n
dx; nN; jjnjj will be equal to 1; the other values being 0: Since
S
m
0 ðOÞ4Sml ðOÞ; Sm
0
l ðOÞ4Sml ðOÞ; we obtain that only the value
R
O ju0j2
n
dx
may equal 1. Then
R
O jru0j2  lu20  m ðu0Þ
2
jxj2 dx ¼ S
m
l ðOÞ; and the proof is
complete. &
We now apply the previous lemma to a determinated class of domains, which are
in some sense those containing a cylinder and tending to it asymptotically. We write,
following [8], RN ¼ RNd  Rd ; x ¼ ðy; zÞARNd  Rd and Oz ¼ fyARNd :
ðy; zÞAOg:
Theorem 3.3. Let O1; O2CRNd such that O1  RdCOCO2  Rd ; and
suppose that
lim
jzj-þN
Supfdistðy;O1Þ : yAOzg ¼ 0:
Then, if mX0; the infimum Sml ðOÞ is attained.
Proof. In [8] it is proved that S0lðOÞ is attained; the thesis of Lemma 3.2 ends the
proof. &
The following theorem is also a consequence of Lemma 3.2.
Theorem 3.4. Suppose that O ¼ O1  Rd ; N4dX1: Then, Sml ðOÞ is attained if and
only if mX0:
Proof. The previous theorem shows that Sml ðOÞ is achieved when mX0: We
prove now that Sml ðOÞ is never achieved if mo0: Reasoning by contradiction,
suppose that Sml ðOÞ is achieved, mo0: Lemma 3.2 implies that S0lðOÞ is also
achieved and every minimizing sequence will have a subsequence converging
weakly to a minimum. But, in this case ðm ¼ 0Þ; the problem is invariant
by translations by vectors in f0g  Rd : Then, there exists minimizing
sequences in O which only have the function 0 as point of weak accumulation (we
can take, for instance, a minimizing sequence un verifying that unðxÞ ¼ 0 for all xAO;
jxjon). &
Remark 3.1. The same arguments may show that, if O ¼ O1  Rd ; then the inﬁmum
l1ðmÞ is attained if and only if mX0: Then, there exists one solution of the related
eigenvalue problem.
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4. Invariant solutions
In this section we will assume an invariance hypothesis on the (possibly
unbounded) open set O; and will try to ﬁnd invariant solutions for (2.1). In the
case in which O is a cylinder, this procedure will allow us to increase the rank of
values ðl; mÞ such that there exists solution.
Assume that hypothesis (H) is veriﬁed, and deﬁne G ¼ f1g  OðdÞCOðNÞ; where
f1g stands for the trivial subgroup of OðN  dÞ: First, we will assume that dX2;
later, we will be concerned with the case d ¼ 1: Anyway, we consider O containing
the origin and verifying:
1. There exists O1CRNd bounded such that OCO1  Rd :
2. O is invariant under G; that is, gðOÞ ¼ O for all gAG:
These conditions are veriﬁed, for instance, if O ¼ O1  Rd ; where O1CRNd is a
bounded open set.
Observe that the problem:
 DuðxÞ  luðxÞ  muðxÞjxj2 ¼ uðxÞ
2n1; xAO;
uðxÞ40; xAO;
uðxÞ ¼ 0; xA@O; ð4:1Þ
is also invariant by G (that is, if u is a solution, then u3g is also a solution
for all gAG). An invariant solution of (4.1) is a solution u such that u3g ¼ u
for all gAG: In this section we will be interested in existence of invariant
solutions for (4.1). We will prove the existence of such a solution by using the
same ideas of Sections 2 and 3, that is, we will prove that the inﬁmum Sml ðO; GÞ is
achieved.
The following lemma was stated and proved in [8], and will be useful in the
following:
Lemma 4.1. Let r be a positive number, and fung a bounded sequence in H1ðRNÞ: If
lim
n-N
Sup
Z
Bðx;rÞ
junj2
n
: xARN
( )
¼ 0;
then un-0 in L
2nðRNÞ:
By using Lemmas 3.1 and 4.1, we can now prove the following theorem.
Theorem 4.2. If dX2; the infimum Sml ðO; GÞ is achieved.
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Proof. First, we claim that Sm0 ðO; GÞ ¼ Sm0 ðOÞ; Sml ðO; GÞoSm0 ðOÞ: If mX0; a minimiz-
ing sequence for Sm0 ðOÞ is fueg deﬁned in [6] (see Remark 2.1): these functions can be
considered as radial functions, and hence they are invariant by G: Thus,
S
m
0 ðO; GÞpSm0 ðOÞ; but then the equality will hold. Moreover, the computations
made in [6] show that Sml ðO; GÞoSm0 ðO; GÞ:
When mo0; a minimizing sequence for Sm0 ðOÞ ¼ S is fveg; which is deﬁned in the
proof of Theorem 2.3. If in that proof we choose the function j radial and a vector x
of the form: x ¼ ðx1; 0Þ; x1ARNd ; then the functions ve are also invariant by G:
Then, Sm0 ðO; GÞ ¼ S and the proof of Theorem 2.3 implies that Sml ðO; GÞoS:
Take unAVðO; GÞ a minimizing sequence for Sml ðO; GÞ: The idea of the
proof is that, since these functions are invariant, they cannot escape to
inﬁnity in only one direction, and thus they cannot escape at all. From this
fact, it follows easily the existence of minimum. The hypothesis of
Lemma 3.1 are veriﬁed by a convenient subsequence of fung; we will use the
notations of this lemma.
Reasoning as in the proof of Theorem 3.2, we ﬁnd out that only one of the valuesZ
O
ju0j2
n
; nN; jjnjj
will be equal to 1; the other values being 0: Since Sml ðO; GÞoSm0 ðOÞ; jjnjjmust be zero.
Our aim is to prove that nN cannot be 1; then, it would follow that nN ¼
0;
R
O ju0j2
n ¼ 1: Finally u0 would be a minimum for Sml ðO; GÞ:
Lemma 4.1 provides the existence of e40; xnAO such that
R
Bðxn;1Þ junj
2n4e: We
claim that xn is bounded. Suppose, by contradiction, that jxnj-N (up to a
subsequence). For each nAN; deﬁne
mðnÞ ¼MaxfkAN : ( g1?gkAG; giðBðxn; 1ÞÞ-gjðBðxn; 1ÞÞ ¼ | if iajg:
It is clear that mðnÞ-N; because of the divergence of fxng and the properties
assumed on O: Thus, from the invariance of each un; we have
1 ¼
Z
O
junj2
n
XmðnÞ
Z
Bðxn;1Þ
junj2
n
XemðnÞ-N:
This is a contradiction which proves that xn is bounded. Let x0AO be a point of
accumulation of xn; then,
R
Bðx0;2Þ junj
2nXe if n is large enough. It follows from its
deﬁnition that nNp1 e: The proof is complete. &
Remark 4.1. In many cases, we can choose G being a convenient subgroup of f1g 
OðdÞ; the idea is that the sequence mðnÞ of the proof of Theorem 4.2 tends to inﬁnity
when xn is unbounded. Such a subgroup is called compatible with O; see [10]. For
instance, if d ¼ 4 we can take G ¼ f1g  Oð2Þ  Oð2Þ; in so doing, we can extend the
D. Ruiz, M. Willem / J. Differential Equations 190 (2003) 524–538 535
results of Theorem 4.2 to sets O invariant by G; but not by f1g  Oð4Þ (for instance,
O ¼ ð0; 1Þ  M), where M is deﬁned: M ¼ fðx; y; z; tÞAR4 : ðx2 þ y2Þðz2 þ t2Þo1g:
It is easily observed that the hypothesis dX2 is essential in the proof of Theorem
4.2 since it implies that mðnÞ tends to inﬁnity when xn diverges. When d ¼ 1; the
situation is quite different, and we can assure the existence of solution only if l is
small enough.
Theorem 4.3. Denote G ¼ f1g  Oð1Þ: Assume all previous hypothesis on O; but with
d ¼ 1: Assume also that
S
m
l ðO; GÞo2
1
2
  2
2n
S
m
l ðOÞ: ð4:2Þ
Then (4.1) has at least one invariant solution.
Proof. We will write xAO as: x ¼ ðy; zÞ; with yARN1; zAR: Observe that the group
G has only two elements, the identity map and the application ðy; zÞ/ðy;zÞ: As
before, we take a sequence in VðO; GÞ minimizing for Sml ðO; GÞ; and we try to prove
that the weak limit, u0; is not zero. By using again Lemma 3.1 (with m0 ¼ m), we
obtain that only one of the values
Z
O
ju0j
2
2n ; nN; jjnjj
will we equal to one, the other values being zero. We already know that jjnjj must be
zero. Suppose then that nN ¼ 1; we will be done if we arrive to a contradiction.
Recall that in that case, the limit gN deﬁned in Lemma 3.1 must be equal to
S
m
l ðO; GÞ:
Let e be a positive amount and take fACNðOÞ a radial function such that fðxÞ ¼
0 if jxjoR; fðxÞ ¼ 1 if jxj4R þ 1 and 0pfp1; here, R stands for a positive amount
big enough to verify
1. The support of the function f has two unbounded connected components, one of
them in Oþ ¼ fðy; zÞAO : z40g and the other in O ¼ fðy; zÞAO : zo0g: We
call vnðxÞ ¼ fðxÞunðxÞ; clearly, vnAH10 GðOÞ (f is a radial function).
2. limn-N
R
O jvnðxÞj2
n
dx41 e:
3. limn-N
R
O jrvnðxÞj2  m
vnðxÞ2
jxj2  lvnðxÞ
2
dx oSml ðO; GÞ þ e:
We can choose R verifying this last point because of the fact gN ¼ Sml ðO; GÞ:
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Deﬁne
wnðxÞ ¼
vnðxÞ if xAOþ;
0 if xeOþ;
(
Clearly, wnAH10 ðOÞ: From the invariance of vn we have that: vnðy; zÞ ¼ wnðy; zÞ þ
wnðy;zÞ: Combining the above ideas, we conclude
S
m
l ðO; GÞ þ e4 limn-N
Z
O
jrvnðxÞj2  mvnðxÞ
2
jxj2  lvnðxÞ
2
dx
¼ 2 lim
n-N
Z
O
jrwnðxÞj2  mwnðxÞ
2
jxj2  lwnðxÞ
2
dx
X2Sml ðOÞ limn-N
Z
O
jwnðxÞj2
n
dx
  2
2n
42Sml ðOÞ
1 e
2
  2
2n
:
Since e is an arbitrary positive constant, we arrive to a contradiction with our
hypothesis (4.2). &
Remark 4.2.
1. The functions l/Sml ðOÞ; l/Sml ðO; GÞ are continuous and coincide at zero (in the
proof of Theorem 4.2 we showed that Sm0 ðOÞ ¼ Sm0 ðO; GÞ40). Then, condition
(4.2) is veriﬁed if l is sufﬁciently small.
2. Let us compare the different results obtained when O is a cylinder, that is, O ¼
O1  Rd ; O1CRNd a bounded open set, N4dX1: In Theorem 4.2 we have
proved the existence of (invariant) solutions if dX2: But if d ¼ 1; we can assure
the existence of solutions only when mX0 (Section 2) and also when mo0 if l is
small enough.
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