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C.С. Шкільняк  
ПЕРШОПОРЯДКОВI КОМПОЗИЦІЙНО-НОМІНАТИВНІ 
ЛОГІКИ З ПРЕДИКАТАМИ СЛАБКОЇ  
ТА СТРОГОЇ РІВНОСТІ  
Досліджено нові програмно-орієнтовані логіки часткових предикатів з операцією (композицією) преди-
катного доповнення, такі логіки названо LC. Для першопорядкових LC запропоновано низку відношень 
логічного наслідку та відношень логічного наслідку за умови невизначеності. Досліджено властивості 
цих відношень, встановлено співвідношення між ними. Для відношень типів |=T та |=F доведено теорему 
про елімінацію умов невизначеності. Для запропонованих відношень описано умови їх гарантованої 
наявності, наведено властивості декомпозиції формул та елімінації кванторів.  
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Вступ 
 
Поняття і методи математичної ло-
гіки засвідчують високу ефективність при 
розв'язанні широкого спектра задач інфор-
матики й програмування (див., напр., [1]). 
Особливе місце серед них посідають зада-
чі, пов’язані з розробкою надійного про-
грамного забезпечення, найперше, із побу-
довою систем специфікації та верифікації 
програм. До найпоширеніших логічних 
формалізмів, які успішно використовують-
ся в системах верифікації, належать логіки 
Флойда-Хоара [2, 3. Такі логіки базуються 
на класичній логіці предикатів, яка в недо-
статній мірі враховує неповноту, частко-
вість інформації про предметну область. 
Традиційні логіки Флойда-Хоара викорис-
товують тотальні перед- та після-умови 
(предикати), тому було запропоновано 
(див., напр., [4, 5]) їх узагальнення на випа-
док часткових предикатів. Важливим на-
прямком такого узагальнення стало вве-
дення спеціальної немонотонної операції 
(композиції) предикатного доповнення [5. 
Композиційно-номінативні логіки частко-
вих квазіарних предикатів, розширені 
композицією предикатного доповнення, 
названо LC. Пропозиційні  LC детально 
описано в [6, чисті першопорядкові LC в 
розглянуто [7, відношення логічного нас-
лідку в LC досліджено в [8].  
В даній роботі запропоновано роз-
ширити композицією предикатного допов-
нення першопорядкові композиційно-номі-
нативні логіки з предикатами рівності. Та-
кі нові логіки названо LCE.  
Спеціальні предикати рівності да-
ють змогу ототожнювати й розрізняти зна-
чення предметних імен. Композиційно-
номінативні логіки з предикатами рівності 
вивчалися в [9. Можна виділити два різ-
новиди цих предикатів: слабкої рівності та 
строгої рівності. Такі предикати можна ро-
зглядати на реномінативному рівні та на 
чистому першопорядковому (кванторно-
му) рівні. Це дає принаймі 4 різновиди 
LCE: з предикатами слабкої рівності та з 
предикатами строгої рівності, які розгля-
даємо на реномінативному рівні та на чис-
тому першопорядковому рівні.  
В роботі описано композиційні ал-
гебри та мови цих різновидів LCE. Основ-
ну увагу зосереджено на вивченні власти-
востей, пов’язаних з предикатами слабкої 
рівності й строгої рівності та з компози-
цією предикатного доповнення. Введено та 
досліджено низку відношень логічного на-
слідку в першопорядкових LCE. 
Поняття, які в роботі не визнача-
ються, тлумачимо в сенсі [6, 9, 10].  
1. Kомпозиційні алгебри логік з 
предикатним доповненням та  
рівністю 
Розглядаємо квазіарні предикати 
реляційного типу, або R-предикати [10. 
V-A-квазіарний R-предикат – це ча-
сткова неоднозначна функція вигляду 
Q : 
V
A {T, F}, де {T, F} – множина іс-
тиннісних значень, VA – множина всіх V-A-
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іменних множин. Тут V та A – множини 
предметних імен та базових значень.  
Позначаємо Q[d] множину всіх зна-
чень, які R-предикат Q може приймати на 
аргументі dVА. Така Q[d] може бути од-
нією з множин , {T}, {F}, {T, F}. Отже, 
кожний R-предикат Q можна задати за до-
помогою множин T(Q) = {d | TQ[d]} та 
F(Q) = {d | FQ[d]}, які називають облас-
тю істинності та областю хибності преди-
ката Q. Для R-предикатів область невизна-
ченості визначається множинами T(Q) та 
F(Q): )()()()()( QFQTQFQTQ  . 
R-предикат Q монотонний, якщо 
d1  d2  Q[d1]  Q[d2]. 
R-предикат Q антитонний, якщо 
d1  d2  Q[d1]   Q[d2]. 
R-предикат Q частковий однознач-
ний або P-предикат, якщо T(Q)F(Q) = . 
R-предикат Q тотальний, або T-пре-
дикат, якщо T(Q)F(Q) = 
V
A. 
Для P-предиката Q запис Q(d) 
означає, що Q(d) визначене, запис Q(d) 
означає, що Q(d) невизначене. 
Можна виділити [10] 4 константнi 
R-предикати T, F, , :  
T(T) = F(F) = 
VА, T(F) = F(T) = , 
T( ) = F( ) = , T() = F() = VА.  
Предикати T, F, ,  відповідають 
множинам значень {T}, {F}, , {T, F}, які 
R-предикат може прийняти на вхідному 
даному. 
Предикати T, F, ,  монотонні й 
антитонні, при цьому T, F,   однозначні. 
Класи V-A-квазіарних R-предикатів 
та P-предикатів позначимо PrV–A та PrPV–A.  
Характерною особливістю LC є на-
явність спеціальної немонотонної 1-арної 
композиції предикатного доповнення  
(див. [6). Для R-предикатів  задамо так: 
( ) ( ) ( ) ( ),T Q Q T Q F Q     
( )F Q  . 
Звідси ( ) ( ) ( )Q T Q F Q   . 
Для P-предикатів композицію  
можна задати [6 так: 
 ,   якщо  ( ) ,( )( )  невизначене,  якщо  ( )T Q dQ d Q d  
Із визначень випливає, що  збе-
рігає однозначність R-предикатів  
Таким чином, класи P-предикатів та 
R-предикатів замкнені щодо композиції .  
Водночас композиція  не зберігає 
тотальність R-предикатів. 
Твердження 1. Для кожного преди-
ката QPrV–A маємо QPrPV–A;  
для кожного QPrTV–A маємо Q  .  
Звідси випливає, що клас T-преди-
катів незамкнений щодо .  
Це означає, що для T-предикатів LC 
не мають смислу. 
Таким чином, можна розглядати LC 
R-предикатів та LC P-предикатів. 
LC R-предикатів реномінативного 
рівня далі називаємо LRC;  LC P-предикатів 
реномінативного рівня називаємо LRCP;  
LC R-предикатів чистого першопо-
рядкового (кванторного) рівня називаємо 
L
QC
;  LC P-предикатів чистого першопо-
рядкового рівня називаємо LQCP.  
В логіках квазіарних предикатів 
ототожнювати й розрізняти значення пре-
дметних імен можна за допомогою спеці-
альних 0-арних композицій – параметризо-
ваних за іменами предикатів рівності. Роз-
глядають [9] два різновиди цих предикатів:  
– слабкої (з точністю до визначено-
сті) рівності =ху ;  
– строгої (точної) рівності xy .  
Предикати =ху та ху задаємо так: 
T(=xy) = {d | d(x), d(y) та d(x) = d(y)}, 
F(=xy) = {d | d(x), d(y) та d(x)  d(y)}; 
T(xy) = {d | d(x), d(y) та d(x) = d(y)}  
 {d | d(x) та d(y)}, 
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F(xy) = {d | d(x), d(y), d(x)  d(y)}   
 {d | d(x), d(y) або d(x), d(y)}. 
Предикати =xy та xy традиційно та-
кож позначають x = y та x  y. 
Предикати xy тотальні однозначні, 
вони [9 немонотонні й неантитонні. 
Водночас предикати =xy часткові 
однозначні, монотонні й еквітонні.  
Неістотним для предикатів =xy та xy 
є кожне zV \{x, y}.  
КНЛ з предикатами рівності назве-
мо LE. Зокрема, LE з предикатами слабкої 
рівності назвемо LEw, LE з предикатами 
строгої рівності назвемо LEs. 
На реномінативному й першопоряд-
ковому рівнях можна виділити [9 низку 
різновидів LE. Зокрема, для R-предикатів 
та P-предикатів маємо такі різновиди. 
На реномінативному рівні: 
– LRE – LEw R-предикатів;  
– LREP – LEw P-предикатів; 
– LREs – LEs R-предикатів;  
– LREsP – LEs P-предикатів.  
На чистому першопорядковому 
(кванторному) рівні: 
– LQE – LEw R-предикатів; 
– LQEP – LEw P-предикатів; 
– LQEs – LEs R-предикатів;  
– LQEsP – LEs P-предикатів.  
LC з предикатами рівності назвемо 
LCE. Зокрема, LCE з предикатами слабкої 
рівності назвемо LCEw, LCE з предика-
тами строгої рівності назвемо LCEs.  
Маємо такі різновиди LCE. 
На реномінативному рівні: 
– LRCE – LCEw R-предикатів; 
– LRCEP – LCEw P-предикатів; 
– LRCEs – LCEs R-предикатів;  
– LRCEsP – LCEs P-предикатів.  
На чистому першопорядковому рівні: 
– LQCE – LCEw R-предикатів;  
– LQCEP – LCEw P-предикатів;  
– LQCEs – LCEs R-предикатів;  
– LQCEsP – LCEs P-предикатів.  
Спільними базовими композиціями 
зазначених вище різновидів КНЛ є логічні 
зв’язки  та , композиції реномінації R vx , 
композиції квантифікації x для першопо-
рядкових логік. Для КНЛ зі слабкою рівні-
стю до них додаються предикати слабкої 
рівності =ху , а для КНЛ зі строгою рівніс-
тю – предикати строгої рівності =ху . Для 
LC та LCE додаємо композицію предикат-
ного доповнення . 
Стисло нагадаємо (див. [6]) визначення 
композицій , , ,R vx  x.  
Задамо , , x через області істин-
ності й хибності відповідних предикатів: 
T(P) = F(P); 
F(P) = T(P); 
T(PQ) = T(P)T(Q); 
F(PQ) = F(P)F(Q); 
T(xP) = {d | d  x a T(Р) для деякого 
aA}; 
F(xP) = {d | d  x a F(Р) для всіх 
aA}. 
Композицію vxR  задаємо умовою:  
))(r())((R  dPdP
v
x
v
x   для всіх d
VА. 
Традиційним є використання похід-
них композицій , &, х, вони задаються 
так: 
PQ = PQ;  P&Q = (PQ); 
хР = хР. 
Підсумовуючи, для зазначених ви-
ще різновидів КНЛ маємо такі множини 
базових композицій. 
CRE = {, , ,R
v
x  =ху} – для L
RE
 та LREP; 
CREs = {, , ,R
v
x  ху} – для L
REs
 та LREsP; 
CQE = {, , ,R
v
x x, =ху} – для L
QE
 та LQEP; 
CQEs = {, , ,R
v
x x, ху} – для L
QEs
 та LQEsP; 
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CRС = {, , ,R
v
x } – для L
RC
 та LRCP; 
CQС = {, , ,R
v
x x, } – для L
QC
 та LQCP; 
CRСE = {, , ,R
v
x , =ху} – для L
RCE
 та LRCEP; 
CRСEs = {, , ,R
v
x  ,ху} – для L
RCEs
 та 
L
RCEsP
; 
CQСE = {, , ,R
v
x x, , =ху} – для L
QCE
 та 
L
QCEP
; 
CQСEs = {, , ,R
v
x x, ,ху} – для L
QCEs
 та 
L
QCEsP
. 
Семантичною основою КНЛ є ком-
позиційні предикатні системи вигляду 
(
V
A, Pr
V–A
, CLС), де CB – множина базових 
композицій. Така композиційна система 
задає дві алгебри: алгебру (алгебраїчну си-
стему) даних (VA, PrV–A) та композиційну 
алгебру предикатів (VA, PrV–A, CB). 
Композиційну систему (VA, PrV–A, 
CQE) назвемо чистою першопорядковою 
композиційною системою R-предикатів зі 
слабкою рівністю.  
Композиційну алгебру AQE = (PrV–A, 
CQE) назвемо чистою першопорядковою 
композиційною алгеброю R-предикатів зі 
слабкою рівністю.  
Композиційну систему (VA, PrV–A, 
CQEs) назвемо чистою першопорядковою 
композиційною системою R-предикатів зі 
строгою рівністю.  
Композиційну алгебру AQEs = (Pr
V–A
, 
CQEs) назвемо чистою першопорядковою 
композиційною алгеброю R-предикатів зі 
строгою рівністю.  
Композиційну систему (VA, PrV–A, 
CQС), назвемо чистою першопорядковою 
композиційною системою R-предикатів з 
предикатним доповненням. 
Композиційну алгебру AQC = (PrV–A, 
CQС) назвемо чистою першопорядковою 
композиційною алгеброю R-предикатів з 
предикатним доповненням. 
Композиційну систему (VA, PrV–A, 
CQСE) назвемо чистою першопорядковою 
композиційною системою R-предикатів зі 
слабкою рівністю та предикатним допов-
ненням.  
Композиційну алгебру AQCE = (PrV–A, 
CQСE) назвемо чистою першопорядковою 
композиційною алгеброю R-предикатів зі 
слабкою рівністю та предикатним допов-
ненням.  
Композиційну систему (VA, PrV–A, 
CQСEs) назвемо чистою першопорядковою 
композиційною системою R-предикатів зі 
строгою рівністю та предикатним допов-
ненням. 
Композиційну алгебру AQCEs = (Pr
V–A
, 
CQСEs) назвемо чистою першопорядковою 
композиційною алгеброю R-предикатів зі 
строгою рівністю та предикатним допов-
ненням. 
Композиційні алгебри зі слабкою 
рівністю також називатимемо композицій-
ними E-алгебрами, зі строгою рівністю – 
композиційними Es-алгебрами, з компози-
цією предикатного доповнення – компози-
ційними С-алгебрами, з композицією пре-
дикатного доповнення та слабкою рівніс-
тю – композиційними СE-алгебрами, з 
композицією предикатного доповнення та 
строгою рівністю – композиційними СEs-
алгебрами. 
Наприклад, AQCEs – композиційна 
СEs-алгебра R-предикатів. 
Клас P-предикатів замкнений щодо 
базових композицій CQE, CQEs, CQС, CQСE, 
CQСEs. 
Таким чином, в алгебрах AQE, AQEs, 
A
QC
, A
QCE
, A
QCEs виділено підалгебри:  
– AQEP = (PrPV–A, CQE) – чистa 
першопорядковa композиційна E-алгебра 
P-предикатів; 
– AQEsP = (PrPV–A, CQEs) – чистa 
першопорядковa композиційна Es-алгебра 
P-предикатів; 
– AQCP = (PrPV–A, CQС) – чистa 
першопорядковa композиційна C-алгебра 
P-предикатів; 
– AQCEP = (PrPV–A, CQСE) – чистa 
першопорядковa композиційна CE-алгебра 
P-предикатів; 
Теоретичні та методологічні основи програмування    
32 
– AQCEsP = (PrPV–A, CQСEs) – чистa 
першопорядковa композиційна СEs-ал-
гебра P-предикатів. 
Подібним чином отримуємо компо-
зиційні предикатні системи та компози-
ційні алгебри КНЛ на реномінативних 
рівнях. Маємо такі композиційні алгебри:  
A
RE
 = (Pr
V–A
, CRE),   
A
REP
 = (PrP
V–A
, CRE);   
A
REs
 = (Pr
V–A
, CREs),  
A
REsP
 = (PrP
V–A
, CREs); 
A
RC
 = (Pr
V–A
, CRС),   
A
RCP
 = (PrP
V–A
, CRС);   
A
RCE
 = (Pr
V–A
, CRСE),   
A
RCEP
 = (PrP
V–A
, CRСE);   
A
RCEs
 = (Pr
V–A
, CRСEs),  
A
RCEsP
 = (PrP
V–A
, CRСEs). 
2. Bластивості композицій 
Властивості пропозиційних компо-
зицій в LE, LC та LCE аналогічні власти-
востям пропозиційних композицій класич-
ної логіки, вони наведені в [6].  
В LE, LC та LCE основні властиво-
сті композицій квантифікації, не пов'язані 
з реномінацією, в цілому аналогічні відпо-
відним властивостям кванторів класичної 
логіки. Зокрема, це  
– комутативність однотипних кван-
торів;  
– закони де Моргана для кванторів;   
– неістотність квантифікованих імен:  
Властивості, пов’язані з композиці-
ями реномінації та квантифікації в LE, LC 
та LCE, аналогічні відповідним власти-
востям традиційної логіки квазіарних пре-
дикатів (див. [10]). Зокрема, це властивості 
R, RI, RU, R, R, RR, Ren, Rs, R. 
Для опису в перщопорядкових логі-
ках властивостей елімінації кванторів до-
датково використовують спеціальні 0-арні 
композиції – предикати-індикатори Ez, які 
визначають наявність у вхідних даних 
компоненти з відповідним іменем zV.  
Предикати Ez задаються [5] так:  
T(Ez) = {d | d(z)};  F(Ez) = {d | d(z)}.  
Предикати-індикатори Ez тотальні, 
однозначні, немонотонні, неантитонні. 
Кожне xV таке, що x  z, неістотне для Ez.  
Твердження 2. Маємо xx = T та 
xy  xy = T.  
Звідси xx = F та xy & xy = F. 
Отже, носій кожної підалгебри 
алгебр AQEs, AQEsP, AREs, AREsP, AQCEs, AQCEsP, 
A
RCEs
, A
RCEsP
 містить константні предикати 
T та F. 
Позначимо [Pr]Cm замикання мно-
жини предикатів Pr щодо множини компо-
зицій Cm  
{T, F} = [{T, F}{xy | x, yV]CQEs – 
це найменша множина R-предикатів, замк-
нена щодо базових композицій CQEs та 
CREs. Таким чином, в LEs можна виділити 
сингулярні композиційні алгебри предика-
тів ({T, F}, CQEs) та ({T, F}, CREs).  
Подібним чином задаємо множини 
з константними предикатами { , T, F}, 
{, T, F}, { , , T, F}, вони замкнені що-
до базових композицій CQEs та CREs. Тому:  
Твердження 3. 1) В першопорядко-
вих LEs R-предикатів виділяємо сингуляр-
ні композиційні алгебри ({T, F}, CQEs) 
({ , T, F}, CQEs), ({, T, F}, CQEs) та 
({ , , T, F}, CQEs).  
2) В першопорядкових LEs P-пре-
дикатів виділяємо сингулярні композицій-
ні алгебри ({T, F}, CQEs), ({ , T, F}, CQEs).  
Подібні сингулярні композиційні 
алгебри виділяємо в реномінативних LEs.  
[E]= = [{=xy | x, yV}]CRE замкнена 
щодо CRE ; { } = [{ }{=xy | x, yV}]CQE 
вже замкнена щодо CQE. Аналогічно зада-
мо замкнені щодо CQE множини з констан-
Теоретичні та методологічні основи програмування    
33 
тними предикатами {}=, { , }=, {T, F}=, 
{ , T, F}=, {, T, F}=, { , , T, F}=. Звідси:  
Твердження 4. 1) В першопоряд-
кових LEw R-предикатів можна виділити 
сингулярні композиційні алгебри 
({ } , CQE), ({}=, CQE), ({ , }=, CQE), 
({T, F}=, CQE), ({ , T, F}=, CQE), 
({, T, F}=, CQE),  ({ , , T, F}=, CQE).  
2) В першопорядкових LEw P-пре-
дикатів залишаються сингулярні алгебри 
({ } , CQE), ({T, F}=, CQE), ({ , T, F}=, CQE).  
Подібні сингулярні композиційні 
алгебри виділяємо в реномінативних LEw.  
Згідно твердження 1  T F  .  
З іншого боку, маємо  
Твердження 5. = T  та   . 
Справді, маємо ( )F  ,  
( ) ( ) ( ) ( )T T F     VA;  
далі маємо ( )F   ,  
( ) ( ) ( ) ( )T T F         .  
Отже, носій кожної підалгебри 
алгебр AQС, AQСP, ARС, ARСP, AQCEs, AQCEsP, 
A
RCEs
, A
RCEsP
, A
QCE
, A
QCEP
, A
RCE
, A
RCEP
 
містить константні предикати , T, F;  
носій кожної підалгебри алгебр AQС, ARС, 
A
QCEs
, A
RCEs
, A
QCE
, A
RCE
  містить константні 
предикати , , T, F.  Звідси маємо таке.  
Множини { , T, F} та { , , T, F} 
замкнені щодо CQС та CRС. Множини 
TF  = [{ , T, F}{xy | x, yV}]CQСEs та 
TF  = [{ ,, T, F}{xy | x, yV}]CQCEs 
замкнені щодо CQСEs. Подібним чином за-
даємо замкнені щодо CQСE множини TF = 
та TF = . Таким чином: 
Твердження 6. 1) В першопорядко-
вих LС, в першопорядкових LCEw та в 
першопорядкових LCEs можна відповідно 
виділити сингулярні композиційні алгебри 
({ , T, F}, CQС), ( TF =, CQСE) та 
( TF , CQСEs).   
2) В першопорядкових LС R-пре-
дикатів, в першопорядкових LCEw та в 
першопорядкових LCEs R-предикатів та-
кож можна відповідно виділити сингулярні 
композиційні алгебри ({ , , T, F}, CQС), 
( TF =, CQСE) та ( TF , CQСEs). 
Аналогічні сингулярні композицій-
ні алгебри можна виділити в реномінатив-
них LС та LCE.  
Розглянемо тепер властивості ком-
позиції .  
Теорема 1. Для кожного R-
предиката Q маємо Q Q  Q  = T. 
Справді, для кожного QPrV–A  
T(Q Q  Q ) = T(Q)T(Q) ( )T Q =  
= T(Q)F(Q) ( ) ( )T Q F Q  = VA;  
F(Q Q  Q ) = F(Q)F(Q) ( )F Q =  
= F(Q)T(Q) = .  
Таким чином, Q Q  Q  = T. 
Наслідок 1. Для кожного R-преди-
ката Q маємо  
(Q Q  Q ) = F; 
(Q Q  Q ) = . 
Твердження 7 (див. також [6]). 
1) Для кожного QPrV–A маємо: 
( ) ( )F P T P   ( ) ( ) ( )P T P F P   ; 
( ) ( )T P F P   ; 
( )P   ( ) ( ) ( )P T P F P   . 
2) Для кожного QPrV–A маємо:  
Q  Q ;  Q  Q ;  Q Q .  
3) Для кожного QPrPV–A додатково 
маємо:  Q Q Q  .  
Розглянемо зв'язок між композиці-
ями предикатного доповнення, реномінації 
та квантифікації. Згідно визначень маємо:  
(R ( ))vxT P = ( (R ( )))
v
xT P ;  
(R ( ))vxF P = ( (R ( )))
v
xF P = ; 
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(R ( ))vx P = ( (R ( )))
v
x P . 
Звідси отримуємо властивість R -
дистрибутивності: 
R ) R ( )vx P  R ( )
v
x P . 
Із визначень отримуємо:  
( ) ( )T xP xP    ;  ( )F xP  ; 
( ) ( ) ( )xP T xP F xP      .  
Розглянемо дію композиції  на 
спеціальні предикати-індикатори та пре-
дикати слабкої й строгої рівності. 
Предикати ху та Ez є тотальними. 
Враховуючи твердження 1, отримуємо: 
Твердження 8.  
ху = ;  Ez = .  
Твердження 9. Для предикатів 
слабкої рівності маємо таке подання: 
=ху = Ex Ey  = Ex Ey  ху.  
Справді, для кожного dVA маємо: 
=ху(d) = 
,   якщо  = ( ) ,
 невизначене,  якщо  = ( )
xy
xy
T d
d



 
 ,   якщо ( ) ( ) , невизначене, якщо ( ) & ( )T Ex d Ey d TEx d Ey d T      
= Ex(d)  Ey(d)  (d). 
Нагадаємо (див. [9]) властивості, 
пов’язані з предикатами рівності. 
Твердження 10. Маємо  
xy = (=xy & Ex & Ey)  (Ex & Ey). 
Отже, предикати xy можна подати 
через предикати =xy та Ez. 
Наведемо властивості реномінації 
предикатів рівності. 
RD) Маємо 
yxu
wzv
,,
,,R  (=xy) = =zw та 
yxu
wzv
,,
,,R (xy) = zw;  
за умови { }y u  маємо  
xu
zv
,
,R  (=xy) = =zy та 
xu
zv
,
,R (xy) = zy;  
за умови , { }x y u  маємо  
u
vR  (=xy) = =xy та 
u
vR (xy) = xy.  
Для =xy та xy маємо властивості ре-
флективності, симетричності, транзитив-
ності. 
RfP) Кожний предикат вигляду =xx є 
неспростовним; 
кожний предикат вигляду xx є то-
тожно істинним, тобто xx = T.  
SmP) Для кожного dVA маємо  
=xy(d) = =yx(d) та xy(d) = yx(d). 
TrP) Для кожного dVA маємо:  
=xy(d) = T та =yz(d) = T  =xz(d) = T; 
xy(d) = T та yz(d) = T  xz(d) = T. 
Звідси отримуємо:  
Наслідок 2. Кожний предикат ви-
гляду =xy & =yz  =xz неспростовний;  
кожний предикат вигляду 
xy & yz  xz тотожно істинний, тобто 
xy & yz  xz = T. 
Для =xy та xy маємо властивість за-
міни рівних. 
ER) Для кожних PPrА та dVA ма-
ємо: 
=xy(d) = T  
, ,
, ,R ( )( ) R ( )( )
u v u v
z x z yP d P d ; 
xy(d) = T  
, ,
, ,R ( )( ) R ( )( )
u v u v
z x z yP d P d . 
Квантифікація предикатів строгої 
рівності та слабкої рівності має (див. також 
[9]) певні особливості.  
Теорема 2. 1) x xy = Ey;  
2) якщо |А|  2, то x  xy = Т; якщо 
|А| = 1, то x  xy = Ey. 
Доводимо п.1. x xy(d) = T  існує 
aА таке, що d(y) = a  d(y)  Ey(d) = T.  
x xy(d) = F  для кожного aА 
невірно, що d(y) = a  d(y)  Ey(d) = F.  
Доводимо п.2. x  xy(d) = T  іс-
нує aА таке, що невірно d(y) = a. Якщо 
|А|  2, то це так; якщо |А| = 1, то це вимагає 
d(y), тобто Ey(d) = T; 
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x  xy(d) = F  для кожного aА 
маємо d(y) = a. Якщо |А|  2, то це не так; 
якщо |А| = 1, то це вимагає d(y), тобто 
Ey(d) = T, звідки Ey(d) = F.  
Наслідок 3. В LQCEs предикати-
індикатори є похідними. 
Теорема 3. 1) x =xy = Ey  ;  
2) якщо |А|  2, то x  =xy = Ey  ; 
якщо |А| = 1, то x  =xy = Ey & .  
Доводимо п.1. x (=xy)(d) = T  іс-
нує aА таке, що d(y) = a  d(y)  
Ey(d) = T;  
x =xy(d) = F  d(y) та для кожного 
aА невірно, що d(y) = a, а це неможливо;  
x =xy(d)  d(y). Таким чином, 
x =xy = Ey  .  
Доводимо п.2. x  =xy = F  для 
кожного aА маємо d(y)= a. Якщо |А|  2, 
то це неможливо; якщо |А| = 1, то це озна-
чає d(y), тобто Ey(d) = T, звідки 
Ey(d) = F. 
x  =xy(d) = T  існує aА таке, що 
d(y) та d(y)  a. Якщо |А|  2, то це так за 
умови d(y); якщо |А| = 1, то це неможливо.  
x  =xy(d)  для кожного aА 
маємо d(y) = a або d(y), причому немож-
ливо d(y)= a для кожного aА; якщо 
|А|  2, то це буде при d(y); якщо |А| = 1, то 
це буде при d(y).  
Отже, x  =xy(d)  d(y).  
Таким чином:  
– якщо |А|  2, то x  =xy(d) = T при 
d(y) та x  =xy(d) при d(y); звідси 
x  =xy = Ey  . 
– якщо |А| = 1, то x  =xy(d) = F при 
d(y) та x  =xy(d) при d(y); звідси 
x  =xy = Ey & . 
3. Мови LCE  
Мови LE та мови LC єокремими  
випадками мов LCE. Мови першопоряд-
кових LE детально описано в [9]. Мови 
пропозиційних LC досліджено в [6], мови 
першопорядкових LC введено в [7]. Тому в 
даній роботі в першу чергу зосередимося 
на дослідженні мов чистих першопоряд-
кових LCE.  
Детально розглянемо мову LQCEs.  
Алфавiт мови:  
– множина V предметних імен (змінних), 
– множина Ps предикатних символів,  
– множина CsQLCEs = {, , ,
v
xR x, ,  =ху} 
символів базових композицій.  
Дамо індуктивне визначення мно-
жини Fr формул мови: 
– кожний рPs та кожний ху є фо-
рмулою; такі формули назвемо атомар-
ними;  
– нехай , Fr;  тоді Fr, 
Fr, ,FrRvx  xFr, Fr  
Для LQCEs задамо множину VT
  V 
імен, неістотних для всіх рPs – множину 
тотально неістотних [5] імен 
Для визначення множин гарантова-
но неістотних для формул імен таку  про-
довжуємо до  : Fr2
V
 таким чином: 
() = (Ф); 
() = ()(); 
)(
,...,
,...,
1
1
n
n
vv
xx
R = 
= ((){v1,...,vn})
 
\
 
{xi | vi(), 1,i n }; 
(x) = (){x}; 
( ) ( )     ; 
(ху) = V \{x, y}. 
Розширена сигнатура мови LQCEs – це 
 = (V, VT, CsQLCEs, Ps).  
Якщо х(), то (див. [3]) ім’я х не-
істотне для формули .  
Для довільної   Fr вводимо такі 
позначення: 
– () – це множина всіх рРs, які 
входять до складу ;  
Теоретичні та методологічні основи програмування    
36 
– nm() – це множина всіх xV, які 
фігурують у формулax ; 
– 

 )()(  , fu() = VT \ nm(). 
Інтерпретуємо мову LQCEs на компо-
зиційних системах CS = (VA, PrV–A, CQСEs). 
Задаємо тотальне однозначне 
I : Ps Pr
V–A, яке продовжимо до відобра-
ження інтерпретації формул I : Fr PrV–A:  
I() = (I()),   
I() = (I(), I()), 
))((R)(  IRI vx
v
x ,   
I(х) = х(I()) 
( ) ( ( )),I I      
I(ху) = ху. 
Трійку J = (CS, , I) назвемо інтерп-
ретацією мови LQCEs. Cкорочено інтерпре-
тації мови позначаємо як (A, I).  
Предикат I() – значення формули 
 при інтерпретації J – позначимо J .  
Предметне ім'я xV неістотне для 
формули , якщо при кожній інтерпретації 
J ім'я x неістотне для предиката J .  
Мова LQCE визначається аналогічно 
мові LQCEs лише замість символів ху пи-
шемо символи =ху .  
Подібним чином описуємо мови ре-
номінативних логік LRCEs та LRCE, опус-
каючи пункти для х. 
При визначенні мов LQC та LRC опу-
скаємо пункти, де фігурують символи пре-
дикатів рівності.  
При визначенні мов LQEs, LQE, LREs, 
L
RE
 опускаємо пункти, де фігурують сим-
воли композиції предикатного доповнення.  
Виділення в LCE підалгебр P-пре-
дикатів виділяє загальний клас R-інтер-
претацій та підклас P-інтерпретацій. Такі 
класи інтерпретацій називають семантика-
ми, їх позначаємо R та P.  
Нехай  – деякий клас інтерпрета-
цій (семантика).  
Формула   неспростовна (частково 
істинна) при інтерпретації J (позн. J |= ), 
якщо предикат J  – неспростовний.  
Формула  неспростовна (частково 
істинна) в , що позначаємо |= , якщо 
J
 
|=
  при кожній J.  
Формула  тотожно істинна при ін-
терпретації J (позн. J |=id ), якщо преди-
кат J – тотожно істинний.  
Формула  тотожно істинна в  
(позн. |=id ), якщо J
 
|=id  при кожній 
J.  
Якщо семантика  зафіксована, то 
замість |=, |=id  пишемо |=, |=id .  
Формула  виконувана при інтер-
претації J, якщо предикат J  – виконува-
ний.  
Формула  виконувана в , якщо  
виконувана при деякій J.  
Твердження 11. J |=id   J
 
|=
 ; 
|=id   |=
 . 
Приклад 2. Маємо  |= x = x  та  

|= x = y  y = x (тут  – R чи P).  
Приклад 3. Маємо  |=id x  x  та  

|=id x  y  y  x (тут  – R чи P).  
Із твердження 8 отримуємо:  
Твердження 12. Для кожної інтер-
претації J маємо 
( ху)J = ;  
( Ez)J = .  
Із теореми 1 отримуємо:  
Твердження 13. Для кожних Fr 
та інтерпретації J маємо 
(  )J = T; 
(  )J = F; 
(  )J = . 
Наслідок 4. Для кожної Fr 

|=id    (тут  – R чи P). 
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Отже, в LC та LCE в семантиках R 
та P множини тотожно істинних формул та 
неспростовних формул непорожні. 
4. Відношення логічного наслідку  
Для формалізації фундаментального 
поняття логічного наслідку в логіках квазі-
арних предикатів запропоновано (див. 
[10, 9]) низку відповідних відношень.  
Спочатку задаємо відношення нас-
лідку для двох формул при фіксованій ін-
терпретації J.  
1) Істиннісний, або T-наслідок J|=T :  
 J|=T   T(J)  T(J).   
2) Хибнісний, або F-наслідок J|=F :  
 J|=F   F(J)  F(J).   
3) Cильний, або TF-наслідок J|=TF :  
 J|=TF    J|=T  та  J|=F .  
4) Неспростовнісний, або IR-нас-
лідок J|=IR :   J|=IR   T(J)F(J) = .   
5) Дуальний до IR, або DI-наслідок 
J|=DI :   J|=DI   F(J)T(J) = 
V
A.  
Відповідні відношення логічного 
наслідку в семантиці  задаємо за схемою: 
 

|= , якщо  J|=  для кожної J.  
В загальному випадку логік квазі-
арних предикатів (реляційного типу) та LE 
можна розглядати (див. [10, 9]) семантики 
R, P, T, TS; при цьому семантики P та T 
дуальні, семантики R та TS автодуальні. 
Для зазначених відношень маємо 
[10, 9] такі властивості: 
– в TS-семантиці усі ці відношення 
збігаються і стають єдиним відношенням 
TS|= ; 
– P|=DI = 
T
|=IR = 
R
|=IR = 
R
|=DI = ; 
– P|=IR = 
T
|=DI = 
TS
|= ; 
– P|=T = 
T
|=F ;  
P
|=F = 
T
|=T ;   
– P|=TF = 
T
|=TF;  
R
|=T = 
R
|=F = 
R
|=TF.  
Серед цих відношень маємо лише 5 
різних: 
P
|=IR, 
P
|=T, 
P
|=F, 
P
|=TF, 
R
|=TF.  
При цьому:  
– P|=T  
P
|=F та 
P
|=F  
P
|=T; 
– R|=TF  
P
|=TF = 
P
|=T  
P
|=F;   
– P|=T  
P
|=IR та 
P
|=F  
P
|=IR .   
Відношення логічного наслідку інду-
кують відношення логічної еквівалентності.  
Відношення еквівалентності при ін-
терпретації J  JT , JF , JTF , JIR  визначає-
мо за такою схемою:   
 J , якщо  J|=  та  J|= . 
Відношення логічної еквівалентно-
сті PIR, 
PT, 
PF, 
PTF, 
RTF визначаємо так:   
 
 , якщо  

|=  та  

|= .  
При цьому:  
 
    J  для кожної J. 
Особливе значення має відношення 
J TF .  Це випливає з наступного:   
 JTF   T(J) = T(J) та F(J) = F(J). 
Отже,  JTF  означає: 
J та J – це один і той же предикат. 
Основою еквівалентних перетво-
рень формул є [10] теорема еквівалентнос-
ті. Вона формулюється для відношень RTF, 
PTF, 
PIR . Для 
PT та 
PF теорема невірна. 
Теорема 4. Нехай ' отримано з 
формули  заміною деяких входжень 
1, ..., n на 1, ..., n. Якщо 1 
 1, ..., 
n 
 n, то  
 '.  
Тут  одне з 
RTF, 
PTF, 
PIR.  
Відношення логічного наслідку по-
ширюються на пари множин формул. 
Нехай ,  Fr, J – інтерпретація.  
Далі позначаємо 


 )( JT  як T

(J), 

 )( JF  як F
J),  


 )( JT  як T

(J), 

 )( JF  як F

(J).  
 є IR-наслідком  при J (позн.  J|=IR ),  
якщо  T(J)  F

(J) = . 
 є T-наслідком  при J (позн.  J|=T ),  
якщо  T(J)  T

 (J). 
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 є F-наслідком  при J (позн.  J|=F ),  
якщо  F(J)  F

(J). 
 є TF-наслідком  при J (позн.  J|=TF ),  
якщо   J|=T  та  J|=F . 
Відповідні відношення логічного 
наслідку визначаємо за схемою: 
 

|= ,  якщо   J|=  для кожної J. 
Аналогом теореми 4 для множин 
формул є теорема заміни еквівалентних. 
Теорема 5. Нехай   , тоді:  
,  |=   ,  |= ; 
 |= ,    |= , . 
Тут  – одне з RTF, 
PTF, 
PIR;  |= – 
одне з відношень R|=TF, 
P
|=TF, 
P
|=IR.  
Нагадаємо (див. [10, 9]) основні вла-
стивості відношень логічного наслідку для 
множин формул. Надалі, якщо інше не за-
значене, |= – це одне з R|=TF, 
P
|=TF, 
P
|=T, 
P
|=F, 
P
|=IR.  
M) Нехай    та   , тоді 
 |=   |=   (монотонність). 
Декомпозиція формул: 
L) ,  |=   ,  |= . 
R)  |= ,    |= , . 
L) ,  |=   ,  |=  та ,  |= . 
R)  |= ,    |= , , . 
L) (),  |=   , ,  |= . 
R)  |= , ()   |= ,  та 
 |= , . 
Для P|=IR також маємо (це невірно 
[10] для R|=TF, 
P
|=TF, 
P
|=T, 
P
|=F):  
L) ,  
P
|=IR    
P
|=IR , .  
R)  
P
|=IR ,   ,  
P
|=IR . 
Властивості еквівалентних перетво-
рень, пов'язані з реномінацією, отриму-
ються на основі властивостей R, RI, RU, 
RR, R, R (див. [10]). Кожна з них про-
дукує 4 відповідні властивості для відно-
шення логічного наслідку, коли виділена 
формула чи її заперечення знаходиться у 
лівій чи правій частині цього відношення. 
Для першопорядкових логік маємо 
[10] властивості елімінації кванторів, пер-
вісного означення та E-розподілу; вони 
справджуються також для LE та LСE. 
Властивості елімінації кванторів: 
L) х,  |=    ,),( EzR
x
z |=    
за умови zfu(, , х));  
RL)  ),( xR
u
v |=    ,),(
,
, EzR
xu
zv |=  
за умови ))(,,(  xRfuz uv ;  
R)  |= х,   , Ez |=  ),(
x
zR    
за умови zfu(, , х)); 
RR)  |=
   ),( xRuv    
 , Ez |=
  ),(,,
xu
zvR   
за умови ( , , ( ))uvz fu R x     ; 
vR) , Ey |= х,    
 , Ey |= х, ),(
x
yR ; 
RvR) , Ey |= )(,  xR
u
v    
 , Ey |= )(),(,
,
, 
xu
yv
u
v RxR ; 
vL) х, Ey,  |=    
  ,),(, EyRx xy |= ; 
RvL)  ,),( EyxR
u
v |=    
  ,),(),( ,, EyRxR
xu
yv
u
v |= . 
Властивості E-розподілу та первіс-
ного означення: 
Ed)  |=      |= , Ey та Ey,  |= ; 
Ev)  |=   Ez,  |= , де zfu(, ). 
Гарантують (див. [10]) наявність то-
го чи іншого відношення логічного наслід-
ку властивості С, СL, СR, СLR.  
Для усіх відношень маємо: 
С) ,  |= , .  
Додатково гарантують наявність  
відповідного відношення такі властивості:  
СL) , ,  
P
|=T ; 
СR)  
P
|=F , , ; 
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СLR) , ,  
P
|=TF , , .  
Властивості С, СL, СR, СLR справ-
джуються для LE та LСE. 
Зауважимо, що відношення, які ми 
позначаємо одним символом (напр., P|=T), 
різні в LE, LС, LСE, але з контексту буде 
зрозуміло, про яке відношення йде мова. 
5. Особливості відношень 
логічного наслідку в LE та в LСE 
Розглянемо особливості відношень 
логічного наслідку в LE, пов’язані з наяв-
ністю предикатів рівності. 
Опишемо властивості LEw, пов’я-
зані з предикатами слабкої рівності.  
На основі Sm маємо властивості: 
SmL) x = y,  |=   x = y, y = x,  |= ; 
SmR)  |= ,  x = y   |= ,  x = y,  y = x.  
Tr індукує властивості:  
TrL) x = y, y = z,  |=   
 x = y, y = z, x = z,  |=  
(тут |= – це P|=IR чи 
P
|=T);  
TrR)  |= ,  x = y,  y = z   
  |= ,  x = y,  y = z,  x = z  
(тут |= – це P|=IR чи 
P
|=F).  
Справді, T(x = y)  T(y = z) = 
= T(x = y)  T(y = z)  T(x = z). 
Теорема 6. TrL невірна для |=F;  
TrR невірна для |=T.  
Справді, для  d = [x a, z b]  
dF(x = y)  F(y = z) = F(x = y & y = z);  
проте  dF(x = z),  тому  
dF(x = z)  F(x = y)  F(y = z) = 
= F(x = y & y = z & x = z).  
Звідси  x = y & y = z 
P
|F x = y & y = z & x = z.  
Проте   
P
|=F    
P
|=T , тому  
 x = y   y = z   x = z 
P
|T  x = y   y = z.  
Водночас x = y & y = z 
P
|=T x = y & y = z & x = z,  
 x = y   y = z   x = z 
P
|=F  x = y   y = z.  
Таким чином, транзитивність слаб-
кої рівності порушується для відношень 
P
|=F та 
P
|=T, тому й для 
P
|=TF та 
R
|=TF. Тому в 
LEw ці відношення некоректні. 
Наслідок 5. Для LEw коректним за-
лишається лише відношення P|=IR.  
Властивість RD індукує властивості 
реномінації рівності для відношення P|=IR.  
RDL)  ),( yxR
u
v
P
|=IR   x = y,  
P
|=IR  
за умови , { }x y u ;  
 ),(,, yxR
xu
zv
P
|=IR   z = y,  
P
|=IR   
за умови { }y u ; 
 ),(,, ,, yxR
yxu
uzv
P
|=IR   z = u,  
P
|=IR . 
RDR)   ),(| yxR
u
vIR
P    
  
P
|=IR , x = y  за умови , { }x y u ; 
  ),(| ,, yxR
xu
zvIR
P    
P
|=IR , z = y  
за умови { }y u ; 
  ),(| ,, ,, yxR
yxu
uzvIR
P    
P
|=IR , z = u.  
Властивість ER індукує властивості 
заміни рівних для відношення P|=IR :  
ERL)  ),(,
,
,
zu
xvRyx
P
|=IR    
  ),(),(, ,,
,
,
zu
yv
zu
xv RRyx
P
|=IR ; 
ERR)  ),(|,
,
,
zu
xvIR
P Ryx   
  ),(),(|, ,,
,
,
zu
yv
zu
xvIR
P RRyx . 
Властивість Rf індукує спеціальну 
умову наявності відношення P|=IR :  
СRf)  
P
|=IR x = x, .  
Опишемо властивості LEs, пов’яза-
ні з предикатами строгої рівності. Далі |= – 
це одне з R|=TF, 
P
|=TF, 
P
|=T, 
P
|=F, 
P
|=IR.  
Для відношень типу T, F, TF зніма-
ти заперечення, переносячи  з лівої час-
тини відношення у праву як  і навпаки, 
взагалі кажучи, не можна. Проте це можна 
робити для предикатів строгої рівності:  
ELR)  |=  x  y,   x  y,  |=   та 
 x  y,  |=    |= x  y, ;   
ERLR)  ),(| yxR
u
v   
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  |),( yxRuv   та  
 |),( yxRuv   ),(| yxR
u
v .  
Властивості, індуковані Sm та Tr: 
SmS) x  y,  |=   x  y, y  x,  |= ;  
TrS) x = y, y = z,  |=    
 x = y, y = z, x = z,  |= .  
Властивість RD індукує властивості 
реномінації рівності.  
RDSL)  |),( yxR
u
v   
 , |   x y  за умови , { }x y u ;  
 |),(,, yxR
xu
zv  , |   z y   
за умови { }y u ; 
 |),(,, ,, yxR
yxu
uzv  , |   z u ; 
RDSR)  ),(| yxR
u
v  | ,   x y   
за умови , { }x y u ; 
 ),(| ,, yxR
xu
zv  | ,   z y   
за умови { }y u ; 
 ),(| ,, ,, yxR
yxu
uzv  | ,   z u . 
Властивість ER індукує такі власти-
вості заміни рівних:  
ERSL)  |)(,,
,
,
zu
xvRyx   
  |)(),(,, ,,
,
,
zu
yv
zu
xv RRyx ;  
ERSR)  ),(|,
,
,
zu
xvRyx   
  ),(),(|, ,,
,
,
zu
yv
zu
xv RRyx .  
Властивість Rf індукує спеціальну 
умову наявності кожного з відношень 
R
|=TF, 
P
|=TF, 
P
|=T, 
P
|=F, 
P
|=IR:  
СRfS)  |= x  x, .  
Підсумовуючи, в LEw маємо такі 
властивості відношення P|=IR :  
– декомпозиції L, R, L, R; 
– еквівалентних перетворень на осно-
ві R, RI, RU, RR, R, R; 
– елімінації кванторів L, RL, vR, 
RvR;  
– E-розподілу Ed та первісного озна-
чення Ev;  
– пов’язані з предикатами слабкої  
рівності SmL, TrL, RDL, RDR, ERL, ERR; 
– властивості С та СRf гарантованої 
наявності відношення P|=IR .  
Подібні властивості відношення 
P
|=IR маємо в LEs; відмінність тільки в за-
міні символів =xy на символи xy, що дає 
такі властивості: 
– пов’язані з предикатами строгої рі-
вності SmS, TrS, RDSL, RDSR, ERSL, ERSR; 
– властивості С та СRfS гарантованої 
наявності відношення P|=IR .  
Властивості відношень R|=TF, 
P
|=TF, 
P
|=T, 
P
|=F в LEs: 
– декомпозиції формул L, R, L, 
R, L, R;  
– еквівалентних перетворень на осно-
ві R, RI, RU, RR, R, R; 
– елімінації кванторів L, RL, R, 
RR, vR, RvR, vL, RvL;  
– E-розподілу і первісного означення;  
– пов’язані з предикатами строгої  
рівності властивості ELR, ERLR, SmS, TrS, 
RDSL, RDSR, ERSL, ERSR; 
– властивості С, СL, СR, СLR, СRfS 
гарантованої наявності відношення логіч-
ного наслідку. 
Детальніше щодо виконання цих 
властивостей щодо різних відношень:  
– С, СL, СRfS для 
P
|=T ;  
– С, СR, СRfS для 
P
|=F ; 
– С, СLR, СRfS для 
P
|=TF ; 
– С, СRfS для 
R
|=TF . 
В LC та в LCE відношення логічно-
го наслідку вводимо так, як описано вище. 
Водночас композиція предикатного допов-
нення має специфічні особливості, що ві-
дображається на властивостях відношень 
логічного наслідку. 
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В LC, тому і в LCE, змістовними є 
лише R-семантика та P-семантика, тому 
малозмістовними є відношення типу DI. 
Для відношення R|=IR рефлексив-
ність порушується як в традиційних логі-
ках квазіарних предикатів, так і в LC, LE, 
LCE. Справді, для довільного pPs маємо 
p 
Rс
|IR p (беремо JR таку, що pJ = ). То-
му вироджене відношення R|=IR ; далі не 
розглядаємо. 
Для LEw відношення типів T, F, TF 
для пар формул нетранзитивні (теорема 6), 
нетранзитивними вони залишаться і для 
LСEw. Тому для LСEw коректним може 
бути лише відношення P|=IR.  
Відношення логічного наслідку в LC 
детально досліджено в [8]. Зокрема, пока-
зано, що відношення P|=IR в LC коректно 
ввести неможливо. Причиною цього є не-
можливість коректно задати умови деком-
позиції формул вигляду  . Зумовлено це 
тим, що декомпозиція формули   вима-
гає подання області невизначеності фор-
мули  через її області істинності та хиб-
ності за допомогою лише  та . Як пока-
зано в [8], це неможливо. 
Таким чином, для LC відношення 
P
|=IR неадекватне. Це мотивує перехід від 
відношення P|=IR до загальнішого відно-
шення |=IR

 неспростовнісного логічного 
наслідку за умов невизначеності. Відно-
шення |=IR

 в LC досліджено в [6, 7].  
Неадекватність відношення P|=IR в 
LC робить його і неадекватним і в LCE. 
Отже, P|=IR буде неадекватним в 
LСEw та LСEs. Враховуючи, що в LСEw 
відношення типів T, F, TF теж неадекватні, 
LСEw до певної міри вироджена, для неї 
може працювати лише відношення |=IR

.  
Стисло опишемо відношення типів 
T та F в LС та LСEs. Це відношення P|=T і 
R
|=T, які також будемо позначати |=T, та  
відношення P|=F і 
R
|=F, які також познача-
тимемо |=F.  
Для цих відношень в LС та LСEs 
справджуються відповідні властивості де-
композиції формул, еквівалентних пере-
творень, елімінації кванторів, E-розподілу 
та первісного означення, які мають місце 
для традиційних логік квазіарних предика-
тів (див. [10]). Справджуються також на-
ведені в [10] умови, які гарантують наяв-
ність того чи іншого відношення логічного 
наслідку. Водночас в LС з’являються (див. 
[8]) нові властивості, пов’язані з компози-
цією предикатного доповнення.  
Для відношень |=T додатково маємо 
наступні властивості. 
Умова гарантованої наявності |=T :  
)C  ,   |=T . 
Декомпозиція формул типу  : 
LT) ,  |=T      |=T , , .   
RT)  |=T ,      
 ,  |=T   та ,  |=T .   
 El)  |=T ,       |=T . 
Властивість  El – це фактично 
елімінація .  
Для відношень |=F додатково маємо 
наступні властивості. 
Умова гарантованої наявності |=F :  
)C  | ,F    . 
Декомпозиція формул типу  : 
 RF)  |=F ,      , ,  |=F .  
 LF) ,   |=F      
  |=F ,   та   |=F , .  
El) ,  |=F      |=F .  
Властивість El – це фактично елі-
мінація .  
Як випливає з цих співвідношень, 
для відношень типу |=T та типу |=F маємо 
різні властивості декомпозиції формул ви-
гляду  , їх не можна подати як спільну 
властивість для відношень типу |=TF.  
Це означає, що  в LC відношення 
R
|=T, 
R
|=F, 
R
|=TF різні, водночас в традицій-
ній логіці квазіарних предикатів маємо 
R
|=T = 
R
|=F = 
R
|=TF. 
Властивості декомпозиції формул 
вигляду   для відношень типу |=TF отри-
муємо, поєднуючи наведені вище відпові-
дні властивості для |=T та |=F :  LT та El, 
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RT та ,C  C  та  LF,  El та  RF : 
LTF) ,  |=TF    
  |=T , ,  та  |=F ;  
RTF)  |=TF ,     
 ,  |=T   та ,  |=T ;   
 LTF) ,   |=TF      
  |=F ,   та   |=F , ; 
 RTF)  |=TF ,       
  |=T  та , ,  |=F .  
Аналогічні властивості відношень 
типів |=T та |=F, пов’язані з композицією 
предикатного доповнення, маємо в LСEs.  
Звідси, зокрема, випливає, що в в 
LСEs усі відношення P|=T, 
P
|=F, 
P
|=TF, 
R
|=T, 
R
|=F, 
R
|=TF є різними.  
В LСEs також виконуються наведе-
ні вище властивості LEs, пов’язані з пре-
дикатами строгої рівності. Новими є від-
ношення, які пов’язують  та предикати 
строгої рівності.  
Згідно твердження 12 для кожної 
інтерпретації J маємо  
T(( х  у)J) = F(( х  у)J) = .  
Звідси умови гарантованої наявнос-
ті |=T  та гарантованої наявності |=F :  
LC  ) х  у,  |=T ;  
RC  )  |=F , х  у.  
При взаємній заміні |=T та |=F маємо 
властивості спрощення – елімінації ху : 
LEl )  х  у,  |=F      |=F ;  
REl )   |=T , х  у     |=T .  
Підсумовуючи, в LСEs маємо такі 
властивості відношень R|=T, 
R
|=F, 
P
|=T, 
P
|=F .  
Спільні для R|=T, 
R
|=F, 
P
|=T, 
P
|=F влас-
тивості: 
– декомпозиції формул L, R, 
L, R, L, R;  
– еквівалентних перетворень на ос-
нові R, RI, RU, RR, R, R, R ; 
– елімінації кванторів L, RL, R, 
RR, vR, RvR, vL, RvL;  
– пов’язані з предикатами строгої 
рівності властивості ELR, ERLR, SmS, TrS, 
RDSL, RDSR, ERSL, ERSR. 
Для відношень |=T додатково маємо:  
– властивості LT, RT,  El де-
композиції формул типу  ;  
– властивість REl   елімінації ху .  
Властивості гарантованої наявності 
відношення P|=T :  С, СL, СRfS, ,C LC  .  
Властивості гарантованої наявності 
відношення R|=T :  С, СRfS, ,C LC  . 
Для відношень |=F додатково маємо:  
– властивості  RF,  LF, El  де-
композиції формул типу  ;  
– властивість LEl   елімінації ху .  
Властивості гарантованої наявності 
відношення P|=F :  С, СR, СRfS, ,C  RC  .  
Властивості гарантованої наявності 
відношення R|=F :  С, СRfS, ,C  RC  . 
Такі ж властивості відношень R|=T, 
R
|=F, 
P
|=T, 
P
|=F справджуються в LС, але при 
цьому ми опускаємо властивості, в яких 
фігурують символи предикатів строгої рів-
ності. 
Наявність в LC та в LСE композиції 
предикатного доповнення дає змогу визна-
чити відношення логічного наслідку за 
умови невизначеності. Для LC такі відно-
шення вивчались в [6–8]. Для LСE дослі-
дження відношень логічного наслідку за 
умови невизначеності буде зроблено в нас-
тупних статтях. 
Висновки 
В роботі досліджено нові програм-
но-орієнтовані логічні формалізми – ком-
позиційно-номінативні логіки з предика-
тами рівності та композицією предикатно-
го доповнення, такі логіки названо LCE. 
Можна виділити предикати слабкої рівно-
сті та строгої рівності, це дає LCE з преди-
катами слабкої рівності, які названо LCEw, 
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та  з предикатами строгої рівності, які на-
звано LCEs. LCE можна розглядати на 
першопорядковому рівні та реномінатив-
ному рівні. Розглянуто композиційні алге-
бри LCE, досліджено властивості їх ком-
позицій, описано першопорядкові мови 
цих логік. Основну увагу зосереджено на 
вивченні властивостей, пов’язаних з пре-
дикатами рівності та композицією преди-
катного доповнення. Введено та дослідже-
но низку відношень логічного наслідку в 
першопорядкових LCE, розглянуто їх осо-
бливості. Зокрема, встановлено певну ви-
родженість LCEw, для якої коректним є 
лише відношення неспростовнісного логі-
чного наслідку за умов невизначеності. 
Детальне дослідження відношень логічно-
го наслідку за умови невизначеності в LСE 
буде зроблено в наступних роботах. 
Властивості відношень логічного 
наслідку є семантичною основою побудо-
ви в LСE відповідних першопорядкових 
числень секвенційного типу. Таку побудо-
ву теж планується здійснити робити в на-
ступних роботах. 
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