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Nous ttudions une gCntralisation des suites sturmiennes en construisant une “surface plisste”, 
don&e par l’approximation d’un plan par trois sortes de faces carrBes orient&es suivant les trois 
plans de coordonntes. A cette surface, on associe par projection un pavage du plan par trois 
sortes de losanges. On dCfinit sur ce pavage une fonction de complexit en comptant le nombre 
de motifs distincts d’une fen&e de taille donnte. Nous donnons, en etudiant les prolongements 
des motifs, la forme explicite de cette fonction dans le cas d’une fen&e triangulaire et d’une 
fenktre en forme de parallClogramme. @ 1998-Elsevier Science B.V. All rights reserved 
Mats &s; GtomCtrie disc&e, Suites sturmiennes; Combinatoire des motifs; Complexitt et 
pavages du plan 
Abstract 
We study a generalization of sturmian sequences by constructing a “stepped surface”, given by 
a plane approximation with three kinds of square faces oriented according to the three coordinate 
planes. With a projection operation, we build a tiling of the plane by three kinds of diamonds. 
We define in this tiling a complexity function by counting the number of patterns in a given 
height window. We give the explicit form of this function in the case of triangular windows and 
parallelogram windows. @ 1998-Elsevier Science B.V. All rights reserved 
Keywords: Discrete geometry; Sturmian sequences; Combinatorics on patterns; Complexity and 
tilings of the plane 
1. Introduction 
Les suites sturmiennes, dont l’irtude men&e par Hedlund et Morse (voir [ 10, 111) 
a d&but& a la fin des an&es 30, ont de nombreuses caractkisations combinatoires et 
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geometriques qu’il est interessant de generaliser. La complexite d’une suite sur un 
alphabet fini est la fonction p definie par: p(n) est le nombre de blocs (facteurs) de 
longueur n qui apparaissent dans la suite. Une suite est dite sturmierme si sa fonction 
de complexite verifie p(n) = n + 1 pour tout entier n. Remarquons qu’une telle suite est 
necessairement binaire. Pour une suite quelconque, on demontre que, lorsqu’il existe 
n tel que p(n) dn, alors la suite est ultimement periodique. Les suites sturmiennes 
sont done les suites non ultimement periodiques de complexite minimale. Pour une 
synthese des resultats sur la complexite des suites infinies contenant une bibliographie 
tres fournie, on peut se reporter a l’article de Allouche [2]. 11 y a equivalence entre la 
caracterisation precedente des suites sturmiennes et le probleme du billard dans le carre 
avec le codage suivant (voir [6, 151): on code une trajectoire de pente irrationnelle dans 
ce billard par une suite binaire selon les cot& rencontres (les c&s opposes &ant codes 
par la m&me let&e). On peut generaliser cette caracterisation en “jouant” au billard dans 
un cube. Ainsi Arnoux, Mauduit, Shiokawa et Tamura [3] ont etabli, pour les suites de 
billard cubique, que la fonction de complexite est donnee par p(n) = n2 + n + 1 pour 
tme direction totalement irrationnelle. Baryshnikov [5] a d’ailleurs recemment exprime 
la fonction de complexite dans des hypercubes en toutes dimensions. Hubert [12] s’est 
in&es& a l’ttude du billard dans divers triangles et polygones rationnels (les angles 
des cbtts consecutifs sont commensurables a rc). 
On peut aussi Ctudier les proprietes combinatoires des suites sturmiennes et en 
dtduire une interpretation gtometrique comme l’ont fait Arnoux et Rauzy [4] en util- 
isant les graphes des mots (ou graphes de Rauzy [15]). 11s ont Ctudie ces graphes afin 
de dormer une interpretation geometrique d’une certaine classe de suites de complexite 
p(n)=2n + 1. 
Les suites sturmiennes sont aussi le codage des rotations d’angle c( irrationnel, sur 
le cercle, avec la partition [0, 1 - a] et 11 - c(, 11. Une des gtneralisations Ctudite par 
Alessandri [l] consiste a ttudier des rotations sur le cercle avec differentes partitions. 
Cet article presente une caracttrisation des suites sturmiennes comme approximation 
d’une droite de pente irratiomrelle, par des segments dont les extremites appartiennent 
au reseau carre. Nous utilisons une generalisation de cette construction: en construisant 
une surface plissee, par approximation d’un plan de normale totalement irrationnelle 
par des faces car&es orienttes suivant les trois axes de coordonnees. A cette surface, 
on associe par projection un pavage du plan par trois sortes de losanges. A l’aide 
d’un codage de la direction des losanges, on definit une suite a double indice sur 
trois lettres. Nous definissons la fonction de complexite comme le nombre de mo- 
tifs (generalisant la notion de mots pour une suite) distincts comptes a partir de deux 
sortes de fenetres: des fenetres triangulaires et des fenetres en forme de parallelogramme 
“plaquees” sur le reseau. Nous etudions la combinatoire de ces motifs, c’est-a-dire les 
differents prolongements possibles. En ttudiant geometriquement la surface plissee, on 
montre des prop&es interessantes pour l’une des faces de l’approximation et pour l’un 
des losanges du pavage du plan. 11 en decoule de bonnes proprietts pour un des sens de 
prolongement des motifs. Nous donnons la forme explicite pour tout n de la fonction 
de complexite pour des motifs triangulaires et parallelogrammes; cela independamment 
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de la direction de la normale au plan (il faut seulement que la direction soit totale- 
ment irrationnelle). Now demontrons les theoremes suivants a partir de la suite double 
associee a l’approximation d’un plan donne de normale totalement irrationnelle, le 
premier donne le nombre de motifs triangulaires pour une fenetre triangulaire de 
base n: 
ThCor&me 3.1. Soient le pavage du plan x($J) et 
Alors: 
Ie codage sur l’alphabet { 1,2,3}. 
Vn E N, PA(n)= 
n2 + 3n + 2 
2 . 
le deuxisme donne le nombre de motifs en forme de parallPlogramme pour une 
fektre en forme de paralltYogramme de base m et de hauteur n: 
ThCorkme 3.2. Soient le pavage du plan n($lp) et le codage sur l’alphabet { 1,2,3}. 
Alors: 
V(n,m)EN2, P(n,m)=nm+n+m. 
Dans cet article, la recherche de fonction de complexite est like aux proprietes 
geometriques de l’approximation de plan. 11 existe une grande classe de pavage con- 
struit suivant le meme principe. Dans l’espace KY, on considere le reseau Z” et l’on 
recherche les hypercubes ayant une intersection non vide avec un plan de normale to- 
talement irrationnelle. Enfin, on projette l’ensemble des centres de ces hypercubes sur 
un plan de normale (l,l,..., 1). On obtient, en reliant par des segments la projection 
des centres des hypercubes ayant une face en commun, un pavage du plan. Les pavages 
de Penrose peuvent en particulier ttre obtenus de cette facon (voir [8, 161). A partir 
des outils developpes dans le cadre de l’approximation de plan, on ouvre des pistes de 
recherche pour le calcul des fonctions de complexite de divers pavages du plan. 
Un autre prolongement de ce travail serait de demontrer la conjecture suivante. 
Considtrons un pavage par des losanges, oti tous les motifs finis apparaissent une 
infinite de fois, ayant une fonction de complexite donnee par vn E N, PA(n) = i(n’ + 
3n + 2) (ou bien V(n, m) E N2, p(n, m) = nm + n + m) alors il existe un plan de normale 
totalement irrationnelle tel que le pavage provient de la projection de l’approximation 
de ce plan. En d’autres termes, la reciproque des theoremes donnes dans cet article 
doit certainement exister mais semble difficile a etablir pour l’instant. 
2. Suites sturmiennes 
2.1. Dllfinition et caract&isation 
Soit _z! un ensemble fini (alphabet), on notera d* = UkEN ~4~ le monoide libre 
sur &‘, c’est-a-dire l’ensemble des mots sur l’alphabet d muni de la concatenation. Si 
u = (u,)~Q est une suite a valeur dans &‘, on appelle L(u) (langage de la suite u) 
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l’ensemble des facteurs de u, c’est-a-dire les mots de la forme UiUi+i . . . Ui+j. 11 est 
irnmediat que L(u) est fuctoriel (tout facteur d’un mot de L(U) est dans L(U)) et 
prolongeable (pour tout mot x, il existe une lettre a tel que le mot xa appartient au 
langage). On note L,(U) l’ensemble des facteurs de u de longueur 12. 
DCfinition 2.1. On appelle fonction de complexitt de u la fonction p: N + N definie 
par: p(n) = Card L,(U). 
On appelle suite sturmienne une suite sur un alphabet a deux lettres d ayant une 
complexite p(n) = n + 1 (nous considerons des suites indexees sur Z et pour Climiner 
quelques cas degentres, nous nous interesserons a des suites rkurrentes i.e. des suites 
dont chaque facteur apparak une infinite de fois) et a des suites non ptriodiques. 11 
existe de nombreuses caracterisations de ces suites. En particulier il y a equivalence, 
pour des suites recurrentes et non periodiques, entre p(n) = n + 1 pour tout n E N et 
la propriete d’tquilibre de ses facteurs: V’n E N, Vx, y EL,(U) on a ll~l~ - l&l d 1 oh 
a cd et 1x1, est le nombre de a dans le mot x (voir [9-l 11). 
On peut caracteriser les suites sturmiennes par les suites de billard car&. Ces suites 
proviennent du codage d’un billard carre de cot6 1, de depart le point (0, y) avec 
O< y< 1, de pente --CI direction de la trajectoire. On code la trajectoire par le symbole 
1 lorqu’elle touche l’un des cot&s horizontaux et par 0 lorqu’elle touche l’un des cot& 
verticaux (la rtflexion sur les bords est definie en utilisant une symetrie axiale a partir 
de la normale au bord). On ne s’occupe que des trajectoires infinies (c’est-a-dire qui 
ne finissent pas dans un coin du billard) et non periodiques (pente irrationnelle). On 
remarque aussi que les suites de billard rectangulaire sont, apres normalisation, des 
suites de billard carre. De plus, deux suites de billard carre de meme pente mais avec 
des points de depart differents ont m&me langage (voir [14] pour la preuve utilisant les 
rotations sur le tore, le passage au billard est alors immediat). 
Nous allons voir, plus loin, une autre caracterisation des suites sturmiemtes provenant 
de l’approximation d’une droite de pente irrationnelle. Le but du paragraphe suivant 
est de presenter les outils mathematiques permettant de generaliser cette construction 
et de l’appliquer a l’approximation d’un plan. 
2.2. Approximation d’une droite 
On considere dans le plan euclidien R2 muni d’un rep&e orthonorme, le rtseau Z2 
forme par des points de coordomrees entieres. Soit tx un nombre irrationnel positif et 
y un nombre reel. Le but de la construction suivante est de donner une approximation 
de la droite d’equation y = - CWT + y par des segments, unites verticaux et horizontaux, 
commencant et finissant a des points de coordonnees entieres. Les segments forment 
une ligne continue brisee la plus proche possible de la droite sans jamais la couper. 11 
existe deux approximations possibles: l’une en placant les segments aux points entiers 
les plus proches par valeur suptrieure, l’autre par valeur inferieure. Nous traitons le cas 
de l’approximation par valeur superieure. L’approximation de la droite est don&e par 









Fig. 1. Exemple d’approximation d’une droite. 
la methode suivante, on calcule pour chaque n entier la hauteur h, du n-ieme segment 
horizontal: 
h, = [-na + yl 
ou [xl = inf{kEZ Ik>x}. 
Tout le long de cet expose, nous allons considtrer l’approximation des droites de la 
forme y = --M + 5’ avec x irrationnel, c(> 1. Cette hypothese est purement technique; 
en effet, si r < 1 moyennant la permutation des axes de coordonnees, on se retrouve 
dans le cas precedent. 
2.2.1. Construction de la liyne briske 
On place, pour chaque n E Z, un segment horizontal de longueur 1 commencant au 
point d’abscisse n et d’ordonnee h,, finissant au point (n + 1, h,). On relie ensuite la 
fin de ce segment horizontal au segment horizontal commencant en (n + 1, h,+l) par 
1 h,, I - h, 1 segments verticaux. On code les segments horizontaux de longueur 1 par la 
lettre 1, les segments verticaux de longueur 1 par la lettre 0 afin de definir une suite 
u=(u,)~~z sur l’alphabet (0, l} (voir la Fig. 1). L’hypothbse a> 1 implique que dans 
la suite u le mot 11 n’apparait pas. En effet pour tout nombre entier n, on a h, > h,+, 
Cette construction est classique (voir [7]). 
La suite u est definie par 
1 
uj = 1 
IA= 
pour i=ho - h,i +j, et jEZ, 
u;=O pour i=ho-hj+j+ l,ho-hi+,~+2,...,ho-h,+, +j, et jEZ. 
La suite u est sturmienne. On verifie en effet aisement que c’est une suite de billard 
carre (de pente -a et de point initial (0, y modulo 1 )). 
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Soit u = (u,),~H une suite sur l’alphabet d = {O,l}. On note A,(v) l’ensemble des 
facteurs de u commencant par 1, finissant par 1 et contenant k symboles 1. 
Proposition 2.1. Soient u = (u,),,~H une suite sturmienne sur l’alphabet d = (0, 1) et 
x, y E &(u) alors 
11x1 - IYII Gl. 
DCmonstration. Si IX I = j y / c’est clair; supposons 1x16 IyI et soit w le prefixe de 
longueur 1x1 de y. On a 1x11 = k, et [WI  d IyI 1 = k, done par propriett d’tquilibre des 
facteurs d’une suite sturmienne IwI 1 = k - 1. Si le prefixe w est suivi de 1 dans y alors 
y=wl et c’est fini. Sinon, soit v le mot tel que: lo=wO; on a Iv1 = 1x1 et Iv/t = k - 2 
par propriete d’equilibre des facteurs d’une suite sturmienne, il y a contradiction. 0 
Corollaire 2.2. Soit a E Z*, a jxt?, Vn E Z, Vn’ E Z, on a 
llhi, - ha+,,/ - Ih,f - h,+,z/l G 1. 
DCmonstration. Ce corollaire est la traduction geometrique de la proposition 
precedente. Pour a E N*, dans l’approximation de la droite, il existe, a n fix&, un 
mot x contenant a + 1 symboles 1 tel que la hauteur du premier 1 est h, et la hauteur 
du demier 1 est h,+,. Le mot x s’ecrit 
x = 1 oh -&+I 1 @+I -hn+z . . . 1 oh.+.- I -h.+, 1. 
De meme, il existe, a n’ fix&, un mot 
y= lohn~-h,~+, lohn~+,-b/+2 . . 1ohn~+,-,-hr++,1, 
Ona jxlt=a+l et lylt=a+l d’ohx,yEA,+t.Ona lxlo=Ih,-h,+,l et lylo=Ihnf- 
h,+,,l. Done 1x1 =a + 1 + Ih, - ha+nl et IyI =a + 1 + Ih,! - ha+,,l. Comme x,y E /la+1 
alors 11x1 - lyll, 1 < ce a 1 implique que J/h, - h,+, I - lh,/ - h,+,/ II < 1. Pour a negatif, le 
raisonnement est le meme en prenant a n fix&, un mot x contenant Ial + 1 symboles 
1 tel que la hauteur du premier 1 est hnfa et la hauteur du dernier 1 est h,. Le mot 
s’ecrit alors 
x= 1ohn+chn+,+l 1ohnt.whn+o+z . . . loh.-~-hnl. q 
Cette propriete de la representation gtometrique des mots de &(u), oi u est une 
suite sturmienne, est l’argument cl& que nous utiliserons lors de l’approximation du 
plan. 
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3. Approximation d’un plan 
On considere darts l’espace euclidien R3 muni d’un rep&e orthonorme (0, e<, el, e< ), 
le reseau cubique de R3 forme par les points a coordonnees entieres. Soient CI, B E R\Q, 
CI > 0, /3 > 0 tets que (I, a, fl) soient rationnellement independants, c’est-a-dire I+ mcr + 
~$3 =0 pour (1, m, n) E Z3 =$ (I, mt n) = (0, 0,O). Le but de la cons~~tion suivante est 
de dower une approximation du plan (note 9’) d’equation z = -CYT - fly + y par des 
faces unites dont les sommets appartiennent au reseau cubique. Les faces unites sont 
de trois types: 
L’approximation du plan B est don&e par la methode suivante. On calcule pour 
chaque n et m entiers la hauteur H,,, de la face de type Es d’abscisse n et d’ordonnee 
m. 
De meme que pour l’approximation de la droite, nous consid~rerons ~iquement a > 1, 
/3 > 1. Cette hypothese permet d’avoir des faces de type EJ isolees, au sens oh les faces 
de type E3 n’ont pas d’arete en commun, Y(n, m) E Z2 : Ii,,, > H,+I,,,, et ‘d(n, m) E Z2 : 




Fig. 2. Approximation d’un plan 
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On place, pour chaque n,m, sur le reseau cubique une face de type Es d’abscisse n, 
d’ordonnee m et de hauteur H,,, notee (n,m,H,,,). On relie, pour n fix& chaque face 
de type E3 (n,m,H,,,) A la face de type J-2 (n,m+ ~,H,,,+I) par IK,,+I -fL,,l faces 
de type E2, m E Z. On relie, pour m fix&, chaque face de type E3 (n, m, H,,,,) g la face 
Es (n + Lm,H,+t,,) par I&+1,, - H,,,I faces de type El, n E Z. L’objet geometrique 
ainsi obtenu est appele surface pZisst!e Sp. Cet objet a CtC &die en particulier par Ito 
et Kimura [13]. 
La surface plissee ,Sy est entibrement determinCe par la position des faces Es. En 
effet, si l’on connak la position des faces de type 3 sur le reseau, alors par construction 
on sait placer les faces de type 1 et 2. 
3.2. Proprit% fondamentale 
Nous considerons la surface plisste & et la hauteur des faces isolees de type Es 
donnee par H,,,. Si l’on considbre, a m entier fix&, l’intersection du plan ((O,m,O),ei, 
e<) avec le plan 9 et avec la surface plissee Sp, on retrouve l’approximation d’une 
droite d’equation z = --cot - rnfi + y par des segments dont les sommets appartien- 
nent a un rtseau cart%. Cette approximation dtfinit done une suite sturmienne sur 
l’alphabet {1,3} et, en particulier, le Corollaire 2.2 s’applique, soit a E Z*, a fix&, 
V(n, m) E Z2, Vn’ E Z on a 
IIH,,, - fL+n,mI - IHn,,m - fL+n/,mll61. 
De plus le langage de la suite sturmienne n’est fonction que de la pente (-a) de cette 
droite et non du point d’intersection (-mfl+y) de cette droite avec l’axe (m, e;). Done, 
quel que soit m, l’approximation de la droite z = -U - rnp + y definit des suites ayant 
le m6me langage. D’oh, soit a E Z*, a fix&, V(n,m) E .Z2,‘J(n’,m’) E 2’ on a 
IIK,, - ffu+n,ml - I&,,~ - Ha+n~,m/ II d 1. 
Si l’on considere, a n entier fix&, l’intersection du plan ((n,O,O),e:,e<) avec le 
plan Y et la surface plissee &, on retrouve l’approximation d’une droite d’equation 
z = -by - ncc + 7 par des segments dont les sommets appartiennent a un reseau carrt. 
Cette approximation definit done une suite sturmiemre sur l’alphabet {2,3}. En utilisant 
le m&me raisonnement: on a done, soit b E Z*, b fix& k’(n, m) E Z2,V(n’, m’) E 2’ on a 
II&, - Hn,b+mI - IH,,,,, - &,b+m’ II G 1. 
Plus generalement, on a la proposition suivante: 
Proposition 3.1 (lkquilibre geometrique). Soient la surface plisste Sq et la hauteur 
des faces isolkes de type E3 don&e par H,,,. Soit (a, b) E Z*‘, V(n, m) E Z’,V(n’, m’) E 
Z2 on a 
IlHn,, - Ha+n,b+mI - lfL~,m~ - Ha+n’,b+mt 116 1.
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DCmonstration. On calcule la hauteur H,,, des faces avec n=ka et m=kb, kEN, 
c’est-g-dire on considbre l’approximation dans le plan (0, a& + be;, e:) de la droite 9 
don&e par l’intersection du plan Y avec le plan (0, aey + be:, e<). La droite 9 a pour 
Cquation dans le rep&e (o, (aei + be:)/&???, e:): z = h(-aa - /?b)/dm + ‘J. 
La position des faces de type E3 est donnle par l’approximation de la droite 9 par un 
rCseau de mailles rectangulaires (de cot& 1 et de largeur v’m). Cette approximation 
de la droite 9 est dorm&e par une suite de billard rectangulaire (de cot& 1 et de largeur 
v”m). 11 faut vkrifier que la droite 9 a une pente irrationnelle. Par une translation, 
on fait passer la droite par l’origine et l’on suppose qu’elle coupe le rtseau au point 
(11 dm, 12) avec (II, 12) E Z2 \ (0,O). Alors 12 = l~x/m(-~a - fib)/dm, 
done era + /?b + 12/l, = 0; il y a contradiction avec le fait que (1, a,b) soient ra- 
tionnellement indkpendants. L’approximation de la droite 9 par le rkseau rectangu- 
laire dkfinit done une suite sturmienne. En particulier le Corollaire 2.2 s’applique: 
Vd E Z”,Yk,,kz E Z=, (IH k,a,klh - Hk,a+da,k,h+db/ - iffkJa,kJb - ffksz+da,kzb+dbII < 1. 
On peut refaire la m&me construction en Ccrivant l’tquation de la droite 9’ donnle 
par l’intersection du plan 9 et de ((m,n,O),aei + be:,ej), (m, n) E Z2. Cela donne 
dans le plan ((m, n,O),(aei + be:)/Jm,e?> une droite 9’ de pente (-era - fib)/ 
dm dont on fait l’approximation dans un rkseau de mailles rectangulaires (de cot& 
1 et de largeur dm). Toutes les suites de billard rectangulaire de mime pente 
dkfinissent le m2me langage. Done, d’aprks la premikre partie du raisonnement: soit 
(a,b) E Z*=, Y(n,m)E i2*, V(n’,m’)E Z2 on a llHn,, ~ H,+,,b+mI - IH,,!.,! - 
H a+n’,b+m’ll < 1. 0 
3.3. Projection de la surface p&s&e Sp sur un plan et orientation 
Soit x la projection selon la direction (1, 1,1) sur le plan Il : x + y + z = 0. En 
projetant par 71 l’approximation de plan Sp, on obtient un pavage du plan ll par trois 
types de losanges (la projection X(Ei) des trois faces Ei pour i= 1,2 et 3). Nous 
appelons z(&) le pavage du plan ZI provenant de la projection de l’approximation de 
plan S.9. 
Nous devons ensuite orienter le plan 17 et done le pavage. Soit l= n(ei + ei). (i est 
de direction parallble g la petite diagonale du losange n(E3)). Soit J= n(e;). L’origine 
sur le plan n est don&e par le point o’ = z(o). Nous orientons le pavage du plan 
n(S,q) par la base (o’,ij’> (Fig. 3). 
3.4. Construction de la suite double, associie 2 la surface plissie Sy, par codage du 
pavage du plan 
DCfinition 3.1. Les triangles dont les sommets forment le rkseau de triangles Cqui- 
lattraux sont appelks triangles unites. 
DCfinition 3.2. On appelle triangle unit6 pointant “vers le haut” les triangles unit& 
dont les sommets ont pour coordonntes (i, j),(i + l,.i) et (i,j + l), V(i, j) E Z2 dans le 
rep&e (o’, ZJ). 
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avecTk(e 1 +e2 ) et 
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Fig. 4. Exemple de fenitres de base 1 g 3. 
DCfinition 3.3. On appelle triangle unit& pointant “vers le bus” les triangles unites 
dont les sommets ont pour coordonnees (i,j), (i + 1,j) et (i + 1,j - 1 ), V(n, m) E Z2 
dans le rep&e (o’,cj). 
DCfinition 3.4. On appelle fen&tre triangulaire de base n, un triangle equilateral con- 
tenant n* triangles unites et dont la base est formte de n triangles unites “pointant 
vers le haut” (i.e. un triangle dont les sommets ont pour coordonnes (i,j),(i + n,j) et 
(i,j + n), V(i,j) E H2 dans le rep&e (o’,cj)) (voir la Fig. 4). 
DCfinition 3.5. On appelle fen&tre en forme de parallPIogramme de base m et hauteur 
n un parallelogramme dont les sommets ont pour coordonnes (i,j), (i + n,j), (i,j + m) 
et (i + n,j + m), V(i,j) E Z2 dans le rep&e (o’,ij’>. 
On peut faire la meme construction avec un parallelogramme dont les sommets ont 
pour coordonnes (i,j), (i + n,j), (i - n,j + m) et (i,j + m). 
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Coloriage n deux couleurs Codage selon la direction 
des losanges 
Fig. 5. Motif triangulaire de base 4 selon les deux reprksentations 
3.4.1. Codage 
Chaque losange, provenant de la projection d’une face rc(&), est constitue de deux 
triangles unites, l’un pointant “vers le haut”, l’autre pointant “vers le has”. On associe 
le codage selon le type (i) de la face Ei, en codant la valeur i sur le triangle unite 
pointant “vers le haut” (voir les Figs. 5 et 3). 
Pour une construction directe de la suite double U = ( U,,m)~n,m~E HZ associee au 
codage de la surface plissee, on verifie aisement que l’on peut utiliser la definition 
suivante: 
U= 1 
U~,ITI = 3 pour m =HO,O - Hi,j+n + i, et (n, i) E Z2, 
uih*=2 pourm=HO,O-Hi,j+,+i+l,..., HO,O-Hi,i+n+l +i 
et (n, i) E Z2, 
u4m = l pour m =HO,O - hTi,i+n+l + i $- 1,. . . ,Ho,o - Hi+l,i+,+l + i 
et (n, i) E Z2. 
3.5. Fonctions de complexit et thioremes 
Pour definir des fonctions de complexite et compter les differents arrangements de 
losanges (motifs gtneralisant la notion de mots pour une suite sur un indice) apparais- 
sant sur le pavage du plan, on compte le nombre de motifs A l’aide de fen&es. Nous 
Ctudions dans cet article des fen&es triangulaires et en forme de paralklogramme. 
On peut aussi travailler au niveau de la suite double et dkfinir le langage des motifs 
triangulaires et celui des motifs en forme de paralltlogramme. 
On note LA( U, n) l’ensemble des motifs triangulaires de base n, n entier strictement 
positif, construit a partir de la suite double U: 
. . 
pour (i,j) E Z2 
Ui-n+l,j Ui--n+l.j+l “. Ui--n-l-l,j+n--l I 
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On note L(U,n,m) l’ensemble des motifs en forme de paralklogramme de base m 
et de hauteur n construit A partir de la suite double U: 
ui,j ui,j+l 
1. . 
’ ” Cr,j+m-1 
ui-1,j ui-l,j+l ’ . . Ui-l,j+m-1 
L(U,n,m)= : : pour (i,j) E z2 
Ui-n+t,j Ui-n+l,j+l ” ’ Ui--n+l,jfm-l 
On note PA(~) le nombre de motifs distincts sur l’alphabet { 1,2,3} comptes a partir 
d’une fenetre triangulaire de base n. On a PA(n)=CardLA(U,n). 
On note I’(n,m) le nombre de motifs distincts sur l’alphabet { 1,2,3} comptes a 
partir d’une fenetre en forme de parallClogramme (de hauteur IZ et base m). On a 
P(n, m) = CardL( U, n, m). 
En utilisant ces fonctions de complexite, nous allons demontrer dans les sections 
suivantes les deux theoremes: 
ThCori!me 3.2. Soient le pavage du plan TC(&) et le codage SW l’alphabet { 1,2,3}. 
Alors: 
vn E N, PA(n) = 
n2 + 3n + 2 
2 . 
ThkorGme 3.3. Soient le pavage du plan TT(&) et le codage sur l’alphabet { 1,2,3}. 
Alors: 
V(n, m) E N2, P(n,m)=nm+n+m. 
3.6. Suite de complexit& 2n -I- 1 
On s’interesse maintenant a la projection de la surface plissee rc(Sp). On regarde 
les suites de direction parallble a la petite diagonale de 74E3) (direction du vecteur i). 
A partir de la suite U = (U,,m)(n,mj E 21) sur deux indices, associee a l’approximation 
du plan 8, on considbre la famille de suites (sur un indice) definie, a 10 E H fix&, par 
U(‘O) = (U,, m)mE~. Nous utiliserons la definition suivante: pour lo E B fix&, un mot x 
de longueur n appartenant a L,(U(‘O)) est biprolongeable $ droite (respectivement a 
gauche) s’il existe deux lettres distinctes a et b telles que les mots xa et xb (respec- 
tivement ax et bx) appartiennent a L,(U(‘O)). 
Proposition 3.4. Les suites lJ(‘O), avec 10 entier jix6, sont de complexit p(n) = 2n+ 1, 
Vn E N et d+zissent Ze m&me langage (Vk E N, V(lo, 11) E Z2: Lk(U(‘O)) =Lk(U(‘l))). 
Pour la demonstration de cette proposition, nous allons utiliser les trois lemmes 
suivants. 
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Lemme 3.5. La suite U(‘o), avec 10 entier fixe, a pour chaque longueur entiere n au 
plus deux mots de longueur n biprolongeables a droite. Comme p( 1) = 3 alors la 
suite est de complexite inferieure ou &gale a 2n + 1. 
Lemme 3.6. La suite U(‘O), avec 10 entier fix&, a pour chaque longueur entiere n au 
moins deux mots de longueur n biprolongeables a droite. Comme p( 1) = 3 alors la 
suite est de complexite superieure ou &gale a 2n + I. 
Lemme 3.7. Quel que soit n entier, les suites UC”) ont le meme langage. 
DCmonstration du Lemme 3.5. La suite (/(lo), a 10 fix& est formee de la concatenation 
de mots de la forme (32d2 Id’ ) oh d 1 prend deux valeurs r~ - 11 ou [M - 11 + 1 et d2 
prend deux valeurs [/I - 11 ou [B - 11 + 1. Ces valeurs d2 et d 1 proviennent respec- 
tivement de la distance entre deux 3 consecutifs de la suite sturmiemre sur l’alphabet 
{2,3} et de la distance entre deux 3 consecutifs de la suite sturmienne sur l’alphabet 
{1,3}. 







oh x + y exprime: a droite du symbole x on a le symbole y, oh x t y exprime: a 
gauche du symbole y on a le symbole x. La barre verticale exprime le “ou inclusif”. 
Ainsi x + y 1 z signifie: a droite du symbole x on a soit le symbole y, soit le symbole z. 
11 faut remarquer prealablement que la suite U(‘O), a Zc fixe, est formee de la con- 
catenation de mots de la forme (32d2 Id’). Supposons que le mot a facteur de la suite 
se biprolonge a droite par 1 et 3. Les mots al et a3 appartiennent au langage de la 
suite. Nous allons montrer que le mot al3 appartient au langage. Premier cas: a est 
compose uniquement de 1. Le mot al etant prolongeable, il est suivi de 1 ou de 3. 
S’il est suivi de 3 alors c’est fini, sinon le mot al 1 appartient au langage et il est 
prolongeable. Comme la suite est la concatenation de mots de la forme (32d2 Id’ ), le 
nombre de 1 consecutif est borne. Le mot al . . . 13 appartient au langage et done le 
mot al 3 appartient au langage. Deuxieme cas: a n’est pas compose que de 1; il s’ecrit 
a = y2z (avec z un mot compose que de 1). Comme al et a3 appartiennent au langage, 
les mots b2cl et b2c3 aussi. Nous savons de plus que la suite est la concatenation de 
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mots de la forme (32d2 Id1 ) et dl prend exactement deux valeurs consecutives. Le mot 
b2cl Ctant prolongeable, il est suivi de 1 ou de 3. S’il est suivi de 1 le mot b2cll 
apparak. I1 y a contradiction car d 1 ne prend que deux valeurs consecutives (ici dl 
prend la valeur Jc] et Icll I). D one le mot b2cl est suivi de 3. Le mot a 13 appartient au 
langage. Le meme genre de raisonnement permet de voir que si al et a2 sont facteurs 
de la suite, alors a21 aussi; si 2a et 3a sont facteurs de la suite, alors 32~ aussi; enfin, 
si la et 2a sont facteurs de la suite, alors 21~ aussi. 
Nous allons montrer dans ce premier lemme que pour lo fix& U([O) a pour chaque 
longueur entiere iz au plus deux mots de longueur n biprolongeables. 
D’apres les regles de prolongement, on ne peut avoir un mot triprolongeable. 
Raisonnons par l’absurde. Supposons qu’il existe trois mots U, a, w de longueur n, deux 
a deux differents, biprolongeables a droite. Soit no le plus petit des n tel que l’on ait 
trois mots distincts biprolongeables. D’aprbs les regles de prolongement, deux d’entre 
eux se biprolongent a droite de la meme facon. Supposons U, v biprolonges a droite 
de la mime facon. 
Cus (a): u et v se biprolongent a droite par 1 et 3; et w se biprolonge a droite 
par 2 et 3. Comme no est le plus petit des n tels que l’on ait trois mots distincts 
biprolongeables, le suffixe de longueur no - 1 de u et de v sont Cgaux (on note a ce 
suffixe). Les mots u et v s’ecrivent done u = yia et v = yza oh yi et y2 sont des lettres 
distinctes (les mots u et w ne peuvent avoir un suffixe en commun puisque u finit par 
1 et w par 2). D’oh a est un mot biprolongeable a gauche. 
Cus (a)(u): a se biprolonge a gauche par 2 et 3. D’o, supposons u =2a et v= 3a 
alors d’apres les remarques prealables, les mots v3 = 3~3 et 3~13 = 32a13 sont facteurs 
de la suite. De plus le nombre de 3 dans 3~3 et 32~13 est le mime. Les 3 representent 
des faces de type Es dans l’approximation du plan 9. 11 existe done (n’,m’) E Z2 
tels que Wd,d - ~d+ja3~~,d+~4,1 = la31 - I 31 c1 3 e i existe (n”,m”) E Z2 tels que: t ‘1 
IKP ,m” - H,~+la3l,,m~~+la3/j I = Pa131 - la313 ah: llf&,m~ -fk+~a3~j,m~+~a3~, I - Ifb,m~~ - 
H n~~+la313,m~~+la313 II = 2. 11 Y a d one contradiction avec la propriete fondamentale. 
Cus (u)(b): a se biprolonge a gauche par 1 et 2. Supposons u = la et v = 2a alors 
les v3 =2a3 et ~13 = la13 sont facteurs de la suite. D’oh v3 =2a3 et 2~13 =21a13 
sont des facteurs de la suite. Lorsque l’on a le mot 21 comme facteur de la suite 
U(‘O), cela implique qu’il existe j entier tel que UIo,j = 2 et U*o,j+l = 1. Comme la 
suite provient de la projection de la surface plissee, on a UIO+i,j = 3. Nous dirons 
qu’il y a un 3 sur la ligne du dessus entre le 2 et le 1. Les 3 representent des 
faces de type Es dans l’approximation du plan 9’. Done il existe (n’, m’) E Z2 tels 
que I&M - Kc+I~I~+L~~+I~I, l = lcll - la13 et il existe (n”,m”) E Z2 tels que (H,,t,,p - 
Hn”+la13+1 m”+lo13 I =Ilall - Ial3 ah llHn~,,~ - &+~~l~+~,~~+l~l,l - IKP,~~~ - 
H n~~+lal~+~:m~~+~alll/ =2. 11 y a done contradiction avec la prop&t& fondamentale. 
Cas (b): u et u se biprolongent a droite par 2 et 1. Comme no est le plus petit des 
n tels que l’on ait trois mots distincts biprolongeables: u = lia et v = lza oh II et 12 
sont des lettres. D’ou a est un mot biprolongeable a gauche. 
Cus (b)(a): a se biprolonge h gauche par 2 et 3. Supposons u = 2a et v= 3a alors 
il existe ul = 3~1 et 3~21 = 32a21. De plus le nombre de 3 dans 3~1 et 32a21 est le 
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meme. Lorsque l’on a 21, cela implique qu’il y a un 3 sur la ligne du dessus entre 
le 2 et le 1. Les 3 representent des faces de type E3 dans l’approximation du plan 
9’. Done il existe (n’,m’) E i/T2 tels que IH,,,,, - Hn,+iol,,ml+ia13+1/ = Ial - lal3 et il 
existe (n”,m”) E Z2 tels que (H,rt,,ff -H,,,+,a,z,mll+,a,~+, I = 12~21 - la/s alors IIH,,,,, - 
~~~~~~~/~~~~~~~~~~/,~// - KP+l~l,.m~~+l~l,+l II = 2. 11 y a done contradiction avec la 
Cas (b)(b): a se biprolonge a gauche par 1 et 2. Supposons U= la et v=2u (avec le 
choix v = la et u = 2a on a les m2me mots: lu2,2u2,lul, 2~1 j alors il existe vl = 2~1 
et 22421 = 2 1~21. D’o 01 = 2al et 2u21= 21~21 sont des facteurs de la suite. Lorsque 
l’on a 21, cela implique qu’il y a un 3 sur la ligne du dessus entre le 2 et le 1. Les 
trois representent des faces de type E3 dans l’approximation du plan 9’. Done ii existe 
(n’,m’) E z2 tels que I&N - Kf+lalz,mt+lalz I = jul - Ial3 et il existe (n”,m”) E Z2 tels 
que ~H,II,,I, -- H,~~+~.I,,~/~+I~I~ I = /la21 - Ial3 alors I lfk,,~ - Hn~+~al,,m~+la~, l - I&~,, ~ -
H nf~+lol, m,~+lo13 / I= 2. I1 y a done contradiction avec la propriete fondamentale. 
D’ou’@) est une suite dont la complexite est inferieure ou Cgale a 2n + 1. Kl 
DCmonstration du Lemme 3.6. Nous allons montrer qu’il y a egalite a lo fix& Raison- 
nons par l’absurde. Supposons qu’il existe un n tel que la complexite soit inferieure 
strictement a 2n + 1. Soit no le plus petit de ces n, alors p(no + 1 j - p(no) = 1. 
Cus (c): il existe n>i~e tel que ~(n + 1) - p(n) ==2. Soit nt le plus petit de ces ~1. 
Cus (c)(a): parmi les mots de longueur superieure a no et inferieure a nl, il en 
existe un seul pour chaque longueur biprolongeable h droite par 1 et 3. 
Supposons qu’il existe deux mots u et u de longueur ni biprolongeables a droite 
respectivement par 1 et 3, et par 2 et 1. Les mots u2 et u 1 apparaissent dans le langage. 
Or les suffixes de ces mots apparaissent dans le langage. 11 y a done contradiction avec 
le fait que pour les mots de longueur superieure a no et inferieure a ni, il en existe un 
seul biprolongeable a droite par 1 et 3. 
Supposons qu’il existe deux mots u et u de longueur IZI biprolongeables a droite par 
1 et 3. D’apres le cas (a)(a), il y a contradiction avec la propriete fondamentale. 
Cus (c)(b): parmi les mots de longueur suptrieure a no et inferieure a ni , il en 
existe un seul biprolongeable a droite par 2 et 1. 
En utilisant le raisomrement ci-dessus et en echangeant le role de 1,3 et 2,l; on 
arrive aux memes contradictions. 
Cus (d): quel que soit n >no, ~(n + 1) - p(n) = 1. 
Cas (d)(a): parmi les mots de longueur suptrieure a no, il en existe un seul pour 
chaque longueur biprolongeable a droite par 1 et 3. En particulier, il existe un mot u 
de longueur no - 2 biprolongeable a droite par 2 et 1, dormant exactement deux mots 
de la forme au2 et bul. 
Supposons a = 2, b = 3 cela donne deux mots 32~21 et 3241 deja ttudits dans le cas 
(b)(a). 11 y a contradiction avec la propriete fondamentale. 
Supposons a = 1, b = 2 cela donne deux mots 2 1~21 et 2~1 deja &dies dans le cas 
(b)(b). 11 y a contradiction avec la propriete fondamentale. 
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Supposons a = 3, b = 2 cela donne deux mots 3~21 et 32~1. Lorsque l’on a 21 cela 
implique qu’il y a un 3 sur la ligne du dessus entre le 2 et le 1. Les 3 representent des 
faces de type Es dans l’approximation du plan 9’. Done il existe (n’, m’) E E* tels que 
IHTz~,,, - ~n'+Ju*~,,m'+~**J~+1/= w - I I u 3 e i existe (n”, m”) E iZ* tels que: [H,,I,,,, - t 1 
H n"+~*u~~,m"+~2u(~+I I = Pul - b43. c omme la place des 3 est donnee par l’approximation 
d’une droite dans un reseau, cela implique que la quantite IH,,, - Hn+a,m+bl, avec a 
et b fix&, prend exactement deux valeurs. 11 y a done contradiction. 
Supposons a = 2, b = 1 cela donne deux mots 2242 1 et 21241. Lorsque l’on a 21, cela 
implique qu’il y a un 3 sur la ligne du dessus entre le 2 et le 1. Les 3 representent 
des faces de type Es dans l’approximation du plan P. Done il existe (n’,m’) E Z* tels 
que IHn~,m~ - K~+lul,,m~+lul, l = 1~2) - IuJs et il existe (n”,m”) E Z* tels que IH,p,,tt - 
H n”+lul3,d~+lul, I = 114 - 1743. c omme la place des 3 est donnee par l’approximation 
d’une droite dans un reseau, cela implique que la quantite IH,,, - H,,+a,m+bl, avec a 
et b fix&s, prend exactement deux valeurs. 11 y a done contradiction. 
Cas (d)(b): parmi les mots de longueur superieure a 110, il en existe un seul pour 
chaque longueur biprolongeable a droite par 2 et 1. En particulier, il existe un mot u 
de longueur izo - 2 biprolongeable a droite par 3 et 1, donnant des mots de la forme 
au3 et bul. 
Supposons a = 2, b = 3 cela donne deux mots 32~13 et 3243 deja Ctudies dans le cas 
(a)(a). 11 y a contradiction avec la propriete fondamentale. 
Supposons a = 1, b = 2 cela donne deux mots 2 12413 et 2~3 deja &dies dans le cas 
(a)(b). 11 y a contradiction avec la propriete fondamentale. 
Supposons a = 3, b = 2 cela donne deux mots 3~13 et 32~3. Les 3 representent des 
faces de type Es dans I’approximation du plan 9. Done il existe (n’,m’) E .Z2 tels que 
l&,rn, - Hn~+~3u~j,rn~+~3u~J = 1~11 - I I u 3 e 1 existe (n”,m”) E Z* tels que IH,tt,,p - t ‘1 
Hn"+lu31,,m"+lu31,I = 12~1 - 1~13. C omme la place des 3 est don&e par l’approximation 
d’une droite dans un reseau, cela implique que la quantite IHn,m - H,,+a,m+blr avec a 
et b fix&s, prend exactement deux valeurs. I1 y a done contradiction. 
Supposons a = 2, b = 1 cela donne deux mots 2~13 et 21~3. Lorsque l’on a 2 1 cela 
implique qu’il y a un 3 sur la ligne du dessus entre le 2 et le 1. Les 3 representent 
des faces de type Es dans l’approximation du plan 9. Done il existe (n’, m’) E Z* 
tels que IfLr,m~ - Hn’+lu~31~+l,m’+lu13~,l = lull - I I u 3 e i existe (n”, m”) E Z* tels que: t ‘1 
IKP ,m” - H,,,+I,~~I~+,,~“+I,~~I~~ = llul - Iz.43. Comme la place des 3 est donnee par 
l’approximation d’une droite dans un reseau, cela implique que la quantite IH,,, - 
H n+a,m+b > I avec a et b fix&s, prend exactement deux valeurs. I1 y a done contradic- 
tion. 0 
DCmonstration du Lemme 3.7. 11 reste a montrer que, quel que soit m E Z, les 
suites UC”‘) ont le meme langage. Raisonnons par l’absurde, supposons qu’il existe 
deux suites Ucrn), U@“) n’ayant pas le meme langage. Soit 120, le plus petit des n 
tel qu’il existe (m, m’) E Z2, Lno Ucm) ( ) # L”o( UC”‘)). Nous avons done L”o-‘( U@)) = 
L”“-‘(@m’)). 
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Cus (e): il existe deux mots u et v de longueur no - 1 se prolongeant a droite par 
1 et 3. OR a les proprietes uivantes: u et u appa~e~ent au langage des suites UC”) 
et Ucm’); ils different sur la premiere let&e. 
Supposons que u = 2w et v = 3w ou bien que u = 3w et v = 2w. Alors les quatre mots 
2wl,3wl, 2~3 et 3~3 apparaissent dans l’union des langages. D’apres le cas (a)(a), il 
y a contradiction. 
Supposons que u = 2w et u = 1 w ou bien u = I w et u = 2~. Alors les quatre mots 
2wl,lwl,2w3 et 1~3 apparaissent dans l’union des langages. D’apres le cas (a)(b), il 
y a contradiction. 
Cus (‘J: il existe deux mots u et v de longueur IZO - 1 se prolongeant a droite par 
2 et 1. On a les proprietes uivantes: u et v appartiennent au langage des suites UC”) 
et U(‘“‘); ils different sur la premiere let&e. 
Supposons que u = 2w et v = 3w ou bien que M = 3w et u = 2w. Alors les quatre mots 
2w2,3w2,2wl et 3wl apparaissent dans l’union des langages. D’aprbs le cas (b)(a), il 
y a contradiction. 
Supposons que u = 2w et u = lw ou bien que 1.4 = lw et v = 2w. Alors les quatre mots 
2w2,lw2,2wl et lwl apparaissent dans l’union des langages. D’apres le cas (b)(b), il 
y a con~adiction. 
On en deduit que les suites UC”) ont Ie meme langage. Cl 
4. Motifs ~an~laires et prolongemen~ 
DCfinition 4.1. Un motif triangulaire de base n, 
To,0 
T= i -. 
T-n.tl.0 . . . T-,+I,,,-I 
avec x,j appa~enant g l’alphabet de la suite double, est dit facteur de la suite double 
w s’il existe i, j entiers tels que r, f = Ui+k,j +I pour -n + 1 <k Q 0 et 0 < I < - k. 
DCfinition 4.2. Un motif triangulaire de base n, 
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avec T:,J appartenant a I’alphabet de la suite double, est dit prolongeable s’il existe un 
mot x = xix2 . .x,+1 de longueur n + 1 tel qu’il existe i, j entiers avec 
%a ui,j 
. . . . 
T- n+l,O ... T_ n+l,n-1 Ui-n+l,j . ’ Ui--n+l,j+n-1 
Xl . . . &I &I+1 CJ_n,j " ' Ui--n,j+n-I ui-n, ji-n 
Le motif triangulaire prolonge sera note T/x. 
DChition 4.3. Un motif triangulaire T est dit biprolongeable s’il existe deux mots 
x=x1x2” .x,+1 et Y = ~1~2.. ’ y,,+l de longueur n+ 1 tels que T/x et T/y sont facteurs 
de la suite double. 
De meme, on d&nit un motif k prolongeable s’il existe k mots distincts qui le 
prolongent. On parlera de motifs multiprolongeables pour des motifs k-prolongeables 
avec k>2. 
Considerons un motif triangulaire A de base n biprolongeable. S’il se prolonge par 
deux facteurs x et y de longueur n + 1 de la suite U@): x = ~320, y = u13v si IuI = i, 
0 <i =$n - 1. On dit que les deux mots d$?rent d’un cube en place i + 1. 
si x = 2u, y = 3v, les deux mots different d’un cube en place 0. 
si x = u3, y = ul, les deux mots different d’un cube en place n + 1. 
Definition 4.4. Un motif triangulaire de base n est dit biprolongeable n place i, 
0 d i d n + 1, s’il se prolonge par deux mots qui different d’un cube en place i. 
4.1. Motifs triangulaires multiprolongeables 
Les motifs triangulaires de ce paragraphe cornportent au moins un 3. 11s sont appeles 
motifs non dtgeneres. Les losanges codes par le symbole 3 ont un role important a 
cause du sens de prolongement des motifs triangulaires (on peut remarquer l’existence 
de deux autres sens de prolongement des motifs triangulaires, disons vers le haut a 
gauche et vers le haut a droite). 
Lemme 4.1. Un motif triangulaire A ne peut 6tre biprolongeable n place i et j, 
i # j simultan&ment, autrement dit le motif ne peut se prolonger par les quatre mots 
u32v32w, u32v13w, ~13~32~ et ~13~13~. 
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implique qu’il y a deux mots 32~ et 13~ de longueur 2 + /u/ facteurs de la suite 
qui se prolongent a droite par 1 et 3. Comme la suite Ucm) est de complexite 
1, avec exactement deux mots de longueur 2 + 101 biprolongeables a droite par 
1,3 et 2,1, il y a contradiction. De facon plus geometrique: les 3 representent des 
faces dont la hauteur est calculee sur la diagonale du rtseau Z2. 11 existe (no, mo) E Z2, 
tel que le motif triangulaire se prolongeant par u32u 13~ apparaisse dans la projection 
de l’approximation. 11 existe (nb, mb) E Z* tel que le motif triangulaire se prolongeant 
par ~13~32~ apparaisse dans la projection de l’approximation. La difference des hau- 
teurs: 
II%,,,, -- Hno+/2v13~,,m~+~2013~~~ - Wn;,m:, - Hn~+12r;131,,m~+l2ol31,\\ = Iv\ - 12u11 
est superieure a 1. On obtient done une contradiction avec la propriete fondamen- 
tale. 0 
I1 existe des motifs A biprolongeables en place i,.i non simultanement: c’est-a-dire 
parmi les quatre mots u32u32w, u32ul3w, ~13~32~ et 2413v13w, soit le mot ~13~32~ 
n’existe pas soit le mot ~32~13~ n’existe pas. Cela implique que le motif A est tipro- 
longeable. La contribution a la difference &(n + 1) -- PA(n) d’un tel motif est 2. 
Lemme 4.2. II existe des motifs A biprolongeables en place io,. . . , ij, non simul- 
tangment, le motif A est alors j + 2 prolongeable. La contribution ci la diflhence 
&(n + 1) -PA(n) de tels motifs est j + 1. 
Dbmonstration. Les places ik sont supposees etre rangees par ordre croissant. IX motif 
A se prolonge par des mots w de la forme: 
w = U&$%iM, (WI.. . viM,‘““uj+, 
oti les vi sont des facteurs Cventuellement vide de la suite U(“‘) et oti les A4p’ sont des 
mots de deux lettres de la forme 32 ou 13, symbolisant le biprolongement en place ik. 
Pour plus de clarte, on recode le mots 32 par V et le mot 13 par F. Nous utiliserons 
les conventions suivam 
si MC”‘) = V alors Mp’ = F, k 
si Mi”‘= F alors Mk (WI = pf . 
Comme le motif A est biprolongeable en place ik, nous recherchons ies mots u et u 
de la forme: 
CU) u = u(J4;%, M, . . . ukM;u) . . . I’j$u)uj+, 
pour tout k, 0 d k d j. 
D’apres le Lemme 4.1 on a les contraintes suivantes sur les k& : pour chaque k et 
k’, O<k<k’dj, 
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on a soit l’ensemble de contraintes Cl 
M’“’ = F M(O) = F 
k ’ k' 
et done A4:” = F, M,(f) = V n’existe pas; 
soit l’ensemble de contraintes C2 
et done Mf’ = V, M,$) = F n’existe pas. 
Raisonnons par I’absurde: supposons que I’on puisse, B partir du mot u1 effectuer 
les trois transformations suivantes: 
On a l’ensemble de contraintes Cl ou C, en place i et j done I$“‘) = V et I$“” = F 
ou bien MJul’ = F et M(U1) = V. En effet si M!“‘) =M@‘), alors les mots VF et FV 
apparaisseit et cela est l!mpossible. 
I I 
On a l’ensemble de contraintes Cl ou C2 en place j et k done M/“) = V,Mj”” = F 
et ML” ) = V ou bien En!“” = F M!“’ ) = V et MC”‘) = F Cela est impossible car M!“) - I ’ J k . 1 - 
ML”1 ). 
Nous venons de montrer que l’on ne peut effectuer plus de deux transformations A 
deux places diffkrentes pour un mot quelconque. 
D’aprks les contraintes Cl et C2, les mots Vj et Fj de longueur j apparaissent. 
Supposons que l’on effectue deux transformations en place i et j: 
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Si M!“’ )= V et $“” = V alors M,“” IF, M,(‘l) = V et @“I’ = V, Mj”” = F, il y a 
done cdntradiction. 
Si M!“’ ) = F et $“’ ) = F alors M,(“’ ) = V, M,(” ’ = F et M/u’ ) = F, $‘I ) = V, il y a 
done contradiction. 
Nous venons de montrer que l’on ne peut effectuer plus d’une transformation sur les 
mots Vj et FJ de longueur j. 
Ces deux proprietes permettent de trouver de facon algorithmique les mots tels que 
A soit biprolongeable en place io, . . , i,, nonsimultanement. 
On utilise un tableau TAB de j + 1 cases qui sert a stocker les transformations: 
TAB(i) = k signifie que le mot numero i a Cte transforme en place k pour donner le 
mot numero i + 1. On part du mot V j+’ d’ou Mi = V, vi, O<i<j. On choisit une place 
ko pour faire une transformation TAB(O) = ko. On a done le mot numero 1 de la forme 
Mi = V pour i different de TAB(O), et MTAB(O) = F. A l’etape e, on choisit k, different 
des TAB(i) pour i inferieur a e. On stocke la valeur k,, c’est-a-dire TAB(e) = k,. On 
transforme le mot numero e en un mot numero e + 1 de la forme M, = V pour 1 
different de TAB(i), pour i inferieur ou egal a e et A~TAB(~) = F, pour i inferieur ou 
egal a e. L’algorithme s’arrete lorsque l’on a transforme le mot numero j (c’est-a-dire 
lorsque le tableau TAB est rempli). 
Cet algorithme foumit j + 2 mots differents avec la contrainte Cl ou bien C’2 sur A4k 
et I&I pour chaque k et k’, O<k<k’<j. 
En effet le tableau TAB contient une permutation de l’ensemble (0 . . j}. On a la 
contrainte Ct entre Mk et I!!& avec k <k’ si TAB(k) = i, TAB(k’) = i’ et i > i’. On a la 
contrainte C2 entre Mk et Mk’ avec k < k’ si TAB(k) = i, TAB(k’) = i’ et i < i’. 
Si l’algorithme s’arrete avant que TAB ne soit rempli, toutes les contraintes sur les 
places ne sont pas satisfaites et done il existe des places o il n’y a pas de biprolonge- 
ment. 
Si l’on fait, aprbs que l’algorithme est termine, une nouvelle transformation sur un 
mot on introduit sur deux places differentes les contraintes CI et C2 simultanement. 
Done les mots FV et VF apparaissent, ce qui est impossible. 
D’ou le motif A est j + 2 prolongeable et done la contribution a la difference 
Pn(n + 1) -I&(n) d’un tel motif est j + 1. 0 
Lemme 4.3. Soit A un motif triangulaire de base n biprolongeable en place i et soit B 
un motif triangulaire de base n biprolongeable en place i, alors A et B sont identiqurs. 
Dkmonstration. Raisonnons par l’absurde. Supposons qu’il existe deux motifs distincts 
A et B ayant un biprolongement en place i. Premier cas, les motifs A et B different de 
la position d’au moins un symbole 3. Comme il y a un biprolongement en place i pour 
le motif A, alors il existe (no, mo) E Z2 et (a, b) E .Z2 tels que IH,o,mo - Hna+a,ma+bl = k 
et (nb,mh) E Z2 et (a, 6) E Z2 tels que IHn;,m;, - H,,;+a,m;+bl = k + 1. Comme il y a un 
biprolongement en place i pour le motif B, alors il existe (nl, ml ) E Z2 et (a, 6) E Z2 
t& que I&,.,, - &,+a,m,+b I = k’ et (n{,m{) E L2 et (a, 6) E Z2 tels que IH+,; - 
Hi,; +cr,m;+bl =k' + 1. c omme les motifs different alors k # k’. Si k = k’ + 1, alors la 
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quantitt IH,,, - H,+,,,+bI prend au moins les trois valeurs: k’, k’ + 1 et k’ + 2. Si 
k’ = k + 1, alors la quantite IH,,, - Hnfa,,,+bj prend au moins les trois valeurs: k, 
k + 1 et k + 2. 11 y a done contradiction avec la prop&C fondamentale. Deuxibme cas, 
les motifs A et B different uniquement sur la position des symboles 1 ou 2. Comme 
l’approximation du plan est entierement determinee par la position des symbole 3, cela 
implique que dans le voisinage des motifs, sur l’approximation du plan, la position 
d’au moins un symbole 3 differe. On est done ramene au cas precedent. 0 
4.2. Cas d&gtndrts 
Lorsque les motifs se multiprolongeant ont une base n superieure ou Cgale b r~ - 11 
+ [/? - 11 + 1, ils contiennent au moins un 3. Done ils se prolongent selon les cas 
ci-dessus. 
Les cas dtgeneres apparaissent lorsque les motifs qui se multiprolongent ne conti- 
ennent pas de 3. 
Dans ce paragraphe, nous nous occupons uniquement des motifs degeneres. 
11 faut dans un premier temps remarquer qu’un motif degenere de base n se prolonge 
par les mots appartenant a l’ensemble de mots suivant: ln+i, 1”-k32k pour k = 0. . . n, 
2”+‘. En effet si le facteur 2 1 apparak dans le prolongement cela implique que le motif 
contient au moins un 3. 
Supposons qu’il y ait des motifs non degtntres se prolongeant aux places ij,, . . ijk_, 
avec 0 <k <n + 1, alors la somme des contributions a la difference &(n + 1) - PA(n) 
est k. 
Les motifs degeneres se prolongent en places ijk . . . ii.+, (les places sont rangtes par 
ordre croissant). 
S’il n’y a qu’un motif degenere et que les places sont contigues (ii, + 1 = ij,,, ), alors 
il y a n + 2 - k places, d’oh n + 2 - k + 1 prolongements et done une contribution de 
n+2-k. 
S’il y a plusieurs motifs degentres et que pour chaque motif, les places sont con- 
tigues, la contribution a la difference &(n + 1) -PA(n) est la somme des contributions, 
c’est-a-dire n + 2 - k. 
11 y a un probleme lorsque pour un motif degentrt, les places ne sont pas contigues. 
Nous allons montrer que ce cas n’existe pas. Les motifs dCgCnCrCs ont composes 
uniquement de lignes de 1 ou de 2. En effet, si la ligne commence par une plage de 2 
suivie d’un 1 alors un 3 apparait sur la ligne du dessus, ce qui est impossible. Si une 
ligne commence par une plage de 1, les 1 sont suivis par 1 ou 3. Done, pour que le 
motif soit dtgentrt, il faut que la ligne ne soit composee que de 1. 
11 faut remarquer (par le Lemme 4.3) que deux motifs de base n se prolongeant a 
des places contigues ont au moins un sous motif de base n - 1 identique. De meme si 
deux motifs se prolongent a des places distantes de k, ils ont au moins un sous motif 
de base n - k identique. 
Pour que le m8me motif de base n se prolonge a des places non contigues i et i+ k, 
il faut que le motif se prolongeant en place i + 1 contienne au moins un 3. Supposons 
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que ce 3 apparaisse sur l’element le plus haut du motif. Pour retrouver le meme motif 
degenere, il faut que le 3 soit suivi d’une plage de 2 puis dune plage de 1 et que la 
ligne du dessous soit composee d’une plage de 2 et soit suivi d’une plage de 1 puis de 
3 puis d’une plage de 2. La distance minimale entre l’tlement le plus haut des motifs 
degtneres (se prolongeant en place i et i + k) lorsque les sous motifs identiques sont 
juxtaposes est max( [a - 11, rfl- 11) + 1. 11 y a done multiprolongement pour le motif 
degenere si la base est suptrieure a max( [M - 11, [p - 11) + 1. D’ou la somme des 
bases (lorsque les sous motifs identiques sont juxtaposes) est au moins superieure a 
2xmax([cc-ll,[/?-11)+2.Orunelignedelongueur [cr-ll+[b-11+1 contient 
au moins un 3 et done le motif n’est pas degenert. 11 y a done contradiction avec le 
fait que l’on soit parti d’un motif degenere. Si le 3 n’apparait pas sur l’tlement le plus 
haut du motif se biprolongeant en place i + 1, le raisonnement est le meme mais la 
distance entre l’element le plus haut des motifs degenere est au moins augmentee de 
la distance de la ligne au sommet. 
4.3. Dtmonstration des Th&orPmes 3.2 et 3.3 
ThCor&me 3.2. Soient le pavage du plan z(S,/p) et le codage sur l’alphabet { 1,2,3}. 
Alors: 
n2 + 3n + 2 
V’nEN, h(n)= 2 
DCmonstration. Comme Pn( 1) = 3, il suffit de montrer que 
VnEN, Pn(n+l)=Pn(n)+n+2. 
Lorsque n > [X - 11 + r/3 - 11: 
Premier cas: les motifs qui se biprolongent sont tous differents. Alors d’apres le 
lemme 4.3, il y a n + 2 motifs qui se biprolongent. Done Pn(n + 1) = PA(n) + n + 2. 
Deuxigme cas: k <n + 2 motifs se biprolongent et les motifs se multiprolongent en 
n + 2 - k places. Alors, d’apres le Lemme 4.3 les motifs qui se biprolongent ont une 
contribution de k et d’apres le Lemme 4.2 les motifs qui se multiprolongent ont une 
contribution de n + 2 - k, d’ou Pn(n + 1) = PA(n) + n + 2. 
Lorsque nd [LX - 11 + [p - 11: 
Les motifs dtgentres se multiprolongent en n + 2 - k places, leur contribution est 
n + 2 - k. Les motifs non degeneres se multiprolongent en k places, leur contribution 
est k. 
D’ou Pn(n + 1) =PA(n) + n + 2. 0 
ThCor&me 3.3. Soient le pavage du plan z(S,?p) et le codage sur l’alphabet { 1,2,3}. 
Alors: 
V(n,m)EN*, P(n,m)=nm+n+m. 
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Comme nous travaillons, maintenant, sur des motifs en forme de parallelogramme, 
il faut adapter les definitions du paragraphe 4. 
Dkfinition 4.5. Un motif en forme de parallelogramme de base m et de hauteur n, 
Ro,o ... Ro,,-1 
R- n+l,O ... R- n+l,m-1 
avec Ri,j appartenant a l’alphabet de la suite double, est dit facteur de la suite double 
U s’il existe i, j entiers tels que &, j = ui+k,j+[ pour -n + 1 d k < 0 et 0 < 16 m - 1. 
DCfinition 4.6. Un motif en forme de parallelogramme, 
Ro,o ... Ro,,-1 
R=; 
R_ n+l,O ... R- n+l,m-I 
avec Ri,j appartenant a l’alphabet de la suite double, est dit prolongeable s’il existe 
un mot x=xtx2’. .x, de longueur m tel qu’il existe i, j entiers avec 
Ro,o .‘. Ro,,- I Ui,j . . . Ui,j+m-I 
R- n+l,O ‘.’ R_ flfl,?+l Ui-n+l,j ’ ’ ’ Ui--n+l,j+m-1 
Xl . . . &I Ui_n,,j ’ . ’ Ui--n,j+m--l 
Le motif en forme de parallelogramme prolong& sera note R/x. 
DCfinition 4.7. Un motif en forme de parallClogramme R est dit biprolongeable s’il 
existe deux mots x =x1x2 . . .x,,, et y = yr y2 . . . y, de longueur m tels que T/x et T/y 
sont facteurs de la suite double. 
Considerons un motif en forme de parallelogramme R de base m et de hauteur n 
biprolongeable. S’il se prolonge par deux facteurs x et y de longueur m de la suite 
Uck): x=u32v,y=u13u si IuI =i, 0 <i < n - 2. On dit que les deux mots different 
d’un cube en place i + 1. 
si x=211, y= 3v, les deux mots different d’un cube en place 0. 
si x = ~3, y = ul, les deux mots different d’un cube en place m. 
DCfinition 4.8. Un motif en forme de parallelogramme de base m et de hauteur II est 
dit biprolongeable n place i, 0 < i <m, s’il se prolonge par deux mots qui different 
d’un cube en place i. 
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DCmonstration du ThCorCme 3.3. d’apres le paragraphe 2.6, P( 1, m) = 2m + 1, ‘v’m, il 
suffit de montrer que 
V(?r,rn)E N2, P(n + l,m)=P(n,m) fm + 1. 
Le raisonnement sur les motifs triangulaires et leurs prolongements n’est fonction que 
de la base m du motif triangulaire. On peut done refaire le meme raisonnement avec 
des motifs en forme de parallelogramme de hauteur IZ et de base m, en utilisant les 
definitions ci-dessus. Comme les biprolongements s’effectuent en place i, 0 < i d m, la 
contribution des motifs de base m est m + 1 (indtpendamment de la hauteur n du 
motif). D’oh b’(n,m)EN2, P(n+l,m)=P(n,m)+m+ 1. 0 
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