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Hazards related to in-cloud icing on aircraft and ground structures are important 
considerations for structural design, risk mitigation and operations.  A variety of robust 
ice accretion algorithms exist for application dependent purposes; however, these 
algorithms are often dependent on reliable meteorological input data to be of use.  This 
study investigates the potential for predicting meteorological parameters relevant to in-
cloud icing episodes at ground level using the Weather Research and Forecasting (WRF) 
model.  Model performance with regards to explicit simulation of super-cooled cloud 
liquid water content, cloud droplet diameter, temperature, and wind speed is evaluated 
against measurements collected at the summit of Mount Washington.  Simulation 
sensitivity to horizontal grid resolution, cloud microphysics parameterization, and terrain 
height representation are also discussed.  Results from the case studies analyzed provide 
guidance for model configuration for icing purposes and justification for further scientific 
investigation.
	  	  
	  
iii	  
Contents 
Contents ......................................................................................................................................... iii 
List of Figures ................................................................................................................................. v 
List of Tables ................................................................................................................................. vi 
Chapter 1: Introduction ................................................................................................................ 1 
1.1 Icing Types ............................................................................................................................ 1 
1.2 Ice Accretion Rate ................................................................................................................. 4 
1.3 Numerical Weather Prediction .............................................................................................. 7 
1.3.1 Parameterization ............................................................................................................. 8 
1.3.2 Microphysics Schemes ................................................................................................... 8 
1.4 Related Work ....................................................................................................................... 10 
1.5 Objectives ............................................................................................................................ 12 
Chapter 2: Methodology .............................................................................................................. 14 
2.1 Study Site and Observations ................................................................................................ 14 
2.2 Model Description ............................................................................................................... 16 
2.3 Sensitivity Tests ................................................................................................................... 18 
2.3.1 Terrain .......................................................................................................................... 18 
2.3.1 Microphysics ................................................................................................................ 20 
2.4 Model Assessment ............................................................................................................... 23 
Chapter 3: Results and Discussion ............................................................................................. 25 
3.1 Case 1: March 10-13, 2011 .................................................................................................. 25 
3.1.1 Temperature ................................................................................................................. 26 
3.1.2 Wind Speed .................................................................................................................. 26 
	  	  
	  
iv	  
 
3.1.3 Cloud LWC .................................................................................................................. 27 
3.1.4 Droplet MVD ............................................................................................................... 33 
3.1.5 Qualitative Discussion .................................................................................................. 35 
        3.1.5.1 Milbrandt-Yau Number Concentration ............................................................. 35 
        3.1.5.2 Hydrometeor Mixing Ratios .............................................................................. 36 
3.1.6 Case 1 Summary ........................................................................................................... 42 
3.2 Case 2: April 1-3, 2013 ........................................................................................................ 42 
3.2.1 Temperature ................................................................................................................. 43 
3.2.2 Wind Speed .................................................................................................................. 43 
3.2.3 Cloud LWC .................................................................................................................. 45 
3.2.4 Droplet MVD ............................................................................................................... 49 
3.2.5 Qualitative Discussion .................................................................................................. 51 
        3.2.5.1 Milbrandt-Yau Number Concentration ............................................................. 51 
        3.2.5.2 Hydrometeor Mixing Ratios .............................................................................. 52 
3.2.6 Case 2 Summary ........................................................................................................... 54 
Chapter 4: Concluding Remarks ................................................................................................ 56 
4.1 Conclusions ......................................................................................................................... 56 
4.2 Recommendations for Future Work .................................................................................... 57 
References ..................................................................................................................................... 60 
  
	  	  
	  
v	  
List of Figures 
 
Figure 1.1. Dry growth icing. ........................................................................................................... 2 
Figure 1.2. Rime and glaze ice accretions.. ..................................................................................... 3 
Figure 1.3. Wet growth icing. .......................................................................................................... 3 
Figure 1.4. Comparative radii and terminal fall velocities of atmospheric water droplets. ............. 4 
Figure 1.5. Air streamlines and droplet trajectories around a cylindrical object. ............................ 5 
Figure 2.1. Six-cylinder rotating multicylinder used to diagnose cloud properties at Mount 
Washington. ........................................................................................................................... 15 
Figure 2.2. Model domains. ........................................................................................................... 16 
Figure 3.1. Case 1 comparison of observed and simulated temperatures. ..................................... 29 
Figure 3.2. Case 1 comparison of observed and simulated wind speeds. ...................................... 30 
Figure 3.3. Case 1 comparison of observed and simulated cloud liquid water content. ................ 31 
Figure 3.4. Case 1 simulated versus observed cloud liquid water content. ................................... 32 
Figure 3.5. Case 1 comparison of observed and simulated droplet median volume diameter. ...... 34 
Figure 3.6. Case 1 simulated cloud number concentrations. ......................................................... 36 
Figure 3.7. Case 1 simulated hydrometeor mass mixing ratios. .................................................... 38 
Figure 3.8. Case 1 comparison of simulated mixing ratios to hourly present weather records. .... 41 
Figure 3.9. Case 2 comparison of observed and simulated temperatures. ..................................... 46 
Figure 3.10. Case 2 comparison of observed and simulated wind speeds. .................................... 47 
Figure 3.11. Case 2 comparison of observed and simulated cloud liquid water content. .............. 48 
Figure 3.12. Case 2 comparison of observed and simulated droplet median volume diameter. .... 50 
Figure 3.13. Case 2 simulated cloud number concentrations. ....................................................... 52 
Figure 3.14. Case 2 simulated hydrometeor mass mixing ratios. .................................................. 53 	  
	  	  
	  
vi	  
List of Tables 
 
Table 2.1. Physics parameterizations used for model configuration. ............................................ 17 
Table 2.2. Mt. Washington elevation and associated error by domain. ......................................... 19 
Table 2.3. Microphysics test configurations. ................................................................................. 23 
Table 3.1. Case 1 simulated temperature error. ............................................................................. 26 
Table 3.2. Case 1 simulated wind speed error. .............................................................................. 27 
Table 3.3. Case 1 simulated cloud liquid water content error. ....................................................... 28 
Table 3.4. Case 1 simulated cloud droplet median volume diameter error. .................................. 34 
Table 3.5. Case 1 max, min, and mean cloud number concentrations simulated using the 
Milbrandt-Yau double-moment microphysics scheme. ........................................................ 36 
Table 3.6. Case 2 simulated temperature error. ............................................................................. 43 
Table 3.7. Case 2 simulated wind speed error. .............................................................................. 44 
Table 3.8. Case 2 simulated cloud liquid water content error. ....................................................... 45 
Table 3.9. Case 2 simulated cloud droplet median volume diameter error. .................................. 51 
Table 3.10. Case 2 max, min, and mean cloud number concentrations simulated using the 
Milbrandt-Yau double-moment microphysics scheme. ........................................................ 52 	  
	  	  
	  
1	  
Chapter 1: Introduction 
 
Atmospheric icing can pose a significant hazard to aviation, power production, 
transmission lines, communication networks, and general safety (e.g., Dalili et al., 2009; 
Makkonen, 2000; Gent et al., 2000; Sakamoto, 2000).  It occurs primarily on exposed 
surfaces in cold regions and high altitudes and can cause extensive economic and 
operational issues.  For example, heavy icing on overhead lines may lead to breakage and 
major service outages.  Ice accretion on wind turbine blades can also cause considerable 
impacts.  Additional drag from icing reduces power production and increases wear and 
tear on moving components and gears, effectively shortening the lifespan of the structure.  
In-flight ice loading on aircraft, in particular, is a dangerous threat due to potential losses 
in lift, airspeed, and in extreme cases control.  Thus, the ability to quantify ice accretion 
for mitigation and risk assessment is highly desirable.   
1.1 Icing Types 
Icing can be defined as any ice accumulation or snow accretion on the surface of 
an object exposed to the atmosphere (ISO, 2000).  The source of the icing material may 
be from cloud droplets, raindrops, wet snow, or water vapor.  In general, icing that causes 
significant aerodynamic effects or loading problems occurs when super-cooled liquid 
water droplets collide with subfreezing structures (Makkonen & Ahti, 1995).  Snow 
grains themselves do not present a substantial icing threat as frozen crystals normally 
bounce off objects upon impact or have such low adhesion that they quickly shed 
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(Working Group B2.29, 2010).  If, however, the snow is mixed with melt water or cloud 
droplets, accretion is possible.  
As described by Makkenon (2000), the physical properties and the appearance of 
the accreted ice will vary depending on the ambient conditions during growth and the 
heat transfer behavior of the icing surface.  If the heat transfer from the accreting surface 
is able to remove all of the latent heat of the impacting droplets, the process is referred to 
as “dry growth” (Fig. 1.1).  Under the dry growth regime, the droplets freeze upon 
contact keeping their nearly spherical shape.  This traps pockets of air in the ice and 
forms rough, opaque accretions known as rime that protrude forward into the airstream 
(Fig. 1.2a).  If the heat transfer from the icing surface is unable to remove all of the latent 
heat from the impinging droplets, the droplets will deform and flow along the icing 
surface before freezing in a process known as “wet growth” (Fig. 1.3).  The longer the 
latent heat removal takes, the more likely air bubbles will be able to escape, creating 
smooth and translucent ice commonly referred to as glaze (Fig. 1.2b). 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.1. Growth of rime ice (dry growth; obtained from Makkenon, 2000). 
 
 
 
	  	  
	  
3	  
 
Figure 1.2. Ice accretions; (a) rime ice on a tower ledge and (b) glaze ice on twigs (photos 
by Sandra Jones).   	  
 
 
 
 
 
 
 
 
 
 
 
Figure 1.3. Growth of glaze ice (wet growth; obtained from Makkenon, 2000). 
 
 
 
 
The larger the droplet mass, the more heat must be released to achieve a phase 
change from liquid to solid; thus, small droplets are more likely to freeze on contact with 
an icing surface than larger drops under similar ambient conditions.   As illustrated by 
Figure 1.4, raindrops are generally much larger in size than cloud droplets.  
Consequently, rime is the characteristic type of icing produced on objects in super-cooled 
clouds or fog, and glaze is generally the result of freezing rain or freezing drizzle.  In 
essence, the drop-size distribution of atmospheric water is continuous.  The separation 
(a) (b) 
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between cloud droplets and raindrops is the size where droplets are large enough to 
achieve terminal fall speeds greater than most cloud updrafts (McDonald, 1958).  As 
such, large cloud droplets close to the fall speed partition point are also capable of 
producing glaze.    	  	  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.4. Comparative radii (r) and terminal fall velocities (v) of atmospheric water 
droplets (adapted from McDonald, 1958). 	  
1.2 Ice Accretion Rate 
Makkonen (2000) describes a commonly used algorithm for ice accretion rate.  
For both liquid and solid icing particles, 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  !"!" = 𝛼!𝛼!𝛼!𝑊𝑉𝐴,                                               (1.1) 	  
where 𝑑𝑚/𝑑𝑡 is the icing mass accretion rate, 𝐴 is the cross-sectional area of the icing 
object relative to the flow of the icing particles, 𝑊 is the icing particle material mass 
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concentration, and 𝑉 is the velocity vector.  The correction factors α1, α2, and α3, in (1.1) 
represent physical processes that may reduce the accretion rate from its maximum 
potential.  These values range between zero and one and denote the collision efficiency, 
sticking efficiency, and accretion efficiency of the icing particles, respectively. 
Under a wet growth regime, wind drag and gravitational forces may cause water 
to drip from the icing object before the liquid layer freezes.  The accretion efficiency 
factor adjusts the icing rate for water lost to runoff.  Sticking efficiency accounts for 
particles that bounce off the icing object upon collision.  In general, α2 ≈ 1 unless the 
particles contain frozen crystals.  For dry snow or ice, α2 = 0 as long as the surface of the 
icing object is dry.  The collision efficiency factor accounts for the possibility that not all 
particles moving in the direction of the object will actually hit it due to drag forces.    
Figure 1.5 further illustrates the concept of collision efficiency.  When a droplet 
moves with the airstream towards an object, its trajectory is determined by aerodynamic 
drag and inertia.  Small cloud droplets tend to follow wind streamlines around objects in 
their path, while the greater inertia of large drops increases the chance of collision.  The 
smaller the amount of drag created by the object, the higher the likelihood a small drop 
will hit it. 
 	  
 
 
 	  
 
Figure 1.5. Air streamlines and droplet trajectories around a cylindrical object (obtained 
from Makkonen, 2000). 
	  	  
	  
6	  
If the velocity and size of the drop and the shape of the object are known, 𝛼! in 
(1.1) can be calculated. Research by Finstad et al. (1988) has shown that the collision 
efficiency computed using the droplet diameter that splits the cloud droplet size 
distribution in half with respect to mass, more commonly referred to as the median 
volume diameter (MVD), serves as a good representation of values achieved by breaking 
down the size distribution into individual bins and integrating. In most cases, 𝛼! ≈ 1 can 
be assumed for snow or rain.	  	  
Although (1.1) is widely used, it can only predict ice accretion.  Ice mass removal 
through melting, sublimation and shedding must be accounted for by other means to get 
an accurate depiction of ice accumulation over time.  Furthermore, calculation of 
individual components of (1.1) can be quite difficult.  For example, the object dimensions 
change as ice accrues and may become increasingly more complex if icicles or rime 
extensions develop.  Determination of the icing efficiency correction factors may also be 
problematic if the object is in motion (e.g. moving propellers, spinning turbine blades or 
cable torsion) or has been treated with chemical de-icing fluids.  As such, a variety of 
highly sophisticated, application dependent ice accretion algorithms have been developed 
and rigorously tested (e.g., Makkonen et al., 2001; Wagner et al. 2009; Bidwell & 
Potapczuk, 1993).   
A common linkage amongst all available ice accumulation algorithms is their 
dependency on reliable meteorological input data to be of any use.  According to 
Nygaard et al. (2011), the greatest source of uncertainty in the meteorological data used 
to force icing models is related to the super-cooled liquid water content and size 
distribution of cloud droplets.  Liquid water content and droplet size distribution, 
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however, are not routinely measured fields primarily because cost effective, automated 
means to collect the data do not currently exist.  Moreover, collecting wind speed data in 
areas that ice is challenging under icing conditions because ice accretion on the sensor 
itself can restrict the ability of the sensor to take measurements.  The issues encountered 
when collecting the required forcing data make numerical weather prediction (NWP) 
models an attractive alternative for driving ice accretion models. 
1.3 Numerical Weather Prediction 
Numerical weather models use equations of fluid dynamics and thermodynamics 
to simulate atmospheric conditions forward in time.  Most of the equations that govern 
fluid flow, however, are non-linear in nature and cannot be solved analytically (Durran, 
1999).  As such, the continuous partial differentials are converted into sets of finite, 
algebraic equations that can be solved by a computer.  A variety of models with different 
strategies for representing the original continuous equations are available for use, each 
with assumptions that are appropriate for the scales and applications for which they were 
originally designed. 
Most NWP models at some point in their computation use a three-dimensional set 
of grid points to represent locations in the atmosphere (Stensrud, 2007).  As the number 
of discrete grid points increase, atmospheric structures are resolved with increasing 
accuracy.  Inflating grid resolution, however, increases the amount of processing time, 
memory, and disk storage space required to step the numerical model forward.  Thus, 
model resolution settings are often driven by computational resource availability. 
	  	  
	  
8	  
 
1.3.1 Parameterization 	  
Some physical processes may occur on scales too small to be explicitly resolved 
by the core model equations at the selected grid spacing or temporal resolution.  For 
example, a grid with horizontal spacing greater than four kilometers may not be able to 
simulate convective cloud development.  Furthermore, processes that occur on the 
molecular scale like radiation transfer and cloud droplet formation cannot be resolved at 
all.  In these instances, NWP models use simplified and idealized representations called 
parameterizations to account for overly complex or sub-grid phenomena. 
By necessity, parameterization schemes prescribe values or relate processes to 
other variables in order to retain the essential aspects of the process they are designed to 
represent.  The definition of “essential” though may be relative to the model application.  
Some models may even include parameterizations for processes that could be resolved by 
the model simply to free up computational resources for other purposes.         
A problem with parameterization is that simplifications appropriate for one 
application may not be viable for another.  For example, suitable assumptions for 
relatively coarse resolutions may break down at finer scales.  As such, NWP models are 
often designed to be configurable with different parameterization options in an attempt to 
increase their usefulness under different weather scenarios or to allow the user to dedicate 
higher or lower allotments of computational resources to specific aspects of the model. 
1.3.2 Microphysics Schemes 	  
Microphysics schemes are the parameterizations responsible for the distribution 
of atmospheric water mass into different hydrometeor classes at each grid point.  These 
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classes include water vapor, cloud liquid water and various types of precipitation 
depending on the scheme.  The more hydrometeors handled by the parameterization, the 
more variables the model will track and the more computational resources the scheme 
will require.  Simulated weather system development, precipitation type, latent heating 
profiles, cloud distributions and precipitation rates are all affected by microphysics 
scheme choice. 
In addition to hydrometeor type, microphysics schemes also provide NWP models 
with information about particle size distribution (PSD) using either a bin or bulk method.  
In the bin approach, particles are divided into a predetermined number of groups called 
“bins” based on their size or mass.  The bins are then evolved with a system of physically 
based, kinetic equations.  Bulk schemes, conversely, use a prescribed curve shape and a 
series of prognostic equations to characterize PSDs as simulations progress.  Generally, 
the distribution curve is given in terms of a number concentration, 𝑁 𝐷 , where 𝑁 is the 
number of particles per unit volume, and 𝐷 is the particle diameter.  Although bin 
schemes allow NWP models to create complex, multimodal size distribution curves, they 
also require excessive amounts of computational resources; hence, bulk schemes tend to 
be preferred (Stensrud, 2007; Morrison et al., 2009).   
Bulk microphysics schemes are usually described by how many statistical 
properties called “moments” they solve for each hydrometeor size distribution.  By 
definition, the nth cumulative moment, Mn, of a PSD is given by 
𝑀! = 𝐷!𝑁 𝐷 𝑑𝐷.                                                                                                                    (1.2)!!  
Moments provide information about curve location, spread, symmetry and peakedness, 
and can be used to calculate parameters of interest.  For example, the 0th moment, M0, is 
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simply the particle number concentration, the ratio of the first moment, M1, to M0 
provides the overall mean particle diameter, and the 3rd moment, M3, is the particle mass 
mixing ratio.  Thus, moments allow the scheme to relate other predicted hydrometeor 
characteristics to the overall shape of the PSD curve. 
Typically, total particle mass content is calculated by the microphysics scheme 
and used along with assumptions about bulk density and particle shape to adjust 𝑁 𝐷  
over time.  Some schemes also explicitly solve for particle number concentration, which 
allows an additional degree of freedom for predicting changes to 𝑁 𝐷 .  If the scheme 
solves for the mass mixing ratio of a certain hydrometeor but prescribes number 
concentration, the scheme is said to be a “single-moment” scheme with respect to that 
hydrometeor class.  Likewise, schemes that calculate both mass mixing ratio and number 
concentration are described as “double-moment.”  There are even triple-moment schemes 
that modify PSD dispersion through a relationship between radar reflectivity and the 6th 
moment (e.g., Milbrandt and Yau, 2005b; Clark, 1974), but they are typically not used 
outside of a few research models.  Explicitly predicting multiple moments is useful for 
getting accurate fall speeds, cloud structure and precipitation accumulation; however, it 
requires additional processing.  Accordingly, fundamental differences between 
commonly used bulk microphysics schemes (e.g., Thompson et al., 2004; Hong and Lim, 
2006; Hong and Pan, 1996; Milbrandt and Yao, 2005a; etc.) are primarily based on the 
number of hydrometeor classes and moments calculated.   
1.4 Related Work 	  
The Weather Research and Forecasting (WRF) model is a mesoscale non-
hydrostatic NWP modeling system used by multiple agencies (e.g., National Centers for 
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Environmental Prediction (NCEP), Air Force Weather Agency (AFWA), Federal 
Aviation Administration (FAA), etc.) and research centers worldwide (Skamarock, et al., 
2008).  As discussed by Yang et al. (2012), a number of studies have attempted to 
simulate icing conditions using high-resolution configurations of the WRF model.  
Authors generally concluded that WRF could be used to force icing models when run at 
horizontal resolutions on the order of 1 km or less, often with additional tuning measures 
or adjustments to the model terrain features.  Recommendations for WRF configuration, 
however, were inconsistent for similar environments or were overly tuned to the location 
where the study was conducted.  Moreover, the ice loading datasets used for model 
validation were almost always based on ice loading accumulated over multiple days.  
This approach assumes that weather conditions had little to no variation during the icing 
object exposure period or that the observed ice did not grow with an irregular shape or 
surface roughness.  As such, differences between simulated fields and derived values may 
not always be attributable to model errors. 
 Nygaard et al. (2011) used cloud property measurements diagnosed from ice 
collected at 60-minute exposure intervals in northern Finland to assess WRF simulated 
cloud liquid water and droplet size.  They found that increasing horizontal resolution 
from 3 km to 1 km or finer led to significantly improved simulations of cloud liquid 
water content due to better-resolved terrain features.  Simulated droplet sizes, however, 
were too large.  To solve this issue, Nygaard et al. increased the fixed cloud number 
concentration in the microphysics parameterization scheme.  In doing so, they were able 
to produce MVD values with zero bias, though they did not test the tuned cloud scheme 
against an independent set of observations.  The authors did, however, postulate that use 
	  	  
	  
12	  
of a more sophisticated, double-moment microphysics scheme could ameliorate the 
droplet size high bias.  
 Yang et al. (2012) conducted a high-resolution icing environment simulation 
study using a double-moment microphysics scheme based on the Nygaard et al. (2011) 
recommendations.  The authors found that the model was able to reproduce weather 
conditions and cloud properties reasonably well; however, Yang et al. (2012) utilized the 
Limited Area Model configuration of the Global Environmental Multiscale (GEM-LAM) 
model for their simulation, a mesoscale model similar to but different than WRF.  
Additionally, Yang et al. did not investigate how well a single-moment scheme would 
have performed for comparison.  It is possible a more efficient, single-moment scheme 
would have produced similar results.  
1.5 Objectives 
 The purpose of this study is to explore how well key meteorological fields for 
icing applications measured from the ground can be reproduced in simulations using the 
WRF model and to determine sensitivity of the model output to microphysics scheme 
configuration and grid resolution.  Specifically, the importance of using a double-moment 
cloud microphysics scheme as opposed to two commonly used single-moment schemes is 
evaluated.  The effects of altering the fixed cloud number concentration in the single-
moment schemes are also investigated. 
Sensitivity studies are conducted for two historical icing events that occurred on 
the summit of Mount Washington, a relatively tall peak in the Presidential Mountain 
Range of northern New England known for in-cloud icing conditions.  This is the same 
study location used by Yang et al. (2012) for assessing the GEM-LAM model 
	  	  
	  
13	  
performance.  Furthermore, this study makes use of the March 2011 cloud property data 
collected by Yang et al. for analysis.  
Experimental techniques are based on the approaches used by Nygaard et al. 
(2011) and Yang et al. (2012), but focus is on parameterizations available in the WRF 
modeling framework.  To raise the likelihood that results may be applicable to other 
locations, no alterations are made to the WRF source code or terrain characterization 
other than the minimal modification required for the number concentration tests.  
Additionally, terrain height and land use characteristics were defined using the global 
coverage datasets that are freely available with the WRF source code download.  This 
approach was done purposefully to mimic the products and tools available to most 
operational forecasting centers. 
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Chapter 2: Methodology 
2.1 Study Site and Observations 
Mount Washington (44.267 °N, 71.3 °W, 1917 m ASL) is part of the Presidential 
Range of the northern Appalachian Mountains and is the tallest peak in the northeastern 
United States.  The summit of the mountain is known for its harsh winter conditions, 
strong winds, low temperatures and freezing fog.  From 2008 to 2013, observation 
records show the peak in subfreezing temperatures and heavy fog 87% of winter and 
spring season days (MWOBS, 2013).  Given the general climatology along with the 
convenience of an established mountaintop monitoring facility, Mt. Washington is an 
ideal site for studying rime ice and its associated weather conditions. 
In this study, WRF simulated values of temperature, wind speed, cloud liquid 
water content (LWC), and cloud droplet MVD are compared to values measured on the 
Mt. Washington summit.  Hourly observations reported by the Mount Washington 
Observatory, a non-profit institution staffed by certified weather observers, are used for 
temperature and wind speed validation.  As discussed previously though, cloud LWC and 
droplet MVD are not routinely measured.  This analysis draws on cloud property data 
collected on two different 3-day field campaigns by scientists from the U.S. Army Corps 
of Engineers (USACE) Cold Regions Research and Engineering Laboratory (CRREL).   
 To obtain cloud LWC and droplet MVD data, CRREL utilized a rotating 
multicylinder instrument (RMC; Fig. 2.1).  Essentially, an RMC is a telescoping stack of 
different sized cylinders on a rotating mount (Howe, 1991).  During in-cloud icing 
conditions, an exposed RMC is pointed into the direction of the wind flow.  The spinning 
motion of the device allows rime to form in uniformly thick layers around the exterior of 
	  	  
	  
15	  
each cylinder.  When the iced diameter of the top cylinder reaches about the same ice-
free diameter of the second cylinder (tens of minutes depending on environmental 
conditions), the stack is disassembled, the ice build up on each cylinder is measured, and 
the data are analyzed to find the best LWC and MVD combination able to calculate the 
mass of accrued ice on each cylinder using (1.1).  In principle, only two cylinders of 
sufficiently different diameters are required since LWC and droplet MVD are the only 
two unknowns.  The accuracy of the method, however, is improved by including more 
than two cylinders.  This technique has been in use since the 1940s and is still used today 
since the instrument is inexpensive, the error is low, and the process is relatively easy to 
do. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1. Six-cylinder rotating multicylinder used to diagnose cloud LWC and droplet 
MVD at Mount Washington (photo by Sandra Jones). 
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2.2 Model Description 
Simulations for this study are made using the Advanced Research WRF (WRF-
ARW) modeling system, version 3.4.1 (Skamarock et al., 2008).  Each model simulation 
uses four embedded grid domains that increase in horizontal resolution and decrease in 
coverage by a factor of three (Fig. 2.2).  The coarsest domain (D01) covers most of North 
America at a resolution of 36 km, while domains two (D02), three (D03), and four (D04) 
have resolutions of 12 km, 4 km and 1.334 km, respectively.  For this study, all four grids 
are initiated at the same time and run simultaneously using a one-way nesting method.  
This approach means that the parent domains provide boundary values to their immediate 
“child” grid, but the child grids do not affect the evolution of their associated parents.  
 
 
 	  
Figure 2.2. Four nested model domains.  Only values from the innermost grids in red 
(D03 and D04) are used for analysis. 
	  	  
	  
17	  
The WRF model is configured to use 37 terrain following vertical levels for all 
four domains for this experiment.  These levels were explicitly set so that the model top 
is at 50 hPa, approximately three levels are within the lowest 100 m of the atmosphere, 
and the lowest model level mass point is about 10 m above ground level.  To avoid the 
potential for numerical instability and model failure, the model time step is set at eight 
seconds.  Terrain, soil and land use parameterization data are obtained from the US 
Geological Survey (USGS) global 30 arc-second dataset that comes with the WRF model 
download. 
For this study, half-degree Global Forecast System (GFS) 6-hourly analysis data 
are used to provide initial and lateral boundary conditions to the outer domain.  
Individual model physics parameterizations for subgrid-scale processes are listed in Table 
2.1.  In the following discussion, focus is on results from D03 and D04 (the red boxes in 
Figure 2.2).  Domains 1 and 2 are only used to step down from the relatively coarse 
forcing data and to verify the ability of the model to properly simulate the timing and 
placement of the synoptic waves that resulted in icing events.   
 
Table 2.1. Physics parameterizations used for model configuration. 
Physics Parameterization Scheme 
Longwave Radiation Rapid Radiative Transfer Model (RRTM) 
Shortwave Radiation Dudhia 
Surface Layer MM5 Similarity 
Land Surface Noah Land Surface Model 
Planetary Boundary Layer Yonsei University (YSU) 
Cumulus  Kain Fritsch (D01 & D02 only) 
Microphysics Dependent on sensitivity test 
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In order to minimize errors from the model being integrated over a long period of 
time, an approach based on Guichard et al. (2003) was used.  Specifically, a series of 
overlapping 18-hour simulations were run for each case study.  Model start times began 
every 12 hours at 00Z and 12Z.  The first 6 hours of every run were discarded for spin up, 
and the remaining 12 were kept and strung together to create a continuous time series 
with output stored every 30 minutes.  No additional data assimilation or cycling 
techniques were used.  
2.3 Sensitivity Tests 
Because simulation success or failure is so highly dependent on configuration 
choice, several sensitivity tests related to terrain representation and microphysics 
parameterization are included in this study.   
2.3.1 Terrain 	  
As can be seen from Figure 2.3, finer-scale variations in topographic gradients are 
able to be resolved as grid resolution increases.  The computational expense added by 
activating the finer grid space, however, is not a simple linear step, but rather quadratic.  
The factor of three decrease in the model grid spacing not only requires nine times the 
amount of grid points to cover the same area but also a factor of three reduction in model 
time step to remain numerically stable.  In short, the 1.334 km grid requires 27 times 
more computing time than a 4 km grid with similar coverage.  To confirm the need for 
the highest resolution domain, simulation sensitivity to horizontal grid spacing is 
reviewed. 
Special attention must be paid to the terrain resolution for Mt. Washington in 
particular because the peak is relatively tall compared to the rest of the region.  The next 
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highest neighboring mountains are about 300 m shorter.  When terrain parameterization 
data for the model is preprocessed to fit the domain grids, interpolation and smoothing 
algorithms act to effectively shorten the height of the mountain. 
 
 
 
Figure 2.3. Terrain height above sea level for (a) D03 and (b) D04.  The dashed line box 
depicts the location of D04 relative to D03.  Black dots represent the location of Mt. 
Washington in each domain.    
 
 
 
Table 2.2. Mt. Washington elevation and associated error by domain. 
Domain Height of Mt. Washington (m) Height Error (m) 
3 1222 -695 
4 1620 -297 
 
Table 2.2 shows the dependency of peak elevation on horizontal resolution. WRF 
places the height of Mt. Washington at 1222 m in D03, an error of 695 m.  Increasing 
horizontal resolution to 1.334 km improves the model mountain height to 1620 m.  To 
compensate for this type of error, Nygaard (2009) suggests vertically interpolating the 
simulated meteorological values to the actual mountain height after the simulation is 
(a) (b) 
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complete.  This approach was also used in the Yang et al. (2012) study.  Accordingly, 
values for each meteorological field of interest are vertically interpolated to 1917 m and 
assessed alongside values pulled from the lowest model level mass point.   	  
2.3.1 Microphysics 	  
To test model sensitivity to cloud microphysics treatment, three different 
parameterization schemes that incorporate both liquid and solid precipitation types are 
used: the Thompson scheme (Thompson et al., 2004; 2008), the Morrison scheme 
(Morrison and Pinto, 2005; Morrison et al., 2009), and the Milbrandt-Yau scheme 
(Milbrandt & Yau, 2005a; 2005b).  These three schemes were selected over other suitable 
parameterization options in the WRF-ARW v.3.4.1 framework (e.g., the National Severe 
Storms Laboratory (NSSL) single-moment and double-moment schemes) primarily 
because they were used in the ground icing studies published by Nygaard et al. (2011) 
and Yang et al. (2012).  Moreover, the Milbrandt-Yau scheme is the only double-moment 
scheme available in the WRF-ARW v3.4.1 framework that has been thoroughly tested for 
numerical stability and interaction with the other physical parameterizations chosen for 
this experiment. 
Among the three selected schemes, Thompson is the most computationally 
efficient.  It includes prognostic equations for the mass concentration of cloud water, 
cloud ice, rain, snow and graupel but only predicts the number concentration of cloud ice 
and rain.  Cloud number concentration is a prescribed value making the scheme single-
moment with respect to cloud water.  Originally, the Thompson scheme was developed to 
improve explicit prediction of super-cooled cloud water over existing single-moment 
scheme options for aviation icing purposes (Thompson et al., 2004).  Unlike its 
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predecessor schemes that also include frozen precipitation, the Thompson scheme does 
not assume snow hydrometeors to be perfect spheres with constant bulk density 
(Thompson et al., 2004; 2008).  It also differs in that it allows the coefficient in the 
function that determines snow particle size distribution to vary with temperature.  A 
series of idealized case studies conducted by Thompson et al. (2004; 2008) show that 
these snow treatments significantly affect simulated liquid water droplet evolution. 
 The Morrison scheme is similar to the Thompson scheme but has a more 
sophisticated treatment for frozen precipitation species.  Like Thompson, the Morrison 
scheme predicts the mass concentration of cloud water, cloud ice, rain, snow and graupel.  
The physics are based on the full double-moment version described in Morrison et al. 
(2009), but the rendition implemented in WRF-ARW v.3.4.1 does not include a number 
concentration variable for cloud water.  Thus, even though it is described as double-
moment for all hydrometeors in the literature, it is treated as a single-moment cloud water 
scheme in this study. 
 The Milbrandt-Yau scheme is the most advanced and computationally expensive 
of the three schemes.  It includes double-moments for all five hydrometeor species 
included in Thompson and Morrison as well as hail and is the only scheme selected for 
this study that explicitly predicts cloud droplet number concentration.  Milbrandt-Yau is 
also the same parameterization used in the Mt. Washington icing simulation study by 
Yang et al. (2012) that did not include a single-moment scheme for comparison. 
 For practical purposes, the cloud number concentration can be used to represent 
the available cloud condensation nuclei or general “cleanliness” of an air mass.  When 
using the “out of the box” settings (henceforth control settings) that come with the WRF 
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download, the number concentrations in Thompson and Morrison are set to 100 per cubic 
centimeter and 250 per cubic centimeter, respectively.  In other words, the Thompson 
scheme is configured to be representative of a relatively clean, maritime air mass type, 
while Morrison is set to evolve under dirtier, continental air mass conditions.  Although 
the developers of the two single-moment schemes directly state that the user should set 
the prescribed number concentration to something appropriate for their region of interest, 
this is rarely done either because the user is unfamiliar with the general functionality of 
the schemes, an appropriate value is unknown, the domain is too large to choose a single 
representative value, or the model is being used in an operational mode where the user 
does not have the option to recompile the code.  The double-moment Milbrandt-Yau 
scheme allows the cloud number concentration to evolve, but it starts out with values 
representative of a continental air mass at 200 per cubic centimeter.          
Chemical analysis of ice from the Mt. Washington summit suggests the air in the 
region is relatively polluted due to aerosol transport from upstream sources (Ryerson et 
al., 2004).  To test the sensitivity of the single-moment schemes to their associated hard-
coded cloud droplet number concentrations, the Thompson and Morrison schemes are 
also tested with values representative of a polluted air mass.  Cloud properties diagnosed 
from RMC measurements sampled from 1992 to 2013 at Mt. Washington suggest a cloud 
number concentration of 700 per cubic centimeter is more realistic (Jones et al., 2014).  
Unfortunately, the version of Milbrandt-Yau in WRF-ARW v.3.4.1 does not allow the 
user to easily switch to such a polluted regime.  Options are currently only available for 
maritime and continental conditions without a major code overhaul.  As such, a modified 
test of Milbrandt-Yau will not be included.  Table 2.3 lists the five microphysics 
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configurations used in this analysis and their respective naming conventions for figure 
labels. 
 
Table 2.3. Microphysics configurations.  The control configurations are tagged with the 
letters CTRL in their name, and the modified single-moment schemes are marked with 
the number 700.  Q and N indicate mass concentration and number concentration, 
respectively.  Subscripts indicate hydrometeor classes of c – cloud water, r – rain, i - ice, 
s – snow, g – graupel, and h – hail.  
 
	  	  	  
2.4 Model Assessment 	  
Five distinct “daisy-chained” time series corresponding to the configurations 
listed in in Table 2.3 are simulated for each case study discussed.  By virtue of the one-
way nesting configuration, sensitivity to horizontal resolution can be assessed using D03 
and D04 values from same model run.  Simulated values of temperature, wind speed, 
cloud LWC, and droplet MVD from each domain are pulled from the grid point with the 
highest elevation in the general vicinity of Mt. Washington.  This procedure is first done 
using lowest model level mass point values and then repeated using values that have been 
vertically interpolated to 1917 m ASL (see 
http://www.ncl.ucar.edu/Document/Functions/WRF_arw/WRFUserARW.ncl for 
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interpolation methodology).  In all, 20 different configurations are tested for each 
meteorological parameter. 
Both objective and subjective approaches are used to interpret model 
performance.  To assess the simulations quantitatively, the root mean square error 
(RMSE), mean absolute error (MAE), and bias are calculated: 
 𝑅𝑀𝑆𝐸 = !! 𝑋!" − 𝑋!" !!!!! ,                                                                         (2.1) 
 𝑀𝐴𝐸 = 1𝑛 𝑋!" − 𝑋!"!!!! ,                                                                                                                                                                                         2.2    
and 
 𝑏𝑖𝑎𝑠 = !! 𝑋!"!!!! − 𝑋!"!!!! .                                                                        (2.3) 
 
 
In (2.1), (2.2), and (2.3), n is the number of observation-simulation pairs, and Xs and Xo 
are the simulated and observed parameters, respectively.  For all three metrics, values 
closer to zero indicate better model performance.  A collection of time series and scatter 
plots are also generated and discussed as to possible reasons for particular configuration 
successes or failures.   
All plots and metrics presented are in SI units. Temperature and wind speed 
observations collected by the Mount Washington Observatory were archived as integer 
values with units of degrees Fahrenheit and miles per hour, respectively.  As such, error 
metrics for temperature and wind speed in this study are given in terms of degrees 
Celsius and meters per second, respectively, but rounded to the nearest half. 	  	   	  
	  	  
	  
25	  
Chapter 3: Results and Discussion 	  
Two 3-day case studies corresponding to available CRREL cloud property data 
are analyzed and discussed to assess meteorological fields relevant to in-cloud icing.  The 
first dataset (case 1) was collected from March 10th through the 13th in 2011 and the 
second (case 2) from April 1st through the 3rd in 2013.  Both time periods were 
characterized by large-scale synoptic waves that brought in low pressure and large 
amounts of moisture, providing favorable conditions for low-level cloud formation.  Case 
1 is different than case 2 in that rime measurements were interrupted mid-campaign by a 
rain event.  Because the RMC diagnostic technique is only valid for dry growth icing 
conditions, no cloud property data are available during the rainfall period.  Despite the 
data gap, case 1 provides opportunity to assess whether or not the simulations can switch 
gears from riming conditions to rain and back, a topic of particular interest for the 
modified single-moment scheme tests since increased number concentration values can 
suppress rainfall. 
3.1 Case 1: March 10-13, 2011 
During the March 2011 event, a low pressure system moved into the region 
bringing southwesterly winds, low-level clouds, mixed precipitation, and rain to the Mt. 
Washington summit.  Observed temperatures were slightly above freezing from 14Z to 
17Z on the 11th.  As the low made its way into eastern Canada, winds shifted to the west, 
ushering in colder temperatures.  A weak ridge of high pressure pushed the precipitation 
out of the area on the 12th.  Later in the evening, a weak low-pressure system returned the 
mountain to heavy fog with an occasional snow shower. 
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3.1.1 Temperature 	  
Figure 3.1 and Table 3.1 compare simulated and observed temperatures for the 
time period of the case study.  The lack of spread amongst the microphysics 
configurations implies that scheme choice and number concentration setting have little to 
no bearing on the simulated temperatures.  Such behavior is expected though since the 
general weather patterns are largely being influenced by a synoptic scale wave and the 
simulation period is relatively short.   
Results indicate that values from the D04 grid and the lowest model level provide 
the best fit to observations.  Lowest model level values from D03 capture the general 
temperature trend but show a warm bias after temperatures peak on the 11th.  
Interpolating to the actual height of the mountain degrades the model performance but 
still simulates temperatures below freezing when they generally should be.  
 
Table 3.1. Case 1 bias, MAE and RMSE of simulated temperature (oC rounded to the 
nearest half degree) for various combinations of microphysics, horizontal resolution, and 
terrain height treatment. 	   =	   D04	   =	   D03	   =	   D04	  Interpolated	   =	   D03	  Interpolated	  Configuration	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	  Morrison_CTRL	   =	   0.0	   1.0	   1.5	   =	   2.5	   2.5	   3.0	   =	   1.5	   2.0	   2.5	   =	   3.5	   3.5	   4.5	  Morrison_700	   =	   0.0	   1.0	   1.5	   =	   2.5	   2.5	   3.0	   =	   1.5	   2.0	   2.5	   =	   3.5	   3.5	   4.5	  Thompson_CTRL	   =	   0.0	   1.0	   1.0	   =	   2.0	   2.5	   2.5	   =	   1.5	   2.0	   2.5	   =	   3.5	   3.5	   4.5	  Thompson_700	   =	   0.0	   1.0	   1.5	   =	   2.0	   2.5	   2.5	   =	   1.5	   2.0	   2.5	   =	   3.5	   3.5	   4.5	  Milbrandt_CTRL	   =	   0.0	   1.0	   1.0	   =	   2.0	   2.0	   2.5	   =	   1.5	   2.0	   2.5	   =	   3.5	   3.5	   4.5	  	  
 
3.1.2 Wind Speed 	  
For simulated wind speeds, unlike for temperature, increased resolution only 
marginally improved results.  Time series plots (Fig. 3.2) and error metrics (Table 3.2) 
show that lowest model level results from D04 are slightly better than those from D03, 
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but both systematically under-estimate wind speeds.  Interpolating to the actual mountain 
height, however, significantly improves the magnitudes and general pattern, much more 
so than the resolution increase.  As with temperature results, the lack of spread shows the 
microphysics parameterization has little to no impact. 
 
Table 3.2. Case 1 bias, MAE, and RMSE of simulated wind speed (m/s rounded to the 
nearest half m/s). 	   =	   D04	   =	   D03	   =	   D04	  Interpolated	   =	   D03	  Interpolated	  Configuration	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	  Morrison_CTRL	   =	   -­‐11.0	   11.0	   12.0	   =	   -­‐13.5	   13.5	   14.0	   =	   -­‐1.5	   2.5	   3.0	   =	   -­‐1.0	   3.0	   3.5	  Morrison_700	   =	   -­‐11.0	   11.0	   12.0	   =	   -­‐13.5	   13.5	   14.0	   =	   -­‐1.5	   2.5	   3.0	   =	   -­‐1.0	   3.0	   3.5	  Thompson_CTRL	   =	   -­‐11.5	   11.5	   12.0	   =	   -­‐13.0	   13.0	   14.0	   =	   -­‐1.5	   2.5	   3.0	   =	   -­‐1.0	   3.0	   3.5	  Thompson_700	   =	   -­‐11.5	   11.5	   12.0	   =	   -­‐13.5	   13.5	   14.0	   =	   -­‐1.5	   2.5	   3.0	   =	   -­‐1.0	   3.0	   3.5	  Milbrandt_CTRL	   =	   -­‐11.5	   11.5	   12.0	   =	   -­‐13.0	   13.0	   14.0	   =	   -­‐1.5	   2.5	   3.0	   =	   -­‐1.0	   3.0	   3.5	  
 
3.1.3 Cloud LWC 	  
Figure 3.3 and Table 3.3 compare simulated and observed cloud LWC.  Although 
continuous time series are plotted in the line graphs, bias, MAE, and RMSE values are 
only based on the sporadic times when there are measurements available.  As expected, 
both the time series plots and error metrics show a fair amount of spread among the three 
microphysics scheme options.  Altering the number concentration, however, had little 
impact on the cloud LWC unless the model was producing rain (see Figure 3.7).  This is 
to be expected though since increasing the number of droplets just spreads out the water 
mass.  The total amount of water will remain relatively the same unless moisture 
precipitates out.  In theory, increasing the number of drops should distribute more water 
into the cloud category and limit the amount of water available for growing “rain-sized” 
drops.  This behavior is especially evident in the Thompson scheme. 
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  In the lowest model level plots (Fig. 3.3a and 3.3b), all five microphysics 
configurations are able to capture the availability of cloud water in D04, with the 
exception of a short interruption in the two Morrison configurations on the 12th.  As it 
turns out, the Morrison configurations produced snow during this timeframe (see figure 
3.7a), which will be discussed in more detail in section 3.1.5.2.  Use of the D04 domain is 
necessary for capturing the general LWC trend and magnitude.  During conditions 
conducive to rime icing, lowest model level D03 values are too dry. 
 
Table 3.3. Case 1 bias, MAE, and RMSE of simulated cloud LWC (g/m3). 	   =	   D04	   =	   D03	   =	   D04	  Interpolated	   =	   D03	  Interpolated	  Configuration	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	  Morrison_CTRL	   =	   -­‐0.20	   0.35	   0.42	   =	   -­‐0.39	   0.47	   0.53	   =	   -­‐0.48	   0.45	   0.50	   =	   -­‐0.58	   0.55	   0.60	  Morrison_700	   =	   -­‐0.16	   0.32	   0.41	   =	   -­‐0.39	   0.47	   0.53	   =	   -­‐0.49	   0.46	   0.51	   =	   -­‐0.58	   0.55	   0.60	  Thompson_CTRL	   =	   -­‐0.06	   0.17	   0.21	   =	   -­‐0.27	   0.30	   0.33	   =	   -­‐0.40	   0.36	   0.41	   =	   -­‐0.58	   0.54	   0.59	  Thompson_700	   =	   0.01	   0.15	   0.21	   =	   -­‐0.22	   0.29	   0.32	   =	   -­‐0.37	   0.34	   0.39	   =	   -­‐0.57	   0.54	   0.58	  Milbrandt_CTRL	   =	   0.14	   0.25	   0.32	   =	   -­‐0.25	   0.31	   0.35	   =	   -­‐0.36	   0.34	   0.40	   =	   -­‐0.57	   0.54	   0.59	  	  
 
Figures 3.3c and 3.3d along with error metrics show that vertical interpolation to 
actual mountain height degrades the simulated outcome.  Going up in elevation places the 
summit above the cloud deck or results in conditions that are too dry.  
Overall, the two Thompson scheme configurations from the D04 lowest model 
level had the lowest error, but values produced by the other microphysics schemes were 
not bad.  Use of an increased number concentration reduced the bias in the single-
moment schemes, but as can be seen in the scatter plots in Figure 3.4, the impact of 
altering the number concentration is slight compared to the differences seen among the 
three scheme choices.
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Figure 3.1. Case 1 comparison of observed and simulated temperatures (oC) for the Mt. Washington summit.  Plots on the left depict 
values from the lowest model level of (a) D04 and (b) D03.  Plots on the right show values from (c) D04 and (d) D03 that have been 
interpolated to the actual height of Mt. Washington.  The date/time tick marks begin at 6Z March 10, 2011 and increase in increments 
of six hours. 
a) c) 
b) d) 
Domain	  4	  Interpolated 
Domain	  3	  Interpolated 
Domain	  4 
Domain	  3 
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Figure 3.2. As in Figure 3.1 but for case 1 wind speeds (m/s). 
Domain	  3 Domain	  3	  Interpolated 
Domain	  4 Domain	  4	  Interpolated 
a) c) 
b) d) 
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Figure 3.3. As in Figure 3.1 but for case 1 cloud LWC (g/m3). 
 	  	  	  
Domain	  3	   Domain	  3	  Interpolated 
Domain	  4	   Domain	  4	  Interpolated 
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Figure 3.4. Case 1 simulated versus observed cloud LWC (g/m3) from the lowest model level of D04. 
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3.1.4 Droplet MVD 	  
The last parameter to be assessed is droplet MVD.  Evaluating the sensitivity of 
this parameter to resolution, interpolation, and microphysics configuration is somewhat 
difficult though with the available data because droplet size can only be diagnosed if the 
model produces a cloud.  Due to the relatively small number of observations and the gaps 
that correspond to erroneously simulated dry periods, there are not enough data points to 
assess the impact of vertical interpolation.   
Figure 3.5 and Table 3.4 compare simulated lowest model level droplet MVD to 
observations.  A prominent feature is the systematic high bias of the Milbrandt-Yau 
scheme.  The double-moment scheme produces much larger droplets than both the 
Morrison and Thompson configurations.   
Error metrics imply that sensitivity of simulated MVD to model resolution is 
inconsistent between the schemes.  For example, the magnitude of the drop size bias 
decreases in the polluted single-moment schemes and the control Morrison configuration, 
but the opposite occurs for the control Thompson scheme.  These conflicting results are 
likely attributable to disproportionate amounts of observed-simulated pairs used in the 
error metric calculations.  Subjective review of Figure 3.5 suggests that increasing 
resolution offers minimal gains when the model correctly produces a cloud.   
Results for number concentration sensitivity are also inconsistent.  Error metrics 
indicate that increased number concentration improves the Thompson results, but has 
minimal impact on the Morrison scheme for D04.  In fact, the Morrison MVD bias 
becomes slightly worse.  Error metrics associated with D03 show a different pattern.  For 
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both the Thompson and Morrison schemes, increasing number concentration increases 
the magnitude of the size bias but decreases RMSE and MAE. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
Figure 3.5. Case 1 comparison of observed and simulated droplet MVD (µm) for the Mt. 
Washington summit from the lowest model level of (a) D04 and (b) D03.   	  	  	  
Table 3.4. Case 1 bias, MAE, and RMSE of simulated cloud droplet MVD (μm). 	   =	   D04	   =	   D03	  Configuration	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	  Morrison_CTRL	   =	   0	   4	   6	   =	   -­‐8	   4	   7	  Morrison_700	   =	   -­‐2	   4	   5	   =	   -­‐10	   2	   4	  Thompson_CTRL	   =	   7	   9	   10	   =	   2	   6	   8	  Thompson_700	   =	   -­‐1	   3	   4	   =	   -­‐4	   3	   5	  Milbrandt_CTRL	   =	   19	   20	   21	   =	   18	   19	   21	  
Domain	  3 
Domain	  4 
a) 
b) 
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3.1.5 Qualitative Discussion 	  
 In this section additional meteorological parameters produced by the WRF model 
are qualitatively analyzed for possible explanations of case 1 simulated cloud property 
outcomes.  First, the diagnostic cloud number concentrations associated with the 
Milbrandt-Yau configurations are assessed.  Then, a qualitative examination of all 
hydrometeor species for all five microphysics treatments is performed for the D04 lowest 
model level.  The hydrometeor discussion is limited in scope to the D04 lowest model 
level values because this resolution and mountain height treatment generally achieved the 
lowest cloud property errors. 
 
3.1.5.1 Milbrandt-Yau Number Concentration 	  
Figure 3.6 illustrates how cloud number concentrations change over time in the 
case 1 simulations configured with the Milbrandt-Yau scheme.  As expected, the number 
concentration time series are null for much of the case study period when the interpolated 
treatments are above the simulated cloud deck.  In the lowest model level plots, D04 
begins with more than double the amount of cloud droplets simulated by D03.  Although 
D03 and D04 number concentrations fluctuate between values characteristic of both 
maritime and continental air masses, the mean number concentrations listed in Table 3.5 
are representative of relatively clean air.  Comparison of Figure 3.6 to Figure 3.5 suggests 
that the droplet size high biases produced by Milbrandt-Yau are directly related to the 
low number concentration values. 
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Figure 3.6. Case 1 simulated cloud number concentration (#/cm3) for the Mt. Washington 
summit.   
 	  
Table 3.5. Case 1 max, min, and mean cloud number concentrations (#/cm3) of time 
series simulated using the Milbrandt-Yau double-moment microphysics scheme. Domain	   =	   Max	   =	   Min	   =	   Mean	  D04	   =	   284	   =	   	   27	   	   =	   	   111	   	  D03	   =	   	   215	   	   =	   	   0	   	   =	   	   56	   	  D04	  Interpolated	   =	   	   285	   	   =	   	   0	   	   =	   	   86	   	  D03	  Interpolated	   =	   	   134	   	   =	   	   0	   	   =	   	   16	   	  	  	  	  
3.1.5.2 Hydrometeor Mixing Ratios 	  
A qualitative examination of all the hydrometeor species for all five microphysics 
treatments is performed to identify possible reasons for differences in the D04 lowest 
model level simulated cloud properties.  Figure 3.7 shows time series of mass mixing 
ratios (g/kg dry air) at the summit for each of the hydrometeor species.  A stand out trait 
is that increasing the number concentration has no impact on the timing of precipitation 
events or cloud formation.  In the Morrison configurations, the boost in cloud number 
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concentration hardly makes an impact at all.  Increased cloud number concentration does 
have an influence on the Thompson cloud LWC magnitude but only during periods of 
rainfall when icing would likely be in the form of glaze.  For conditions that favor rime 
ice, the increased number concentration has little impact on the Thompson scheme.  The 
Milbrandt-Yau scheme hydrometeor distribution differs from the other two in that it 
produces a large pulse of graupel, minimal snow, and a shorter span of rain.  There is 
little difference between the Thompson and Morrison schemes in the occurrence or 
timing of precipitation events with the exception of the strong snow event that occurred 
on the 12th.  Still, the difference in snow could be one of the main reasons why the 
Thompson configurations produced better error metrics than the Morrison runs.  During 
that time period, cloud liquid water in the Morrison schemes bottomed out. 
 Unfortunately, usable precipitation records are limited.  Although the Mount 
Washington Observatory does record hourly precipitation totals, the general climatology 
of the summit makes the collection process difficult.  Liquid water equivalents are 
collected using a sheltered precipitation can.  The strong, often hurricane force winds, 
however, rarely allow precipitation to fall straight down.  Furthermore, heavy fog can 
result in substantial condensation on the inside of the can.  Determining precipitation type 
can also be quite difficult.  Observers attempt to differentiate snow from graupel or 
blowing detached bits of ice from the ground, but snow is only declared if the flakes look 
like dendrites against a black felt covered board.  Ergo, misclassification is likely not 
uncommon.  Thus, reported observations do not have the accuracy required for this type 
of study. 
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Figure 3.7. Case 1 mass mixing ratios (g/kg dry air) at the summit for each of the 
hydrometeor species from the lowest model level of D04.  Although the Milbrandt-Yau 
scheme does include a hail category, no hail is simulated at the summit or anywhere else 
in the D04 grid space.   
 
Instead, simulated values are compared to present weather observations (i.e., a 
listing of any weather that occurred over the course of the observation hour; Fig. 3.8).  
Milbrandt-­‐Yau 
Thompson	  (Control	  =	  Solid;	  700	  =	  Dashed) 
Morrison	  (Control	  =	  Solid;	  700	  =	  Dashed) 
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This approach can only be used as a “sanity check” though because the exact timing of 
the events are uncertain, there are no indications of observed event magnitude, and it 
assumes the observer was able to see all the precipitation events that occurred over the 
course of the hour.  With the exception of the short time the observer is physically out on 
the deck taking an observation, the general low visibility of the environment, rime ice 
accretion on the windows, and the fact that the observers have additional responsibilities 
make it likely that short lived or light precipitation events would be missed.  In theory 
though, the long duration, high magnitude simulated precipitation events should match up 
to an observation.    
 Figure 3.8a shows that all simulations are able to capture the rain event in the 
middle of the campaign. The Thompson and Morrison simulations appear to have started 
the rain event too early, but false alarms cannot be confirmed.  Milbrandt-Yau, on the 
other hand, showed a slight lag in the event onset.   
With regards to snow, the Thompson configurations align best (Fig. 3.8b).  All 
five configurations appear to have the snow too early on the 11th indicating a possible 
influence of another part of the model.  The duration and magnitude of the event are such 
that an observer would likely have noted the snow in the log if it were real.  Also, the 
present weather observations suggest that the long duration snow event simulated on the 
12th by the Morrison configurations is overdone. 
 Reported ice pellet observations (Fig. 3.8c) seem to match up with both the 
Thompson and Milbrandt-Yau configurations although the Milbrandt-Yau scheme carries 
the graupel on a little too long.  In the case of ice pellets, events lasting over an hour 
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should match a reported observation.  Even if the observer cannot see the hydrometeors, 
the stinging impact of blowing ice can be easily felt.  
Cloud ice mixing ratios are generally much lower than those produced by the 
other hydrometeors.  There are no observations of cloud ice, but Figure 3.8d reveals that 
Milbrandt-Yau often produced mix phase clouds at the summit during the simulation.  
The two Morrison runs had a few peaks in cloud ice, and the two Thompson 
configurations produced hardly any.   
Based on the simulated precipitation events and the current weather observations 
alone, none of the five microphysics treatments can be ruled out for being unreliable 
weather-wise.  The Milbrandt-Yau simulation of graupel may have gone on for too long, 
but the occurrence was real.  The higher magnitude of the erroneous snow event by the 
Thompson and Morrison configurations may indicate why the Milbrandt-Yau scheme 
best matched the cloud LWC observation taken shortly after 2Z on the 11th.  Moreover, it 
is entirely possible that one of the Morrison configurations would have out performed the 
Thompson scheme had it not been for the erroneous drawn out snow event on the 12th.  
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Figure 3.8. Case 1 comparison of simulated hydrometeor mixing ratios (g/kg dry air) from the lowest model level of D04 to hourly 
present weather records of (a) rain, (b) graupel, and (c) snow.  If precipitation of a certain type is observed, the corresponding hour is 
blocked out in yellow on its respective plot.  Reports of rain, freezing rain, drizzle, or freezing drizzle are classified as rain, and ice 
pellets are considered graupel.  Time series of (d) cloud ice are also provided, however, no observations of cloud ice are available for 
comparison.
Rain Snow 
Cloud	  Ice Graupel 
a) c) 
b) d) 
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3.1.6 Case 1 Summary 	  
For case 1 temperature and wind speed results are unaffected by microphysics 
configuration.  In the case of temperature, values from the D04 lowest model level 
produce the best simulation, but all 20 tests are generally able to capture freezing 
conditions.  Although wind speeds from D04 are consistently better than wind speeds 
from D03, interpolation to actual mountain height improves wind speeds more than the 
increase in resolution. 
With regards to cloud properties, values from D04 and the lowest model level 
produced the best results.  All five microphysics configurations from this grid setting are 
on par with reported weather events and are in general agreement with observed cloud 
LWC values.  Although the Milbrandt-Yau scheme simulation has realistic LWC values, 
it has a systematic droplet MVD high bias.  Error metrics indicate that the Thompson 
scheme with the modified number concentration matched observed values for both cloud 
LWC and droplet MVD the best; however, the limited sample size of observed-simulated 
pairs is too small to know if the droplet MVD results are significant.  Scatter plots 
indicate that choice of scheme has a higher impact on simulated cloud LWC than cloud 
number concentration.  So far, the evidence does not suggest that use of a costly double-
moment cloud scheme is necessary to model rime ice conditions accurately. 	  
3.2 Case 2: April 1-3, 2013 
During the April 2013 observation period, a large area of low pressure was 
stationary over eastern Canada and the Northeast U.S., while an area of high pressure 
slowly approached from the southwest.  A cold front came through on the first day, 
bringing in upslope fog and plunging daily average temperatures ~13 oC below the 
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normal monthly average for Mt. Washington (NCDC, 2013).  Winds were primarily out 
of the northwest.  The Mt. Washington summit remained in the pressure transition zone 
for most of the case study period, and winds ramped up to hurricane force as the pressure 
gradient steepened.  Several shortwave disturbances associated with the stationary low 
enhanced low-level cloud formation and brought waves of snow showers. 
3.2.1 Temperature 	  
Simulated outcomes for temperature were similar to case 1.  As shown by Figure 
3.9 and Table 3.6, the microphysics treatment has little to no impact on simulated 
temperatures, and vertical interpolation degrades model performance of the highest 
resolution grid.  Interpolation does, however, improve D03 values by reducing the overall 
warm bias of the domain.  Again, D04 lowest model level values provide the best fit to 
observations, and all 20 combinations are able to simulate below freezing conditions.  
Small spikes are visible in the time series on the 2nd and 3rd at 6Z.  These spikes are likely 
artifacts of the daisy-chain time series approach. 
 
 
Table 3.6. Case 2 bias, MAE, and RMSE of simulated temperature (oC rounded to the 
nearest half degree).  	   =	   D04	   =	   D03	   =	   D04	  Interpolated	   =	   D03	  Interpolated	  Configuration	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	  Morrison_CTRL	   =	   0.0	   0.5	   1.0	   =	   3.5	   3.5	   3.5	   =	   -­‐2.0	   2.0	   2.0	   =	   -­‐1.0	   1.5	   2.0	  Morrison_700	   =	   0.0	   0.5	   1.0	   =	   3.5	   3.5	   3.5	   =	   -­‐2.0	   2.0	   2.5	   =	   -­‐1.0	   1.5	   2.0	  Thompson_CTRL	   =	   0.0	   0.5	   1.0	   =	   3.0	   3.0	   3.5	   =	   -­‐2.0	   2.5	   2.5	   =	   -­‐1.0	   1.5	   2.0	  Thompson_700	   =	   0.0	   0.5	   1.0	   =	   3.0	   3.0	   3.0	   =	   -­‐2.0	   2.5	   2.5	   =	   -­‐1.0	   1.5	   2.0	  Milbrandt_CTRL	   =	   0.0	   0.5	   1.0	   =	   3.0	   3.0	   3.5	   =	   -­‐2.0	   2.0	   2.5	   =	   -­‐1.0	   2.0	   2.0	  	  
3.2.2 Wind Speed 	  
Case 2 simulated wind speeds also resemble results from case 1.  Simulated 
values from D04 interpolated to actual mountain height produce the best fit to 
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observations and the lowest error (Fig. 3.10 and Table 3.7).  As before, choice of 
microphysics treatment does not matter, and gains in wind speed accuracy from increased 
resolution are minimal compared to improvement made by vertically interpolating to 
actual mountain height.   
Despite having the best overall error metrics, the D04 interpolated configurations 
are unable to capture the magnitude of the extreme wind speeds observed on April 2nd 
and 3rd.  All simulated case 2 winds begin to “flat line” around 0Z on April 2nd and fail to 
simulate observed speeds greater than ~ 30 m/s, regardless of resolution or height 
treatment.  Assigning the cause of this error to a particular aspect of the model is difficult 
though due to the short length of the case study and the limited coverage of available 
observation datasets.   
A possible source of the wind speed error may be related to model terrain 
characterization.  Depending on stability conditions, erroneous mountain height could 
limit the ability of the model to resolve orographic effects on vertical motion.  Another 
potential source of the error may be tied to assumptions about maximum allowable 
friction velocity in the planetary boundary layer or surface layer schemes.  Diagnosing 
the root cause of the case 2 wind speed errors, however, will require boundary layer 
parameterization sensitivity studies beyond the scope of this paper. 
 
 
Table 3.7. Case 2 bias, MAE, and RMSE of simulated wind speed (m/s rounded to the 
nearest half m/s). 	   =	   D04	   =	   D03	   =	   D04	  Interpolated	   =	   D03	  Interpolated	  Configuration	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	  Morrison_CTRL	   =	   -­‐14.0	   14.0	   15.5	   =	   -­‐18.0	   18.0	   19.0	   =	   -­‐5.5	   6.5	   7.5	   =	   -­‐6.5	   7.5	   8.5	  Morrison_700	   =	   -­‐13.5	   13.5	   15.0	   =	   -­‐17.5	   17.5	   19.0	   =	   -­‐5.0	   6.5	   7.5	   =	   -­‐6.5	   7.5	   8.5	  Thompson_CTRL	   =	   -­‐14.0	   14.0	   15.5	   =	   -­‐17.5	   17.5	   19.0	   =	   -­‐5.5	   6.5	   8.0	   =	   -­‐6.5	   7.5	   8.5	  Thompson_700	   =	   -­‐14.0	   14.0	   15.5	   =	   -­‐17.5	   17.5	   19.0	   =	   -­‐5.5	   6.5	   8.0	   =	   -­‐6.5	   7.5	   8.5	  Milbrandt_CTRL	   =	   -­‐14.0	   14.0	   15.5	   =	   -­‐17.5	   17.5	   19.0	   =	   -­‐5.5	   6.5	   8.0	   =	   -­‐6.5	   7.0	   8.5	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3.2.3 Cloud LWC 	  
Case 2 cloud LWC results display sensitivity to resolution similar to case 1 (Fig. 
3.11 and Table 3.8).  Error metrics for both terrain height treatments of D03 imply that 
the Milbrandt-Yau run performs relatively well, but the time series plots reveal that all 
five configurations are for the most part too dry.  Also, as seen in case 1, altering the 
number concentration has little impact on results.  Unlike case 1 where the Thompson 
configurations produced the best cloud LWC results for the D04 lowest model level, case 
2 has the Morrison configurations producing the least error.  Both Thompson runs and the 
Milbrandt-Yau simulation exhibit a high bias.   
This time interpolating to mountain height in D04 does not systematically place 
the summit above the clouds as it did in case 1.  It does, however, change which scheme 
performs the best.  The two Thompson schemes generate the best error metrics, with the 
control configuration having a zero bias.  Results, however, do not necessarily mean that 
vertically interpolating is a best practice.  The D04 Thompson simulations appear to have 
overdone cloud water near the land surface.  Interpolation may just be moving the 
processing point to a drier location above the cloud.  In other words, there may be two 
wrongs making a right. 
 
 
Table 3.8. Case 2 bias, MAE, and RMSE of simulated cloud LWC (g/m3). 	   =	   D04	   =	   D03	   =	   D04	  Interpolated	   =	   D03	  Interpolated	  Configuration	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	  Morrison_CTRL	   =	   -­‐0.05	   0.13	   0.16	   =	   -­‐0.22	   0.24	   0.25	   =	   -­‐0.17	   0.19	   0.21	   =	   -­‐0.26	   0.26	   0.29	  Morrison_700	   =	   -­‐0.01	   0.15	   0.19	   =	   -­‐0.21	   0.23	   0.25	   =	   -­‐0.17	   0.19	   0.22	   =	   -­‐0.26	   0.27	   0.29	  Thompson_CTRL	   =	   0.11	   0.15	   0.19	   =	   -­‐0.15	   0.16	   0.19	   =	   0.00	   0.09	   0.13	   =	   -­‐0.23	   0.23	   0.26	  Thompson_700	   =	   0.12	   0.15	   0.18	   =	   -­‐0.12	   0.13	   0.18	   =	   0.02	   0.10	   0.14	   =	   -­‐0.21	   0.21	   0.24	  Milbrandt_CTRL	   =	   0.15	   0.17	   0.21	   =	   -­‐0.10	   0.12	   0.17	   =	   0.07	   0.15	   0.18	   =	   -­‐0.17	   0.19	   0.22	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Figure 3.9. As in Figure 3.1 but for case 2 temperatures (oC).  The date/time tick marks begin at 6Z April 1, 2013 and increase in 
increments of six hours.
Domain	  4	  Interpolated 
Domain	  3	  Interpolated 
Domain	  4 
Domain	  3 
a) c) 
b) d) 
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Figure 3.10. As in Figure 3.9 but for case 2 wind speeds (m/s). 
 
 
Domain	  4	  Interpolated 
Domain	  3	  Interpolated 
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  4 
Domain	  3 
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Figure 3.11. As in Figure 3.9 but for case 2 cloud LWC (g/m3). 
 	  
Domain	  3 Domain	  3	  Interpolated 
Domain	  4	  Interpolated Domain	  4	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3.2.4 Droplet MVD 	  
With regards to droplet size simulation, there are more data points to go on than in 
case 1.  Although too many data points for the Morrison configurations are lost in D03 
due to lack of clouds, there are enough values to assess the Thompson and Milbrandt-Yau 
runs.  The interpolated version of D03, however, does not have enough simulated-
observed pairs to evaluate any of the schemes.  
Error metrics (Table 3.9) and time series plots (Fig. 3.12) suggest that increasing 
number concentration improves the Thompson scheme droplet MVD in both versions of 
D04 but does relatively little to alter the Morrison output.  Overall, the Thompson 
configuration with the increased number concentration from the D04 lowest model level 
has the least amount of error, but the two Morrison configurations are on par with the 
Thompson results. 
As for resolution, the time series plots show that limited gains are made in the 
Thompson results by going to a finer grid.  There is even degradation in the error metrics 
for the control Thompson run, but this is likely due to the increased number of data points 
rather than an actual performance downgrade.  Vertical interpolation also offers no real 
improvement to the single-moment scheme droplet sizes.  Error metrics are slightly 
worse for the Morrison runs, but upon further inspection, this also is likely due to a 
smaller dataset size rather than a reduction in accuracy.  
As for the Milbrandt-Yau scheme, results show a systematic high bias across the 
board similar to case 1, particularly in D03 on April 2nd.  Interpolating D04 does improve 
the Milbrandt-Yau droplet size error metrics.  This improvement mostly occurs during 
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the warm period at the start of the time series.  Despite the interpolation-induced 
improvement, the droplet sizes are still too large. 
 
 
 
 
Figure 3.12. Case 2 comparison of observed and simulated droplet MVD (µm) for the Mt. 
Washington summit. The top two plots depict values from the lowest model level of (a) 
D04 and (b) D03.  The bottom plot (c) shows values from D04 that have been 
interpolated to the actual height of Mt. Washington.   
Domain	  4 
Domain	  4	  Interpolated 
Domain	  3 
a) 
c) 
b) 
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Table 3.9. Case 2 bias, MAE, and RMSE of simulated cloud droplet MVD (μm). 	   =	   D04	   =	   D03	   =	   D04	  Interpolated	  Configuration	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	   =	   Bias	   MAE	   RMSE	  Morrison_CTRL	   =	   1	   5	   6	   =	   	   	   	   =	   -­‐4	   3	   4	  Morrison_700	   =	   -­‐1	   3	   4	   =	   	   	   	   =	   -­‐5	   3	   5	  Thompson_CTRL	   =	   8	   9	   10	   =	   0	   5	   6	   =	   6	   7	   -­‐9	  Thompson_700	   =	   0	   4	   5	   =	   -­‐4	   4	   6	   =	   -­‐1	   4	   -­‐9	  Milbrandt_CTRL	   =	   17	   17	   17	   =	   16	   18	   22	   =	   8	   9	   0	  	  
 
3.2.5 Qualitative Discussion 	  
Similar to case 1, case 2 diagnosed cloud number concentrations from the 
Milbrandt-Yau configurations are compared to simulated MVD results, and D04 lowest 
model level hydrometeor types produced by each scheme are discussed.  
3.2.5.1 Milbrandt-Yau Number Concentration 
 
As shown by Figure 3.13 and Table 3.10, case 2 Milbrandt-Yau cloud number 
concentrations are generally higher than the values from case 1.  The interpolated D04 
configuration simulates the highest number concentrations, and corresponds to the best 
overall case 2 Milbrandt-Yau MVD error metrics.  It also produces an RMSE of zero.  In 
general, when the Milbrandt-Yau scheme develops cloud number concentrations 
representative of a continental air mass, the MVD values are more in line with observed 
drop sizes at the Mt. Washington site.     
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Figure 3.13. Case 2 simulated cloud number concentration (#/cm3) for the Mt. 
Washington summit.   	  	  
Table 3.10. Case 2 max, min, and mean cloud number concentration (#/cm3) of time 
series simulated using the Milbrandt-Yau double-moment microphysics scheme. Domain	   =	   Max	   =	   Min	   =	   Average	  D04	   =	   226	   =	   	   40	   	   =	   	   163	   	  D03	   =	   	   191	   	   =	   	   0	   	   =	   	   64	   	  D04	  Interpolated	   =	   	   355	   	   =	   	   0	   	   =	   	   227	   	  D03	  Interpolated	   =	   	   369	   	   =	   	   0	   	   =	   	   89	   	  	  	  
3.2.5.2 Hydrometeor Mixing Ratios 	  
The hydrometeor distributions for the D04 lowest model level in Figure 3.14 
show the Morrison configurations produce considerably more snow than the other two 
schemes.  The two Thompson simulations do create snow pulses around the same 
timeframe as the strong snow events in the Morrison runs but do not treat the snow as a 
continuous event.  Milbrandt-Yau produces very little snow but does, however, simulate 
episodes of graupel.  The marked increase in snowfall in the Morrison schemes seems to 
align with when the two Morrison configurations began to produce better cloud water 
estimates than the Thompson or Milbrandt-Yau schemes.  Due to whiteout conditions, 
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present weather observations are not used to assess case 2 model performance.  There is 
no way to accurately differentiate between falling and blowing snow under such extreme 
wind conditions. 
 
Figure 3.14. As in Figure 3.7 but for case 2 D04 lowest model level mass mixing ratios 
(g/kg dry air).   	    
Milbrandt-­‐Yau 
Thompson	  (Control	  =	  Solid;	  700	  =	  Dashed) 
Morrison	  (Control	  =	  Solid;	  700	  =	  Dashed) 
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3.2.6 Case 2 Summary 	  
Case 2 results for temperature and wind speed are essentially identical to case 1, 
though the best model configuration for wind speed still failed to capture the magnitude 
of the extreme winds on April 2nd and 3rd.  Like case 1, simulated LWC is highly 
sensitive to grid resolution.  The D03 results are generally too dry.  Again, sensitivity to 
number concentration is minimal in comparison to scheme choice.  The two Morrison 
simulations produce the cloud LWC values with the best error metrics for the lowest 
model level, but the simulation with the best overall score is the interpolated control 
configuration of the Thompson scheme.  Further analysis of the time series plots reveal 
the gains made by interpolation are due to a drying effect on over-estimated near surface 
cloud water.   
Case 2 is different than case 1 in that a fair amount of precipitation occurred in the 
form of snow.  The increased allotment of computational resources to frozen 
hydrometeor processes may explain why the Morrison cloud LWC results were more 
accurate than the Thompson scheme configurations.  Without reliable precipitation 
observations for comparison though, there is no way to tell if the Morrison snow results 
were more realistic.  
As in case 1, the Milbrandt-Yau scheme has a systematic high bias for droplet 
size, and the single-moment scheme MVDs are in better agreement with observations.  
Error metrics indicate that increasing number concentration may improve single-moment 
scheme MVD simulation, but the sample size used to determine these results is relatively 
small.  As with case 1, results from case 2 do not support the argument that a double-
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moment scheme is necessary for simulating rime conditions at the Mt. Washington 
summit. 	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Chapter 4: Concluding Remarks 
4.1 Conclusions 
This study explores the feasibility of using the WRF model for in-cloud icing 
applications.  Simulated values of temperature, wind speed, cloud LWC and droplet 
MVD from two separate case study periods are validated against measurements collected 
at the summit of Mt. Washington.  This analysis differs from previous ground icing 
studies primarily in that it compares output from model runs configured to use a double-
moment microphysics scheme with output achieved using single-moment schemes.  Also, 
this study is unique in that altered single-moment number concentrations are based on 
measured data rather than a posteriori tuning technique. 
Overall results suggest that horizontal resolution is a key element for successful 
simulation of icing at ground level.  In general, RMSE, MAE and bias for all four 
parameters are smaller for the D04 grid than the coarser D03 grid.  Results with respect 
to resolution are comparable to findings of authors who have conducted similar studies 
(e.g., Nygaard et al., 2011; Yang et al., 2012). 
At 1917 m ASL, Mt. Washington is substantially taller than its surrounding 
terrain.  Interpolation and smoothing techniques applied in the WRF preprocessor reduces 
the summit elevation in the model grid space.  A technique of vertically interpolating 
simulated values to the actual mountain height is tested as a means for overcoming this 
elevation error.  Results indicate that interpolation improves simulated wind speeds but 
degrades cloud LWC and temperature values.   	  	    Five simulations configured with different microphysics parameterizations are 
run for each case study period.  These configurations include single- and double-moment 
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schemes, as well as single-moment schemes with prescribed number concentrations 
representative of the aerosol-laden air around the Mt. Washington summit.  Results 
indicate that simulated LWC is more sensitive to scheme choice than cloud number 
concentration.  Droplet MVD error results are inconsistent when number concentration is 
increased, but tests did not result in enough simulated-observed pairs to know if results 
are significant.   
Nygaard et al. (2011) showed that versions of WRF parameterized with the 
Thompson scheme or the Morrison scheme could be used to simulate super-cooled cloud 
LWC and droplet MVD for in-cloud icing purposes.  Based on their findings, authors 
theorized that use of a double-moment scheme would be necessary to get realistic droplet 
MVD values.  Yang et al. (2012) conducted a study showing that a high resolution 
mesoscale model configured with a double-moment scheme could be used to model icing 
environment LWC and MVD but did not include a version of the model configured with 
a single-moment scheme for comparison.  Results from this study indicate that use of a 
single-moment scheme for icing related applications may produce results that are as good 
or better than simulations run using a costly double-moment scheme.    
4.2 Recommendations for Future Work 	  
  The results presented here should not be used as an overall assessment of WRF 
model performance for icing-related applications.  It is unknown if the results are 
representative of how the model would perform at other geographic locations or under 
different meteorological conditions.  A long term, multi-year sensitivity study would be 
needed to draw meaningful conclusions on model performance for even the Mt. 
Washington summit site. 
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The case studies presented here rather can best be thought of as a first test.  Is this 
type of modeling even worth pursuing?  This study indicates that the simulations showed 
promise despite the fact that the model physics were originally designed for mesoscale 
and upper atmosphere applications.  
The next and most important step should be to procure data.  Although there were 
several observations collected over the course of each campaign, they were all collected 
under similar air mass conditions.  Validation data collected over the course of an entire 
winter season or longer and at multiple sites are needed so that results are not just 
applicable to Mt. Washington and the few other sites where RMC datasets are 
sporadically collected. 
Once additional validation data become available, there are a whole host of other 
small-scale model sensitivities that could be studied.  Several publications have assessed 
WRF microphysical schemes, but WRF is a complex framework that allows the user 
multiple configuration options.  There are many possible permutations of 
parameterizations and options for handling model stability that could be tested. 
Model forcing data sensitivity should also be investigated.  Because WRF is a 
regional model, simulations will always contain inherent uncertainty stemming from the 
data used to specify its initial and boundary conditions, even if data assimilation 
techniques are applied (e.g., Wilks, 2006).  Depending on the sensitivity of the model 
physics, switching forcing datasets could result in markedly different outcomes.  In this 
study GFS forcing data was selected because it is representative of forcing data used in 
real-time forecasting applications.  A limitation of the GFS, however, is that archived 
data only goes back to January 2000.  For climatological applications that require a long 
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period of record (e.g., wind farm site selection), long-term reanalysis data may be a more 
appropriate choice.  Sensitivity results from the simulations presented in this study, 
however, may not be applicable if reanalysis data biases are notably different than those 
seen in the GFS.  For example, validation metrics for the GFS model exhibit a near-
surface wet bias over the eastern United States (Werth and Garrett, 2011).  If drier 
conditions had been introduced into the case study simulations through reanalysis data, 
the WRF model may have had difficulty producing low-level cloud cover. 
Lastly, the spread seen in the time series plots for lowest model level D04 cloud 
LWC suggests that WRF could currently be used to build surface rime icing risk forecast 
products.  Although no single deterministic configuration of the model consistently 
captured the general magnitude and trend of the cloud properties, the observed values 
were always within the simulated “cloud” of possible answers.  Multi-member ensemble 
products could be used to build probabilistic warning systems for icing risk, something 
that would be of use to forecasters in mountainous regions, power companies, and people 
interested in developing infrastructure in mountainous or coastal areas affected by rime 
ice.	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