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In this paper we propose the application of supervised learning techniques to recognize stress
situations in drivers by analyzing their Skin Potential Response (SPR) and the Electrocardiogram
(ECG). A sensing device is used to acquire the SPR from both hands of the drivers, and the
ECG from their chest. We also consider a motion artifact removal algorithm that allows the
generation of a single cleaned SPR signal, starting from the two SPR signals, which could be
characterized by artifacts due to vibrations or movements of the hands on the wheel. From both
the cleaned SPR and the ECG signals we compute some statistical features that are used as
input to six Machine Learning Algorithms for stress or non-stress episodes classification. The
SPR and ECG signals are also used as input to Deep Learning Algorithms, thus allowing us to
compare the performance of the different classifiers. The experiments have been carried out in
a firm specialized in developing professional car driving simulators. In particular, a dynamic
driving simulator has been used, with subjects driving along a straight road affected by some
unanticipated stress-evoking events, located at different positions. We obtain an accuracy of
88.13% in stress recognition using a Long Short-Term Memory (LSTM) network.
1 Introduction
Lately1, the assessment of stress in car drivers is getting more atten-
tion, because a highly stressed driver could be less focused, more
likely to drive in a risky way [1], and/or to get involved into ac-
cidents [2]. The emotional state, corresponding to a condition of
tension and pressure in an individual, causes reactions of the sympa-
thetic nervous system. These are defined as stress in literature [3].
Different approaches have been proposed to detect stress in indi-
viduals, using physical or physiological parameters [4]. Machine
Learning (ML) algorithms are often employed [5]– [8]. In [9], a
Support Vector Machine (SVM) classifier is used, with Skin Con-
ductance Response (SCR), Electroencephalogram (EEG), and Heart
Rate (HR) as inputs. In [10], various signals are utilized, such as
Blood Volume Pulse (BVP), Skin Conductance (SC), Skin Tem-
perature (ST), Electromyography (EMG), and Respiration (RESP).
Deep Learning (DL) algorithms have also been successfully applied
for stress recognition. Physiological signals are used, such as Elec-
trocardiogram (ECG) [11] and Electrodermal Activity (EDA) [12],
or facial expressions [13], or a collection of physiological and mo-
tion data, including ECG, EDA, EMG, RESP, Temperature (TEMP),
and Acceleration (ACC) [14]. The system described in [15] uses
the time differences between consecutive R-waves of QRS com-
plexes, also called RR intervals, for mental stress identification in
firefighters. In several works, a comparison between ML and DL
methods for stress recognition has been carried out, also showing
that Convolutional Neural Networks (CNNs) can outperform ML
conventional methods [16, 17].
There are various stress analysis approaches when we consider
car driving scenarios as well. Many use physical characteristics,
e.g., facial or eye images [18, 19]. In others, physiological charac-
teristics are considered [20–22]. Among these, EDA can be used
jointly with different signals [23, 24]. Authors in [25] study the
relation between the vehicle’s acceleration and the driver’s heart
rate in elders. In [26], EEG patterns, belonging to different driving
conditions, are classified using an SVM, a Neural Network (NN),
and a Random Forest (RF). Some DL algorithms have also been
successfully applied for stress recognition in the driving context
as well, and are particularly relevant to this work. Authors in [27]
present an end-to-end architecture, composed of convolutional lay-
ers, that uses ECG signals for stress detection. Their experiments
are designed for identification of mental fatigue and for discrimina-
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tion between driving and resting conditions. A multimodal system
based on CNNs and Long Short-Term Memory (LSTM) networks,
using ECG, vehicle data, and contextual data has been proposed
in [28]. In [29], CNNs are considered to detect a driver’s braking
intention, in different driving conditions, using EEG data.
In this work we present a system that allows the recognition
of the emotional and stress conditions of subjects while driving.
The main features of our system, which differentiate our work from
others in the literature, are the relative simplicity of the sensors
used, the possibility of being used nearly in real time on 15 s signal
blocks, and the ability to discriminate stressful events of short dura-
tion during driving. The experiments are organized in a company
that designs professional driving simulators. We use a simulator
that reproduces a road track in a 3D environment. Along the track
we place different tasks to go through, which are expected to cause
a reaction in the subjects. Two different signals are considered, the
Skin Potential Response (SPR) and the ECG. We have proven that
these signals are suitable for the analysis of the emotional condition
of a driver and that can be acquired with an acceptably intrusive
setup, with no intervention on the vehicle [30].
We analyze the SPR signal instead of the widely utilized SCR,
because it can be logged in a more straightforward way, with no
electric current in the skin. In addition, the electrode impedance
and skin impedance changes have a lower impact on this signal [31].
In detail, our objective is to compare the performance of several
ML algorithms in recognizing the stress responses of the drivers
that undergo various stress situations. To do this, some features are
extracted from both the SPR and ECG signals. In addition, we con-
sider deep learning techniques for driver stress recognition. These
require the raw recorded signals as input, contrary to what happens
in traditional machine learning techniques, where a feature extrac-
tion process is needed. Specifically, we use a CNN and an LSTM
network. Compared to other similar studies cited above [24, 27],
we apply machine and deep learning techniques for detecting stress
during short tasks in a controlled and simulated environment.
The paper is structured as follows. In the next section, a descrip-
tion of the fundamental blocks of the proposed system is provided.
We introduce the sensing device utilized for both SPR and ECG
recordings, the Motion Artifact (MA) removal algorithm developed
to reduce motion artifacts, and the learning algorithms implemented
for classification. Section 3 reviews the experimental setup. Sec-
tion 4 presents the results of our comparative study, using different
classification algorithms, on drivers’ stress recognition. Finally, in
Section 5 we draw some conclusions.
2 Description of the system
The block diagram of the developed system is shown in Figure 1.
The inputs are the two SPR signals, recorded from the hands of
a test subject (s1(t) and s2(t) in the figure), and the ECG signal
recorded from the chest of the subject. The signals are acquired
synchronously through a sensing device that uses a textile garment
with electrodes, in addition to other electrodes placed under the
gloves on both hands.
The two SPR signals can exhibit some artifacts that can be gen-
erated when the subject is driving, e.g., due to the hands movements
or vibrations. To overcome this problem, we designed a MA re-
moval algorithm that, taking into account the local energy of the
two SPR signals, picks the smoother one, with the aim to remove
spurious peaks and asymmetric signal spikes, possibly related to
MA. As a matter of fact, the SPR component due to the sympathetic
nervous system activity in the two hands is highly correlated. In
the end, a learning classification algorithm is used to recognize the
presence of stress in certain time intervals. In detail, every single
time interval is classified into two possibile classes, which are the
stress class (or “1”) and the non-stress class (or “0”). In case of ML
algorithms, this is carried out by selecting some statistical features
from the cleaned SPR signal (s(t) in Figure 1) and from the ECG
signal. These features have been picked out, among others, since
they well represent the stress signal peculiarities. In case of DL
algorithms, instead, the raw SPR and ECG recordings are directly
processed. In the next subsections, we will describe in detail each
one of these fundamentals blocks.
2.1 The sensing device
The sensor used for data acquisition is the VI-BioTelemetry sys-
tem (https://www.vi-grade.com/en/solutions/vi-biotelemetry/). This
commercial sensor, shown in Figure 2, has been designed in our
group and engineered by the VI-grade company. Its detailed descrip-
tion can be found in several recent scientific papers (e.g., [31, 32]).
Summarizing its features and specifications, the sensor is bat-
tery operated and transmits data to a laptop via WiFi connection.
It acquires two SPR channels and three ECG channels. The SPR
signals are acquired from the hands of the tested subject (through
Ag/AgCl wet electrodes positioned on the palm and the back of
each hand) and the ECG data are acquired using a commercial vest
having textile electrodes in contact with the chest of the subject
(using an adhesive conductive gel). The analog front end conditions
the SPR and ECG signals with proper bandwidth and gain. Analog
signals are converted using a 12-bit A/D and an on board DSP which
acquires the signals at 1 kSa/s rate. The A/D converter is charac-
terized by an Integral Nonlinearity (INL) lower than 1 LSB (Least
Significant Bit) and an Effective number of bits (ENOB) equal to
11.1. The DSP sends the acquired signals to the WiFi module which
is responsible to send all the time-aligned data to a server in the
local area network.
Regarding the ECG channels, they are basically designed as
band-pass differential amplifiers with maximum input range ± 5 mV
(i.e., gain 370) and bandwidth in the [0.03, 160] Hz range. The
input impedance of each channel is 100 MΩ, in order to reduce the
load error to less than 1%, since the skin impedance is lower than
1 MΩ. The resolution of the ECG signals acquired on the chest skin
results to be in the order of 2.5 µV and the accuracy of the ECG
readout has been characterized in the past [32] to be as low as 0.1%.
As for the ECG signal, we first detect the R-peak locations using
the Pan-Tompkins algorithm [33].
The instantaneous RR signal is obtained by converting the RR
interval time series with cubic spline interpolation at 100 Sa/s. Sim-
ilarly to what is done in [34], where RR values and DL are used for
Congestive Heart Failure (CHF) detection, interpolation is needed
to synchronize signal segments, in our case with the SPR signal
blocks. Note that this can be important to preserve correct time and
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Figure 1: Block diagram of the presented system.
frequency information (see [35] and references therein), which the
DL classifiers can possibly extrapolate from the data.
Regarding the SPR channels, the sensors acquire the electro-
dermal signals on both hands as differential voltages between the
palm and the back of each hand. The SPR signals are supposed to
be in the ±10 mV range. They are amplified with a gain equal to
160. The acquisition bandwidth is in the [0.08, 40] Hz range; the
input impedance of each channel is 100 MΩ. The resolution of the
SPR data acquired on the hands results in the order of 5 µV and the
accuracy of the SPR readout has been characterized in the past [31]
to be in the order of 0.2%. The SPR signals are subsampled at
100 Sa/s before further processing.
ECG vestSensor
SPR electrodes
Figure 2: The VI-BioTelemetry sensor used in the experiments. The system is
composed by an acquisition box, a vest with textile electrodes for ECG acquisition
on the chest and Ag/AgCl electrodes for SPR acquisition on the hands.
2.2 Motion artifact removal block
As introduced above, some artifacts due to the movements and ac-
tions of the subject’s hands while driving can become visible on
the SPR signals, and could alter their shape. To take this issue into
account, we propose an MA algorithm (see also [36, 37]) that is
built on two assumptions: the first being that motion artifact en-
hances the local energy of the signal. The second being that the
motion artifacts rarely appear simultaneously in the SPR signal of
both hands. We observed this behaviour in our testing most of the
time, and the proposed solution appears to be a good compromise to
lessen the MA. Considering the RMS values σ1 and σ2 of the SPR
input signals s1 and s2 on a L = 100 samples wide moving window,
corresponding to 1 s at a sample rate of 100 Sa/s, we establish a
smoothing threshold function f (x) in order to obtain f (x) ≈ 0 when





This function is employed in a correction term β, that enables us to









if σ2(n) , 0
1 if σ2(n) = 0
(2)
We can deduce that β → 0 when σ1 < σ2 and β → 1 when
σ1 > σ2. The correction term β, as in (2), is then used to determine
the clean single output s(n) of the procedure as





In the end, the output in (3) imitates the signal characterized by
the lower energy in the 1 s examined interval.
2.3 Classification algorithms
In the proposed system, we utilize a classification technique to de-
tect the presence (or absence) of a driver’s stress condition in a given
time interval during a car driving simulation. For this classifica-
tion task, we utilize and compare six different supervised machine
learning algorithms: an SVM classifier, a Naı̈ve Bayes classifier,
a k-Nearest Neighbors (k-NN) classifier, a Decision Tree (DT), an
RF classifier, and an Artificial Neural Network (ANN). All these
algorithms have been widely used in the literature for classification
purposes. We also use two deep learning algorithms, in particular a
1D CNN and an LSTM network.
Our goal is to classify all of the time intervals in two possible
classes: the stress class (or “1”) and the non-stress class (or “0”).
For this, we use the processed and cleaned SPR signal, and the
ECG signal, with the latter one processed to remove the ectopic
beats similarly to what is proposed in [35]. In addition, a further
normalization preprocessing step is applied to both SPR and RR
signals, because they can differ considerably among the individuals.
This step consists of the standardization of each signal, based on the
mean and variance of the preceding 5 minutes of the current signal
value. We decided to process a 15 s long interval at a time, and we
take a new interval every 5 s. In this way each interval covers the
preceding one by 10 s. We do this to keep a reasonably low process-
ing delay. The overall number of features extracted from these time
intervals is nine: five from the SPR signal and four from the ECG
signal. The five statistical features considered for the SPR signal
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are: the interval variance, the energy, the mean absolute value, the
mean absolute derivative and the max absolute derivative. The four
statistical features from the ECG signal are: the mean value of RR
intervals, the standard deviation of RR intervals (SDNN), the root
mean square of subsequent RR interval differences (RMSSD) and
the mean value of the Heart Rate [38]. We gather the features of the
two signals together to construct the feature vectors. Each feature is
then normalized in the range [0, 1]. All of the ML classifiers have
been set up using Matlab (2017.a), except for the ANN that has been
set up using Python. Hyperparameters are optimized automatically
by the Matlab routine functions used for classification. In addition,
for the SVM classifier, a Radial Basis Function (RBF) kernel has
been used. The Bayesian optimization has also been used during
the training procedure. For the ANN, we implement a four-layer
perceptron trained with the back-propagation algorithm. We utilize
Keras and the optimization package called “hyperopt” [39], allow-
ing the use of the Bayesian optimization in this case as well. The
optimization process also allows us to select the number of nodes
in the two hidden layers (ranging from 16 to 128). The drop-out
percentage has also been computed by the optimization package.
Regarding the cross validation methodology, the 10-fold cross vali-
dation is used for all of the ML algorithms. For the ANN classifier
we set the batch-size equal to 128.
The DL algorithms are also set up using Python. In detail, the
architecture of the CNN used for classification has been inspired
by the one proposed in [28], and its parameters are briefly reported
in Table 1. The CNN contains two identical sequences of four op-
erations: a convolutional layer, an Exponential Linear Unit (ELU),
a batch normalisation layer and a max pooling layer. These are
followed by a fully-connected layer (of 128 nodes), and the output
layer where the softmax activation function is used. As anticipated,
the inputs of the CNN are no longer the feature vectors, but the
unprocessed samples of both the SPR and RR signals recorded from
the subject at the same moment, in time intervals 15 s long. For
each time interval, the values of the SPR and the RR signals must be
arranged side by side. Since each 15 s long time interval is made of
N = 1500 samples, with a sample rate of 100 Sa/s for both the SPR
and RR signals, we obtain an input matrix with a size of 1500 × 2,
to be sent as input to the network. We proceed picking a new inter-
val every 5 seconds and applying the same procedure. The labels
corresponding to each interval are the same already derived for the
ML algorithms. Other details about how the CNN model is defined
are the following: we use the Adam optimizer, the learning rate
has been set equal to 0.001, the categorical cross-entropy has been
chosen as loss function, the number of epochs has been set equal to
20 and the batch-size to 64 (https://keras.io).
Another DL algorithm, i.e., an LSTM network, has been used
in the experiments. This is a particular type of Recurrent Neural
Network (RNN) that overcomes the issue of the short-term mem-
ory of the RNNs (also known as the vanishing gradient problem).
The LSTM internal gates keep the relevant information in a long
sequence of data, throwing away the non-relevant data, and this can
help us recognizing stress with a long dynamic temporal behavior.
The architecture of the implemented LSTM network is reported
in Table 2. The same settings introduced before for the CNN (the
learning rate, the number of epochs, etc.) have been used for the
LSTM as well, with batch-size 128. Regarding this network, we
also consider a variant of it which uses the hyperopt optimization
package (it will be denoted as LSTM2 in Section 4). In this case the
number of nodes (ranging from 16 to 128) and the dropout value
(varying between 0 and 1), for each layer, have been computed by
the optimization package.
Table 1: Architecture of the implemented CNN
CNN
Convolutional layer Filters = 20, Kernel size = 10, Stride = 2
Exponential Linear Units (ELU) Alpha = 0.1
Batch norm. + dropout (0.15)
Max pooling Pool size = 2, Stride = 2
Convolutional layer Filters = 20, Kernel size = 10, Stride = 2
Exponential Linear Units (ELU) Alpha = 0.1
Batch norm. + dropout (0.15)
Max pooling Pool size = 2, Stride = 2
Flatten
Dense + dropout (0.5) Nodes = 128, Activation = ReLU
Dense Nodes = 2, Activation = Softmax
We employ the “leave-one-person-out” technique for all of the
learning algorithms, such that the training of each classifier is per-
formed using the data of all individuals, except one, on which the
classifiers will be tested. This process is carried out for each indi-
vidual, and in the end the overall system performance is determined
by computing the average of the results originated from all of the
individuals.
Table 2: Architecture of the implemented LSTM network
LSTM
LSTM layer Nodes = 128, Activation = ReLU
Dropout 0.4
LSTM layer Nodes = 128, Activation = ReLU
Dropout 0.4
Dense Nodes = 2, Activation = Softmax
3 Experimental setup
The experiments, as introduced above, are carried out in a firm
that develops professional driving simulators, both in hardware and
software. For our tests, we use a dynamic driving simulator that
allows the reproduction of the same movements of a real car. In fact,
it provides motion feedback to the drivers through a nine degrees-
of-freedom moving platform. We enrolled 16 healthy individuals,
22-47 years old, some from the University of Udine and some from
the University of Padua. The subjects were asked to drive on a 28
km long straight highway track, with four stress-inducing obstacles
demanding some concentration to get over. These four obstacles are
shown in Figure 3. From left to right and from top to bottom, they
are: Sponsor block (from right to left), Tire labyrinth, Double lane
change (right to left) and Sponsor block (from left to right).
All subjects prepare themselves before entering the simulator.
They wear the sensing devices both on chest and hands. They gave
consent having their physiological signals recorded, and the test
were performed according to the principles of the Declaration of
Helsinki.
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Figure 3: The four stress-inducing events located along the road.
Figure 4 displays the cleaned SPR signal, after the MA removal
block, and the instantaneous HR signal of a subject (derived from
the RR signal) during the simulation. The start of an event is sig-
naled with a vertical line with a circle marker, and the end of an
event with a vertical line with a square marker. We also assume an
event starts when the obstacle enters the field of view of the subject
(and this happens approaching a distance of 800 meters from the
obstacle), and ends 30 seconds after surpassing the obstacle. Passing
each obstacle takes approximately 65 seconds. The peculiar stress
peaks shape in the SPR signal during the stress event can be seen
evidently in the figure, just as the distinctive rise in Heart Rate.
4 Experimental Results
The classifiers, which allow the recognition of stress in each 15 s
long interval, are built using the cleaned SPR signal and the ECG
signal of each subject. For the traditional ML algorithms the fea-
tures of the signals are extracted from each interval. For the DL
algorithms there are no features to be extracted, and the raw sig-
nals themselves are considered for each interval. In all cases, the
intervals overlap each other by 10 s as already specified.
We assume that all the intervals happening in a stretch of the
road where obstacles are present, to have the value “1”, with stress,
and that all the intervals happening in a stretch of the road with-
out obstacles to have the value “0”, with no stress. As already
mentioned, we employ the “leave-one-person-out” method in the
classification process. So, for the training, we examine 15 sub-
jects at a time out of the 16 in total. In this way, we obtain a total
number of intervals ranging from 1176 to 1209, for both stress and
non-stress classes. The total number of intervals for training is not
fixed because each individual overcomes the obstacles with slightly
different timing and speed. During the test we obtain approximately
187 intervals to analyze for each individual (this is an average value
taking all of the subjects into consideration), where the majority of
them, about two thirds, belong to the non-stress class.
According to the assumed ground-truth, the True Positives (TP),
the False Negatives (FN), the True Negatives (TN) and the False Pos-
itives (FP) can be computed, as well as the performance indicators
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Table 3 presents the overall performance of our system (MEAN
± STD), calculated by averaging the results of the 16 subjects, for
all of the considered ML algorithms. The accuracy and balanced
accuracy values among the classifiers are close, even if the ANN
classifier is slightly better than the other ones in terms of accuracy,
and the RF in terms of balanced accuracy. Moreover, the sensitivity
of the RF is higher than the others, as it is the specificity of the
Naı̈ve Bayes classifier. The GM values are similar for all of the ML
algorithms, with the RF classifier still performing marginally better
than the others.
As introduced before, as a first attempt to use a deep learning al-
gorithm to recognize stress and non-stress episodes in our scenario,
we set up a 1D CNN and an LSTM. We compute the overall perfor-
mance of the CNN and the LSTM using the test set, and we obtain
the values reported in Table 3. So, comparing the results of the
DL algorithms with the ones obtained applying the aforementioned
ML algorithms, we can notice that the CNN architecture performs
similarly to the other ML architectures. In particular, the accuracy
of the ANN and the specificity of the Naı̈ve Bayes classifier exceed
the values corresponding to the CNN classifier, whereas the CNN
sensitivity is better than that obtained with the other ML classifiers.
However, when looking at the LSTM, we can see that it works
well in detecting the stress episodes, outperforming all the other
algorithms in terms of accuracy, sensitivity, balance accuracy and
geometric mean. The specificity of the LSTM, instead, is lower than
the Naı̈ve Bayes one. The variant LSTM2 performs even better, and
all of the performance indicators are higher than the other DL and
ML algorithms.
The overall performance of the system looks favourable. It
should be noted that some of our hypotheses are critical and can
affect the performance indicators. The first hypothesis we make is
that all the time intervals happening during the overcoming of an
obstacle by a driver should originate stress, even if it is possible
that the driver is not constantly stressed during the manoeuvre. The
second one is that a driver is not stressed when not overcoming an
obstacle. This might not be true at all times, since a driver can be in
a condition of stress during those time intervals for causes unknown
to us.
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Figure 4: SPR and HR signals (at the top and the bottom, respectively) for a subject during the driving simulation. Each event onset is evidenced with a red vertical line with
a circle marker, and each event offset with a yellow vertical line with a square marker.
Table 3: Performance of all the supervised learning algorithms
Accuracy (%) Sensitivity (%) Specificity (%) BA (%) GM (%)
SVM 72.86 ± 8.77 86.69 ± 7.79 66.46 ± 13.02 76.57 ± 6.91 75.40 ± 7.85
Naı̈ve Bayes 74.04 ± 6.53 82.83 ± 8.04 70.27 ± 10.85 76.55 ± 4.65 75.81 ±5.01
k-NN 72.07 ± 6.01 86.60 ± 8.30 65.99 ± 8.77 76.30 ± 4.96 75.26 ± 5.23
DT 70.76 ± 8.88 85.16 ± 6.61 64.80 ± 13.13 74.98 ± 5.98 73.69 ± 7.20
RF 74.25 ± 6.17 87.05 ± 7.60 68.83 ± 8.83 77.94 ± 5.03 77.11 ± 5.35
ANN 74.45 ± 8.65 86.19 ± 8.13 69.00 ± 13.38 77.59 ± 6.50 76.56 ± 7.30
CNN 73.97 ± 6.23 87.99 ± 6.40 67.76 ± 8.30 77.87 ± 4.82 76.99 ± 5.27
LSTM 82.56 ± 3.04 88.61 ± 7.55 69.79 ± 17.61 79.20 ± 5.96 77.46 ± 9.23
LSTM2 88.02 ± 0.97 93.60 ± 1.92 76.26 ± 4.22 84.93 ± 1.55 84.43 ± 1.78
Another possible critical aspect of our hypotheses is that part
of the signal responses may be due to the increased physical effort
during the events. However, in some previous works, e.g., [40], we
observed that the intensities of the signals during designated stress
events were significant, and could not be confused with the levels
recorded during non-stress intervals, even if a comparable physical
activity was required for driving. In [41], we also evaluated a car
driver’s stress condition in a simulated autonomous driving scenario.
In that experiment, we submitted questionnaires to the drivers and
evaluated other parameters such as the User Experience (UX) mea-
sure and the NASA Task Load Index. Questionnaires supported
our findings derived by analyzing the SPR and ECG signals (see
also [42]).
To account for these considerations, and enhance the stress
recognition ability, we apply a re-label step to the output of the
classifiers (see Figure 5). To do so, we assume stress is happening
if a minimum of four consecutive intervals are marked as positive
(thus covering a time span of 30 s). In the end, the blocks of four
or more consecutive positive intervals are kept, whereas blocks of
up to three consecutive positive intervals are instead re-labelled as
negative.
Figure 5: The re-label method applied to the output of each classifier.
In Table 4 the performance indicators applying the re-label
method are presented. The values are slightly higher than the ones
in Table 3. On the other hand, sensitivity is a little smaller for all
of the classifiers, since we noticed that a number of stress intervals,
which were correctly detected before, are now discarded by the
re-label step. The performance indicators of the LSTM2 are clearly
higher, when compared to the other algorithms, in this scenario as
well.
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Table 4: Performance of all the supervised learning techniques when the re-label method is applied to the output of each classifier
Accuracy (%) Sensitivity (%) Specificity (%) Balanced Accuracy (%) Geometric Mean (%)
SVM 77.61 ± 8.14 85.11 ± 8.82 74.05 ± 11.67 79.58 ± 6.89 79.00 ± 7.30
Naı̈ve Bayes 77.39 ± 6.69 82.83 ± 8.04 70.27 ± 10.85 76.55 ± 4.65 75.81 ±5.01
k-NN 75.86 ± 5.84 83.85 ± 11.04 72.61 ± 8.95 78.23 ± 5.47 77.56 ±5.63
DT 76.17 ± 7.87 82.42 ± 8.09 73.69 ± 11.41 78.06 ± 5.85 77.50 ±6.16
RF 77.15 ± 6.39 86.16 ± 7.42 73.32 ± 8.89 79.74 ± 5.35 79.22 ±5.59
ANN 78.17 ± 9.13 84.73 ± 9.72 75.16 ± 14.23 79.94 ± 6.88 79.15 ± 7.50
CNN 79.47 ± 6.45 85.31 ± 8.33 77.09 ± 8.48 81.20 ± 5.79 80.87 ± 5.90
LSTM 83.21 ± 3.27 88.23 ± 7.78 72.62 ± 17.39 80.42 ± 5.94 78.91 ± 9.00
LSTM2 88.13 ± 0.87 93.30 ± 1.92 77.20 ± 4.05 85.25 ± 1.42 84.83 ± 1.60
5 Conclusions
We presented a scheme to recognize individuals’ stress while driv-
ing in a car driving simulator. The proposed system uses relatively
simple sensors, with an acceptably intrusive setup. Due to the short
signal block analysis, it can be used nearly in real time and can
discriminate stressful events of short duration. In our system, we
record two SPR signals for each individual, one for each hand,
and the ECG signal. We then apply an MA removal algorithm to
remove the artifacts that could appear in the SPR signals during
the drive, so that the output is a single cleaned SPR signal. Some
features are extracted from both the cleaned SPR signal and the
ECG, and sent as input to an ML algorithm. The raw signals are
instead directly used as input to DL algorithms. In particular, we
evaluate the performance of an SVM classifier, a Naı̈ve Bayes clas-
sifier, a k-NN classifier, a DT, an RF classifier and an ANN. The
performance of all the ML classifiers are similar one to each other,
however, the ANN classifier performs better than the others in terms
of accuracy. The RF classifier outperforms the others in terms of
sensitivity, balanced accuracy and geometric mean, while the Naı̈ve
Bayes classifier in terms of specificity. We also report the results
obtained with a 1D CNN and an LSTM. The CNN outperforms the
other ML classifiers in terms of sensitivity. The LSTM, when some
parameters are selected by the optimization procedure, outperforms
all the other learning algorithms. A re-labelling procedure is also
considered, and the performance indicators of all of the algorithms
are compared again in this case. We obtain the highest accuracy,
equal to 88.13%, using the optimized LSTM.
Some critical aspects of the proposed experiment are due to the
assumption that stress is present only during the arranged events,
and that part of the signal responses may be due to the increased
physical effort while driving through the events. We have observed
that these issues still allow us to interpret the results with a good
level of confidence. We conclude that the overall performance of
our system is encouraging, showing that by using the SPR and ECG
signals we can identify the stress in drivers, deriving from some
demanding driving activities, with acceptable accuracy.
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