Abstract-The study of plants is known as botany and for any botanist it is a daily routine work to examine various plants in their research lab. This research efforts an image processingbased algorithm for extracting the region of interest (ROI) from plant leaf in order to classify the specie and to recognize the particular botanical disease as well. Moreover, this paper addresses the implementation of curvelet transform on subdivided leaf images in order to compute the related information and train the support vector machine (SVM) classifier to execute better results. Furthermore, the paper presents a comparative analysis of existing and proposed algorithm for species and botanical diseases recognition over the dataset of leaves. The proposed multi-dimensional curvelet transform based algorithm provides relatively greater accuracy of 93.5% with leaves dataset.
I. INTRODUCTION
An image that we see with our eyes is analogous in nature to the image captured via digital camera. By definition, an image is nothing but a matrix of different intensity levels and treated as a two-dimensional signal in MATLAB software. One may perform the digital image processing due to two major reasons:
• To enhance the pictorial information of any distorted or an old image.
• To render the image so that any of the computing gadget may understand it.
Our work focuses on the second postulate mainly and for this purpose, one should acquire methods related to recognition techniques. It is one of the imperative method in several applications since last few years, such as face detection, medical imaging and agricultural applications. This paper demonstrates the identification of plant species along with the analysis in identifying the botanical diseases available in leaf images. A normal human eye can not tackle such complicated recognition based tasks and thus it will be requiring a support that will assist us in identifying such types of problems. That support comes from image processing-oriented algorithms.
In today's world, modern agronomy, breeding of plants and pesticides have increased the production of agricultural goods. However, usage of excessive pesticides has engendered an ecological damage too. Hence, in such conditions, a computer vision-based algorithm can reduce this damage by identifying the true botanical disease in plants and plant leaves. In this way botany students can easily identify the plant leaf specie and classify the type of disease in order to conclude the major causes for that particular damage and suggest a proper dosage administered to infected leaves. This paper provides an extension in agriculture research for identification of plant leaf and different disease of leaves.
Numerous literature review recommend that there are three main diseases that have resemblance with each other i.e., Alternata, Anthracnose and Bacterial blight. Therefore, this research emphases on diseases mentioned above with four different leaf species namely, bean leaf, lemon leaf, banana leaf and guava leaf as demonstrated in Fig. 1 and 2 .
The paper presents to classify the leaf type as well as the disease through support vector machine (SVM). The algorithm proposed in this paper has been operated to identify 3 major diseases namely, alternata, anthracnose and bacterial blight with classification of selected leaf types such as leaf of beans, lemon, banana and guava as illustrated below:
From Fig. 1 , one may find the type of leaf, whereas Fig. 2 presents three major diseases stated above. The first disease Alternata or sometimes known as Alternaria is a disease in which leaf may experience the black spots of major diameter. If the spots are smaller in size, it means that it is bacterial blight disease. The disease named Anthracnose is different from both diseases. In Anthracnose, the spots on the leaf are very big and within black spots, one may find another yellow-whitish spot as illustrated in Fig. 2 .
II. LITERATURE REVIEW
Leaves are the natural creation and may vary in terms of their physical appearances. To classify them is one of the biggest challenges and one cannot classify them without any botanist's suggestions. Botanist in terms of their shape, color, veins and skeleton have previously classified these leaves. In majority findings, one may get the shape-based recognition algorithms which gets huge failure if one has incomplete sample of particular leaf [1] , [2] . Several techniques that have been proposed before may possess accuracy rate more than 65 % [3] . The modern intelligent machine algorithms are also popular which have been proposed to sort out the fruits such as apple in terms of their color like red, normal red and poor red etc. [4] . Moreover, one finds the statistical and neural network-based classification for the detection of citrus diseases using machine vision. This particular algorithm had 90 percent accuracy [5] whereas moving classifier provides better results and have accuracy of 92% [6] . Studying the research papers of last few years, one may find curvelet transform technique that is used mostly for feature extraction [7] . If this data is analyzed properly and given to SVM based algorithm for training, then one can classify the type of leaf [8] .
Curvelet transform has higher dimension of wavelet transform that has a provision to analyze the signal simultaneously in time as well as in spatial domain [9] . In majority of the papers, this transform is used to represent the images at different angle of orientations and scales. Since the advantage or the utility of using this transform is very simple, it is used for the discontinuous signals hence in our proposed case of leaves this will be a perfect fit [10] . In addition to this, curvelets remain coherent waveforms in a smooth medium and are based on band pass filtering in order to isolate the useless scales [11] .
Various research manuscripts suggest the implementation of wavelets for the identification of pest damage on fruits in orchards [12] . Moreover, the morphological based features were also extracted in many research solutions in order to classify plants and early diagnosis of certain plant diseases [13] . Nowadays, when people are aware of neural networkbased classifiers, one may find artificial vision-oriented algorithms with fuzzy surface selection technique for disease prediction in plants [14] . While doing the brief literature review, one may come across several techniques for solving the disease and leaf type recognition such as conventional multiple regression and artificial neural networks (ANN).It is concluded in various papers that SVM based regression approach provides better description of disease whereas back propagation neural network provides the better results to identify the leaf in terms of its shape [15] .
Edge detection-based image segmentation is also one of the most important techniques, which is frequently proposed for the cotton disease detection such algorithm has been quoted as homogeneous pixel counting technique for cotton disease detection [16] . In one of the proposed papers, K-mean based clustering is used to identify the defected areas, once the areas are identified then these defected features are extracted through color co-occurrence method and again used neural networks (NN) algorithm for identification and classification [17] .
After studying image processing-based papers one can easily conclude that it has great significance and applications in the area of agricultural domain, one can also identify the grape fruit peel disease using the "SGDM" technique called as spatial gray level dependence matrices [18] . Moreover, Hue saturation (HS) along with fuzzy C-mean technique can also be used to extract the shade of leaf mask and shape [19] . This is illustrated by high-resolution multispectral technique, one can design automatic algorithm to categorize infected leaves, but could not possible to recognize leaf type species [20] .
Moreover, the identification of leaf species and its disease can be known by computing the parameters such as inverse difference moment, correlation, entropy sum and variance [21] . In some of the proposed researches [22] , "GLCM" abbreviate gray level co-occurrence matrix has been proposed to determine the parameters like energy and entropy of selected image. Whereas, tangential direction (TD) based segmentation is one of the proposed methods and in this method one can not only classify the healthy grape leaf from unhealthy one using K-Nearest Neighbor or K-Th Nearest Neighbor (KNN) classification method but it also shares the direction and position of leaves. After studying several research manuscript, it is concluded that one can do same analysis using thresholding technique [23] . In this technique, one may compute the statistical values for the image of potato leaf and may concluded the healthiness of the leaf with 96% accuracy.
III. METHODOLOGY
The proposed algorithm in our work does not only provide the leaf species recognition but in addition to this, it also proposes a novel methodology to detect the 3 major diseases as well. The systematic designed method is provided in Fig. 3 .
In the first step, the entire input digital image will be preprocessed in order to remove the noise and later on pixel enhancement will take place. Secondly, this RGB image will be changed into gray scale transformation so that the intensity levels can be reduced up to 255 levels. Once the image is converted into gray-scale then the curvelet transform will be applied. The applied curvelet transform is divided further into 4 sub-steps as follows.
A. Decomposition into Sub-Bands
In this sub step, the image matrix will be decomposed into various layers. In this way the whole frequency of the image will be divided into various sub-frequencies which can be later on added together to get the original image frequency as shown:
Where frequency decomposition has been performed to compute the bands with specific frequencies (f 1, f 2, f 3) . RGB image is sub-divided into layers in order to break them in to several frequencies, so that the sub-divided levels or layer with much noise and have spots in real can be filtered out.
B. Dissection of Image
Here the decomposed image is dissected further to run window operation for smooth partitioning,
Here Gq is a new matrix image that would store the window operated data after being multiplicative with smoothing frequency f i. The wq is again a matrix of 6 × 6 that would run on whole image with f i smoothing frequency in order to smooth the intensity levels.
C. Normalization
Normalization is the process that basically increases or adjust the contrast of image because of further decision. This is mainly performed to keep each dyadic square to the unit square.
D. Ridgelet Analysis
After normalizing, the image slices is used to catch monodimensional singularities,1-D wavelet transform named as radon transform is used in bi-dimensional domain.
Where, P , λ is an orthonormal set for L 2 (R 2 ) and q is the collection of smooth windows wq(x1, x2) localized around dyadic squares. After going through these sub steps our image is now enough ready to apply c-mean and standard deviation principle to extract the features. Furthermore, these features are then stored in a matrix i.e. leaf_specie.
The paper also computes 3 major diseases by implementing the K-mean based filtering to extract damage features and similarly storing it into another matrix named as disease_leaf. The algorithm stores these two types of features to run a moving classifier based on SVM to train and test the images for desired results. IV. RESULTS
The algorithm will run twice in a go, and uses two classifiers based on SVM to compute the parameters like variance, difference in frames, entropy and energy of every level using histogram. These parameters are then fed to the two classifiers with two different nested if else conditions to compute first the leaf species, and once species is computed then second classifier will compute the disease.
The two classifiers based on SVM are prepared with the computation of 4 major parameters such as energy of the image, entropy, difference moment and variance of the image intensity levels. While training and testing this algorithm, 4 different plant leaf species and 3 major diseases were examined. The image pixels were varied but the resolution was same 640 × 280 as illustrated in Fig. 4 .
The training took place by taking total number of 640 leaf-based dataset. In this dataset, there had been 340 images that had been captured at run time. The computed results not only recognizes the leaf species but also recognize the disease infected by it through SVM learning algorithm based on mainly curvelet transform.
While computing the results, few important things were kept same such as the images were captured with digital camera by high resolution and with similar distance in a dark and white background. The comparative results of various species recognition with diseases have been illustrated in Table I . It presents the comparative analysis of various experiments done in this field of automated plant leaf species and disease recognition. It also focuses on different ways of feature extraction techniques used to extract the leaf features for classification in terms of accuracy.
In Fig. 5 , it is clearly seen that an image of leaf has been captured is RGB in nature. Moreover this image is later converted into gray scale and subdivided in to sub-layers. By doing this one can go for 3 sub-steps namely dissection, normalization, ridgelet analysis. The parameters as mentioned earlier are computed and on these parameters two classifiers are trained in order to identify the specie and disease.
In Fig. 6 , the same process as shown in the block diagram of Fig. 3 is repeated on special graphical user interface and turned into MATLAB based application using MATLAB compiler mcc-command that basically invokes the compiler and provide a stand alone operation of the desired application.
V. CONCLUSION
The research work uses curvelet transform feature extraction and k-mean filtering based algorithm to detect leaf species and disease detection. The proposed research work is able to identify 3 major diseases successfully and its extensive analysis suggest that the algorithm is stable and provides better results comparatively on selected problem.
The presented approach focused three diseases for a specific plant leaves and in future more diseases could be added. The dataset of leaf images can be increased. Moreover, researcher may adopt another stated approach for disease detection.
