In this paper we extend our density-functional theory calculations, with generalized gradient approximation and hybrid functionals, using Slater-type orbitals ͑STOs͒, to the determination of second-order molecular properties. The key to the entire methodology involves the fitting of all STO basis function products to an auxiliary STO basis, through the minimization of electron-repulsion integrals. The selected properties are ͑i͒ dipole polarizabilities, ͑ii͒ nuclear magnetic shielding constants, and ͑iii͒ nuclear spin-spin coupling constants. In all cases the one-electron integrals involving STOs were evaluated by quadrature. The implementation for ͑ii͒ involved some complexity because we used gauge-including atomic orbitals. The presence of two-electron integrals on the right-hand side of the coupled equations meant that the fitting procedure had to be implemented. For ͑iii͒ in the hybrid case, fitting procedures were again required for the exchange contributions. For each property we studied a number of small molecules. We first obtained an estimate of the basis set limit using Gaussian-type orbitals ͑GTOs͒. We then showed how it is possible to reproduce these values using a STO basis set. For ͑ii͒ a regular TZ2P quality STO basis was adequate; for ͑i͒ the addition of one set of diffuse functions ͑determined by Slater's rules͒ gave the required accuracy; for ͑iii͒ it was necessary to add a set of 1s functions, including one very tight function, to give the desired result. In summary, we show that it is possible to predict second-order molecular properties using STO basis sets with an accuracy comparable with large GTO basis sets. We did not encounter any major difficulties with either the selection of the bases or the implementation of the procedures. Although the energy code ͑especially in the hybrid case͒ may not be competitive with a regular GTO code, for properties we find that STOs are more attractive.
I. INTRODUCTION
In two recent papers, 1,2 we introduced our new code for the calculation of molecular energies and geometries using the methods of quantum chemistry with a basis set of Slatertype Orbitals ͑STOs͒. Specifically, our first paper 1 presented density-functional theory ͑DFT͒ calculations using generalized-gradient approximation ͑GGA͒ functionals. Following standard procedures, the Coulomb integrals were evaluated through the fitting of the density to an auxiliary Slater basis set. The second paper 2 extended the methodology to the inclusion of ''exact exchange,'' which meant that Hartree-Fock and hybrid DFT calculations became possible. For this, we fitted all pairs of basis functions to the auxiliary basis. We presented sufficient calculations to demonstrate the viability of this approach using STOs. The major conclusion was that high accuracy was achievable using sufficiently large basis sets, but there was no obvious advantage over the standard usage of Gaussian-type orbitals ͑GTOs͒. Some details of the fitting procedures and other mathematical aspects are given in Sec. II.
In this paper, we examine the calculation of electromagnetic properties using STOs at the GGA and hybrid levels of density functional theory. We recall that it is reasonable to argue that STOs have a superior behavior compared to GTOs near point nuclei. Cusplike behavior should be preferable to Gaussian behavior. To date, we are not aware of any extensive studies on the development of Slater basis sets for the calculation of molecular properties which are known to be particularly sensitive to the quality of the orbitals very near the nuclei; this will be a major focus of this paper. Although there has been much work on the general development of optimal STO basis sets, such as the recent publication by van Lenthe and Baerends 3 in which they present a full set of STO bases suitable for relativistic calculations for the elements 1-118, we have not found these basis sets to be adequate for all our purposes. For example, one of our chosen electromagnetic properties is the indirect nuclear spin-spin coupling constants which constitute an important challenge for computational chemistry 4 and which we were unable to compute accurately using the largest existing STO libraries.
Previously, we presented one of the first fully analytical studies of nuclear spin-spin coupling constants using DFT, 5 noting a definitive improvement in the quality of the results using functionals in the series local density approximation ͑LDA͒, 6 BLYP, 7 and B3LYP, 8, 9 thus demonstrating the importance of ''exact exchange'' ͑see also Refs. 10-12͒. It is well known from calculations with GTOs that the spin-spin coupling constants strongly depend on the quality of the basis set. An extensive study of this phenomenon for wavefunction-based methods is provided by Helgaker et al. 13 in which they give a systematic way of improving the standard correlation-consistent 14 basis sets by decontracting and augmenting the s-type functions. Peralta et al. 15 have recently performed an extensive DFT study of the basis set dependence of the spin-spin coupling constants for molecules containing first-row and hydrogen atoms; they confirm the difficulty in achieving the basis set limit of the Fermi-contact contribution using GTOs with Kohn-Sham theory. One purpose of this work will be to examine the performance of STOs when calculating this difficult property and to improve the standard STO basis sets. Second, we will demonstrate our ability to use hybrid functionals with STOs, which are known to be superior for the calculation of spin-spin couplings.
Our second chosen property of interest is the nuclear magnetic shielding constants. 4 Previously, we have presented 16 density-functional and Hartree-Fock calculations of nuclear shieldings using gauge-including atomic orbital ͑GIAO͒ Gaussian basis sets, also known as London atomic orbitals ͑LAOs͒. Again, our purpose is to reproduce such values using gauge-including STOs, with particular reference to the choice of STO basis set.
Ziegler and co-workers have provided pioneering work in the application of DFT to the determination of NMR parameters with GIAOs and Slater basis sets ͑for example, Refs. 17 and 18͒. Our work extends this, primarily with our ability to include exact exchange. Moreover, we attempt to explore the basis set limit with our Slater calculations in a way that has not been emphasized before.
Finally, we have performed DFT calculations using STO basis sets for the determination of molecular polarizabilities. Here, STOs in principle should do very well because the asymptotic form of Kohn-Sham orbitals should be hydrogenic and not Gaussian. Our chosen molecules of interest overlap with the previous study of Chong et al. 19 in which they develop and assess the use of field-induced Slater-type polarization functions. We shall report calculations which agree with our previous studies using GTOs and demonstrate a simple alternative way of obtaining flexible STO basis sets which give results of comparable accuracy to the fieldinduced functions.
II. THEORETICAL ASPECTS
The full theory for the computation of the second-order properties for which we are interested has been presented elsewhere. In particular, we refer the reader to the review paper in Ref. 4 for a detailed discussion of the calculation of NMR parameters using ab initio techniques. We also refer to our paper 16 concerning the computation of NMR chemical shifts using density-functional theory, with GIAO Gaussian orbitals. In addition, theory and references concerning the calculation of NMR spin-spin coupling constants within a density-functional implementation ͑using GTOs͒ can be found in our paper in Ref. 5 . Finally, we draw attention to the work that has been done on these molecular properties using the ADF program. 17, 20 A detailed theory for these topics will not be repeated here; we concentrate on the changes which are necessary to implement the theory with an STO basis.
Briefly, we describe our procedure for using STOs in Kohn-Sham calculations. The Coulomb Kohn-Sham matrix elements may be denoted (pq͉), where p, q are STOs and is the electron density, ϭ2͚ i i 2 , with i being the KohnSham orbitals expressed in terms of the primary STO basis p . The matrix element is a two-electron integral with the upright denoting 1/r 12 . We fit to an auxiliary basis set k such that
͑1͒
where the coefficients d k are obtained by minimizing the quantity
Therefore, the coefficients, d k are determined by solving the simultaneous equations Adϭb, where
where again the notation ͑ ͉ ͒ denotes the two-electron integral. In Ref. 1 we have discussed how the three-center twoelectron integrals are evaluated numerically, as well as a discussion on procedures to treat larger molecules with larger basis sets. Appropriate references are given in Refs. 1 and 2.
To extend this approach to include ''exact exchange'' we need to evaluate the matrix elements (p i ͉q i ). We use the same technique. We fit all products rs ͑where r and s are STOs͒ to the auxiliary basis set and solve a set of simultaneous equations of the above form with the right-hand side given by b l,rs ϭ( l ͉ r s ). A transformation then yields the fit of q i to the auxiliary basis. Again, only three-center integrals are required, and we have discussed how such calculations may be efficiently performed. In Ref. 2 we present Hartree-Fock studies as well as hybrid DFT studies using this approach.
In our first two papers, we have made acknowledgment to the authors of the Amsterdam density-functional package 20 ͑ADF͒. This is because ADF is a well-established STO GGA program, although at the present time does not include exact exchange. For our energy calculations, we have used both primary basis sets and auxiliary basis sets from the ADF library. 21 There are some differences in the techniques of the two programs, the dominant of which is that we minimize differences involving the electron repulsion integral ͑2͒, and we use our own techniques for numerical quadrature. At this stage we recognize that there are calculations in the literature by the authors of the ADF program for many of the properties discussed above, and we refer to them where appropriate.
The properties discussed in the Introduction are secondorder properties, which means that first-order changes to the orbitals must be determined through solution of the coupled equation
HUϭP. ͑5͒
In Ref. 2 we give full details of the solution of the coupledperturbed equations for the case of a real external perturbation both for the GGA and hybrid DFT. The polarizability ␣ xy is given by ͚ i occ ͚ a vir U ia x P ia y , where U x is the solution of the coupled equations for the electric field in the x direction and P y corresponds to the y direction and is given by P ia y ϭ(i͉y͉a). Therefore, the theory for the calculation of polarizabilities has already been presented. The Hessian H is the left-hand side of the coupled equations takes four standard forms, dependent upon whether the perturbation is real or imaginary, singlet or triplet. ͑By singlet or triplet we mean that the perturbation gives nonzero matrix elements between the closed-shell reference and either singlet or triplet excited states.͒ When it is real and singlet, it has the form met in the study of polarizabilities and is usually denoted H 1 , and we have already discussed how it is evaluated when exact exchange is present.
2 When the perturbation is pure imaginary and singlet and we are looking at GGA functionals, the Hessian, now denoted H 2 , is diagonal. When exact exchange is present, it has offdiagonal terms and we discussed the implications of this in Ref.
2. This is the case when there is an external magnetic field. When the perturbation is real and triplet, the Hessian has a third form H 3 . It has no two-electron Coulomb contribution and the density-functional contribution is different, as presented originally by Bauernschmitt et al. 22 The fourth possibility, an imaginary triplet, is not required in this work, although we note that its form is identical to the singlet imaginary Hessian.
We now discuss the calculation of the indirect nuclear spin-spin coupling constants, in which case Hessians H 2 and H 3 are required. The right-hand sides take the forms previously presented for GTOs, 4 but now are replaced by STOs. In detail, there are four contributions to the spin-spin coupling constants. The first is the diamagnetic spin-orbit ͑DSO͒ term, which is an expectation value over the operator
.
͑6͒
The second is the paramagnetic spin-orbit ͑PSO͒ term, which is a second-order property using the imaginary singlet operator
The third is the spin-dipolar ͑SD͒ term, which is a secondorder property using the real triplet operator
͑8͒
The final term uses the real triplet Fermi-contact ͑FC͒ operator, given by
͑9͒
In the above operators, s i is the electron-spin operator and ␣ is the fine-structure constant.
For all these contributions, we merely replace GTOs by STOs. There is no fitting involved on the right-hand side of the coupled equations, and all STO integrals were evaluated straightforwardly by quadrature ͑with the exception of the Fermi-contact term͒. We used exactly the same high-quality grids for these integrals as we use for all our other DFT studies and found this to be satisfactory. We know that all four contributions can be significant, as found in the GTO calculations. 5 The question of the basis set quality, which represents the motivation for this work, is discussed in Sec. V. In our implementation the number of coupled equations we solve is 10N where N is the number of nuclei.
As with the spin-spin coupling constants, the nuclear shielding tensors contain both diamagnetic and paramagnetic contributions, and we need to determine the first-order response. For the shieldings, however, there are some important differences when using STOs.
First, the Hessian H 2 contains two-electron contributions which must be evaluated using the fitting procedure. H 2 is diagonal in the GGA case but when exact exchange is present it becomes nondiagonal, as discussed above. We must therefore solve the full set of coupled equations when using hybrid functionals. We underline that our previous discussion in Ref. 2 shows how the Hessian matrix can be explicitly evaluated using STOs with exact exchange, and we do not consider this further.
The principal issue becomes apparent on consideration of the right-hand side of the coupled equations. For the shieldings, there are two perturbations: the magnetic field and the nuclear dipole moments. The magnetic field is chosen to be the perturbation for the coupled equations since there is then a maximum of three responses to be calculated ͑one for each Cartesian component of the field͒ irrespective of the number of shielded nuclei. In the case of an external magnetic perturbation, there is the additional problem associated with the choice of gauge origin. 4 In order to overcome the gauge dependence of the calculations, it is now generally accepted that gauge-including atomic orbitals 23, 24 should be used. The form of the GIAO for STOs is the same as for GTOs-namely,
where r is the position of the electron relative to the origin of the coordinate system, r A is the position of the electron relative to A, and O is the gauge origin; B denotes the magnetic field. ␣ denotes the GTO/STO atomic orbital and ␣ A (r) denotes the corresponding GIAO.
New terms arise in the expression for the shielding tensors because the overlap of two GIAOs depends upon the magnetic field. These additional terms are well established. 25 As far as the one-electron integral contributions to P ai ␣ are concerned, a straightforward replacement of the Gaussian integrals in a GIAO NMR code by the equivalent numerically evaluated STO integrals is all that is necessary. However, there is now an additional difficulty arising from the twoelectron contributions to the matrix element P ai ␣ . Specifically, there are contributions from the derivatives of the Coulomb term ͓(ai͉ j j)͔ and the exchange term ͓(a j͉ ji)͔, since the molecular orbitals are expanded in GIAOs which depend explicitly on the magnetic field B. Here a refers to the virtual orbitals, i, j to the occupied orbitals. We now write (ai͉ j j) and (a j͉ ji) in terms of their GIAO basis function contributions
where D is the density matrix. We require the derivative of these expressions with respect to B ␣ evaluated at Bϭ0. The nonzero contributions are given by
͉ ͘D .
͑14͒
These integrals are straightforwardly evaluated for STOs through ͑i͒ auxiliary representation of the density and ͑ii͒ auxiliary representation of STO basis function products, in the first case and in the second case.
There are also contributions to P ai ␣ from the fact that we must use molecular orbitals which remain orthonormal when expressed in terms of GIAOs. Specifically, we use the transformed orbitals p ϭ ͚ T pr r , where the orbitals are orthonormal-i.e.,
S is the overlap matrix when the molecular orbitals are expressed in terms of the GIAOs. In a basis function representation, therefore, S ϭ͗ ͉ ͘. The right-hand side of the coupled equations will require the derivative of these reorthonormalized orbitals with respect to B. This means that we require the derivative of T,
where
The one-electron integrals in Eq. ͑17͒ are evaluated numerically. The additional two-electron contributions are, therefore, from the Coulomb term
and from the exchange term
where we have used the repeated suffix summation convention. The first two terms of both sets can be combined with the one-electron contributions to give T ap Ј F pi and T pi
where F is the Kohn-Sham matrix. The last two terms of the Coulomb contribution cancel, but the last two terms of the exchange contribution must be evaluated using the methods previously discussed. Finally, solution of the coupled equations U ai ␣ is contracted with the PSO one-electron angular momentum integrals
to give the NMR shielding tensor for nucleus K. In summary, therefore, the calculation of NMR shieldings with STOs has presented some new challenges when GIAOs are used. This is because the representation of the property matrix involves two-electron integrals which are field dependent, and fitting procedures have had to be used in order to evaluate their contributions. This requirement is further complicated by the introduction of exact exchange, which introduces additional terms into the right-hand side of the coupled equations, as well as modification of the Hessian H 2 as described in our earlier paper. 
III. POLARIZABILITIES
We have calculated isotropic dipole polarisabilities of 20 small closed-shell molecules at their experimental geometries. Our results are presented in Table I . We stress that it is not the reproduction of experiment which is our principal purpose, but the comparison of STO and GTO predictions. For this example, we have used the standard LDA functional ͑i.e., Dirac exchange and VWN correlation͒. 6 In this simple case, there are near-definitive numerical calculations for seven of these molecules in the literature from Dickson and Becke. 26 They have used the finite-field approximation in combination with their numerical basis set code. We have attempted to validate their studies using a large Gaussian basis set with our own GTO analytic code. Specifically, we have used aug-cc-pVTZ, 14 which we denote aug-pVTZ in Table I for brevity. This is a polarized-valence triple-, correlation-consistent basis set, augmented by one set of diffuse s, p, d, and f functions for second-row atoms. In addition, we have used the basis set of Sadlej, 27 designed to reproduce polarizabilities rather than energies. The three columns of results, where both are available, are sufficiently close for our purposes, with the exception of HF which shows a greater variation. Included in Table I is an error analysis of the results for the first seven molecules with respect to the numerical values in the final column.
Now we discuss our results using the new Slater code. The first column uses a Slater basis of triple-quality, denoted TZ2P-S ͑TZS for abbreviation in the table͒. Specifi-cally, we have used the ADF primary basis set IV with the addition of an extra polarization function of the same angular momentum, as described in our previous paper. 2 For the auxiliary set, we took the standard ADF auxiliary basis set. We have used the same auxiliary set throughout, although we examined carefully the need for additional functions, but found they were not necessary. The results from the first column are not in satisfactory agreement with the definitive numerical results, being off by 0.56 atomic units on average.
In the second column are calculations using TZ2P-S augmented with a single set of s and p diffuse STOs, denoted in the table by TZS͑sp͒. These were obtained from Slater's rules for Rydberg orbitals 28 ͑i.e., for second-row atoms they are 3s and 3p functions; for hydrogen they are 2s and 2p͒. These were added to all the atoms. The results in the second column are a substantial improvement on the first column, reducing the mean absolute error from 0.56 a.u. to 0.14 a.u. over the first seven molecules.
The third column shows the result of adding a diffuse set of 3d functions; the results show that they are unnecessary and do not give a substantial improvement. Finally, in the fourth column, we have added two sets of diffuse s and p functions to all atoms, determined as a split representation of Slater's rules. The Slater values in the fourth column are in very good agreement with the numerical results and are very close to the Sadlej values.
In conclusion, these studies of the dipole polarizabilities clearly show that calculations with STOs are competitive with high-quality GTO studies. We have shown that the addition of one set of diffuse functions is sufficient to augment a regular STO triple-valence basis set ͓the TZ2P-S͑sp͒ set͔ to give a Slater basis comparable in quality to the GTO aug-ccpVTZ basis for this property and arguably better in that it does not show the same failing of the aug-cc-pVTZ basis for the HF molecule. Moreover, in comparison to the work of Chong et al. 19 we see that the use of Rydberg-type orbitals compares well with the more elaborate use of field-induced polarization functions. In particular, Chong et al. report a mean absolute percentage error of 0.97 in the isotropic static polarizabilities of their chosen set of small molecules, which is comparable to our reported errors after adding diffuse STOs.
IV. NUCLEAR SHIELDING CONSTANTS
Our next property of interest is isotropic NMR shielding constants. This time, we choose to use the B3LYP hybrid DFT functional. It seemed appropriate to use a standard hybrid functional in common use, although we know that better results can be obtained using optimized functionals which have a smaller amount of exact exchange. 29 Again, our purpose will be to compare GTO and STO predictions. We have chosen the same set of 20 small molecules to study.
In Table II , the experimental values as they are best known are given in the final column. For the GTOs, we present three columns of values using the standard basis sets cc-pVDZ, cc-pVTZ, and cc-pV5Z, calculated using the program package DALTON. 30 We have compared the cc-pV5Z values with results using basis set HIV of Huzinaga, 31, 32 which is a compact basis commonly used for NMR shieldings. 4 The cc-pV5Z and Huzinaga values are very close and we therefore take the cc-pV5Z values as our estimate of the basis set limit. The cc-pVDZ values are clearly not sufficiently accurate, being off by more than 24 ppm on average. For all the molecules there is a substantial difference with the cc-pV5Z values. On the other hand, the ccpVTZ results become quite close to cc-pV5Z, to within 10 ppm in most cases and to within 8.5 ppm on average. Although it is not the purpose of this paper, we observe that the agreement between the cc-pV5Z values and the experimental values is not good. Now we look at results with STOs. Our first column uses a DZP basis set, denoted DZP-S, taken from the ADF library basis set III ͑Ref. 21͒; the second column is the DZ basis taken from Clementi, 33 supplemented with the same ADF polarization exponents. It is denoted CDZP-S. A glance at Table  II shows that the STO values from both DZP basis sets are much closer on average to the GTO cc-pV5Z values than the corresponding cc-pVDZ GTO values, which is most encouraging. In particular, the CDZP-S basis performs very well. The mean absolute errors of the DZP-S and CDZP-S sets with respect to the GTO cc-pV5Z values are 19.4 ppm and 11.7 ppm, respectively, compared to 24.1 ppm for the GTO double-basis. We have always hoped that one of the advantages of STOs is that the quality of results obtained using a modest basis set should be superior to the equivalent GTO results. Results obtained with the TZ2P-S STO basis ͑i.e., basis set IV from ADF with an additional polarization function-see above͒ are also close to the GTO limiting values, with a mean absolute error of 6.9 ppm, to be compared to the GTO triple-average error of 8.5 ppm.
Our conclusion here is that we have not encountered great difficulty in the calculation of NMR shielding constants using STOs with the hybrid functional B3LYP. Indeed, normal STO basis sets appear to be entirely adequate and arguably better than their GTO counterparts, especially at the double-level. Of course, when comparing to experiment, it is ultimately the functional which introduces the largest discrepancy, but nevertheless, our STO results are very encouraging.
V. INDIRECT NUCLEAR SPIN-SPIN COUPLING CONSTANTS
This is the property for which we have had the most difficulty, probably because it has four distinct contributions, each requiring the density to be accurate in different regions of space. Our earlier paper 5 on these constants using GTOs shows that often it is the Fermi-contact contribution which is the most difficult to converge, but the other terms are also important. The Fermi-contact term requires that the density be accurate near the nuclei and therefore, presumably, highexponent s basis function exponents will be important, as is borne out in calculations with GTOs.
As before, we have first determined a limiting set of values for the nuclear spin-spin couplings of 19 small molecules given in Tables III-V using GTO basis functions. We only report the total isotropic spin-spin coupling constant, in Hz, using the LDA and B3LYP functionals. To reach an estimated GTO basis set limit, we performed the following sequence of calculations: ͑a͒ A double-plus polarization basis, which is the Dunning cc-pVDZ basis, denoted by pVDZ.
͑b͒ The same basis set with the s set completely uncontracted and further augmented with four additional large exponent s functions determined by increasing the eventempered set. Thus, for carbon, for example, the s Gaussian exponents are ͑0.16, 0.52, 2.80, 7.50, 21.06, 64.71, 228.00, 1000.00, 6665.00, 44 388.00, 295 630.00, 1 968 896.00, 13 112 849.00͒. We denote this set pVDZ͑su4͒.
͑c͒ We enlarge the double-basis to triple-quality using the Dunning cc-pVTZ basis, denoted pVTZ in the table.
͑d͒ We then completely decontract the s set and augment with four additional tight s functions as above. This time, the s Gaussian exponents for carbon are ͑0.13, 0.36, 0.91, 3.32, 9.00, 25.59, 79.27, 280.80, 1235.00, 8236.00, 54 924.00, 366 282.00, 2 442 668.00, 16 289 729.00͒. We denote this set pVTZ͑su4͒.
͑e͒ Our estimated basis set limit is calculated with a cc-pV5Z basis with the s functions uncontracted and four tight s functions added; it is denoted pV5Z͑su4͒. We have also performed calculations with an aug-cc-pVTZ͑su4͒ basis and an extended Huzinaga basis, with tight functions. Furthermore, we have also performed calculations with the basis set suggested by Peralta et al., 11 Sad-J, which is smaller and designed for these studies. The conclusion is that the pV5Z͑su4͒ values are very near the basis set limit for these molecules.
The results using the LDA functional are given in Table  III . We see that convergence with the smaller bases can be erratic unless the decontraction and addition denoted by ͑su4͒ is included. In particular, the pVTZ͑su4͒ agree rather well with the limiting values, to an accuracy of 2.4 Hz on average.
The molecule HF is rather typical. The results using the first four basis sets are scattered and they demonstrate that it is very difficult to converge these calculations even at the DFT level ͑noting that large basis set requirements are well established for wave-function-based methods for this property͒. We see that the addition of ͑su4͒ to the cc-pVDZ basis reduces the coupling constant by more than 55 Hz, whereas the addition of ͑su4͒ to the cc-pVTZ basis increases the constant by more than 160 Hz. However, the values obtained using pVTZ͑su4͒ and pV5Z͑su4͒ are closer, differing by less than 25 Hz or 5.6%.
We performed a similar analysis using the B3LYP functional with the same basis sets. The conclusions are identical.
In Tables IV and V, we show the results using the STO basis sets for the LDA and B3LYP functionals. In the righthand column of both tables, we have given the pV5Z͑su4͒ GTO values for comparison. In order to attempt to converge the STO calculations we have used the following sequence of basis sets. ͑Recall that we use the fixed auxiliary set from ADF throughout as in our previous studies. We have checked that the addition of large exponent functions in the primary set does not appear to require amendment to the auxiliary set͒:
͑a͒ Basis III from ADF, which is of double-plus polarization quality. We denote this DZP-S.
͑b͒ We enlarge the same basis set with four tight 1s functions, with exponents ␣ determined according to the rule ␣ϭ2Z,3Z,4Z,100Z, where Z is the nuclear charge. This set was determined by experimentation for H 2 and can be rationalized by comparison to the Gaussian augmentation procedure ͑see discussion below͒. For carbon, this means that the exponents of the 1s functions were ͑5.00, 7.68, 12.00, 18.00, 24.00, 600.00͒. We denote this basis DZP-S͑s4͒. ͑c͒ The alternative double-plus polarization quality basis set taken from Clementi as previously described. We denote it CDZP-S.
͑d͒ The previous CDZP-S basis augmented by the same tight 1s functions as in ͑b͒ above and is denoted CDZPS͑s4͒. In this case, the exponents of the 1s functions for carbon are ͑5.23, 7.97, 12.00, 18.00, 24.00, 600.00͒.
͑e͒ We then extended the size of the primary STO basis to one of triple-plus double-polarization quality, introduced as TZ2P-S as before.
͑f͒ Finally, we added a set of four tight 1s functions to the TZ2P-S basis, to make TZ2P-S͑s4͒. Our best STO results should be obtained with this basis. The exponents of the 1s functions are the same as in ͑b͒.
In the GTO case, a need for additional valence s functions and tight s core functions is evident: hence the standard GTO augmentation procedure described above. Our empirical rule for use with STOs follows the same rationale with the difference that only a single very tight s function is required to obtain good results.
It is encouraging that the results in the tables with our ''best'' STO basis agree well with the limiting GTO values. The fact that the rule for selecting tight 1s functions works without exception indicates that the procedure is satisfactory, especially bearing in mind the large variety of results in the earlier columns of Tables IV and V. It should not be surprising that only a single very tight s function must be added to the STO set. The addition of tight GTOs is presumably required to obtain a good description of the electronic cusp at the nucleus, something that is automatically present with STOs.
Again, HF is seen to be a difficult molecule: with the LDA functional, the addition of the tight functions to the DZP-S bases increased the isotropic constant by ϳ140 Hz, and the addition of the tight functions to the TZ2P-S basis increased the constant by ϳ8 Hz. For CO 2 , the tight functions reduce the constant for the DZP-S bases by ϳ10 Hz, but they increase the constant by ϳ10 Hz for the TZ2P-S basis. The predictions with the DZP-S͑s4͒, CDZP-S͑s4͒, and TZ2P-S͑s4͒ bases are all in good agreement with the GTO cc-pV5Z͑su4͒ results. Indeed, the mean absolute errors of the TZ2P-S͑s4͒ and cc-pVTZ͑su4͒ values are very similar, being 2.29 and 2.44 Hz, respectively, in the LDA case; TZ2P-S͑s4͒ has a smaller mean absolute error of 1.6 Hz in the B3LYP case. These results encourage us to trust our implementation, procedures, and results.
Our conclusion to these studies for the calculation of indirect nuclear spin-spin coupling constants is that we have designed a satisfactory scheme to obtain near-converged results which agree well with the best GTO values. Good results are achieved in particular with the CDZP-S͑s4͒ basis. This is not a large basis set and gives results which are on average much better than those from the corresponding ccpVDZ͑su4͒ GTO basis, with mean absolute errors in the LDA case being a factor of 2 smaller than the GTO errors and less than 1.5 Hz above the TZ2P-S͑s4͒ error. 
VI. CONCLUSION
For the evaluation of energies, our previous papers have demonstrated that there is little to choose between good GTO calculations and good STO calculations. Our results with GGA and hybrid functionals indicate that similar quality values are obtained with both basis sets. However, the cost of our STO hybrid calculations presently exceeds that of the GTO calculations. Nevertheless, as far as GGA calculations are concerned, established codes ͓such as ADF ͑Ref. 20͒ or GAUSSIAN ͑Ref. 34͔͒ appear to be of equivalent cost in this respect.
For the calculation of molecular properties, however, the picture for STOs is more encouraging, as we show for the three second-order properties considered above. Our results on polarizabilities demonstrate that calculations with the TZ2P-S set ͑basis IV of ADF supplemented with one polarization function͒ and a single set of diffuse functions give high-quality results which are comparable with those obtained with a GTO aug-cc-pVTZ basis.
For the NMR shielding constants, likewise we showed that the results obtained with the STO basis TZ2P-S are comparable with the cc-pVTZ GTO values, with mean absolute errors with respect to the estimated basis set limit being 6.9 and 8.5 ppm, respectively. Moreover, results with the STO basis CDZP-S ͑due to Clementi͒ were also of high quality and a substantial improvement over the GTO cc-pVDZ results, with mean errors of 11.7 ppm versus 24.1 ppm, respectively. Use of GIAOs meant that considerable changes were necessary for an STO implementation for both the GGA and hybrid DFT functionals because the perturbation terms involved two-electron integrals for which fitting to an auxiliary basis set was necessary.
For the indirect nuclear spin-spin coupling constants, we observe similar basis set requirements as with GTOs, with the exception that fewer additional tight s functions are required to obtain high-quality results. We gave an empirical rule for the selection of suitable additional STO 1s functions. At the triple-level, the resulting TZ2P-S͑s4͒ results agreed very well with the limiting GTO cc-pV5Z͑su4͒ results, being off by less than 2.3 and 1.6 Hz on average for the LDA and hybrid B3LYP functionals, respectively; the GTO ccpVTZ͑su4͒ basis was off by 2.4 Hz on average at the LDA level. We are particularly encouraged the good quality of the results when using only a double--sized Slater basis. At the LDA level, we observe mean absolute errors of 3.7 and 9.0 Hz when using the STO CDZP-S͑s4͒ and GTO ccpVDZ͑su4͒ basis sets, respectively.
In conclusion, we have demonstrated that molecular properties may be determined to a high accuracy using moderately sized Slater-type basis sets within the densityfunctional theory framework in a manner that is highly competitive with the use of Gaussian-type orbitals. 
