Abstract. In the present paper, we propose the methodologies in order to realize the desired magnetic field distributions by using single-sided exciting coils. As a result, it is revealed that a combination of the least squares and the generalized vector sampled pattern matching method suggests the practically realizable exciting coil layout.
Introduction
We try to control the magnetic field distribution at a flat square surface by means of the single side flat exciting coils to work out a magnetic domain-observing instrument under the controlled magnetic field distributions. Our designing methodology is reduced into solving for a linear system of equations: Y = CX, where Y, C and X are, respectively, the vector consisting of the desired magnetic field components, system matrix whose elements convert the exciting currents into the magnetic fields, i.e., spatial derivatives of Green function, and exciting current vector to be evaluated. In most case, the system matrix C becomes an ill-posed singular matrix. This means that we have to solve an ill-posed linear system of equations. This paper examines two numerical approaches in order to solve this illposed system of equations. As a result, it is revealed that a simple least squares method yields a reasonable solution even though the solutions are available in a limited physical constraint. Also, we have confirmed that the generalized vector sampled pattern matching (GVSPM, in short) method yields the reliable solutions under any hard physical constraints [1, 2] . Figure 1 shows a schematic diagram of our device for which movement of the magnetic domains is observed above the upper side surface. When the desired magnetic field vector Y is given, our problem is to compute the current vector X from this given magnetic field vector Y. Denoting C as a system matrix whose elements are composed of the spatial derivatives of Green function, a system of equations is given by
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Least squares solution
In most case, a number of the elements in the vector X is not equivalent to those of the vector Y in Eq. (1) . Namely, a number of unknowns n is not equivalent to those of equations m, i.e., Eq. (1) is an ill-posed system of equations. When n > m, it is possible to apply the conventional least squares to Eq. (1), for which minimizes a least squares of error norm [3, 4] :
a least squares solution vector X is given by
Generalized vector sampled pattern-matching method
Basic equations
Least squares solution strategy is one of the deterministic methodologies to the ill-posed linear system of equations, but it is always required the condition n > m. To overcome this difficulty, we introduce the generalized vector sampled pattern matching method, which does not require any matrix inversion [1, 2, 5] .
Equation (1) can be rewritten as
Equation (5) means that the normalized input vector Y is always given by a linear combination of the weighted solutions x 1
Y| with normalized column vectors .
Equation (4) means that the input vector Y is always given by means of a linear combination of the column vector C i . Therefore, defining an angle between the input vectors of Y and of CX (k) given in terms of the k th iterative solution X (k) :
when this objective function reaches to 1:
it is possible to get the k th iterative solution X (k) satisfying the normalized system of Eq. (5).
Iterative solution scheme
Consideration of Eq. (7) suggests a goal to look for that the Eq. (8) becomes a zero.
Multiplying the normalized input vector Y to both sides of Eq. (8) leads to
Denoting X (0) as an initial vector of X , we have a following relationship:
Generalization of Eq. (10) to the k th iterative solution X (k) of the GVSPM method yields
where I m denotes a unit square matrix with order m.
Example
Let us compute a current distribution flowing on the lower side surface in Fig. 1 when the desired magnetic field distribution shown in Fig. 2 computation, it is essential to define an objective function, which reveals fitness between the desired and computed magnetic field distributions. In this paper, we employ a following objective function:
where |H x |, |H y | are the norms of x-and y-magnetic field components; |H 1 |, k i=2 |H i | are the desired and undesired magnetic field components in the direction of z-axis in Fig. 1, respectively . Classification of the desired and undesired magnetic field components can be carried out by means of the discrete wavelets transform using Daubechies 2nd order base function [6, 7] . We computed the current distributions by the least squares as well as GVSPM methods when changing the distance D from 5 to 15 mm and the size L from 15 to 20 cm in Fig. 1 . Figure 3 
Experimental verification
To verify our approach experimentally, we have worked out a sample coil shown in Fig. 6 . Figure 7 shows the magnetic field distribution caused by this coil when impressing alternating currents. If this magnetic field distribution is given as a desired magnetic field distribution, then the least squares and GVSPM methods yield the current distributions shown in Fig. 8 . Any of the current distributions in Fig. 8 contain a lot of noisy current vectors. To remove these noisy current vectors and to extract the major dominant current vectors, we convolved the normalized current vectors which had been independently computed from the x-, y-, and z-magnetic field components in Fig. 7 . It must be noted that a convolution between the normalized currents taking their maximum 1 extracts the common currents [5, 8] . Figure 9 shows the extracted common major current distributions by the convolving the normalized current vectors. Observation of the current distribution in Fig. 9 reveals that the least squares method gives the outline distribution of exciting coil in Fig. 6 and GVSPM method gives the surface distribution. Thus, we have succeeded in verifying our methodologies.
