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Summary. The Horvitz-Thompson (HT) estimator is widely used in survey sampling.
However, the variance of the HT estimator becomes large when the inclusion probabilities are
highly heterogeneous. To overcome this shortcoming, in this paper, a hard-threshold method
is used for the first-order inclusion probabilities, that is, we carefully choose a threshold value,
then replace the inclusion probabilities smaller than the threshold by the threshold. By this
shrinkage strategy, we propose a new estimator called improved Horvitz-Thompson (IHT)
estimator to estimate the population total. The IHT estimator increases the estimation
accuracy although it brings bias which is relatively small. We derive the IHT estimator’s
MSE and its unbiased estimator, and theoretically compare the IHT estimator with the
HT estimator. We also apply our idea to construct the improved ratio estimator. We
numerically analyze simulated and real data sets to illustrate that the proposed estimators
are more efficient and robust than the classical estimators.
KEY WORDS: Horvitz-Thompson estimator; Ratio estimator; Robustness; Unequal proba-
bility sampling; Sampling without replacement;
1 Introduction
The Horvitz-Thompson (HT) estimator proposed by Horvitz and Thompson (1952) is widely
used in survey sampling. It has also been applied to other fields such as functional data
analysis (Cardot and Josserand, 2011) and the treatment effect (Rosenbaum, 2002). The HT
estimator is an unbiased estimator constructed via inverse probability weighting. However,
when the inclusion probabilities are highly heterogeneous, i.e., inclusion probabilities of some
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tional Natural Science Foundation of China (Grant nos. 11301514 and 71532013). Zou’s work was partially
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units are relatively tiny, the variance of HT estimator would become large due to the inverse
probability weighting. In this paper, we propose an improved Horvitz-Thompson (IHT)
estimator to address this problem.
Our approach is to use hard-threshold for the first-order inclusion probabilities. Specifi-
cally, we choose an inclusion probability as the threshold first. Those inclusion probabilities
smaller than the threshold are then set to equal the threshold, while the others remain un-
changed. By this way, we obtain the modified inclusion probabilities. Finally, we construct
an estimator based on these modified inclusion probabilities by using the inverse probability
weighting. We call such an estimator as the IHT estimator. This method looks very easy
but is more efficient than the classical HT estimator. This hard-threshold approach can
be explained as a shrinkage method. Shrinkage is very commonly used in statistics, such
as ridge regression (Hoerl and Kennard, 1970) and high-dimensional statistics (Tibshirani,
1996). In this paper, we use it to reduce the negative effect of highly heterogeneous inclusion
probabilities. Similar to other shrinkage methods, our modification process introduces bias
while reduces variance much more, so it improves the estimation efficiency. We will theoreti-
cally and numerically show the improvement from using the modified inclusion probabilities.
In addition to the HT estimator, we also extend this strategy to the ratio estimator, and
accordingly, the improved ratio estimator is obtained.
The remainder of the paper is organized as follows. Section 2 introduces the classical HT
estimator and shows its drawback. Section 3 proposes our modified inclusion probabilities
and the corresponding IHT estimator. We shall also provide the IHT estimator’s properties,
and theoretically compare it with the HT estimator in this section. Section 4 extends our
idea to obtain the improved ratio estimator and shows that our modification is efficient.
Section 5 presents numerical evidences from simulations and a real data analysis. Section 6
concludes. Proofs of theoretical results are given in the Appendix.
2 HT estimator and its drawback
Consider a finite population U = {U1, · · · , UN} of size N , where Uk denotes the kth unit.
For simplicity, we write U = {1, · · · , k, · · · , N}. For each unit k, suppose that the value yk of
the target characteristic Y is measured. Our aim is to estimate the total, ty =
∑
U yk, using
a sample s of size n which is randomly drawn from the population U . We implement un-
equal probability sampling without replacement. Denote {pik}Nk=1 as the first-order inclusion
probabilities and {pikl}k 6=l as the second-order inclusion probabilities.
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Horvitz and Thompson (1952) proposed the HT estimator as follows
tˆHT =
∑
k∈s
yk
pik
. (1)
The HT estimator tˆHT is an unbiased estimator of ty and its variance is
V (tˆHT) =
∑
U
∆kk
pi2k
y2k +
∑∑
U
k 6=l
∆kl
pikpil
ylyk, (2)
where ∆kk = pik − pi2k for all k and ∆kl = pikl − pikpil for all k 6= l.
From Eqn. (2), when the inclusion probabilities are highly imbalanced, i.e., some pik’s
are very small, the variance of the HT estimator may be very large.
3 Improved HT estimator
In this section, we improve the HT estimator in the sense of reducing its mean-squared error
(MSE). The resultant estimator is referenced as the IHT estimator. For doing this, we first
propose modified first-order inclusion probabilities, where the hard-threshold method is used
to reduce the effects of those inclusion probabilities with relatively tiny values.
Definition 1. Let pi(1) ≤ pi(2) ≤ · · · ≤ pi(N) be the ordered values of the first-oder inclusion
probabilities {pi1, pi2, · · · , piN}. Assume that there exists an integer K ≥ 2 such that pi(K) ≤
(K + 1)−1. We define the modified first-order inclusion probabilities as follows
pi∗k =
pik pik > pi(K),pi(K) pik ≤ pi(K), 1 ≤ k ≤ N. (3)
From the definition, we partition the finite population into two parts: U1 = {k : pik >
pi(K)} with size N − K, and U2 = {k : pik ≤ pi(K)} with size K. For U1, the first-order
inclusion probabilities keep unchanged, while all of first-order inclusion probabilities for U2
are replaced by pi(K). From this hard-threshold, we get our modified first-order inclusion
probabilities {pi∗k}Nk=1. Obviously, the choice of K is very important. In Section 3.2, we shall
provide a simple way to choose K.
Remark on existence of K. The assumption in Definition 1 is quite weak. If pi(2) >
1/(2 + 1), then the sampling fraction f > 1
3
− 1
3N
. However that situation that f > 1
3
rarely
happens for large population in practical surveys. Thus, the inequality that pi(2) ≤ 1/(2 + 1)
generally holds.
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Instead of the original first-order inclusion probabilities {pik}Nk=1, we use our defined mod-
ified first-order inclusion probabilities {pi∗k}Nk=1 to construct an improved Horvitz-Thompson
(IHT) estimator by inverse probability weighting.
Definition 2. The IHT estimator is defined as
tˆIHT =
∑
k∈s
yk
pi∗k
. (4)
Unlike the unbiased HT estimator, the IHT estimator is biased. However, this modifi-
cation would lead to much less MSE due to reducing variance. Note that our modification
idea can be easily extended to the Hansen-Hurwitz estimator (Hansen and Hurwitz, 1943)
for sampling with replacement.
3.1 Properties of the IHT estimator
In this section, we derive the properties of our IHT estimator. We first provide the expressions
of its bias, variance and MSE in Theorem 1, where an unbiased estimator of MSE is also
presented. Then we compare the IHT estimator and the HT estimator in Theorems 2 & 3.
Theorem 1. The bias and variance of the IHT estimator tˆIHT are expressed as
Bias(tˆIHT) =
∑
U2
(
pik
pi(K)
− 1
)
yk, (5)
and
Var(tˆIHT) =
∑
U
∆kk
pi∗2k
y2k +
∑∑
U
k 6=l
∆kl
pi∗kpi
∗
l
ykyl, (6)
respectively, where ∆kk = pik(1 − pik),∆kl = pikl − pikpil (k 6= l) as defined before. Therefore,
its MSE is given by
MSE(tˆIHT) =
[∑
U2
(
pik
pi(K)
− 1
)
yk
]2
+
∑
U
∆kk
pi∗2k
y2k +
∑∑
U
k 6=l
∆kl
pi∗kpi
∗
l
ykyl. (7)
An unbiased estimator of the MSE is
M̂SE(tˆIHT) =
∑
s2
(pik − pi(K))2
pi2(K)pik
y2k +
∑∑
s2
k 6=l
(pik − pi(K))(pil − pi(K))
pi2(K)pikl
ykyl (8)
+
∑
s
∆ˇkk
pi∗2k
y2k +
∑∑
s
k 6=l
∆ˇkl
pi∗kpi
∗
l
ykyl,
where ∆ˇkk =
∆kk
pik
, ∆ˇkl =
∆kl
pikl
, s is the sample set, and s2 = s ∩ U2.
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Proof. See Appendix A.1.
To derive the properties of the IHT estimator, we need the following regularity conditions:
Condition C.1. min
i∈U
pii ≥ λ > 0, min
i,j∈U
piij ≥ λ∗ > 0, and
lim sup
N→∞
n max
i 6=j∈U
| piij − piipij |<∞.
Condition C.2. max
i∈U
|yi| ≤ C with C a positive constant not depending on N .
Condition C.1 is a common condition imposed on the first-order and second-order in-
clusion probabilities. The same conditions are used in Breidt and Opsomer (2000), where
further comments on C.1 are provided. Condition C.2 is also a common condition.
Theorem 2. For the classical HT estimator tˆHT and the IHT estimator tˆIHT, under the
conditions C.1-C.2, we have
Bias(N−1tˆHT) = 0, Bias(N−1tˆIHT) = O(n−1);
and
MSE(N−1tˆHT) = O(n−1), MSE(N−1tˆIHT) = O(n−1).
Proof. See Appendix A.2.
From Theorem 2, the squared-bias of our IHT estimator is very small compared to its
MSE. Although our IHT estimator produces an extra bias to reduce the variance, the price
for this is relatively small. The following theorem theoretically compares the efficiency of
the two estimators.
Theorem 3. Under the conditions C.1-C.2, we have
MSE(N−1tˆIHT) ≤ MSE(N−1tˆHT) + o(n−1). (9)
Especially, for Poisson sampling, we obtain
MSE(N−1tˆIHT) ≤ MSE(N−1tˆHT), (10)
where the strict inequality is true if there exist k 6= l ∈ U2 such that (pik − pi(K))yk 6=
(pil − pi(K))yl.
Proof. See Appendix A.3.
Theorem 3 shows that the IHT estimator is asymptotically more efficient than the classi-
cal HT estimator, that is, the MSE of IHT estimator is asymptotically not larger than that
of the classical HT estimator. For Poisson sampling, the MSE of IHT estimator is uniformly
not larger than that of the classical HT estimator.
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3.2 The choice of K
The efficiency of the IHT estimator replies on the choice of K. When K becomes larger, we
need to modify more inclusion probabilities and this would cause larger bias. On the other
hand, the improvement of the IHT estimator would not be significant if K becomes smaller.
Thus, the threshold K provides a control of the variance-and-bias tradeoff. Theoretically,
Condition C.1 and the condition pi(K) ≤ (K + 1)−1 of Definition 1 implies K/N = O(N−1),
which provides a guide for choosing K from a theoretical view. In practice, we propose
the following algorithm to choose K. Following Algorithm 1, K satisfies the condition
pi(K) ≤ (K + 1)−1 of Definition 1.
Algorithm 1 The choice of K
Step (i) Obtain the ordered inclusion probabilities {pi(1), pi(2), · · · , pi(N)} by sorting {pik}Nk=1
from small to large. Set K = 0.
Step (ii) Test and modify.
For j = 1, · · · , N :
if pi(j) ≤ 1j+1 , then we define the modified first-order inclusion probabilities as
pi∗ = {pi(j), · · · , pi(j)︸ ︷︷ ︸
j−1
, pi(j), pi(j+1), · · · , pi(N)},
and K = K + 1;
otherwise, stop.
4 Extension to the Ratio Estimator
When an auxiliary variable is available, the ratio estimator is usually used to estimate the
population total. In this section, we extend the IHT estimator to the case of ratio estimation.
4.1 Improved Ratio Estimator
Denote by R the ratio between the population totals of Y and Z of two characteristic values,
i.e.,
R =
ty
tz
=
t¯y
t¯z
, (11)
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where ty and tz are the totals of the finite populations Y and Z, t¯y and t¯z are their means,
respectively. The classical estimator and our modification estimator of R are given by
Rˆ =
ˆ¯typi
ˆ¯tzpi
, and Rˆ∗ =
ˆ¯t∗ypi
ˆ¯t∗zpi
, (12)
where ˆ¯typi and ˆ¯tzpi are the HT estimators of t¯y and t¯z, respectively, while ˆ¯t
∗
ypi and
ˆ¯t∗zpi are the
IHT estimators using the modified inclusion probabilities. Specifically, ˆ¯typi = N
−1∑
s
yk
pik
,
ˆ¯tzpi = N
−1∑
s
zk
pik
, ˆ¯t∗ypi = N
−1∑
s
yk
pi∗k
, and ˆ¯t∗zpi = N
−1∑
s
zk
pi∗k
.
We assume that the population total tz of Z is known. To estimate the population total
ty of Y , the classical ratio estimator is given by
YˆR = tz ·
ˆ¯typi
ˆ¯tzpi
. (13)
Alternatively, our improved ratio estimator of ty based on the modified inclusion probabilities
is expressed as
Yˆ ∗R = tz ·
ˆ¯t∗ypi
ˆ¯t∗zpi
. (14)
4.2 Properties of the improved ratio estimator
To show theoretically that the improved ratio estimator Yˆ ∗R is more efficient than the classical
ratio estimator YˆR, we need the following regularity conditions:
Condition C.3. lim
N→∞
n
N
= c, where c ∈ (0, 1) is a constant.
Condition C.4. max
i 6=j 6=k∈U
(piijk − piijpik) = O(n−1), and
max
i 6=j 6=k 6=l∈U
(piijkl − 4piijkpil + 6piijpikpil − 3piipijpikpil) = O(n−2).
Condition C.3 is a common condition. The same condition is used in Breidt and Opsomer
(2000). Condition C.4 is a mild assumption on the third-order and fourth-order inclusion
probabilities. In Appendix A.5, we present some frequent examples which satisfy Condition
C.4.
Comparing our improved estimators with the classical estimators, we have the following
result.
Theorem 4. If Conditions C.1-C.4 are satisfied, and c1 ≤ zk ≤ c2 for all k ∈ U with c1 and
c2 some positive constants, then
MSE(Rˆ∗) ≤ MSE(Rˆ) + o(n−1).
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Furthermore,
MSE(N−1Yˆ ∗R) ≤ MSE(N−1YˆR) + o(n−1).
Proof. See Appendix A.4.
Like Theorem 3, Theorem 4 shows that the proposed method improves the classical ratio
estimators up to order o(n−1).
5 Numerical Studies
In this section, we assess the empirical performance of our IHT estimator by four synthetic
examples and one real example. We consider the following two cases: the estimations of
population total and population ratio, where our IHT strategies are compared with the
corresponding classical HT methods. We measure the efficiency improvement in term of
Re = |MSE
HT−MSEIHT|
MSEHT
× 100%, where MSEHT and MSEIHT denote the MSE of the classical
HT estimators and IHT estimators, respectively.
5.1 Simulations
Example 1: An illustrative example
We generate a finite population Y of size N = 3000, where the k-th unit value yk = |y0k|
and y0k ∼ N(0, 1). Our aim is to estimate the population mean Y¯ = 1N
∑
Uyk. We perform
Poisson sampling according to the inclusion probabilities set as follows
pi1 = pi2 = · · · = pi1000 = 0.2,
pi1001 = pi1002 = · · · = pi2000 = 0.001,
pi2001 = pi2002 = · · · = pi3000 = 0.08.
In this example, the HT estimator could be less efficient since one third inclusion probabilities
are 0.001, tiny relative to 0.08 or 0.2. From our hard-threshold strategy, we replace these
tiny probabilities with 0.08, so the modified inclusion probabilities are given by
pi∗1 = pi
∗
2 = · · · = pi∗1000 = 0.2,
pi∗1001 = pi
∗
1002 = · · · = pi∗2000 = 0.08,
pi∗2001 = pi
∗
2002 = · · · = pi∗3000 = 0.08.
Note that this modified probabilities are not obtained according to Algorithm 1. It is an
illustrative example to show that our hard-threshold can bring efficiency improvement. By
8
Table 1: Performance of Example 1
MSEHT MSEIHT BiasHT BiasIHT VarHT VarIHT Re ↑
0.1187 0.0751 5.3740E-06 0.0723 0.1187 0.0029 36.71%
setting the iteration time M = 2000, we get the simulated biases, variances and MSEs of
our IHT estimator and the classical HT estimator. The results are shown in Table 1.
It is seen from the table that the variance of the classical HT estimator is much larger
than that of the IHT estimator, so it loses its efficiency compared to the IHT estimator
although the classical HT estimator is unbiased. Thus, the IHT estimator has much less
MSE than that of the classical HT estimator. Specifically, the MSE of the IHT estimator
decreases 36.7%. Furthermore, in order to show the variations of both estimators, we plot
their values in Figure 1. Figure 1 clearly displays that although there is some bias for the
IHT estimator, its variation is much less than that of the classical HT estimator. These
observations empirically verify our theoretical results.
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Figure 1: The plots of both estimators in Example 1
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Example 2: pii’ depending on auxiliary variable
We generate the finite population Y of size N = 3000 as follows: yk =
√
3 · ρ · xk +√
3− 3ρ2 · |ek|, where xk and ek are independently generated from U(0, 2) and N(0, 1)
respectively, and 0 ≤ ρ ≤ 1 controling the correlation of Y and X. We consider three
sampling methods: Poisson sampling, PPS sampling and piPS sampling. The sampling
fraction f =
n
N
= 0.02, 0.04, 0.06, 0.08, 0.10, 0.15, 0.20, 0.30. We report the results in Figure
2, where ρ = 0.8. From this figure, we get the same observations as Example 1. It indicates
that our IHT estimator outperforms the classical HT estimator. By Figures 2(a), 2(b), and
2(c), piPS sampling obtains the biggest advantage of our IHT estimator over the classical
HT estimator in terms of efficiency and robustness. We also list some specific Re values of
Figure 2 in Table 4, which show that the improvement is generally substantial.
In order to investigate the effect of ρ, we also show the results for different ρ values under
piPS sampling in Table 2. It is observed from the table that no matter what values ρ takes,
our IHT estimator has uniformly much less MSE than classical HT estimator.
Table 2: The performance of Example 2
ρ MSEHT MSEIHT BiasHT BiasIHT VarHT VarIHT Re ↑
0 3.45E-02 1.36E-02 3.43E-05 5.82E-04 3.45E-02 1.30E-02 60.70%
0.1 2.51E-02 1.38E-02 1.16E-05 8.25E-04 2.51E-02 1.30E-02 44.91%
0.3 2.43E-02 1.24E-02 4.65E-06 8.86E-04 2.43E-02 1.15E-02 48.97%
0.5 2.38E-02 1.07E-02 9.83E-06 8.44E-04 2.38E-02 9.88E-03 54.92%
0.8 9.38E-03 5.22E-03 3.04E-07 3.16E-04 9.38E-03 4.91E-03 44.33%
0.9 4.75E-03 2.65E-03 7.98E-06 2.64E-04 4.74E-03 2.38E-03 44.27%
Example 3: pii’ independent of auxiliary variable
In this example, we consider a sampling process which is independent of X. We generate
a finite population as in Example 2, and set the inclusion probabilities pii ∝ |ci|, where
ci ∼ N(50, σ2). Table 3 shows the Re values for different σ2 (σ2 = 5, 8, 10, 15, 20, 25) under
piPS sampling, where σ2 controls the heterogeneity of pii’s. When σ
2 becomes larger, inclusion
probabilities become more heterogeneous. From the table, the Re value increases as the σ2
increases. It makes sense since more pii’s are modified when σ
2 becomes larger.
Example 4: The estimation of population ratio
We generate two populations Y and Z of size N = 3000: yk =
√
12·ρ1 ·xk+
√
3− 3ρ21 ·|e1|,
and zk =
√
12 · ρ2 · xk +
√
3− 3ρ22 · |e2|, where auxiliary variable xk ∼ U(0, 1), e1 ∼ N(0, 1)
and e2 ∼ N(0, 1). Our aim is to estimate the ratio R = ty
tz
, where ty =
N∑
k=1
yk and tz =
N∑
k=1
zk.
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Table 3: Re values for different variances in Example 3
f 0.02 0.04 0.06 0.08 0.10 0.15 0.20 0.30
σ2= 5 0.35% 0.22% 0.14% 0.14% 0.05% 0.03% 0.01% 0.01%
σ2= 8 1.24% 0.66% 0.56% 0.72% 0.35% 0.30% 0.00% 0.10%
σ2=10 3.73% 2.47% 2.83% 0.44% 1.48% 1.03% 1.52% 1.06%
σ2=15 19.32% 13.17% 10.77% 9.88% 12.61% 8.76% 6.67% 6.10%
σ2=20 42.27% 43.44% 44.83% 34.42% 34.87% 34.02% 34.36% 32.70%
σ2=25 59.39% 44.25% 58.67% 59.46% 66.56% 52.25% 48.23% 44.04%
We set (ρ1, ρ2) = (0.3, 0.4) or (0.7, 0.8), and report the results in Figure 3. From Figures
3(a) and 3(b), similar to the estimation of population total in examples above, our improved
estimator outperforms the classical estimator. We also list some specific Re values of Figure
3 in Table 4, which show that the MSEs decrease above 25%.
Table 4: Some specific Re values of Figures 2 & 3 in Examples 2 & 4
f 0.02 0.04 0.06 0.08 0.10 0.15 0.20 0.30
Figure 2(a) 12.73% 25.33% 45.52% 54.71% 18.15% 30.94% 18.96% 21.99%
Figure 2(b) 57.92% 49.78% 49.48% 40.52% 33.81% 57.44% 36.45% 48.70%
Figure 2(c) 58.98% 54.41% 70.42% 53.75% 36.05% 48.72% 52.05% 57.65%
Figure 3(a) 35.09% 27.92% 35.16% 28.09% 31.50% 28.00% 29.07% 36.31%
Figure 3(b) 38.57% 47.18% 42.76% 39.27% 37.49% 46.20% 44.14% 39.55%
5.2 Real Example
We investigate the data set “Lucy” in R software. This data set includes the variables of
2396 firms: ID, Level, Income, Employees, and Taxes. We set the Income as the size of the
firm to estimate the Employees mean Y¯ of the 2300 small or mid-sized firms (Y¯ = 60.59). We
perform piPS sampling. The sample size n is set among {46, 92, 138, 184, 230, 345, 460, 690}.
We list the results in Table 5, where the bias, variance, MSE and Re values are reported.
We also present the number K chosen by Algorithm 1. From Table 5, our IHT estimator has
better performance than the classical HT estimator. As the sampling fraction f increases,
the number K decreases. It means that the number of the modified inclusion probabilities
decreases as the sampling fraction increases. This makes sense since the effect of the small
inclusion probabilities becomes weak when the sample size increases.
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Table 5: The performance of estimation for the real data set “Lucy”
n 46 92 138 184 230 345 460 690
MSEHT 42.60 20.80 26.87 9.30 6.97 8.01 6.40 2.99
MSEIHT 28.27 14.05 10.18 7.75 5.70 3.77 2.85 1.76
BiasHT 0.0092 0.0002 0.0004 0.0020 0.0041 0.0001 0.0005 0.0112
BiasIHT 0.7520 0.3375 0.2562 0.1093 0.1253 0.0831 0.0539 0.0626
VarHT 42.59 20.80 26.87 9.30 6.97 8.01 6.40 2.97
VarIHT 27.52 13.71 9.92 7.64 5.57 3.68 2.79 1.70
Re ↑ 33.64% 32.46% 62.13% 16.75% 18.31% 53.01% 55.49% 41.09%
K 166 100 72 59 49 36 29 21
6 Concluding Remarks
In this paper, we have proposed a novel and simple method to improve the Horvitz-Thompson
estimator in survey sampling. Compared with the classical HT estimator, the proposed
IHT estimator improves the estimation accuracy at the expense of introducing small bias.
Empirical studies show that the improvement can be substantial. The new idea has also
been used to construct the improved ratio estimator. Naturally, applying the new method to
the regression estimation problem is of interest as well, and this warrants our further study.
The choice of the threshold K is important in our method. Although we have suggested
an easy algorithm for choosing K, it is may not be optimal. How to get the most efficient
of way choosing K is a meaningful topic for the future research.
References
Breidt, F. J. and J. D. Opsomer (2000). Local polynomial regression estimators in survey
sampling. Annals of Statistics 28, 1026–1053.
Cardot, H. and E. Josserand (2011). Horvitz–thompson estimators for functional data:
asymptotic confidence bands and optimal allocation for stratified sampling. Biometrika 98,
107–118.
Hansen, M. and W. Hurwitz (1943). On the theorey of sampling from finite populations.
Annals of Mathematical Statistics 14, 333–362.
Hoerl, A. and R. Kennard (1970). Ridge regression: biased estimation for nonorthogonal
problems. Technometrics 12, 55–67.
12
Horvitz, D. and D. Thompson (1952). A generalization of sampling without replacement
from a finite universe. Journal of the American Statistical Association 47, 663–685.
Rosenbaum, P. (2002). Observational studies. Springer, New York.
Tibshirani, R. (1996). Regression shrikage and selection via the lasso. Journal of the Royal
Statistical Society: Series B 58, 267–288.
Appendix
A.1 Proof of Theorem 1
To obtain the MSE of the IHT estimator, we first define Ik = 1 or 0, k = 1, · · · , N , if the
kth unit is drawn or not, then
E(Ik) = pik, V ar(Ik) = ∆kk, Cov(Ik, Il) = ∆kl for k 6= l,
where ∆kk = pik(1− pik),∆kl = pikl − pikpil. So the bias of the IHT estimator is
Bias(tˆIHT) = E
(∑
U
yk
pi∗k
Ik
)
−
∑
U
yk =
∑
U2
(pik
a
− 1
)
yk, (15)
where a = pi(K). It follows that
Bias2(tˆIHT) =
[∑
U2
(pik
a
− 1
)
yk
]2
. (16)
The variance of the IHT estimator is given by
V ar(tˆIHT) = V ar
(∑
s
yk/pi
∗
k
)
= V ar
(∑
U
yk
pi∗k
Ik
)
=
∑
U
[(
yk
pi∗k
)2
V ar(Ik)
]
+
∑∑
U
k 6=l
(
yk
pi∗k
yl
pi∗l
Cov(Ik, Il)
)
=
∑
U1
∆kk
pi2k
y2k +
∑
U2
∆kk
a2
y2k +
∑∑
U
k 6=l
∆kl
pi∗kpi
∗
l
ykyl. (17)
Combining (16) and (17), we obtain
MSE(tˆIHT) =Bias
2(tˆIHT) + V ar(tˆIHT) (18)
=
[∑
U2
(pik
a
− 1
)
yk
]2
+
∑
U
∆kk
pi∗2k
y2k +
∑∑
U
k 6=l
∆kl
pi∗kpi
∗
l
ykyl
=
{∑
U
∆kk
pi2k
y2k +
[∑
U2
(pik
a
− 1
)
yk
]2}
+
∑∑
U
k 6=l
∆kl
pi∗kpi
∗
l
ykyl
13
,F1 + F2.
For the MSE estimator M̂SE(tˆIHT) in Eqn. (8), we have E(M̂SE(tˆIHT)) = MSE(tˆIHT).
Therefore, Theorem 1 is proved.

A.2 Proof of Theorem 2
Using the conditions C.1 and C.2, we see that λ ≤ pik ≤ a ≤ 1 for each k ∈ U2, and
max
k 6=l∈U2
| pikl − pikpil |= O(n−1). Then, from Eqn. (2), we have
| E(ˆ¯tHT − t¯)2 | =
∣∣∣∣∣∣ 1N2
∑
U
∆kk
pi2k
y2k +
1
N2
∑∑
U
k 6=l
∆kl
pikpil
ylyk
∣∣∣∣∣∣
≤ 1
N2
∑
U
1− pik
pik
y2k +
1
N2
∑∑
U
k 6=l
∣∣∣∣pikl − pikpilpikpil
∣∣∣∣ |ylyk|
= O(n−1).
Similarly, by the MSE of the IHT estimator given in (7), we observe
| E(ˆ¯tIHT − t¯)2 | =
∣∣∣∣∣∣
[
1
N
∑
U2
(pik
a
− 1
)
yk
]2
+
1
N2
∑
U
∆kk
pi∗2k
y2k +
1
N2
∑∑
U
k 6=l
∆kl
pi∗kpi
∗
l
ykyl
∣∣∣∣∣∣
≤
[
K
N
1
K
∑
U2
(pik
a
− 1
)
yk
]2
+
1
N2
∑
U
∣∣∣∣pik(1− pik)pi∗2k
∣∣∣∣ y2k
+
1
N2
∑∑
U
k 6=l
∣∣∣∣pikl − pikpilpi∗kpi∗l
∣∣∣∣ |ykyl|
= O(n−1).
From Eqn. (15), and the conditions C.1 and C.2, it is readily seen that
Bias(ˆ¯tIHT) =
∣∣∣∣ 1N∑U2 (pika − 1) yk
∣∣∣∣ ≤ KN 1K∑U2 ∣∣∣pika − 1∣∣∣ |yk| ≤ KN 1K∑U2|yk| = O(n−1),
where the third and fourth steps are valid due to λ ≤ pik ≤ a ≤ 1 for each k ∈ U2 and
K/N = O(n−1), respectively.

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A.3 Proof of Theorem 3
From Eqn. (2), since the classical HT estimator is unbiased, we have
MSE(YˆHT ) =
{∑
U1
∆kk
pi2k
y2k +
∑
U2
∆kk
pi2k
y2k
}
+
∑∑
U
k 6=l
∆kl
pikpil
ykyl , F3 + F4. (19)
To illustrate the effectiveness of the new estimator, we compare Eqn. (18) and Eqn. (19).
We prove F1 ≥ F3 first. It is clear that
F3 − F1 =
∑
U1
∆kk
pi2k
y2k +
∑
U2
∆kk
pi2k
y2k −
{∑
U1
∆kk
pi2k
y2k +
∑
U2
∆kk
a2
y2k +
[∑
U2
(pik
a
− 1
)
yk
]2}
=
∑
U2
∆kk
pi2k
y2k −
∑
U2
∆kk
a2
y2k −
[∑
U2
(pik
a
− 1
)
yk
]2
=
∑
U2
(a2 − pi2k)(1− pik)
a2pik
y2k −
[∑
U2
(pik
a
− 1
)
yk
]2
, D − C
Using Cauchy-Schwarz inequality, we have
C =
(∑
U2
pik − a
a
yk
)2
≤ K
∑
U2
(pik − a)2
a2
y2k , E, (20)
where the strict inequality holds if there exist k 6= l ∈ U2 such that (pik − pi(K))yk 6= (pil −
pi(K))yl. Further,
D − E =
∑
U2
(a2 − pi2k)(1− pik)
a2pik
y2k −K
∑
U2
(pik − a)2
a2
y2k
=
∑
U2
(a− pik)
[
(1− pik −Kpik)a+ (pik − pi2k +Kpi2k)
]
a2pik
y2k.
From Definition 1, we have pik ≤ a ≤ (K + 1)−1 for each k ∈ U2, thus D − E ≥ 0. So
F3 − F1 = D − C ≥ D − E ≥ 0 holds.
As a special case, for Poisson sampling, we have F4 = F2 = 0. Hence, we obtain
MSE(N−1tˆIHT) ≤ MSE(N−1tˆHT).
For the terms F2 and F4, we note that
F2 − F4 =
∑∑
U
k 6=l
∆kl
pi∗kpi
∗
l
ykyl −
∑∑
U
k 6=l
∆kl
pikpil
ykyl
=
∑∑
U2
k 6=l
(
∆kl
a2
− ∆kl
pikpil
)
ykyl +
∑
k∈U1
∑
l∈U2
(
∆kl
apik
− ∆kl
pikpil
)
ykyl +
∑
k∈U2
∑
l∈U1
(
∆kl
apil
− ∆kl
pikpil
)
ykyl
,∆1 + ∆2 + ∆3.
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Using the conditions C.1 and C.2, it is seen that
| ∆1 |
N2
=
1
N2
∣∣∣∣∣∣
∑∑
U2
k 6=l
pikl − pikpil
pikpil
(pikpil
a2
− 1
)
ykyl
∣∣∣∣∣∣ ≤ 1N2
∑∑
U2
k 6=l
∣∣∣∣pikl − pikpilpikpil
∣∣∣∣ ∣∣∣pikpila2 − 1∣∣∣ |ykyl|
≤ K
2
N2
1
K2
∑∑
U2
k 6=l
∣∣∣∣pikl − pikpilpikpil
∣∣∣∣ |ykyl| = O(n−3),
where the third and fourth steps are valid due to λ ≤ pik ≤ a ≤ 1 for each k ∈ U2,
K/N = O(n−1), and max
k 6=l∈U2
| pikl − pikpil |= O(n−1). Similarly, we obtain
| ∆2 |
N2
=
1
N2
∣∣∣∣∣∑
k∈U1
∑
l∈U2
pikl − pikpil
pikpil
(pil
a
− 1
)
ykyl
∣∣∣∣∣ ≤ 1N2 ∑
k∈U1
∑
l∈U2
∣∣∣∣pikl − pikpilpikpil
∣∣∣∣ ∣∣∣pila − 1∣∣∣ |ykyl|
≤ 1
N2
∑
k∈U1
∑
l∈U2
| pikl − pikpil
pikpil
|| ykyl |= O(n−2),
and
| ∆3 |
N2
= O(n−2).
Thus, together with F3 ≥ F1, we have F3 + F4 + o
(
N2
n
)
≥ F1 + F2, that is,
MSE(N−1tˆIHT) ≤ MSE(N−1tˆHT) + o(n−1).

A.4 Proof of Theorem 4
First note that
(Rˆ−R)2 =
(
ˆ¯typi −Rˆ¯tzpi
ˆ¯tzpi
)2
=
(ˆ¯typi −Rˆ¯tzpi)2
t¯2z
− (
ˆ¯t2zpi − t¯2z)(ˆ¯typi −Rˆ¯tzpi)2
t¯2z
ˆ¯t2zpi
, I + III,
and
(Rˆ∗ −R)2 =
(
ˆ¯t∗ypi −Rˆ¯tzpi
ˆ¯t∗zpi
)2
=
(ˆ¯t∗ypi −Rˆ¯t∗zpi)2
t¯2z
− (
ˆ¯t∗2zpi − t¯2z)(ˆ¯t∗ypi −Rˆ¯t∗zpi)2
t¯2z
ˆ¯t∗2zpi
, II + IV.
Let uk = yk −Rzk. By Theorem 3, we have
E(ˆ¯t∗u − t¯u)2 ≤ E(ˆ¯tu − t¯u)2 + o(n−1).
Thus, for the terms I and II, we get
E(I) ≤ E(II) + o(n−1). (21)
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Now, we need to prove that the expectations of III and IV are negligible. Observe that,
| E(III) | =
∣∣∣∣∣E (ˆ¯tzpi + t¯z)(ˆ¯tzpi − t¯z)(ˆ¯typi −Rˆ¯tzpi)2t¯2z ˆ¯t2zpi
∣∣∣∣∣
≤ E |
ˆ¯tzpi + t¯z || ˆ¯tzpi − t¯z | (ˆ¯typi −Rˆ¯tzpi)2
t¯2z
ˆ¯t2zpi
≤ Z
∗+ | t¯z |
t¯2z Z
2∗
E
(
| ˆ¯tzpi − t¯z | (ˆ¯typi −Rˆ¯tzpi)2
)
≤ Z
∗+ | t¯z |
t¯2z Z
2∗
√
E(ˆ¯tzpi − t¯z)2E(ˆ¯typi −Rˆ¯tzpi)4,
where Z∗ =
n
N
max
k∈U
(
zk
pik
)
, Z∗ =
n
N
min
k∈U
(
zk
pik
)
. Similarly,
| E(IV) |≤ Z˜
∗+ | t¯z |
t¯2z Z˜
2∗
√
E(ˆ¯t∗zpi − t¯z)2E(ˆ¯t∗ypi −Rˆ¯t∗zpi)4,
where Z˜∗ =
n
N
max
k∈U
(
zk
pi∗k
)
, Z˜∗ =
n
N
min
k∈U
(
zk
pi∗k
)
.
Using Theorem 2 and Lemma 1, we see that | E(III) |= O(n−3/2) and | E(IV) |=
O(n−3/2). Combining these and Eqn. (21), we get
MSE(Rˆ∗) ≤ MSE(Rˆ) + o(n−1),
which implies
MSE(N−1Yˆ ∗R) ≤ MSE(N−1YˆR) + o(n−1).

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A.5 Discussion on Condition C.4
Example 1: Simple random sampling without replacement
Under the simple random sampling without replacement, we have
pii =
n
N
i = 1, . . . , N ;
piij =
n(n− 1)
N(N − 1); i 6= j = 1, . . . , N ;
piijk =
n(n− 1)(n− 2)
N(N − 1)(N − 2); i 6= j 6= k = 1, . . . , N ;
piijkl =
n(n− 1)(n− 2)(n− 3)
N(N − 1)(N − 2)(N − 3); i 6= j 6= k 6= l = 1, . . . , N.
It follows that
piijk − piijpik = − 2n(n− 1)(N − n)
N2(N − 1)(N − 2) = O(n
−1),
where the last equality is from Condition C.3. Further, we obtain
piijkl − 4piijkpil + 6piijpikpil − 3piipijpikpil
=(piijkl − piijkpil)− 3(piijkpil − piijpikpil) + 3(piijpikpil − piipijpikpil)
=3
n(n− 1)(n− 2)(n−N)
N2(N − 1)(N − 2)(N − 3) − 6
n2(n− 1)(n−N)
N3(N − 1)(N − 2) + 3
n3(n−N)
N4(N − 1)
=3
n(n− 1)(n−N)(3n− 2N)
N3(N − 1)(N − 2)(N − 3) +
n2(n−N)(N − 2n)
N4(N − 1)(N − 2)
=O(n−2),
where the last equality is from Condition C.3. Thus, Condition C.4 holds under the simple
random sampling without replacement.
Example 2: Poisson sampling
From the independence of Poisson sampling, we see that
piij =piipij; i 6= j = 1, . . . , N ;
piijk =piipijpik; i 6= j 6= k = 1, . . . , N ;
piijkl =piipijpikpil; i 6= j 6= k 6= l = 1, . . . , N.
Hence, piijk−piijpik = 0, and piijkl−4piijkpil+6piijpikpil−3piipijpikpil = 0. It follows that Poisson
sampling satisfies Condition C.4.
A.6 A lemma for proving Theorem 4
Lemma 1. For the classical HT estimator ˆ¯tHT and the IHT estimator ˆ¯tIHT, under the con-
ditions C.1-C.4, we have
E(ˆ¯tHT − t¯)4 = O(n−2), and E(ˆ¯tIHT − t¯)4 = O(n−2).
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Proof. Noting that
ˆ¯tHT − t¯ = 1
N
∑
U
Ik − pik
pik
yk ,
1
N
∑
U
Jkyk,
we have
(ˆ¯tHT − t¯)4 = 1
N4
∑
k
∑
l
∑
i
∑
j
(Jkyk)(Jlyl)(Jiyi)(Jjyj)
=
1
N4
∑
U
(Jkyk)
4 +
4
N4
∑
k 6=l
(Jkyk)
3(Jlyl) +
3
N4
∑
k 6=l
(Jkyk)
2(Jlyl)
2
+
6
N4
∑
i 6=k 6=l
(Jiyi)
2(Jkyk)(Jlyl) +
1
N4
∑
i 6=j 6=k 6=l
(Jiyi)(Jjyj)(Jkyk)(Jlyl)
, I + II + III + IV + V.
For the first term I, using λ ≤ pik ≤ 1 and |Ik − pik| ≤ 1 for any k ∈ U , we get
| E(I) |= E
(
1
N4
∑
U
(Jkyk)
4
)
=
1
N4
∑
U
(
yk
pik
)4
E(Ik − pik)4 ≤ 1
N4
∑
U
(
yk
pik
)4
= O(n−2).
Similarly, for the terms II and III, we have
| E(J3kJl) |=
∣∣∣∣ 1pi3kpilE [(Ik − pik)3(Il − pil)]
∣∣∣∣ ≤ 1pi3kpilE [| Ik − pik |3| Il − pil |] ≤ 1pi3kpil ≤ 1λ4 ,
and
E(J2kJ
2
l ) =
1
pi2kpi
2
l
E
[
(Ik − pik)2(Il − pil)2
] ≤ 1
pi2kpi
2
l
≤ 1
λ4
.
Thus, | E(II) |= O(n−2) and | E(III) |= O(n−2).
Under the conditions C.1 and C.4, it can be seen that
| E(J2i JkJl) | =
1
pi2i pikpil
∣∣E[(Ii − pii)2(Ik − pik)(Il − pil)]∣∣
=
1
pi2i pikpil
∣∣E[I2i (Ik − pik)(Il − pil)]− 2piiE[Ii(Ik − pik)(Il − pil)] + pi2iE[(Ik − pik)(Il − pil)]∣∣
=
1
pi2i pikpil
∣∣(1− 2pii)E[Ii(Ik − pik)(Il − pil)] + pi2i (pikl − pikpil)∣∣
=
1
pi2i pikpil
∣∣(1− 2pii)[(piikl − piikpil)− pik(piil − piipil)]+ pi2i (pikl − pikpil)∣∣
= O(n−1),
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which shows that | E(IV) |= O(n−2).
Finally, for the term V, we have
E
( ∑
i 6=j 6=k 6=l
(Jiyi)(Jjyj)(Jkyk)(Jlyl)
)
=
∑
i 6=j 6=k 6=l
E[(Ii − pii)(Ij − pij)(Ik − pik)(Il − pil)]
piipijpikpil
yiyjykyl
=
∑
i 6=j 6=k 6=l
piijkl
piipijpikpil
yiyjykyl − 4
∑
i 6=j 6=k 6=l
piijkpil
piipijpikpil
yiyjykyl
+ 6
∑
i 6=j 6=k 6=l
piijpikpil
piipijpikpil
yiyjykyl − 3
∑
i 6=j 6=k 6=l
piipijpikpil
piipijpikpil
yiyjykyl
=
∑
i 6=j 6=k 6=l
piijkl − 4piijkpil + 6piijpikpil − 3piipijpikpil
piipijpikpil
yiyjykyl.
Using the conditions C.1 and C.4, we get
1
N4
E
( ∑
i 6=j 6=k 6=l
(Jiyi)(Jjyj)(Jkyk)(Jlyl)
)
=
1
N4
∑
i 6=j 6=k 6=l
piijkl − 4piijkpil + 6piijpikpil − 3piipijpikpil
piipijpikpil
yiyjykyl
= O(n−2).
Thus, E(ˆ¯tHT − t¯)4 = O(n−2) holds.
Similarly, using λ ≤ pi∗k ≤ 1, it is easy to obtain
E
(
1
N
∑
U
Ik − pik
pi∗k
yk
)4
= O(n−2). (22)
In the following, we shall prove E(ˆ¯tIHT − t¯)4 = O(n−2). Noting that
ˆ¯tIHT − t¯ = 1
N
∑
U
Ik − pi∗k
pi∗k
yk =
1
N
∑
U
Ik − pik
pi∗k
yk +
1
N
∑
U
pik − pi∗k
pi∗k
yk , A+ ∆,
we have
E(ˆ¯tIHT − t¯)4 = E(A+ ∆)4 = E(A4) + 4∆E(A3) + 6∆2E(A2) + 4∆3E(A) + ∆4. (23)
Since E(A4) = O(n−2) from Eqn. (22), we have that E(A2) = O(1) and E(A3) = O(n−1).
Noting E(A) = 0 and
∆ =
1
N
∑
U
pik − pi∗k
pi∗k
yk =
K
N
(
1
K
∑
U2
pik − pi∗k
pi∗k
yk
)
= O(n−1).
Therefore, from Eqn.(23), we prove that E(ˆ¯tIHT − t¯)4 = O(n−2).
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(c) piPS samping
Figure 2: The performance of our IHT estimator and the classical HT estimator in Example
2, where ρ = 0.8. From left to right: the MSE performance, the squared-bias performance,
and the variance performance.
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(a) piPS sampling (ρ1 = 0.3, ρ2 = 0.4)
l
l
l
l
l
l
l
l
0.
00
0
0.
00
2
0.
00
4
0.
00
6
0.
00
8
f=0.08, N=3000
MS
E
0.02 0.04 0.06 0.08 0.1 0.15 0.2 0.3
l HT
Improved HT
l l l l l l l l
0.
00
0
0.
00
2
0.
00
4
0.
00
6
0.
00
8
f=0.08, N=3000
Bi
a
s
^2
0.02 0.04 0.06 0.08 0.1 0.15 0.2 0.3
l HT
Improved HT
l
l
l
l
l
l
l
l
0.
00
0
0.
00
2
0.
00
4
0.
00
6
0.
00
8
f=0.08, N=3000
Va
r
0.02 0.04 0.06 0.08 0.1 0.15 0.2 0.3
l HT
Improved HT
(b) piPS sampling(ρ1 = 0.7, ρ2 = 0.8)
Figure 3: Performance of Example 4. From left to right: the MSE performance, the squared-
bias performance, and the variance performance.
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