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Topological phases and materials have attracted much attention in recent years. Though many
progress has been made, the effect of nonlinearity on such system remains untouched. In this
paper, by considering the mean-field approximation in a coupled boson-hexagonal lattice system,
we obtain a different type of Dirac cone. Due to its special structure of the cone, the Berry phase(two-
dimensional Zak phase) of this new Dirac cone is quantized differently, i.e., it has been modified due
to the interactions and the critical line between different topological phases has moved, depending
on the type of interactions. Furthermore, the new Berry phase is found to be quantized, offering a
possible nonlinear topological invariant which can supply as a criterion of topological classification
for that interacting system. The quantum phase transition in terms of this criterion in the system
has also been examined.
PACS numbers:
I. INTRODUCTION
The geometric and topological ideas developed in the
study of the band theory of solids has a far-reaching im-
pact on modern condensed-matter physics[1–4]. Topolog-
ical phase transitions have been of tremendous interest
in recent condensed matter physics[5–8]. In lower dimen-
sions, topological invariants are known to play a crucial
role in classifying various phase transitions[9]. A typi-
cal example is the integer quantum Hall transition[10],
where quantized Hall conductances are given by Chern
numbers associated with the Berry connection[11] and
its extension to the case of spin currents is also inter-
esting. These topological invariants present a chance to
characterize quantum materials.
Recently, topological phase in coupling systems have
attracted much attention[12–15]. After the topolog-
ical classification of noninteracting topological insula-
tors, a general topological classification of interacting
systems[16–18] becomes an interesting topic. Though
developing the connection between topology and interac-
tion requires advanced many-body techniques, which is
often difficult, mean-field approaches may be still useful.
Here, we take a mean-field approach to a interactional
bosonic hexagonal lattice model, which is often used to
study Bose-Einstein condensate[19, 20]. This leads to a
nonlinear problem, and then the Bloch states are eigen-
states of the Gross-Pitaevskii (GP) equation depicting
a two-dimensional tight-binding hexagonal lattice with
an on-site mean-field potential which is related to eigen-
states. GP equations are a well-known tool to study the
Bose-Einstein condensate of cold atoms gas. Moreover,
GP equations are also useful in the study of photonic
∗yixx@nenu.edu.cn
systems with Kerr nonlinearity.
As already learned from zero- or one-dimensional sys-
tems, the band structure arising from solving the sta-
tionary GP equation may produce self-crossing loop
structures[21, 22]. This feature in two-dimensional sit-
uations suggests the loss of a well-defined Chern num-
ber as a topological invariant. In the vicinity of the
self-crossing point of a 2D looped band, we discover the
formation of a different type of 2D Dirac cone-Nonliear
Dirac cone(NDC)[23].
As a remarkable finding detailed below, we will give
a nonlinear Berry phase associated with adiabatic path
in the reciprocal space enclosing a Nonlinear Dirac point
by virtue of aidabatic theory. Hexagonal lattice model
provides a stimulating example where the Berry phase
can be a candidate for topological invariants in interac-
tional systems. Due to mean-field method, we can make
additional term in Berry phase with interactions.
This paper is organized as follows. In Sec. II, we derive
a model Hamiltonian of interactional bosonic hexagonal
lattice model which can be realized in photonic waveg-
uide systems including the Kerr effect. The emerging
Nonlinear cones and its effective Hamiltonian are also
given for the model in this section. In Sec. III, we com-
pute the Berry phase in nonlinear system and analyzed
the Berry phase in effective Hamiltonian and state depen-
dent Hamiltonian. And in Sec. IV, we give corresponding
numerical results based on adiabatic evolution, then we
conclude that Berry phase is associated with observable
AB phase. In Sec. V, we consider some other situations
for this model. In Sec. VI, we make some important
discussion based proposed interactional bosonic hexago-
nal lattice model and we get the relationship among ob-
servable AB phase, interactional strength κ and on-site
potential u. In Sec. VII, we summarize our results and
make conclusions.
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2II. INTERACTIONAL BOSONIC HEXAGONAL
LATTICE MODEL
Recently, topological photonics[24] has been a rapidly
emerging field of research in which geometrical and topo-
logical ideas are exploited to design and control the
behavior of light and meanwhile recent advances have
shown how to engineer photons. Thanks to the flexibility
and diversity of photonics systems, this field provide new
opportunities for realization of exotic topological mod-
els. Experimentally, it provide a wide range of platforms,
including photonic crystals, waveguides, metamaterials,
cavities, optomechanics, silicon photonics, and circuit
QED, which can realize different topological phases.
For photonic systems with nonlinear optics, we will
pay attention to the Kerr nonlinearities in terms of in-
teraction between photons. The standard semiclassical
description of nonlinear optical processes is based on
Maxwells equations, including nonlinear terms resulting
from the nonlinear dependence of the dielectric polariza-
tion on the applied field[28, 29]. From the view of pho-
tons as quantum mechanical particles, such an intensity-
dependent refractive index can be reinterpreted in terms
of binary interactions between photons. This picture of
interacting photons was pioneered in the calculation of
the effective third order nonlinear polarizability of the
vacuum arising from the exchange of a virtual electron-
positron pair[30, 31]. As an exciting perspective, topo-
logical photonics can be combined with optical nonlin-
earities, leading to new phenomena and novel strongly
correlated states of light, such as an analog of the frac-
tional quantum Hall effect. Thus bosons with control-
lable interaction is potential in a variety of platforms.
In terms of above consideration, we propose a
bosonic hexagonal lattice model[26] with interactional
bosons(Fig. 1) which are viewed as interactions between
photons. The hexagonal lattice is an important two-
dimensional lattice in condensed matter physics[25, 27]
and it is crucial for of both experimental and theoretical
reasons. Experimentally, the hexagonal lattice can be re-
alized in graphene, which currently is a popular topic of
research and an amazing material of fundamental impor-
tance and interest. Theoretically, the hexagonal lattice
is also interesting because it has two sites per unit cell
(A-sites and B-sites), so the model has to be a two-band
model. As consideration below, we will give a new band
structure which is different as before.
A. Model Hamiltonian
Consider an interactional bosonic hexagonal lattice
model, with two different lattices A(B). In addition to
general hexagonal lattice model, we need to add on-
site bosonic interactions. Thus, we get the tight-binding
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FIG. 1: Interactional bosonic hexagonal lattice model, where
green(orange) spots represent lattice A(B), on-site potential
energy for lattice A(B) is u(-u) and the interaction between
two particles on the lattice A(B) is κ. Specially, κ12 denotes
interaction on two bosons between lattice A and lattice B
respectively.
Hamiltonian form,
H =
∑
l,m
ua†l,mal,m − ub†l,mbl,m
+
∑
l,m
ta†l,mbl,m + ta
†
l,mbl−1,m + ta
†
l,mbl,m−1 + h.c.
+
∑
l,m
κ/2(a†l,ma
†
l,mal,mal,m + b
†
l,mb
†
l,mbl,mbl,m)
(1)
where (l,m) represents the lattice site(l,m), which is
the abbreviate from rA(B)(l,m) = lc1 + mc2, rA(l,m) =
rB(l,m) +c0, where c1 = (1/2)[3,
√
3], c2 = (1/2)[3,−
√
3]
and c0 = [−1, 0]. And a(b)†l,m(a(b)l,m) is the cre-
ation(annihilation) operator of bosons on the lattice site
(l,m) for A(B), u is on-site potential, t is coupling
strength between lattice A and lattice B, and κ is a non-
linear strength which is considered to be positive.
By virtue of Fourier transformation with consideration
of periodical boundary condition(PBC), the stationary
GP equation in the momentum space assumes the fol-
lowing form,
H(kx, ky)ψ(kx, ky) = E(kx, ky)ψ(kx, ky) (2)
with
H(kx, ky) =
(
dz + κ|ψ1(kx, ky)|2 dx − idy
dx + idy −dz + κ|ψ2(kx, ky)|2
)
(3)
3where
dx = t cosk · c0 + t cosk · η1 + t cosk · η2
dy = t sink · c0 + t sink · η1 + t sink · η2
dz = u
(4)
with η1 = c0 + c1, η2 = c0 + c2, k = [kx, ky], and
kx(ky) is the quasimomentum along the x(y) direction,
and ψ(kx, ky) = [ψ1(kx, ky), ψ2(kx, ky)]
T denotes a Bloch
band state with two components.
In the following, all we need to do is to find energy band
structure of this eigenstate dependent Hamiltonian. In
the mean time, we will find the position where it gives
more than two eigenvalue which are k1 =
2pi
3 (1,
1√
3
) and
k2 =
2pi
3 (1,− 1√3 ), these two special points are called Non-
linear Dirac Points, and NDCs can be produced around
them. And throughout this paper, we assume that all
physical variables are in dimensionless unit.
B. Dynamical stability in the energy bands
We have already get the energy dispersion where there
are four values above. However, we cannot know whether
these eigenvalues are stable because of interactions. Thus
we will consider the stability of eigenvalues[23]. Because
we focus on the first two bands which can form the NDCs,
we only give stability of these two values. For simplic-
ity, we will focus on perturbations to the stationary so-
lutions, and meanwhile we consider closed condition so
that allowing us to use the time dependent GP equation
in the momentum space. In order to analyze their time
evolution, such perturbations can be generally written in
pseudo-spinor components as
|δψ(kx, ky, t)〉 =
(
δψ1(kx, ky, t)
δψ2(kx, ky, t)
)
(5)
Consider now a stationary solution |ψ(kx, ky, t)〉 i satisfy-
ing eq in the above text with energy E(kx, ky). Our aim is
to evaluate the time evolution of a state initially prepared
near such a stationary solution as given by|Ψ(kx, ky, t)〉 =
|ψ(kx, ky, t)〉 + |δψ(kx, ky, t)〉. If |Ψ(kx, ky, t)〉 does not
go to infinity as t → ∞, then the stationary solu-
tion is dynamically stable. For neater analysis, we
may separate the dynamical phase from |Ψ(kx, ky, t)〉
as |Ψ(kx, ky, t)〉 = e−iEt|Φ(kx, ky, t)〉, then we can get
|ψ(kx, ky, t)〉 = e−iEt|ψ(kx, ky, 0)〉 and |δψ(kx, ky, t)〉 =
e−iEt|δφ(kx, ky, t)〉. After some algebra, we can add its
conjugate into the equation,
i
∂
∂t
 δφ1δφ2δφ∗1
δφ∗2
 = L
 δφ1δφ2δφ∗1
δφ∗2
 (6)
where
L =
(
Hg +H1 H2
−H∗2 −H∗g −H1
)
(7)
Hg = H(kx, ky, ψ(kx, ky, 0))− E(kx, ky)I (8)
H1 = κ
( |ψ1(kx, ky, 0)|2 0
0 |ψ2(kx, ky, 0)|2
)
(9)
H2 = κ
(
ψ21(kx, ky, 0) 0
0 ψ22(kx, ky, 0)
)
(10)
We need to get the solution of ψ(kx, ky) as the initial
value and plug into equation above. Due to the resem-
blance of Eq with the time dependent Schrodinger equa-
tion in linear quantum mechanics, the time evolution of
the perturbation is governed by the operator e−iLt. How-
ever, since L is not a Hermitian operator, eigenvalues of
L can in general be complex. It follows that in order for
to be dynamically stable, all eigenvalues Ln of L must
satisfy Im(Ln)=0, ∀n. Fig. 2 shows the maximum imag-
inary component of eigenvalues of L for the lowest two
bands. It follows that the lowest energy band is dynami-
cally stable throughout the BZ, while the second band is
dynamically unstable.
FIG. 2: max(Im(Ln)) for the lower two energy bands as a
function of kx and ky.
C. NDCs in interactional bosonic hexagonal
lattices
Fig. 3 shows the snapshots of the first two bands’ struc-
tures. As expected from previous theoretical and exper-
imental studies of nonlinear Bloch bands in zero- or one-
dimensional systems, a self-crossing loop structure(NDC
in 2D) emerges as κ increases beyond a critical value
κc. Specifically, for κ = κc, the bottom band starts to
produce a cone[in Fig. 3(c)]. For κ > κc, this struc-
ture appears. And meanwhile we find that the difference
between linear and nonlinear model is that in the lin-
ear model we examine the Dirac points will close and
reopen which correspond to energy gapless points and
gapped points as parameters change, but in nonlinear
model these points change features fundamentally which
will be gapless points all the time once the parameters
4reach critical value, not having the process of reopening
the energy band, which will be useful for our calculations
in Sec. III for Berry phase in nonlinear systems. Next,
we examine the band structure for the whole 2D BZ,
with special attention paid to the bottom band. In par-
ticular, subbands have grown from the bottom band(in
Fig. 3(c)). Precisely at a Nonlinear Dirac Point of a
looped subband, two of the four Bloch states are degen-
erate. Previously the Chern number of the lowest band
distinguishes between topologically trivial and nontrivial
phases in noninteracting Chern insulators in the linear
counterpart(κ = 0), if we still use this Chern number,
though the lowest band is well separated from the upper
band for κ ≤ κc, we cannot define it due to the appear-
ance of the self-crossing points which are touched each
other in the first two bands for κ > κc. Now we need
a new topological number to tell the difference based on
κ. Thus it is necessary to consider a new topological in-
variant which is able to distinguish different topological
phase in the lowest band.
??? ???
??? ???
FIG. 3: The cone structure in interactional bosonic hexago-
nal lattice model, and here we only give dispersion relation of
the first two energy band in order to be concise. The param-
eters chosen are t = 1, u = 1.5, (a)κ = 0, (b)κ = 3, (c)κ =
5. (d)Vertical view of (c), dashed lines denote Brillouin
Zone(BZ), dashed circle denotes location of one of the nonlin-
ear cones and point inside this circle denotes one of Nonlinear
Dirac Points.
D. Effective Hamiltonian around Nonlinear Dirac
Points
We make an approximation on Hamiltonian up to first
order of E = E0 + E1, di = d
0
i + d
1
i , i = x, y, z, where 0
and 1 represents zero-order and first-order respectively.
Around Nonlinear Dirac Points k1 =
2pi
3
(
1, 1√
3
)
,k2 =
2pi
3
(
1,− 1√
3
)
, we obtain the effective Hamiltonian,
H(kx, ky) = d
1
xσx + d
1
yσy −
2uE1
κ
σz (11)
where
d1x = −
3
√
3
4
t(kx − 2pi
3
)∓ 3
4
t(ky ∓ 2
√
3pi
9
)
d1y =
3
4
t(kx − 2pi
3
)∓ 3
√
3
4
t(ky ∓ 2
√
3pi
9
)
E1 = ±
κ
√
(d1x)
2 + (d1y)
2
√
κ2 − 4u2
(12)
That the two branches of the NDC are described by
different effective Hamiltonians, which is because original
Hamiltonian is related to the Bloch eigenstate.
III. NONLINEAR BERRY PHASE
A. Berry phase in nonlinear systems
Now we assume that the parameter vector is quasi-
momentum k which varies slowly in time and then we
give wave function ψ(k(t)). In the meantime, we view
Λ as the overall phase, which we take it to be phase of
wave function ψ(k(t)), Λ = −arg(ψ(k0, t)), where k0
is a fixed position in the momentum space so that we
separate an overall phase from ψ(k(t)), thus we can ob-
tain ψ(k(t)) = e−iΛφ(k(t)). We make approximation on
φ(k(t)),
φ(k(t)) = 0φ0(k(t)) + 1φ1(k(t)) + · · · (13)
where we introduce the adiabatic parameter  ∼ dkdt
which can be viewed as the measure of how slow the
parameters change and 0, 1 denotes respectively zero-
order and first-order of . φ0(k(t)) and φ1(k(t)) denotes
zero-order and first-order of φ(k(t)). When the adia-
batic parameter tends to zero, i.e.,  → 0, the adiabatic
limit can be achieved. At last, we put the new forma-
tion of ψ(k(t)) into time dependent Schro¨dinger equa-
tion. Consequently, the expression of the overall phase
can be expanded in a perturbation series in the adiabatic
parameter[32],
dΛ
dt
= Λ0(
0) + Λ1(
1) + o(2) (14)
In the quantum evolution with slowly changing parame-
ters, φ0(k(t)) is the wave function of the instantaneous
eigenstate and φ1(k) is induced by the system’s slow
change which also depends on the adiabatic parameter
and is of order 1. Thus, we have the explicit expression,
5Λ0(
0) = E0(k(t))
Λ1(
1) =
∑
α=1,2
−i(φ0α)∗
∂
∂t
φ0α
+κ|φ0α|2((φ0α)∗φ1α + φ0α(φ1α)∗)
(15)
Where φ0α and φ
1
α represent pseudospin component of
φ0 and φ1 respectively. Here we define Cα = (φ
0
α)
∗φ1α +
φ0α(φ
1
α)
∗, which can be obtained from equations below,∑
α=1,2
Cα = 0 (16)∑
β=1,2
gφ0α|φ0β |2Cβ − gφ0αCα
=
∑
β=1,2
i(φ0α((φ
0
β)
∗ ∂
∂t
φ0β)−
∂
∂t
φ0α) (17)
The first one implies that φ†φ = 1, where φ = φ0 + φ1,
and then we set (φ0)†φ0 = 1 so that we obtain the value
of
∑
α Cα. And the second one is obtained by putting
φ = φ0 + φ1 into nonliear Hamiltonian and then giving
time dependent Schro¨dinger equation on φ0. By virtue
of above equations, we can get Cα.
When the quasimomentum move in a circuit, the eigen-
state evolves for an infinitely long time duration in the
adiabatic limit. The time integral of the zero-order term
gives the so-called dynamic phase because it is closely re-
lated to the temporal process of the evolution. The time
integral of the first-order term makes an additional con-
tribution to the overall phase, which only depends on the
geometry of the closed path in the parameter space. The
higher-order terms vanish in the adiabatic limit  → 0.
Thus, we obtain Berry phase with the result of Cα in
quasimomentum space.
B. Berry phase with effective Hamiltonian
Because of the appearance of NDCs in quasimomen-
tum space, we use the effective Hamiltonian in Eq. (11)
around Nonlinear Dirac Points regard to lower branch.
First, we consider κ < 2u, and the eigenfunction,
ψ−(t) =
(
φ01
φ02
)
=
(
sin θ2
cos θ2e
iϕ
)
(18)
with
tanϕ(kx, ky) =
d1y
d1x
tan θ(kx, ky)
=
√
κ2(κ− 2u)2 + 4E1κ2(κ− 2u) + 4(E1)2(κ2 − 4u2)
4uE1
(19)
where d1x and d
1
y are defined in Eq. (12), which is the
same definition for κ > 2u. And form of E1,
E1 =
D0 −
√
D1((d1x)
2 + (d1y)
2) +D2
F
(20)
where we define,
D0 = 4u
3 − 4κu2 + 4κ2u
D1 = 4(2u− κ)(10u− κ)u2
D2 = (2u− κ)2(κ− 2u)2u2
F = 20u2 − 12κu+ κ2
(21)
By virtue of the form of Λ as well as the value of Cα in
the last subsection,
Λ1 =
∑
α=1,2
∮
D
1
2
∂ϕ
∂k
dk +
∮
D
i cot θ
∂θ
∂k
dk
= 0 (22)
where D represents a closed curve including Nonlinear
Dirac Points. Though this curve include Nonlinear Dirac
Points, they are not energy gapless points which can not
result in singularity in this integral BZ. Thus, we obtain
a zero Berry phase in this situation. Second, we consider
κ > 2u and obtain the same eigenfunction as in Eq. (18),
but with different θ and ϕ,
tanϕ(kx, ky) =
d1y
d1x
, tan θ =
√
κ2 − 4u2
2u
(23)
and Berry phase gives as follow,
Λ1 =
∑
α
−i
∮
D
(φ0α)
∗ ∂
∂k
φ0αdk +
1
2
∮
D
(|φ01|2 − |φ02|2)
∂ϕ
∂k
dk
= cos2
θ
2
2pi +
1
2
(sin2
θ
2
− cos2 θ
2
)2pi
= pi (24)
where D also represents a closed curve including Nonlin-
ear Dirac Points, which are energy ungapped points at
this time, leading to the nonzero Berry phase in nonlinear
systems.
At last, we give a relation between Berry phase and
the nonlinear strength κ
Λ1 =
{
pi, κ > 2u
0, κ < 2u
(25)
where critical value of κ is 2u.
C. Berry phase with eigenstate dependent
Hamiltonian
We calculate Berry phase by virtue of effective Hamil-
tonian in the last subsection, which is concise to ob-
tain results. Without generality, we will give a calcula-
tion based on eigenstate dependent Hamiltonian directly,
6which is much more complex than calculation with effec-
tive Hamiltonian. However, it can provide a much more
general prospective to consider Berry phase in nonlinear
systems. First, we give the state dependent Hamiltonian,
H(k) = dxσx + dyσy + dz(E)σz (26)
with
dz(E) = u∆(E) (27)
where we reduce state dependent Hamiltonian to energy
dependent Hamiltonian and define,
∆(E) =
2E(k)− g
2(E(k)− g) (28)
and dx, dy are obtained in Eq. (4).
Similar to the last subsection, we can give an eigen-
function as the same before, but difference on form of θ
and ϕ,
tanϕ(kx, ky) =
dy
dx
, tan θ = −
√
d2x + d
2
y
dz(E)
(29)
Next, we do the same steps as before, considering
κ < 2u and κ > 2u respectively. We construct any closed
curve including Nonlinear Dirac Point k1(k2), which is
only gapless under κ > 2u. In the meantime, we give the
value of E(k1(k2)), which is g− u when κ < 2u and g/2
when κ > 2u. This imply that if κ > 2u, the area of this
closed curve will appear a singularity localized on k1(k2)
because the value of E(k1(k2)) make the denominator of
integral function zero which we need to get complex con-
nected closed curve to dig up this singularity and then
calculate integral based on a small circle including singu-
larity so that we can get nonzero Berry phase, however
if κ < 2u, singularity will disappear in this area leading
to the zero Berry phase. At last, we will get the same
result in the last subsection.
IV. NUMERICAL RESULTS
A. Observable AB phase in nonlinear systems
More than 30 years ago, Berry delineated the effects of
the geometric structure of Hilbert space on the adiabatic
evolution of quantum mechanical systems[34]. These
ideas have found widespread applications in physics and
are routinely used to calculate the geometric phase shift
acquired by a particle moving along a closed path so that
a phase shift is determined only by the geometry of the
path[33, 35] and is independent of the time spent enroute.
Geometric phases provide an elegant description of the
celebrated Aharonov-Bohm effect[36] where a magnetic
flux in a confined region of space influences the eigen-
states everywhere via the magnetic vector potential.
A recent study demonstrated the detection of a con-
ventional 2D Dirac cone by use of an interference setup,
similar in Fig. 4(a), where we consider phase difference
between two time dependent state based on two evo-
lution paths which we use the two semicircle paths for
convenience in the following subsection including Non-
linear Dirac Points. This kind of setup will pave the
way to full topological characterization of optical lattice
systems. By virtue of this kind of setup, we can ob-
tain the Berry phase associated with one nonlinear Dirac
cone from direct numerical results based on the time-
dependent GP equation, namely the adiabatic observ-
able AB phase associated with two symmetric interfering
paths which are showed in Fig. 4(a) enclosing the same
nonlinear Dirac cone. The system parameters chosen are
t = 1, u = 1.5. The two interfering paths in the momen-
tum space to generate the observable AB phase are cho-
sen as two small semicircles going around the NDCs, one
clockwise and the other one counterclockwise. The sys-
tem is forced to adiabatically move along the two paths
which is similar to an AB effect experiment. The two
interfering paths enclosing a nonlinear Dirac point are
designed in the quasimomentum space, with the beam
splitting and recombination executed adiabatically.
B. Fidelity in numerical simulation
First, we need to examine the difference between
quasiadiabatic evolution state and instantaneous eigen-
state in order that we can show phase shift numerically
closed to our theoretical prediction if the quasiadiabatic
evolution state tends to instantaneous eigenstate. For
two symmetric semicircle paths in quasiadiabatic evolu-
tion process, we use the value of dφ/dt to approach the
adiabatic state. Numerically, we can check whether this
state is very close to the true adiabatical state, which is
the instantaneous eigenstate of H(t).
We define |E(t)〉 as the instantaneous eigenstate of
H(t). And then the fidelity of this system in the low-
est energy state can be defined as F(t) = |〈E(t)|ψ(t)〉|2,
where |ψ(t)〉 is the quasiadiabatic evolution state with
small dφ/dt. In order to achieve the aim of adiabatical
state, we adjust the value of dφ/dt to achieve F(t) ' 1.
In the Fig. 4(b)and(c), we consider a complete evolu-
tion process where we can get a temporal fidelity which
is defined as two states difference between instantaneous
eigenstate and quasiadiabatic evolution state, and we ex-
amine that fidelity is almost one in the whole process,
which we conclude that the quasiadiabatic evolution state
is close to instantaneous eigenstate so that we can obtain
observable AB phase numerically. At last, we can view
the quasiadiabatic evolution state as the adiabatic state.
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(c)
FIG. 4: (a)The two symmetry complete paths A1 − B1 −
C1−D1 and A2−B2−C2−D2. (b) and (c) are fidelity of
these two symmetry complete paths in the adiabatic evolution
respectively. The value of dφ/dt we choose is 10−3.
C. Numerical simulation of adiabatic evolution
Consider this interference approach: Two interfering
paths share the same starting point and both go around
Nonlinear Dirac Points in a symmetric manner, with one
clockwise and the other one counterclockwise. In the
κ > κc regime with all other system parameters fixed,
the parameter given in is a constant along each path.
After the system has been forced to adiabatically travel
along the two respective paths, we look into their phase
difference, called the observable AB phase here.
Explicit implementations of how the initial state is split
and recombined, as well as how quasimomenta kx and
ky are adiabatically varied, are needed in the following
part below. And we will give a simple explanation. We
first solve Eq. (3) at initial position numerically and find
energy dependent stationary solution for the lowest en-
ergy dispersion. This state is chosen as the initial con-
dition and then evolved adiabatically following clockwise
or counterclockwise semicircle with a radius R = 10−4
in the momentum space, as sketched in the Fig. 4(a).
The full circle is chosen as kx(t) = kx0 + R cosφ(t) and
ky(t) = ky0 + R sinφ(t), where kx0 , ky0 represents posi-
tion of Nonlinear Dirac Points, with φ(t) being the slowly
varying parameter in time t as dφ/dt is defined in the last
subsection. Numerically, the actual time evolution states
are obtained by use of ordinary different equation numer-
ical method.
Here we analyze two simulations: one is adiabatically
travelling paths enclosing one of NDCs as A1−B1 path
and A2 − B2 path depict in Fig. 4(a). And the other
is adiabatically travelling paths enclosing all NDCs in
BZ as A1 − B1 − C1 − D1 path and A2 − B2 − C2 −
D2 path in Fig. 4(a). In our simulation, we choose the
total time of adiabatic evolution T = 2pi ∗ 103 in the first
simulation and T = 4pi∗103+(ky02−ky01+2R)/f where
f is the variance rate in B1 − C1 and B2 − C2 in the
second simulation, and meanwhile we choose number of
time intervals N = 106 so as to achieve a nearly adiabatic
evolution and a higher numerical precision. And then
we give dt = T/N is a succulently small time interval.
Finally, the evolution ends at (kx, ky) = (kx(T ), ky(T )),
where the phase difference of the two states accumulated
following the two symmetric paths is found in the phase
difference between these two states.
The first simulation implies that the adiabatic observ-
able AB phase is quantized in pi. As depict in Fig. 4(a),
the observable AB phase is zero in the absence of nonlin-
ear Dirac cones. When κ > κc, the adiabatic observable
AB phase changes discontinuously to pi. Thus the adi-
abatic observable AB phase is actually quantized in pi.
For the results shown in Fig., the two paths enclosing an
NDC are chosen to be two small semicircles. We have
considered other path geometries and the same results
are obtained. The experimentally measurable AB phase
obtained here is thus smoking-gun evidence of the forma-
tion of an NDC. Thus this is the same as Berry phase we
discussed theoretically.
In the second simulation, we can set two new symmet-
ric paths which include all nonlinear cones in BZ. In our
case, we have two cones in BZ and we can set the paths
like in Fig. 4(a). Now we calculate the phase difference
of the two states which is related to time t. And then we
observe the difference in phase while the evolution time
t is increasing. For κ > κc, At the beginning
In the Fig. 5, we give a phase difference between two
adiabatic evolution states temporally in the κ > 2u
regime where gapless points appear. First, these two
states are set initially in start point A1 and A2 where
they don’t have phase difference in initial paths which is
showed in area A. Next, these two states arrive at B1
and B2 and then travel along B1−C1 and B2−C2, at
this time phase difference is pi in B1−C1 and B2−C2,
which is denoted in area B. At last, the two states travel
along two complete paths and phase difference is back to
zero, which is depicted in area C.
V. OTHER SITUATIONS
In this section, we will analyze some interesting re-
sults based on our hexagonal lattice model with some
extra additions. First, we consider how additional term
κ12 influence observable AB phase, and then we study
robustness of these NDCs by adding some perturbations
in Hamiltonian. At last, we add some noise randomly in
the evolution paths to simulate realistic situations exper-
imentally.
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FIG. 5: Phase difference between two adiabatic evolution
state in two symmetry complete paths around Nonlinear
Dirac Points vs time t, and we examine three green squares
represent appearance of phase 0 and phase pi respectively. All
parameters are fixed as the same as before, specially κ = 5
and f = −0.5 ∗ 10−3.
A. Additional interaction term κ12
There are many kinds of bosonic interaction to con-
sider in our hexagonal lattice. Interestingly, we examine
that bosonic interactions on two different lattice A and
B can control observable AB phase directly, as depicted
in Fig. 1. Because of this, we can introduce an additional
interactional term κ12 to achieve this process, and mean-
while we can give a new Hamiltonian including κ12 in
Eq. (1),
H =
∑
l,m
ua†l,mal,m − ub†l,mbl,m
+
∑
l,m
ta†l,mbl,m + ta
†
l,mbl−1,m + ta
†
l,mbl,m−1 + h.c.
+
∑
l,m
κ/2(a†l,ma
†
l,mal,mal,m + b
†
l,mb
†
l,mbl,mbl,m)
+
∑
l,m
κ12a
†
l,mb
†
l,mbl,mal,m
(30)
As the same we do in Eq. (1), we need to give an effective
Hamiltonian with Eq. (30) and then we can obtain E1,
E1 = ±
κ(κ− κ12)
√
(d1x)
2 + (d1y)
2√
(κ− κ12)2 − 4u2
(31)
Referring to the previous discussion, we can give the
κc = κ12 +2u where κ12 is viewed as an extra constant in
this value. If we make an observation on AB phase nu-
merically, the critical line κc moves at the value of κ12.
B. Robustness of NDCs
In the noninteractional Chern insulator, Dirac cones
will disappear with the mass term. In contrast to the
Chern insulator, we want to know whether these NDCs
are detroyed by a mass term like the Chern insulators.
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FIG. 6: (a)and(b) denote observable AB phase vs u and κ
in the interactional bosonic hexagonal lattice model with or
without an additional interactional term κ12 = 1.5, and we
can see the moving of critical line κc = κ12 + 2u. (c)When
u = 1.5 and κ12 = −1.4, 0, 1.4, observable AB phase vs κ,
which are offset vertically for clarity. Specially, κ12 = 0 de-
notes that we are back to the situation where we only consider
interactional term with κ.
If we introduce a perturbation term which is small Hp =
gxσx + gyσy + gzσz into the Hamiltonian Eq. (3), we
find that these NDCs are robust to perturbations. The
Nonlinear Dirac Points in our system will be changed by
this small perturbation. And then we get these points
9k′1, k
′
2 and effective Hamiltonian,
Heffc = (d
1
x + gx)σx + (d
1
y + gy)σy −
2(u+ gz)E
1
κ
σz
(32)
where
E1 = ±κ
√
(d1x + gx)
2 + (d1y + gy)
2
κ2 − 4(u+ gz)2 (33)
whose values are given in II D, and gx, gy and gz are
perturbations.
In the Fig. 7, we examine that Nonlinear Dirac Points
are on the original poistion while this position varies a
little when we set gx = 0.35, gy = 0.3 and gz = 0.22.
FIG. 7: Robustness of nonlinear cones with perturbation and
its value we choose is arbitrary whose perturbation is small
enough.
C. Random noise in the evolution
Experimentally, we make these two evolution paths
with interference set up, which can be influenced by ran-
dom pertubations in these paths indispensably. Next, if
we consider these two paths which are perturbed by ran-
dom noise temporally. In order to check whether Berry
phase is discount numerically, we still consider the ob-
servable AB phase, this time we need to add some ran-
dom noise to the two symmetric paths. Importantly, we
can make a comparison between the observable AB phase
above with and without random noise. Now we introduce
a random Hamiltonian Hrandom(t) = drandom · σ, which
is sufficiently small in order to simulate random noise in
real evolution process which is not very large. And then
we get the result from Fig. 8, which implies that discount
Berry phase is not quantized even if we add small random
noise.
VI. DISCUSSION
It is interesting to discuss the system parameters u and
κ, then we obtain phase vs system parameters u and κ in
Fig. 6(a). In the noninteracting Chern insulator model,
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FIG. 8: The observable AB phase is changeable when we
add random noise temporally, which are offset vertically for
clarity, and strength of this random noise we consider is 1.5 ∗
10−4. Other parameters are the same as before.
u can be the massive term to break down the symmetry,
and various u also represents open and closed in band
gap. This behavior is observed in the interacting case
with κ > κc, though Nonliear Dirac Points will be closed
all the time if it starts to close from κ = κc. Interest-
ingly, with the emergence of NDCs (κ > κc), their Berry
phase stays to be unity and the observable adiabatic AB
phase remains quantized in pi numerically. In particu-
lar, phases with different value of u which are symbols of
noninteracting topological transition could have the same
value of Berry phase and hence they can be categorized
into the same topological phase depicted in Fig. 6. This
clearly shows the possibility of two topologically distinct
phases to become topologically equivalent result from in-
teraction, and meanwhile we find that Nonlinear Dirac
Points are different from Dirac Points in the linear sys-
tems where they can close and reopen the energy bands,
however Nonlinear Dirac Points only have the process of
closing, not reopening the energy bands. In the follow-
ing, we make some discussions on hexagonal lattice with
interactions on different lattice, robustness of NDCs and
random noise effect in quasievolution.
VII. CONCLUSION
In conclusion, we have discovered an interaction in-
duced quantum phase transition featured by NDCs. The
NDCs will appear when the parameter κ > κc, and
meawhile they are robust against small perturbations.
In addition, they have special pseudospin structures, re-
markable band structures, and quantized Berry phases in
effective Hamiltonian and state dependent Hamiltonian.
Given a observable adiabatic AB phase numerically, we
show that it is still quantized in pi which is associated
with Berry phase theoretically. And interestingly, we can
adjust κ12 to move the critical value κc so that we are
able to control appearance of NDCs. In the meantime,
we think Berry phase in interactional systems can be a
10
directly topological number to analyze lattice model with
bosonic interactions.
Note added: When we finished this Manuscript, we had
noticed that in a recent paper, arXiv : 2006.09753, the
authors developed a method to obtain a general expres-
sion for nonlinear Zak phases and discuss the topological
phase induced by the nonlinearity in real and momentum
space.
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