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Uncertainty relations are old, yet potentially rewarding to explore. By introducing a quantity called the un-
certainty matrix, we provide a link between purity and observable incompatibility, and derive several stronger
uncertainty relations in both forward and reverse directions for arbitrary quantum states, i.e., mixed as well
as pure, and arbitrary incompatible quantum observables, none of which suffer from the problem of triviality.
Besides the tightness, the interpretations of terms in these uncertainty relations may be of independent inter-
est. We provide the possible generalization of stronger uncertainty relations to sum of variances of more than
two observables. We also demonstrate applications of techniques used here to, firstly, obtain a simple reverse
quantum speed limit for quantum states undergoing Markovian dynamical evolution, and secondly, to provide a
lower bound for fidelity between two quantum states.
PACS numbers: 03.65 Mn
Introduction- Uncertainty relations are at the heart of quan-
tum theory. Almost a century after the discovery of quantum
theory, one may thus be surprised by the recent resurgence in
research on preparation uncertainty relations [1–13], as well
as on the exact interpretation and formulation of Heisenberg’s
uncertainty principle [14–20]. The problem of triviality of the
uncertainty relation was recently addressed in [1], but there is
still ample scope for devising stronger uncertainty relations.
In addition to the fundamental importance of these develop-
ments, they allow us to come up with applications, such as
quantum speed limits [21–25] or, detection of nonclassical
correlations [26–28] among many others. Thus, the discovery
of any new uncertainty relation may have important potential
implications for quantum technology.
In this letter, we outline several new uncertainty relations.
Firstly, we extend the formalism of Ref. [1] to obtain non-
trivial lower bounds for sum of variance-based uncertainties
for all states, not just pure states or some mixed states. Sub-
sequently, we formulate yet another sum uncertainty relation,
which is optimization-free, and nicely separates out the quan-
tum and the classical contributions to uncertainty. Next, we
obtain a very strong uncertainty relation for arbitrary dimen-
sional systems, perhaps one of the strongest variance based
state-dependent uncertainty relations in literature. This is fol-
lowed by an extension of these ideas to the case of sum un-
certainty relations for arbitrary number of observables. In ad-
dition to the uncertainty relations, we also formulate a family
of reverse uncertainty relations, and mention two applications
of these relations. The first is to formulate a lower bound for
speed of quantum evolution, as opposed to the upper bound
which has been the subject of considerable interest through-
out the history of quantum theory [25], for an initially mixed
qubit system undergoing Markovian evolution. The second
aims at figuring out a lower bound on the fidelity between two
arbitrary states.
Uncertainty matrix - Let A and B be two observables. Let us
introduce the following Hermitian operators C = A−〈A〉,D =
B − 〈B〉. We term the following matrix, K as the uncertainty
matrix.
K = (C ± iD)(C ∓ iD) (1)
Since K is expressed in the form X†X, where X = C ± iD, it
is guaranteed to be Hermitian and positive semi-definite. For
qubit systems, it has been shown in the supplementary ma-
terial, that the purity of the density matrix thus constructible
from the uncertainty matrix via normalization, captures the
intrinsic incompatibility of the two operators. This provides
a clue to link the resource theory of purity [29] with quantum
uncertainty. Let us note the following identity for the uncer-
tainty matrix, derivable from the parallelogram law [1], which
holds for any pure state |ψ〉.
||(C ∓ iD)|ψ〉||2 = ∆A2 + ∆B2 ∓ i〈[A, B]〉| (2)
Stronger uncertainty relation for arbitrary mixed states-
The problem of possible triviality of the variance based
Robertson-type sum uncertainty relation even in the case of
non-commuting observables was recently resolved in Ref. [1]
for pure states, but still left the case of arbitrary mixed states
open. Let us now formulate an analogus sum uncertainty rela-
tion valid for arbitrary mixed states utilizing the vectorization
operation [30], which entails constructing a vector |ρ〉 from a
matrix ρ by stacking columns of ρ on top of each other. The
supplementary material contains relevant properties of vector-
ization, as well as an intriguing result linking entanglement,
coherence, purity, and imaginarity of qubit systems via the
vectorization technique.
As before, let A − 〈A〉 = C, and B − 〈B〉 = D. Now,
∆A =
√
Tr(ρC2) =
√
Tr(
√
ρC2
√
ρ) =
√
〈 √ρ|I ⊗C2| √ρ〉.
Thus, ∆A = ||(I ⊗C)| √ρ〉||. Similarly one can show that ∆B =
||(I ⊗ iD)| √ρ〉||. The vectors here can be normalized to unity
and, thus be considered as pure states in a d2-dimensional
Hilbert space, if the original system was d-dimensional. Since
square root of a matrix is non-unique, we can simply choose
that square root which is Hermitian. A possible prescription
for constructing such a matrix is to first diagonalize ρ via an
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2unitary U, then take the positive square roots of the popula-
tion elements, then finally apply the reverse unitary U†. From
(17), it follows that the vectorization of this matrix is normal-
ized, and thus, a quantum state vector. Now, we are in the
position to prove the following mixed state generalization to
the first inequality in [1].
Theorem 1. If |k⊥〉 is a (normalized) state vector perpendicu-
lar to the vectorization |k〉, the following variance based sum
uncertainty relation holds-
∆A2 + ∆B2 ≥ ±i〈[A, B]〉 + |〈 √ρ|I ⊗ (A ± iB)| √ρ⊥〉|2. (3)
Proof- Upon simplification, like before, ||(C ± iD| √ρ)〉||2 =
∆A2 +∆B2∓ i〈[A, B]〉. Now, by applying the Cauchy-Schwarz
inequality on two vectors (C± iD)|ρ〉 and |ρ⊥〉, the latter being
a (normalized) quantum state vector orthogonal to | √ρ〉, and
using the parallelogram law,we have ∆A2 + ∆B2 ∓ i〈[A, B]〉 ≥
|〈 √ρ|A± iB− (〈A〉+ 〈iB〉)| √ρ⊥〉|2 = |〈 √ρ|I⊗ (A± iB)|√ρ⊥〉|2.
This completes the proof.

An important point to note here is that, unlike the vector
| √ρ〉, the orthogonal vector | √ρ⊥〉 need not come via vector-
ization from a Hermitian matrix. Therefore, optimizing over
all such orthogonal vectors turns out to be much tighter than
if we restrict to all orthogonal vectors derived from the vec-
torization of a d−dimensional Hermitian matrix.
An optimization-free uncertainty relation- The uncertainty re-
lations formulated above all depend on optimization over
an infinite set of states. While this lets one considerably
tighten the corresponding inequalities, it is perhaps desirable
to search for a sum uncertainty relation which retains the ad-
vantage of non-triviality, but, in addition, is also free from
any optimization. Thus, we now formulate the following
optimization-free variance based sum uncertainty relation.
Theorem 2. For arbitrary mixed state ρ and observables A
and B, if the corresponding uncertainty matrix is denoted by
K, then the following optimization-free variance based sum
uncertainty relation holds -
∆A2 + ∆B2 ≥ |〈[A, B]〉| + S (ρ) − ln Tr
(
e−K
)
, (4)
where S (ρ) is the von Neumann entropy of the quantum state
ρ.
Proof- For any mixed state ρ, (2) may be written as
Tr(ρK) = ∆A2 + ∆B2 ∓ i〈[A, B]〉.
Now let us recall the Peierls-Bogoliubov inequality [31] for
the positive observable K and density matrix ρ
Tr(ρK) + Tr(ρ ln ρ) ≥ − ln Tr e−K . (5)
Combining the above results immediately lead to the
proof. 
This inequality is saturated provided ρ = e−K . Since the un-
certainty matrix K implicitly depends on the choice of density
operator ρ, if one fixes the observables, this condition leads to
a transcendental equation for the density matrix ρ. In the sup-
plementary material [30], we comment on the solution of this
equality condition in mixed qubit systems. The uncertainty re-
lation above can also be extended in terms of generalized en-
tropies utilizing a recent extension of the Peierls-Bogoliubov
inequality for deformed exponentials [32]. Let us now com-
ment on the terms that appear in the RHS of the uncertainty
relation above.
The uncertainty, quantified by variances, for a mixed quan-
tum state can be thought as originating from two different
sources of randomness. One is the intrinsic randomness na-
tive to the quantum formalism, the other is the randomness
introduced by the classical statistical mixture in forming the
mixed state. Thus, when we consider the uncertainty relations
as a pillar of quantum mechanics, it is desirable to separate out
these two contributions explicitly. This was first attempted by
Luo, who introduced the Wigner-Yanase skew information as
a quantifier of the ‘quantum’ part of the uncertainty [33]. The
uncertainty relation (4) above offers an alternative view of ap-
proaching this problem. The first term in RHS is the commu-
tator and can be thought of as the intrinsic quantum contribu-
tion. The second term is the entropy of the state, which arises
from randomness entirely due to the classical mixing. The fi-
nal term depends only on the uncertainty matrix, which is free
from explicit state dependence if the classical averages, i.e.,
expectation values, of operators A and B are already specified.
Thus, the uncertainty lower bound in (4) can be thought of as
sum of three distinct contributions. The first being that due to
inherent non-commutativity of quantum mechanics, the sec-
ond entirely due to the classical randomness introduced via
mixing, and the third representing, in some sense, a state-
independent contribution to the uncertainty.
Even stronger uncertainty relation for arbitrary pure states-
Having dealt with the triviality problem of Heisenberg uncer-
tainty relation for arbitrary quantum states, let us now present
a further tightening of the stronger uncertainty relation origi-
nally enunciated in [1], which holds for pure states.
Theorem 3. For arbitrary pure state |ψ〉 and observables A
and B, if the corresponding uncertainty matrix is denoted by
K, then the following variance based sum uncertainty relation
holds for all pure states |φ〉
∆A2 + ∆B2 ≥ |〈[A, B]〉| + 1〈K〉φ
|〈φ|K|ψ〉|2
cos
(
2 cot−1(α cot θ2 )
) , (6)
where θ is the inner product angle between |ψ〉 and |φ〉, and
α =
√
λmax/λmin, where λmax and λmin are, respectively, the
maximum and minimum eigenvalues of the observable K.
Proof- Let us recall the Bauer-Householder inequality for
arbitrary vectors ~x, ~y making an inner product angle ξ between
themselves and an invertible matrix A of the commensurate
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FIG. 1: (Color online) Demonstration of the optimization-free sum
uncertainty relation (4) (golden dash-dotted line) and the
first reverse uncertainty relation (red dotted line) (8) with
respect to the sum of variances (green line) and the lower
bound in Robertson’s uncertainty relation (blue dashed line)
for the family of qutrit states ρ = p|ψ〉〈ψ| + 1−p3 I, where
|ψ〉 = 1√
3
(|0〉 + |1〉 + |2〉). The observables are Jx and Jy re-
spectively.
dimension
|(A~y)†(A~x)| ≤ ||A~x|| ||A~y|| cos Υ, (7)
where Υ = 2 cot−1
[
λmax(A)
λmin(A)
cot(ξ/2)
]
. Applying this inequality
with the uncertainty matrix K chosen as the matrix A above,
along with the uncertainty equality (2) leads to the uncertainty
relation stated above. 
The conditions for equality in the Bauer-Householder in-
equality [34] for vectors {|ψ〉, |φ〉} and positive semi definite
operator K with eigenvectors |max〉 and |min〉 correspond-
ing to its maximum and minimum eigenvalues respectively
are any of the following
1. |ψ〉 and |φ〉 are equal upto some phase.
2. The states |ψ〉 = 1√
2
(
ξ
√
1 + |m||λmax〉 − η
√
1 − |m||λmin〉
)
,
and |φ〉 = √
2
(
ξ
√
1 + |m||λmax〉 + η
√
1 − |m||λmin〉
)
,
where |ξ| = |η| = || = 1, m = cos θ, and |λmax〉, |λmin〉
are eigenvectors of the uncertainty matrix K corre-
sponding to the maximum and minimum eigenvalues
of K respectively.
Thus, this inequality is tight if one chooses |ψ〉 = |φ〉.
However, this is experimentally not very economical since so
choosing |φ〉 requires one to perform the complete state to-
mography on the system state anyway. Selecting an orthogo-
nal state to the original state is easier. Thus, this inequality can
be tight even if |ψ〉 is orthogonal to |φ〉, provided the second
condition above is met. The key improvement over Ref. [1]
lies in the fact that if we only have access to arbitrary states,
not necessarily orthogonal to the system state, then it is possi-
ble to obtain a non-trivial tightening of the Robertson UR vide
Eq. (6), which was not possible via Ref. [1]. In particular, for
qubit systems, the maximization over all states orthogonal to
|ψ〉 prescription doesn’t work simply because once a state is
specified in two dimensions, the orthogonal pure state is auto-
matically uniquely determined. However, Eq. (6), written in
terms of states whose Bloch vectors make an arbitrary angle
with the Bloch vector of the system qubit, still works. The
generalization of Eq. (6) for arbitrary mixed states may be
similarly shown via the vectorization procedure in a similar
way to the proof of (1).
Extension for arbitrary number of observables - In this
work, we have considered the sum uncertainty relations for
two observables so far. However, we are often interested in
sum of variances for more number of observables, e.g., for
entanglement or nonlocality detection [26–28]. Thus, it is im-
perative that we try to extend our formalism for sum of vari-
ances of arbitrary number of observables A1, A2, ..., An. A ge-
ometrical result, which generalizes the parallelogram law for
n-vectors [35] helps us formulate stronger uncertainty rela-
tions in these cases. As the simplest generalization, the case
of three-observable sum uncertainty relations has been stud-
ied in the supplementary material [30]. These results allow
us to derive the many-observable versions of the uncertainty
relations derived in [1] as well as the present work[30]. We
hope they turn out to be useful, among many other tasks, in
witnessing non-classicality.
Reverse uncertainty relations - While uncertainty relations
guarantee the existence of intrinsic fluctuations in quantum
theory, they usually do not let us estimate an upper bound on
such fluctuations. Thus, the problem of devising reverse un-
certainty relations is one of considerable theoretical interest
[8, 36]. Below we formulate such a reverse uncertainty rela-
tion for observables.
Theorem 4. For arbitrary mixed state ρ and observables A
and B, if the corresponding uncertainty matrix is denoted by
K = λσ, where λ = Tr(K), the following variance based re-
verse sum uncertainty relations hold.
∆A2+∆B2 ≤ |〈[A, B]〉|+λF 2(ρ, σ) ≤ |〈[A, B]〉|+λ (1 − S (ρ||σ))
(8)
where F is the fidelity between two quantum states and
S (ρ||σ) the relative entropy.
Proof- The first inequality follows from applying the Araki-
Lieb-Thirring inequality to the second term of the RHS in the
uncertainty equality (2). The subsequent inequality follows
from the first one in two steps - first using the Fuchs van de
Graaf inequality linking fidelity and trace distance, followed
by Audenaert and Eisert’s relation [37] between trace distance
and relative entropy. 
The problem of finding the reverse uncertainty relations in
4our framework turns out to be very closely related to the fa-
mous problem of determining the numerical radius of an op-
erator in Matrix analysis. Based on the latest mathematical
advances [53], we derive several such reverse uncertainty re-
lations in the supplementary material [30].
Reverse quantum speed limit - Suppose the Markovian evo-
lution of a quantum system represented by the density matrix
ρ(t) is given by
ρ˙(t) = Lt(ρ(t)), (9)
We term Lt as the generator of the dynamics. Suppose further
that during the dynamics, the system evolves from an initial
state ρ0 to a final state which makes a Bures angle L with the
initial state. The lower bound on the evolution time (equiva-
lently the quantum speed limit) for this situation has already
been explored [38] in some detail. However, in the scenario
above, we may prove [30] the following non-trivial inverse
bound, i.e. upper bound on the evolution time τ
τ ≤ sin
2Lτ
Λreverse
(10)
where Λreverse = 1/τ
∫ τ
0 dt
[
S (ρ0) − ln Tr e∓Lt(ρ(t))
]
, and Lτ is
the Bures angle between the initial and final state. To prove
this, we will follow the setting and notation laid down in
Deffner and Lutz’s recent work [38]. If the initial state is ρ0,
the Bures angle of the state ρ(t) at time t with respect to the
initial state is given byL = cos−1
(√
Tr(
√
ρ0ρ(t)
√
ρ0
)
. Taking
time derivative of both sides, we have the following equation
2 cosL sinL|dL
dt
| = |Tr [ρ0Lt(ρ(t))] | (11)
Now, assuming that the fidelity decreases, i.e. Bures angle L
increases monotonically over time, as well as assuming that
the quantity Tr
[
ρ0Lt(ρ(t))
]
in the RHS of the above equation
is positive, we have the following equality condition
sin 2LdL
dt
= Tr
[
ρ0Lt(ρ(t))
]
(12)
Applying the Peierls-Bogoliubov inequality [31] to the RHS
of this equality leads to
sin 2LdL
dt
≥ S (ρ0) − ln Tr e−Lt(ρ(t)) (13)
Now integrating (13), the following reverse speed limit on
evolution time τ is obtained
τ ≤ sin
2Lτ
Λreverse
(14)
where Λreverse = 1/τ
∫ τ
0 dt
[
S (ρ0) − ln Tr e−Lt(ρ(t))
]
, and Lτ is
the Bures angle between the initial and final state.
If the opposite case is true, i.e., the quantity Tr
[
ρ0Lt(ρ(t))
]
is always negative, then the reverse speed limit is given by
τ ≤ sin
2Lτ
Λreverse
(15)
where Λreverse = 1/τ
∫ τ
0 dt
[
S (ρ0) − ln Tr eLt(ρ(t))
]
, and Lτ is
the Bures angle between the initial and final state.
FIG. 2: (Color online) Diagram for the scheme to measure a lower
bound to fidelity between states ρ and σ.
Measuring fidelity - Exactly measuring the fidelity between
two quantum states, say ρ and σ, necessitates performing
complete state tomography on both of them. The compu-
tational cost for this grows exponentially with Hilbert space
dimension. However, for a given state ρ, if we choose the
observables A and B judiciously such that the normalized un-
certainty matrix K/Tr(K) is the second state σ, then the re-
verse uncertainty relation (8) guarantees that we find a lower
bound to the fidelity between ρ and σ by from simply mea-
suring the variances of A and B experimentally. The num-
ber of such measurements required does not scale exponen-
tially with Hilbert space dimension, therefore this represents
an economic way to estimate the minimum fidelity between
two quantum states.
Conclusion - We have provided several stronger uncertainty
and reverse uncertainty relations, and mentioned a few of their
applications in this work. However, we still think there is am-
ple scope for discovering newer and better uncertainty rela-
tions. As an illustration, applying the methods of Ref. [8]
to our uncertainty relations would yield even tighter bounds.
We hope these new uncertainty and reverse uncertainty rela-
tions can stimulate new thoughts on the so called uncertainty
principle debate, as well as quantum metrology. Investigating
the optimization-free uncertainty relation with the aim of re-
lating it to the Wigner Yanase skew information may also give
us new insight into the nature of uncertainty relations. These
new relations have also been illustrated to result in two appli-
cations, viz., coming up with a lower bound for fidelity be-
tween two states as well as an inverse quantum speed limit for
Markovian evolution. We hope that the stronger uncertainty
and reverse uncertainty relations derived and discussed in this
letter should empower physicists to reveal further new facts
about the quantum world. In particular, we are optimistic that
5the reverse uncertainty relations may turn out to be of some
practical utility for metrologists, as well as be connected to
some form of a reverse data-processing inequality.
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6SUPPLEMENTARY MATERIAL FOR “STRONGER
CLASSES OF SUM UNCERTAINTY AND REVERSE
UNCERTAINTY RELATIONS”
This supplementary material is organized as follows. The
first section deals with the possible implications of vector-
ization technique on establishing another link between the
resource theories of entanglement an coherence. The sec-
ond section touches briefly on the uncertainty matrix and its
relation with the purity of the underlying quantum system.
Two subsequent sections discuss the conditions for which the
stronger uncertainty relations enunciated in the paper are sat-
urated. This is followed by a section dedicated to deriving
stronger uncertainty relations for three observables starting
from a generalization of the parallelogram law. Reverse un-
certainty relations have been treated subsequently. We finally
elaborate on the method for finding a lower bound on fidelity,
which has been mentioned in the main text.
Vectorization
A tool of matrix analysis useful in various applications
ranging from diffusion MRI techniques [40] to finite element
analysis [41] to studying generalized Hooke’s law [42] is vec-
torization, which has also been used in quantum information
theory in the context of quantum maps [43, 44] and calculat-
ing the quantum Fisher information [45]. For any matrix A,
this entails stacking columns of that matrix on top of one an-
other to construct a one-dimensional array, hence called the
vectorization of the matrix A, which we shall denote by |A〉,
and the corresponding dual vector by 〈A|. We mention below
the following relevant relations which hold for vectorization.
1. Vectorization of product of matrices:
|AB〉 = (I ⊗ A)|B〉 (16)
2. Inner product of matrices:
Tr(A†B) = 〈A|B〉 (17)
Using vectorization to link quantum resources
The link between quantum correlations and coherence has
been established in several past works [46–48]. Let us con-
sider a quantum state ρ and ask the following question - what
can the entanglement of the vectorized (and adequately nor-
malized) state |ρ〉 tell about the coherence of the original state
ρ ? Let us confine ourselves to the qubit case and suppose
ρ is a general qubit mixed state such that ρ = 12
(
I +
∑
~r.~σ
)
.
The corresponding vectorized pure two-qubit state equals =
α[1 + rz, rx + iry, rx − iry, 1 − rz]T , where α is a normalization
constant = 1/
√
2 + r2x − r2y + 2r2z = 1/
√
2 + 2P2 −C2l1 − 2r2y ,
where P =
√
r2x + r2y + r2z is a measure of purity of the original
state, and Cl1 is the l1-norm of coherence. The concurrence of
the vectorized state now reads as EC = 2|α|2|1 + r2z − r2x − r2y |,
which, for real qubit states implies
Ec =
|1 + P2 − 2C2l1 |
|1 + P2 − C
2
l1
2 |
(18)
This is an exact equality relating three quintessentially
quantum features, viz. purity content, entanglement and co-
herence, which holds for arbitrary real qubit states. In fact, the
general expression in terms of ry also includes a fourth quan-
tum feature, viz. imaginarity, a resource theory for which has
recently been constructed [49]. This may turn out to be useful
when considering the conversion of one quantum resource to
another.
Uncertainty matrix and purity
Suppose a qubit state ρ is of the form
ρ =
1
2
(
I + ~r.~σ
)
(19)
and the operators in question are A = ~σ.nˆ1 and B = ~σ.nˆ2 re-
spectively. Assuming that the positive sign holds in the defini-
tion of the uncertainty matrix in the main paper - the expres-
sion for the density matrix obtained through normalizing the
uncertainty matrix can be shown after some tedious algebra as
K
Tr K
=
I
2
+
~σ.
[
(nˆ1 × nˆ2) − (p1nˆ1 + p2nˆ2)]
2 + p21 + p
2
2
(20)
where pi = ~r.nˆi. The length of Bloch vector ~R for this density
matrix, which is a measure of purity, can now be shown to be
equal to
|~R| =
√
αβ − γ2
(α + β)/2
(21)
where α = 1 + p21, β = 1 + p
2
2, and γ = (p1 p2 − nˆ1.nˆ2). If the
state ρ is highly mixed, i.e., |~r| is very small, then upto leading
order
|~R| ≈
√
1 − (nˆ1.nˆ2)2 (22)
Clearly, the angle between the two observables A and B cap-
tures the incompatibility between them. If the vectors nˆ1, nˆ2
are collinear or anti-collinear, then the corresponding oper-
ators are compatible. The more the deviation from (anti)-
collinearity, the more incompatible they are. From (22), we
may see in this case, that the purity of the density matrix con-
structed from the uncertainty matrix nicely quantifies the in-
compatibility of these operators. For arbitrary qubit cases, the
situation is not as clear-cut. Nonetheless, Fig. 3 confirms that
the general trend that, increasing purity is accompanied by
increasing incompatibility between the two observables, con-
tinue to hold by and large.
7Pure states
Pu
rity
0
0.2
0.4
0.6
0.8
1
Angle 
0 0.25 0.5 0.75 1 1.25 1.5
FIG. 3: (Color online) Plot of purity of the (normalized) uncertainty
matrix vs. incompatbility captured through inner product
angle between the directions nˆ1 and nˆ2 corresponding to ob-
servables A and B respectively for 60,000 iterations of ran-
dom quantum states ρ and random unit-vector directions nˆ1
and nˆ2 corresponding to observables A and B.
Condition for tightness of (6) for orthogonal states in qutrit
systems
For the Cauchy Schwarz inequality to be saturated, the cor-
responding vectors must be co-linear. This is not the case for
the Wielandt inequality for vectors , when the saturation con-
dition may be met even if the vectors are non-collinear, even
orthogonal. If we only pick states |φ〉 as orthogonal states to
|ψ〉 (denoted by |ψ⊥〉) in (6), the condition for saturation of
that uncertainty relation is given in terms of the eigenvectors
of the uncertainty matrix K by the following conditions[34]
together -
1. |ψ〉 is expressible as |ψ〉 = 1√
2
(ξ|λmax〉 + η|λmin〉).
2. and, the perpendicular state |ψ⊥〉 is expressible as
|ψ⊥〉 = √
2
(ξ|λmax〉 − η|λmin〉).
Let us illustrate this for the case of a general qubit pure
state and observables A = σx and B = σy. Let us a qubit
pure state |ψ〉 = cos θ/2|0〉 + eiφ sin θ/2|1〉 in the parameter
regime θ ∈ [0, pi/4] [? ]. In this case, the uncertainty matrix
K = (C− iD)(C + iD) = C2 + D2 + i[C,D]. The corresponding
eigenvectors are given by
|λmax〉 = 1√
1 +
(
sin θ
1−
√
1+sin2 θ
)2
1, eiφ sin θ
1 −
√
1 + sin2 θ
T (23)
and,
|λmin〉 = 1√
1 +
(
sin θ
1+
√
1+sin2 θ
)2
1, eiφ sin θ
1 +
√
1 + sin2 θ
T (24)
.
Now if |ψ〉 and |ψ⊥〉 can be represented in the form given
above, the inequality is tight.
Condition for tightness of (4) for single qubit mixed states and
fixed observables
Suppose we again choose the operators A and B as ~σ.nˆ1
and ~σ.nˆ1 respectively . The uncertainty matrix K can now be
written as
K =
[
2 + p21 + p
2
2
]
I + 2~σ.
[
(nˆ1 × nˆ2) − p1nˆ1 − p2nˆ2] (25)
We write t = 2 + p21 + p
2
2 and ~R =
2
[
(nˆ1 × nˆ2) − p1nˆ1 − p2nˆ2], which yields the following
expression for e−K
e−K = t′I + ~R′.~σ (26)
where t′ = e−t cosh |~R|, and ~R′ = −e−t sinh |~R||~R| ~R. For equality
condition to be satisfied, this has to equal ρ = 12
(
I + ~r.~σ
)
.
That is, the following sets of non-linear equations have to be
simultaneously satisfied -
e−t cosh |~R| = 1
2
(27)
e−t
sinh |~R|
|~R|
~R = −~r
2
(28)
If these set of equations do not have a solution - this in-
equality is not saturated.
Uncertainty relation for three incompatible observables
Let us confine ourselves to three observables A, B,C. Let
us denote P = A − 〈A〉,Q = B − 〈B〉,R = C − 〈C〉. Now, let
us consider the parallelo-hexagon, i.e. the hexagon ABCDEF
whose opposite pairs are parallel and equal in length, in Fig.
4. Let us choose vectors ~AB = |ψ1〉 = (P + ik1Q)|ψ〉, ~BC =
|ψ2〉 = (Q + ik2R)|ψ〉, ~CD = |ψ3〉 = (P + ik3R)|ψ〉. The num-
bers k1, k2, k3 ∈ {−1,+1}, are chosen based on whether the
corresponding commutators give rise to positive or negative
real numbers, in a similar way to Ref. [1]. Now, the following
equality holds [35] for the parallelo-hexagon.
|| ~AB||2 + || ~BC||2 + || ~CD||2 = 1
4
(
|| ~AD||2 + || ~BE||2 + || ~CF||2
)
(29)
The LHS quantity of this equality can now be shown to
equal ∆A2 + ∆B2 + ∆C2 − |〈[A, B]〉| − |〈[B,C]〉| − |〈[A,C]〉| =
1
2
[
∆A2 + ∆B2 − |〈[A, B]〉|
]
+ 12
[
∆A2 + ∆C2 − |〈[A,C]〉|
]
+
1
2
[
∆B2 + ∆C2 − |〈[B,C]〉|
]
. That is, broken down into sums
8FIG. 4: (Color online) One generalization of the parallelogram law
for parallelo-hexagons.
FIG. 5: (Color online) Another generalization of the parallelogram
law for parallelo-hexagons.
of two-observable Robertson uncertainty relations. Thus,
since the RHS is always positive semi-definite, applying
the generalized Wielandt inequality to the norms of each of
the vector ~AD, ~BE, ~CF, coupled with any qutrit pure state
vectors, give rise to stronger uncertainty relations of the type
similar to (6).
Is this the only form of uncertainty relation derivable ? It
turns out, there exists another [35] geometric identity (please
see Fig. 5).
|| ~AB||2 + || ~BC||2 + || ~CD||2 = 1
3
(
|| ~AC||2 + || ~CE||2 + || ~EA||2
)
(30)
Proceeding similarly as before, it is possible to obtain an-
other set of uncertainty relations for observables A, B, C from
this equality too.
Further reverse uncertainty relations
Let us first recall the definition of the numerical radius [31]
of an operator.
Definition (Numerical Radius) : The numerical radius of
an operator T is the number
w(T ) = sup
|||φ〉||=1
|〈φ|A|φ〉| (31)
Thus, it is clear that for pure states |ψ〉, the quantity which
crucially appears at the right hand side of for every stronger
uncertainty relation, i.e., ||C ∓ iD|ψ〉||2 is upper bounded by
nothing but the square of the numerical radius of the uncer-
tainty matrix K. Thus, the following reverse uncertainty rela-
tion holds
∆A2 + ∆B2 ≤ |〈[A, B]〉| + w2(K) (32)
It follows that any upper bound to the numerical radius of
K automatically furnishes a reverse uncertainty relation. In
the following, we summarize the underlying mathematical in-
equalities for numerical radius of an arbitrary operator T and
then write down the corresponding reverse uncertainty rela-
tion thus obtainable.
Berger inequality (Berger [50], 1965) For any natural num-
ber n and any operator T ,
w(T n) ≤ wn(T ) (33)
The corresponding reverse uncertainty relation reads as
∆A2 + ∆B2 ≤ |〈[A, B]〉| + w4(√K) (34)
Now, it is relatively easy to note that the numerical radius is
trivially upper bounded by the operator norm of the positive
semi-definite operator T . Perhaps more non-trivial is the fol-
lowing inequality.
Kittaneh inequality (Kittaneh [51], 2003) For any operator
T ,
w(T n) ≤ 1
2
(
||T || + ||T 2||1/2
)
(35)
The reverse uncertainty relation corresponding to this in-
equality reads as
∆A2 + ∆B2 ≤ |〈[A, B]〉| + 1
4
∣∣∣∣|| √K|| + √||K||∣∣∣∣2 (36)
A further generalization of Kittaneh’s original inequality
for numerical radius comes via the following inequality -
El Haddad and Kittaneh inequality (El Haddad and Kit-
taneh [52], 2007) For any operator T and the adjoint operator
T ∗, if we denote |T | = (T ∗T )1/2, then ∀α ∈ (0, 1), r ≥ 1
w2r(T ) ≤ ||α|T |2r + (1 − α)|T ∗|2r || (37)
The above result may also be used to yield reverse uncertainty
relations.
9Measuring Fidelity
Let us concern ourselves with the problem - how does one
measure the fidelity between two qubit states ρ and σ ? Sup-
pose we are given two states ρ and σ, as well as the apparatus
to measure one observable A. We employ the trick of intro-
ducing another observable B dependent on both the states ρ
and σ, such that σ turns out to be (normalized) uncertainty
matrix corresponding to observables A, B and the state ρ. The
next step is simply to find out the sum of variances of A and B
- which automatically furnishes a lower bound on the fidelity
between the original pair of states ρ and σ vide (8).
Suppose ρ = 12
[
I + ~r.~σ
]
, and σ = 12
[
I + ~s.~σ
]
. Suppose
further without loss of generality that the experimental setup
allows one to measure the observable A = σ.mˆ. The goal is to
build such an observable B = λ~σ.nˆ, where λ is a scale factor
and nˆ an unit vector, such that the corresponding normalized
uncertainty matrix K/Tr K equals σ, i.e.,
I
2
+
1
2
~s.~σ =
I
2
+
~σ.
[
λ(mˆ × nˆ) − (p1mˆ + λ2 p2nˆ)
]
2 + p21 + λ
2 p22
(38)
Thus, comparing the vectors, one reaches the following
vector equation
~s =
λ(mˆ × nˆ) − (p1mˆ + λ2 p2nˆ)
1 + 12 p
2
1 +
λ2
2 p
2
2
(39)
Now our goal is to solve these set of linear equations to ob-
tain the unit vector nˆ with adequate scaling λ. By choosing
judiciously the value of λ. Since this is a set of linear equa-
tions - this can always be done.
