0. Introduction. The subject of the article is real planar vector fieldsẋ = P (x, y), y = Q(x, y), where P ,Q are polynomials. We consider two questions related to the second part of the Hilbert 16th problem [Hi] .
(1) What can be the number and arrangement of limit cycles of a vector field of degree d in R 2 ? (2) Given a classification of singular points of planar vector fields, how many singular points of each type can a vector field of degree d in R 2 have? Our approach to these problems comes from the Viro method [V1] to [V4] (see also [IV] and [R] ) invented in the framework of the first part of the 16th problem, topology of real algebraic varieties. This method, actually, consists in reducing a problem on polynomials with an arbitrary Newton polyhedron to that on polynomials with smaller Newton polyhedra. Various applications and developments related to the topology of real algebraic varieties and their singularities can be found in [GKZ] , [I1] , [I2] , [IV] , [S1] to [S3] , and [St] . Note also that Newton polyhedra and diagrams have been used since the last century for the local study of singular points of differential systems. (For the modern account, see, e.g., [Br] .)
In this paper we prove Viro-type "gluing" theorems for planar polynomial vector fields (see Theorems 1.3.1, 1.4.1, and Corollary 1.4.2) . Using gluing theorems we construct vector fields with many limit cycles and vector fields with given numbers of singular points of prescribed types. The exact statements (see Theorem 2.1 on limit cycles and Theorems 3.3 and 3.4 on singular points) are presented below.
It is known (see [E] and [Il2] ) that a polynomial vector field has only finitely many limit cycles, but no general upper bound (depending only on the degree) is found. On the other hand, one can look for examples of fields with a large number of limit cycles. Among the known examples of vector fields with many limit cycles, one can mention quadratic fields with four limit cycles (see [An] , [CW] , and [Sh] ), cubic fields with 11 limit cycles (see [Z] ), vector fields of degree d close to Hamiltonian ones and having (d 2 + 5d − 14)/2 limit cycles (see [O] ) or d(d + 1)/2 − 1 limit cycles (see [Il1] and [P] ), and the vector fields of degrees d = 2 k − 1, k ≥ 2, with (1/2)d 2 log 2 d + O(d 2 ) limit cycles (see [CL] ). The construction of C. J. Christopher and N. G. Lloyd [CL] provides an asymptotic lower bound (1/8)d 2 log 2 d for the maximal number of limit cycles of a planar vector field of degree d. We improve this asymptotic lower bound in the following way (see Theorem 2.1):
For any integer d ≥ 3 there exists a planar vector field of degree d with at least (1/2)d 2 log 2 d − Cd 2 log 2 log 2 d limit cycles, where C is a positive number that does not depend on d.
Let P 0 , P 1 , . . . , P n be polynomials in n variables. Under certain "general position" assumptions on P i 's, A. Khovanskiȋ [Kh1] obtained sharp estimates (in terms of degrees of P i 's) for the total index of the vector field (P 1 , . . . , P n ) in R n and in the regions P 0 > 0 and P 0 < 0. In particular, for n = 2, he proved that the total index I of singular points of a vector field of degree d, having no singularities at infinity, satisfies |I | ≤ d, and, under the assumption that there are d 2 real singular points (so all the points have index ±1), all the values of I having the same parity as d in this range can be realized by a suitable vector field (see also [Kh2] ). We refine Khovanskiȋ's result for planar vector fields in two steps. First, we distinguish between repellers and attractors (having the same index +1). We call the corresponding classification topological and prove the following statement (see Theorem 3.3):
For any nonnegative integers d, s 0 , σ 1 , σ 2 , and σ 3 satisfying
there exists a planar vector field of degree d with 2s 0 imaginary singular points, σ 1 attractors, σ 2 repellers, and σ 3 saddles.
Second, we distinguish between a source and a source-focus, and between a sink and a sink-focus. The corresponding classification is called thin topological. The following theorem gives an asymptotically complete thin topological classification of collections of singular points of vector fields satisfying some generality conditions (see Subsection 1.4, Section 3, and Theorem 3.4 The last statement is proved by means of the gluing Theorem 1.4.1. To prove the statement on topological classification, we use another gluing theorem (see Theorem 4.1.1, Section 4), which is based on a torus action on (R * ) 2 preserving only topological types of singular points. The reason is that the proof of the result on topological classification becomes much simpler and shorter than possible arguments with general gluing theorems. We point out in this connection that gluing theorems may have various forms in accordance with the problem studied.
Remark. An answer to the question on singular points was announced in [IS] with a sketch of the proof. However, that article contained minor flaws in its assertions, and the proofs were incomplete. In the present article we give the corrected statements and the complete proofs. Moreover, we add important details in the approach used.
The paper consists of several sections. In Section 1, we formulate and prove the gluing theorems. In the subsequent sections, the gluing theorems are transformed into algorithmic procedures whose outputs are vector fields with many limit cycles (see Section 2) or with a given collection of types of singular points (see . Such a procedure contains two main steps:
(1) analysis of properties of vector fields with small Newton polygons; (2) subdivision of given (large) Newton polygons into appropriate small subpolygons; search for suitable vector fields with these small Newton polygons in order to provide the glued vector field with the required properties. For the problem on limit cycles, both the steps are carried out in Section 2. For the problem on topological classification of collections of singular points, both the steps are performed in Section 4 by means of the methods of [IS] . In Section 5, we carry out the first step for the problem on thin topological classification of collections of singular points. In Section 6, we describe the basic construction and give the thin topological classification for the case when all the singular points are real and the total index is equal to −d. In Section 7, we explain how to complete the proof, but we skip the details, because of the large number (more than ten) of cases, each of them requiring a slight modification of the main algorithm.
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Gluing theorems

General scheme of gluing vector fields.
By polygon, we mean a convex polygon with integral vertices contained in the positive quadrant R 2 + = {(λ, µ) ∈ R 2 : λ, µ ≥ 0}.
First, we define a class of vector fields adapted for the gluing procedure. For a polygon , define polygons
A polynomial vector fieldẋ = P (x, y),ẏ = Q(x, y) is called admissible if the Newton polygons of the polynomials P ,Q coincide with x , y , respectively, for some polygon . In this case, the polygon is called the Newton polygon of the given vector field. It is easy to see that Hamiltonian vector fields are admissible.
Assume that we are given the following objects:
(1) a nondegenerate (i.e., of dimension 2) polygon , Let us introduce a 1-parametric family V (t), t > 0, of vector fields:
V (t) :ẋ = (i,j )∈ x
A ij x i y j t ν x (i,j ) ,ẏ = (i,j )∈ y B ij x i y j t ν y (i,j ) . (1.1.2) Note that all these vector fields are admissible. The idea of the gluing method is that the properties of the block vector fields (1.1.1), stable with respect to small deformations and invariant with respect to multiplication of vector fields by positive constants and linear transformations (x, y) → (αx, βy), α, β > 0, determine the corresponding properties of a glued vector field V (t) for a sufficiently small positive value of t.
In the present paper we consider two examples of such properties.
Limit cycles of vector fields.
Let be a nonsingular limit cycle of a planar vector field V , that is, an isolated nonsingular trajectory of V (for detailed definitions see, e.g., [AIl] and [Ha] ). The monodromy map of is defined as follows. Take a point z ∈ and the straight line passing through z and orthogonal to . Let w ∈ be close to z. Then the trajectory of V ,
is close to and returns to a neighborhood U of z after one rotation. We define ϕ z (w) ∈ as the intersection point of trajectory (1.2.1) with ∩ U corresponding to the minimal positive τ . Given a local coordinate s on with s(z) = 0, the monodromy map ϕ z (s) is analytic and satisfies ϕ z (0) = 0. The zero s = 0 of the function ϕ z (s)−s is isolated. We call a nonsingular limit cycle simple if s = 0 is a simple zero of the function ϕ z (s) − s. It is clear that the multiplicity of does not depend on the choice of z ∈ . The monodromy map and its derivative depend smoothly on small variations of the vector field, and hence a simple limit cycle is stable with respect to such deformations. The limit cycle scheme (V ) of V (by analogy with the real schemes of plane algebraic curves) is the set of simple limit cycles of V lying in (R * ) 2 partially ordered by the relation 1 ≺ 2 if the limit cycle 1 lies inside the limit cycle 2 . Proof. First, we represent the vector fields (1.1.1), (1.1.2) as follows:
Gluing vector fields with limit cycles
Let l k (i, j ) = α k i + β k j + γ k be the linear function equal to ν(i, j ) on k , and let
Let ⊂ (R * ) 2 be a compact set whose interior contains all the simple limit cycles of V 1 , . . . , V N lying in (R * ) 2 . Clearly, for small positive t, the vector fields V k (t) in have simple limit cycles close to the limit cycles of V k , k = 1, . . . , N. The transformations M k only move limit cycles in (R * ) 2 . Note that
Thus, we can choose t > 0 such that M
N ( ) are disjoint, and thereby we obtain an embedding of the disjoint union of (V 1 ), . . . , (V N ) into the partially ordered set of simple limit cycles of
Gluing vector fields with singular points.
and, for z * ∈ R 2 , the linearization matrix A has no eigenvalues with zero real part. We call a vector field of degree d nondegenerate if it has d 2 nondegenerate singular points in (C * ) 2 . Let E i , i ∈ I, be the types of nondegenerate singular points under some equivalence relation. A type E i is called stable if any singular point z * belonging to E i keeps its type under small variations of the vector field in the class of polynomial vector fields, under multiplication of the vector field by positive constants, and under linear transformations (x, y) → (αx, βy), α, β > 0. For a vector field V , we denote by c(V ) the distribution of all the singular points of V in (C * ) 2 into the stable types E i , i ∈ I . Namely, c(V ) = (c i , i ∈ I ), where c i is the number of singular points of V in (C * ) 2 of type E i . Theorem 1.4.1. In the above notation, for a sufficiently small t > 0, the vector field V (t) given by (1.1.2) 
The proof coincides with the proof of Theorem 1.3.1 in the following sense: we repeat the arguments word for word, replacing limit cycles by singular points of a given type. 
Proof. The statement follows from Theorem 1.4.1, since 2 vol( x , y ) is the maximal possible number of singular points in (C * ) 2 of a vector field with Newton polygon (see [Be] ).
2. Planar vector fields with many limit cycles. In 1995 C. J. Christopher and N. G. Lloyd [CL] constructed, for any k ≥ 2, a vector field of degree d = 2 k − 1 with at least
limit cycles. This construction holds a record for the number of limit cycles, and, provided the best known asymptotic lower bound for the maximal possible number of limit cycles of planar polynomial vector fields: there exists a family with Newton triangles conv{ (1, 1) 
Such a vector field can be obtained from Christopher and Lloyd's examples by a suitable shift in R 2 . The multiplication of a vector field by xy does not affect its limit cycles in (R * ) 2 . Put Figure 1 with Newton triangle conv{ (1, 1) Figure 1 .
Remove all the triangles of the tiling with the edges of length 2 k i < d / log 2 d. Then, enlarge by 3 the horizontal and vertical edges of each remaining triangle, and shift the resulting triangles so that their interiors become disjoint (as it is shown in Figure 2 ).
Observe that the union U of the enlarged triangles is contained in the triangle bounded by the vertical axis, the horizontal line j = −3 log 2 d, and the line i
we take the triangle 
(shown by dashes in Figure 2 ). Then we triangulate the complement T \∪ s r=1 τ r in an appropriate way in order to obtain a convex triangulation of T .
Define block vector fields as follows. For each triangle τ r = conv{(l 
For the remaining integral points in T , take arbitrary generic real numbers to be the coefficients of vector fields corresponding to the elements of the triangulation of T \ ∪ s r=1 τ r . By Theorem 1.3.1 we can glue all the described block vector fields into a vector field of degree d. To estimate the number of limit cycles of the latter vector field, we note that (1) by Proposition 2.2, the block vector field with Newton triangle τ r has at least 
This gives the following lower bound for the total number of limit cycles:
for some C > 0 which does not depend on d.
3. Singular points of planar vector fields: Formulation of results. The space of linearization matrices of real nondegenerate singular points has three connected components. They correspond to three topological types of the local phase portraits (see, e.g., [AIl] and [Ha] ). Denote these types as follows: 1 attractors, 2 repellers, 3 saddles. A real nondegenerate singular point is called strongly nondegenerate if the eigenvalues λ 1 and λ 2 of its linearization matrix are distinct. The space of linearization matrices of strongly nondegenerate singular points has five connected components defining thin topological types:
For a nondegenerate vector field, denote by σ i and s i the numbers of singular points in (R * ) 2 of types i (1 ≤ i ≤ 3) and S i (1 ≤ i ≤ 5), respectively, and denote by 2s 0 the number of imaginary singular points in (C * ) 2 . Then, clearly,
and (see [Kh1] ) 
and
there exists a vector field of degree d with 2s 0 imaginary singular points and s i real singular points of type
This result is an asymptotically complete thin topological classification of collections of singular points of planar polynomial nondegenerate vector fields whose real singular points are strongly nondegenerate. We conjecture that the restriction (3.5) is not necessary.
Proofs of Theorems 3.3 and 3.4 are presented in Sections 4 and 5-7, respectively.
Topological classification of collections of singular points
4.1. Another gluing theorem. Theorem 3.3 is, in fact, a corollary of Theorem 3.4. However, here we present an alternative proof based on a gluing theorem different from Theorem 1.4.1. This specific version of gluing is adapted for the topological classification.
Suppose that we have the following objects: 
and the family of vector fields
Unlike Section 1, here the components of the vector fields have the same Newton polygon. ( 
to the field V (t) and obtain the vector field
As in the proof of Theorem 1.3.1, for a sufficiently small t > 0, one gets an inclusion of the disjoint union of the sets of singular points of the vector fields V k in (C * ) 2 into the set of singular points of V (t) in (C * ) 2 . This inclusion is, in fact, a bijection due to Bernstein's theorem [Be] . Clearly, imaginary singular points correspond to imaginary ones. A real singular point (x 0 , y 0 ) of V k with the linearization matrix
Since det(Ꮽ) · det(Ꮽ ) > 0 for a positive sufficiently small t and since α k > β k by (4.1.2), one easily derives the relations given in the statement.
Proof of Theorem 3.3 in the case
where j , k are nonnegative integers. These triangles are the linearity domains of the convex piecewise-linear function ν = ν 1 + ν 2 + ν 3 : T → R, where ν 1 is a convex piecewise-linear function with the linearity domains
ν 2 is a convex piecewise-linear function with the linearity domains
and ν 3 is a convex piecewise-linear function with the linearity domains
Adding a linear function Kλ with a large K > 0 to ν(λ, µ), we get the property (4.1.2).
Given two collections of nonzero real numbers a jk and b jk indexed by the integral points of T , we associate with each triangle T i = δ jk or γ jk in the triangulation of T a vector field V i = (P i (x, y), Q i (x, y) ) such that the triangle T i is the Newton polygon of P i and Q i and such that the coefficients of P i (resp., Q i ) coincide with the numbers a jk (resp., b jk ) at the vertices of T i . Such a vector field V i has one singular point in (R * ) 2 (see Subsection 1.4). Now let us glue the fields V i into the field
Let V δ and V γ be the vector fields
(The Newton triangles δ jk and γ jk of the components of V δ and V γ , resp., are shown in Figure 3 .) Proposition 4.2.1. In the above notation, for t > 0 small enough, exactly one of the singular points of the field V (t), assigned by the correspondence Ꮿ (see Theorem 4.1.1) to the singular points of the vector fields V δ and V γ , is a saddle. Figure 3 and the linearization matrix at the singular point (
Proof. The linearization matrix at the singular point
which completes the proof.
The following statement shows how to control the topological types of singular points of the field V (t) by means of a suitable choice of numbers a jk , b jk . Proof.
. So, by Theorem 4.1.1, to have a saddle at the corresponding singular point of the field
To have a repeller at the corresponding singular point of V (t), by Theorem 4.1.1 and (4.2.2), one has to satisfy the conditions (in the notation of Theorem 4.1.1)
the previous inequalities are equivalent to the system
which always has a solution a j,k+1 = 0, b j,k+1 = 0. Similarly, one proves the statement in the case of an attractor. Now, we note that any nonnegative integers σ 1 , σ 2 , and σ 3 satisfying
can be represented as follows:
and its triangulation introduced above. Introduce the following order at the integer points of T : 
Proof of Theorem 3.3 in the case
We define the following subdivision of the triangle T with the vertices (0, 0),
Ordering these squares by (4.2.4), we choose the first s 0 squares from this set and then cover the rest of T by the triangles δ jk , γ jk , introduced in Subsection 4.2. Clearly, there exists a convex piecewise-linear function ν : T → R, whose linearity domains are these s 0 squares and triangles.
, there exist nonzero real numbers a j,k+1 , b j,k+1 such that the vector field
The term generic nonzero real numbers means that the six numbers mentioned in the assertion are chosen in a Zariski-open subset of R 6 .
Proof. The system P (x, y) = Q(x, y) = 0 in (C * ) 2 is reduced to the equation
, the equation D = 0 defines a parabola in the plane a j,k+1 , b j,k+1 . Hence, there exist nonzero a j,k+1 , b j,k+1 such that D < 0, which completes the proof. Now, we use Propositions 4.2.1 and 4.2.3 to choose pairs of numbers a jk , b jk at the integer points (j, k), j + k ≤ d of T (considering the points successively in the order (4.2.4) ), in such a way that the vector field corresponding to each of s 0 chosen squares sq jk has two imaginary nondegenerate points, and the vector fields corresponding to the triangles δ jk , γ jk in the given subdivision of T provide the prescribed quantities of saddles, repellers, and attractors of the field
as was done in the previous subsection.
We introduce the following new element in our construction.
where polynomials P and Q have the Newton quadrangle
Proof. Take two generic polynomials
where A is an appropriate number) makes all the ordinates of intersection pointsP =Q = 0 negative, preserving the Newton polygons of the polynomialsP andQ. Then P (x, y) =P (x,y 2 ), Q(x, y) =Q(x, y 2 ) satisfy the conditions required.
Let us take a triangle 
repellers, σ 2 attractors, and σ 3 saddles. Since these types of singular points are stable, one can assume that the polynomials
Now, by Theorem 4.1.1, we glue the field V and the field from Proposition 4.4.1 and get a vector field V with (d − 2u)(d − 2u − 1) + 4u(d − 2u) = 2s 0 imaginary singular points, σ 3 saddles, and σ 1 + σ 2 repellers and attractors. We have only to show that a repeller of the field V corresponds to a repeller of V , and an attractor of V corresponds to an attractor of V . By Theorem 4.1.1, this depends on the signs of the entries ξ 22 of the linearization matrices at repellers and attractors of V . By (4.1.3), the last coefficient of the linearization matrix of V at a real nonsaddle singular point is equal to t α 1 t β 2 ( ξ 22 + O(t 1 + t 2 )), where t 1 , t 2 > 0 are the parameters in the first and second gluing procedures, α, β are some real numbers, and ξ 22 is the entry of the linearization matrix of the corresponding singular point of a field with Newton triangle δ jk used in the first gluing. Hence, by Theorem 4.1.1, sign( ξ 22 ) determines the same topological type of the corresponding singular points of V and V , and we are done.
Elementary vector fields.
Here we describe block vector fields used in the proof of Theorem 3.4 in Sections 6 and 7.
An admissible vector field is called elementary if its Newton polygon is a triangle δ of area 1/2. We say that an elementary vector field is complete if δ does not have vertices on the coordinate axes, and it is boundary if δ has one or two vertices on the coordinate axes but does not have an edge on the coordinate axes. Note that an elementary vector field does not have singular points in (C * ) 2 if δ has an edge on the coordinate axes.
then it has exactly one singular point in (R * ) 2 .
Proof. Under the condition (5.3), we easily derive from the system
It implies the required statement, because the elementarity of V means that
The determinant and the trace of the linearization matrix at a singular point of a vector field and the discriminant of the characteristic polynomial of the linearization matrix are called the determinant, the trace, and the discriminant of the singular point, respectively. If the vector field has only one singular point in (R * ) 2 , the determinant (resp., the trace and the discriminant) of this singular point is also called the determinant (resp., the trace and the discriminant) of the vector field. An elementary vector field of form (5.2) satisfying (5.3) is called nondegenerate elementary (abbreviated further as NDE). For an NDE vector field V , the linearization matrix at the unique singular point of V in (R * ) 2 , the determinant, the trace, and the discriminant are denoted by Ꮽ(V ), det(V ), tr(V ), and discr(V ), respectively.
The types S 1 , . . . , S 5 differ by signs of the above numbers:
Straightforward calculations give a description of singular points of NDE vector fields. The exact statements are presented in Propositions 5.5, 5.7, 5.8, 5.12, and 5.13 . In these propositions, we suppose that the vertices of Newton triangles are numbered counterclockwise.
To describe the situation with sign(tr(V )), we introduce two types of triangles of area 1/2: a triangle is of type 1 if it has a vertex with both the coordinates odd (clearly, such a vertex is unique), and it is of type 2 otherwise. 
where is a rational function.
Proposition 5.8. Let V be a boundary NDE vector field with the Newton triangle δ = conv ((0, j 1 ), (i 2 , j 2 ), (i 3 , j 3 ) ), i 2 i 3 j 1 j 2 j 3 = 0, given bẏ Propositions 5.1, 5.5, 5.8, and 5.12 6. Thin topological classification: Basic construction. Now we can start the proof of Theorem 3.4. The cases d = 0, 1 are obvious. In the sequel, we suppose that d ≥ 2.
In this section, we consider the special case
The construction described here is basically the same for all other cases. In the next section we show what kind of modifications should be done to complete the proof of Theorem 3.4. A vector field of degree d has in general the Newton triangle
We describe a triangulation of T and block vector fields corresponding to this triangulation. Throughout Subsections 6.1-6.5 we assume that d is even.
Triangulation.
We define a piecewise-linear convex function ν 1 + ν 2 + ν 3 : T → R, where ν 1 is a convex piecewise-linear function with the linearity domains
The intersections of these domains define a subdivision of T into the hexagons
and triangles covering T \ ∪ i,j H ij (see Figure 4) . For any hexagon H ij , we take a triangulation into six triangles of area 1/2: three odd triangles, one even triangle of type 1, and two even triangles of type 2. Namely, let c = (2i + 1, 2j + 1) be the center of H ij . If j ≥ i, we triangulate H ij by the segments
If i > j, we triangulate H ij by the segments
(see Figure 5 ). Denote by the described triangulation of T .
Block vector fields.
Suppose that we have certain numbers ε kl = ±1, A kl = 0, where (k, l) ∈ T ∩ Z 2 . Consider elementary vector fields V δ with Newton triangles that if δ is an odd triangle, the trinomial has a saddle (thus, V δ has a saddle); if δ is even, the trinomial has an extremum (thus, V δ has a focus).
be a complete or boundary elementary vector field close to a Hamiltonian one, that is, any A kl with
Remark. The statement of Proposition 6.2.1 is true for any triangle δ of area 1/2 such that no straight line through the origin contains an edge of δ. 
Suppose that each number
Refinement procedure.
In this subsection we describe a procedure (we call it the refinement procedure) that allows us to obtain a vector field with s i singular points of type S i (i = 1, . . . , 5) starting from the block vector fields described in the previous subsection. The procedure is quite general. It can be applied (as it is done in Section 7) to different collections of block vector fields.
Step 1. Sources and sinks. Consider the families V δ (α), δ ∈ , 1 ≤ α < ∞, of vector fieldsẋ
Clearly, the sign of the determinant of a singular point does not change in such a family; hence saddles remain saddles, and foci turn into sinks or sources and back. We say that an elementary vector field δ is absolutely generic if one of the following conditions holds:
(1) V δ is a complete NDE vector field, and the sign of the discriminant of V δ (α) coincides with the sign of a polynomial of degree 4 in α (compare with formula (5.6)); (2) V δ is a boundary NDE vector field with exactly one vertex on the coordinate axes, and the sign of the discriminant of V δ (α) coincides with the sign of a quadratic polynomial in α (compare with formula (5.9)); (3) V δ is an NDE vector field with at least two vertices on the coordinate axes. Proof. The fact that all the vector fields V δ can be made absolutely generic by a small variation of the numbers A kl is straightforward: If V δ is a complete NDE vector field, the coefficient at
if V δ is a boundary NDE vector field with exactly one vertex on the coordinate y-axis, the coefficient at
The set of values of α such that at least one of the vector fields V δ (α) has discriminant zero is finite. Let δ 1 , . . . , δ r be the triangles in such that the corresponding vector fields V δ 1 (α 0 ), . . . , V δ r (α 0 ) have positive determinants and the zero discriminant. We call a vertex of δ i interior if it does not belong to a coordinate axis. Consider two triangles δ 1 and δ 2 . Note that either δ 2 has an interior vertex that does not belong to δ 1 , or δ 1 has an interior vertex that does not belong to δ 2 . Varying the coefficient that corresponds to this interior vertex of δ 1 or δ 2 , we can decrease by 1 the number of vector fields (among V δ (α 0 ), δ ∈ ) having positive determinants and the zero discriminant. Proceeding in this way, we get a collection of absolutely generic vector fields V δ , δ ∈ , such that, for any α ≥ 1, there exists at most one vector field V δ (α) with positive determinant and discriminant zero.
Using Proposition 6.3.1, we suppose that all the vector fields V δ are absolutely generic and that, for any α ≥ 1, at most one of the vector fields V δ (α), δ ∈ , has a positive determinant and the discriminant equal to zero.
Consider the set of values of α such that one of the vector fields V δ (α) with positive determinant has discriminant zero. Note that this set does not depend on signs ε kl . Moreover, if α 0 belongs to this set and the discriminant of V δ (α 0 ) is equal to zero, the type of modification of a singular point of V δ (α) at α 0 is also independent of the choice of the signs ε kl . Formulae (5.6) and (5.9) show that, for any δ ∈ , the discriminant of V δ (α) is positive if α is sufficiently large. Hence, a focus of V δ (α) necessarily turns into a source or a sink when α → ∞. Now we choose α 0 ≥ 1 such that, for exactly s 1 + s 2 vector fields V δ with even δ, the corresponding vector fields V δ (α 0 ) have sources or sinks and, for the remaining s 3 + s 4 vector fields V δ with even δ, the vector fields V δ (α 0 ) have foci.
Step 2. Sources or sinks. To distinguish between sources and sinks, foci-sources and foci-sinks, we choose suitable numbers ε kl , k + l ≤ d + 1, to prescribe the signs of the traces of the vector fields V δ (α 0 ) with even δ.
For any point (2i + 1, 2j + 1) ∈ T , there exists only one even triangle of type 1 with a vertex at this point. Hence, by Proposition 5.7, one can prescribe the sign of the trace of the singular point of the corresponding elementary vector field choosing ε 2i+1, 2j +1 independently of all other numbers ε kl .
To establish the other numbers ε kl , we apply the inductive procedure from [S2, Lemma 5.3] . Consider even triangles of type 2. Introduce the set K of all the vertices of these triangles. For any even triangle δ of type 2, we denote by v(δ) ∈ K its vertex contained in the interior of the convex hull of δ and the origin. Clearly v(δ ) = v(δ ) if δ = δ , and we write δ = δ(v) for v = v(δ). In any even triangle δ of type 2, let us mark each edge [v , v ] such that v = v(δ), and let us orient this edge from v to v . Consider the oriented graph , whose vertex set is K and whose arcs are all the marked edges. Let us show that does not have oriented cycles. Indeed, take in the shortest cycle oriented clockwise, and let v = (k, l) be a vertex of this cycle having the minimal slope l/k. Then v belongs to two arcs [v, v ] , [v , v] , and we see that [v , v] Figure 6) .
Similarly, we prohibit cycles oriented counterclockwise. Thus, the orientation of defines a partial order in K. Define the order N(v) of v ∈ K to be the maximal path length from one of the minimal points to v, and put
Now, we establish the sign distribution by the decreasing induction on the point order. Let us fix the signs of all integral points of T which do not belong to K. Assume that the signs of points of K of order greater than or equal to r are already fixed. According to Proposition 5.7, we provide the prescribed signs of traces of singular points for elementary vector fields with Newton triangles δ(v), v ∈ K r−1 , by setting suitable ε kl at v ∈ K r−1 . Finally, note that since no v ∈ K r−1 belongs to triangles δ(w), N (w) ≥ r, the previous operation has no influence on these triangles.
Step 3. Gluing. The final stage is the gluing of the elementary vector fields obtained into a vector field of degree d. The only thing we need to verify is that there exists a piecewise-linear convex function ν : T → R whose domains of linearity coincide with the triangles of the triangulation . This is proved in the following subsection. As a result of the gluing, we obtain a vector field of degree d with s i singular points of type S i , i = 1, . . . , 5.
Convexity of the triangulation .
A triangulation of T is convex if there exists a piecewise-linear convex function ν : T → R whose domains of linearity coincide with the triangles of the triangulation. 
Then, (a) there exists a piecewise-linear convex function
whose domains of linearity are the triangles as shown in Figure 7 (a);
whose domains of linearity are the triangles as shown in Figure 7(b) . Proof. (a) Let us choose a value ν (0, 2) such that the point (0, 2, ν ((0, 2))) in R 3 is close from above to the plane containing the points (1, 0, ν ((1, 0) and (2, 1, ν ((2, 1)) ). More explicitly, we take a 02 = ν ((0, 2)) = 2a 10 + 2a 21 − 3a 20 + 02 , where 02 is a positive sufficiently small number. The projection of the lower part of the polyhedron conv (0, 0, a 00 ), (1, 0, a 10 ), (2, 0, a 20 ), (2, 1, a 21 ), (2, 2, a 22 ), (0, 2, a 02 ) to the xy-coordinate plane gives the triangulation of U as shown in Figure 7 (c). We should now subdivide the triangles of area greater than 1/2. To subdivide the triangle of area 3/2, we choose ν ( (1, 1) ) in such a way that the point (1, 1, ν ((1, 1) )) is very close from below to the plane containing (1, 0, ν ((1, 0) )), (2, 1, ν ((2, 1) )), and (0, 2, ν ((0, 2))). Namely, we take
where 11 02 is a positive sufficiently small number. Now, to subdivide the triangles of area 1, we can take
where 01 is a positive sufficiently small number, and
where 12 is a positive sufficiently small number. It remains to extend ν to be linear on each triangle of the triangulation of U as shown in Figure 7 (a).
(b) We can take
where 01 is a positive sufficiently small number,
where 12 = 01 , and a sufficiently large a 02 = ν ((0, 2) ). The projection of the lower part of the polyhedron
to the xy-coordinate plane, gives the triangulation of U as shown in Figure 7 (d). We can now subdivide the triangle of area 3/2 taking
where 11 01 is a positive sufficiently small number. Then, it remains to extend ν to be linear on each triangle of the triangulation of U as shown in Figure 7 (b). Now, we can define a functionν : T → R with the following properties: (1) piecewise-linear; (2) convex on each square
3) the domains of linearity ofν coincide with the triangles of the triangulation . The functionν can be defined using Lemma 6.4.2 for the squares . . . , d) . Then, we defineν step-by-step in the strips
At the step, whereν is already defined in
we use Lemma 6.4.2 to define the functionν in the squares U ij (where j = 0, . . . , d/2− i − 2) and, then, in the pentagon
To define the functionν in the pentagons, we use a version of Lemma 6.4.2 in which we ignore the triangle conv( (1, 2), (2, 1), (2, 2)). After fixing the values ofν in the pentagon
we takeν((2i, d − 2i + 1)) equal to a sufficiently large number and extendν linearly to the triangle
Now we take ν = ν 1 + ν 2 + ν, where ν 1 and ν 2 are defined in Subsection 6.1 and where is a positive sufficiently small number.
6.5. Gluing. Let us sum up. We glue the compatible vector fields constructed in Subsection 6.3 (using the refinement procedure applied to the block vector fields as described in Subsection 6.2) into the vector field of degree d:
where ν is the function constructed in Subsection 6. Figure 8 6.6. Case of odd d. Assume now that d is odd. We modify the previous reasoning as follows. In the triangle
we define all the objects as before. The strip
is divided into the triangles (see Figure 8 )
The chosen triangulation of T is convex. This easily follows from the fact that the triangulation of T is convex. All the new triangles are either odd or even of type 2. Thus, we can naturally extend the construction used in the case of even d.
Thin topological classification: Other cases.
To cover other cases in Theorem 3.4, we modify the above procedure to get (i) the total index s 1 + s 2 + s 3 + s 4 − s 5 between −d and 1, (ii) the total index s 1 + s 2 + s 3 + s 4 − s 5 between zero and d, (iii) the prescribed number of imaginary singular points. We show which elements in the main algorithm should be changed but do not describe in detail all possible particular cases. All the cases can be covered by a combination of the techniques presented in this section.
The difference between cases (i) and (ii) comes from the fact that a generic polynomial gives a Hamiltonian vector field with a total index less than or equal to 1. So, in the main case treated in Section 6 and in case (i), we basically use vector fields close to Hamiltonian ones. In case (ii), we have to involve non-Hamiltonian vector fields.
Remark. The restriction (3.5) appears in our construction, because we cannot always coordinate Hamiltonian and non-Hamiltonian vector fields in the gluing procedure. If d is odd, we replace the elementary vector fields with Newton triangles
How to get the total index
(giving two saddles) by a vector field close to the Hamiltonian one coming from the polynomial
with the Newton triangle σ i ∪ σ i . This new vector field gives (for an appropriate choice of b i ) a saddle and a focus due to the following statement. The value of F i,xy (x, y) at that extremum changes its sign when substituting −b i for b i .
Proof. It is shown in [S2, Lemma 3.5.2] that, under condition (7.1.2), the polynomial F i (x, y) has one extremum (R * ) 2 . The change in sign of b i is equivalent to the coordinate transformation (x, y) → (x, −y), which, clearly, moves the extremum to another quadrant and changes the sign of F i,xy at this point.
If d is even, we replace the elementary vector fields with Newton triangles
(giving a saddle and a focus) by the following vector field. 
with the Newton triangle σ i ∪ σ i , has two foci of type S k in (R * ) 2 .
Proof. The field V (0, 0) is Hamiltonian with the integral
which has two extrema (x * , y * ) and (x * , −y * ) in (R * ) 2 according to [S2, Section 3.3] . Hence for a, b close to zero, V (a, b) has, in a neighborhood of (x * , y * ), (x * , −y * ), two foci with the trace
at each point. 
and the band
Subdivide the band T into the elementary triangles
Take block vector fields of the main construction in T , vector fields close to Hamiltonian ones (all having foci) with Newton triangles σ i , and non-Hamiltonian vector fields with Newton triangles σ i constructed inductively using the following statement. 
Proof. The proof has straightforward calculations.
If i = d in Proposition 7.2.1, a corresponding vector field with Newton triangle conv ((0, d) , (d + 1, 0) , (d, 1)) cannot have a focus. It produces the restriction (3.5) in our construction. Now let d be even. We again divide the triangle T into the triangle
The band T is subdivided into the elementary triangles
Take in T block vector fields of the construction described above in the case of odd d with the total index equal to d. Then, take vector fields compatible with those already taken with Newton triangles σ i (these vector fields are non-Hamiltonian and have saddles), and take non-Hamiltonian vector fields with Newton triangles σ i constructed inductively using Proposition 7.2.1. In this construction, we have s 1 + s 2 ≥ 2.
How to obtain imaginary singular points.
The idea is to use the vector fields described in the following four statements. A ij x i y j ,
with Newton triangle θ = conv((k + 1, 0), (0, k), (0, 0)), having s saddles and s foci of prescribed types in (R * ) 2 and having
Proof. Let k ≥ 3 be odd. We divide the triangle θ into the quadrangle
and the triangles , y) , we get that G y (x, y) does not vanish in (R * ) 2 . Thus, G (x, y) has only imaginary critical points in (C * ) 2 , and, due to its generality, all these critical points are nondegenerate and their number is k(k − 1) − 2s (the maximal possible value for the Newton polygon θ 0 ). Now we introduce polynomials with Newton triangles (see (7.3 .2)), taking suitable coefficients from G (x, y) and arbitrary nonzero coefficients for the rest of monomials. Observe that the polynomials with Newton triangles θ 1 , θ
m , m = 2, . . . , k, do not have critical points in (C * ) 2 , each of the polynomials with Newton triangles θ (1) 2i , i = 1, . . . , (k − 1)/2, has a saddle in (R * ) 2 , and each of the polynomials with Newton triangles θ (1) 2i+1 , i = 1, . . . , (k − 1)/2, has an extremum in (R * ) 2 . Varying the glued vector field with Newton triangle θ, we obtain a vector field with s foci, s saddles, and k(k − 1) − 2s imaginary nondegenerate singular points. Changing signs of coefficients of 1, x, . . . , x (k−1) /2 in the expression forẋ, we distinguish between sink-foci and source-foci by (5.10) and (5.11).
Let k ≥ 2 be even. Then we repeat the previous procedure for the subdivision into the polygons Proof. The Newton parallelogram conv((i + 1, j ), (i, j + 1), (i + 1, j + 1), (i, j + 2)) of F is of area 1. Hence F has at most two nondegenerate critical points in (C * ) 2 . From the system F x = F y = 0, we easily deduce (i + j + 2)cqy 2 + (j + 1)bc + (2i + j + 2)aq y + (i + j + 1)ab = 0.
We have to find q such that this equation has two imaginary roots, or, equivalently, its discriminant D(q) = (j + 1) 2 b 2 c 2 − 2 2i 2 + 2ij + j 2 + 4i + 3j + 2 abcq + (2i + j + 2) 2 a 2 q 2 is negative. This is possible because D(q) has two real roots, since its discriminant 4i(i + 1)(i + j + 1)(i + j + 2)a 2 b 2 c 2 is always positive. 
