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Abstract
In this paper we study the problem of estimating a càdlàg function f whose values are compact
convex sets. For this purpose a random selection of points in the interval [0,1] is considered and for
each selected point x, a random sample in f (x). On the basis of this a sequence of approximants
fn,m is constructed (where n and m are the respective sample sizes). Under general conditions, rates
of convergence are obtained for Skorokhod’s J1 topology, and in case of continuity of the estimated
function also for the uniform one.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we introduce some aspects of the random approximation of càdlàg func-
tions whose values are compact convex subsets of Rp having non-empty interior. Quite
a lot of effort has been devoted to random approximation and estimation of sets (see, for
instance, [1–3,13,18,21]) and hypographs of functions [10,11,15], including asympotics
* Corresponding author.
E-mail addresses: teran@unizar.es (P. Terán), mld@pinon.ccu.uniovi.es (M. López-Díaz).0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.05.020
P. Terán, M. López-Díaz / J. Math. Anal. Appl. 298 (2004) 352–362 353and rates of convergence for functionals of convex hulls [5–7,9], although it seems that
no attention has been paid yet to random approximation of multivalued functions. In this
situation, each value f (x) of a function f can be approximated by the convex hull of
a random sample from a distribution whose support is f (x) but also points x at which
this approximations are performed can be picked randomly. This will be our framework
and we will obtain rates of convergence in appropriate metrics under some mild condi-
tions.
This more general framework can be motivated from a practical point of view.
A classical example of approximation by convex hulls is that of the home range of a
wild animal [8]. The animal is captured and a radio transmitter is attached to it so that its
position can be tracked, then the range is estimated by means of the convex hull of the
tracked positions.
But if we are interested in a wild herd, we may want to keep sight on the influence of
quantitative factors which vary from animal to animal, e.g., age or size. If several individu-
als carry transmitters, maybe valuable information will be lost if one does not consider the
home range as dependent on that factor (i.e., a set valued function). Typically, very young
and old individuals will remain closer to the core of the herd’s home range (the safest area),
therefore their influence in the convex hull of all observations will quickly vanish as the
number of observations increases.
Then we can consider that the varying factor is a random variable, since each captured
animal will provide a value of the factor, and so the range of the animals with a certain
value of that factor could be approximated by the convex hull of the consecutive positions
of that animal.
This paper covers the situation when the factor is not controlled (due, e.g., to the ran-
domness in captures) since by rescaling (and maybe appropriately trimming), we can
assume that the factor ranges in [0,1].
Another application comes from the surveillance of air corridors for planes. In practice,
the ‘real’ corridor does not coincide with the ‘theoretical’ corridor. Sometimes it is nec-
essary, nearby sensitive premises (e.g., of military or strategical importance), to have an
estimation, as accurate as possible, of the real plane routes in order to detect immediately
planes that head out of the corridor and might intend to attack the premises [19].
Again, flight height being a very sensitive factor in the assessment of threat risk, it
seems profitable to regard the corridor as a function of height with bidimensional values,
instead of a tridimensional set. For the construction of the estimation, our method gives the
threat assessment crew the freedom to choose the probability distribution on [0,1] (which
represents the range of possible heights) according to the relative importance height values
have for them.
In order to formalize the former ideas, in the space of compacta we consider the relative
Vietoris topology, which is Polish since it is induced by the Hausdorff metric (see [4]).
As to the topology chosen for the space of càdlàg functions (see, for instance, [14,17,
22]), we show that the uniform topology U is unsatisfactory for approximation unless f is
continuous, in which case rates are easily obtained. But Skorokhod’s J1 topology is found
to be suitable since reasonable rates hold without restrictive assumptions. Convergence
speed depends on three factors: the quality of the approximation within [0,1], that of each
value of f , and the smoothness of f , measured by an appropriate modulus.
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Let (M,ρ) be a complete separable metric space, a càdlàg function is a mapping f :
[0,1] →M which satisfies:
(i) at every point x ∈ (0,1] there exists a limit f (x−) from the left,
(ii) at every point x ∈ [0,1) there exists a limit f (x+) from the right and f (x+)= f (x),
(iii) f is continuous at 1. We will denote this class on mappings by D(M).
Different topologies can be constructed in D(M), in this paper we will consider the
uniform and Skorokhod’s J1 topologies. They are respectively induced by the metrics m∞
and mS defined by
m∞(g, f )= sup
x∈[0,1]
ρ
(
g(x), f (x)
)
,
mS(g,f )= inf
λ∈Λ
(
sup
x∈[0,1]
ρ
(
g(x), f
(
λ(x)
))+ sup
x∈[0,1]
∣∣λ(x)− x∣∣),
where Λ is the class of increasing continuous one-to-one mappings of the interval [0,1]
onto itself.
For an element f ∈D(M) we will denote
ω˜f (c)= max
{
sup
x−cx1xx2x+c
min
{
ρ
(
f (x1), f (x)
)
, ρ
(
f (x2), f (x)
)}
,
sup
0xc
ρ
(
f (x), f (0)
)
, sup
1−cx1
ρ
(
f (x), f (1)
)}
, with c 0.
It is well known that ω˜f (c) decreases if c decreases and limc→0+ ω˜f (c)= 0.
Given f ∈ D(M) we will denote ωf (c) = sup{x,x ′∈[0,1], |x−x ′|c} ρ(f (x), f (x ′)) with
c 0.
We will consider the metric space (Kc(Rp), dH ), being Kc(Rp) the class of non-
empty compact convex subsets of Rp , and dH the Hausdorff distance defined by
dH (A,E)= max{supa∈A infe∈E |a− e|, supe∈E infa∈A |a− e|}, being A,E ∈Kc(Rn). It is
well known that (Kc(Rp), dH) is a complete separable metric space [16]. On Kc(Rp) we
will consider the Borel σ -field induced by the Hausdorff metric.
Given f ∈D(Kc(Rp)) we will denote ‖f ‖ = supx∈[0,1] dH(f (x), {0}) which is finite.
3. Main results
In this section, for a càdlàg function f ∈ D(Kc(Rp)) we define a sequence of random
approximants and we study its rate of convergence in the mS metric and in the uniform
metric for the case that f is continuous. We should remark that the randomness of the
approximants is in both, in the choice of points of the interval [0,1], and for each chosen
x in [0,1] in the random sample from a distribution whose support is f (x).
From now on let (Ω,A,P ) be a probability space and f ∈D(Kc(Rp)).
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Xi:n (i ∈ {0,1, . . . , n+ 1}) the ith order statistic of (X1,X2, . . . ,Xn), being X0:n = 0 and
Xn+1:n = 1.
Given n ∈ N , we define the mapping φn : Ω × [0,1] → [0,1] with
φn(ω,x)= X1:n(ω)I[0,X1:n(ω))(x)+
n−1∑
i=1
Xi:n(ω)I[Xi:n(ω),Xi+1:n(ω))(x)
+Xn:n(ω)I[Xn:n(ω),1](x).
Obviously φn is measurable for all n ∈N .
Let {Y jx }j∈N, x∈[0,1] be random variables with {Y jx }j∈N identically distributed with
values in f (x) for all x ∈ [0,1] and {Xi,Y jx }i,j∈N,x∈[0,1] be independent such that the
mappings ∆j :Ω × [0,1] →Rp with ∆j(ω,x)= Y jx (ω) are measurable for all j ∈N .
We define fn,m :Ω × [0,1] →Kc(Rp) with
fn,m(ω,x) = co
{
Y
j
φn(ω,x)
(ω)
}m
j=1
for each n,m ∈N , where co denotes the convex hull.
We should remark that fn,m is measurable for all n,m ∈ N since ∆j and φn are mea-
surable for all j,n ∈ N .
As a consequence of this, for all x ∈ [0,1] we have that fn,m(·, x) is measurable and so
is fn,m(·,Xi).
Since obviously f ◦ Xi is also measurable, we have in accordance with [12] that the
mapping dH (f (Xi), fn,m(·,Xi)) is measurable for all i, n,m ∈N .
Remark that for all ω ∈ Ω , n,m ∈N we have that fn,m(ω, ·) and f (φn(ω, ·)) belong to
D(Kc(Rp)).
We will say that condition C1 holds if there exist constants α,γ,β1 > 0 such that
inf
z∈∂f (x)P
(
Y 1x ∈ B(z, ε)
)
 αεβ1 ∀ε ∈ [0, γ ], ∀x ∈ [0,1],
we will say that condition C2 holds if there exist constants α,γ,β2 > 0 such that
inf
x∈[0,1]P
(|X1 − x| ε) αεβ2 ∀ε ∈ [0, γ ].
We will denote by
An,m = max
1in
dH
(
f (Xi), fn,m(·,Xi)
)
, Bn = max
0in
(Xi+1:n −Xi:n).
In the following proposition we analyze the rate of convergence of An,m under condi-
tion C1.
Proposition 3.1. Let f ∈ D(Kc(Rp)). If condition C1 holds and m−1 = O(n−1/k) for
some k ∈ R+, we have that
An,m = O
((
logm
m
)1/β1)
almost surely.
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P(Wi,n,m  δ/Xi = xi) 1 − P
(
∂f (xi) 	⊂
m⋃
j=1
B(Y
j
xi , δ)
)
 1 −D
(
f (xi),
δ
2
)
π
(
f (xi),
{
Y 1xi , Y
2
xi
, . . . , Ymxi
}
,
δ
2
)
,
where
π
(
f (xi),
{
Y 1xi , Y
2
xi
, . . . , Ymxi
}
,
δ
2
)
= sup
z∈∂f (xi)
P
(
B
(
z,
δ
2
)
∩ {Y 1xi , Y 2xi , . . . , Ymxi }= ∅
)
and
D
(
f (xi),
δ
2
)
= max
{
#(F ): F ⊂ ∂f (xi), |z1 − z2| > δ2 , z1, z2 ∈ F
}
,
where #(.) denotes cardinality.
Obviously D(f (xi), δ/2) Mδ = (4(‖f ‖/δ) + 1)p, and in accordance with previous
conditions
π
(
f (xi),
{
Y 1xi , Y
2
xi
, . . . , Ymxi
}
,
δ
2
)
=
(
1 − inf
z∈∂f (xi)
P
(
Y 1xi ∈ B
(
z,
δ
2
)))m

(
1 − α
(
δ
2
)β1)m
 e−mα(δ/2)β1 .
Hence we obtain that
P(Wi,n,m  δ/Xi = xi) 1 −Mδe−mα(δ/2)β1 ,
then we have that
P(Wi,n,m  δ)=
∫
[0,1]
P(Wi,n,m  δ/Xi = xi) dPXi

∫
[0,1]
(
1 −Mδe−mα(δ/2)β1
)
dPXi = 1 −Mδe−mα(δ/2)
β1
and so
P(An,m > δ) 1 −
(
1 −Mδe−mα(δ/2)β1
)n
.
Once we have obtained the previous estimate, given δm = min{α,2( c logmαm )1/β1} with
c > 0, we have that for sufficiently large n0,
∞∑
n=n0
P(An,m > δm)
∞∑
n=n0
(
1 −
(
1 −M 1
mc
(
m
logm
)p/β1)n)
,
where
M = (4‖f ‖ + α)
p
2
(
α
c
)p/β1
,
which converges if c is sufficiently large, since m−1 = O(n−1/k).
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An,m = O(δm) = O
((
logm
m
)1/β1)
almost surely. 
We give now a sufficient condition in order to guarantee condition C1.
Proposition 3.2. Let f ∈D(Kc(Rp)) satisfy that f (x) and f (x−) have non-empty interior
for all x ∈ [0,1]. If {Y jx }∞j=1 are uniformly distributed on f (x) for each x ∈ [0,1], then
condition C1 holds with β1 = p.
Proof. Denote by mp the Lebesgue measure in Rp . One needs to find α,γ so that
mp(B(z, ε) ∩ f (x))  mp(f (x))αεp for all ε ∈ [0, γ ], z ∈ ∂f (x), x ∈ [0,1]. Since
mp(f (x)) ‖f ‖pmp(B(0,1)) for all x , one just needs to estimate the term mp(B(z, ε)∩
f (x)).
Since Lebesgue measure is shift-invariant, it is no restriction to assume for clarity
that 0 ∈ intf (x). For each compact set K having non-empty interior, define ρ(K) =
max{r > 0: B(0, r) ⊂ K}, R(K) = min{r > 0: K ⊂ B(0, r)}. Observe that ρ and R are
continuous functions.
One can obtain as in the proof of [9, Corollary 1] that
inf
z∈∂f (x)
mp
(
B(z, ε) ∩ f (x)) αxεp for ε ∈ [0, ρ(f (x))],
where
αx = mp
({
y ∈ B(0,1): y1  |y|
(
1 − 1
2
(
ρ
(
f (x)
)
/R
(
f (x)
))2)})
.
Since R(f (x)) ‖f ‖, clearly it suffices to bound ρ(f (x)) away from 0 in order to get the
desired values α,γ which have to be simultaneously valid for all x ∈ [0,1].
Set L = {f (x), f (x−)}x∈[0,1]. Since ρ is continuous and strictly positive in L, it is
enough for our purposes to check that L is compact. By [16, Proposition 1.4.1], we just
have to check that
⋃L (the union of all elements of L) is bounded and L is closed. The
former is clear since
⋃L⊂ B(0,‖f ‖).
It remains to check that L is closed. Let {n}n be a sequence in L converging to some
limit . Assume without loss of generality that either n = f (xn) or n = f (x−n ) for some
{xn}n ⊂ [0,1] (otherwise take an appropriate subsequence). Bearing in mind that {xn}n
has a monotonic subsequence with limit x0, it is routine to check that either  = f (x0) or
 = f (x−0 ), i.e.,  ∈ L. Incidentally, this proves that L is actually the closure in Kc(Rp) of
the range of f .
The proof ends by taking
γ = minρ(L), α = mp({y ∈B(0,1): y1  |y|(1 − (1/2)(γ /‖f ‖)
2)})
‖f ‖pmp(B(0,1)) . 
In the following proposition we obtain the rate of convergence of Bn.
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dom variables satisfying condition C2.
Then
Bn = O
((
logn
n
)1/β2)
almost surely.
Proof. We have that Bn = 2dH ([0,1], {0,X1, . . . ,Xn,1}). On the other hand, it is possible
to see that
dH
([0,1], {0,X1, . . . ,Xn,1})= O
((
logn
n
)1/β2)
almost surely
following a similar argument to that in [9, Lemma 1] with the only change of considering
D([0,1], δ/2)= max{#(F ): F ⊂ [0,1], |x1 − x2| > δ/2, x1, x2 ∈ F } and
π
([0,1], {0,X1, . . . ,Xn,1}, δ/2)
= sup
x∈[0,1]
P
(
B(x, δ/2)∩ {0,X1, . . . ,Xn,1} = ∅
)
. 
We remark that if {Xi}∞i=1 are uniformly distributed, then Bn = O(n−1 log n) almost
surely.
The following theorem gives an estimate of the mS distance between an element f ∈
D(Kc(Rp)) and the sequence of approximants we have constructed. This estimate depends
on the terms An,m and Bn whose rates of convergence have been studied previously and
on the behavior of f via the modulus ω˜f .
Theorem 3.4. Let f ∈ D(Kc(Rp)), let {Xi}∞i=1 be [0,1]-valued absolutely continuous in-
dependent and identically distributed random variables, then
mS(fn,m,f )An,m +Bn + 4ω˜f (2Bn) almost surely.
Proof. Given f ∈ D(Kc(Rp)) and [a, b) ⊂ [0,1], then there cannot exist more than one
point in [a, b) at which the magnitude of the jump exceeds 2ω˜f (2(b−a)) (see, for instance,
[20, p. 236]).
So in each interval [Xi:n,Xi+1:n) (notice that Xi:n < Xi+1:n almost surely) there can be
at most one point whose magnitude of jump is greater that 2ω˜f (2Bn), let τi:n such point in
case of existence and τi:n = Xi+1:n if such point does not exist.
We consider now the mapping λn :Ω × [0,1] → [0,1] with λn(·,Xi+1:n) = τi:n, i ∈
{0,1, . . . , n− 1} and linear between Xi:n and Xi+1:n, i ∈ {0,1, . . . , n}.
We should remark that λn(ω, ·) ∈ Λ, x − Bn(ω)  λn(ω,x)  x , and f ◦ λn(ω, ·) ∈
D(Kc(Rp)) for all x ∈ [0,1] and ω ∈ Ω .
We have that mS(fn,m,f )mS(fn,m,f ◦ φn)+mS(f ◦ φn,f ◦ λn)+mS(f ◦ λn,f ).
On the one hand,
mS(fn,m,f ◦ φn)m∞(fn,m,f ◦ φn) = An,m,
and since λn(ω, ·) ∈Λ,
mS(f ◦ λn,f ) sup |λn(·, x)− x| Bn almost surely.
x∈[0,1]
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mS(f ◦ φn,f ◦ λn)m∞(f ◦ φn,f ◦ λn)
= sup
x∈[0,1]
dH
(
f ◦ φn(·, x), f ◦ λn(·, x)
)
= max
0in
sup
x∈[Xi:n,Xi+1:n)
dH
(
f ◦ φn(·, x), f ◦ λn(·, x)
)
.
If i ∈ {1, . . . , n− 1}, then
sup
x∈[Xi:n,Xi+1:n)
dH
(
f ◦ φn(·, x), f ◦ λn(·, x)
)
= sup
x∈[Xi:n,Xi+1:n)
dH
(
f (Xi:n), f ◦ λn(·, x)
)
,
since the set of discontinuity points of an element in D(Kc(Rp)) is countable, Xi is a
continuity point almost surely and so there exists almost surely a point ti:n ∈ [Xi:n,Xi+1:n)
with λn(·, ti:n) = Xi:n. On the other hand, since f ◦ λn does not have in [Xi:n,Xi+1:n)
points whose magnitudes of jump exceed 2ω˜f (2Bn), we have that in accordance with [20,
VII. 6.4, p. 235],
sup
x∈[Xi:n,Xi+1:n)
dH
(
f ◦ φn(·, x), f ◦ λn(·, x)
)
= sup
x∈[Xi:n,Xi+1:n)
dH
(
f ◦ λn(·, ti:n), f ◦ λn(·, x)
)
 2ω˜f ◦λn(Bn)+ 2ω˜f (2Bn) 2ω˜f (2Bn)+ 2ω˜f (2Bn)= 4ω˜f (2Bn).
If i = 0, then we have that
sup
x∈[0,X1:n)
dH
(
f ◦ φn(·, x), f ◦ λn(·, x)
)
= sup
x∈[0,X1:n)
dH
(
f (X1:n), f ◦ λn(·, x)
)
 sup
x∈[0,X1:n)
(
dH
(
f (X1:n), f (0)
)+ dH (f (0), f ◦ λn(·, x))) 2ω˜f (Bn),
and analogously, if i = n, then
sup
x∈[Xn:n,1)
dH
(
f ◦ φn(·, x), f ◦ λn(·, x)
)
= sup
x∈[Xn:n,1]
dH
(
f ◦ φn(·, x), f ◦ λn(·, x)
)
 sup
x∈[Xn:n,1]
(
dH
(
f (Xn:n), f (1)
)+ dH (f (1), f ◦ λn(·, x)))
 ω˜f (Bn)+ ω˜f (2Bn) 2ω˜f (2Bn),
which concludes the proof. 
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to 0 only in case of continuity of f .
Proposition 3.5. Let f ∈D(Kc(Rp)). Then
m∞(fn,m,f )An,m +ωf (Bn).
Proof. We have that m∞(fn,m,f )  m∞(fn,m,f ◦ φn) + m∞(f ◦ φn,f ). Since
|φn(·, x)− x| Bn,
m∞(f ◦ φn,f )= sup
x∈[0,1]
dH
(
f
(
φn(·, x)
)
, f (x)
)
 ωf (Bn). 
Notice that the right-hand side above does not converge to 0 unless f is continu-
ous. The existence of discontinuities is critical. This is easy to see from the example
f = I[0,x)[0,1] + I[x,1][0,2] in which m∞(fn,m,f ) 1 almost surely if P(Xi = x) = 0
with x ∈ (0,1).
Theorem 3.4 combined with Propositions 3.1 and 3.3 provide rates of convergence
of fn,m. Under further assumptions on f , these rates can be expressed in a quite compact
way.
Corollary 3.6. Let f ∈ D(Kc(Rp)). Let conditions C1 and C2 hold. Moreover, assume that
there exist constants k1, k2 ∈ R such that for all n ∈ N , 0 < k1  n/mk  k2.
(i) If f is Hölder continuous, i.e., ωf (c)Hcθ for c > 0 (where H,θ > 0), then
m∞(fn,m,f ) = O
(
(logn)ν
nη
)
, ν = 1
β1
∨ θ
β2
, η = 1
kβ1
∧ θ
β2
almost surely.
(ii) If f satisfies the ‘pseudo-Hölder’ condition that ω˜f (c)  Hcθ for c > 0 (where
H,θ > 0), then
mS(fn,m,f )= O
(
(logn)ν
nη
)
, ν = 1
β1
∨ θ ∧ 1
β2
, η = 1
kβ1
∧ (θ ∧ 1)
β2
almost surely.
To conclude we should remark that the relation between n and m in the approxima-
tion problem is essential as we can see in the following example. Let K ∈ Kc(Rp) have
non-empty interior. Consider the classical situation of random approximation of K by
means of the convex hull of a sample, but performing n independent approximations Kim,
i ∈ {1,2, . . . , n} from random samples of size m. What will be the behavior of the worst
approximation as m and n approach infinity? We are interested in the quantities
dn,m = max
1in
dH
(
Kim,K
)
.
It is easy to see that dn,m equals An,m when f is taken to be the constant function with
value K . The case d1,m is the classical one, for which rates of convergence can be found
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m−1 = O(n−1/k). Intuitively, one does not expect dn,m to tend to 0 if n increases very fast
with respect to m. If m increases at most logarithmically on n, one can easily show that
dn,m may not converge to 0. Indeed, consider two concentric circles with areas 1 and q < 1,
take the large one to be K and consider samples with uniform probability distribution in K .
Now
P
(
dn,m 
1 − √q√
π
)
= (1 − qm)n
so one just needs to take an appropriate q in order to make the right-hand side tend to 0.
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