Inspired by Benjamini et al (Ann. Inst. H. Poincaré Probab. Stat. 2010) and Windisch (Electron. J. Probab. 2010), we consider the entropy of the random walk range formed by a simple random walk on a discrete group. It is shown in this setting the existence of a quantity which we call the average entropy of the ranges. Some equivalent conditions for the vanishing of the average entropy of the ranges are given.
Introduction
Let R n be the random walk range formed by the first n steps of a random walk. The study of R n seems to be initiated by Dvoretzky and Erdös [8] , where they established strong law of large numbers for the size of the random walk range (i.e. |R n |) in lattice cases Z d with d ≥ 2. Probabilistic scientists also found that such quantity satisfies the central limit theorems [11] [13] [14] [17] and laws of iterated logarithm [1] [12] . Many other quantities about the structure of R n , e.g. the radius of the largest covered ball, were discussed in Erdös and Taylor [9, 10] and Révész [19] . Recently, Benjamini et al [3] and Windisch [24] discussed the order of H(R n ), the entropy of random walk range for lattice cases and graph cases (with the symmetrical distributions) respectively. It is natural to ask what happens for the general case of simple random walks on discrete groups.
Inspired by their works, and bearing in mind the question above, we continue to research on the entropy of random walk range for a simple random walk on a discrete group. In this setting we find that the limit lim n→∞ H(Rn) n always exists (which may be known to the authors of [3, 24] ) and we will call it the average entropy of the ranges.
Furthermore, we give different equivalent conditions for the average entropy attaining its critical values (the possible minimum value 0 and the possible maximum value). In the meanwhile we also relate the tail σ algebra with the vanishing of the average entropy of the ranges following a work of Kaȋmanovich and Vershik [15] . An important consequence is that, when 0 < H(R 1 ) < ∞, the random walk is recurrent if and only if the tail σ-algebra of R n is trivial. As is seen, the vanishing of the so-called average entropy of the random walk ranges cannot be used to characterize recurrent property which leads us to consider the average entropy of the weighted digraphs for random walks.
Settings and Main Results
Let G be a countable group with the identity element e. Let µ be a probability measure on G such that G is generated by the support of µ. Let (Ω, P) be the respective infinite product space, i.e., Ω = G N and P = µ N . Let θ be the natural time shift map on Ω, i.e., θ((ω 1 , ω 2 , · · · )) = (ω 2 , ω 3 , · · · ).
Then the system (Ω, P; θ) is measure-preserving and ergodic. Next, we will define a random walk. For n ≥ 1 and ω = (ω 1 , ω 2 , · · · ) ∈ Ω, set X n (ω) = ω n . Then X 1 , X 2 , · · · are independent and have the common law µ. Let S 0 = e, and set S n = S n−1 X n for n ≥ 1.
Then S = (S 0 , S 1 , S 2 , · · · ) is a simple random walk on G which is called a (G, µ)−random walk throughout this paper.
Let R n = {g ∈ G : ∃0 ≤ i ≤ n, S i = g}, the range of S until time n. Let Γ n = (R n , − → E n , W n ) be the random weighted digraph generated by the first n step, where
So the weight function W n ( − → a ) records the number of jumps passing through the edge − → a before time n.
As usual, we write H(Y ) for the entropy of a discrete random element Y , that is
with usual convention 0 ln 0 = 0; it is called Shannon entropy with reference to Shannon's work [21] . In this paper we discuss mainly on the limits of
n . To avoid triviality, we assume 0 < H(X 1 ) < ∞ further. For each A ⊂ G and x ∈ G, we set
Then we have our first result.
The above statements (2.2) and (2.3) also hold when R n is replaced by Γ n , while the constant h may be different. The average entropies have close relations with tail σ-algebras. Write R ∞ = ∪ n R n , and put
In other words, G ∞ is the tail σ-algebra of (R n , S n ). A well known result (see [15] or [2, Chap. 12]) indicates the existence of the limit h S (µ) := lim n→∞ 1 n H(S n ) and
where S ∞ is the tail σ-algebra of S n . In a similar spirit, we have the following formula for
It is well known that (see [2, Chap. 12] ) h S (µ) = 0 if and only if S ∞ is trivial. Inspired by this fact, we would go further to find out equivalent conditions for the vanishing of the average entropy of the range h R (µ). As we know, the symmetric simple random walk on Z d with d ≤ 2 is recurrent and R ∞ = Z d almost surely. A result in [3] tells us
Thus the average entropies of the ranges in these two cases are zero. It turns out that recurrent random walks always make h R (µ) vanish; but still there is another special type of transient random walks bearing this property. To state this result in the simplest form, we need more notations. Set
If L µ = ∅, then G is isomorphic to Z. So we may call such S a random walk escaping to
clearly such a random walk is transient.
Theorem 2.3
The following four statements are equivalent:
(3) S is either recurrent or a random walk escaping to −∞ without left jump;
We see that the vanishing of h R (µ) can not characterize the recurrence. Luckily, the following theorem tells us that the vanishing of h Γ (µ) := lim Similar as the proof of case 1 of Theorem 6.7.3 in [7] , we can show that the tail σ-algebra of (Γ n , S n ) is trivial when S is recurrent. In view of the formula (2.6) and Theorem 2.3, it is easy to see that the random walk is recurrent if and only if the σ-algebra G ∞ is trivial, which is also equivalent to the triviality of the tail σ-algebra of (Γ n , S n ). This justifies the significance of the current research.
The rest of the paper is organized as follows. The proofs of Theorems 2.1-2.4 are presented in Sections 3-6 separately. In section 7, some related results are presented. We
show that h R (µ) = H(X 1 ) if and only if the escape rate of S is 1. We also show that
3 Proof of Theorem 2.1
Before the proof of Theorem 2.1, we show the following lemma. 
By the Markov property,
Recall the definition of q n in (2.1). Then the above inequality can be rewritten as
Since (R m , S m ) • θ n has the same distribution with (R m , S m ), we take expectation on both sides of (3.1) and get
Furthermore, since
we can apply the Subadditive Ergodic Theorem of Kingman (see, e.g., [16] [6] [18] ) yielding
Next we shall prove lim
Let A ⊂ G with P(R n = A) > 0. Then |A| ≤ n + 1. In view of Lemma 3.1,
It follows immediately
Hence for any ε > 0, we have
This proves (3.4) by Borel-Cantelli Lemma. Hence (2.2) and (2.3) hold true for R n .
The result for Γ n can be obtained in a similar way and the details are omitted here. ✷
Proof of Theorem 2.2
Proof. By Theorem 2.1, we have h R (µ) = lim n H(Rn,Sn) n . We also have
This is because
and
where
So, we are left to prove the following limit
Let's write φ(t) = −t ln t, t ≥ 0 and put
Now we estimate each item of I n . Let
Therefore,
Furthermore, we apply the backward martingale convergence theorem to get
Hence for each
in probability. On the other hand, since there are at most 2 k+1 different subsets of S
we have I n ≤ ln(2 k+1 ) = (k + 1) ln 2 and
in probability. Then the Dominated Convergence Theorem tells us
So we have (4.3) and finish the proof of the lemma. ✷
Proof of Theorem 2.3
In order to prove Theorem 2.3 we need the following result.
n for all n. LetR n be the range ofS until time n.
Then (a)S is recurrent if and only if S is recurrent; (b)lim
Proof. (a) Suppose that S is recurrent. Then n P(S i = e for any 1 ≤ i < n and S n = e) = 1.
Since (X 1 , · · · , X n ) has the same distribution with (X n , · · · , X 1 ), we have P(S i = e for any 1 ≤ i < n, and S n = e) =P(X 1 · · · X i = e for any 1 ≤ i < n, and
=P(X n · · · X n−i+1 = e for any 1 ≤ i < n, and X n · · · X 1 = e)
n = e for any 1 ≤ i < n, and X −1
n−i = e for any 1 ≤ i < n, and X −1
=P(S i = e for any 1 ≤ i < n, andS n = e).
So, we have n P(S i = e for any 1 ≤ i < n andS n = e) = 1, which impliesS is recurrent.
(b) Since (X 1 , · · · , X n ) has the same distribution with (X n , · · · , X 1 ), we have
By Theorem 2.1, we have
Similarly, we have lim n
n , and so we have (b). ✷ Proof of Theorem 2.3. We shall prove (1) ⇒ (2) ⇒ (3) ⇒ (4) ⇒ (1).
Part Proof: (1)⇒(2). Letμ be the probability measure on G such thatμ(x) = µ(x −1 )
for all x ∈ G. DefineS andR n as in Lemma 5.1. ThenS is a (G,μ)−random walk. For each x ∈ G, set τ x = inf{n ≥ 1 : S n = x} andτ x := inf{n ≥ 1 :S n = x}.
Write G µ = {x : P(τ x < ∞) = 1} and Gμ = {x : P(τ x < ∞) = 1}. By Lemma 5.1(b), to
prove (1) implies (2), it suffices to show that (1) implies Gμ = ∅. Since H(X 1 ) > 0, we have |supp(µ)| ≥ 2. The rest proof of (1)⇒ (2) is divided into three cases.
Case I: there is an element a ∈ G\{e} such that supp(µ) = {a, e}. Then supp(μ) = {a −1 , e}. It implies that P(τ a −1 < ∞) = 1 and Gμ = ∅ as desired.
Case II: there are two different elements a, b ∈ supp(µ) ∩ G µ . Then
implies S is recurrent. By Lemma 5.1, processS is recurrent and so Gμ = ∅.
Case III: there is an element g ∈ G\{e} such that 0 < µ(g) < 1 and P (τ g = ∞) > 0.
Let us show the following inequality first
To prove the statement above, for A ⊂ G we set
Similarly as [3, Lemma 3 and Corollary 4], one can get P(R n = A) ≤ [1 − µ(g)] |∂A|−1 and
So we need estimate |∂R n | further. For x ∈ G\{e, g −1 } and 1 ≤ m ≤ n, set
Furthermore, by the Markov property
Since (X 1 , · · · , X m ) has the same law with (X m , · · · , X 1 ), we have
Therefore, (5.2) holds.
Now assume condition (1). Applying (5.2), we then get P(τ e =τ g = ∞) = 0, which implies P(τ e <τ g ) + P(τ g <τ e ) = 1. By the strong Markov property, P(τ g < ∞) = P(τ g <τ e ) + P(τ e <τ g ,τ g < ∞)
= P(τ g <τ e ) + P(τ e <τ g ) · P(τ g < ∞).
So either P(τ e <τ g ) = 1 or P(τ g < ∞) = 1 holds, which proves (1) ⇒ (2). ✷ Part Proof: (2)⇒(3). Write G µ = {x : P(τ x < ∞) = 1}, and set τ x := inf{n ≥ 1 : S n = x} and T x := inf{n ≥ 0 : S n = x} for x ∈ G.
By the condition (2), we have
we can prove S is recurrent. If e ∈ G µ then S is recurrent, too. So, we may assume that S is transient, |G µ ∩ supp(µ)| ≤ 1 and there exists x 0 ∈ G µ such that x 0 = e in the following.
If y ∈ G with P(T y < τ x 0 ) > 0, then y −1 x 0 ∈ G µ . This is because
For any a ∈ G with P(S τx 0 −1 = x 0 a) > 0, we know
which implies a −1 ∈ G µ ∩ supp(µ). This argument means that for any x ∈ G µ \{e} and b ∈ G with P(S τx−1 = xb) > 0, we have b −1 ∈ G µ ∩ supp(µ). By the assumption |G µ ∩ supp(µ)| ≤ 1, we have a = b and so,
Further, if x ∈ G µ \ {e, a −1 , a −2 , · · · } then {S τx−1 = xa} ⊆ {τ xa + 1 ≤ τ x < ∞} and so, τ xa + 1 ≤ τ x < ∞ a.s.. Iterating the inequality, we get τ x ≥ n + τ xa n a.s. for any n ≥ 1, which contradict to P(τ x < ∞) = 1. Hence
Since P(T x < τ a −1 ) ≥ µ(x) > 0 for x ∈ supp(µ) \ {a −1 }, as before we have
So, we can view S as a simple random walk on Z without left jump. Since S is transient and G µ ⊂ {e, a −1 , a −2 , · · · }, process S must be a random walk escaping to −∞ without left jump. Anyway, (3) is true. ✷
Part Proof: (3)⇒(4). If S is recurrent, then R
as the proof of case 1 of Theorem 6.7.3 in [7] , one can show that G ∞ is trivial and hence (4) holds for this case.
Now we assume that S is a random walk escaping to −∞ without left jump. Then G is isomorphic to Z. As we are just concerning the entropies and the tail σ−algebra, we may assume further that µ is supported on {k ∈ Z : k ≥ −1} with EX 1 ∈ (−1, 0) (and hence lim n S n = −∞ a.s.).
Let η := sup{S n : n ≥ 0} and ξ := η • θ. Then η, ξ < ∞ a.s.. Note that
So in order to prove the first equality of (4), it suffices to show H(ξ|η) = H(η|ξ). Write η n = η ∧ n, ξ n = ξ ∧ n. Since η and ξ have the same distribution,
So, it also suffices to show that H(η n |ξ n ) → H(η|ξ) and H(ξ n |η n ) → H(ξ|η) as n → ∞.
Put φ(t) := −t ln, ∀t ≥ 0. A direct calculation gives
By the Monotone Convergence Theorem, we have lim n I 1 = H(η|ξ). By the Dominated Convergence Theorem, lim n I 2 = 0. Note that η = max{0, X 1 , X 1 + ξ}. We have η ≥ ξ − 1 and hence η n ∈ {n − 1, n} if ξ ≥ n. So,
It follows lim n I 3 = 0 immediately. Therefore lim n→∞ H(η n |ξ n ) = H(η|ξ).
Similarly, in order to prove lim n→∞ H(ξ n |η n ) = H(ξ|η), we need only to show that
Since ξ and X 1 are independent, and η = max{0, X 1 , X 1 + ξ}, we have
By the Dominated Convergence Theorem and the L 1 -integrability of X 1 , we get that both the two summations above tend to zero as n → ∞. Hence
As I ′ 3 ≥ 0 for all n, we then have (5.4). This proves the first equality of (4).
We proceed to prove
As lim n S n = −∞ a.s., we have ρ < ∞ a.s.. For n ≥ 0, set M n = inf{S k : k ≤ n}. Then
For E ∈ G ∞ and n ≥ 1, there exists non-random set A n such that
Then conditioned on {ρ < ∞}, there has
where H := n σ(η, M k , S k : k ≥ n). So, from ρ < ∞ a.s. we get
As the possible values of η are countable,
Part Proof: (4)⇒(1). By (4), we get
By Theorem 2.2, it follows immediately
We have completed the proof of Theorem 2.3. ✷
Proof of Theorem 2.4
In order to prove this theorem, we need more notations. We encode each realization of the random weighted graph Γ n as the following. Set G = {g i : i ≥ 0} with g 0 = e and write V = ∪ ∞ l=1 N l . We give a dictionary order of V. That is, for any two vector x ∈ N i and y = N j , we say that x prior to y if either i < j or i = j with x (1) = y (1) , · · · , x (l−1) = y (l−1) , x (l) < y (l) for some l ≤ i. Define ζ : V → G as follows:
Now fix (A, B, C) an arbitrary realization of Γ n . We use the width first research algorithm to visit every vertex of the digraph (A, B).
Step 0: visit v 0 = e. Set N 0 = {i ≥ 0 : (e, g i ) ∈ B} and V 0 = N 0 \ {0}.
· · ·
Step h < |A|: choose x ∈ V h−1 , so that x prior to all other elements of V h−1 ; visit
Since Γ n is generated by the first n steps of random walk S and P(Γ n = (A, B, C)) > 0, for each v ∈ A \ {e} there exists at least one oriented path from e to v. This ensures that at each step of the algorithm above, we always have V h−1 = ∅. Furthermore, Next, for each i, h ≥ 0, set
0, otherwise.
Then for h < |A| we have
i, h ≥ 0} is also one to one. Now we define a sequence of random variables. For i, h ≥ 0 and n ≥ 1, set
n : i, h ≥ 0}. As the statement above, Γ n → O n is one to one, and so
The following result plays a key role in the upper bound of H(Γ n ).
Proof. By (6.1),
We estimate the three terms separately. First, lim n n −1 H(|R n |) = 0 since |R n | ≤ n + 1.
Next, fix M ∈ N and calculate
By the arbitrariness of M and noting H(X 1 ) < ∞, we get that the right side of the above inequality vanishes as n goes to infinity.
We shall estimate the third term. Let k ∈ N and a i ∈ Z + , i ≥ 0 be constants. If 
From the Stirling formula, one knows
Therefore, for k ∈ N and {a i : i ≥ 0} ⊂ Z + we have
which implies
Combining the estimates of the three terms, we get the desired result. ✷ Proof of Theorem 2.4. Suppose that S is transient. Let τ x = inf{n ≥ 1 : S n = x} and T x = inf{n ≥ 0 : S n = x} for all x ∈ G, where inf ∅ = ∞. Then P(τ e < ∞) < 1. Since
, there exists some a ∈ G\{e} such that µ(a) ∈ (0, 1)
and P(τ a −1 = ∞) > 0. For each realization (A, B, C) of Γ n , set
By the strong Markov property
Note that if T x < n, X Tx+1 = a and S k = x for all k > T x + 1, then x ∈ ♦ a Γ n . Hence
Since S n is transient, lim n→∞ E|R n |/n = γ escape := P(S n = e, ∀n ≥ 1) by [6] . Therefore
On the other hand, suppose S is recurrent. Then by [6] we have |R n |/n → 0 a.s..
Recall the definition of Y i n in Lemma 6.1. Using (6.2), we conclude that with probability
Note that Y i n ≤ (|R n | − 1) + O i n ≤ 2n since ln(1 + x) ≤ x for all x ≥ 0. Then by the Dominated Convergence Theorem,
On the other hand, using ln(1 + x) ≤ x again we have
Since f (x) = −x ln x is concave on (0, ∞) and O i n ∼ B(n, µ(g i )),
By (6.3) and the Dominated Convergence Theorem, we obtain
Applying Lemma 6.1, we get lim n H(Γn) n = 0 and complete the proof of the theorem. ✷ 7 Some Related Results
Extreme Case
As is known, 0 ≤ h R (µ) ≤ H(X 1 ). In this subsection, we would consider the extreme case
Theorem 7.1 h R (µ) = H(X 1 ) if and only if the escape rate of process S satisfies γ escape := P(S n = e, ∀n ≥ 1) = 1.
Proof. Let γ escape < 1. Then there exists n ≥ 1 and elements a 1 , · · · , a n ∈ supp(µ) such that a 1 a 2 · · · a n = e. Since H(X 1 ) > 0, we can find some b ∈ supp(µ)\{a 1 }. Let x = (a 1 , · · · , a n , a 1 , · · · , a n , b, a 1 , · · · , a n ) and y = (a 1 , · · · , a n , b, a 1 , · · · , a n , a 1 , · · · , a n ).
Then both x and y are possible realizations of (
Using (3.2), we then have
Next, suppose that γ escape = 1, this means P(τ e < ∞) = 0. For any two x, y ∈ G, we call x ≺ y if and only if P(τ x −1 y < ∞) > 0. Then the binary relation '≺' is a strict partial order (i.e., x ≺ y implies x = y and not y ≺ x). By definition, with probability one
Therefore, for each n + 1 ≥ k ≥ 1, element S k−1 is almost surely the k-th least element among R n . It follows that σ(R n ) = σ(S k : 0 ≤ k ≤ n) = σ(X 1 , · · · , X n ) and hence
Remark 2 If γ escape = 1, then by Theorem 7.1, we have H(R ∞ • θ|R ∞ ) = 0 and We will discuss whether H(R ∞ ) is finite or not.
First, we show a relation between the finiteness of the entropy of an N-valued random variable Y and the integrability of ln Y .
Conversely, if the probability sequence {p n := P(Y = n) : n ≥ 1} is eventually decreasing in n, then H(Y ) < ∞ also implies E(ln Y ) < ∞. Conversely, assume for simplicity that p n is decreasing in n. Then we must have p n ≤ 1/n, and so
This proves the second part of the lemma. ✷ Write f k := P(η = k) for k ≥ 0, and define f k+ in a similar way. Put Since η = max{0, X 1 , X 1 + η • θ},
where we write q = p −1 for convenience. Hence F (t) = q · f 0 (1 − t) q + t · P (t) − t , t ∈ (0, 1). Then for t ∈ (0, 1),
So, (7.1) can be rewritten as
, t ∈ (0, 1), (7.2) which implies F (t) − f 0 = F (t)P (t)/q.
Comparing the coefficients of t n in the series expansions of both sides, we obtain f n = n k=1 p k+ · f n−k /q for all n ≥ 1.
Therefore, for each n ≥ 1,
Now, assume H(R ∞ ) < ∞. Then H(η) < ∞ and so n −f n ln f n < ∞. Since S is a random walk escaping to −∞, we have f 0 = P(η = 0) = P(S n ≤ 0 for all n) > 0. Applying (7.3) gives n −p n+ · ln p n+ < ∞.
Since p n+ is decreasing in n, we apply Lemma 7.2 to get Dividing by 1 − t into both sides, we get 
Integrating of the both sides with respect to t on [0, 1], we get
which implies E ln(η + 1) < ∞. By Lemma 7.2, H(R ∞ ) = H(η + 1) < ∞. ✷
