The broadcasting plays a vital role for context awareness in VANETs (Vehicular Ad Hoc Networks) whose primary goal is to improve the driving safety depending on effective information exchanging. In this paper, based on the LQG (linear quadratic Gaussian) optimal control theory, a broadcasting control scheme named LQG-CCA is proposed to improve the network throughput thus increasing the opportunities for the safety-related events to be successfully handled. By predicting the network throughput with the Kalman filter model, our LQG model is envisioned to minimize the difference between the predicted and expected throughput through the adjustment of CCA (Clear Channel Assessment) sensing threshold. Numerical results show that our proposed model can significantly improve the network performance in terms of average throughput, average End-to-End delay, and average packets delivery ratio compared with a highly cited work D-FPAV and a latest published model APPR.
Introduction
VANETs are being developed for applications on road including mainly safety-related events, such as Cooperative Collision Warning (CCW) [1] , traffic signal violation warning, and lane change warning. Although the critical applications usually rely on event-driven messages exchange in very emergent cases, the periodical broadcasting in VANETs also plays an important role in safety enhancement and guarantee. For those safety-related applications, the correctness and upto-dateness of the messages greatly depend on the emergent broadcasts delivery ratio and periodical beacons frequency. For instance, in Cooperative Collision Warning or Cooperative Collision Avoidance (CCA) systems, the successful reception of braking notifications from neighboring vehicles directly influences the crash probability which depends on the intervehicle distance and/or packets transmission delay. An example is illustrated in Figure 1 . Although the two following vehicles behind the front braking vehicle may have extra time to prepare for avoiding the potential crash with wireless broadcasting enabled, the packets collision from other beacons or event-driven messages may fail this emergency notification transmission. Another instance is shown in Figure 2 . In intersections where approaching vehicles from different directions become blind spots in each other's horizon, at least one of the broadcasted messages should be received by the two potentially colliding vehicles to prevent severer accidents. In the traffic light violation warning scenario [2] as shown in Figure 3 , reliable broadcastbased notification mechanism is crucial for collision avoidance before the specific vehicle approaches the danger area.
With above illustrations, it can be concluded that a highly efficient and reliable broadcasting mechanism is very necessary for VANETs to guarantee the driving safety. To make such mechanism practical in real cases, a model with lower communication overheads as well as complexity to greatly reduce the experienced delay is required. This scheme should also have the ability to avoid the traffic congestion especially for the safety-related events. Generally speaking, the primary cause of the network congestion is that the network loads from the nodes exceed the storage and processing capacity of the network. Therefore, the purpose of an effective congestion control is to reasonably control the channel loads and to ensure that the loads put on the network are within the resource and processing capacity of the network while meantime making full use of the provided network resources, such as spectrum in our work. Fortunately, many achievements have been made on the congestion control issue in the research field of wireless Ad Hoc networks [3] [4] [5] . But due to the specificity of VANETs (i.e., rapid changing topology, specific mobility model, and variable vehicular density), the strategies used in the wireless Ad Hoc network cannot be directly applied to VANETs [6] . As a result, in this paper, a broadcasting congestion control framework has been proposed which takes the special characteristics of VANETs into account and attempts to fully utilize the wireless spectrum to maximize the network throughput while not making the channel congested at the same time, especially for the safety-related cases.
Note that our proposed model is adaptive to the network contexts such as traffic status and channel states through the adjusting of the CCA threshold. In this way, the nodes in a network can independently decide their channel sensing status through different local CCA configurations, thus making the global throughput maximized. In addition, by adaptively controlling the CCA threshold, the packets collisions due to hidden terminals could also be significantly alleviated [7] . Meanwhile, since we aim to control the channel congestion as well as maximize the network throughput, the requirements between transmission delay and network goodput especially for safety-related broadcasting messages could be well balanced in VANETs.
The rest of this paper is organized as follows. Section 2 describes some related works and gives their pros and cons. Section 3 provides the details of our proposed LQG-CCA model. Section 4 evaluates the performance of our model with numerical results generated via NS2. Section 5 concludes this paper. 
Related Work
By looking at the safety-or non-safety-related applications and their data traffic in VANETs, as well as the current and foreseen possible multichannel strategies, there is a risk that the corresponding radio spectrum could be readily saturated if no congestion control algorithms are taken especially in the dense environment. This channel saturation would result in unstable vehicular communications thus failing the promised applications. Therefore, although the congestion control scheme now has not been proposed as a mandatory term in related standards or drafts, we think it is extremely necessary to include this feature in the VANETs standardization process and its future realization. Considering the high mobility and dynamic network topology in VANETs, a lot of congestion control algorithms have been executed in a centralized way which has been proved to be successful. P. Rani and M. Rani [8] proposed a centralized scheduling technique by controlling congestion for safety messages in the vehicular environment. Guan et al. [9] proposed a centralized adaptive congestion control method for the vehicular networks in road intersections. Wang et al. [10] presented a method for finding an optimal tradeoff between network congestion and the freshness of received information in a cellular-based vehicular network. Although previous studies showed that centralized control might be suitable and efficient in the vehicular environment, their results are actually only applicable to the case where delay requirement is not much strict. For our discussed safetyrelated events, the introduced communication overheads from/to the central control node may be huge compared to the notifications or context aware messages between vehicles and might finally make the designed model impractical and events fail. As a result, the distributed and self-organized capability is sometime preferable in VANETs especially for delay sensitive applications.
For decentralized congestion control schemes, there have been several works which can be mainly classified into 3 categories, that is, utility, power control, and rate adjustment based. Some works also seek methods to avoid information congestion by regulating beacon frame length, but we consider this sort of strategy to be not representative because packets are generally very small in VANETs especially for safety-related notifications.
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For utility-based methods, the design principle is to assume a strictly concave utility function ( ) of some given network parameters such as packet sending rate, channel capacity, transceiver power level, network throughput, or their specific combinations. The congestion control scheme is then a way to adjust the parameters to maximize total utility of the system. Wischhof and Rohling [11] proposed a Utility-Based Packet Forwarding and Congestion Control scheme (UBPFCC) that works on top of IEEE 802.11x series MAC protocols with emphasis on nonsafety applications. They designed an application-specific utility function and encoded the payoff information in each transmitted data packet from a node locally. Then, a decentralized algorithm was used to assign a share of the available data rate to nodes proportional to their relative priorities which were calculated based on their utilities to the "average utility value." However, as the authors stated in their paper, their work is only applicable to the comfort applications of VANETs whereas the safety-related applications, which have very stringent delay and reliability requirements, were not considered at all. Bouassida and Shawky [12] presented a cooperative and fully distributed congestion control approach in VANETs based on dynamic priority scheduling and transmission. Their priority is composed of two parts, that is, the static and dynamic part, and its assignment took the "messages" utility into consideration through counting the number of packets retransmissions in the neighborhood. By combining the static assignment depending on the application type and the dynamic determination upon the specific context of the VANETs (neighborhood density, node speed, and message utility and validity), the priorities of sent packets were designated and used for messages scheduling in order to avoid congestion in the overall network. However, their application type specific priority configuration is a little bit arbitrary where no metric or calculation formula is given to determine the exact value of the priority for a specific service. Additionally, how to determine "Service Channel Congestion Threshold" was not given in this paper. Zhou et al. [13] proposed a scheme jointly formulating the rate control, medium access control, and routing problem for cooperative VANETs in the framework of the utility function optimization. Although their utility function considered the tradeoff between users fairness, network cost, and users rewards, their work cannot be used in safety background where delay requirement and QoS (Quality of Service) should be taken into account.
For congestion control strategies relying on transmitting power adjustment, the design goal is to balance the tradeoff between power and packets generation rate. Generally, although a higher packet generation rate can increase the information accuracy with frequent updates, an uncontrolled strategy could also readily lead to a saturated medium. Likewise, a message sent with higher transmitting power can reach further distances, but it will also increase the level of interferences to other ongoing transmissions. Therefore, how to handle the tradeoff between power and sending rate will influence the up-to-dateness of sent messages as well as the channel congestion level. Torrent-Moreno et al. [14] proposed a fully distributed and localized power control algorithm called Distributed Fair Power Adjustment for Vehicular Networks for adaptive transmitting power adjustment which is formally proven to achieve max-min fairness. Although D-FPAV was proven effective through simulations under different radio propagation models, its major concern lies on the fairness in terms of channel busy time sensed by every node in the highway. Accordingly, D-FPAV is not applicable in urban environment for safety-related applications which care more about the successful completion ratio instead of fairness. Guo et al. [15] proposed a delay-aware and reliable broadcast protocol (DR-BP) based on transmitting power control. In their model, when emergency events occur, a local optimal relay selection mechanism is designed by which only the vehicle selected can forward warning messages. In this way, the extra redundant warning messages can be effectively restrained thus not making the network congestion and improving the delay performance for safety messages.
For generation rate control on periodic beacon messages, the design goal is to balance the tradeoff between the updating rate/interval and latency of received messages in order to avoid congestion. Mitra and Mondal [16] proposed two distributed channel congestion control algorithms by controlling the message generation rate in VANETs. Note that RSUs were actually introduced in this paper for access authentication and further congestion reduction which may make this work categorized as a centralized model. However, their proposed two algorithms for message generation rate control are fully distributed and can be locally executed on each vehicle. In their first approach APPR-1, the channel load is maintained to an estimated initial value calculated depending upon the message generation rate of different vehicles. For the second approach APPR-2, the channel load is continuously increased till the percentage of message loss lies below a predefined threshold. Sommer et al. [17] proposed a novel approach to dynamic beaconing which can provide low-latency communication (i.e., very short beaconing intervals), while ensuring not to overload the wireless channel, in the presence of radio signal obstructions caused by other vehicles and by buildings. It is worth noting that their designed dynamic beaconing (DynB) scheme allows more aggressive channel use in time-variant signal shadowing environment than in realistic case where no obstacle is considered. Although DynB introduces more practical propagation models into the design process of the information dissemination schemes in vehicular networks, their major concern actually does not focus on the safety applications along with their various safety requirements. Nevertheless, their evaluation of the impact of vehicles and buildings shadowing on the performance of beaconing protocols is really beneficial. In our work, we also take the obstacles effect into account and discuss our congestion control problem in a radio signal shadowing environment. Bai et al. [18] proposed a distributed beacon scheduling scheme CABS (Context Awareness Beacon Scheduling) which is based on the spatial context information to dynamically schedule the beacon by means of a TDMA-like manner. Their numerical results showed that CABS can efficiently use the limited network resources without leading to congestion and satisfy the requirements of safety applications as well. Although their 4 Mobile Information Systems work also introduces the time-slot-based scheduling, CABS is actually a TDMA-like protocol where channel contention has been resolved via slots assignment by the centralized management node. However, our work attempts to model the channel competitions in a full distributed environment where different vehicles randomly access the channel locally. Sahoo et al. [19] proposed a congestion-controlled-coordinatorbased MAC (CCC-MAC) using time-slot-based medium access protocol to address the packets congestion and safety guarantee considerations in VANETs. By incorporating a pulse-based slot reservation mechanism, their proposal can ensure fast and reliable propagation of emergency messages over multiple hops under different vehicular densities. Even though CCC-MAC is confirmed by its ability to deliver safety-critical messages to around 95% of the intended recipients, it also needs centralized scheduling to ensure that all vehicles in a segment can receive time slots for their beacon transmissions. Chaabouni et al. [20] proposed a congestion control approach that uses the number of detected collisions as a metric to control the beacon generation frequency and therefore reduce the effect of congestion and improve e-Safety. Their works verified that they can achieve a balanced tradeoff between beacon information accuracy and beacon related overhead. However, in their work, the beacon generation rate is dynamically adjusted based on the number of collisions locally detected by each node, which may imply a misjudgment of the network congestion status since local information will not always correctly respond to the global state. In addition, how to determine the important threshold thresh used for initiating the rate adjustment process was not given. Tielert et al. [21] designed a protocol named PULSAR (Periodically Updated Load Sensitive Adaptive Rate control) which aims at controlling channel load and in the meantime satisfying safety applications' awareness requirements. Their reactive congestion control strategy adjusts a vehicle's transmission rate based on guidance by the application layer on transmission range as well as minimum and maximum transmission rate. Although PULSAR is a distributed algorithm and can accommodate different min/max transmission rate intervals and radio ranges, it mainly focused on access fairness but gave a little bit of consideration on differentiated traffic which was common in VANETs with different prioritized services. Javed and Khan [22] proposed a spacedivision multiple access (SDMA) technique combined with an adaptive rate control mechanism to improve the efficiency of BSM (Basic Safety Message) transmissions. Their SDMA can reduce the interference among vehicles and address the hidden-node problem by introducing space-division access opportunities. However, the efficiency of SDMA is highly dependent on the accuracy of the estimation of density, which is usually difficult to be collected on the fly in real time and be precise enough in a highly dynamic environment.
Actually, the congestion avoidance or control according to CCA threshold adjustment could be generalized to the power control category since such adjustment will directly influence the determination of the channel busy states based on carrier sense range modification, which is usually altered by the transmitting power. For the CCA threshold adjustment based on adaptive schemes, there are already many previous existent works. Zeng et al. [23] designed an EWM (emergency warning message) dissemination algorithm that uses a CCA threshold ladder setting mechanism to deal with the road vehicle's abnormal event. In this paper, message ranking is combined with CCA adjusting which is judged by Dissemination Successful Rate (DSR) and Packet Delivery Delay (PDD). However, this method is not valid for networks with IEEE 802.11p radios. Meanwhile, systematic evaluation of this conjecture is not given in the paper. Similarly, Han et al. [24] proposed a CCA threshold selection method to imitate the behaviors of IEEE 802.11 MAC in multihop networks. By calculating the interference and transmitting probability of senders, the performance of EWMs can be improved through CCA adjustment to ensure both real time and reliability of EWM transmission. However, their experiments are only tested on a stationary test bed without mobility considered, which may suffer performance degradation when mobility model is enabled. Cho et al. [25] proposed a method to set the carrier sensing threshold by computing the self-interference at a secondary user based on the distance separation in a cognitive radio oriented wireless network. In their work, the carrier sensing threshold is presented as a common parameter to control the activity of the secondary network. The proposed method has low complexity and makes it possible to compute the carrier sensing threshold in real time. However, since cognitive radio is introduced in this work, the complexity in terms of time and computation on "spectrum hole" detection and awareness is nontrivial. Schmidt et al. [26] also proposed a stepwise CCA Threshold Adaptation (CTA) scheme depending on how long a packet has been waiting for medium access. Numerical results showed that their approach can mitigate significantly the problem of local message drops and hence local congestion.
Different from the aforementioned CCA-based works, by introducing LQG optimization control model, our algorithm aims at maximizing the global throughput by controlling the CCA threshold for each node locally. In addition, through the distributed transmission opportunities control, all nodes in a network could cooperatively schedule their transmitting thus maximizing the global profit.
LQG-CCA
In this section, the LQG optimization algorithms used to control our broadcasting scheme are given in the vehicular environment. The Linear Quadratic Regulator (LQR) [27] targets the linear system that takes the form of the state space in the modern control theory, and its objective function is a quadratic function of the object's status and the control input. In LQR, a state feedback controller is designed to minimize the quadratic objective function, where is uniquely determined by the weight matrices and . Although the LQR theory is the oldest method for designing the state space, it is capable of providing the optimized control rule according to the linear feedback on the state, which is very helpful to our discussed problem.
Since high mobility inevitably introduces random disturbance into the practical vehicular network, our congestion control issue can be transformed to an optimal control Mobile Information Systems 5 problem to maximize the network throughput in the presence of the random disturbance. Note that we did not take the latency as our optimization objective since different services have different delay requirements and a global minimization of delay might not guarantee the success even for the most emergent event. In addition, the random disturbance is assumed to be the Gaussian noise in our work for the sake of analysis. Therefore, our control problem can then be formulated as an LQG optimal control issue. Fortunately, a famous law of segregation [28] already exists for our discussed case, enabling us to study noise reduction and congestion control separately. In this way, while we study the congestion control problem, it can be assumed that the network is free of noise; thus, all state variables could be accurately obtained.
Our algorithm mainly consists of two parts, that is, the Kalman filter model based prediction and LQG optimization congestion control. Let us discuss them one by one in the following.
Constructing the LQG Model for Our Congestion Control
Problem. Actually, our congestion control problem could be formulated as a feedback control issue in the domain of the Networked Control Systems (NCSs) [29] , in which the performance of a system is iteratively adjusted in a closed-loop manner according to the generated feedback from the system. In addition, as commented in almost all the literatures on NCSs, the motivations to construct such a control system via networks are its low installation and maintenance costs, high reliability, increased system flexibility, and decreased wiring. On the other hand, a networked system also introduced some other issues to influence the output performance of a system such as uncertain delay caused by traffic congestion, packets loss due to medium collision or channel failure, and throughput degradation due to limited bandwidth. In this paper, to alleviate the impact of traffic congestion on the performance of VANET broadcasting, an LQG-based optimal control model is applied to maximize the system throughput according to the measured throughput and distributed CCA threshold control.
Generally, an LQG controlled system could be further divided into the state estimation and control part [30] , respectively. In our work, the state of the next interval is estimated using the Kalman filter model according to the presently measured state considering the disturbance from the system noise. Note that the packets transmissions on the shared wireless medium are vulnerable to the channel failure and packets collisions as well as noise interference. Therefore, we compensate this performance loss in advance by intelligently adjusting the coefficients of the observed state and outputted control vectors. In addition, during the control procedure, to minimize the output error between the predicted and expected throughput, our throughput maximization problem is transformed to an optimal control issue, which in return reduced the packet loss ratio and improved the system throughput.
The notations used for constructing and updating the state space model are listed at the end of the paper for convenience.
Channel
The system noise Output Kalman predictor
Next, let us propose our LQG model regarding our congestion control problem in detail. With reference to literature [31] , a state space could be described with the following discrete linear time-invariant stochastic system:
where (1) and (2) are the state and observation equations, respectively. ( ) denotes the state variable (i.e., network throughput), ( ) denotes the input control (i.e., CCA threshold), and ( ) denotes the measured output. and are the coefficient matrix of the state equation. is the coefficient matrix of the observation equation. ( ) and ( ) are two uncorrelated white additive Gaussian noises with variances ( ) and ( ), which will be discussed in detail later. denotes the gain of the Kalman filter.
The network configuration for our throughput maxmization problem through dynamic CCA adjustment could be framed as shown in Figure 4 . The detailed description regarding each component is given as follows.
3.1.1. Channel. The component "channel" is used here to model the transmisson medium in a VANET. The feedback control vector is taken as the input and the measured througput is taken as the output of the channel, respectively.
Kalman Predictor.
A "Kalman predictor" is an estimator for the linear quadratic Gaussian (LQG) problem, which is the problem of estimating the instantaneous "state" of a linear dynamic system by using measurements linearly related to the state but corrupted by Gaussian white noise. For a dynamic system, it is not always possible or desirable to measure every variable that one wants to control. The Kalman filter provides a means for inferring the missing information from indirect (and noisy) measurements. In such situations, the Kalman filter is used to estimate the complete state vector from partial state measurements and is called an observer. The resulting estimator is statistically optimal with respect to any quadratic function of estimation error.
Controller.
The "controller" module generates the control signal by minimizing the error between the predicted and exptected state. Specifically, given a positive time horizon, the 6 Mobile Information Systems aim is to find the optimal control policy ( * ) = { * 1 , . . . , * }, to minimize the linear quadratic cost functional:
where ( ( )) is the cost function, ( ) denotes the deviation of the predicted value from the expectation, ( ) is the control variable, and the matrices ( ) and ( ) are, respectively, the weighting matrices indicating the state and control cost penalties. ( ) and ( ) are determined through multiple numerical tests in our work which will be discussed later. By minimizing (3), the optimal control vector could be given as follows:
where ( ) is the coefficient matrix,( ) is the input, and * ( ) is the output of the optimal controller, respectively.
Modeling the Relationship between the CCA Threshold and Throughput.
To construct our LQG model and solve the congestion problem according to effective CCA control, the relationship between the CCA and finalized throughput should be figured out at first. As the de facto standard of VANETs, the IEEE 802.11p [32] enables the CSMA/CA scheme to coordinate nodal transmission of messages. The CSMA/CA specifies that the node first senses the channel before transmitting, and it only sends the data when it senses that the channel is idle. If it finds that the channel is busy, which means another node is occupying the channel, the node should back off for a random duration for retransmission. For the CSMA/CA mechanism, the CCA threshold actually corresponds to a carrier sense area, with the node's sensing range being in reverse proportion to the CCA threshold. In other words, a higher CCA means that the node's sense area is smaller, resulting in an increased probability that the node attempts to transmit, even if another node is already transmitting on this channel. If the CCA is reduced, then the node's sensing range will instead increase, making it more likely to sense the channel being busy. As a result, the node will have a lower probability of trying to transmit. In conclusion, the higher the CCA threshold, the higher the collision probability. In addition, with the dropping of the CCA threshold, not only the collision probability but also the throughput and channel utilization decline.
In fact, the network capacity is an important measure of the network performance which mainly depends on two indexes, that is, the channel throughput and spatial multiplexing level. In general, the channel throughput refers to the amount of data transmitted on the channel per unit time, and it mainly relies on the SINR (Signal to Interference and Noise Ratio) of the current channel. The spatial multiplexing level indicates the number of node pairs that can transmit in parallel across the network and it is determined by the transmission power and CCA threshold. In our work, by adjusting the CCA threshold, some nodes will be restrained from transmitting thus increasing the opportunities of concurrent transmissions for others, improving the network throughput to a great extent through spatial multiplexing.
Next, according to the framework in Figure 4 , our congestion control problem could be further formulated in detail as follows. As defined in (1) and (2), ( ) denotes the network throughput and ( ) denotes the CCA threshold in our work, respectively. We predict the throughput and compare it with the expected one, that is, the optimal throughput, and minimize the difference between the predicted and expected throughput by controlling the CCA threshold using our presented LQG controller. Actually, by adjusting the CCA threshold, some nodes will be restrained from transmitting thus increasing the opportunities of concurrent transmissions for others and improving the network throughput to a great extent.
As a result, before constructing the LQG model, we should first derive the relationship between the CCA threshold and throughput. The notations mentioned later to deduce their relationship are listed at the end of the paper for convenience.
In our envisioned model, a dense network is assumed and wireless stations are uniformly and independently distributed in an area of Area. A common and fixed transmission power is used by each transmitter. Assume that a vehicle produced an emergency warning message (EWM). Let us define the interferences to this source node within the investigated area Area:
where is a constant. Pow( , ) is the signal strength on the receiver for packets from at time ; that is,
where indicates the distance between and its intended receiver at time . Pow( ) is the transmitting power of .
To make the EWM successfully decoded, the SINR of the received signal should at least meet the SINR threshold at the receiver, say, tolerate an interference no smaller than . With the CCA definition, we have CCA th ≥ .
As a result, to make the throughput maximized, the CCA will be CCA th = .
Correspondingly, the SINR for this case can be expressed as follows:
where 0 is the noise power. With the above analysis, the relation between throughput and CCA could be given as follows [33] :
where ChannelRate is the achievable channel rate expressed with Shannon capacity; that is, ChannelRate = log 2 (1 + SINR).
is the channel bandwidth in Hertz. accounts for the total number of concurrent transmissions. 0 is a constant. = / , where is the carrier sense range and denotes the maximum radio range. When SINR → 0, throughput can be simplified as follows:
The pseudocode used to deduce the relationship between throughput and CCA can be described as shown in Algorithm 1.
Let ( ) = THR( ) = [thr 1 ( ) thr 2 ( ) ⋅ ⋅ ⋅ thr ( )] , where thr ( ) is the throughput of vehicle at time . Then, thr ( ) can be derived as follows:
, where CCA is the CCA of vehicle , and then (1) can be further derived as follows:
. . .
Since nodes share the wireless medium, the throughput of each node in the network is dependent on each other. Therefore, the state transition matrix could be calculated as follows.
For an -node network, the Markov chain is characterized by the × transition matrix = [ ] with being the probability that the network state goes from to in one transition. By [34] , the Markov chain transition matrix can be obtained as = [ ], where
where ( , ) denotes the probability of transmissions from successful nodes given that there are backlogged nodes. ( , ) denotes the probability of transmissions from backlogged nodes given that there are backlogged nodes. and denote the packet transmission probability of successful and backlogged nodes. Then, we can obtain the expression of the control coefficient in (1) as follows:
Further, take ( ) and ( ) into (15) and simplify it; we can get the expression of as
where ∑ =1 1 is the sum of the first row of matrix .
In [35] , a strategy for dynamic iterative Kalman filtering has been proposed which proved that the output of every node in a Kalman filter is independent of each other. According to this conclusion, we assume the nodes have identical measurement coefficient; that is, 1 ( ) = 2 ( ) = ⋅ ⋅ ⋅ = ( ) = 1. Then, we could thereby take the measurement coefficient ( ) = . Further, for the noise variables ( ) and ( ) in (1) and (2), they are two uncorrelated white Gaussian noises with covariances ( ) and ( ); that is, they are independent of each other. Meanwhile, in ( ) = [ 1 2 ⋅ ⋅ ⋅ ], ( = 1, 2, . . . , ) is distributed as a multivariate Gaussian with expectation 0 and covariance ( ) and, in
, ) is distributed as a multivariate Gaussian with expectation 0 and covariance ( ).
Then all variables in (1) and (2) have been deduced now.
Optimal Estimation.
To accurately estimate the network throughput in the next discrete interval, the Kalman filter model is introduced to remove the noise from the estimation. With the network throughput at previous interval and the observation of throughput on the current interval, the Kalman filter can eliminate the impact of the noise on the state variable and iteratively compute the estimation of the network throughput on the current interval. To remove the noise with the Kalman filter, two stages are usually necessary, that is, estimating and updating. At the estimating stage, the filter forecasts the network throughput of the current interval using the estimated throughput at the previous interval according to the relation between carrier sense threshold and network throughput. At the updating stage, the filter uses the observation on the network throughput of the current interval to amend the estimation of the network throughout obtained at the estimation stage, resulting in an accurate observation on the throughput.
Let − 1 denote the previous interval and denote the current interval, and suppose that system's network throughput and covariance at −1 are known as ( −1 | −1) and ( − 1 | − 1), respectively. Thereupon, the network throughput at can be computed as follows:
where ( | − 1) is the estimated throughput the Kalman filter provides based on the network throughput at − 1. The covariance corresponding to ( | − 1) is computed as follows:
where ( − 1) indicates the variance of ( − 1). The ( − 1) is a specific value and it is determined through multiple numerical tests in our work which will be discussed in Section 3.4.
The Kalman gain ( ) at is computed as follows:
where denotes the covariance of the measurement noise .
With the parameters obtained, we can correct the estimation of network throughput ( | −1) at made by Kalman filter in (10) to yield an accurate value of the throughput denoted by( ); that is,
To enable the Kalman filter to operate iteratively, the covariance ( | ) corresponding to ( | ) is given as follows:
With (17)∼ (21), the predicted network throughput after the elimination of the noise can be worked out.
The prediction process is given as shown in Algorithm 2.
Computation of the Optimal Control Quantity.
The linear quadratic optimal control model is used in our work to make the network throughput fulfill its expectation. In the case of network congestion, the network throughput will decrease and deviate from the expectation. By comparing the predicted network throughput with the expected one, we can compute the CCA threshold that enables the network throughput to meet the expectation using the linear quadratic optimal control model. Next, according to the discussed LQG model in Section 3.1, our quadratic optimization control model is established as follows. First, we should define an appropriate expected network throughput ( ), which is dependent on the number of vehicles and road conditions. For the expected throughput, we establish a Markov chain to get the optimal throughput between the users with reference to the literature Algorithm 2: The optimal estimation. [36] . If the network congestion occurs due to high density of vehicles, the predicted throughput ( ) will be less than ( ). Let ( ) = ( ) − ( ) denote the deviation of the predicted throughput from the expectation. Based on this deviation, the cost function is defined as follows: (22) where ( ) is the cost function, (⋅) represents the mean value, ( ) denotes the deviation of the predicted throughput from the expectation, ( ) is the control variable, and the matrices ( ) and ( ) are the weighting matrices, respectively, indicating the state and control cost penalties.
To obtain the value of ( ), a numerical test is launched with different configurations of ( ). According to [37] , we set the order of ( ) to 10 −4 and choose its value as 0.1 * 10 −4 , 1 * 10 −4 , 5 * 10 −4 , 10 * 10 −4 , and 20 * 10 −4 , respectively. The corresponding results are listed in Table 1 for illustration.
As illustrated in Table 1 , it can be concluded that the radio minimum is observed when
( ) indicates the variance of Gaussian noise ( ). In our work, ( ) is also determined through a numerical test. At first, 0 ( ) is initialized with the elements on its diagonal at order of 10 −4 [37] ; that is,
Then, we choose ( ) as 0.1 * 0 , 0 , 10 * 0 , 100 * 0 , and 1000 * 0 to test and the results are listed in Table 2 .
It can be noticed from Table 2 that, for the same state transition process, the bigger the ( ), the bigger the disturbance to the state variable. At the same time, when ( ) begins to increase, the speed of the convergence of ( ) becomes slow. As a result, we choose ( ) = 0.1 * 10
Using LQG benchmark, the achievable performance of ( ) is given by a tradeoff curve between var( ( )) and var( ( )) as shown in Figure 5 and this curve can be further obtained by solving the LQG problem [38] . The LQG problem is set up to control the system by keeping the output error small via small control energy. Therefore, our problem can be formulated as the problem of minimizing the cost function to work out the optimal feedback control rule * ( ), that is, making ( ) equal to ( ).
With reference to [39] , definition 1, the LQG system is said to be stable in the mean square sense if all initial states (0) yield The LQG system is said to be stabilizable in the mean square sense if there exists a matrix ( ) such that
is stable in the mean square sense. We use the concept of stability here as what would in other contexts usually be called asymptotic stability. Note that stability in the mean square sense implies stability of the mean (i.e., lim →∞ { ( )} = 0) for all (0) and almost sure stability (i.e., lim →∞ ( ) = 0, for all ( )). In particular, this implies that stability of the deterministic system
is a necessary condition for mean square stability of LQG system. (This condition is satisfied if (27) is, say, controllable [40] .) Finally, according to the framework of LQG in Figure 4 , our optimal controller could be expressed as (28) . With reference to [38] , the LQG controller computing an optimal state feedback control law by minimizing the quadratic cost function can be expressed as follows:
where( ) denotes the predicted throughput with Kalman filtering and ( ) is the optimal feedback gain matrix which can be solved via MATLAB LQ (linear quantifier) function. According to Figure 4 , when the state estimation( ) is obtained from the Kalman filter, the optimal control vector * ( ) will be obtained by( ) multiplied by ( ). The optimal state feedback gain matrix ( ) is available from solving the associated discrete algebraic Riccati equation [41] ; that is,
Constructing the Kalman equations between CCA threshold and throughput
Updating Kalman states and optimal estimation
Building the target function and minimum
Deriving the relationship between CCA threshold and throughput Figure 6 : An LQG optimized information congestion control scheme.
So the corresponding minimum cost is
When the optimal CCA threshold CCA = * ( ) is obtained, we can figure out the optimal throughput of all vehicles as follows:
Finally, our proposed scheme in this paper can be summarized as a flow chart as shown in Figure 6 .
Simulation
The simulation in this paper is performed in a Linux system which combines MATLAB with NS2. The topology is created with the popular Vanetmobisim toolset [42] as shown in Figure 7 . The street layouts used for simulation, that is, the selected area of Washington DC, are loaded from TIGER database. The complexity of the selected area of Washington DC is 42, 80, and 125; that is, there are 42 junctions and 80 streets and the average length of streets is 125 meters. The labels with numbers in Figure 7 (b) indicate different vehicles and they are a little bit overlapped due to limited screen space especially when they are stopped by traffic lights. The lines represent avenues or streets. Since traffic lights are enabled in simulation, the colored line means there is a traffic light on the junction. The red color line indicates that the traffic on this line is stopped by a red light and vice versa. Note that the configuration of the position and number of traffic lights are not the real case, but it can be adjusted during simulations to reflect the practical situation. In our cases, we set the number of traffic lights to 10. In addition, although TIGER can describe land attributes such as roads, buildings, rivers, and lakes, it is still difficult to draw obstacles Mobile Information Systems 11 on output traces by Vanetmobisim till now. However, to reflect the influences from obstacles which are common in urban environment, we extracted the coordinates of obstacles from the investigated parts of real maps and input them into NS2. Besides, since there is no height information in TIGER database, a modification to NS2 is needed to reflect the impact of obstacles on channel fading and power attenuation. To support obstacle modeling, a two-dimension obstacle object "Obstacle Class" is introduced which represents a wall of 1 meter deep and has the length indicated by the distance between two coordinates extracted from the real maps, that is, 1 ( 1 , 1 ) and 2 ( 2 , 2 ) . By this way, a building could be expressed by four connected walls. When the line of sight (LOS) of a communication pair intersects with the outline of the building, the power attenuation could be calculated by the following equation, which combines the generic free space path loss model with the obstacle model presented in [43] ; that is,
where , , , , , are the receiving power, transmitting power, sender antenna gain, receiver antenna gain, wave length, and the distance between sender and receiver, respectively. is the number of times that the border of the obstacle is intersected by the line of sight. here is the total length of the obstacle's intersection. and are two constants. is given in dB per wall and represents the attenuation a transmission experiences due to the (e.g., brick) exterior wall of a building. is given in dB per meter and serves as a rough approximation of the internal structure of a building. The general values of and in most cases are 9 dB and 0.4 dB/m, respectively.
The performance of our model is evaluated by varying the density, the packet generation speed, and the intervehicle distance according to the following metrics:
(1) Average throughput, defined as the average number of successfully transmitted payloads per second for the overall network.
(2) Average End-to-End delay (average E2E delay), defined as the delay averaged among all the transmitted packets by all the active vehicles during the simulation period.
(3) Average packets delivery ratio (average PDR), defined as the average ratio of the packets successfully delivered to the destinations with respect to those generated by the sources during the simulation period.
In our simulated highway scenario, all vehicles keep sending and receiving periodic beacon messages. The maximum radio range of each vehicle is set to 1,000 m. Actually, according to the IEEE 802.11p, the fast-moving vehicles can cover a transmission range over 1,000 m [44] . Our scenario is envisioned comprising 2 lanes and 10 km long in total, where there are 50 (at least) to 400 (at most) vehicles in two directions and the vehicle moves using the IDM LC (intelligent driver model with lane changing) mobility model with the parameters listed in Table 4 . Detailed simulation parameters are listed in Table 3 . The frequency band is set to 5.92 GHz which is configured to serve for the "High Power Public Safety" services in IEEE 802.11p. The channel data rate is chosen to be the lowest rate supported by IEEE 802.11p, namely, 3 Mbps [45] . The Nakagami radio propagation model, whose parameters were adjusted to match actual measurements reported in [46] , has been used. The Access Class is configured to AC VO, say, the highest priority for voice transmission. This is because the packets exchanged in our discussed scenario are safety-related where the highest priority is necessary to guarantee their exclusive transmissions. The beacon size is set to 500 bytes [47] . The propagation delay is fixed to 1 s for simplicity. The simulation duration is 50 seconds and all the results are the average of 100 runs.
To evaluate the performance of our proposed LQG-CCA algorithm, two other protocols, that is, D-FPAV and APPR, are introduced for comparisons. Note that D-FPAV is a highly cited work in the vehicular communication research filed to address the channel congestion issue through transmission power control to improve the network performance in terms of dissemination delay and amount of message retransmissions. Similarly, our LQG-CCA also tends to improve the network performance by dynamically adjusting the CCA threshold for each node to maximize the network throughput whereas not making the channel congested. In addition, D-FPAV and LQG-CCA are both designed for time-critical safety-related events in a vehicular environment. As a result, we consider D-FPAV to be a better candidate for performance comparisons with our proposed LQG-CCA. As for APPR, it is also a channel congestion reduction scheme by varying the length of beacon message, controlling the transmission power and message generation rate, and removing the duplicate messages from the message queue. Additionally, APPR is also applicable to the safety-related scenarios in which an emergency message or a warning message will be propagated according to the aforementioned congestion control strategies. Note that, in our work, only APPR II is implemented for comparison since it is more reasonable in practice which attempts to increase the channel load till the percentage of message loss lies below a predefined threshold. Instead, APPR I just maintains the channel load to a fixed value depending upon the message generation rate of different vehicles in a network. The important parameter in APPR II, that is, the threshold of the message loss ratio, is set to 2% according to [16] . Figure 8 shows the network average throughput performance with the number of nodes varying from 50 to 400. The packets generation speed for this case is 5 packets/s. It is worth noting that our LQG-CCA always outperforms the other two in this case. Before point 200, the average throughput of LQG-CCA continuously increases. And after 200, there is a slow decrease of average throughput for LQG-CCA and finally it outputs approximately 2.3 Mbps which is even bigger than the throughput corresponding to the 50 vehicles. At first, this result indicates that the impact of the growth of senders on the throughput is larger than that of the more introduced collisions from more vehicles. This conclusion is also valid for APPR. However, D-FPAV shows a lower throughput at point 400 compared to that at point 50. The reason behind this is the transmission restraining mechanism adopted by LQG-CCA and APPR. For LQG-CCA, by dynamically computing the appropriate CCA threshold for each active vehicle, the throughput could be maximized by forcing some vehicles to stop sending according to the channel load and contention level. In APPR, it also will stop the generation of some messages from vehicles if the packets loss ratio exceeds a predefined threshold. In this way, more transmission opportunities could be protected by suppressing extra interferences. However, in D-FPAV, the research emphasis falls on how to achieve the fairness of transmission opportunities among different active nodes. Every node starts with the minimum transmitting power assigned and then increases their transmitting power simultaneously with the same amount as long as the condition on the beaconing network load (MBL) is satisfied. In this way, the fairness is guaranteed but the total throughput in a network is damaged. As a result, D-FPAV outputs a lower average throughput when there are too many nodes simultaneously increasing their sending power, by which mutual interferences are also increased thus leading to a lower transmission opportunity for each node. In addition, the superiority of our LQG-CCA over APPR and D-FPAV is actually attributed to the distributed interference cancellation mechanism. In this way, the global throughput could be maximized by transmission opportunities assignment among nodes locally. The performance of average E2E delay is shown in Figure 9 with the number of nodes varying from 50 to 400. Note that the safety-related events are given the highest sending priority, that is, AC VO, with smaller contention window and interframe space. It can be concluded that all three protocols meet the delay requirements for safety-related events according to "TABLE I" in [48] , where a maximum 100 ms latency is required for both periodical and emergency warning messages. Since a larger density of vehicles will definitely increase the average E2E delay considering the packets collisions or transmission restraining, extra time is needed to finish the transmission attempts of active nodes. Our LQG-CCA also outperforms the other two protocols with a maximum latency approximately 5 ms at point 400. The APPR ranks second while the D-FPAV is the worst. In addition, by checking the slope of three curves, it can be noticed that D-FPAV shows a faster growth of delay with the density increasing compared to the other two. This is actually because D-FPAV will easily saturate the channel load when there are too many nodes concurrently increasing their transmitting power. On the other hand, due to adaptive control of transmission opportunities or packet generation speed, LQG-CCA and APPR both show a more flat curve reflecting their better adaptability to the network load. Figure 10 shows the average PDR of three algorithms with the number of nodes varying from 50 to 400. Consistent with Figures 8 and 9 , our LQG-CCA also ranks first considering its ability to adaptively adjust the medium sensing threshold thus leading to a better PDR. Note that the restrained nodes are not taken into account in the computation of PDR since they are no longer active. With the vehicular density increase, the average PDR of three protocols all drop. By checking the NS2 trace file, there are lots of "DROP MAC COLLISION", "DROP MAC BUSY", and "DROP MAC RETRY COUNT EXCEEDED" occurring; that is, the packets dropped due to collisions, channel being busy, and exceeding the retry limit, respectively. Therefore, we could say that the packets retrying and backing off contribute to the PDR falling when the density is increasing. However, since intelligent transmission scheduling is enabled in LQG-CCA and APPR, their PDR dropping is relatively slight with a minimum of 0.6 compared to D-FPAV which has a minimum PDR below 0.5. In addition, the smaller slope of LQG-CCA implies its better load adaptive capability compared to the other two.
The impact of packet generation speed on the average PDR is shown in Figure 11 with the packet generation speed varying from 0 to 10 packets/s. Note that, in this simulation case, the number of nodes is fixed to 100, say, a relatively slight density considering the total 10 km long road segment. With the packet generation speed increases, all three protocols show decreases of packets delivery ratio. This result is reasonable as a larger data sending rate will readily saturate the channel and bring more packets collisions thus reducing the packets delivery ratio. What is noteworthy is that both LQG-CCA and APPR introduced the transmitting restraining scheme which will adaptively schedule the packets sending instead of just sending them out upon generation. As a result, although the packet generation speed is continuously increasing, the decreasing speed of three protocols is quite different according to their various medium access manners. For D-FPAV, there is no strategy to counteract the adverse impact on channel congestion from packet generation speed growing. Therefore, D-FPAV shows the worst performance consistent with previous numerical results. To compare APPR with our LQG-CCA, since there are no traffic predictions in APPR, their packet generation speed control mechanism will only take effect after the receiving of the feedback regarding a congestion that already occurred. In this way, our LQG-CCA will act more efficiently with accurate estimations of the channel state thus leading to a better average PDR.
The impact of average intervehicle distance on the average PDR is shown in Figure 12 . Note that although a 1000-meter radio range is assumed, the packets are actually difficult to be received by their destinations 1000 meters away considering the channel fading and obstacles which are common in the urban environment such as skyscrapers, big trucks, and giant trees. As a matter of fact, the wireless signal will be attenuated by the equivalent walls according to our introduced obstacle model expressed by (31) . To control the intervehicle distance, one parameter in IDM LC, that is, the desired dynamical distance [49] , has been changed to generate a required average intervehicle distance in the network. It is noteworthy that, with the increasing of average intervehicle distance, the average PDR drops quickly. This is because a larger intervehicle distance will bring more risks for the signal to be sheltered by the obstacles. For our LQG-CCA, because its throughput maximization procedure considers the interferences from others using the SINR reception model, its performance degradation is the smallest compared to the other two. Since the reception model in APPR and D-FPAV is not given explicitly, we just determine whether a packet is successfully received according to the SNR threshold for frame reception listed in Table 3 . However, due to the generation speed control according to the packet loss ratio in APPR, its performance is better than D-FPAV. As for D-FPAV, which puts its emphasis on access fairness rather than channel congestion and total throughput, it performs the worst among three models.
Conclusion
In this paper, we propose an LQG-based congestion control scheme in vehicular networks. Our model can dynamically adjust the CCA threshold according to the difference between the actual network throughput and the expected network throughput. In this way, the determined CCA threshold for each node can maximize the network throughput without leading to channel congestion at the same time. Numerical results show that our LQG optimized congestion control algorithm can improve the network throughput and packets delivery ratio and can reduce packet transmission delay significantly. Our future work will attempt to efficiently utilize the capture effect to make concurrent reception Th ec o n t r o lv a r i a b l e :
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