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We propose the use of preconditioning in FCIQMC which, in combination with perturbative estimators, greatly
increases the efficiency of the algorithm. The use of preconditioning allows a time step close to unity to be used
(without time-step errors), provided that multiple spawning attempts are made per walker. We show that this
approach substantially reduces statistical noise on perturbative corrections to initiator error, which improve
the accuracy of FCIQMC but which can suffer from significant noise in the original scheme. Therefore, the
use of preconditioning and perturbatively-corrected estimators in combination leads to a significantly more
efficient algorithm. In addition, a simpler approach to sampling variational and perturbative estimators in
FCIQMC is presented, which also allows the variance of the energy to be calculated. These developments are
investigated and applied to benzene (30e, 108o), an example where accurate treatment is not possible with
the original method.
I. INTRODUCTION
An important goal of quantum chemistry is the more
accurate and routine treatment of strongly correlated
systems. For weakly correlated systems, low-order cou-
pled cluster (CC) theory is well motivated and extremely
successful1,2, now pushing to larger systems through
adaptations to reduce the scaling of the method3–5. An
ultimate goal is a similarly successful polynomial scaling
method for strong correlation, and much work continues
in this direction. There is a crucial need for better bench-
marks to aid such development.
For this task, methods such as the density matrix
renormalization group (DMRG) algorithm6–8, selected
configuration interaction (SCI)9–14 and full configura-
tion interaction quantum Monte Carlo (FCIQMC)15–17
are important tools. Although they are relatively ex-
pensive compared to low-order CC, they are systemat-
ically improvable, and capable of providing near-exact
benchmarks in regimes where other methods give unsat-
isfactory results. They are also useful beyond providing
benchmarks, for example as complete active space (CAS)
solvers in CASPT2 (CAS plus second-order perturbation
theory) approaches18–22, or in the case of DMRG, as the
method of choice in 1D or quasi-1D systems. Approaches
based on coupled cluster theory by including high-order
clusters also show promise for this task23.
The current FCIQMC algorithm is time limited far
more than it is memory limited. On a large-scale clus-
ter, a large FCIQMC simulation may take multiple days
to run, yet use a small fraction of the memory avail-
able. Moreover, we usually encounter the situation where
the final statistical error is multiple orders of magnitude
smaller than systematic error [for example, see Table II of
Ref. (24)]. This suggests that it may be possible to devise
a faster FCIQMC algorithm in exchange for larger sta-
tistical noise, which would be a very desirable trade-off,
and there are good reasons to believe that FCIQMC can
be made substantially faster than the current algorithm.
We recently demonstrated that it is possible to cal-
culate a second-order perturbative correction to initia-
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tor error in FCIQMC25. This correction can often re-
move over 85% of initiator error in weakly correlated sys-
tems, and can be accumulated from existing information
in FCIQMC, and therefore has little extra cost. However
for large systems or small walker populations, we find that
the associated statistical noise can be very large (the op-
posite situation to the noise on traditional FCIQMC esti-
mators, described above, where statistical noise is small).
Here we propose a modified algorithm where this sit-
uation is greatly improved. Specifically, it is shown that
FCIQMC can be performed with preconditioning, as com-
monly performed in quantum chemistry (and optimiza-
tion problems generally), which allows the use of a much
larger time step. This is achieved at the expense of per-
forming multiple spawning attempts per walker, which
limits the savings in computer time overall. However,
this regime is highly beneficial for the calculation of the
perturbative corrections, often reducing statistical noise
by an order of magnitude or more, resulting in a far more
efficient algorithm. As such, we show that precondition-
ing has limited benefits to convergence time in FCIQMC,
but significantly helps the calculations of perturbatively-
corrected estimators.
In addition, we introduce a more simple and efficient
approach to sampling the variational energy, and also
demonstrate that it is possible to sample the variance
of the energy in FCIQMC, as commonly performed in
variational Monte Carlo.
We recap FCIQMC in Section II. The use of precondi-
tioning in FCIQMC is introduced in Section III, and then
contrasted with the traditional approach in Section IV.
A new approach to calculating estimators is discussed in
Section V. Lastly, results are given in Section VI, inves-
tigating perturbative estimators and the preconditioned
FCIQMC approach, with an application to benzene.
II. FCIQMC
In FCIQMC the ground-state wave function is con-
verged upon by performing imaginary-time evolution15,
where the wave function |Ψ(τ)〉 obeys
|Ψ(τ +∆τ)〉 = |Ψ(τ)〉 −∆τ(Hˆ − ES1)|Ψ(τ)〉, (1)
2where Hˆ is the Hamiltonian, τ denotes imaginary-time
and ES is a shift which is slowly varied to control the
walker population. This evolution is performed in a
basis, {|Di〉}, in which the components of |Ψ(τ)〉 =∑
i Ci(τ)|Di〉 obey
Ci(τ +∆τ) = Ci(τ)−∆τ
∑
j
(Hij − ESδij)Cj(τ). (2)
In FCIQMC, as in other QMC approaches, the wave
function coefficients C are sampled by a collection of
walkers. If we define the number of walkers on |Dj〉 as
Nj ∈ N, then the amplitude of each walker can be defined
as Cj/Nj. A stochastic algorithm to perform the above
evolution can then be realized by the following steps:
1. Spawning: Loop over all occupied determinants, |Dj〉.
For each walker on |Dj〉, choose one connected determi-
nant, |Di〉 (i 6= j and Hij 6= 0), with some probability
Pgen(i ← j). Then create a spawned walker on |Di〉
with amplitude −∆τ × (Hij/Pgen(i← j)) × (Cj/Nj).
2. Death: Loop over all occupied determinants. Each
determinant |Di〉 spawns to itself with amplitude
−∆τ (Hii − ES)Ci.
3. Annihilation: Sum together all current and spawned
walkers on each occupied determinant to get the new
coefficients, Ci.
4. Rounding: For all determinants with an absolute ampli-
tude, |Ci|, less than 1, stochastically round the absolute
amplitude down to 0 (kill the walker) with probability
1− |Ci|, or up to 1 with probability |Ci|.
It can be seen that the death step exactly includes the
diagonal contribution to −∆τ∑j(Hij −ESδij)Cj , while
the spawning step corresponds to stochastically sampling
off-diagonal terms. Rather than looping over all off-
diagonal elements in the above summation, precisely one
element is chosen for each walker, with some probability
Pgen(i ← j). The size of the spawned amplitude must
then be divided by this probability to keep the algorithm
unbiased, so that the average spawned weight is correct.
The shift, ES , is updated slowly to oppose changes in
the walker population. This is done every A iterations by
ES(τ +A∆τ) = ES(τ)− ξ
A∆τ
ln
(
Nw(τ +A∆τ)
Nw(τ)
)
, (3)
where ξ is a damping parameter, and Nw =
∑
i |Ci| is
the total walker population.
Note that the above definition of the FCIQMC algo-
rithm uses non-integer walker amplitudes, Ci, as first
suggested by Umrigar and co-workers26. This differs from
the original FCIQMC presentation15, where integer val-
ues of Ci were enforced. The use of non-integer coeffi-
cients improves the efficiency of the method. In the same
work26, Umrigar and co-workers also introduced a semi-
stochastic adaptation, in which the projection operator
is applied exactly within an important subspace (the de-
terministic or core space) and by the above stochastic
algorithm otherwise, further reducing stochastic noise.
The energy is commonly estimated by
Eref =
〈D0|Hˆ |Ψ〉
〈D0|Ψ〉 , (4)
=
∑
j H0jCj
C0
, (5)
where the subscript ‘0’ refers to the Hartree–Fock de-
terminant or other reference state. A related estima-
tor has been used26 where |D0〉 is replaced by a multi-
determinant trial wave function, which again reduces
stochastic noise in the estimates.
A. The initiator approximation and walker blooms
The above algorithm allows the exact FCI wave func-
tion to be sampled without bias. However, in practice
a population plateau appears in the simulation, below
which the fermion sign problem leads to uncontrollable
noise17. This plateau height therefore sets a minimum
memory requirement on the simulation, which is typi-
cally much smaller than that required to store the FCI
space, but which nonetheless grows exponentially with
the system size. As such, the FCIQMC algorithm as
stated above is still restricted to small systems.
To overcome this, Cleland et al. introduced the
initiator approximation to FCIQMC, known as i-
FCIQMC16,27. In this, all determinants with a weight
greater than na are defined as initiators (with na equal
to 2 or 3, typically). Initiators are allowed to spawn to
any determinant, while non-initiators may only spawn
to already-occupied determinants. Attempted spawn-
ings from non-initiators to unoccupied determinants are
removed from the simulation. An exception occurs if
two non-initiators spawn to the same determinant in the
same iteration, in which case the spawnings are allowed
(the ‘coherent spawning rule’). When the semi-stochastic
adaptation26,28 is used, all determinants within the deter-
ministic space are also made initiators. We note that in
some cases this deterministic space may be large, in which
case the initiator error can change significantly.
This initiator approach significantly reduces the sign
problem in the method, allowing arbitrarily-small walker
populations to be used. In exchange, an approximation
is introduced, as the Hamiltonian is effectively truncated;
the above approximation is equivalent to setting Hamilto-
nian elements between non-initiators and unoccupied de-
terminants to zero. As the walker population is increased,
the number of initiators and occupied determinants both
increase, and i-FCIQMC tends towards the exact solu-
tion. Therefore, i-FCIQMC provides a systematic way to
converge to the FCI limit.
An important concept in i-FCIQMC is that of a
“walker bloom”. A bloom is defined as a spawning event
with weight greater than na, such that the new determi-
nant instantly becomes an initiator. Such events should
be avoided, as they lead to essentially random determi-
nants being made initiators. Furthermore, with enough
bloom events we find that the initiator space grows expo-
nentially in τ , and a sign problem returns. This criterion
is often used to set the time step, ∆τ , which is chosen
so as to prevent bloom events (or to allow only a small
number to occur each iteration).
3III. FCIQMC WITH PRECONDITIONING
A. Algorithm definition
Imaginary-time evolution as described in Section II will
converge to the ground state of Hˆ only if ∆τ is chosen to
obey
∆τ <
2
Emax − E0 , (6)
where Emax and E0 are the highest and lowest energy
eigenvalues of Hˆ , respectively. For large systems and ba-
sis sets, we find that this condition restricts the time step
to be of order ∆τ ∼ 10−3 au, or even smaller. Typically,
FCIQMC may take on the order of ∼ 103−105 iterations
for the initial transient to decay, allowing sampling of the
ground state to begin.
Preconditioning is a commonly-used approach to
speed up the iterative solution of a system of linear
equations29–31. For an eigenvalue problem HC = EC,
an iterative solution may be obtained by
Cn+1 = Cn − γnP−1(HCn − EnCn), (7)
where P (or often P−1) is referred to as the precon-
ditioner, Cn and En are best estimates of C and E
from iteration n, and γn is a step size. Setting P = I
and γn = ∆τ returns imaginary-time propagation as in
FCIQMC. However, for an appropriate choice of P−1,
convergence can be sped up considerably. The most
common choice is the Jacobi preconditioner, defined as
Pij = (Hii−E)δij , which is widely used throughout quan-
tum chemistry, such as in the Davidson method31. It
should also be noted that the update coefficients are es-
sentially equal to those obtained through first-order per-
turbation theory.
We therefore suggest the following update equation for
the FCIQMC:
Ci(τ+∆τ) = Ci(τ)− ∆τ
Hii − E
∑
j
(Hij−Eδij)Cj(τ). (8)
For consistency, we have again used ∆τ to denote the
step size. However, it should be emphasized that taking
the limit ∆τ → 0 does not result in the imaginary-time
Schro¨dinger equation, and equal values of ∆τ do not give
equal rates of convergence with and without precondi-
tioning, so care should be taken in comparisons.
Exactly as has been done for FCIQMC with imaginary-
time propagation, it is simple to write down an FCIQMC
algorithm for the above preconditioned evolution:
1. Spawning: Loop over all occupied determinants,
|Dj〉, and for each walker perform Nspawn spawning
attempts. For each spawning attempt from |Dj〉,
choose one connected determinant, |Di〉 (i 6= j and
Hij 6= 0), with some probability Pgen(i← j). Then
create a spawned walker on |Di〉 with amplitude
−∆τ × (Hij/Pgen(i← j))× (Cj/NspawnNj).
2. Apply the preconditioner to spawnings: Loop over
determinants to which spawnings have occured. For
a spawned walker on |Di〉, multiply its amplitude
by 1/(Hii − E).
3. Death: Loop over all occupied determinants. Mul-
tiply each determinant’s amplitude by 1−∆τ .
4. Annihilation: Sum together all current and
spawned walkers on each occupied determinant to
get the new coefficients, Ci.
5. Rounding: For all determinants with an absolute
amplitude, |Ci|, less than 1, stochastically round
the absolute amplitude down to 0 (kill the walker)
with probability 1−|Ci|, or up to 1 with probability
|Ci|.
Most of the algorithm is the same as for FCIQMC with
imaginary-time evolution, and we will compare the two
algorithms in Section IV. In particular, the annihilation
and rounding steps are identical. The main differences
are that spawned walkers now have the preconditioner
1/(Hii − E) applied, and the death step is also appro-
priately modified (simplified, in fact) to account for this
same factor. We have also chosen to allow each walker to
make Nspawn spawning attempts, so that the amplitude
of each spawned walker must be divided by the same fac-
tor to keep the algorithm unbiased. Here, Nspawn is some
integer equal to 1 or greater. In previous applications of
FCIQMC, this has always been taken as Nspawn = 1.
One may ask precisely when the evolution of Eq. (8)
converges. Fixed points of this evolution are when
HC −EC = 0, as desired. Theoretically, convergence is
guaranteed provided the iteration matrix has a spectral
radius less than 1, which is met for diagonally-dominant
matrices (although this is not necessary). In practice, the
proposed evolution is well established as being extremely
successful. We have tested this for a range of systems,
including both molecular and model systems with both
weak and strong correlation, and have always found con-
vergence to occur for ∆τ = 0.5 au or smaller, and often
with ∆τ = 1.0 au.
The use of much larger time steps has an important
consequence, which must be emphasized: the size of each
spawned walker is proportional to ∆τ , so that larger
spawned walkers will be created with larger time steps.
Having very large spawning events (i.e., larger than 4
or so) can significantly increase the stochastic noise in a
simulation. The use of multiple spawning attempts per
walker (Nspawn > 1) was introduced above as a way to
counter this. The size of each spawned walker will be
proportional to ∆τ/Nspawn, giving a way to reduce the
maximum spawning size by increasing Nspawn. This will
increase the cost per iteration, therefore reducing the sav-
ings of using a large ∆τ , a point which we will return to.
We typically choose to initialize the wave function us-
ing configuration interaction singles and doubles (CISD),
which is always feasible for systems currently amenable
to FCIQMC. However, this is not required in general.
We note that this preconditioned approach is similar to
a previous modification to FCIQMC and coupled cluster
Monte Carlo32,33, changing the step taken by a quasi-
Newton approach34, which though implemented35,36 has
yet to be widely used. An alternative approach within
a deterministic framework was considered by Zhang and
Evangelista37, who considered a Chebyshev expansion of
the exponential propagator.
4B. Population control: intermediate normalization
As described in Section II, with imaginary-time evo-
lution the walker population is typically controlled by a
shift, ES(τ), which is updated by Eq. (3).
With preconditioning, a more natural choice is interme-
diate normalization. Consider the projected energy esti-
mator, Eref, defined in Eq. (5), which is equally valid both
with and without preconditioning. If we set the energy in
the preconditoner to equal this estimate (E = Eref) then
it can be seen that
∑
j(H0j − Eδ0j)Cj = 0. If evolving
with Eq. (8), it is then simple to check that the coeffi-
cient C0 on |D0〉 remains exactly constant throughout.
We note that |D0〉 need not be the Hartree–Fock deter-
minant, and can also be updated during a simulation to
match the most populated determinant. This choice of
population control does not restrict the method to weakly
correlated systems.
For C0 to remain exactly constant, the estimate∑
j H0jCj must be obtained from the spawnings made
to |D0〉 from the latest iteration. It is helpful to use a de-
terministic space containing |D0〉 and its most important
connections, to avoid the situation where no spawnings
are made to |D0〉 in an iteration.
With this choice of population control, the walker pop-
ulation will grow in the early iterations of the simulation,
settling down and fluctuating about a final value once
convergence has been achieved. This makes choosing a
final walker population more difficult than in the original
scheme. However, this can usually be achieved by per-
forming a preliminary test with a small initial population,
and then scaling appropriately.
The above modification has an effect on the projected
energy estimator, defined in Eq. (5), which should be
noted: the population C0 now remains exactly constant,
and so is not a random variable. Typically in FCIQMC,
one would average the numerator and denominator of
Eq. (5) separately, and perform the required division af-
ter this averaging. Now that the denominator is con-
stant, this separate averaging makes no difference. This
deserves consideration, as in the original approach this es-
timator can theoretically be biased if performed as 〈x/y〉
rather than 〈x〉/〈y〉 (although any such bias is essentially
negligible, in our experience). Does this preconditioned
approach remove all such bias? We suspect that the
answer is “no”, and that this theoretical bias is trans-
ferred to the sampling of |Ψ(τ)〉, due to the applications
of 1/(Hii − E) in the propagation (where E is a random
variable), and population control bias38 due to the ag-
gressive updates to E. However, we emphasize that any
such bias seems to be essentially negligible in practice.
We note that this intermediate normalization approach
has recently been used in a related QMC approach to
coupled cluster theory39. A related approach to popula-
tion control has also been used recently by Alavi and co-
workers in FCIQMC with imaginary-time propagation40.
C. The initiator approximation
In preconditioned FCIQMC, the initiator adaptation is
largely unchanged: initiators are defined as determinants
with an absolute amplitude |Ci| greater than na, which
is set to 2 or 3, typically. Attempted spawnings from
initiators are always accepted, but spawnings from non-
initiators are only accepted if made to already-occupied
determinants, else they are removed from the simulation.
We again use the semi-stochastic adaptation, where all
deterministic states are also defined as initiators.
We again emphasize the importance of avoiding bloom
events in the initiator approximation. Given that ∆τ can
be made much larger compared to the original FCIQMC
approach, it is important then to increase Nspawn appro-
priately in order to avoid walker blooms. Avoiding these
large spawning events is important in any QMC approach
to control statistical noise, but is perhaps particularly
important in the initiator adaptation, where such blooms
lead to random determinants being given initiator status.
Lastly, we note that with large Nspawn it is necessary
to remove the ‘coherent spawning’ rule of the i-FCIQMC.
That is, we do not allow simultaneous spawnings to an
unoccupied determinant from two non-initiators to sur-
vive. For large Nspawn, such events become a frequent
occurrence, and we often encounter a sign problem re-
emerging. Removing this rule has only a very small effect
on the accuracy of the initiator approximation.
IV. COMPARISON OF FCIQMC WITH AND WITHOUT
PRECONDITIONING
A. Algorithm
Here we state the differences between the original
and preconditioned FCIQMC approaches. Specifically,
changes relative to the original FCIQMC algorithm are:
1. Once spawned walkers have been generated, the
preconditioner 1/(Hii−E) must be applied to each.
2. In the death step, a factor of 1 − ∆τ is applied
to each walker coefficient, rather than shifting each
coefficient by −∆τ(Hii − ES)Ci
3. The shift ES is replaced by a separate energy esti-
mate, which is obtained from Eq. (5). This energy
is not needed in the death step, but is instead re-
quired in the preconditioner.
4. In order to reduce the size of spawned walkers in the
presence of a very large ∆τ , we allow each walker
to make Nspawn spawning attempts. In the origi-
nal approach, each walker only makes 1 spawning
attempt (i.e., Nspawn = 1).
B. Implementation
The use of preconditioning does not significantly
change the implementation of FCIQMC, and only a few
changes may be required to implement preconditioning in
an existing FCIQMC code. In particular, all communica-
tion of spawned walkers is performed in the same manner.
In both approaches, spawned walkers are held in a sepa-
rate array to the current walkers. These spawned walkers
are communicated to their parent process and annihilated
to give a final merged spawning array, which we denote
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FIG. 1. An example comparison of convergence between the traditional and preconditioned FCIQMC approaches. The system
is C2 in a cc-pVQZ basis set, at equilibrium geometry. Without preconditioning, Nspawn = 1 and ∆τ = 8 × 10
−4 au. With
preconditioning, Nspawn = 200 and ∆τ = 0.4 au. It must be emphasized that each iteration in the preconditioned approach is
∼ 200 times more expensive than in the traditional method, because of the difference in Nspawn.
S. This spawning array may then be annihilated with the
main walker list, C, to give the new walker coefficients.
One can write down an expression for the expectation
value of the spawning array S,
Si = −∆τ〈Di|Hˆoff|Ψ〉 (9)
Si = −∆τ
∑
j 6=i
HijCj , (10)
where Hˆoff contains only off-diagonal elements in the ba-
sis set used. Importantly, S only contains off-diagonal
elements of Hˆ because diagonal elements are accounted
for separately by the death step. Note also that we have
dropped the τ dependence in S(τ) and |Ψ(τ)〉 for nota-
tional clarity later. This identification of the spawning
array will be crucial in Section V for constructing more
efficient energy estimators in FCIQMC.
In the preconditioned case, the factors of 1/(Hii − E)
are then applied directly to the spawning array S after
it has been communicated and merged across processors,
but before it is merged with the previous walker, list C.
The diagonal Hamiltonian element Hii can be calcu-
lated for the new determinant |Di〉 in O(N) time from
the value Hjj of the parent walker on |Dj〉, which is al-
ways stored. Therefore, it is not required to perform a
full O(N2) construction of Hii for each spawned walker,
which would be expensive.
C. An example: C2 cc-pVQZ
As a simple demonstration, in Fig. (1) we compare
the convergence of C2 at equilibrium bond length, in a
cc-pVQZ basis and with a frozen core, both with and
without preconditioning. In both cases the simulation is
initialized from the CISD wave function. For FCIQMC
without preconditioning, we choose Nspawn = 1, and
set the time step so as to prevent bloom events (giving
∆τ = 8 × 10−4 au), which is the standard protocol in
most current FCIQMC calculations. For FCIQMC with
preconditioning, we first choose a time step of ∆τ = 0.4
au and then choose Nspawn = 200 so as to prevent bloom
events. Note that the energy estimator used here is the
projected energy estimator, Eref, defined in Eq. (5).
It can be seen that, while FCIQMC without precon-
ditioning requires ∼ 3 × 104 iterations to fully converge,
convergence with preconditioning is achieved within 30
iterations. It is very important to emphasize, however,
that the iteration time is roughly proportional to Nspawn.
Therefore, each iteration with Nspawn = 200 is roughly
200 times more expensive than without. Even with this
taken into account, convergence is quicker with precondi-
tioning than without, at least in this case. More careful
comparison and discussion is given in Section VID.
V. IMPROVED ESTIMATORS IN FCIQMC
Separately from the above discussion of precondition-
ing in FCIQMC, we now discuss the calculation of im-
proved energy estimators in FCIQMC, including pertur-
bative corrections to initiator error. We emphasize that
all of the following estimators can be calculated identi-
cally in both the original and preconditioned FCIQMC
approaches. Although the following section is separate
from the previous section on preconditioning in FCIQMC,
we will show in Section VIB that the preconditioned ap-
proach greatly benefits the calculation of PT2-based es-
timators in FCIQMC, and so we will ultimately be inter-
ested in their application together.
A. Sampling variational energies without reduced density
matrices
In addition to the projected energy estimators (com-
prising both projections onto single determinants and
multi-determinant trial solutions), variational energy es-
timators have also been used in FCIQMC41,42:
Evar =
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 . (11)
6Consider the numerator. Because |Ψ〉 is a stochas-
tic estimate, the replica trick must be used to ensure
that this estimator is unbiased, as has been described
elsewhere41,43–45. In this, two independent FCIQMC sim-
ulations are performed, which we label |Ψ1〉 =∑iC1i |Di〉
and |Ψ2〉 = ∑iC2i |Di〉. Then the variational estimate
can be obtained as
Evar =
〈 ∑
ij C
1
i HijC
2
j
〉
〈 ∑
i C
1
i C
2
i
〉 , (12)
where
〈
. . .
〉
denotes an average over the simulation after
convergence, and we assume real coefficients throughout.
We drop this averaging notation for clarity, but it should
be understood that the numerator and denominator of
each estimator is averaged (separately) over the simula-
tion from convergence onwards.
In previous FCIQMC studies, Eq. (12) has been cal-
culated as Tr(ΓˆHˆ), where Γˆ is the two-particle density
matrix (2-RDM), whose calculation in FCIQMC was de-
scribed in Refs. (41) and (42). The efficient implementa-
tion of 2-RDMs in FCIQMC is involved, and their accu-
mulation can slow the simulation down by a significant
factor. In this study we therefore calculate Evar and re-
lated quantities directly.
The two main large arrays in an FCIQMC implemen-
tation are C (with components Cri = 〈Di|Ψr〉) and S
(with components Sri = −∆τ
∑
j 6=i HijC
r
j ) as defined al-
ready. S is distributed across processes with the same
mapping as C, such that it is easy to take a dot product
between C and S. In the following, we therefore write all
estimators in terms of C and S, showing how they are ef-
ficiently calculated in practice. Again we emphasize that
these arrays are constructed in the same manner for both
original and preconditioned algorithms, so that all of the
following applies for both approaches. In the precondi-
tioned case, the preconditioner is applied to S only after
the following estimators are constructed.
Evar may be calculated as
Evar =
∑
iC
1
i [
∑
j 6=iHijC
2
j +HiiC
2
i ]∑
i C
1
i C
2
i
, (13)
=
∑
iC
1
i [−S2i /∆τ +HiiC2i ]∑
iC
1
i C
2
i
, (14)
and statistical errors can be reduced by making use of
spawnings from both replicas:
Evar =
∑
iC
1
i HiiC
2
i∑
iC
1
i C
2
i
− 1
2∆τ
∑
i[C
1
i S
2
i + S
1
i C
2
i ]∑
iC
1
i C
2
i
. (15)
Note that only the expectation value of this estimator is
variational. Instantaneous estimates are not.
B. Perturbative corrections to initiator error
Given that the variational energy estimator Evar is
based on an inexact wave function subject to the initiator
approximation, we recently suggested25 a second-order
perturbative correction to this estimator
∆E2 =
1
(∆τ)2
∑
a
S1aS
2
a
E −Haa , (16)
where the summation is performed over all spawnings
which are cancelled due to the initiator criterion, and
there is a normalization factor of 〈Ψ1|Ψ2〉. From this, a
total energy estimate can be defined as
Evar+PT2 = Evar +∆E2. (17)
The above formula for ∆E2 was constructed by analogy
with SCI+PT2, where configuration interaction is per-
formed within a truncated space, beyond which a second-
order Epstein-Nesbet perturbative correction can be con-
structed. Initiator FCIQMC can also be loosely seen as a
truncated method, which allows the above estimator to be
written down by analogy, making use of spawned walkers
which are otherwise thrown away without use. However,
a truncated space for i-FCIQMC is somewhat poorly de-
fined, first because the space of occupied and initiator
determinants is non-constant, and second because some
unoccupied determinants are connected to both initia-
tors and non-initiators (as such, the truncation is more
precisely on the Hamiltonian, not the space).
To make this perturbative correction more rigorous,
we consider a slightly different estimator, which we call
Enewvar+PT2, which can then be compared to Evar+PT2 for
any deviations. Given the wave function within the ini-
tiator approximation, |Ψ〉, it is possible to write down
a more accurate wave function which we denote |Φ〉 =∑
iΦi|Di〉,
|Φ〉 = [E − Hˆd]−1Hˆoff|Ψ〉, (18)
Φi =
1
E −Hii
∑
j 6=i
HijCj , (19)
where Hˆd =
∑
iHii|Di〉〈Di|. An energy estimator based
upon this improved wave function can then be written
down as
Enewvar+PT2 =
〈Φ|Hˆ |Ψ〉
〈Φ|Ψ〉 , (20)
=
〈Ψ|Hˆoff [E − Hˆd]−1Hˆ |Ψ〉
〈Ψ|Hˆoff [E − Hˆd]−1|Ψ〉
. (21)
This expression can be expanded in terms of C and S
components to give an estimator for use in FCIQMC.
First the numerator,
〈Φ1|Hˆ |Ψ2〉 =
∑
i
1
E −Hii
∑
k 6=i
C1kHki
∑
j
HijC
2
j , (22)
=
∑
i
[−S1i /∆τ ][−S2i /∆τ +HiiC2i ]
E −Hii , (23)
=
1
(∆τ)2
∑
i
S1i S
2
i
E −Hii −
1
∆τ
∑
i
S1iHiiC
2
i
E −Hii ,
(24)
and similarly the denominator by
〈Φ1|Ψ2〉 =
∑
i
∑
j 6=i C
1
jHjiC
2
i
E −Hii , (25)
=
−1
∆τ
∑
i
S1i C
2
i
E −Hii . (26)
7As for Evar, the cross terms including Ci and Si can be
averaged with both combinations of replicas 1 and 2, both
in the numerator and denominator.
It can be seen that all of the terms in Evar+PT2 are also
included in Enewvar+PT2. The connection of E
new
var+PT2 with
perturbation theory is made precise in Appendix (A).
However, a simple way to see this connection is to note
that |Φ〉 can be expressed as |Ψ0〉 + |Ψ1〉, where |Ψ1〉 is
the first-order Epstein-Nesbet correction to an appropri-
ate zeroth-order wave function, |Ψ0〉. It is then simple to
show that Enewvar+PT2 includes a second-order perturbative
correction.
The estimator Enewvar+PT2 has the advantage that is re-
quires no partitioning between a variational and non-
variational space. Furthermore, Enewvar+PT2 takes the form
〈Φ|Hˆ |Ψ〉/〈Φ|Ψ〉, where |Ψ〉 and |Φ〉 are both wave func-
tions accessible from FCIQMC. This is the form of a tra-
ditional estimator in a QMC method, and avoids explic-
itly adding a perturbative correction. On the other hand
Evar+PT2 usually has smaller statistical noise, and so is
often more useful in practice.
Note that in Eq. (16), (24) and (26), we calculate E
using the projected energy estimator, Eref. We could
also use Evar, but find that this makes little difference in
practice [as E is well separated from anyHii, particularly
for Eq. (16)].
C. Sampling the variance of the energy
Finally, we point out that it is simple to write the en-
ergy variance, σ2, as efficient operations involving C and
S, and therefore to sample in FCIQMC. Ignoring nor-
malization,
σ2 = 〈Ψ|Hˆ2|Ψ〉 − 〈Ψ|Hˆ |Ψ〉2. (27)
We emphasize that this is the standard energy variance,
and not some measure of statistical error. The calculation
of 〈Ψ|Hˆ |Ψ〉 has been discussed already. The calculation
of 〈Ψ|Hˆ2|Ψ〉 is performed (using replica sampling) as:
〈Ψ1|Hˆ2|Ψ2〉 =
∑
ijk
C1i HijHjkC
2
k , (28)
=
∑
j
∑
i
C1i Hij
∑
k
HjkC
2
k , (29)
=
∑
j
(
[C1jHjj +
∑
i6=j
C1i Hij ]
× [HjjC2j +
∑
k 6=j
HjkC
2
k ]
)
, (30)
=
∑
j
C1jH
2
jjC
2
j
− 1
∆τ
∑
j
[C1jHjjS
2
j + S
1
jHjjC
2
j ]
+
1
∆τ2
∑
j
S1jS
2
j . (31)
Note that the expression for σ2 involves squaring the es-
timate of 〈Ψ|Hˆ |Ψ〉. However, this operation can be per-
formed after averaging over the simulation, such that bias
is not a concern here.
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FIG. 2. The variance of the energy (σ2) from FCIQMC for the
Hubbard model with U/t = 4, for a periodic, two-dimensional
18-site lattice at half-filling. Initiator error is converged by
increasing Nw. Preconditioning was used with a time step
of ∆τ = 1.0 au. The stated populations (Nw) are the final
average values per replica. As expected, σ2 tends to 0 as
initiator error is removed.
The energy variance could be useful as a measure of
initiator error in i-FCIQMC. It could also be used to
calculate improved excitation energies in i-FCIQMC by
variance matching46. In previous applications of excited-
state FCIQMC24, the same walker population was used
for ground and excited states. Since excited states re-
quire larger walker populations for similar accuracy, this
leads to an imbalance in accuracy between the two states.
We expect that variance matching could improve this
situation, and could perhaps also benefit model space
QMC47,48 in the same way.
Figure (2) shows convergence of σ2 with iteration num-
ber (with preconditioning and ∆τ = 1.0 au) and walker
population per replica (Nw) for the Hubbard model at
U/t = 4, on a periodic two-dimensional 18-site lattice
at half-filling. The lattice is the same as that presented
in Supplemental Material of Ref. (45). As expected, σ2
tends to 0 as the walker population is increased and ini-
tiator error removed.
VI. RESULTS
The results are structured as follows. Example results
for the perturbatively-corrected estimators are presented
in Section VIA. In Section VIB it is shown that the ef-
ficiency of such estimators is greatly increased by per-
forming multiple spawning attempts per walker (large
Nspawn). The effect of correlation of QMC data on per-
turbative corrections is discussed in Section VIC, and
the convergence time of FCIQMC with preconditioning
is considered in Section VID. Finally, we show applica-
tion to a larger example, benzene.
All molecular geometries are presented in supporting
information. The geometry of formamide and benzene
were taken from Ref. (52). The geometry for butadiene
was taken from Ref. (49).
The initiator threshold na was set to 3.0 for all systems
except for C2, where it was set to 2.0 (for consistency with
results in Ref. [24]).
The preconditioned approach was implemented in
8Evar Evar+PT2 E
new
var+PT2
System Nw Error/mEh Error/mEh % corrected Error/mEh % corrected
C2 (equilibrium, cc-pVQZ) 1.75× 105 2.20(5) 0.10(5) 95(4) 0.05(5) 97(4)
C2 (stretched, cc-pVQZ) 1.23× 105 3.0(1) 0.3(1) 89(6) 0.5(1) 82(5)
Formaldehyde (aug-cc-pVDZ) 3.0× 105 4.0(1) 0.3(1) 93(4) 0.02(22) 100(6)
Formamide (cc-pVDZ) 4.8× 106 7.2(3) 0.8(3) 112(8) 0.6(4) 108(8)
Butadiene (22e, 82o)a 8.8× 107 12.9(4) 0.4(7) 97(6) 1.0(10) 92(8)
Hubbard model (U/t = 2) 1.1× 104 4.6(1) 0.6(1) 87(4) 0.51(5) 89(3)
Hubbard model (U/t = 4) 2.5× 105 66.49(9) 23.73(9) 64.3(2) 23.7(1) 64.3(2)
TABLE I. Example improvements of Evar+PT2 and E
new
var+PT2 relative to Evar, for a variety of systems. The frozen-core approx-
imation and Hartree–Fock orbitals are used for molecular systems. The walker population is chosen deliberately small so that
there is substantial initiator error in Evar. Evar+PT2 and E
new
var+PT2 have almost identical accuracy, but Evar+PT2 typically has
smaller noise. Hubbard model calculations are performed at half filling on an 18-site lattice, and errors here are calculated
relative to FCI values. Errors for other systems are calculated relative to very accurate extrapolated benchmarks (see the main
text for details). Equilibrium and stretched nuclear distances for C2 are R = 1.24253 A˚and R = 2.0 A˚, respectively.
aThe basis
set for butadiene is ANO-L-VDZP[3s2p1d]/[2s1p], as used previously8,49–51.
NECI53, which was used for all FCIQMC results. Inte-
gral files were generated with PySCF54. CC benchmarks
were obtained with MRCC55–57. SCI+PT2 benchmarks
were obtained using the SHCI approach12,58 with Dice59.
A. Results for perturbative corrections to initiator error
Table I shows examples of the correction made by
Evar+PT2 and E
new
var+PT2 relative to Evar, for a variety
of systems. Walker populations are chosen so that sub-
stantial initiator error exists in Evar. Hubbard model
calculations are performed at half-filling on the same lat-
tice as used in Fig. (2). Hartree–Fock orbitals were used
for molecular systems. Each error is calculated relative
to either the exact FCI energy (for Hubbard model ex-
amples) or a very accurate extrapolated estimate (for
molecular examples). Benchmarks for C2 are extrapo-
lated SCI+PT2 values from Ref. (60). We also obtained
benchmarks for formaldehyde and formamide using ex-
trapolated SCI+PT2 (for formamide, these SCI+PT2
calculations used orbitals optimized by performing active-
active rotations in an SHCI calculation with a threshold
of ǫ = 2×10−4, as described in Ref. [22]). The benchmark
for butadiene is an extrapolated DMRG+PT2 result of
−155.557567 Eh from Ref. (51).
The molecular systems considered are weakly corre-
lated and so the PT2 correction is expected to be ef-
fective, which is found to be the case. The correction
here is typically > 85%, as was found in Ref. (25). The
correction is less effective for the Hubbard model as the
coupling strength is increased.
Results for Evar+PT2 and E
new
var+PT2 are seen to be es-
sentially identical within error bars. This is expected for
the reasons discussed in Section VB. However, the sta-
tistical error on Evar+PT2 is usually smaller than that
on Enewvar+PT2, so that Evar+PT2 is generally preferable
(although some exceptions occur, particularly for model
systems, as seen for the Hubbard model at U/t = 2 in
Table I). Evar+PT2 has the disadvantage that its deriva-
tion involves a somewhat poorly-defined definition of a
zeroth-order space within the initiator approximation. In
practice, however, it gives essentially identical results to
Enewvar+PT2 with a smaller noise.
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FIG. 3. Convergence of FCIQMC for formamide, in a cc-
pVDZ basis with a frozen core (18e, 54o). The FCIQMC wave
function is initialized from the CISD wave function, and pa-
rameters of ∆τ = 0.03 au and 60 spawns per walker were
used. The dashed line is an extrapolated SCI benchmark (ob-
tained using optimized orbitals22), which is essentially exact.
Eref, Evar and Evar+PT2 all begin from the CISD energy, while
Enewvar+PT2 is substantially more accurate before any further
convergence. Eref, as usually used in FCIQMC, converges
slower than other estimators. Evar+PT2 and E
new
var+PT2 con-
verge to the same value, although Enewvar+PT2 has larger noise.
These trends are seen across all systems.
It is also interesting to consider the convergence of
each estimator in a simulation. An example is shown
in Fig. (3) for formamide in a cc-pVDZ basis and with
a frozen core (18e, 54o). Preconditioning was used with
parameters ∆τ = 0.03 au and Nspawn = 60. The walker
population was initialized from 106 and grew to a final
value of 6.3 × 107. It is found that Eref converges more
slowly than Evar. Note also that Evar+PT2 is equal to
Evar at initialization. This is because this definition of
the PT2 correction only has contributions from spawn-
ings cancelled due to the initiator criterion. All walkers
are initialized within the deterministic space and there-
fore are initiators, and so the PT2 correction as defined
in Eq. (16) is initially 0. Meanwhile Enewvar+PT2 initial-
izes from a much lower energy since it takes the form
〈Φ|Hˆ |Ψ〉/〈Φ|Ψ〉, where |Φ〉 is immediately a much bet-
ter estimate than |Ψ〉. However, both Enewvar+PT2 and
9Evar+PT2 converge to the same value once the simulation
has equilibrated.
B. Statistical error on perturbative corrections
Although Evar+PT2 and E
new
var+PT2 typically have a
much smaller systematic (initiator) error than Eref and
Evar, they tend to have a much larger statistical error
(noise). This is sometimes manageable, but becomes se-
vere for large systems and small walker populations. To
see why, consider the PT2 correction as it appears in
Evar+PT2:
∆E2 =
1
(∆τ)2
∑
a
S1aS
2
a
E −Haa . (32)
The summation is over all spawnings cancelled due to
the initiator criteria. A similar term appears in estima-
tors Enewvar+PT2 and σ
2 (where the summation is performed
over all spawnings, which does not affect the following ar-
gument).
The space sampled by the spawnings S1a and S
2
a con-
tains up to double excitations from the occupied space,
which is very large in general. Because replica sampling
is required, a contribution to ∆E2 can only be made if
spawnings from both replicas occur to the same deter-
minant in the same iteration. As the space sampled be-
comes larger, or the number of spawned walkers becomes
smaller, this becomes increasingly rare.
The preconditioned approach here allows one to per-
form fewer iterations (Niterations) with a larger number of
spawning attempts per walker (Nspawn). It can be shown
that this approach leads to smaller noise on Evar+PT2,
Enewvar+PT2 and σ
2, and improved efficiency overall. This
can be seen by the following argument. Roughly, we ex-
pect the statistical error on an estimator such as ∆E2 to
obey
σ∆E2 ∝∼
1√
Ncontribs
, (33)
where Ncontribs is the number of contributions to an es-
timate. Since a contribution is made only if two spawn-
ings occur to the same determinant from two independent
replicas, the number of contributions is roughly propor-
tional to the density of spawnings,
Ncontribs ∝∼ (Nspawn)2. (34)
This is an upper limit which will become less accurate as
the space spawned to becomes saturated, i.e. for large
Nspawn or a small number of orbitals. Assuming this
holds, then
σ∆E2 ∝∼
1
Nspawn
. (35)
However, for a total real simulation time T the number
of iterations performed scales as Niterations ∝∼ T/Nspawn.
Since ∆E2 is averaged over all iterations, we also have
σ∆E2 ∝ 1/
√
Niterations. So for a constant simulation time
T , as Nspawn is increased,
σ∆E2 ∝∼
1√
Nspawn
(36)
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FIG. 4. Scaling of the statistical error estimate on Enewvar+PT2
as Nspawn is increased, while keeping Nspawn×Niterations fixed.
(a) C2 in a cc-pVQZ basis set at equilibrium bond length. (b)
Water in a cc-pVQZ basis set. (c) Ne in a cc-pV5Z basis set.
The frozen core approximation is used in each case. Ideal fits
use the scaling motivated in the main text, relative to the
value at Nspawn = 1.
and the efficiency (with respect to estimation of ∆E2)
follows
ǫ∆E2 =
1
σ2 × T
∝∼ Nspawn. (37)
Therefore, performing multiple spawning attempts per
walker provides one way to greatly reduce the error on
Evar+PT2, E
new
var+PT2 and σ
2. It should be emphasized
that the following argument holds in FCIQMC both with
and without preconditioning. However, preconditioning
allows ∆τ to be increased such that using a large value
of Nspawn will not lead to slow convergence or a long
autocorrelation time, which is critical. Therefore, pre-
conditioning with large values of Nspawn and ∆τ leads to
a far more efficient algorithm overall.
Fig. (4) demonstrates the scaling of the statistical er-
ror estimate on Enewvar+PT2 for three systems: C2, cc-pVQZ
at equilibrium bond length; Water, cc-pVQZ at equilib-
rium geometry; Ne, cc-pV5Z. Core electrons are frozen
for each system. In each case Nspawn is increased while
holding Nspawn × Niterations constant and also holding
∆τ × Niterations constant (so that the final value of τ
is fixed, and the total simulation time is approximately
fixed). The reference population is held fixed as Nspawn
is increased, leading to final walker populations that are
very similar. It is seen that increasing Nspawn does in-
deed reduce the noise on Enewvar+PT2. For example, with
Nspawn = 1 the error estimate for C2 is almost 5 mEh,
which is reduced to 0.6 mEh with Nspawn = 100, and the
scaling of Eq. (36) is approximately followed. This scal-
ing is less accurate for Ne, where the number of orbitals
is smaller (and so the space spawned to is smaller) and
becomes saturated with spawned walkers more quickly.
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FIG. 5. Scaling of the statistical error estimate on the projected energy (Eref), variational energy (Evar), perturbatively corrected
energy (Evar+PT2), and preconditioned energy (E
new
var+PT2) estimators. Errors are estimated by a blocking procedure (see the
main text). For Eref, the error is significantly underestimated with an uncorrelated analysis (a block length of 1). For Evar
this effect is lessened, but the error is nonetheless underestimated by a factor of ∼ 2. In contrast, an accurate error estimate
for perturbative quantities is obtained even with a block length of 1 iteration. (a) C2 at equilibrium bond length in a cc-pVQZ
basis set. (b) Water in a cc-pVQZ basis set. The frozen core approximation is used for both systems.
C. Autocorrelation length on estimators
Although Evar+PT2 and E
new
var+PT2 have larger noise
than Eref and Evar, they have a significant advantage
regarding the correlation of QMC data. This is demon-
strated in Fig. (5) where the two systems studied are C2
and water, as defined in Section VI B. To investigate the
correlation of each estimator, we average each simulation
into blocks of increasing length, and perform an uncor-
related error analysis using these blocks. This is simply
the reblocking procedure, as described by Flyvbjerg and
Petersen61. Note that for the simulations of C2 and wa-
ter, we took a total of 218 and 219 iterations to average
over, respectively. Therefore even with a block length
of 214, we used 24 or 25 data points to construct error
estimates, to ensure that these estimates are reliable.
If the data is correlated then the error estimate grows
with increasing block length, eventually plateauing when
subsequent blocks become approximately uncorrelated.
This effect is seen to be most significant for Eref, where
for water performing an uncorrelated analysis gives an
error estimate of 2.1×10−6 Eh, compared to a more real-
istic estimate of 1.2× 10−4 Eh. An uncorrelated analysis
of Evar gives an error estimate of 1.1×10−4 Eh compared
to an accurate estimate of 2.0× 10−4 Eh, a much smaller
but still non-negligible difference. We observe similar be-
havior across all systems investigated: an uncorrelated
analysis typically underestimates the statistical error on
Evar by a factor of ∼ 2, while for Eref this factor is typi-
cally much larger.
For Evar+PT2 and E
new
var+PT2, the error estimate remains
roughly constant as the block length is increased, indicat-
ing that data is approximately uncorrelated. We observe
this across all systems studied. This is helpful, as a re-
liable error estimate on Evar+PT2 and E
new
var+PT2 may be
obtained after a relatively small number of converged iter-
ations. We suspect the reason for this is that the error on
Evar+PT2 and E
new
var+PT2 is dominated by the term such as
that in Eq. (16), involving a weighted dot product across
the two spawning arrays. Although the FCIQMC wave
function is heavily correlated from iteration to iteration,
spawned walkers are essentially uncorrelated from each
other. They are only correlated through their underly-
ing dependence on the FCIQMC wave function, which
should approximately cancel out in the denominator of
the estimator. This seems to be very accurate based on
our observations across many systems, although we would
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expect this observation to be only approximate theoreti-
cally. For example, Evar+PT2 is formed as the sum of Evar
and the PT2 correction; clearly an uncorrelated analysis
is not exact for the former estimate (though Evar typically
has a much smaller error than the PT2 term, perhaps ex-
plaining why this is not noticeable). We would therefore
still recommend a protocol of performing many FCIQMC
iterations when possible, but the situation is dramatically
improved compared to that for Eref.
Note that the above arguments do not depend using a
large time step or preconditioning. A time step of ∆τ =
10−3 au was used for both examples in Fig. (5). This
small autocorrelation length on Evar+PT2 and E
new
var+PT2
is a property of the estimators themselves, and not the
use of preconditioning.
D. Convergence time in the preconditioned approach
As demonstrated in Figs. (1) and (2), the use of precon-
ditioning allows a large time step to be used in FCIQMC.
Typically one can set ∆τ = 0.5 au and achieve conver-
gence without issue, which usually allows convergence
within 20 - 30 iterations in our experience. Meanwhile,
the original algorithm usually requires at least several
thousand iterations to converge, and sometimes many
more.
However, as discussed in Section III C, setting a large
time step also requires setting Nspawn to be very large.
The simulation time in FCIQMC is dominated by the
generation and processing of spawned walkers, such that
iteration time is roughly proportional to Nspawn. So for
a fair comparison, we should instead look at convergence
speed as a function of Niterations × Nspawn, rather than
Niterations.
Another requirement for a fair comparison is that the
time step should be chosen in a consistent manner. For
this, we use the automatic system for choosing ∆τ , im-
plemented in NECI. As discussed already, it is impor-
tant that there are few bloom events, defined as an event
where a spawned walker is created with weight greater
than the initiator threshold (na). Allowing a large num-
ber of bloom events can greatly increase statistical noise
and lower the efficiency of the algorithm. The automatic
system in NECI looks for the largest bloom event from
the previous iteration (if any), and reduces ∆τ so that
this spawning will have weight less than na in future oc-
currences. The time step reaches a final value during
convergence.
In Fig. (6), convergence is considered for the same sys-
tem as in Fig. (1) (C2, cc-pVQZ, equilibrium geometry),
but plotted against Niterations × Nspawn. With precon-
ditioning we take parameters Nspawn = 200 and an ini-
tial time step of ∆τ = 0.5 au. For the original algo-
rithm, we take Nspawn = 1 and an initial time step of
∆τ = 0.0025 au (so that the initial value of ∆τ/Nspawn
is consistent). It can be seen that the benefit of precon-
ditioning is now rather limited. In this case, the use of
preconditioning speeds up convergence by only a small
factor. We have tested this across a range of systems (in-
cluding various basis set sizes, and both equilibrium and
stretched regimes), and find that convergence is typically
very similar between the two algorithms, by this metric.
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FIG. 6. An example comparison of convergence with and
without preconditioning in FCIQMC, for C2 in a cc-pVQZ
basis, with a frozen core and at equilibrium bond length. Be-
cause the cost of each iteration is roughly proportional to the
number of spawning attempts per walker (Nspawn), conver-
gence is plotted against the iteration number multiplied by
Nspawn. Nspawn = 200 with preconditioning, and Nspawn = 1
without. The time step is set and updated to avoid bloom
events, as implemented in NECI; the final values of ∆τ with
and without preconditioning are 0.34 and 6.4 × 10−4 au, re-
spectively.
It is important to understand why this is. Clearly,
preconditioning is well established as improving the con-
vergence rate considerably. As a function of number of
iterations, convergence is greatly sped up in FCIQMC.
However in this stochastic setting the cost of each it-
eration scales strongly with the step size. This is dic-
tated by the need to avoid large bloom events, to pre-
vent large noise. Therefore, it is important to investi-
gate bloom events more carefully. The unsigned weight
of a spawned walker in the original algorithm is propor-
tional to 1
Pgen(j←i)
|Hji|, where Pgen(j ← i) is the proba-
bility of choosing determinant |Dj〉, given spawning from
|Di〉. With preconditioning this becomes proportional to
1
Pgen(j←i)
| Hji
E−Hjj
|. Therefore the choice of Pgen(j ← i) is
critical in determining the number of bloom events. In
the original algorithm, the best choice of Pgen(j ← i) (al-
lowing the maximum ∆τ without bloom events) is given
by
Pgen(j ← i) = |Hji|∑
k |Hki|
. (38)
It is far too expensive to achieve this distribution exactly,
but several schemes have been proposed to achieve this
approximately. These include the heat bath approach of
Holmes et al.62, and approaches based on the Cauchy-
Schwarz inequality (suggested by Alavi and co-workers63
and investigated recently by Neufeld and Thom64). For
preconditioned FCIQMC, the optimal choice of Pgen(j ←
i) will be
Pgen(j ← i) =
| Hji
E−Hjj
|∑
k | HkiE−Hkk |
. (39)
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Therefore, optimal preconditioning requires a very dif-
ferent excitation generator to the original approach. In
this study we have used Cauchy-Schwarz-based excitation
generators implemented in NECI, designed to approxi-
mately achieve Eq. (38), and so the above comparison
gives a significant advantage to the original scheme. To
see the problem, consider the simple example of water
in a cc-pVDZ basis set with a frozen core. In this case,
the correlation energy is −0.215 Eh, and so any walker
spawned to the HF determinant is amplified by a factor of
∼ 5 by the preconditioner. Meanwhile, the largest value
of |E −Hjj | from a test simulation was ∼ 23. Therefore
the ratio of largest to smallest value of |E−Hjj | is ∼ 100 ,
and ideally we would like to make spawning to low-energy
determinants ∼ 10 times more likely, and spawning to
high-energy determinants ∼ 10 times less likely, relative
to the current scheme. Doing so would allow the time
step to be larger, and therefore convergence and auto-
correlation times shorter, by this same factor (which will
be system dependent). Alternatively, one could keep the
time step fixed and reduce Nspawn by this factor, which
would be particularly useful when the correlation length
is short, or ∆τ close to 1 already.
Therefore, there is substantial potential to speed up the
FCIQMC algorithm by modifying excitation generators
for the preconditioned case. The design and optimization
of excitation generators is an extensive task, which we do
not consider here. Nonetheless, there is clearly a benefit
to be gained in future work through this approach.
Lastly, in the above analysis we assumed that the it-
eration time scaled proportionally to Nspawn. Actually, a
large value of Nspawn is often more efficient than this.
This is because some parts of the algorithm (such as
the death step and deterministic projection) are inde-
pendent of Nspawn. For example, for benzene as stud-
ied in Section VI E, the average iteration time divided
by Nspawn is equal to 0.56 seconds without precondi-
tioning and Nspawn = 1, while with preconditioning and
Nspawn = 150 this value is equal to 0.41 seconds (with
Nw = 1.28 × 107 in both cases). There are further ways
in which large-Nspawn FCIQMC can be made more effi-
cient, as discussed in the conclusion.
E. Benzene
As an application of this approach to a larger system,
we consider benzene in a cc-pVDZ basis set with a frozen
core (30e, 108o), using the geometry of Ref. (52). This
is an example that would have been too challenging to
study accurately with FCIQMC previously, even with sig-
nificant computational resources, and so provides a good
test.
Without preconditioning, parameters ∆τ = 1.9× 10−4
au and Nspawn = 1 are chosen. With preconditioning,
we take ∆τ = 0.1 au and Nspawn = 150. Both sim-
ulations used 1.28 × 107 walkers and were run for 11
hours on 10 32-core nodes, with 384GB of RAM per
node. These resources are modest compared to large-
scale FCIQMC, which can be scaled up to more than
109 walkers and ∼ 104 CPU cores with appropriate load
balancing36. Fig. (7) presents the convergence of Eref,
Evar and Evar+PT2 in both approaches. Table II presents
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FIG. 7. Results for benzene in a cc-pVDZ basis with a frozen
core (30e, 108o). Top: FCIQMC without preconditioning,
with a time step of 1.9× 10−4 au and performing 1 spawning
attempt per walker. The inset shows the projected energy
(Eref) alone, with the dashed line showing the CCSDT(Q) re-
sult. Bottom: FCIQMC with preconditioning, with a time
step of 0.1 au and performing 150 spawning attempts per
walker. The walker population was Nw = 1.28 × 10
7 in both
cases.
Method Estimator Energy / Eh
CCSD(T) -0.5813
CCSDT -0.5817
CCSDT[Q] -0.5826
CCSDT(Q) -0.5845
FCIQMC Eref -0.5609(3)
(Nspawn = 1) Evar -0.5420(5)
Evar+PT2 -0.597(14)
FCIQMC Eref -0.5612(3)
(preconditioned, Evar -0.5435(5)
Nspawn = 150) Evar+PT2 -0.5833(10)
TABLE II. Energies (shifted by +231 Eh) for benzene in a cc-
pVDZ basis set with a frozen core (30e, 108o). FCIQMC was
performed without preconditioning (Nspawn = 1, ∆τ = 1.9 ×
10−4 au), and with preconditioning (Nspawn = 150, ∆τ = 0.1
au). The FCIQMC simulations are those plotted in Fig. (7).
Relative to CCSDT(Q), Eref is too high by ∼ 23 mEh and
Evar by ∼ 41 mEh. For Evar+PT2, the noise with Nspawn = 1
is too large for the estimate to be useful. With Nspawn = 150,
a result similar to those from CCSDT[Q] and CCSDT(Q) is
obtained. Note that initiator error in Evar+PT2 is not fully
removed here.
final estimates, averaged from convergence onwards, and
compared to high-order coupled cluster.
Initiator error (relative to CCSDT(Q)) on Eref and
Evar is roughly unchanged by the use of precondition-
ing. The estimate from Eref is too high by ∼ 23 mEh,
while the estimate from Evar is too high by ∼ 41 mEh.
With Nspawn = 1, the noise on Evar+PT2 is too large to
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be useful. This is clear from Fig. (7), where fluctuations
from iteration to iteration are of size ∼ 20Eh. The fi-
nal averaged value in Table II has a stochastic error of
14 mEh, and no reliable conclusion can be made. Using
Nspawn = 150, the noise is reduced substantially. Sensible
convergence is seen, and the final estimate from Evar+PT2
has an statistical error of 1 mEh. This energy is between
the CCSDT[Q] and CCSDT(Q) results. Continuing the
preconditioned simulation for a further 11 hours increases
the Evar+PT2 estimate to −231.5825(7)Eh. Therefore, we
suspect that the true Evar+PT2 estimate (in the limit of
zero statistical error) is slightly higher than that given in
Table II. The results here are not intended to be accu-
rately converged FCI benchmarks, but estimates to as-
sess the improvement made by Evar+PT2 and the large-
Nspawn approach. In this respect the approach described
here makes a significant improvement over the previous
method.
VII. CONCLUSION
It has been demonstrated that FCIQMC can be per-
formed with a preconditioner, in contrast to the tradi-
tional imaginary-time propagation, allowing time steps
close to unity to be used. This results in a method which
can typically converge within 20 - 30 iterations, while the
original method typically requires at least several thou-
sand iterations. In practice, the requirement that bloom
events be avoided means that a large Nspawn must also
be chosen. As a result, reductions in simulation time to
convergence are rather more limited. This can be traced
to the fact that currently-used excitation generators are
optimized for imaginary-time propagation, and must be
modified in the presence of a preconditioner. This will be
an area for future work, and could greatly improve the
speed of the method.
However, it has been shown that the use of a large
Nspawn is a dramatic benefit for the calculations of per-
turbative corrections to initiator error. Such perturba-
tive corrections improve the accuracy of the method dra-
matically, yet are almost free to calculate from rejected
spawned walkers, so that we regard this as a clear im-
provement to FCIQMC. These improvements have been
demonstrated for benzene (30e, 108o), which is certainly
not feasible with the original i-FCIQMC algorithm, and
where the PT2 correction was too noisy in the previous
approach. Thus, while the preconditioned approach does
not speed up convergence as one might expect, it is a sig-
nificant benefit in the calculation of PT2 corrections to
initiator error.
In practice, we also find that performing multiple
spawning attempts per walker is more efficient in terms of
iteration time per spawned walker. In future work, there
are obvious ways in which the algorithm could be made
more efficient in the large-Nspawn case. For example:
• In semi-stochastic FCIQMC, the deterministic pro-
jection is performed once per iteration. When per-
forming a large number of cheap iterations (small
∆τ and Nspawn) this projection becomes too expen-
sive beyond a deterministic space size of order∼ 105
or so. Using a small number of expensive iterations
(large ∆τ and Nspawn), a much larger deterministic
space could be used without this projection becom-
ing the limiting cost.
• The use of large Nspawn should make it more effi-
cient to perform more of the algorithm deterministi-
cally, beyond the semi-stochastic approach. For ex-
ample, for a determinant with |Ci| walkers, it may
be more efficient to generate all connected deter-
minants and create spawnings accordingly, rather
than calling the excitation generator |Ci| ×Nspawn
times, particularly if this number is similar to or
larger than the number of connected determinants
(as is sometimes the case).
Combined with an excitation generator optimized for the
preconditioned algorithm, such modifications could lead
to a much faster algorithm. The use of perturbative esti-
mators already allows a new range of systems to be stud-
ied accurately by the method. The implementation of
these additional developments should allow the method
to push further still in the near future.
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Appendix A: A more rigorous PT2 correction to initiator
error
As discussed in the text, a second-order perturbative
correction to initiator error can be calculated by
∆E2 =
1
(∆τ)2
∑
a
S1aS
2
a
E0 −Haa , (A1)
where the summation is performed over all spawnings
which are cancelled due to the initiator criterion, and
there is a normalization factor of 〈Ψ1|Ψ2〉. This was mo-
tivated by selected CI methods. In such approaches, the
Hamiltonian is diagonalized exactly in a variational sub-
space, allowing a perturbative correction to be calculated
with an Epstein-Nesbet partitioning, and an analogous
derivation was used25 to obtain Eq. (16). However, the
correction to i-FCIQMC is less rigorous because it is not
simple to define a zeroth order space, and not clear that
the FCIQMC wave function exactly samples the corre-
sponding ground state.
To make the correction more rigorous, we present a
second-order perturbative correction without considering
a truncated space. This is the same approach used re-
cently by Guo, Li and Chan65 and also by Sharma66 to
perturbatively correct a DMRG wave function, and we
follow their idea.
Consider partitioning the Hamiltonian so that Hˆ =
Hˆ0 + Vˆ and Hˆ0|Ψ〉 = E0|Ψ〉, where |Ψ〉 will be taken as
the FCIQMC wave function (dropping the conventional 0
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subscript), and define E0 = 〈Ψ|Hˆ |Ψ〉. The second-order
energy correction can be obtained as
∆E2 = −〈Ψ|Vˆ Qˆ[Hˆ0 − E0]−1QˆVˆ |Ψ〉, (A2)
where Qˆ = 1−|Ψ〉〈Ψ|. An appropriate Hˆ0 can be defined
by
Hˆ0 = PˆE0Pˆ + QˆHˆdQˆ, (A3)
where Pˆ = |Ψ〉〈Ψ| and 〈Di|Hˆd|Dj〉 = δij〈Di|Hˆ |Dj〉 con-
sists of the diagonal elements of Hˆ in the FCIQMC basis.
It can be shown that QˆVˆ |Ψ〉 = (Hˆ − E0)|Ψ〉, and so
∆E2 = −〈Ψ|(Hˆ − E0) [Hˆ0 − E0]−1(Hˆ − E0)|Ψ〉. (A4)
To proceed, one can make the approximation
∆E2 = −〈Ψ|(Hˆ − E0) [Hˆd − E0]−1(Hˆ − E0)|Ψ〉, (A5)
to avoid calculating the inverse of [Hˆ0−E0], which is not
diagonal in the FCIQMC basis. This will be a very good
approximation in this case, as (Hˆ−E0)|Ψ〉 will be approx-
imately zero in the space of occupied determinants. This
inverse can be treated more carefully, as in Ref. (65), but
the above is more than sufficient for the FCIQMC case.
To put this in a form similar to that found for Enewvar+PT2,
we split the Hamiltonian into diagonal and off-diagonal
components, Hˆ = Hˆd + Hˆoff. Then,
∆E2 = −〈Ψ|(Hˆ − E0) [Hˆd − E0]−1(Hˆ − E0)|Ψ〉, (A6)
= −〈Ψ|(Hˆ − E0) [Hˆd − E0]−1Hˆoff|Ψ〉, (A7)
= −〈Ψ| Hˆoff[Hˆd − E0]−1Hˆoff|Ψ〉 − 〈Ψ|Hˆoff|Ψ〉.
(A8)
where we used the definition of the zeroth-order energy,
〈Ψ|(Hˆ−E0)|Ψ〉 = 0. Finally, using E0 = 〈Ψ|Hˆd+Hˆoff|Ψ〉,
E0 +∆E2 = −〈Ψ|Hˆoff [Hˆd − E0]−1Hˆoff|Ψ〉+ 〈Ψ|Hˆd|Ψ〉.
(A9)
The spawned vector in FCIQMC can be written Si =
−∆τ〈Di|Hˆoff|Ψ〉, giving a final expression for the pertur-
batively corrected energy estimator in FCIQMC:
E0 +∆E2 =
1
(∆τ)2
∑
i
S1i S
2
i
E −Hii +
∑
i
C1i HiiC
2
i . (A10)
We see that this expression includes the all terms in the
perturbative correction of Eq. (16), and is almost identi-
cal to the expression for 〈Φ|Hˆ |Ψ〉 obtained in Eq. (24).
The only difference is in the final term:
(E0 +∆E2)− Enewvar+PT2 =
∑
iC
1
i HiiC
2
i∑
i C
1
i C
2
i
−
∑
iΦ
1
iHiiC
2
i∑
iΦ
1
iC
2
i
,
(A11)
where we have used the definition of Φi in Eq. (19), and
included the required normalization factors. If |Ψ〉 is ap-
proximately an eigenstate of Hˆ, then Ci ≈ Φi, and the
two estimators will give very similar results. Indeed, we
find in practice that results from the two estimators are
essentially identical after convergence.
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