Abstract. Percutaneous coronary intervention (PCI) uses x-ray images, which may give high radiation dose and high concentrations of contrast media, leading to the risk of radiation-induced injury and nephropathy. These drawbacks can be reduced by using lower doses of x-rays and contrast media, with the disadvantage of noisier PCI images with less contrast. Vessel-edge-preserving convolutional neural networks (CNN) were designed to denoise simulated low x-ray dose PCI images, created by adding artificial noise to high-dose images. Objective functions of the designed CNNs have been optimized to achieve an edge-preserving effect of vessel walls, and the results of the proposed objective functions were evaluated qualitatively and quantitatively. Finally, the proposed CNN-based method was compared with two state-of-the-art denoising methods: K-SVD and block-matching and 3D filtering. The results showed promising performance of the proposed CNN-based method for PCI image enhancement with interesting capabilities of CNNs for real-time denoising and contrast enhancement tasks.
Introduction
Worldwide, cardiovascular diseases are the major cause of death. More specifically, atherosclerotic cardiovascular diseases (ACDs) are the most important cause of mortality. Among all the ACDs, coronary heart disease (CHD) is one of the most widespread, with 370,000 deceased annually for CHDs in the United States. 1 The most common medical procedures for CHD treatment are percutaneous coronary intervention (PCI) and coronary artery bypass grafting. Both procedures have the aim of restoring an adequate blood supply in the cardiac tissue. A PCI procedure uses x-ray images showing the coronary vessels to locate the stenosis, guide the catheters, and evaluate the outcome. Thus, an angiographic system and iodinate radiographic contrast agent (IRCA) are required to produce images and make visible the vessels under x-ray irradiation, respectively. During the PCI procedure, the angiographic system can be employed for fluoroscopy or fluorography. The former is a low-dose mode with the aim of locating catheters inside the body. The latter, called cine-mode, is a high-dose mode with the diagnostic aim of detecting atherosclerotic vessels and evaluating the final outcome after the procedure, and it requires images with higher quality than fluoroscopy. To perform PCI correctly, the procedure requires fluoroscopy irradiation for prolonged time and several cine-mode angiographic runs, combined with high IRCA dose. This may have two main side effects. The first is the risk of radiation-induced skin injuries, with also the possible development of radiation-induced cancer of chest organs. 2, 3 The other is contrast-induced nephropathy due to the high concentration of contrast media injected into the patient. 4 These side effects can be reduced with lower doses of both x-rays and IRCA, but the resulting images suffer from higher noise level and weaker contrast compared with PCI images of high-dose x-rays and IRCA.
The overall goal of our work is image enhancement of PCI images with lower doses of both x-rays (fluoroscopy mode) and IRCA by applying a deep learning-based method 5 to obtain images more similar to high-dose PCI images (cine-mode with high contrast media concentration). In this way, patients' quality of life would be improved since lower doses of x-rays and contrast media could be employed during the operation. In addition, the risk of exposure to high-dose x-rays for medical staff would also decrease. We will simply refer to low-and highdose in both x-ray radiation and IRCA as low-and high-dose, respectively, from now on. It is fundamental that the designed methods are fast in terms of computational time needed for image processing in order for the methods to be applied to a real-time intervention procedure.
Convolutional neural networks (CNNs), 6 a specific type of artificial neural network widely used with image-based datasets, were employed to achieve the objectives. A preliminary study about simulated low x-ray dose image denoising was introduced 7 by creating simulated images containing artificial additive noise on high-dose PCI images. Poisson, Gaussian, and the mixture of both noises were investigated at different noise levels to evaluate the capabilities of designed CNNs for denoising simulated low-dose PCI images.
The specific contributions of this paper may be summarized as follows: first, compared with the results in the previous study, 7 the obtained results are improved by designing new loss functions for combining denoising with an edge-preserving effect on blood vessels. In addition, our proposed methods are compared with two state-of-the-art denoising methods to demonstrate the effectiveness of the proposed ones in terms of image quality and computation.
The rest of the paper is organized as follows: Section 2 overviews the background about image enhancement methods based on deep learning. In Sec. 3, the available data and methods are described. In Sec. 4, the performed experiments and results are presented besides a comparison with two state-of-the-art denoising methods. Conclusions are stated in Sec. 5.
Background
Image enhancement is a wide concept and several procedures can be carried out to improve image quality. Super-resolution (SR) and denoising are two tasks in medical applications for which deep learning-based methods have been designed and have outperformed existing state-of-the-art methods for the same tasks.
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Super-Resolution Task with CNNs
The SR approach is an increase of spatial resolution to get a final image with higher quality. Bahrami et al. 8 proposed a CNN for the reconstruction of 7T-like MRI images starting from 3T brain MRI images. The performance showed higher PSNR values in comparison with other methods, such as histogram matching. In the CNN architecture, zero-padding was not used during convolution and a three-dimensional (3-D) patch was used as input of the network. This led to a patch that shrinks along the net, to have only one value as CNN output. This value substitutes the old center voxel value of the patch.
Lee et al. 9 proposed a CNN for increasing the spatial resolution of x-ray cardiac images. The designed method was compared with other SR methods such as linear, cubic spline, and multiatlas patch match (MAPM). In terms of PSNR and structural similarity (SSIM), the deep learning-based method outperforms the others. To get an output image with higher spatial resolution with CNN, the authors employed a deconvolution layer before the convolutional layer sequence, where an upscaling operation with zero-padding was performed in the deconvolution layer. This kind of layer is strictly needed for having an output image with a higher number of pixels or voxels, resulting in higher spatial resolution. This is not useful for denoising, because its main goal is noise reduction by preserving the original image size. However, upsampling can be used to combine denoising and SR so that denoised images with higher spatial resolution are obtained. However, this option requires ground truth images with higher resolution, which were not available in our study.
CNN-Based Image Denoising
Image denoising for x-ray image sequences with low radiation dose is one of the proposed study objectives. Several CNN designs were applied to denoising tasks for both natural images [10] [11] [12] and medical data. 8 Wang et al. 10 proposed a CNN architecture for natural image denoising, with a linear structure composed of a sequence of four convolutional layers without pooling layers, whereas a rectified linear unit (ReLU) was used as the activation function. The second to last layer is a fully connected layer defined as a convolution layer with only one kernel, so only one image is obtained. Finally, a sigmoid activation function is applied on the image to obtain the denoised image. Using a fully connected layer following the convolutional layers sequence is reasonable and similar to its common use for classification tasks, where in general a vector containing class information is needed as CNN output. With this architecture, the designed method outperforms K-SVD and field of expert algorithms at high noise variance in terms of PSNR. Moreover, the needed image processing time is extremely low compared with the other two methods. 10 A study on low-dose CT image denoising was proposed by Chen et al., 13 simulated by adding Poisson noise to normal-dose CT images. The CNN architecture includes three convolutional layers without pooling and employed ReLU as an activation function. The input of the network was composed by image patches to have a bigger database for CNN training. The proposed method, compared with K-SVD and block-matching and 3D filtering (BM3D) state-of-the-art methods, outperforms them in terms both of SSIM and PSNR. 13 Moreover, previous studies 10, 13 suggest data augmentation for increasing database size by applying image transformation such as translation, rotation, and warping on the original image, which may be useful when a small database is available.
Data and Methods
Data
The dataset used for the study was composed of nine high-dose and nine low-dose frame sequences from nine different patients treated with PCI. All the data were provided by Soonchunhyang University Cheonan Hospital, South Korea. All the data were selected from patients who already had PCI by the clinician at the hospital (one of the authors). During the procedure, cine-mode with high-dose x-ray or fluoroscopic mode with low-dose x-ray were taken by the decision of the clinician depending on the need of high or low quality of images, with high-and low-dose contrast agent, considering patients' safety including their renal function. All the x-ray dose and the dose of contrast agent were cautiously selected and determined by the clinician within the acceptable range during the procedure, with consent forms for PCI signed by patients. As a pilot study to investigate the possibility of the proposed CNN-based method, this study was approved by Institutional Review Board of Soonchunhyang University Cheonan Hospital.
A sequence of one of these patients studied the left anterior descending artery, a coronary vessel supplying most of the interventricular septum. The sequences of the other eight patients depicted the right coronary artery, a major vessel supplying blood to the myocardium. For two patients, the high-dose sequences were obtained with cine-mode irradiation and IRCA injection with a concentration of 5 mL. For the remaining patients, 6-mL contrast media concentration was used for the high-dose sequences. In the low-dose sequences, fluoroscopy mode combined with 3-mL IRCA injection was used. All the frames have a size of 512 × 512 pixels coded on 8 bits (256-gray levels).
The whole frames were not employed as input to the CNN, but each of them was divided into overlapping patches, used later as input to the network to get the enhanced patch as CNN output. Finally, the whole enhanced frame was reconstructed from its overlapping patches by averaging. There were two main reasons for this choice. First, due to the meager available database, a patch-based approach allows having a larger dataset as input, which is crucial for the training phase. Second, an image can be described with local structures, detectable with a small patch if its size is correctly chosen. Among the nine-patient image sequences, 676 frames were available, containing 152,100 patches with a size of 64 × 64 pixels and 33,124 patches with a size of 128 × 128 pixels.
Methods for Simulated Low-Dose PCI Image Denoising with Edge-Preserving Effect
Regarding the CNN architecture, the same neural network structure as that employed in previous work 7 was used in this study. It is composed of a sequence of four convolutional layers, where each one includes a convolution layer followed by a detector layer with ReLU as activation function. The last CNN layer is the loss function layer. Kernel size and number of kernels for each convolution layer are 3 × 3 and 64, respectively. Input patch size is 64 × 64 pixels when mean square error (MSE) is used as loss function, whereas 128 × 128 pixels patch size is employed when SSIM is the chosen loss function for the CNN training. All these hyperparameters were chosen based on an extensive set of trial and error experiments. More information about the CNN structure designing and hyperparamenters selection is described in the previous study. 7 The CNN architecture employed in previous work should be suitable for this work because input data for the network are the same for both MSE-and SSIM-based CNN in terms of the patch size and the number of patches. A schematic representation of the CNN architecture employed is shown in Fig. 1 . In Fig. 1 , the output of the CNN is compared with the desired patch (the green one), with which the loss function is computed. Starting from the loss function computation, the networks weights and biases are updated relying on the gradient descent algorithm as backpropagation optimizer.
The preliminary results 7 showed that the designed CNNs are able to reduce the noise level of patches and reconstructed frames, with an increase of SSIM index. However, a weak blurring effect occurs on major vessel walls resulting from denoising, which reduces the contrast of the structures of interest. For this reason, further improvement was performed to preserve the vessel edges and their contrast as much as possible, coupled with a general noise intensity reduction. To preserve edges while reducing image noise levels, both MSE-and SSIMbased loss functions in the previous work 7 were modified. This was needed because the standard definition of these two loss functions may not be able to preserve efficiently the structures of interest in PCI images, such as vessels edges, with the risk of blurring those details. Their new definitions are described in the following paragraphs.
Edge-preserving MSE loss function
The original MSE-based loss function that computes the mean squared error between the output batch and the desired batch is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 6 2 3
where N is the number of patches contained in the training batch, M is the number of pixels contained in one patch, X is the denoised patch with x i;k as k'th pixel of the i'th output patch, and Y is the clean patch with y i;k as k'th pixel of the i'th desired patch. Since the available database is not large, N was chosen equal to 1 to have a big enough number of CNN weights updates within the same epoch. This loss function considers only a squared error between an output image and the desired one, without taking into account the structures contained in the image, such as vessels. The MSE is reduced uniformly on the image, whereas it would be preferable if the error decreased more where there are vessels and their edges, so the output structures could preserve their details better. This aim could be achieved by coupling the general MSE with a weighted MSE, where the weights depend upon the edges and discontinuities inside the images are, such as the vessel walls. The weighted MSE represents the regularization term, and it has an edge-preserving function. The general MSE is called data term and it has to be balanced with the regularization term. The new loss function structure is the following: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 3 5 4 LðX; YÞ ¼ MSEðX; YÞ þ λ × MSEðX; YÞ ∘ ΓðXÞ;
where the first addend is the data term whereas the second addend is the regularization term; ΓðXÞ is a function containing the weights for the MSE with which the Hadamard product is computed; λ parameter determines the importance of the edgepreserving effect in the whole loss function computation. The gradient magnitude of the output image was used as ΓðXÞ function since this operator is able to detect image discontinuities, such as edges. It is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 2 3 5
where X x and X y are the x-wise and y-wise first-order derivative of the output image X, respectively, computed by convolving X with the corresponding 3 × 3 Sobel operator matrices. For performing the kernel operation, we chose the Sobel operator considering complexity and noise sensitivity. Because processing time is important in a real-time PCI procedure, we only considered low-complexity filters including Roberts and Laplacian operators. 14 Among those operators, Sobel operator produced edge thickness values suitable for MSE optimization while the other operators produced too narrow edges, making the MSE optimization difficult as well as increasing sensitivity to noise. The gradient magnitude is able to show the edges of an image, such as vessel walls. By multiplying, element-byelement, the gradient magnitude with the MSE, the error increases where the gradient magnitude is higher, i.e., where vessel edges are located. In this way, the loss function optimization, which is encouraged where its value is higher, is more focused where there are edges of image structures. The gradient magnitude of a sample frame appears in Fig. 2 .
However, this regularization term has to be balanced with the data term that considers the general MSE to denoise the input image. This balance is achieved with the parameter λ, which determines the importance of the regularization term of the cost function in Eq. (2). High λ values result in images of high edge-preserving effects while leading to low PSNR and SSIM values over nonedge pixels in images. Thus, appropriate λ values are investigated to balance the data term and the regularization term, resulting in an overall patch denoising as well as edge-preserving effect. Table 1 shows the average PSNR and SSIM values of the whole patches depending on different values of λ ranging from 0.5 to 4, where input noisy patches were based on Poisson noise as in Sec. 3.2.3. Based on Table 1 , the CNN performed the best with λ equal to 1 in terms of both PSNR and SSIM. From visual inspection of an image patch within a sampled frame, the overall denoising effect and the edge-preserving effect were noticeable with λ equal to 1, which agrees with the quantitative results while no other value of λ gives an obviously visually superior result in Fig. 3 . Thus, the new edge-preserving MSE-based loss function is defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 4 8 7
where Γðx i;k Þ is the gradient magnitude value at k'th pixel position of the i'th patch and the value of λ is set to 1.
As an output image Y generated from the CNN with an input image X becomes close to the desired output image in our optimization process using stochastic gradient descent (SGD) with a learning rate small enough, the loss function in Eq. (2) also converges because λ is a constant and ΓðXÞ computed from the input image X is finite. In terms of convergence to the global minimum, SGD is known to converge to the band of local minima close to the global minimum as the network size increases. 15 In our study, we assessed convergence and overfitting by watching the trends of training and validation errors during the network training. In training the edge-preserving MSE CNN as an example, convergence was attained within 600 steps without overfitting, for both training and validation in Fig. 4 .
Edge-and contrast-preserving SSIM loss function
SSIM-based loss function was chosen also because of the consistency of SSIM index with human vision perception. Indeed, this parameter considers three fundamental visual elements: the luminance, contrast, and structure of the image. The original SSIM-based loss function definition is defined as follows:
16
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 6 4 5 LðX; YÞ ¼ 1 − SSIMðX; YÞ;
where SSIMðX; YÞ is the SSIM between the output image X and the desired one Y, defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 5 9 2 SSIMðX; YÞ ¼
where μ X and μ Y are the average of X and Y, respectively; σ X and σ Y are the variance of X and Y, respectively; σ XY is the covariance of X and
where L is the dynamic range of gray levels (255) whereas k 1 and k 2 are equal to 0.01 and 0.03, respectively. The general definition of SSIM is the product of three expressions: luminance, contrast, and structure. This expression can be defined as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 4 6 0 SSIMðX; YÞ ¼ lumðX; YÞ α · contðX; YÞ β · structðX; YÞ γ ;
where lum, cont, and struct are the three functions depending on mean, variance, covariance, and standard deviation of X and Y, 16 representing the luminance, contrast, and structure comparison between X and Y, respectively; α, β, and γ are the three exponents determining the importance of luminance, contrast, and structure for SSIM computation, respectively. If α, β, and γ are all equal to one, the SSIM formulation becomes Eq. (6). To preserve better both contrast and edges, it is interesting to use different weights for the three functions composing the SSIM index. More specifically, an increase of β and γ parameters may help to preserve more the image contrast and the structure, both useful for an edge-preserving effect. Several experiments were performed with different values of these three parameters, and the resulting frames have been compared with those obtained with standard SSIM-based loss function (α ¼ β ¼ γ ¼ 1). The difference between two frames obtained with these two different methods helps to visualize if there is an increase of contrast with edge-preserving effect. Different combinations of these three parameters were tested to obtain an edge-preserving effect coupled with a denoising effect.
Fluoroscopy noise level simulation
Starting from the noise model, 7 a more precise simulation of fluoroscopy photon noise was performed and then used in the experiments. The evaluation was done with a visual analysis of actual fluoroscopy PCI images of low dose, by focusing on the image background noise pattern. Then, this pattern was simulated by adding Poisson noise only one time on cinemode images and by comparing the resulting image with the low-dose one. By analyzing the two noise patterns, the original one seemed weakly blurred when compared with the artificial one. For this reason, the original fluoroscopy noise level and pattern was simulated by applying a convolution operation on the artificial noisy image with a 3 × 3 pixel Gaussian kernel with variance equal to 0.25. In this way, a very little blurring effect acting on the added Poisson noise results in a noise pattern slightly more similar to the fluoroscopy one, even if the simulated result looks still noisier. To avoid a blurring effect that would affect the image structures of interest, the variance of the Gaussian window and its size cannot be increased too much. A comparison between an original low-dose image, a high-dose image, and the simulated low x-ray dose image shown in Fig. 5 .
Experimental Results
Results for Simulated Low-Dose PCI Image Denoising
Visual inspection
The main experiment with simulated low-dose PCI images included training of CNNs with the optimized loss functions, (5) and (6), the CNN with the edge-preserving SSIM in Eq. (7) with increasing values of β and γ set to 30 (EP SSIM CNN) and the CNN with the edge-preserving MSE-based loss functions in Eq. (4) (EP MSE CNN) led to edge-preserving effects on vessel edges. The edge-preserving effect is more visible in Fig. 9 . The images in Fig. 9 represent the differences between the resulting image with the original loss function and the image outcome with the optimization of EP SSIM [ Fig. 9(a) ] and EP MSE [ Fig. 9(b) ]. In these images, a positive area means that the region is darker with the optimized loss function, whereas a negative area is brighter with the optimized loss function. So, increased vessel edge enhancement occurs when the inside of the vessel boundary is positive, whereas the outside of the vessel boundary is negative, in the difference image. For the optimized EP SSIM CNN result, the contrast and the edge-preserving effect act on the major part of vessels and the effect is stronger and more homogeneous compared with the optimized EP MSE CNN result. With the optimized EP MSE-based loss function, the edge-preserving effect acts only on some vessel structure, as can be noticed when comparing the two images. For these reasons, the EP SSIM-based loss function leads to a stronger edgepreserving and contrast-enhancing effect compared with the EP MSE-based loss function.
Quantitative evaluation
Quantitative results were computed to evaluate and compare the edge-preserving effect and the overall image enhancement. Local standard deviation (LSTD) was considered to assess the edge-preserving effect quantitatively. Standard deviation of image luminance is suitable for contrast measurements, as showed by Moulden et al. 17 If this metric is computed locally, local edge-preserving and contrast enhancement can be assessed. This metric was computed in this study by taking into account the pixels contained in a 3 × 3 window that slides within the whole output denoised image, resulting in an LSTD value at the center of the window. Figure 10 shows the maps representing LSTD values of a sample frame for original SSIM CNN and EP CNNs. From Fig. 10 , it can be noticed that the LSTD of EP CNNs have higher values than original SSIM CNN at the edges of coronary arteries. This means that there is a stronger abrupt variation of image luminance, resulting in a stronger vessel edge contrast. Moreover, the high LSTD regions corresponding to the vessel edges are narrower with the optimized loss functions than with the indicating a weaker blurring effect on that area. This evaluation is also supported by the maximum value of the LSTD in a frame, which is located on a vessel edge. The mean and standard deviation of the maximum LSTD values for each CNN scheme were computed over all the available frames. Its value for the original SSIMbased CNN is 25.46, whereas for the edge-preserving MSE and SSIM-based CNNs are 31.19 and 29.76, respectively, with a positive gain of 5.73 and 4.29, respectively.
Finally, a frame enhancement metric was defined as follows to combine the denoising effect with the overall frame edge-preserving effect: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 2 5 3 frame enhancement ¼ PSNR frame × maxðLSTD frame Þ;
where PSNR frame is the PSNR between the i'th output frame and the corresponding desired frame and maxðLSTD frame Þ is the highest value of the LSTD for the current frame. The mean and standard deviation of the frame enhancement metric computed over all the available frames for each CNN scheme are shown in Table 2 and in terms of this metric, the edge-preserving CNNs outperform the original SSIM CNN in accordance with the visual inspection.
Comparison with State-of-the-Art Denoising Methods
To compare the proposed CNN performances with state-of-the-art denoising methods in terms of denoising effect and image enhancement, a dictionary denoising method based on K-SVD 18, 19 and the BM3D method 20 was used. This comparison was addressed qualitatively and quantitatively. A visual inspection of a representative frame before and after the image processing was included for a subjective discussion. Moreover, PSNR and SSIM were used as quantitative metrics for evaluating the denoising and image-enhancement effects.
Since these two state-of-the-art denoising methods are mostly designed for removing Gaussian noise from a target image, the quantitative analysis was performed by adding Gaussian noise on high-dose frames. Then, these noisy frames were used as input for each denoising method and the resulting denoised images were evaluated. Then, the mean and standard deviation for each method were computed among all the frames of the available patients for performance comparison in denoising.
The K-SVD-based method relies on a dictionary of 64 atoms, with a size of 8 × 8 pixels. These atoms were trained with K-SVD algorithms for 10 iterations using as training sets 110,592 noisy patches of 8 × 8 size extracted from representative frames of each available patient at three different Gaussian noise levels. All the other settings for this denoising method were the same proposed by previous work.
18 BM3D method is based on a collaborative filtering of 3-D groups containing similar 2-D image fragments called blocks. The denoising settings were the same employed in previous work. 20 Both for K-SVD and BM3D, the available MATLAB toolboxes were used for implementing the denoising processing. [18] [19] [20] These two state-of-the-art denoising methods were compared with 
Visual inspection
Visual inspection of denoising results with three methods of BM3D, K-SVD, and CNNs-based methods was performed.
The results of visual inspection for an example frame magnified details with low Gaussian noise are shown in Fig. 11 . It can be noticed that BM3D, K-SVD, and CNN-based methods are able to reduce the noise level, resulting in the output images cleaner than the input frame. Visually, the BM3D method produced the cleanest image if compared with the others. The K-SVD method produced denoised images with vessel edges that look more blurred than the proposed method. The EP SSIM CNN-based method is also comparable with BM3D in terms of edge-preserving effect. From this visual inspection, it can be assessed that EP SSIM CNN produces images that are not cleaner than BM3D but comparable with it. With the proposed EP SSIM CNN method, the vessel edges are better preserved compared with K-SVD denoising results. The other CNNs show no better results than EP SSIM CNN from a visual inspection point of view. 
Quantitative results
The results of comparison at low (σ ¼ 8), medium (σ ¼ 12), and high Gaussian noise level (σ ¼ 16) were evaluated in terms of PSNR and SSIM as summarized in Table 3 . In terms of PSNR, original MSE CNN among the proposed CNN-based methods outperformed K-SVD for all the noise levels. However, it was not true for comparison with the BM3D method. The difference ranged between 0.10 and 0.53 dB. In terms of SSIM, all the CNN-based methods outperformed K-SVD in all the experimental conditions. Moreover, the SSIM-based CNN methods (original SSIM CNN and EP SSIM CNN) outperformed BM3D in all the experimental conditions. It is interesting that the proposed CNNs always showed a lower standard deviation compared with the other methods in SSIM gain, suggesting a higher stability of performance in terms of SSIM than K-SVD and BM3D.
Another important consideration in this study is the computational time needed for processing an image. Since this study would require an image enhancement method able to work in an actual PCI procedure, the most suitable method has to guarantee low-computational time for image reconstruction as well as good image-enhancement effects including denoising and contrast increase. For this reason, we measured the processing time for reconstructing frames in seconds. We ran 100 denoising test experiments at different noise levels. As a result, the proposed CNN-methods are clearly faster than BM3D and K-SVD, with the average frame processing time equal to 2.08 s, whereas the other methods perform a frame denoising within 5.02 and 14.26 s on average, respectively, as shown in Table 4 . Table 3 Quantitative results for low, medium, and high Gaussian noise experiment in terms of two image enhancement metrics: PSNR and SSIM. BM3D and K-SVD are compared with the designed CNNs. The gain is defined as the reconstructed output frame metric value minus the input frame metric value. 
Discussion
In this study, image enhancement was investigated with CNNbased deep learning for simulated low-dose PCI images to restore the images as closely as possible to the corresponding high-dose images. For simulated fluoroscopy images, vessel contrast enhancement was attempted by designing edgepreserving loss functions, as well as denoising at different Poisson noise levels. The experimental results showed that CNNs using edge-preserving optimized loss functions can reduce the noise level and increase the contrast-enhancing effect on vessel edges. In PSNR, original MSE CNN has performance comparable with BM3D and better than K-SVD methods. In terms of SSIM, however, original SSIM CNN and EP SSIM CNN outperform K-SVD and BM3D. In addition, the proposed methods reduce the computation time for processing a frame by 85% and 59% compared with the K-SVD and BM3D methods, respectively. This processing time is important for future applications dealing with actual PCI procedures in real-time intervention procedures.
There is one main limitation in the study: the number of available datasets. Nine patient sequences may be considered a meager dataset for neural networks training, which generally improves the performance using a large amount of data as input. This motivated an overlapping-patch-based approach to increase the amount of data for the network, composed of thousands of patches instead of hundreds of frames.
Even though the current study focuses on denoising and edge-preserving image enhancement on simulated data, the work will be extended to image enhancement for actual lowdose (in radiation and contrast agent) images. In this case, the lack of spatial and temporal correspondence between low-dose and high-dose sequences from the same patient will be a challenge for which spatial and temporal frame registration will be attempted to get high-dose ground truth data corresponding to actual low-dose data for training. A preliminary result of such an experiment is shown in Fig. 12 .
In conclusion, CNN-based denoising and edge preservation is promising for near-real-time enhancement of images during PCI procedures.
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