The usual way to compute a low-rank approximant of a matrix H is to take its truncated SVD. However, the SVD is computationally expensive. This paper describes a much simpler generalized Schur-type algorithm to compute similar low-rank approximants. For a given matrix H which has d singular values larger than , we find all rank d approximants F! such that H -11 has 2-norm less than . The set of approximants includes the truncated SVD approximation. The advantages of the Schur algorithm are that it has a much lower computational complexity (similar to a QR factorization), and directly produces estimates of the column space of the approximants. This column space can be updated and downdated in an on-line scheme, amenable to implementation on a parallel array of processors.
INTRODUCTION AND MOTIVATION
We consider the following problem. For a given matrix H and tolerance level , describe all matrices 11 such that (a) IIH-!ItE, The above approximation problem is relevant in signal processing, where many analysis algorithms have a stage in which a data matrix is constructed that is supposed to be of low rank (or rank deficient), but because of noise, this property is lost. A simple, generic, example is given by the overdetermined system of equations
Ax=b [A b][ i ] = ([A b]:nxm, n>m).
For a solution to exist, the matrix [A b] has to be rank deficient by at least 1. If it is, then the solution isdetermined by the kernel. Although a one-dimensional kernel is obviously sufficient, in many applications, A is itself supposed to be of low rank, so that we want to go further and ascertain that [A b} actually has low rank. The solution vector is any of the vectors in the multi-dimensional kernel of [A bJ, of which for example the one with minimal norm Jx M is chosen. With noise added to [A b] , the problem becomes a total least squares problem (one-dimensional kernel) or a generalization thereof: approximate H = [A b]F by some Ft = [A ! such that II is rank deficient (or low rank), and find a description of its column space and the complement of the column space (the kernel of [A hi). This is one of the basic, noise-reducing, steps in subspace based system identification, harmonic retrieval, or high-resolution direction-of-arrival problems [1] . The usual solution of this approximation problem is to compute an SVD of H, determine the number of singular values that are significantly smaller than the others, or that are smaller than a threshold E determined by the SNR, and set those singular values to zero. The resulting matrix is a low-rank approximant Pt, known as the truncated SVD solution (TSVD). It is optimal in the Frobenius-norm, in the sense that it minimizes H -H IF under the condition that Pt has a certain rank. However, there are a few remarks to be made:
1 Computing a TSVD is complex. We have to compute an SVD, even if in the end we only use the kernel or column space of the approximant. Although continuing efforts have rendered the computation of an SVD to be only a factor of 2-3 more expensive than a QR, aspects of updating and regularity of the computations also have to be taken into account.
2. It is not necessarily correct. The truncated SVD solution leads to a residual error (the estimated noise matrix) that is singular, too. This is in general not a correct noise model. E.g., if the noise is i.i.d. and zero mean white, it has a covariance matrix c:T21, and asymptotically, the singular values of the noise matrix are given by n112. Hence, a more appropriate approximation is obtained by reducing the principal singular values by n"2. Because the singular vectors do not change, this does not affect the LS application that we have in mind, but it shows that the TSVD approximant per se is not necessarily the right choice.
For a finite amount of data so that asymptotic properties do not hold, all we can really say is that we want to find an approximant Ft that has as low rank as possible and is such that the residual error (the norm ofH-Ft, i.e., the noise matrix) is smaller than = cyn112. In view of this, the proposed approximation problem (1) makes sense. The key point in this problem formulation is that it does not ask for an approximant Ft of rank d that minimizes H -Ft f, but rather one in which the approximation error is limited by a specified upper bound. Such approximants can be computed with significantly less effort: the generalized Schur method described in this paper does not require knowledge of the singular values, but for a given produces bases for the signal subspace and null space using only 0(1/2 m2n) operations, the same as a QR factorization of H would require.
Indeed, the Schur method can be thought of as an RQ factorization of a matrix [El H], but using a f-unitary matrix ® rather thana unitary matrix Q in the factorization. This factorization provides an implicit decomposition ofHHt' 2jintoa positive semidefinite and a negative semidefinite matrix. The positive matrix corresponds to singular values of H that are larger than , and its rank is equal to their number, d. The negative term has rank m -d and corresponds to the singular values that are smaller than . After computation of the hyperbolic QR factorization, the column space of the approximants is known: a basis of it is a specific subset of the columns of the R matrix in the factorization. The computation of an approximant itself requires also the inversion of a submatrix of the f-unitary factor. In addition, there is a closed-form formula which describes the set of all possible 2-norm approximants of rank d, in terms of free parameter SL. Several choices of SL lead to interesting results. The approximant obtained for SL = 0 is the easiest to compute. For one value of SL the TSVD approximant is obtained, but computing this value is prohibitive. Other choices lead to approximants that have certain 'unbiased-ness' properties, or approximants for which the residual error is a full-rank matrix.
In the past few years, a number of other methods have been developed to alleviate the computational burden of the SVD, yet retaining important information such as rank and principal subspaces. Some of these techniques are the URV decomposition [2] , and the rank revealing QR decomposition (RRQR) [3, 4, 5] . Recently, there has been an increased interest in updating techniques for the SVD and URV decomposition, which converge to the exact SVD or URV under certain stationarity conditions [6, 7] . It should be noted that all these decompositions require O(ccin2n) operations, for an m x n matrix, where a is a multiplication constant which is high ('= 10) for an exact SVD and much lower for the URV, RRQR and updating techniques. The main difference in the proposed Schur-type technique and the URV and RRQR methods lies in the simplicity and uniformity of the operations. The URV decomposition and rank revealing QR methods are iterative and require estimates of the conditioning of certain submatrices at every step of the iteration. This estimation is a global operation which is not amenable to parallel implementation, and the precise number of operations is dependent on the entries of the data matrix. SVD and URV updating algorithms as in [7] are parallel but iterative schemes which converge to the SVD or URV. Their projected use is in (adaptive) signal processing application. However, in these applications, knowledge of the singular values is only used to determine the noise level, and only the principal singular vectors (spanning the signal subspace) are retained. If, in these applications, the noise level is already approximately known, then the Schur algorithm is a viable candidate which is parallel but non-iterative.
It should be noted that Schur methods an sic/i are well known. Originally, Schur [8] devised this algorithm to test whether a polynomial is bounded within the complex unit disc. Schur algorithms occur in certain constrained interpolation problems, rational approximation by positive real functions, factorization and inversion of positive definite Toeplitz matrices [9] , and have been generalized in a number of senses. A generalization that comes close to the description here is by Dewilde and Deprettere [10] , for Schur-parametrizations of positive definite matrices, and by Diepold and Pauli [1 1], for indefinite matrix cases. In [10] , the Schur parametrization was used for Cholesky factorizations and for approximating the inverse of positive definite matrices by banded matrices, in Frobenius norm. However, the present application to low rank matrix approximation has been unknown so far. It is a special case of a time-varying Hankel-norm model reduction theory developed by Dewilde and Van der Veen [12] . In the linear algebra community, the related f-unitary transformations are well known and widely used, but mainly for downdating Cholesky factors of definite matrices (e.g., [13, 14] ). Indefinite factorizations, as in this paper, are rarely studied and even avoided, because the loss of positivity leads to a breakdown of the Cholesky factorization. Some exceptions are [15, 16] . (for identity matrices of appropriate sizes). We will denote an unsorted signature matrix by a tilde. If the signature matrices are sorted, then conservation of inertia gives J1 = J2 ( = J, say). The J-unitarity of implies a.o. that it is invertible: 8' = JEJJ,and e1;
J-UNITARY MATRICES
= I + O e21 ee22 = i + e1 1e' = I + e12e ®22€I2 = + e21e.
Hence, and 022 are invertible, and
IIe:ilII 1,
Suppose that X and Y are matrices, related by a f-unitary matrix as XEi = Y. Then X and Y satisfy the "energy equation" yjyH Motivated by this equation, we say that Ji associates a signature to the columns of X, and likewise, that 2 is the signature of the columns of Y. Because X can be viewed as an input matrix, which is mapped by to a resulting output matrix Y, we will sometimes call J1 the "input signature" of , to distinguish it from J2.
APPROXIMATION THEORY
Let H : m X n be a given matrix and be a given tolerance level, and suppose that H has d singular values larger than and none equal to . We will show that there exists a f-unitary matrix 0 (which under additional conditions can be computed by a generalized
Schur algorithm) such that where X is an m x m factor, and has full rank m. Put X = [A B], partitioned according to J', so that XJ1X" 44H BBH. Since [ El H] has full range, there must be an n x m matrix, T say, mapping it to X, i.e. [El H]T = X. SinceX is also of full rank, it follows that TJIT1L J. T can be extended to a square invertible f-unitary matrix such that (6) holds.
Let H = UVH be an SVD ofH. Then (E21 _2) has the same signature as AA' BBH : d negative entries, and m -dpositive entries.
Hence, A has m -d columns and is of full rank, while B has d columns and is of full rank. By equation (6), [B 0] = te12 + HO22, so that H -11 = -E®12O, and O12® is contractive (equation (4)). Hence H -Ft U .
Remark that [A B] as generated in (6) 
The condition 5L II 1 ensures that S < , whereas taking (SL)12 = 0 produces rank-d approximants. In particular, equation (9) shows that the column span of Ft is generated by the columns of (B -A(SL)1 i) which is of full rank d.
The approximant used before is obtained for SL = 0. Other choices of SL might be considered, in particular choices that minimize the error S As the Frobenius-norm approximant, Ft = uii vj", satisfies the conditions on Fi, it is a suitable rank-d approximant, which actually minimizes the approximation error: H -Ft = d÷I < c. Hence, there must be some value of SL (contractive, block lower) which minimizes the expression for 5, although computing this SL is as expensive as computing the SYD itself. Another useful choice for SL suitable ifd m/2, is SL = [Im 0]. For this choice, S is an isometry: the residual error matrix has full rank and its norm is precisely equal to .
One trivial case in which the optimal SL can be computed is the case where all singular values of H are larger than . Indeed, suppose that H does not have singular values less than . Then H has rank d = m. The approximant F! = B'®, obtained for SL = 0, is such that H -ft ji E, and I1 is also of rank d. In fact, H -1! = EOI2Oi II' which is, in general, larger than 0. However, there exists an approximant of rank d with zero error: H itself. Hence the 'central approximant', obtained for SL = 0, is not the optimal (norm-minimizing) solution. As F! = H is a valid approximant, there exists an SL (contractive, block-lower) such that Ft= H -S has S = 0. The expression for S leads to SL = OO12. Indeed, Si of this form is contractive (equation (4)). Verifying that (Sjj12 =0 takes more effort, and is omitted at this point.
In general, H also has singular values less than E, and we cannot take SL = OOJ2 (although it is still contractive) because (SL)12 is not zero. Obviously, there is no approximant of zero error. A conjecture at this point is that by making small modifications to this SL to have it both contractive and block lower, we obtain approximants which have smaller errors than those obtained by just taking =0. We propose to take
This choice of SL is both contractive and block lower. Numerical experiments on a subspace estimation application indicate that this choice leads to estimates which have less bias than those obtained by taking SL = 0. and are actually quite close to the principal column space of H (section 6). For subspace estimation, it is also interesting to note that the column space of 11, i.e., the column space of(B' -A'SL), is not changed by setting (SL)12 = 0 and (SL)22 0, as in fact, the column space is 7Z(B -A(Sjj1i).
COMPUTATION OF 0
We will now consider the actual construction of a f-unitary matrix 0 such that (6) holds. The general approach is similar to the usual Schur algorithms for unstructured matrices. In principle, the computations consist ofelementary (Givens) rotations which recursively create zero entries at selected positions, much as in Givens rotations techniques for QR factorizations. The main differences with QR factorization, and also with the usual definite Schur algorithms (for which HHH > 0) are that, here, the basic operations are f-unitary elementary rotations of up to six different types, and that we have to keep track of signatures to determine which type to use. It turns out that the recursive construction of 0 in this way is not always possible, unless extra regularity conditions on the singular values of certain submatrices of H are posed. This is a well-known complication from which all indefinite Schur methods suffer and that can be treated only by global matrix operations (as in We have to assume at this point that the expression in brackets is not zero, so that (72)1 1 is either +1 or -1 .The second diagonal entry of]2 then follows from the inertia rule: since 0 is invertible, the total number of positive entries of]2 is equal to the total number of positive entries of]i, and similarly for the negative entries.
It is straightforward to prove that the matrices 0 in the following list are elementary f-unitary rotations with respect to the specified signature matrices (taking ss + cc = 1 throughout):
1. 
Breakdown
In the previous subsection, we had to assume that the data matrix H was such that at no point in the algorithm as the f-norms of the last row will not be equal. Hence E cannot be obtained by the recursive algorithm. However, a more general does exist, such that
The difference is that, in this factorization the resulting matrix X is no longer upper triangular. Hence, it is not clear how Ocan be computed recursively in a similar scheme as we had before. Necessary and sufficient conditions on the singular values of H and a collection of submatrices of H so that the Schur algorithm does not break down are given by the following theorem. A processor in the i-th column of the array skips the first i -1 data pairs (which just contains zeros), then computes the appropriate o and 32 from the input data pair and the input signature, and subsequently applies 0 to the remaining m -i data pairs. The output of the processor array is [X 0], where X emerges at the bottom of the array, and the zeros are produced at the right handside. The corresponding output signature matrix J2 is given by the signs that are produced at the bottom and right side of the array. If eis also required, then one has to put [Im 0] and [0 I] also into the array, and to apply the already computed elementary operations to these columns as well.
The signal flow diagram can be converted to a (possibly more familiar) processor array form, depicted in figure 2 . In this figure, the triangular processor array has dimensions m x m, and is initialized by Elm. The columns of H are entered one by one at the right hand side of the array, and are made zero step by step. The appropriate elementary rotation 0 is computed by the processors on the diagonal of the triangular part, and is communicated systolically to the processors above the diagonal. After n steps, the triangular array contains theresulting matrix X. If and e12 are also needed, then the triangular part may be extended by a square part in which the rotations are accumulated. The square part is also initialized by 'm'and at the right hand side, zeros are entered. Note that actually the unsorted ji and e12 are computed. 
UPDATING AND DOWNDATING
In signal processing applications, the columns of the matrix H are usually not available all at the same time, but become known one by one as time progresses. It is in such cases often desirable to process the available data to obtain the approximant, and to update this approximant as new information comes in. A partial solution is to update only the factorization step. Doing so yields the column space R(B) of the approximant, as the columns of X with negative signature, which in many applications provides sufficient information. Downdating (discarding old columns) is also possible, and is shown to be equivalent to updating with a positive signature. Hence, adaptive approximations, with sliding windows on the data matrix, are straightforward to implement. Updating and downdating of the approximant itself is much harder because the size of eis growing, and we omit a discussion of this.
Updating
The generic updating problem that we will consider at this point is, given a matrix H and a vector h, to find the required factorization 
The implication of this lemma is that the downdating problem can be converted into an updating problem. In particular, in order to compute the factorization (13), we can compute the factorization (12), which is obtained by updating a factorization for [ci H] with those columns of H that are to be removed (i.e., H1), now giving these columns a positive signature.
In adaptive signal processing applications, H is a data matrix whose columns become available one at a time, and it is desirable to compute a factorization of only the last p colullffis hN÷I,•• . , hN of H that have been collected at time point N. The factorization is computed from a similar factorization at the previous time point N -1, by updating with the new column hN and downdating with the column hN_p which isto be discarded at this point. Figure 3 shows the signal flow diagram that corresponds to this sliding window factorization scheme. The ESPRIT algorithm for estimating the DOAs [19] works in two steps. The first step is to estimate the signal subspace, which is usually taken to be the d principal left singular vectors of X. This leads to the classical SVD-ESPRIT direction finding scheme.
We will compare this with the Schur-based subspace estimates, and investigate the choices R(B -A(5jj1i) withSi. = 8 12 { ] ("Schur-1"), and R(B) ("Schur-2"). As is well-known, once the signal subspaces are estimated, the DOAs are obtained via a certain eigenvalue decomposition based on these subspaces.
In the computer simulation experiments, a linear array consisting of m =4 sensors is used. Two sources are impinging on the array. The signal to noise ratio is chosen to be 20dB in all cases. One hundred test runs using n =30 samples are executed. 
