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El objetivo de este proyecto es verificar las posibilidades y limitaciones para la detección 
de objetos 3D en espacios exteriores, de dos cámaras de tiempo de vuelo (ToF) de alta 
resolución espacial. 
Para ello, se realizan pruebas con objetos de varios tamaños, ubicados a diferentes 
distancias y para distintas condiciones ambientales, como pueden ser cambios de 
iluminación ambiental, efectos de la radiación solar, presencia de lluvia, etc. Además, se 
estudia el comportamiento de las cámaras ante la presencia de efectos de multicamino 
y objetos en movimiento. 
 






















































The aim of this project is to verify the possibilities and limitations for the detection of 
3D objects in outdoor spaces for two time of flight cameras (ToF) with high spatial 
resolution. 
For this purpose, tests are carried out with objects of various sizes, located at different 
distances and for different environmental conditions, such as changes in environment 
ilumination, like solar radiation effects, rainfall presence, etc. In addition, the behavior 
of the cameras are studied in the presence of multipath effects and moving objects. 
 































En este proyecto se aborda el estudio del comportamiento de dos modelos de cámaras 
ToF comerciales de alta resolución espacial, en espacios exteriores, con el fin de obtener 
conclusiones acerca de sus prestaciones antes condiciones ambientales adversas, así 
como la presencia de objetos que puedan generar efectos de multicamino y de objetos 
en movimiento. 
Las cámaras ToF producen un mapa de profundidad, en la que cada píxel contiene la 
distancia entre el sensor y el punto correspondiente en la escena.  
Este tipo de cámaras se pueden utilizar en diferentes campos de aplicación, como 
pueden ser sistemas de vigilancia, escaneado 3D de objetos y estructuras, detección de 
objetos que puedan suponer un peligro para la circulación de vehículos, automoción, 
ayuda a la navegación de robots en exteriores, etc. 
Tras realizar un estudio sobre el funcionamiento de las cámaras de tiempo de vuelo, y 
las características y problemas que presentan, se llevará a cabo un análisis específico de 
las dos cámaras que se van a utilizar, enfocado principalmente en el comportamiento 
que experimentan en aplicaciones exteriores. 
El primer paso es familiarizarse con las cámaras de tiempo de vuelo que se van a emplear 
y comprender su funcionamiento. Para ello, es necesario realizar un estudio de las 
características de ambas cámaras, analizando la información proporcionada por cada 
uno de los fabricantes de las mismas.  
El siguiente paso es la puesta en funcionamiento de las dos cámaras y las posibilidades 
de configuración de los distintos parámetros que ofrecen.  
Acto seguido, se realizarán varias pruebas de captación, comenzando en un espacio 
interior, en concreto el espacio inteligente proporcionado por el grupo GEINTRA. 
Posteriormente, se implementarán algoritmos de procesamiento de imágenes con el 
propósito de mejorar los resultados en la obtención de las imágenes de profundidad. 
Para concluir, se instalarán las cámaras en el exterior para realizar diferentes pruebas 
que permitan sacar conclusiones evidentes sobre el comportamiento y limitaciones de 
dichas cámaras en presencia de condiciones ambientales adversas, objetos de 
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En los últimos años, ha surgido una clase de dispositivos llamados Time of Flight (ToF) 
con el fin de ofrecer una nueva alternativa a los diseñadores de sistemas de visión 
artificial. [1] 
La potencialidad de una cámara ToF permite su utilización en aplicaciones industriales 
(sistemas de vigilancia, detección de objetos, vehículos autónomos, escaneado 3D de 
objetos y estructuras, aplicaciones biomédicas, etc.) para capturar tanto una 
representación 2D de una escena como los datos de profundidad asociados. [1] 
Se suelen denominar como sensores 2.5D, para destacar el hecho de que el mapa de 
distancias obtenido sólo proporciona información de la superficie visible de los objetos 
situados enfrente de la cámara. 
El principio básico de los sensores de tiempo de vuelo es medir el tiempo que necesita 
un pulso de luz en viajar desde la fuente de luz hasta el objeto destino y volver al sensor. 
Su principio de funcionamiento se detalla en el apartado 2.1. 
 
1.1. Objetivos 
El objetivo principal de este proyecto es verificar la capacidad y limitaciones para la 
detección de objetos 3D en espacios exteriores, de las dos cámaras de tiempo de vuelo 
comerciales que se van a emplear.  
Para ello, se contemplarán objetos de distintos tamaños, ubicados a diferentes 
distancias de la cámara, en presencia de los distintos factores ambientales, como 
puedan ser la lluvia, efectos de la radiación solar, cambios de iluminación ambiental, 
etc. Además, se busca obtener las prestaciones de las cámaras cuando aparecen efectos 
de multicamino y objetos en movimiento. 
La finalidad es sacar conclusiones acerca de la potencialidad y limitaciones cuando se 
utilizan estas cámaras ToF para aplicaciones en espacios exteriores, en las que la 
información de profundidad pueda ser un aspecto importante para el análisis de la 
escena. 
A continuación, se exponen los pasos a seguir en este análisis para llegar a conseguir las 




Figura 1.1: Pasos a seguir para el desarrollo del proyecto. 
 
1. Estudio de las dos cámaras ToF que se van a utilizar y comprender su 
funcionamiento. 
2. Puesta en funcionamiento de las cámaras, comenzando en un espacio interior 
(espacio inteligente del grupo GEINTRA), con el fin de analizar las posibles 
configuraciones de los diversos parámetros que ofrecen. 
3. El siguiente paso es implementar algoritmos basados en el procesamiento de 
imágenes con el objetivo de mejorar los resultados en la obtención de la 
información de profundidad. 
4. Por último, se instalarán las cámaras en un espacio exterior para realizar 
diferentes pruebas que permitan obtener conclusiones sobre el 
comportamiento y limitaciones de las mismas, en presencia de distintas 
condiciones ambientales, objetos de diferentes tamaños, diferentes distancias 
entre la cámara y los objetos, etc. 
 
1.2. Estructura del documento 
Este trabajo se va a dividir en tres capítulos estructurados de la siguiente forma: 
• Fundamentos teóricos 
En este capítulo se realiza una presentación de las cámaras de tiempo de vuelo 
(ToF). Se explica cúal es su principio de funcionamiento, las diferentes técnicas 
de modulación que se pueden emplear, las distintas fuentes de error que pueden 
aparecer en estos sensores, así como su calibración para reducir los efectos 
producidos por dichas fuentes de error. Después, se realiza un estudio en 
profundidad de las dos cámaras ToF comerciales (Basler y Odos Imaging) que se 




• Puesta en funcionamiento de las cámaras de tiempo de vuelo (ToF) 
Este capítulo expone la puesta en marcha de las dos cámaras ToF empleadas con 
el fin de obtener conclusiones acerca de las prestaciones y limitaciones que 
presentan en espacios exteriores. Se presentan también los resultados 
obtenidos con ambas cámaras. 
 
• Conclusiones y líneas futuras 
En este último capítulo, se enumeran las conclusiones obtenidas con la 
realización de este trabajo y las siguientes líneas de investigación que se puedan 

























































2. Fundamentos teóricos 
 
Como ya se ha mencionado en el capítulo anterior, la finalidad de este proyecto es 
realizar un estudio de las cámaras de tiempo de vuelo, dos modelos comerciales en 
particular, y analizar los resultados que se obtienen al utilizarlas en espacios exteriores. 
En este capítulo se va a comenzar hablando del principio básico de funcionamiento de 
las cámaras ToF para ofrecer un enfoque general y entender como operan estos 
dispositivos. Después, se exponen los distintos tipos de modulación que pueden utilizar 
las cámaras ToF, dando una espeial importancia a las que operan con luz pulsada, puesto 
que se corresponden con el tipo de modulación que utilizan las dos cámaras comerciales 
que se van a estudiar. Por último, se explica en detalle el funcionamiento, 
características, componentes, aplicaciones y especificaciones asociadas a cada una de 
estas dos cámaras. 
 
2.1. Principio de funcionamiento de las cámaras de tiempo 
de vuelo (ToF) 
Las cámaras de tiempo de vuelo (ToF) son sensores que permiten medir las 
profundidades de los puntos de una escena (Figura 2.1). Primero, se ilumina la escena 
con un láser controlado o fuente de LED, lo que se conoce como señal emitida, y luego 
se analiza la señal recibida en el sensor cuando es reflejada por los objetos que 







Figura 2.1: Principio básico de una cámara ToF. [8] 
 
En función del tipo de señal emitida por el emisor surgen diversas tecnologías: 
modulación de onda continua, modulación pulsada y modulación pseudonoise. Estas 
técnicas se explican en detalle en la sección 2.2. 
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Algunas de las ventajas que ofrecen las cámaras de tiempo de vuelo frente a la 
utilización de múltiples cámaras convencionales como puedan ser los sistemas de 
triangulación pasiva y activa son las siguientes: [1] y [2] 
• Solamente es necesaria una cámara, por lo que no es necesario medir 
parámetros extrínsecos tales como la posición relativa y la orientación de varias 
cámaras. 
• Tiempo real. 
• Escasa dependencia de la iluminación ambiental. 
• Escasa dependencia de la textura de objetos. 
• No hay necesidad de integrar una fuente de luz externa adicional, puesto que 
los objetos son iluminados por una fuente de luz que está sincronizada con la 
cámara. 
Sin embargo, las cámaras ToF también presentan algunas desventajas: [1] 
• Las cámaras basadas en técnicas de modulación continua presentan sensores de 
menor resolución que aquellas utilizadas más típicamente en el sector de la 
visión artificial. 
• Las cámaras que utilizan modulación pulsada ofrecen una resolución mucho 
mayor, pero la resolución de profundidad que ofrecen a velocidades de 30 
fotogramas por segundo no es más de +/- 1 cm sobre distancias de trabajo entre 
0,5 y 5 m. 
 
2.2. Técnicas de modulación utilizadas por las 
cámaras ToF 
Inicialmente, la primera serie de cámaras ToF que se introdujeron en el mercado se basó 
en la medición de profundidad utilizando una técnica que se conoce como modulación 
de onda continua (CWM), la cual realiza el cálculo de las diferencias de fase entre la luz 
emitida por una fuente de luz y la luz capturada por el sensor de la cámara. Estas 
cámaras se pueden encontrar en compañías como Mesa Imaging, Ifm Electronic y PMD. 
[1] 
Sin embargo, en los últimos años, se ha introducido una nueva técnica en las cámaras 
ToF, conocida como modulación pulsada. En dicha técnica, la cámara activa un módulo 
de iluminación que emite intensos pulsos de luz, los cuales son reflejados desde los 
objetos que se encuentran dentro de la escena. Este tipo de cámaras se encuentan 
disponibles en compañías como Odos Imaging y Basler. [1] 
Estas últimas cámaras que utilizan una modulación pulsada son las que se utilizarán para 
el desarrollo de este proyecto. 
A continuación, se explican en detalle las distintas técnicas de modulación que emplean 
las cámaras ToF.  
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2.2.1. Cámaras de modulación continua (CWM) 
Los sensores de profundidad de luz continua obtienen la distancia a partir de medida de 
la diferencia de fase entre las señales emitida y recibida. Su principio de funcionamiento 
se muestra en la Figura 2.2. 
 
Figura 2.2: Técnica de modulación continua de una cámara ToF. [17] 
Estos sensores normalmente operan en espacios interiores y las mediciones que son 
capaces de realizar suelen ser bastante más cortas que las que puedan ser realizadas 
con los sensores de luz pulsada.  
En dicha modulación, un emisor de luz de LED ´s emite luz sobre un objeto y se realiza 
la medición de la diferencia de fase entre las señales emitidas y recibidas. 
La señal utilizada para la modulación de la luz emitida puede ser una onda sinusoidal de 
la forma: [2] 
𝑒(𝑡) = 𝐴0 𝑠𝑒𝑛(𝜔𝑡) = 𝐴0 𝑠𝑒𝑛(2𝜋𝑓𝑡) 
siendo 𝐴0 la amplitud de la potencia emitida y 𝑓 la frecuencia de modulación de la señal 
emitida. 
La señal recibida tiene un desplazamiento de fase debido al viaje de ida y vuelta que 
realiza la señal de luz emitida. Además, la señal recibida es afectada por la reflectividad 
del objeto, la atenuación a lo largo del camino óptico y la iluminación de fondo. [2] 
Dicha señal recibida se puede representar de la siguiente forma: 
𝑟(𝑡) = 𝑂 + 𝑎0 ⋅ 𝐾𝑠𝑒𝑛(𝜔(𝑡 + 𝑡𝑑)) = 𝑂 + 𝑎0 ⋅ 𝐾𝑠𝑒𝑛(𝜔𝑡 + 𝛽) 
donde:  
- 𝑂 es el offset añadido a la señal recibida debido a la iluminación de fondo y a la 
componente continua de la luz IR. [4] 
- 𝑎0 es la amplitud de la señal recibida. [4] 
- 𝐾 es la atenuación de la potencia de la señal recibida causada por la reflexión y 
los efectos de la óptica. [4] 
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- 𝑡𝑑 es el tiempo de ida y vuelta de la señal luminosa a un punto de la escena. 
- 𝛽 = 𝑤𝑡𝑑 es el desplazamiento de fase a través del cual es posible obtener la 
información de distancia. [4] 
- 𝜔 es la pulsación de modulación, 𝜔 = 2𝜋𝑓. 
Para simplificar la expresión anterior, si definimos 𝐵0 como 𝑎0 ⋅ 𝐾, entonces la señal 
recibida queda de la siguiente manera: 
𝑟(𝑡) = 𝑂 + 𝐵0 𝑠𝑒𝑛(𝜔𝑡 + 𝛽) 
siendo 𝐵0 la amplitud de la potencia recibida. Dado que la distancia “d” desde la cámara 
al punto de incidencia de la escena viene dada por (suponiendo que los trayectos de ida 
y vuelta son iguales, 𝑑𝑡𝑜𝑡𝑎𝑙 = 𝑑𝑖𝑑𝑎 + 𝑑𝑟𝑒𝑡𝑜𝑟𝑛𝑜 ≈ 2𝑑): 
𝛽 = 𝜔𝑡𝑑 = 2𝜋𝑓 
2𝑑
𝑐




Para un desplazamiento de fase 𝛽 = 2𝜋, se obtendría la distancia máxima posible 
(distancia de no ambigüedad): [2] 







siendo 𝑐 la velocidad de la luz, y 𝑓 la frecuencia de modulación. Se supone que la 
intensidad de iluminación es suficiente para iluminar la escena a distancias iguales o 
superiores a la de no ambigüedad. 
Es dificil medir directamente el desfase entre la señal emitida y la recibida. Por ello, se 
emplean sistemas de correlación en cada sensor del receptor. La función de correlación 
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donde 𝐵0, 𝛽 y 𝑂 son valores desconocidos. 𝐾𝑖𝑛𝑡 tiene en cuenta el número total de 
periodos T integrados durante el tiempo de integración del sensor. En la práctica,   









2.2.2. Cámaras de modulación pulsada (PM) 
Los sensores de profundidad de luz pulsada están compuestos por un emisor de luz y 
receptores de luz. El sensor envía pulsos de luz emitidos por diodos LED´s y se realiza la 
medida del tiempo que tardan dichos pulsos de luz en regresar al sensor, obteniendo así 
la distancia de los objetos (Figura 2.4). 
La Figura 2.3 muestra el principio básico de funcionamiento de las cámaras que utilizan 
modulación pulsada. 
 
Figura 2.3: Técnica de modulación pulsada de una cámara ToF. [18] 
 
Figura 2.4: Medida del tiempo de ida y vuelta en modulación pulsada. [2] 
Suponiendo que los trayectos de ida y vuelta son iguales: 
𝑑𝑡𝑜𝑡𝑎𝑙 = 𝑑𝑖𝑑𝑎 + 𝑑𝑟𝑒𝑡𝑜𝑟𝑛𝑜 ≈ 2𝑑 





Por otro lado, según la Figura 2.4, se tiene que: 
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𝑆0 = 𝐾(𝑡𝑝 − 𝑡𝑑) 
𝑆1 = 𝐾𝑡𝑑 














Este último valor es el que limita el rango de no ambigüedad de la cámara. Puede 
aumentarse incrementando el tiempo que el pulso de luz está activo. 
Idealmente, este tipo de cámaras pueden ser utilizadas en espacios exteriores, bajo 
condiciones adversas, debido a que la energía emitida es mucho mayor que la del medio 
que lo rodea. Sin embargo, hay factores que afectan bastante en la obtención de 
medidas, de los cuales se hablará más adelante.  
Las cámaras tanto de Basler como de Odos Imaging iluminan escenas y captan luz en el 
espectro IR cercano. Esto se debe a que la resolución de la imagen de profundidad de 
estas cámaras es cuatro veces mayor que sus equivalentes RGB. Además, la luz IR es 
menos intrusiva que la luz visible, pues es invisible para el ojo humano reduciendo así la 
fatiga del operador. 
Las ventajas de utlizar modulación pulsada son las siguientes [2]: 
• Transmisión de gran cantidad de energía en un tiempo muy corto. 
• Disminuye la influencia de la iluminación de fondo. 
• Alta relación señal/ruido con valor medio bajo de potencia óptica. 
• Permite realizar medidas a larga distancia . 
Sin embargo, algunos de los inconvenientes en este tipo de modulación son [2]: 
• El receptor debe tener un gran ancho de banda. 
En las secciones 2.5 y 2.6 se explicarán en detalle las dos cámaras de tiempo de vuelo 
utilizadas en este proyecto, las cuales emplean la técnica de modulación pulsada. 
2.2.3. Cámaras de modulación pseudonoise (PN) [2] 
En este tipo de modulación la luz es modulada en intensidad mediante una secuencia 
PN. Hay muchos tipos diferentes de secuencias PN: secuencias de longitud máxima 
(maximal-lenght, m-sequences), Gold, Hadamard-Walsh, Barker, etc. 
Como puede observarse en la Figura 2.5, la obtención de la distancia se consigue 
mediante la correlación de la intensidad de la luz incidente con dos versiones 
desplazadas en el tiempo de la secuencia PN. 
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Esta técnica facilita el uso de múltiples cámaras simultáneamente (CDMA) y en un 
mismo entorno. 
En cámaras ToF generalmente se utilizan secuencias de longitud máxima m-secuencias 
debido a sus óptimas propiedades de auto-correlación, factor clave para obtener la 
distancia. 
 
Figura 2.5: Técnica de modulación pseudonoise de una cámara ToF. [2] 
𝐶(−𝜏) =  𝐴𝜇 − 𝐴𝜐 = 
𝑅𝑝ℎ
𝑞




donde 𝐴𝜇 y 𝐴𝜐 son dos valores individuales de integración en términos de número de 
electrones, P(t) describe las caracteristicas de tiempo de la señal de potencia óptica en 
el píxel con un retraso de 𝜏, y S(t) es la secuencia binaria bipolar que controla el  
interruptor. S puede ser +1 o -1. El parámetro 𝑅𝑝ℎ denota la capacidad óptica de 
respuesta del píxel en unidades de A/W. 
A continuacíon, en la Figura 2.6 se representa el algoritmo de secuencias de longitud 
máxima. 
m-secuencia 
      
     
  
       
Figura 2.6: Modulación pseudonoise mediante m-secuencia. [2] 
Desplazamiento nulo en la secuencia:             Desplazamiento 𝑇𝑐 en la secuencia: 




























2.3. Fuentes de error en las cámaras ToF 
Los valores de profundidad que se obtienen con los sensores de las cámaras ToF pueden 
ser distorsionados como consecuencia de las distintas fuentes de ruido a las cuales se 
ven sometidos dichos sensores. Esto genera dos tipos de fuentes de error:  
2.3.1. Errores sistemáticos 
Los errores sistemáticos de las cámaras ToF tienen una gran influencia en la precisión y 
fiabilidad de las medidas de profundidad realizadas, de aquí la necesidad de calibrar los 
errores sistemáticos en las mismas. [2] 
Este tipo de errores, generalmente aparecen en los procesos de transformación de la 
luz recibida a señal y en la fabricación del sensor. [2] 
Los errores sistemáticos más representativos que aparecen en las cámaras ToF son los 
siguientes: [2] 
• Photon shot noise: ruido de disparo que genera variaciones en el número de 
electrones de los MOSFET. 
• Wiggling error: este error de movimiento se debe básicamente a la existencia de 
señales sinusoidales no perfectas. 
• Temperature related: error como consecuencia de las variaciones en la 
temperatura, que producen desajustes en el material del semiconductor. 
• Fixed Pattern Noise: error debido a ruidos de patrón fijo en determinados 
píxeles. 
• Reflectivity and amplitude variations: error que aparece por causa de las 
variaciones de amplitud y reflectividad. 
Como solución a estos errores, la mayoría de fabricantes de las cámaras comerciales 
proponen compensaciones vía hardware.  
2.3.2. Errores no sistemáticos 
Dentro de este tipo de errores, destacan los siguientes: [2] 
• Scattering light: las reflexiones de luz dentro de la lente y del sensor de la cámara 
pueden generar dispersión de luz. 
• Multipath effect: el efecto Multicamino genera interferencias cuando la luz se 
refleja en varias ocasiones, falseando así la medida de la distancia. 
• Motion artifacts: error producido en la cámara por objetos en movimiento. 
• Flying pixels: píxeles voladores en las discontinuidades de los objetos de la 
escena. Este error puede ser corregido descartando los píxeles a lo largo de los 
rayos paralelos a la dirección de visualización. 
• Depth ambiguity: ambigüedad en la distancia cuando se supera la máxima 
distancia fiable de la cámara. Algunas propuestas para corregir este error, están 
basadas en la utilización de la imagen de amplitud. 
33 
 
2.4. Calibración de las cámaras ToF 
La calibración surge como consecuencia de las distintas fuentes de error que presentan 
las cámaras ToF en la actualidad. 
Mediante calibración se permite reducir los efectos de algunos errores sistemáticos, y 
mejorar así los resultados. [2] 
La distorsión de profundidad genera como medidas superficies curvas, en lugar de 
planos. [2] 
Los patrones de calibración para los sensores ToF suelen requerir equipos especiales 
debido a la dificultad de diseño que presentan. [2] 
Algunas de las alternativas enfocadas a la calibración de las cámaras ToF son las 
siguientes: [2] 
• Patrón de calibración de tablero de ajedrez. 
• Correspondencias de puntos de mundo a imagen. 
• Estimación lineal de parámetros intrínsecos / extrínsecos. [2] 
Para obtener los parámetros intrínsecos de la cámara (), se puede emplear la 
imagen de amplitud. 
 


































 =>  ?̃? 
 





Figura 2.7: Calibración de las cámaras ToF. [2] 
• Optimización no lineal. 
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2.5. Cámara Basler ToF 
La cámara Basler ToF es la primera que se va a estudiar para la realización de este 
proyecto. Está basada en la técnica de modulación pulsada, comentada en la sección 
anterior. 
2.5.1. Introducción 
Esta cámara pulsada proporciona tanto una imagen 2D de nivel de grises (Figura 2.8 a)) 
como una imagen de profundidad 3D (Figura 2.8 b)) en una sola toma. Además, ofrece 
un amplio rango de medidas que va desde los 0,5 m hasta los 13 m. [5] 
     
Figura 2.8 a) Imagen 2D de intensidad. [20]   Figura 2.8 b) Representación de profundidad en 
                         una escala de colores. [20] 
En la Figura 2.8 b) el rango de medidas va desde los 0,5 m hasta los 5 m. 
Tiene una resolución espacial de 640 x 480 píxeles y entrega 20 fotogramas por segundo. 
[8] 
Incorpora una fuente de luz NIR compuesta por 8 LED´s (Figura 2.9), con lo cual, no se 
ve afectada por la luz ambiental interior. Cabe mencionar que está optimizada para su 
utilización en aplicaciones interiores. [5] 
 
 




2.5.2. Componentes de la cámara Basler ToF 
En este apartado se enumeran los diferentes componentes que incorpora la cámara 
(Figura 2.10): 
 
Figura 2.10: Componentes de la cámara Basler ToF.  
• Fuente de luz [8] 
El módulo de iluminación ilumina la superficie que se desea medir permitiendo 
tiempos de exposición cortos y altas velocidades de captura de fotogramas.  
Durante la adquisición de imágenes, la fuente de luz enciende y apaga los LED´s 
miles de veces, siendo cada pulso de una duración de pocos nanosegundos. El 
parámetro que controla la cantidad de pulsos que se mandan por cada imagen 
es el tiempo de exposición. 
Para conseguir mediciones precisas, el fabricante se encarga de calibrar estas 
cámaras con el objetivo de tener pulsos de luz con duraciones idénticas. 
Además, se debe verificar que la seguridad de los ojos está garantizada incluso 
en el supuesto de algún fallo. 
Como se comentó anteriormente, la luz que utiliza esta cámara se encuentra 
dentro del espectro infrarrojo cercano, siendo invisible para el ojo humano. 
• Sensor [8] 
El sensor de imagen que utiliza esta cámara es un CCD fabricado por la compañía 
Panasonic. 
El obturador del sensor está sincronizado con los pulsos de luz hasta que se 
obtiene la suficiente carga en el sensor. Una vez acumulada, se pasa a un ADC de 




• Unidad de control [8] 
La cámara incluye una FPGA que se encarga de controlar la sincronización entre 
el envío de pulsos de luz y la apertura y cierre del obturador del sensor. La 
conversión de las cargas del sensor se envía posteriormente a la unidad de 
evaluación. 
• Unidad de evaluación [8] 
Este módulo permite obtener un perfil de intensidad, un mapa de profundidad y 
las coordenadas espaciales para los objetos. 
La imagen de intensidad representa el brillo como un número entero de 16 bits 
para cada píxel. En este punto, es clave la longitud de onda que incorpora la 
fuente de luz de la cámara, en este caso, con un valor de 850 nm. 
El mapa de profundidad muestra la distancia que hay entre los objetos y el sensor 
de la cámara, como un número entero de 16 bits por cada píxel. Es decir, 
representan el tiempo de ida y vuelta que necesita el pulso de luz para regresar 
al sensor, el cual puede verse influenciado por los diferentes efectos que 
experimenta la luz en el camino. Esta información de profundidad puede 
representarse también como un mapa de colores con 8 bits, lo que supone una 
mejora a la hora de visualizar los datos: las superficies más cercanas son rojas y 
las más lejanas, azules. 
La imagen de confianza proporciona una escala de errores en el mapa de 
profundidad, un entero de 16 bits por cada píxel. La medición es menos precisa 
cuanto mayor sea ese número. 
La nube de puntos está formada por tres números de 32 bits con coma flotante 
por cada píxel. Equivalen a las coordenadas espaciales en un sistema cartesiano. 
El valor de las coordenadas se indica en milímetros. El fabricante se encarga de 
una óptima calibración para conseguir que estas medidas sean lo más precisas 
posible. 
Los píxeles que tienen un valor alto en el mapa de confianza indican que la 
medida es poco fiable y se representan como distancia nula o NaN (Not a 
Number). El umbral de confianza puede ser modificado por el usuario. 
• Óptica [8] 
Es recomendable no manipular parámetros relativos a la óptica de la cámara, 
puesto que han sido calibrados por el fabricante previamente. 
La lente incorpora un filtro de paso banda óptico, que únicamente permite el 




• Interfaz [8] 
La cámara dispone de una interfaz Gigabit Ethernet para realizar la conexión al 
PC. Los estándares que utiliza son GigE Vision y GenICam. 
 
2.5.3. Principio de funcionamiento 
La cámara Basler ToF permite medir distancias enviando pulsos de luz desde una fuente 
de luz integrada y midiendo el tiempo que tardan dichos pulsos en regresar al sensor de 
la cámara. Por lo tanto, cuanto más tarda el pulso de luz reflejada en llegar al sensor, 
mayor es la distancia, y viceversa. [Ver sección 6.1 de la referencia 6] y [8] 
Como ya se dijo más arriba, esta cámara emplea la técnica de luz pulsada. En el 
momento en el que los pulsos de luz son registrados por el sensor, éste convierte la 
carga eléctrica generada por la energía luminosa en los píxeles del sensor, en 
información de distancia. 
En la Figura 2.11 se muestra cómo se abren y cierran las ventanas de obturación según 
los pulsos de luz. 
 
Figura 2.11: Principio de funcionamiento de la cámara Basler ToF. [Sección 6.1 de la    
referencia 6] 
Cuando se activa la cámara, todos los LED´s se encienden simultáneamente durante un 
periodo de tiempo específico (tp) y la energía reflejada desde el objeto se recoge en cada 
píxel del sensor utilizando dos ventanas de obturación con el mismo tp. [Sección 6.1 de 
la referencia 6] 
El proceso de emisión de pulsos de luz, y apertura y cierre de ventanas de obturación, 
se repite hasta que se completa el tiempo de exposición. [Sección 6.1 de la referencia 6] 
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A continuación, se muestra la expresión para calcular la distancia a partir de los datos 
recogidos: [2] 
 
2𝑑 = 𝑐 ∙  𝑡𝑑                                         







𝑆1 = 𝐾 ∙  𝑡𝑑 
 
donde 𝑑 es la distancia, 𝑐 es la velocidad de luz, 𝑡𝑝 es el periodo de tiempo en el que el 
pulso de luz está activo, 𝑆0 es la carga eléctrica acumulada durante la primera ventana 
de obturación 𝑆0, y 𝑆1 es la carga eléctrica acumulada durante la segunda ventana de 
obturación 𝑆1. [Sección 6.1 de la referencia 6] 
El rango de no ambigüedad está limitado por el valor máximo de un registro. [2] 
 
𝐶𝑎𝑝𝑎𝑐𝑖𝑑𝑎𝑑 𝑟𝑒𝑔𝑖𝑠𝑡𝑟𝑜 =  𝑑𝑚𝑎𝑥  →  𝑃𝑎𝑟𝑎 𝑑𝑟𝑒𝑎𝑙 = 𝑑𝑚𝑎𝑥 + 𝑥  → 
𝑙𝑎 𝑐á𝑚𝑎𝑟𝑎 𝑝𝑟𝑜𝑝𝑜𝑟𝑐𝑖𝑜𝑛𝑎 𝑑 = 𝑥 
Un contador se activa y cuando alcanza un valor (se corresponde con la distancia de no 
ambigüedad), se pone de nuevo a cero. 
 
2.5.4. Factores que influyen en la medida de la distancia 
En esta sección se va a hablar de los diferentes factores que pueden aparecer y por lo 
tanto influir, a la hora de realizar medidas con las cámaras de tiempo de vuelo. Algunos 
de estos factores son: [Sección 6.2 de la referencia 6] y [8] 
• Luz ambiente 
Como la medición de la distancia ToF se basa en la reflexión de la luz emitida por 
la cámara, cualquier luz adicional (fuentes de luz artificial o luz solar) puede 
repercutir en los resultados. 
A pesar de que la cámara es capaz de medir la luz ambiente y después restarla 
de la energía de luz total que reciben los píxeles, esto sigue suponiendo un 
problema. ¿Por qué? Porque un píxel en el sensor sólo puede contener una 
cantidad limitada de carga eléctrica. Si esta capacidad se agota por luz ambiental, 
disminuye el espacio para la reflexión del pulso de luz y, como consecuencia, la 
relación señal-ruido disminuye. 
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Para reducir esta influencia, se utiliza un filtro de paso banda óptico que, 
únicamente permite pasar la luz que pertenezca al mismo espectro que la fuente 
de luz incorporada por la cámara. De esta manera, las fuentes de luz artificial no 
suelen ser un problema, pues operan en un espectro diferente. 
Por el contrario, la luz solar es activa en todo el espectro y, por ejemplo, en días 
soleados puede alcanzar una intensidad luminosa significativa. En este escenario, 
se requiere tomar una serie de medidas adicionales para proteger la cámara de 
sobreexposiciones. 
• Luz dispersa 
La luz dispersa ocurre debido a reflexiones no deseadas dentro de la lente de la 
cámara o detrás de ella.  
Aunque se tiene un cuidado especial durante el proceso de fabricación de las 
cámaras, la luz dispersa no puede ser eliminada por completo. 
Las superficies brillantes que se encuentran muy cerca de la fuente de luz 
generan rápidamente luz dispersa. Este problema ocurre a pesar de que las 
superficies no se encuentren en el campo de visión del sensor. 
Por ejemplo, si una cámara se coloca en el centro de una mesa, la luz dispersa 
que se produce puede distorsionar en la medición de la distancia.  
En la imagen de intensidad, la luz dispersa produce un desvanecimiento en el 
contraste de la imagen. 
La solución ante este inconveniente puede ser garantizar que el espacio que hay 
delante de la cámara está libre de objetos altamente reflectantes, o incluso el 
uso de una cubierta para la lente. 
La Figura 2.12 muestra el efecto que produce la luz dispersa. 
 
 




La temperatura tiene una gran influencia a la hora de conseguir mediciones de 
distancia fiables. 
El rango de funcionamiento de la cámara en función de la temperatura va desde 
los 0ºC hasta los 50ºC. 
Por lo tanto, es importante que la cámara funcione en condiciones de 
temperatura estables. Temperaturas y/o fluctuaciones extremas deben de ser 
evitadas.  
La cámara necesita un tiempo de calentamiento. Éste suele ser de 
aproximadamente 20 minutos. Es aconsejable esperar dicho tiempo antes de 
iniciar la adquisición de imágenes. 
Si es posible, es una buena opción mantener enfriada la cámara a través de un 
ventilador. 
• Reflexiones múltiples (Efecto multicamino) 
Para que la medición de una distancia sea precisa, sólo se consiguen datos fiables 
cuando la luz se refleja una única vez. Cualquier luz que se refleje varias veces, 
por otros objetos en el campo de visión de la cámara o del entorno en general, 
puede distorsionar la medición.  
Formas cóncavas, como las esquinas de una habitación o el interior de una taza 
de café, son particularmente problemáticas, ya que el pulso de luz puede rebotar 
en diferentes superficies, aumentando así el tiempo hasta que es recibido por el 
sensor. 
Espejos y superficies altamente reflectantes también pueden llevar a múltiples 
reflexiones, o incluso pueden desviar el pulso de luz completamente. 
Un caso ideal sería un reflejo brillante, uniforme y difuso de una pared en una 
habitación negra vacía. 
La Figura 2.13 muestra el efecto que se produce cuando existen múltiples 
reflexiones. 
 
Figura 2.13: Efecto multicamino. [8] 
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• No ambigüedad 
El rango de no ambigüedad de la cámara Basler ToF es de 0 – 13,320 m. Esto 
significa que las distancias de los objetos medidos dentro de este rango 
representan las distancias verdaderas de los objetos. 
El problema aparece más allá de los 13,320 m, puesto que la cámara lo considera 
como un área no definida. El efecto producido es que cada 13,320 m, comienza 
un nuevo intervalo de medición. 
 
La Figura 2.14 representa el efecto que tiene el rango de no ambigüedad. 
 
Figura 2.14: Efecto que produce el rango de no ambigüedad. [Sección 6.2.6 de la referencia 6] 
 
Si por ejemplo, un objeto se encuentra a 15,320 m de la cámara, la distancia se 
mide como 2 m. 
Puede ser interesante cambiar la región de interés (ROI) con el fin de reducir los 









2.5.5. Campos de aplicación de la cámara Basler ToF 
La cámara ToF de la compañía de Basler puede ofrecer sus prestaciones en diversas 
áreas de aplicación (Figura 2.15) como pueden ser: [5] 
 
• Vehículos autónomos 
Para este tipo de aplicaciones, la cámara Basler ToF puede emplear la 
información de profundidad con el fin de evitar obstáculos o asistir en la 
navegación y, además, la información 2D para procesado de imágenes. 
 
• Aplicaciones médicas 
En este sector, puede ser de utilidad para la monitorización o posicionamiento 
de pacientes en sistemas por resonancia magnética. La tercera dimensión que 
ofrece este tipo de cámaras abre un abanico de posibilidades para aplicaciones 
relacionadas con la biometría. 
 
• Automatización logística 
Tareas que engloban tanto asistencia para el envío de paquetes, escaneo de 
volumen o etiquetado como asistencia de robots para equipaje y enrutamiento 
de cajas. 
 
• Automatización de fábricas y robótica 
La cámara Basler ToF puede utilizarse en sistemas para la recolección de basura: 
permite encontrar, seleccionar, montar objetos, así como detectar objetos 
peligrosos o ubicados de forma incorrecta. También es interesante para el 























2.5.6. Especificaciones de la cámara Basler ToF 
A continuación, se detallan las especificaciones de la cámara Basler ToF: [5] y [Sección 
3.1 de la referencia 6] 
Tabla 2.1: Especificaciones de la cámara Basler ToF. [Sección 3.1 de referencia 6] 
Parámetro Especificación 
Tamaño del Sensor (H x V) 640 x 480 píxeles 
Tipo de Sensor Panasonic MN34902BL - NIR 
Tamaño de la óptica 1/4" 
Lente 3.6 mm 
Campo de visión (H x V) 57o x 43o 
Máxima tasa de adquisición  20 fps 
Mono / Color Mono 
Longitud de onda 850 nm (± 30 nm) 
Rango de no ambigüedad  0 m – 13.325 m 
Precisión absoluta ± 1 cm 
Repetibilidad  (1 σ): 8 mm 
Deriva con la temperatura 0.7 mm / K 
Perturbación de la luz externa Por encima de 15 kLux 
Interfaz de comunicación Gigabit Ethernet (1000 Mbits/s) 
GigE Vision 
GenICam 
Componentes de imagen Imagen de rango 
Imagen de intensidad 
Mapa de confianza 
Formato de píxeles Coord3D_C16 (imagen de rango) 
Mono16 (imagen de intensidad) 
RGB8 (imagen de rango) 
Confidence16 (mapa de confianza) 
Coord3D_ABC32f (nube de puntos, 
imagen de rango) 
Sincronización Libre funcionamiento, disparo externo, 
disparo software 
Control del tiempo de exposición Programable vía API, Auto Mode 
Digital I / O 1 entrada / 1 salida 
Temperatura de funcionamiento 0 ºC hasta 50 ºC 
Temperatura de almacenamiento -20 ºC hasta 80 ºC 
Peso ~ 450 g 
Dimensiones (L x W x H) 141,9 mm x 61.5 mm x 76,4 mm 
Enfriamiento Pasivo, sin ventilador 
Grado de protección IP30 
Conformidad CE, RoHS, GenICam, GigE Vision, FCC, Eye 
Safety EN 62471:2008 
Requisitos de alimentación 24 VDC (± 10 %) 




2.6. Cámara ToF StarForm de Odos Imaging 
Esta cámara es la segunda en ser analizada en este documento. Al igual que la cámara 
Basler ToF, este dispositivo utiliza la técnica de modulación pulsada. 
2.6.1. Introducción 
Esta cámara, se conoce como sistema de visión 3D real.IZTM VS-1000. 
La imagen 2D de intensidad (Figura 2.16 a)) se puede utilizar para extraer información 
de características y bordes que, combinada con la información de profundidad 3D 
(Figura 2.16 b)), permite comprender completamente cualquier escena. [10] 
              
Figura 2.16 a) Imagen de intensidad 2D. [10]    Figura 2.16 b) Representación de profundidad  
                 en una escala de colores. [10] 
Su iluminación mediante LED´s, además de los tiempos de exposición cortos a los que 
opera el sensor de la imagen, ofrecen capacidad de capturar imágenes 3D hasta en 
situaciones donde la luz ambiental tiene un alto nivel de intensidad. Para operar en 
condiciones difíciles, existe la posibilidad de incorporar unidades de iluminación 
adicionales. [10] 
Su configuración es la que se muestra en la Figura 2.17: un módulo de sensor real.IZTM 









Figura 2.17: Sistema de visión 3D real.IZTM VS-1000. [16] 
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2.6.2. Componentes de la cámara ToF de Odos Imaging 
A continuación se detallan los principales componentes que forman parte del sistema 
de visión 3D real.IZTM VS-1000 (Figura 2.18): 
 
Figura 2.18: Componentes de la cámara ToF de Odos Imaging. 
• Módulos de iluminación láser real.IZTM IL-0900 [12] 
Cada módulo de iluminación incorpora doce LED´s que funcionan a una longitud 
de onda de 905 nm, que se corresponde con el espectro infrarrojo invisible. 
Estos módulos emiten pulsos cortos de luz, que son detectados después por el 
sensor de imagen con el fin de obtener el tiempo de ida y vuelta que emplea la 
luz en llegar a los objetos dentro de la escena y regresar al sensor de la cámara.  
Estos módulos están disponibles en tres configuraciones según las ópticas de 
difusión (15o, 30o o 60o). En este proyecto se van a emplear los correspondientes 
a 30o (OI-IL-0930). Esta opción proporciona un excelente compromiso entre el 
ángulo de iluminación y el rango debido a que la intensidad de la luz láser está 
inversamente relacionada con el ángulo de dispersión. 
• Sensor de imagen real.IZTM SE-1000 [12] 
Este sensor está basado en un CMOS con una resolución de 1280 x 1024 píxeles. 
Cada píxel es capaz de discriminar el tiempo que tarda un pulso de luz en llegar 
al sensor.  
La señal a la salida del sensor se amplifica y convierte a un valor digital y se 





• Lente de objetivo [12] 
Para la realización de este proyecto se ha elegido un objetivo con una distancia 
focal de 25 mm (Navitar DO-2595). 
Este sistema de visión incorpora un microprocesador dentro de un módulo FPGA, el cual 
se encarga de procesar y filtrar la salida de datos del sensor de imagen. Existe también 
una región de memoria interna para funcionar como buffer de imagen. [12] 
El módulo procesador es el responsable de controlar los módulos de iluminación y del 
sensor de imagen. A su vez, el microprocesador integrado gestiona la FPGA y el módulo 
formateador de salida, siendo este último necesario para transportar la salida de datos 
adecuadamente a través de la interfaz compatible con GigE Vision. [12] 
2.6.3. Principio de funcionamiento  
Este sistema de visión utiliza luz pulsada para medir la distancia de los objetos dentro 
de una escena. [9] 
Los módulos de iluminación emiten pulsos cortos de luz que iluminan la escena. La luz 
se refleja desde los objetos, y el tiempo de ida y vuelta para el pulso de luz se mide en 
cada píxel.  
La luz de los objetos más cercanos llega antes a la cámara que la luz de los objetos más 
lejanos. Finalmente, se genera una imagen por la matriz de 1280 x 1024 píxeles en el 
sensor de imagen. [9] 
En la Figura 2.19 se puede contemplar el principio de funcionamiento de esta cámara 
ToF. 
                          





2.6.4. Campos de aplicación de la cámara Odos Imaging 
Algunas de las aplicaciones en las que puede ser utilizada esta cámara ToF (Figura 2.20) 
son las siguientes: [10] 
• Gestión de logística 
El uso de esta cámara ToF puede ser de gran utilidad a la hora de clasificar, 
dimensionar y perfilar paquetes a través de la imagen de profundidad, mientras 
que con la imagen de intensidad se pueden realizar funciones como rastreo, 
registro y seguridad. 
Además, pueden emplearse para la optimización del espacio en el transporte de 
mercancías, operaciones de embalaje y desembalaje eficiente, etc. 
 
• Automatización en fábricas 
Combinar aquí las imágenes que proporciona este tipo de cámaras puede 
emplearse en sistemas de comprobación de presencia, para verificar la correcta 
carga de cajas o artículos, información detallada XYZ, orientación de objetos, etc. 
 
• Automatización en el sector de la agricultura 
Es un área interesante puesto que el uso de imágenes de profundidad e 
imágenes 2D pueden contribuir a la identificación del tamaño y la ubicación 


















2.6.5. Especificaciones de la cámara de Odos Imaging  
En este apartado se exponen las especificaciones de los distintos módulos que 
componen la cámara ToF. [10] 
• Sensor de Imagen 







Resolución  1280 x 1024 píxeles, ROI definida por 
usuario 
Tipo CMOS obturador global, exploración 
progresiva 
Tamaño de píxel 14 µm x 14 µm 
Formato de óptica 1 1/3”, 23 mm diagonal 
Filtro óptico de entrada No (puede ser añadido si se requiere) 
Montura de la lente C-mount (CS a través del anillo 
adaptador) 
Masa 900 g (lente excluida) 
Datos de intensidad 10 bits (nativo, salida 16 bit) 
Datos de rango 16 bits 
Tasa de adquisición (intensidad)  
a máxima resolución 
25 fps (típico, sobre GigE, en PC) 
452 fps (típico, interno) 
Máxima tasa de adquisición (rango) 17 fps (cero acumulaciones, sobre GigE, 
en PC) 
Mínimo tiempo de exposición 10 µs 
Temperatura de funcionamiento -20o hasta 50o 
Temperatura de almacenamiento -20o hasta 60o 
Estándar de interfaz hardware GigE Vision 
Cumplimiento de normas CE, RoHS (2011/65/EU) 
Requisito de alimentación 12 VDC 
Consumo de energía 15 W (típico) 




• Módulo de iluminación 
 
Tabla 2.3: Especificaciones del módulo sensor real.IZTM IL-0900. [10] 
• Modo Intensidad 
 




Tipo Diodo LED 
Longitud de onda 905 nm 
Máxima anchura del pulso 230 ns 
Mínima anchura del pulso 40 ns 
Tasa de repetición máxima 8 kHz 
Configuraciones ópticas 15o, 30o, 60o 
Número de diodos láser 12 por módulo 
Típica energía de pulso dirigida 0.25 µJ 
Clasificación Clase 1 (IEC 60825:2) 
Masa 250 g 
Requisito de alimentación 12 VDC 
Consumo de energía 5 W (típico) / 25 W (máximo) 
Sincronización Sincronizar señales IO para evitar 
interferencias 
Parámetro Especificación 
Tipo de imagen Monocroma, luz ambiental 
Control de exposición Continuo, disparado por SW, disparado 
por HW, tiempo de exposición 
programable 
Tasa de adquisición de fotogramas 450 fps máxima (resolución completa, 
modo de almacenamiento) 
30 fps (resolución completa, sólo en modo 
intensidad) 
Profundidad de bits 10 bit (interno) 
16/14/12/10/8 bit (formatos de datos 
GigEVision) 




• Modo Rango 
 






Tipo de medida Tiempo de vuelo / luz pulsada 
Tasa de adquisición de fotogramas Hasta 30 fps, dependiendo de la 
precisión / ROI 
Profundidad de bits 16 bit (interno) 
16/14/12/10/8 bit (formatos de datos 
GigEVision) 
Formato de datos Datos de imagen estándar de GigEVision 
que contienen profundidad 
Sólo en rango Imagen del mapa del rango relativo 
Formato de datos Imágenes secuenciales estándar de 
GigEVision 
Intensidad – rango Contiene tipo de metadata, ID, marca de 
tiempo 
Rango de operación  50 cm – 8 m (se puede ampliar con el uso 
de módulos de iluminación adicionales) 
Precisión ambiente Hasta 1 cm, dependiendo de la 
operación 










































3. Puesta en funcionamiento de las cámaras de 
tiempo de vuelo (ToF) 
 
Una vez que se ha expuesto el principio de funcionamiento de las dos cámaras de tiempo 
de vuelo comerciales que se van a emplear, detallado en los apartados 2.5 y 2.6, se va a 
indicar la puesta en marcha de ambas cámaras con el objetivo de obtener conclusiones 
sobre las limitaciones y prestaciones que presentan. 
3.1. Cámara Basler ToF  
Esta cámara va a ser la primera en ser analizada en este proyecto. Como punto de 
partida, con el fin de familiarizarse con la cámara, se pondrá en funcionamiento en un 
espacio interior controlado, en concreto en el ISPACE proporcionado por el grupo 
GEINTRA de la Universidad. Se realizará un estudio sobre las diferentes configuraciones 
que ofrece ajustando los distintos parámetros de la cámara. Además, se tomarán varias 
capturas de imagen, y se analizarán los resultados. 
Una vez controlada en un espacio interior, se pasará a una puesta en marcha en un 
espacio exterior, con el objetivo de evaluar el comportamiento de esta cámara ToF en 
aplicaciones exteriores. 
3.1.1. Estudio en un espacio interior  
Antes de comenzar, es necesario realizar la instalación del dispositivo en el laboratorio 
del ISPACE. Para ello, consular las secciones A.1.1 y A.1.2 del manual de usuario, en el 
cual se detalla paso a paso como llevar a cabo la instalación hardware y software de la 
cámara Basler ToF. 
Para adquirir las primeras imágenes y cambiar los ajustes de la cámara se utiliza la 
aplicación que proporciona Basler, en este caso para Linux, pylon Viewer (ToF). Para 
configurar correctamente la dirección IP de la cámara y ejecutar esta aplicación, 
consultar los apartados A.1.3 y A.1.4 del manual de usuario. 
Dentro del panel de características que ofrece la cámara ToF, se van a analizar los tres 
grupos de parámetros que aportan información relevante a la hora de capturar 
imágenes con la cámara:  
• Image Format Control [Ver sección 8.4 de la referencia 6] 
Este conjunto de parámetros (Figura 3.1) permite definir la región de interés 





Figura 3.1: Parámetros Image Format Control. 
La cámara ToF genera 3 componentes diferentes: 
➢ Range 
Se corresponde con la imagen de profundidad, y representa la distancia 
radial en cada píxel entre el objeto y la cámara, o lo que es equivalente, 
el tiempo que transcurre desde el envío de un pulso de luz y la recepción 
de la luz reflejada en el sensor. Los píxeles soportan los siguientes 
formatos: 
 
- Coord3D_C16: Imagen monocromática con valores enteros sin 
signo de 16 bits. Las áreas más oscuras representan objetos 
cercanos a la cámara, mientras que las áreas más claras 
representan objetos más lejanos. Los objetos fuera del rango de 
medición aparecen como negro. Esta imagen es la que se 
corresponde con la Figura 3.2. 
 
Figura 3.2: Imagen de profundidad representada en escala de grises. 
Con los parámetros Width y Height se puede configurar el tamaño de la región 
de interés de las imágenes. Al disminuir la ROI, aumenta la frecuencia de captura 
máxima. También es posible modificar la posición de la ROI a través de Offset X 
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y Offset Y. Por ejemplo, con un Width = 320, Height = 240, Offset X = 160 y Offset 
Y = 120, se obtiene una imagen como la de la Figura 3.3. 
 
Figura 3.3: Imagen de profundidad representada en escala de grises modificando la 
ROI. 
Minimum Depth y Maximum Depth se utilizan para definir la distancia de la ROI. 
El rango disponible es de 0 a 13,320 m, que se corresponde con el rango de no 
ambigüedad de la cámara. Sin embargo, hay que tener en cuenta que la cámara 
no toma medidas válidas a menos de 0,5 m. Por ejemplo, en la Figura 3.4 se ha 
configurado una Minimum Depth = 0 m y una Maximum Depth = 3 m. Los datos 
que se encuentren fuera de ese rango son descartados. Se puede comprobar que 
los objetos situados a más de 3 m son descartados por la cámara (píxeles en color 
negro a partir de esa distancia). 
 
Figura 3.4: Imagen de profundidad representada en escala de grises                             
con un rango de 0 – 3 m. 
Elegir una ROI que se adapte a la escena deseada lo más cerca posible, puede 




- RGB8: Se consigueuna mejor visualización de la imagen a través 
de las componentes rojo, verde y azul como enteros de 8 bits.  Las 
áreas rojas representan objetos cercanos, las verdes objetos 
intermedios, y las azules objetos lejanos a la cámara. Al igual que 
en la componente anterior, los objetos fuera del rango de 
medición aparecen en la imagen como negro. En la Figura 3.5 a) 
se representa la imagen de profundidad (mapa de color) con el 
rango completo que ofrece la cámara, mientras que en las Figuras 
3.5 b), 3.5 c) y 3.5 d) se muestran varias capturas pertenecientes 
a distintos rangos de medición. 
 
Figura 3.5 a) Imagen de profundidad en          Figura 3.5 b) Imagen de profundidad en 
escala de colores (0 – 13,320 m).                      escala de colores (3 – 13.320 m). 
 
Figura 3.5 c) Imagen de profundidad en          Figura 3.5 d) Imagen de profundidad en 
escala de colores (0 – 3 m).                                escala de colores (3 – 7 m). 
 
- Coord3D_ABC32f: Representa la nube de puntos con valores de 
coma flotante de 32 bits. Cada punto contiene las coordenadas 
XYZ de la superficie (en mm). El orden de la imagen es línea por 
línea y píxel por píxel. Los píxeles que contienen datos no fiables 
de distancia o fuera de la ROI muestran las coordenadas con un 
valor de NaN. La Figura 3.6 muestra el origen del sistema de 




Al intentarlo aparece el siguiente mensaje: 
 
 
Figura 3.6: Origen de coordenadas de la cámara ToF. [Sección 3.3 de la referencia 6] 
 
➢ Intensity 
Se corresponde con la imagen de intensidad, y representa el brillo de los 
pulsos de luz reflejada como valores enteros de 16 bits por cada píxel. 
Esta componente permite verificar los píxeles sobre/infra saturados de la 
imagen. Ante este efecto, es recomendable ajustar el tiempo de 
exposición o la posición de la cámara y comprobar si mejora la imagen. 
El formato de píxeles disponible es:  
 
- Mono16: Imagen monocromática con valores enteros sin signo de 
16 bits. La Figura 3.7 representa dicha imagen. 
 
Figura 3.7: Imagen de intensidad 2D. 
 
➢ Confidence map 
Se corresponde con el mapa de confianza, y representa una medida de 
fiabilidad de la medida de profundidad tomada en cada píxel. Cuanto 
mayor sea este valor más fiable será la medida. Se consideran tanto la luz 
ambiente como la luz generada por la cámara ToF. El formato de píxeles 
disponible es: 
- Confidence16: Imagen monocromática con valores enteros sin 




Figura 3.8: Imagen de confianza. 
En la configuración por defecto, se generan datos de rango en el formato 
Coord3D_C16. Para habilitar otras componentes de imagen, hay que utilizar los 
parámetros Component Selector y Component Enable (Figura 3.1). El pylon 
Viewer ToF sólo puede mostrar una componente a la vez, con lo cual, si se desea 
mostrar otra componente de imagen, primero hay que deshabilitar el resto de 
componentes, luego seleccionar la nueva componente de imagen, y por último, 
habilitarla. 
• Acquisition Control [Ver sección 8.3 de la referencia 6] 
Este conjunto de parámetros permite controlar la adquisición de imágenes. La 
configuración por defecto de los mismos es la que se muestra a continuación en 
la Figura 3.9. 
 
Figura 3.9: Parámetros Acquisition Control. 
Si se selecciona el parámetros LED Disable, entonces se apagan los LED´s de la 
cámara y en consecuencia, la ventana de visualización se muestra en negro. 
Acquisition Frame Rate es la tasa de salida a la que se generan imágenes. Si se 
reduce este valor, la adquisición de frames será más lenta, y por el contrario, si 
se aumenta, la adquisición será más rápida.  
El parámetro Exposure Auto permite utilizar o no el control automático de la 
exposición. Si se configura como continuo (Figura 3.9), la duración de la 
exposición es adaptada por la cámara para conseguir la velocidad de fotogramas 
deseada. Sin embargo, si se establece en Off, es el parámetro Exposure Time el 
que controla la duración de la exposición (Figura 3.10). 
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Si Exposure Auto está en modo continuo, se puede emplear el parámetro Agility 
para determinar la rapidez con la que el mecanismo de exposición reacciona ante 
los cambios en la escena capturada.  
Si Exposure Auto está en modo Off, el tiempo de exposición se controla a través 
del parámetro Exposure Time. Un tiempo de exposición de 25 ms quiere decir 
que, para capturar una imagen, la cámara envía pulsos de luz en sucesión rapida 
durante 25 ms. Esto puede ser de utilidad cuando las imágenes que se capturan 
muestran sobresaturación de los píxeles. 
 
Figura 3.10: Parámetros Acquisition Control con Exposure Auto en Off. 
En la Figura 3.11 a) se representa una captura con un tiempo de exposición de 
25 ms, mientras que en la Figura 3.11 b) se muestra la misma imagen con un 
tiempo de exposición de 2 ms. Como resultado, en la primera  se obtiene una 
mejor imagen puesto que la duración a la que se exponen los pulsos de luz es 
mayor. 
 
Figura 3.11 a) Imagen de profundidad en       Figura 3.11 b) Imagen de profundidad en                                         
escala de grises (Exposure Time = 25 ms).      escala de grises (Exposure Time = 2 ms). 
La Figura 3.12 se corresponde con una imagen de intensidad en la que se ha 
modificado el valor del tiempo de exposición. Se puede comparar con la Figura 
3.7, y observar que al disminuir el tiempo de exposición, la imagen pierde 
bastante información. 
 
Figura 3.12: Imagen de intensidad con Exposure Time = 2 ms. 
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• Image Quality Control [Ver sección 8.5 de la referencia 6] 
Este conjunto de parámetros permite mejorar la visualización y la calidad de los 
datos de la nube de puntos que genera la cámara. La configuración por defecto 
de estos parámetros es la que se muestra en la Figura 3.13. 
 
Figura 3.13: Parámetros Image Quality Control. 
Para que los píxeles se tengan en cuenta en la medición de la distancia, éstos 
tienen que exceder el valor especificado en el parámetro Confidence Threshold. 
En las siguientes capturas, se representa una imagen con un valor de 0 en el 
umbral de confianza (Figura 3.14 a)), y otra con un valor de 28000 (Figura 3.14 
b)).  
 
Figura 3.14 a) Imagen de profundidad en          Figura 3.14 b) Imagen de profundidad en                                                                                                                                                                                                                                                                                                                                                                                                                   
escala de grises (Confidence Threshold = 0).     escala de grises (Confidence Threshold = 28000).                        
Como resultado, los píxeles con valores por encima del umbral de confianza son 
considerados fiables, mientras que los valores por debajo de dicho umbral, 
tomarán un valor de 0 o NaN, dependiendo del formato elegido para los datos 
de rango. 
El parámetro Spatial Filter utiliza los valores de los píxeles vecinos para filtrar el 
ruido espacial en una imagen. Esto crea superficies más lisas y los bordes de los 
objetos quedan intactos. 
El Temporal Filter emplea los valores del mismo píxel en diferentes puntos en el 
tiempo con el fin de filtrar el ruido temporal en una imagen.  
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En la Figura 3.15 se puede observar una captura de imagen en la que ambos 
filtros han sido deshabilitados. 
El parámetro Strenght define hasta que punto llega la memoria del filtro 
temporal. Valores altos pueden resultar en artefactos en movimiento y, valores 
bajos reducen el efecti del filtro. 
 
Figura 3.15: Imagen de profundidad en escala de grises sin aplicar                               
filtro espacial ni temporal. 
El filtro de rango emplea la información de profundidad calculada a partir de los 
píxeles vecinos para filtrar el ruido en los datos de rango. Para que funcione, el 
filtro espacial debe estar habilitado. 
Si se deshabilita el Range Filter, la imagen resultante sería la que se muestra en 
la Figura 3.16. 
 
Figura 3.16: Imagen de profundidad en escala de grises                                                     
sin aplicar Range Filter. 
El último parámetro a tratar es Outlier Tolerance. Éste define por cuanto la 
profundidad de un píxel, en valores de gris de la imagen de rango, permite diferir 
de la de sus píxeles vecinos. Los valores atípicos se consideran como inváidos y 
en consecuencia, el valor del píxel será cero en la imagen de rango y NaN en la 
nube de puntos. Un valor bajo implica menor variación entre los valores de gris 
de los píxeles.  
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En las Figuras 3.17 a), 3.17 b), 3.17 c) y 3.17 d) se representan distintas capturas 
de imagen estableciendo diferentes valores para el parámetro Outlier Tolerance. 
 
Figura 3.17 a) Imagen de profundidad en       Figura 3.17 b) Imagen de profundidad en           
escala de grises (Outlier Tolerance = 6000)    escala de grises (Outlier Tolerance = 2000)  
 
Figura 3.17 c) Imagen de profundidad en       Figura 3.17 d) Imagen de profundidad en           
escala de grises (Outlier Tolerance=24000)    escala de grises (Outlier Tolerance=65536)  
 
Por otro lado, las Figuras 3.18 a) y 3.18 b) representan la imagen de profundidad 
con el mapa de color con diferentes valores de Outlier Tolerance. 
 
Figura 3.18 a) Imagen profundidad en            Figura 3.18 b) Imagen profundidad en                                                                             
escala de color (Outlier Tolerance=6000)       escala de color (Outlier Tolerance=65536) 
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A continuación se expone cómo se lleva a cabo el cálculo de la distancia. (Ver Sección 
8.6 de la referencia 6) 
En primer lugar, se define el sistema de coordenadas de la cámara Basler ToF (Figura 
3.19). 
 
Figura 3.19: Sistema de coordenadas de la cámara Basler ToF. (Sección 8.6.3 de la referencia 6) 
Un punto en el espacio 3D se define a través de las coordenadas cartesianas 𝑋, 𝑌 y 𝑍, 
donde 𝑋 representa la anchura, 𝑌 la altura y 𝑍 la profundidad.  
Por otro lado, 𝑢 y 𝑣 representan las coordenadas de un píxel en el plano imagen del 
mapa de rango 2D. Además, el punto central del plano imagen se representa como 
(𝐶𝑥, 𝐶𝑦). 
Por último, la distancia radial se define como la distancia que hay entre un punto en el 
espacio 3D y el origen del sistema de coordenadas, en este caso (𝐶𝑥, 𝐶𝑦). 
Para calcular las coordenadas 3D es necesario aplicar las siguientes expresiones: (Ver 




∙ (𝐷𝑚𝑎𝑥 −𝐷𝑚𝑖𝑛) + 𝐷𝑚𝑖𝑛 
𝑋 =  
𝑢 − 𝐶𝑥
𝑓




donde 𝑧 es el valor de rango de un píxel, 𝐷𝑚𝑎𝑥  es la profundidad máxima, 𝐷𝑚𝑖𝑛 la 
profundidad mínima, 𝑓 la distancia focal y 𝐶𝑥 , 𝐶𝑦 el punto central del plano imagen como 
se mencionó anteriormente. 
Para calcular la distancia radial, expresada en milímetros, se emplea la siguiente 
expresión: 
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑖𝑎 (𝑚𝑚) = 𝐷𝑚𝑖𝑛 + (𝑉𝑎𝑙𝑜𝑟𝑃𝑖𝑥𝑒𝑙 ∙ (𝐷𝑚𝑎𝑥 − 𝐷𝑚𝑖𝑛))/65535 
siendo 𝑉𝑎𝑙𝑜𝑟𝑃𝑖𝑥𝑒𝑙 el valor expresado en 16 bits de cada píxel de la imagen 
Coord3D_C16 (imagen de profundidad representada en escala de grises). 
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Tras analizar los resultados que se obtienen a través de la aplicación pylon Viewer (ToF), 
se va a implementar un algoritmo para mejorar dichos resultados. 
En todas las capturas anteriores se puede observar que aparecen numerosos píxeles 
cuyos valores no son válidos. Esto es un inconveniente, ya que a la hora de interpretar 
los datos de profundidad, se tienen bastantes zonas de la imagen sin información de 
distancias. Los píxeles no válidos en la imagen de profundidad (Coord3D_ABC32f) 
aparecen con un valor NaN. 
Por lo tanto, la idea es trabajar desde la imagen de profundidad en un entorno de 
desarrollo software, en este caso, Eclipse, e implementar un algoritmo que permita 
recorrer todos los píxeles de la imagen, y corregir aquellos que sean píxeles erróneos.  
A continuación, se va a explicar en detalle el programa desarrollado en C++, y después 
se presentarán los resultados obtenidos. Para la implementación de este programa se 
ha tomado como ayuda la guía de programación que proporciona la compañía de Basler. 
[7] 
El acceso a la cámara se realiza a través de un productor GenTL, una biblioteca dinámica 
que implementa una interfaz de software estandarizada. A veces, operar directamente 
con el productor GenTL resulta incómodo, por lo que Basler proporciona la biblioteca 
ConsumerImplHelper, biblioteca de C++ que sirve como una API fácil de usar y 
proporciona acceso al productor Basler de GenTL. El acceso a la biblioteca es 
proporcionado principalmente por la clase CToFCamera. En la Figura 3.20 se observa 
como hay que incluir dicha biblioteca.  
 
Figura 3.20: Librerías, variables globales y clases del programa implementado. 
Además, se incluyen también las librerías de OpenCV necesarias para trabajar con el 
procesamiento de imágenes. El módulo Core incluye estructuras de datos básicas (p.e. 
estructura de datos Mat) y funciones básicas de procesamiento de imágenes. Por otro 
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lado, el módulo Highgui ofrece funciones sencillas de interfaz de usuario, varios códecs 
de imagen y video, capacidad de captura de imagen y video, manipulación de ventanas 
de imagen, etc. Se definen también una serie de variables globales y una clase Sample 
que se utilizarán más adelante. 
El programa principal (main) se muestra en la Figura 3.21. 
 
Figura 3.21: Programa principal main. 
El bucle for permite capturar tantas imágenes como el usuario indique (en este caso, 29 
imágenes). Lo primero que se hace es definir una clase Sample del tipo BaslerToF, clase 
previamente definida. Si no se genera ningún error, entonces se ejecutan las siguientes 
funciones: 
• Init_Config ( ): esta función se encarga de inicializar la cámara y establecer los 
valores deseados por el usuario de los parámetros configurables de la cámara 
ToF. 
• Acquisition ( ): función que permite realizar la adquisición de una imagen y 
almacenar las coordenadas 3D correspondientes a cada uno de los píxeles.  
• Close ( ): función que libera los recursos de la cámara ToF. 
Por último, cuando se captura la última imagen, presionando la tecla ENTER, se termina 
el programa. 
Ahora, se van a explicar en profundidad las tres funciones mencionadas anteriormente. 
• Init_Config ( ) (Figura 3.22) 
El primer paso es cargar e inicializar el productor GenTL. Esto se hace llamando 
al método CToFCamera :: InitProducer(). Después, se utiliza el método 



















Figura 3.22: Función Init_Config( ). 
El resto del código que aparece en la función permite acceder a los parámetros de la 
cámara y modificarlos si se desea. La cámara está configurada con el valor por defecto 
de los parámetros. El único que se ha modificado es el formato de la componente de 
rango, que en lugar de ser Coord3D_C16, es Coord3D_ABC32f. 
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El método GetParameter() y los punteros inteligentes del GenApi se utilizan para 
obtener acceso a los parámetros de la cámara. Los nombres y tipos de parámetros se 
pueden encontrar utilizando los paneles de documentación del pylon Viewer (ToF).  
Los tipos de punteros inteligentes disponibles son: CIntegerPtr, CFloatPtr, 
CEnumerationPtr y CBooleanPtr, dependiendo del tipo de datos de los parámetros. 
Mencionar también que para establecer cierto valor en un parámetro se utiliza el 
método SetValue () para parámetros enteros, de coma flotante y booleanos, y el método 
FromString () para parámetros de enumeración. 
• Acquisition ( ) (Figura 3.23) 
En primer lugar, se define un vector de estructuras BufferParts parts, cuyas 
estructuras contienen un puntero a la profundidad real y los datos de la imagen, 
así como la anchura y la altura de la imagen. Posteriormente, con la llamada al 
método GrabSingleImage se lleva a cabo la adquisición de un único frame. Este 
método se almacena en ptrGrabResult, el cual contiene la información de los 
datos capturados.  
Se define tanto la anchura como la altura de la imagen, así como una serie de 
variables que se utilizarán más adelante. 
 
 
Figura 3.23: Función Acquisition ( ) Parte 1. 
 
Después se verifica que la imagen ha sido adquirida satisfactoriamente, leyendo 
ptrGrabResult. En caso contario, se advierte con un mensaje indicando que la 




Se definen también tres matrices: dos de ellas que trabajaran con los datos de 
profundidad, y una que lo hará con los datos de intensidad de la imagen. 
A continuación (Figura 3.24), se definen varias cadenas de caracteres (strings), 
en las cuales se almacenarán imágenes relativas a los datos de profundidad e 
intensidad, y archivos de texto con dichos datos de profundidad e intensidad 
respectivamente. 
 
Figura 3.24: Función Acquisition ( ) Parte 2. 
Luego, tal y como se muestra en la Figura 3.25, se abre un fichero de texto con 
el fin de almacenar la coordenada z de cada uno de los píxeles que conforman la 
imagen. Coord3D es una estructura que contiene las coordenadas 3D más un 
indicardor, que puede ser interrogado para comprobar la validez de los datos. 
 
 
Figura 3.25: Función Acquisition ( ) Parte 3. 
En el momento en el que se han almacenado los datos correspondientes con la 
coordenada z de la imagen, es la hora de realizar la implementación del 
algoritmo que permita encontrar y corregir aquellos píxeles de la imagen que 
tengan un valor no válido en cuanto a información de profundidad se refiere. 









Figura 3.26: Función Acquisition ( ) Parte 4. 
Los dos primeros bucles for se emplean para recorrer todos los píxeles de de la 
imagen. Después, se comprueba uno a uno para comprobar si se trata de un píxel 
no válido (NaN). En el caso de ser así, se inicializan varias variables: nan se 
corresponde con el número de píxeles no válidos, suma_vecinos representa la 
suma de los vecinos respecto del píxel no válido a procesar, valor se utiliza para 
calcular la media de dicha suma, y pixeles se emplea para inicializar una matriz 
de 3x3. Acto seguido, se comienza a recorrer esa máscara 3x3 en base al píxel 
erróneo. Según se vaya encontrando algún píxel no válido dentro de esa matriz 
se incrementa el valor nan, y cuando finalmente no se encuentre, se calcula la 
suma de los vecinos de aquellos píxeles que sean válidos. 
Finalmente, si el número de píxeles no válidos resulta ser el mismo que los 
valores que conforman la máscara que se está aplicando, entonces se 
incrementa el tamaño de la máscara, se restablecen las variables y se vuelve a 
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ejecutar el algoritmo. Si por el contrario, el número de píxeles no válidos no 
coincide con los elementos de la máscara, entonces se calcula el número de 
píxeles validos que hay disponibles, se calcula la media y se pasa dicho valor al 
píxel que se acaba de procesar. Dicho esto, se sigue ejecutando el algoritmo en 
busca del resto de píxeles no válidos. 
En la Figura 3.27 se muestra un algoritmo que permite detectar cúantos píxeles 
no válidos hay en la imagen, y cúantos de ellos han sido corregidos después de 
procesar el algoritmo detallado en la Figura 3.26. 
 
Figura 3.27: Función Acquisition ( ) Parte 5. 
El siguiente paso es almacenar en la matriz donde se guardaron los datos de  
profundidad (matriz Z), los datos corregidos correspondientes a las posiciones en 
las que se encontraban los píxeles no válidos. De esta forma se obtiene la matriz 
final con toda la información de profundidad.  
Además se crean dos archivos en los cuales se almacenan los datos 
correspondientes a la información de profundidad corregida y la información de 
intensidad de la imagen. 
 El código que implementa esto último se representa en la Figura 3.28. 
 




Por último, únicamente falta la interpretación de los resultados. Se definen 3 
matrices para trabajar con los datos obtenidos. Primero se convierte la matriz Z 
a una matriz del mismo tamaño con valores enteros sin signo de 16 bits (Z16). A 
continuación, se buscan los valores mínimos y máximos de los elementos que 
componen la matriz Z16 y se realiza un escalado para tener una representación 
más clara de la información de profundidad (Z16_aux). Luego se realiza un 
suavizado de la imagen usando la función blur que proporciona openCV, 
resultando en la matriz Z16F. Los argumentos de esta función son: imagen 
origen, imagen destino, tamaño del kernel a utilizar para el suavizado, el punto 
Point (-1,1) indica que la referencia está en el centro del kernel, y por último el 
tipo de borde usado para extrapolar píxeles fuera de la imagen. Se crea también 
otra matriz (Z8) para representar en ella la imagen de profundidad con un mapa 
de color  y poder ver la información en distintos colores en función de la distancia 
a los objetos.  
Finalmente, se representa y almacena la imagen de profundidad (escala de gris 
y mapa de color) y la imagen de intensidad (Figura 3.29). 
 
Figura 3.29: Función Acquisition ( ) Parte 7. 
 
• Close ( ) (Figura 3.30) 
Por último, esta función es la encargada de liberar y cerrar los recursos de la 
cámara ToF. 
 
Figura 3.30: Función Close ( ). 
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Después de haber expuesto en detalle el programa para mejorar los datos de 
profundidad captados por la cámara Basler ToF, se van a presentar los resultados 
obtenidos en el ISPACE. 
Cuando se ejecuta el programa desde el terminal, se obtendría un resultado como el 
que se muestra en la Figura 3.31. 
 
Figura 3.31: Visualización del terminal tras ejecutar el programa implementado. 
Se puede observar que en un primer instante se realiza una conexión con la cámara, y 
después se captura una imagen. En la primera imagen por ejemplo, el número de píxeles 
no válidos serían 57132. Son muchos píxeles erróneos, pero tras procesar el algoritmo 
implementado se corrigen la totalidad de dichos píxeles. Las imágenes y la información 
quedarían alamacenadas en la carpeta que se ha especificado previamente.  
Ahora, se va a mostrar un pequeño fragmento de cada uno de los tres archivos que se 
almacenan (Figura 3.32). Dicha figura está puesta como ejemplo de correción de los 
NaN. 
Los números que aparecen a la izquierda de las columnas se corresponden con el 
número de píxel. La resolución espacial de la cámara Basler ToF es de 640x480, por lo 
que se obtienen 307200 píxeles por cada imagen capturada. 
La primera columna se corresponde con los datos de intensidad de la imagen. Se trata 
de valores enteros de 16 bits, en las que los valores más bajos son los píxeles más 
oscuros, y los más altos son los píxeles más brillantes. 
La segunda se corresponde con los datos reales de profundidad capturados por la 
cámara ToF. Los valores están representados en mm, y puede observarse como en 
ciertas zonas aparecen píxeles no válidos. 
Por último, en la tercera columna aparecen los datos de profundidad corregidos. Los 
valores se han redondeado. Además, se puede apreciar como en las zonas donde los 
píxeles eran no válidos, tras el procesamiento del algoritmo se consigue una 
aproximación calculando la media de los píxeles vecinos, teniendo así información en 






Figura 3.32: Fragmento como ejemplo de correción de los NaN. La primera columna                           
representa los valores de intensidad de cada píxel, la segunda los valores reales de 
profundidad, y la tercera los valores de profundidad con los NaN corregidos. 
 
Para concluir este apartado, se representan los resultados de las imágenes obtenidas 











Figura 3.33: Imágenes obtenidas con la cámara de Basler ToF. La primera columna representa 
la imagen de intensidad, la segunda el mapa de profundidad en una escala de grises y la 




3.1.2. Estudio en un espacio exterior  
Una vez se ha realizado el estudio de la cámara en un espacio interior controlado, se 
pasó a un espacio exterior para ver los resultados que se obtienen en estos entornos. 
Su montaje se ha realizado en el patio exterior de la tercera planta de la Escuela 
Politécnica Superior de la Universidad de Alcalá. 
En primer lugar, mencionar que la cámara dispone de un grado de protección IP30, por 
lo que no es recomendable utilizar la cámara en lugares donde se pueda mojar.  
Por otro lado, la compañía advierte que la cámara Basler ToF está optimizada para un 
uso en espacios interiores. En condiciones donde la luz solar es intensa presenta 
dificultades de funcionamiento y sobre todo si las fuentes de luz son muy intensas y 
están en el rango del infrarrojo cercano (850 nm). Con lo cual, en estas condiciones las 
mediciones serán imprecisas. La compañía indica que está trabajando en un modelo ToF 
para un uso en espacios exteriores. [Pregunta 18 de la referencia 21] 
Dicho esto, efectivamente al probar el funcionamiento de la cámara Basler ToF en un 
entorno exterior, el comportamiento no ha sido bueno. Se ha llevado un seguimiento 
de las capturas tomadas en diferentes condiciones ambientales, pero en el momento en 
el que incide con cierta intensidad la luz solar, la cámara pierde prácticamente la 
visibilidad de la escena. La Figura 3.34 acredita lo mencionado hasta el momento con 
una imagen capturada cuando la radiación solar está en su máximo esplendor. Se 
representan las imágenes correspondientes con el mapa de profundidad en escala de 
grises y en escala de colores, puesto que son las afectadas. La imagen de intensidad se 
visualiza sin ningún tipo de problema. 
 
Figura 3.34: Imágenes de profundidad en espacio exterior con alta intensidad de luz solar (la 
primera representada en escala de grises y la segunda en escala de colores). 
También se ha utilizado un filtro interferencial externo para analizar el comportamiento 
que tiene en la cámara, pero el resultado ha sido desfavorable, tal y como se muestra 




Figura 3.35: Imagen de profundidad en escala de grises utilizando filtro interferencial. 
Cabe mencionar que, en todas las imágenes capturadas con la cámara en un espacio 
exterior, el algoritmo implementado que se detalló previamente no es válido porque las 
imágenes tienen prácticamente la mayoría de los píxeles con un valor no válido, con lo 
cual no es posible realizar una corrección de estos. 
En condiciones en las que la intensidad de luz solar no es elevada, se ha conseguido 
obtener algunas imágenes de profundidad algo más aceptables. Para su obtención, se 
ha establecido el parámetro Confidence Threshold con el valor mínimo (0). De esta 
forma, se tienen en cuenta todos los píxeles que excedan dicho valor. Esto es necesario 
puesto que si se mantiene el valor por defecto (2048), se pierden tantos píxeles que 
prácticamente no existe información en la imagen capturada.  
Colocando en el campo de visión de la cámara un macetero y una caja (Figura 3.36) se 
han obtenido los siguientes resultados: 
 
Figura 3.36: Imágenes de profundidad en espacio exterior con baja intensidad de luz solar. 
Se puede observar como a una distancia media se encuentran los objetos colocados, y 
algo más lejos se pueden apreciar algunas de las columnas del patio. 
Si en este escenario se restringe la ROI, se pueden obtener las imágenes que se 




Figura 3.37: Imágenes de profundidad en espacio exterior con baja intensidad de luz solar 
restringiendo la ROI. 
En la primera de ellas se ha establecido la profundidad mínima en 3,8 m y la profundidad 
máxima en 4,74 m, y en la segunda imagen 3,8 m y 6,15 m respectivamente. Toda la 
información fuera de dichas regiones de interés es descartada por la cámara ToF. 
A continuación, se presentan más pruebas realizadas cuando la intensidad de la luz solar 
no es elevada. 
En la Figura 3.38 se muestra una captura tomada a media tarde en los distintos formatos 
disponibles. En el campo de visión de la cámara se ha colocado un macetero seguido de 
un banco. 
 
Figura 3.38: Imágenes tomadas en un espacio exterior a media tarde. 
La primera captura se corresponde con la imagen de intensidad, y la segunda y tercera 
con la imagen de profundidad, con los formatos escala de gris y mapa de color 
respectivamente. En este escenario, el parámetro Confidence Threshold se ha 
establecido también con un valor de 0. 
En las Figuras 3.39, 3.40 y 3.41 se ha contemplado el mismo escenario, pero las pruebas 
han sido realizadas por la noche, y se ha jugado con varios parámetros internos de la 
cámara ToF. Procediendo de igual forma que antes en primer lugar aparece la imagen 
de intensidad, seguida de la imagen de profundidad representada tanto con escala de 




Figura 3.39: Imágenes tomadas en un espacio exterior por la noche.                        
Confidence Threshold = 688. 
 
Figura 3.40: Imágenes tomadas en un espacio exterior por la noche.                 
Confidence Threshold = 688, Outlier Tolerance = 65536. 
 
Figura 3.41: Imágenes tomadas en un espacio exterior por la noche.                                
MinDepth = 4 m, MaxDepth = 13,320 m. 
 
Por último, en las Figuras 3.42 y 3.43 se representan las capturas tomadas tanto por la 
tarde como por la noche en el mismo escenario, aplicando el algoritmo que se explicó 
en la sección anterior. 
Se puede apreciar que los resultados no tienen nada que ver con los obtenidos en un 
espacio interior. Esto se debe a que, al aparecer tantos píxeles no válidos en la imagen, 





Figura 3.42: Imágenes tomadas en un espacio exterior por la tarde utilizando el algoritmo 
implementado. 
 
Figura 3.43: Imágenes tomadas en un espacio exterior por la noche utilizando el algoritmo 
implementado. 
Mencionar que en ambos casos se ha reducido el parámetro Confidence Threshold y, 
además se ha restringido la ROI. 
Como conclusión, decir que los resultados no han sido muy buenos. Quizás, una posible 
alternativa sería montar la cámara en una carcasa, la cual proteja en cierta medida al 
dispositivo frente a la radiación solar. Sin embargo, antes de instalarlo en una carcasa 
protectora, es necesario tener en cuenta la refrigeración de la cámara, es decir, sería 
conveniente montar algún mecanismo que permita el enfriamiento de la cámara. 
Además, es importante evitar la luz difusa, garantizando que no existen partes de la 











3.2. Cámara ToF Starform de Odos Imaging 
 
Las siguientes capturas de imagen se corresponden con los datos de profundidad, con 
los valores por defecto de los parámetros de la cámara. 
 
Figura 3.44 a) Imagen de profundidad   Figura 3.44 b) Imagen de profundidad                                                                                             
en escala de grises (apertura mínima)   en escala de grises (apertura máxima) 
En la Figura 3.44 a) se ha obtenido configurando la apertura de la lente al mínimo 
mientras que en la Figura 3.44 b) se ha ajustado con la apertura al máximo. En ambas, 
se ha enfocado la escena lo máximo posible. Se puede observar como aparecen cortes 
en las cuatro esquinas de las imágenes.  
Hay algún problema de enfoque en la lente. Puede ser debido a un posible defecto de 
fabricación a la hora de montar el sensor CMOS en la cámara, da la sensación de no estar 
a la distancia adecuada respecto con la lente. 
El resultado obtenido no es bueno. Aparecen muchos píxeles no válidos (píxeles de color 
negro), y además se obtienen imágenes bastante desenfocadas. 
Por este motivo se ha decidido realizar varias capturas tomando como punto de partida 
un escenario en el cual se coloca como patrón un tablero de ajedrez. La idea es dejar 
fijos los parámetros de la cámara y el enfoque de la lente (máximo enfoque) y después, 
ir modificando la apertura de la lente (mínima, media y máxima) y la distancia del tablero 
a la cámara (1, 3 y 6 metros).  
La Figura 3.45 muestra el valor de los parámetros que se ha utilizado para la realización 
de estas pruebas. 
 
Figura 3.45: Valor de los parámetros de la cámara para realizar las pruebas. 
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• APERTURA MÍNIMA 
 
Figura 3.46: Imágenes tomadas a una distancia de 1 m (Apertura Mínima). La primera 
imagen se corresponde con la imagen de intensidad mientras que la segunda y tercera con 
la imagen de profundidad representada en escala de grises y colores respectivamente. 
 
Figura 3.47: Imágenes tomadas a una distancia de 3 m (Apertura Mínima). La primera 
imagen se corresponde con la imagen de intensidad mientras que la segunda y tercera con 
la imagen de profundidad representada en escala de grises y colores respectivamente. 
 
Figura 3.48: Imágenes tomadas a una distancia de 6 m (Apertura Mínima). La primera 
imagen se corresponde con la imagen de intensidad mientras que la segunda y tercera con 
la imagen de profundidad representada en escala de grises y colores respectivamente. 
 
En las Figuras 3.46, 3.47 y 3.48 se puede observar como con una apertura mínima, 
se consigue la mejor imagen de intensidad (puesto que evita que entre alta 
intensidad de luz), pero sin embargo la información de profundidad se va perdiendo 
conforme se va alejando el objetivo de la cámara. Al ajustar una apertura mínima de 






• APERTURA MEDIA 
 
Figura 3.49: Imágenes tomadas a una distancia de 1 m (Apertura Media). La primera imagen 
se corresponde con la imagen de intensidad mientras que la segunda y tercera con la 
imagen de profundidad representada en escala de grises y colores respectivamente. 
 
Figura 3.50: Imágenes tomadas a una distancia de 3 m (Apertura Media). La primera imagen 
se corresponde con la imagen de intensidad mientras que la segunda y tercera con la 
imagen de profundidad representada en escala de grises y colores respectivamente. 
 
Figura 3.51: Imágenes tomadas a una distancia de 6 m (Apertura Media). La primera imagen 
se corresponde con la imagen de intensidad mientras que la segunda y tercera con la 
imagen de profundidad representada en escala de grises y colores respectivamente. 
 
En las Figuras 3.49, 3.50 y 3.51 se puede ver como con una apertura media de la 
lente, empeora la calidad de la imagen de intensidad puesto que entra más luz, pero 







• APERTURA MÁXIMA 
 
Figura 3.52: Imágenes tomadas a una distancia de 1 m (Apertura Máxima). La primera 
imagen se corresponde con la imagen de intensidad mientras que la segunda y tercera con 
la imagen de profundidad representada en escala de grises y colores respectivamente. 
 
 
Figura 3.53: Imágenes tomadas a una distancia de 3 m (Apertura Máxima). La primera 
imagen se corresponde con la imagen de intensidad mientras que la segunda y tercera con 
la imagen de profundidad representada en escala de grises y colores respectivamente. 
 
Figura 3.54: Imágenes tomadas a una distancia de 6 m (Apertura Máxima). La primera 
imagen se corresponde con la imagen de intensidad mientras que la segunda y tercera con 
la imagen de profundidad representada en escala de grises y colores respectivamente. 
Por último, en las Figuras 3.52, 3.53 y 3.54 estableciendo una apertura máxima de 
la lente, la imagen de intensidad no se visualiza debido a la gran cantidad de luz 
entrante, y la información de profundidad es algo mejor que en los casos 
anteriores, pero igualmente siguen siendo resultados bastante malos. 
Debido a los malos resultados obtenidos con esta cámara ToF en un espacio interior 
controlado, se ha tomado la decisión de no montar este dispositivo en un espacio 


































4. Conclusiones y líneas futuras 
 
En este último capítulo se exponen las conclusiones y los logros que han sido 
conseguidos con la realización de este proyecto. Se enumeran también una serie de 
posibles líneas futuras de trabajo. 
4.1. Conclusiones  
Este proyecto se ha enfocado en el estudio de dos cámaras de tiempo de vuelo (ToF) 
comerciales con el propósito de sacar conclusiones sobre las prestaciones que ofrecen 
en aplicaciones interiores y exteriores. 
En primer lugar se ha analizado la cámara ToF de la compañía de Basler. Se puede decir, 
que en un entorno interior, este dispositivo ofrece muy buenas prestaciones a la hora 
de obtener información de profundidad, puesto que las fuentes externas de luz en estos 
espacios no suponen, en condiciones normales de iluminación, problema alguno en la 
adquisición de imágenes. Además, la información de profundidad va acompañada de 
una imagen de intensidad de una gran calidad, lo que permite reconocer cualquier 
objeto dentro del campo de visión de la cámara ToF. Sin embargo, cabe mencionar que 
aparecen bastantes píxeles no válidos en la imagen, como consecuencia de las distintas 
fuentes de error que aparecen en este tipo de cámaras. En la Tabla 4.1 se muestra la 
cantidad de píxeles no válidos correspondientes con las imágenes capturadas de la 
Figura 3.33 antes de ser corregidos. Este no es un probema importante ya que se puede 
solucionar mediante un algoritmo que se encarga de recorrer todos los píxeles de la 
imagen, comprobar cuáles son los no válidos, y una vez detectados, corregirlos 
realizando una media de los píxeles vecinos de cada píxel erróneo. Con este algoritmo 
se consigue una imagen en espacios interiores con información de profundidad bastante 
aceptable. 
Imagen Píxeles no válidos % de píxeles no válidos 
1 46003 14,97 % 
2 56548 18,4 % 
3 56835 18,5 % 
4 53451 17,39 % 
5 51985 16,92 % 
6 55256 17,98 % 
7 48322 15,72 % 
8 48463 15,77 % 
Tabla 4.1: Píxeles no válidos de las imágenes de la Figura 3.33 
85 
 
Sin embargo, en espacios exteriores, la imagen de intensidad sigue siendo de gran 
calidad, pero la información de profundidad se ve muy afectada debido a la luz solar que 
satura la cámara. Se ha conseguido obtener alguna captura relativamente aceptable en 
cuanto a detección de objetos se refiere, pero en condiciones donde la luz solar es débil 
y ajustando algunos parámetros internos de la cámara. En la Tabla 4.2 se muestra la 
cantidad de píxeles no válidos correspondientes con las imágenes capturadas de las 
Figuras 3.42 y 3.43 antes de ser corregidos. 
Imagen Píxeles no válidos % de píxeles no válidos 
Capturada por la tarde 158270 51,52 % 
Capturada por la noche 71329 23,21 % 
Tabla 4.2: Píxeles no válidos de las imágenes de las Figuras 3.42 y 3.43 
La cámara ToF de la compañía de Odos imaging no funciona bien. Hay un defecto de 
fabricación que no se ha resuelto, y por tanto, no permite obtener información 
aceptable. Debido a esto, se ha decidido no realizar un estudio de dicha cámara, 
simplemente se han incluido varias pruebas que demuestran que no funciona 
correctamente. 
4.2. Líneas futuras de desarrollo 
En esta sección se exponen algunas posibles líneas de trabajo a partir del estudio 
realizado en este proyecto. 
 
• Implementar un algoritmo que ofrezca la posibilidad de inicializar la cámara 
Basler ToF con valores concretos de los parámetros internos que incorpora, en 
base a las necesidades del usuario. Estos valores serán pasados como 













































Manual de usuario 
En este manual de usuario se presenta tanto la instalación software como hardware de 
cada una de las dos cámaras utilizadas, para poder interactuar con ellas y llevar a cabo 
la adquisición de imágenes. 
A.1. Cámara Basler ToF 
A.1.1. Instalación Software [Sección 7.1 de la referencia 6] 
Para operar con la cámara Basler ToF se necesita el paquete de software 
apropiado en base al sistema operativo que se esté utilizando. En este proyecto, 
el sistema operativo empleado es Linux (64 bits). Al instalar el paquete de 
software, se instalarán los siguientes componentes: 
- pylon Viewer (ToF): aplicación que permite visualizar y cambiar la 
configuración de los parámetros de la cámara en OS Linux. 
- ToF IP Configurator: muestra la configuración IP actual de la cámara y el 
adaptador de red, y permite modificarlo. 
- GenTL Producer: permite operar con bibliotecas de procesamiento de 
imágenes de terceros.  
- Code samples: la carpeta de instalación contiene muestras de código que 
ilustran cómo usar la API de la cámara. 
- ToF Programmer´s Guide: guía para escribir código con la cámara Basler ToF. 
A continuación, se muestra el procedimiento para la instalación del software 
Basler ToF Driver en el directorio /opt/BaslerToF. Necesita permisos de 
administrador para escribir en /opt. 
1. Desinstale cualquier software de ToF Driver que haya instalado con 
anterioridad. 
2. Extraiga el archivo basler-tof-driver-x.x.x-<ARCH>.tar.gz en su directorio 
home. Mencionar que x.x.x se corresponde con la versión del driver. 
 
tar –C  -xzf basler-tof-driver-x.x.x-<ARCH>.tar.gz 
 
3. Cambie al directorio que contiene el archivo INSTALL: 
cd /BaslerToF-driver-x.x.x 
 
4. Copie el directorio BaslerToF al directorio /opt. 
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sudo cp –r BaslerToF /opt 
 




A.1.2. Instalación Hardware [Sección 7.2 de la referencia 6] 
 
Para instalar la cámara Basler ToF siga los siguientes pasos: 
 
1. Monte la cámara con un soporte adecuado. 
2. Conecte un extremo del cable GigE en el conector RJ45 de la cámara y el otro 
extremo en un puerto Ethernet que se encuentre en la misma subred que su 
PC. 
3. Inserte el enchufe de 12 pines del cable de alimentación en el conector de 
12 pines de la cámara.  
4. Enchufe el cable de alimentación a una toma de corriente. Si se enciende el 
LED verde, la cámara está lista para ser utilizada. 
5. Es recomendable enchufar o desenchufar el cable de alimentación en el 
conector de 12 pines de la cámara cuando no está enchufada a la toma de 
corriente. Esto puede evitar posibles daños en la cámara. 
6. Después de 20 minutos, la cámara alcanza una temperatura de 
funcionamiento estable. 












A.1.3. ToF IP Configurator 
 
Para abrir este componente se debe ejecutar el siguiente comando: 
 
La cámara aparecerá debajo del adaptador de red como se puede ver en la 
Figura A.2. 
 
Figura A.2: Aplicación ToF IP Configurator. 
La cámara está configurada para usar DHCP y obtener así una dirección IP. Si no 
hay un servidor DHCP disponible, entonces se asignará automáticamente una IP. 
En el caso de que la asignación de la dirección IP falle, se puede asignar una 
dirección IP de forma manual. 
 
A.1.4. Pylon Viewer ToF 
 
Para abrir esta aplicación y comenzar la adquisición de imágenes siga los 
siguientes pasos: 
 
1. Conecte la cámara como se detalló en el apartado A.1.2. 




3. La cámara aparecerá en el panel de dispositivos, debajo de GigE GenTL (ToF). 
Si no se mostrara, puede ser debido a problemas con la dirección IP. Para 
solucionar problemas con la dirección IP, consultar A.1.3. 
4. Seleccione la cámara. Inicie la cámara haciendo doble clic sobre ella. 
5. Inicie la adquisición de imágenes seleccionando disparo continuo. Por 
defecto, en el área de visualización aparecerá la imagen de rango Mono 16 
(Coord3D_C16). 
En la Figura A.3 se puede visualizar la ventana de la aplicación pylon Viewer ToF 
con sus distintas barras de herramientas. 
 











A.2. Cámara Starform 3D de Odos Imaging  
 A.2.1. Instalación Software [Sección 4.2.1 de la referencia 11] 
Esta cámara utiliza un paquete de desarrollo software (SDK) proporcionado por 
Pleora Technologies. Para la realización de este proyecto, esta cámara ha sido 
utilizada en el SO de Windows 8. Siga los pasos que se detallan a continuación 
para una correcta instalación del paquete de desarrollo software: 
1. Ejecute ebus_sdk_3.1.9.3133.exe, el cual extraerá los archivos necesarios 
para la instalación. 
2. Inicie la instalación haciendo clic en Next. Acepte el acuerdo de la licencia y 
haga clic de nuevo en Next. 
3. Acepte la carpeta de instalación por defecto o cámbiela por una que prefiera. 
Después haga clic en Next. 
4. Presione Install para comenzar la instalación del eBUS SDK, y espere mientras 
se realiza la instalación. 
5. Haga clic en Finish para completar la instalación. 
6. eBUS SDK proporciona además controladores optimizados para adaptadores 
Gigabit Ethernet (eBUS Universal Pro). Si esto es necesario, entonces: 
a) Localice la herramienta de instalación del controlador. 
b) Ejecute el programa. Una ventana mostrará los adaptadores presentes. 
c) Seleccione la interfaz del adaptador a la que eBUS Universal Driver debe 
aplicarse y haga clic en Install. 
Una vez instalado, se puede encontrar información acerca del eBUS SDK en la 
carpeta INSTALL/eBUS SDK/Documentation.  
Tras haber instalado eBUS SDK, es necesario instalar la aplicación 
odim_streamer. Para ello, solo hay que copiar el archivo binario a un directorio 
apropiado y ejecutarlo haciendo doble clic en el mismo.  
El código fuente completo de la aplicación se proporciona en el directorio 
odim_samples, el cual incluye también ejemplos. 
A.2.2. Instalación Hardware [12] 
Para instalar la cámara Starform 3D de Odos Imaging siga los siguientes pasos: 
 
1. Conecte el sistema real.IZTM VS-1000 al PC a través del puerto Gigabit 
Ethernet del sensor. 
2. Conecte las interfaces Ilumination Input Sync de los módulos de iluminación 




3. Conecte las interfaces Ilumination Input IO / Power de los módulos de 
iluminación a las interfaces Sensor Output IO / Power del sensor (cables para 
la fuente de alimentación). 
4. Por último, conecte el cable de alimentación al conector Sensor Power Input 
del sensor y a una toma de corriente. 
Para identificar todos los conectores de ambos módulos (sensor e iluminación) 
observe las Figuras A.4 y A.5. 
 
Figura A.4: Parte posterior del sensor real.IZTM SE-1000. Conectores disponibles. [12] 
Figura A.5: Parte posterior del módulo de iluminación real.IZTM IL-0900. Conectores 
disponibles. [12] 
Al estar completamente conectado, el sistema real.IZTM VS-1000 quedaría como 




Figura A.6: Sistema real.IZTM VS-1000 conectado. [16] 
A.2.3. Odim streamer [Sección 4.3 de la referencia 11] 
Para abrir esta aplicación y comenzar la adquisición de imágenes siga los 
siguientes pasos: 
 
1. Ejecute la aplicación haciendo doble clic en odim_streamer.exe. 
2. Presione el botón Select / Connect. 
3. Seleccione el sistema real.IZTM VS-1000 y configure la dirección IP requerida 
por el host.  
4. Pulse Create Display para crear una ventana de visualización. 
5. Haga clic en Play para reproducir contenido. 
6. Accede a Device Control para ajustar los parámetros del dispositivo. 
En la Figura A.7 se puede visualizar la ventana de la aplicación odim_streamer. 
 






Pliego de condiciones 
Para la realización de este proyecto es necesario tener en cuenta los requisitos mínimos 
a nivel de hardware y de software para las diferentes cámaras de tiempo de vuelo 
empleadas en el mismo. 
B.1.  Requisitos para la cámara Basler ToF 
 
 B.1.1. Requisitos Hardware [Sección 3.4 de la referencia 6] 
 
• Procesador Intel i5 2.4 GHz o superior 
• Puerto Gigabit Ethernet 
• 4 GB de memoria RAM como mínimo 
• Adaptador de red Intel Pro-100 (recomendado) 
• Soporte para la cámara 
 
 B.1.2. Requisitos Software [Sección 3.5 de la referencia 6] 
 
• Windows 7 32-bit 
• Windows 7 64-bit (recomendado) 
• Linux (x86, x64) – Utilizado para la realización del proyecto (Ubuntu 
14.04.1 LTS) 
• Driver Basler ToF que incluye lo siguiente: ToF Viewer (sólo en Windows), 
pylon Viewer ToF (sólo en Linux), ToF IP Configurator, GenICam GenTL 
producer 
• Librería OpenCV 2.4.6.1 








B.2.  Requisitos para la cámara Odos Imaging ToF 
 
 B.2.1. Requisitos Hardware [Sección 4.1 de la referencia 11] 
 
• Procesador de 32 o 64 bits 
• Puerto Gigabit Ethernet 
• 2 GB de memoria RAM 
• 120 MB de memoria libre en el disco duro 
 B.2.2. Requisitos Software [Sección 4.1 de la referencia 11] 
 
• Microsoft Windows 8 – Utilizado para la realización del proyecto 
• Microsoft Windows 7 (SP1) 
• Microsoft Windows XP (SP3) 
• Microsoft Windows 2008 Server 
• Red Hat Enterprise Linux 
• Visual Studio 8, Visual Studio 9, Visual Studio 10 
• .NET usando Visual Studio 10, versión 4.0 .NET framework 
• GCC Red Hat Enterprise Linux 6 
• eBUS SDK Driver 


















C.1.  Costes del equipamiento utilizado 
 
• Equipamiento Hardware: 
Concepto Cantidad Coste unitario Subtotal (€) 
PC HP Intel NUC Core i7 1 500€ 500€ 
Basler ToF 1 2000€ 2000€ 
StarForm Odos Imaging 1 7000€ 7000€ 
Coste total HW   9500€ 
Tabla C.1: Coste del equipamiento Hardware. 
 
• Equipamiento Software: 
Concepto Cantidad Coste unitario Subtotal (€) 
Ubuntu 16.04 LTS 1 0€ 0€ 
Librería OpenCV 2.4.13 1 0€ 0€ 
Software Basler ToF 1 0€ 0€ 
eBUS SDK (Odos Imaging) 1 0€ 0€ 
Eclipse SDK 1 0€ 0€ 
Microsoft Office (Word) 1 150€ 150€ 
Coste total SW   150€ 
Tabla C.2: Coste del equipamiento Software. 
 
C.2.  Costes de mano de obra 
 
Concepto Cantidad Coste unitario Subtotal (€) 
Desarrollo Software 180 60€/hora 10800€ 
Mecanografiado del documento 140 15€/hora 2100€ 
Coste total mano de obra   12900€ 
Tabla C.3: Coste del mano de obra. 
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C.3.  Costes totales 
 
Concepto Subtotal (€) 
Equipamiento Hardware 9500€ 
Recursos Software 150€ 
Mano de obra 12900€ 
Coste total presupuesto 22550€ 
Tabla C.4: Coste total del presupuesto. 
 
El importe total relativo al presupuesto se corresponde con una cantidad de: 
VEINTIDOSMIL QUINIENTOS CINCUENTA EUROS 
 
 En Alcalá de Henares, a  2  de  Julio  de  2018. 
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