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Kurzfassung
Die Normalverteilung spielt eine entscheidende Rolle im Bereich der Zustandsscha¨tzung von zeit-
diskreten, stochastischen, nichtlinearen, dynamischen Systemen. Insbesondere das Sampling von
Normalverteilungen, also das Approximieren deren kontinuierlichen Verteilungsdichten durch eine
Menge von gewichteten Punkten, den Samples, ist zu einer essenziellen Aufgabe geworden. Ein
vielversprechendes Sampling-Verfahren basiert auf dem Konzept der sogenannten Localized Cumu-
lative Distribution (LCD) und ermo¨glicht es, multivariate Standardnormalverteilungen durch eine
beliebige Anzahl an optimal platzierten und gleichgewichteten Samples zu approximieren. Derzeit
beru¨cksichtigt das LCD-Sampling fu¨r die Standardnormalverteilung jedoch nicht deren Punktsym-
metrie. Um die Qualita¨t des LCD-Samplings zu verbessern, wird daher im ersten Schritt der Arbeit
ein punktsymmetrisches LCD-Sampling fu¨r Standardnormalverteilungen entwickelt. Dieses bildet
dann die Grundlage fu¨r zwei stochastische Filterverfahren und deren Anwendung und Analyse im
Bereich der Objektverfolgung. Zudem kommt das neue LCD-Sampling auch im Bereich der verteilten
Zustandsscha¨tzung zum Einsatz.
Die erste wichtige Anwendung des neuen Samplingverfahrens sind sample-basierte Kalman-Filter fu¨r
nichtlineare Systeme. Bei diesen erfolgt die zeitliche Pra¨diktion der Zustandsscha¨tzung als auch deren
Korrektur durch verrauschte Messungen auf Basis von Samples, die zuerst durch das System- bzw.
Messmodell transformiert werden, um anschließend mit den transformierten Samples Erwartungswerte
und Kovarianzmatrizen zu berechnen. Diese beno¨tigten Samples mu¨ssen jedoch die Normalvertei-
lung, welche die aktuelle Scha¨tzung des Systemzustands darstellt, bestmo¨glich approximieren. Daher
wird zuna¨chst, aufbauend auf dem punktsymmetrischen LCD-Sampling und unter Zuhilfenahme
der Mahalanobis-Transformation, ein neues sample-basiertes Kalman-Filter, das Smart Sampling
Kalman-Filter (S2KF), eingefu¨hrt. Die Vorteile des S2KF gegenu¨ber anderen sample-basierten Kalman-
Filtern sind zum einen die Kombination aus optimal platzierten Samples und der Mo¨glichkeit, die
Genauigkeit der Berechnungen von Erwartungswerten und Kovarianzmatrizen durch eine beliebig
einstellbare Anzahl an Samples genauestens vorzugeben. Des Weiteren erlauben die gleichgewichteten
Samples, diese Berechnungen zu vereinfachen und so zu beschleunigen. All dies ist insbesondere von
Vorteil bei hohen Anforderungen sowohl an die Scha¨tzqualita¨t als auch an die Laufzeit. Zum anderen
vermeiden die durchweg positiven Gewichte der Samples des S2KF das Auftreten von indefiniten
Kovarianzmatrizen, welche das Durchfu¨hren von Pra¨diktion oder Filterschritt unmo¨glich machen
wu¨rden.
Diese Arbeit bescha¨ftigt zudem damit, das S2KF zum verteilten Scha¨tzen eines Systems zu ver-
wenden. Hierbei werden auf mehreren Sensorknoten verrauschte Messungen gewonnen. Um diese,
mo¨glicherweise umfangreichen, Messungen nicht u¨ber das Netzwerk zu einem Fusionsknoten schicken
zu mu¨ssen, wird auf jedem Sensorknoten ein eigenes Kalman-Filter ausgefu¨hrt. Auf diese Weise
mu¨ssen nur die lokal gewonnen Erwartungswerte und Kovarianzmatrizen zum Fusionsknoten ge-
schickt werden, welcher diese zu einem globalen Erwartungswert und einer globalen Kovarianzmatrix
fusioniert. Eine korrekte Fusion muss allerdings Korrelationen zwischen den lokalen Scha¨tzungen
beru¨cksichtigen, die dadurch entstehen, dass alle Kalman-Filter den selben Systemzustand scha¨tzen
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und somit einem gemeinsamen Prozessrauschen unterliegen. Methoden wie Covariance Intersecti-
on bzw. Covariance Inflation erlauben nur das konservative Abscha¨tzen der Korrelationen, und das
Distributed Kalman-Filter kann nur korrekte Ergebnisse liefern, wenn die verwendeten Messmodelle
sowie die Zeitpunkte und die Anzahl von verarbeiteten Messungen auf allen Sensorknoten bekannt
sind. Um diese Probleme zu umgehen, wird ein neues Verfahren vorgestellt, welches auf Samples
beruht: Neben der eigentlichen Zustandsscha¨tzung verwaltet und aktualisiert jeder Sensorknoten eine
Menge von Samples, aus welchen die Korrelationen im Fusionsknoten exakt rekonstruiert werden
ko¨nnen. Aus der Tatsache, dass mit diesem Ansatz die verarbeiteten Messungen und verwendeten
(nichtlinearen) Messmodelle nur am jeweiligen Sensorknoten bekannt sein mu¨ssen, ist es mo¨glich, lo-
kal sample-basierte Kalman-Filter, wie beispielsweise das S2KF, einzusetzen, obwohl die linearisierten
Modelle im Voraus nicht bekannt sind und somit auch nicht an anderen Sensorknoten zur Verfu¨gung
stehen. Daru¨ber hinaus ist der neue Ansatz gut geeignet fu¨r große Sensornetzwerke, da das U¨bertragen
der Korrelations-Samples u¨ber das Netzwerk sehr viel effizienter sein kann als das U¨bertragen der
unverarbeiteten Messungen, und die Anzahl der Korrelations-Samples unabha¨ngig von der Anzahl der
verwendeten Sensorknoten ist.
Die inha¨rente Linearisierung bei Kalman-Filtern kann jedoch die Qualita¨t der Scha¨tzung stark limi-
tieren. Im Gegensatz dazu vermeidet die Klasse der Partikelfilter dieses Problem, indem sie direkt
mit der Likelihood-Funktion arbeitet. Dieser Vorteil geht jedoch einher mit dem Problem der Sam-
pledegeneration. Um dieser entgegenzuwirken mu¨ssen Partikelfilter, gerade bei hochdimensionalen
Systemzusta¨nden, eine sehr große Anzahl an Samples verwenden, und entsprechend die Likelihood-
Funktion sehr ha¨ufig auswerten. Daher ist die zweite wichtige Anwendung des punktsymmetrischen
LCD-Samplings die Weiterentwicklung eines neuartigen nichtlinearen Filters, dem Progressive Gaus-
sian Filter (PGF). Die dem PGF zugrunde liegende Idee ist es, die Informationen von Messungen nach
und nach, sprich progressiv, in die aktuelle Zustandsscha¨tzung einfließen zu lassen. Dazu wird die
priore Normalverteilung mittels LCD-Sampling approximiert und die erzeugten Samples nur minimal
auf Basis der Likelihood-Funktion umgewichtet, sodass keine Sampledegeneration auftritt. Die umge-
wichteten Samples werden anschließend als Normalverteilung approximiert indem Erwartungswert
und Kovarianzmatrix berechnet werden. Die so neu entstandene Normalverteilung wird abermals mit
Samples approximiert, diese umgewichtet und wieder als Normalverteilung approximiert. Das wird
solange wiederholt, bis eine posteriore Normalverteilung erreicht wurde. Weil in jedem Schritt eine
geringe Menge von Samples ausreicht, wird die Anzahl der Auswertungen der Likelihood-Funktion, im
Vergleich zu Partikelfiltern, drastisch reduziert und dennoch Sampledegeneration vermieden. Um die
Leistungsfa¨higkeit des PGF weiter zu erho¨hen, werden verschiedene Ansa¨tze verfolgt. Zuna¨chst wird
das verwendete LCD-Sampling durch die neue punktsymmetrische Variante ersetzt, um die Qualita¨t der
beno¨tigten Momentenberechnungen zu verbessern. Des Weiteren wird eine einfache, jedoch effektive,
Heuristik hergeleitet, um eine geeignete Parametrisierung des PGF zu bestimmen. Dies verbessert
nicht nur die Laufzeit des PGF, sondern nimmt dem Benutzer auch die Wahl der passenden Werte ab,
wodurch das PGF einfacher und intuitiver zu benutzen ist. Daru¨ber hinaus wird eine semianalytische
Variante des PGF hergeleitet, welche bei Likelihood-Funktionen anwendbar ist, die nur von einem
Teil des Systemzustands abha¨ngig sind. Die Idee ist hierbei, dass der progressive Filterschritt des
PGF lediglich dafu¨r verwendet wird, die Scha¨tzung dieses Teilzustands zu aktualisieren, wa¨hrend
die Scha¨tzung des anderen Teils in geschlossener Form angepasst werden kann. So wird die Laufzeit
verringert und zugleich die Qualita¨t der Scha¨tzung verbessert. Außerdem wird eine hochparallele
Implementierung des PGF zur Ausfu¨hrung auf einer Grafikkarte entwickelt.
Eng verbunden mit der nichtlinearen Zustandsscha¨tzung ist das Gebiet der Objektverfolgung, dem
Tracking. Im Rahmen dieser Arbeit wird insbesondere das Tracking von ausgedehnten Objekten
behandelt, dessen Formen im Vorhinein unbekannt sind und somit ebenfalls gescha¨tzt werden mu¨ssen.
Hier besteht ein vielversprechender Ansatz darin, Objekte und deren Form mittels sogenannten Random
Hypersurface Models (RHMs) zu modellieren. Daher wird zum einen ein RHM-basiertes Messmodell
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fu¨r Zylinder hergeleitet, um diese mit dem S2KF scha¨tzen zu ko¨nnen. Dies schließt auch eine verteilte
Scha¨tzung mittels der entwickelten sample-basierten Rekonstruktion von Korrelationen mit ein. Fu¨r
Objekte mit sternkonvexen Formen gibt es bereits den Ansatz der Star-Convex RHMs. Bislang wurde
die Modellierung mit Star-Convex RHMs jedoch nur mit Kalman-Filtern umgesetzt. Um das Verfahren
nun auch likelihood-basierten Filtern wie dem PGF oder Partikelfiltern zuga¨nglich zu machen, wird
zum anderen eine Likelihood-Funktion in geschlossener Form fu¨r Star-Convex RHMs hergeleitet
und evaluiert. Auch fu¨r die Scha¨tzung von Position und Gro¨ße einer Kugel wird eine neuartige
Likelihood-Funktion erarbeitet, welche die geometrischen Zusammenha¨nge zwischen Sensor, Kugel
und Messung bestmo¨glich ausnutzt. Anhand dieser Likelihood-Funktion werden außerdem die Vorteile
einer hochparallelen Ausfu¨hrung des PGF auf einer Grafikkarte demonstriert, wenn es darum geht
zehntausende Messungen gleichzeitig zu verarbeiten.

Abstract
The normal distribution plays an important role when recursively estimating the hidden state of a
discrete-time stochastic nonlinear dynamic system. In particular, an essential task is the sampling
of normal distributions, that is, the approximation of their continuous probability density functions
with a set of weighted discrete points called samples. A promising sampling technique is based on
the concept of the localized cumulative distribution (LCD), which allows the approximation of a
multivariate standard normal distribution with an arbitrary number of optimally placed and equally
weighted samples. However, the current LCD-based sampling approach does not take into account the
point symmetry of the standard normal distribution. Thus, in order to improve sampling quality, in
the first part of this thesis a point-symmetric version of the LCD-based sampling for standard normal
distributions is developed. This improved sampling technique will build the groundwork for two state
estimators and their application and analysis in the field of (extended) object tracking. Further, the
point-symmetric LCD-based sampling will also be used in distributed state estimation.
The first important application of this new sampling technique are sample-based Kalman filters
for nonlinear systems. Here, both prediction of the state estimate and its correction using noisy
measurements are based on samples that are propagated through system model and measurement model,
respectively, followed by a computation of mean and covariance matrices of the transformed samples.
For that, the required samples have to optimally approximate the normal distribution that represents
the current state estimate. Hence, in this thesis we introduce a new sample-based Kalman filter for
nonlinear systems: the smart sampling Kalman filter (S2KF). It is based on the point-symmetric version
of the LCD-based sampling for standard normal distributions and the Mahalanobis transformation,
commonly used in sample-based Kalman filtering to approximate any normal distribution with a
set of originally standard normal distributed samples. The advantages of the S2KF, compared to
other state-of-the-art sample-based Kalman filters, are on the one hand, the combination of optimal
sample placement and the ability to precisely control the accuracy of the computation of means and
covariance matrices by using any number of optimally placed samples. Moreover, the equally weighted
samples simplify and accelerate these moment computations. All this is particularly useful when high
estimation quality under tight runtime prerequisites is required. On the other hand, the throughout
positive sample weights of the S2KF avoid indefinite covariance matrices, which would prevent the
Kalman filter from conducting a state prediction or a measurement update.
The thesis also focuses on employing the S2KF in distributed state estimation. Here, measurements
are obtained from several sensor nodes. In order to avoid sending these measurements over the
network to a data fusion center, especially when dealing with a large amount of measurement data,
each sensor node runs a local Kalman filter. In doing so, only the locally obtained state means and
state covariances have to be sent to the fusion center, which combines these to an overall global state
mean and state covariance. However, a correct fusion needs to consider correlations between the
local estimates, which must exist as all Kalman filters estimate the same system state, and hence are
subject to a common process noise. State-of-the-art methods like covariance intersection or covariance
inflation can only give conservative approximations of the global state estimate, and the distributed
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Kalman filter can only work correctly if utilized measurement models as well as time and amount of
processed measurements are known at each sensor node. To circumvent these problems, we propose
a new approach, which is once more sample-based: besides the actual local state estimation, each
sensor node processes a set of samples that allows the exact reconstruction of the correlations at the
fusion center. The fact that for this approach the processed measurements and utilized (nonlinear)
measurement models only have to be known on the respective sensor nodes makes it possible to locally
employ sample-based Kalman filters, such as the S2KF, although the linearized models are unknown in
advance, and thus are unavailable at other nodes. Furthermore, the proposed approach is well-suited for
large sensor networks, as transferring the correlation samples over the network can be much cheaper
than transferring the raw measurements, and the number of correlation samples is independent of the
number of employed sensor nodes.
Unfortunately, when applying (sample-based) Kalman filters to nonlinear systems, their inherently
performed linearization can negatively effect the quality of the state estimate. As opposed to this,
the class of particle filters avoids this problem by directly working with the likelihood function.
Unfortunately, this advantage is accompanied by the severe problem of sample degeneracy. In order
to mitigate this, particle filters have to employ a large amount of particles, especially when dealing
with high-dimensional state spaces. Those many particles, however, increase the computational burden
as, e.g., the likelihood function has to be evaluated many times. This leads to the second important
application of our new sampling approach: the point-symmetric LCD-based Gaussian sampling is also
used to enhance a novel nonlinear estimator, the progressive Gaussian filter (PGF). The key idea of the
PGF is to gradually, i.e., progressively, incorporate the information of a measurement into the current
state estimate. For that, the prior Gaussian distribution is first approximated with the LCD-based
sampling. Second, based on the likelihood function, these samples are only slightly reweighted. Third,
the reweighted samples are subsequently approximated as a Gaussian distribution by means of moment
matching. The resulting distribution is again approximated with LCD-based samples followed by
a reweighting and approximation as Gaussian distribution. This procedure is repeated until a final
posterior Gaussian distribution is obtained. As each progression step only requires a small amount of
samples, the number of likelihood evaluations is drastically reduced compared to particle filters, while
sample degeneracy is avoided due to the slight changes in the sample weights. To further improve
the performance of the PGF, different approaches are pursued in this thesis. First, we replace the
LCD-based sampling with its point-symmetric version in order to improve the quality of the required
moment computations. Second, we provide a simple but yet effective heuristic to determine a proper
parametrization of the PGF. This not only improves the filter runtime, but also relieves the user of
finding the appropriate parameter value, which makes filter use much easier. Third, a semi-analytic
version of the PGF is derived, which is applicable to likelihood functions that do not depend on all
system state variables. Here, the idea is to use the progressive filter step of the PGF solely to update
the estimate of the dependent system state variables, while the estimate of the independent variables is
updated in closed form. This reduces the runtime of the PGF and improves its estimation quality at the
same time. Finally, a massively parallel implementation of the PGF for graphics processing units is
developed and evaluated.
Closely related to nonlinear state estimation is the field of object tracking. In this thesis, we will
dedicate special attention to the tracking of extended objects, whose shapes are unknown in advance
and therefore have to be estimated as well. A promising new approach in extended object tracking is
to describe the object’s shape with the aid of so-called random hypersurface models (RHMs). This
description allows for simultaneously estimating the shape and pose, i.e., position and orientation, of
an arbitrary and a priori unknown object. Based on the RHM approach, we derive a new measurement
model for cylinders to be able to estimate those with a S2KF. This also includes a distributed estimation
using the developed sample-based correlation reconstruction. For star-convex shaped objects there
already exists the approach of star-convex RHMs. However, so far target tracking with star-convex
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RHMs has only been performed with Kalman filters. In order to make this approach accessible to
likelihood-based estimators, such as the PGF or particle filters, we also derive and analyze a closed-
form likelihood function for star-convex RHMs. We also propose a novel likelihood function for
tracking pose and extent of a sphere that exploits the geometrical relationships between sensor, object,
and measurement. Using this likelihood function, we additionally demonstrate the advantages of a
massively parallel execution of the PGF on a graphics processing unit when it comes to process tens of
thousands of measurements at a time.

Chapter 1
Introduction
In many engineering tasks, knowledge about the current state of a considered dynamic system is
essential. However, the determination of a system state is challenging due to several reasons. Typically,
the system state of interest is hidden, that is, it is only indirectly observable through noisy measurements
obtained from deployed sensors. Furthermore, the indispensable measurement models, which describe
how the system state is related to those measurements, do not perfectly reflect the real world. The same
holds for the system models that describe the temporal behavior of the dynamic system. Nevertheless,
using those can improve the state estimation or even can be strictly necessary for properly inferring
the system state, e.g., in case of sparse measurements. The sensor noise and imperfect models alone
raise the need for a stochastic treatment and description of the involved processes, leading to a state
estimate in the form of a probability density function (PDF) rather than exact knowledge. Furthermore,
the required models can be strongly nonlinear, which calls for sophisticated state estimators. Last but
not least, usually continuous-time systems are considered, which have to be discretized in time due
to the common digital processing of data. Consequently, system states and their estimates are only
considered at discrete time steps. This may also include the sampling of continuous-time measurements
such as voltages or temperatures. All these aspects lead to the important class of state estimators for
discrete-time stochastic nonlinear dynamic systems, which is the central topic of the present thesis.
Usually, state estimation is performed recursively over time in order to get procedures of constant
complexity regarding computational resources and memory. Moreover, the recursion is split into two
alternating parts. First, the time update or prediction step propagates a given state estimate from the last
time step, i.e., the past, to the current time step by using the system model. Second, the measurement
update or filter step combines this predicted estimate with newly available measurement data to an
updated state estimate by exploiting the measurement model (or the corresponding likelihood function).
This estimate then acts as starting point for the next recursion step, i.e., the next state prediction. While
the prediction is based on the Chapman–Kolmogorov equation, the measurement update is conducted
by applying Bayes’ rule. Hence, the estimation procedures considered in this thesis are called recursive
Bayesian estimators/filters. It should be noted that this recursive workflow implies that the system is
modeled as a (first-order) Markov process, as future states are predicted solely based on the current
state and not the entire state history.
The aimed recursive estimation additionally means that an initial state estimate has to be provided for
starting the estimation process. This initial estimate can be crucial for a nonlinear estimation task, as it
has a wide influence on the estimators convergence behavior. A proper initial estimate can be obtained,
for example, from a priori known information about the considered system, some sort of “initial guess”,
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Figure 1.1: Workflow in recursive Bayesian estimation.
or based on the first available measurements if those are sufficient to derive one. The initial estimate is
then refined over time according to the concrete algorithm of the deployed recursive estimator, the used
system model and measurement model, and the received measurements. In summary, the workflow of
a general recursive Bayesian estimator is illustrated in Figure 1.1(a).
Historically, a prominent recursive Bayesian estimation task has been the trajectory estimation during
the Apollo project in the 1960s [1]. Popular present applications are, for example, the optimal control
of partially observable system states [2, Chap. 5], the field of robotics [3, 4], driver assistance systems
for vehicles [5–7], autonomous driving [8], navigation systems based on a combination of the global
positioning system and inertial navigation systems (GPS/INS) [9, 10], or target tracking and its special
case of extended object tracking [11–14]. In particular, tracking plays also an important role in this
thesis as it serves as evaluation for the derived state estimation techniques.
Although the recursive Bayesian approach builds a theoretically solid framework for state estimation,
it unfortunately suffers from the fact that an implementation is only feasible with approximations, as
the state estimate, i.e., the PDF, can become arbitrarily complex over time. Processing and describing
such complex PDFs in reasonable time and with limited resources is intractable. An exception consists
of the special case of an initial Gaussian state estimate and a linear system that suffers from additive
Gaussian noise. The exact solution to this estimation problem is the well-known Kalman filter, a linear
estimator that is named after its inventor Rudolf E. Ka´lma´n [15]. Consequently, all the above listed
applications are forced to rely on practical and reliable approximations, either in the used models or
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Figure 1.2: Example of a tremendous amount of approximately 16 000 3D noisy point measurements
originating from the surface a complex extended object captured by Microsoft’s second-
generation “Kinect for Windows”.
the used estimation algorithms. Hence, developing and improving Bayesian estimators that operate
in reasonable time and with sufficient accuracy is still a challenging problem and an important field
of research. Specifically, steady innovations in sensor technologies raise the demand for continuous
improvements in state estimation. For example, increased sensor resolutions are able to provide more
and more measurements per scan. In order to benefit from the newly available data, these need to
be efficiently processed by the deployed estimation procedures. This is especially relevant in target
tracking, where targets can now be modeled as extended objects rather than as a single point as in
Figure 1.2. In particular, comprehensive measurement data offer the possibility to estimate the shape
of an a priori unknown object in addition to its pose.
Over the last decades, various approaches for approximating the recursive Bayesian estimator have
been proposed. A widely used approximation is the class of Gaussian state estimators. Those are
filters that merely maintain a Gaussian state estimate, that is, both state prediction and measurement
update result always in a Gaussian PDF, as in Figure 1.1(b). Nevertheless, a Gaussian estimator has
several advantages [16]. Its estimate is described with a small and constant amount of parameters, i.e.,
mean vector and covariance matrix. Gaussian PDFs have useful properties such as closedness under
linear transformation and multiplication. Moreover, even though a Gaussian filter means a unimodal
estimate, multimodal Gaussian mixture estimators can be obtained in a suboptimal manner by using
multiple weighted Gaussian filters. Thus, in this thesis we decided to pursue the approach of Gaussian
state estimators.
In the following, we briefly summarize state-of-the-art nonlinear state estimation techniques and their
applications to tracking. More thorough discussions of the various topics are given throughout this
thesis in the beginning of the relevant chapters.
1.1 State-of-the-Art Nonlinear State Estimation
State-of-the-art recursive Bayesian estimators mainly differ in the way they approximate the measure-
ment update and can be roughly divided into two classes. On the one hand, we have Kalman filters
applied to nonlinear systems. This is achieved by approximating the actual nonlinear relationship
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between state and measurement as a linear one, which in turn allows for solving the Bayesian update
analytically by simply computing first-order and second-order moments of nonlinear transformed
Gaussian random vectors. Due to the Kalman filter’s Gaussian estimate, those filters belong to the
class of Gaussian estimators. On the other hand, we have explicitly formulated nonlinear estimators.
Those avoid the model linearization of the Kalman filter by directly approximating the product of
likelihood function and prior estimate, where the prior is mostly a Gaussian, a Gaussian mixture, or a
Dirac mixture, i.e., a set of weighted samples/particles.
The class of Kalman filters applied to nonlinear systems can be further divided into two subclasses,
depending on how the required first-order and second-order moments, i.e., the involved multidimen-
sional integrals, are computed. First, we have those filters that approximate the nonlinear models in
such a way that the integrals can be solved in closed form. This includes the popular extended Kalman
filter (EKF) [17, Sec. 13.2], [18] and its second-order variant [19, 20] that rely on Taylor series expan-
sions. Other filters use polynomial approximations such as the first-order and second-order divided
difference filter (DDF) [21], the first-order and second-order central difference filter (CDF) [22], or
the Chebyshev polynomial Kalman filter (CPKF) [23]. Second, we have Kalman filters that directly
approximate the computation of the moment integrals. Those filters replace the involved multivariate
Gaussian PDFs, i.e., prior state estimate and noise, with a properly chosen set of weighted samples.
As a consequence, solving the integrals boils down to a computation of sample means and sample
covariance matrices. Hence, those filters are also called sample-based Kalman filters. The most
prominent one is the unscented Kalman filter (UKF) [16, 24, 25] and various approaches concerning
its parametrization [26–30]. Others are the Gauss–Hermite Kalman filter (GHKF) [22], the cubature
Kalman filter (CKF) [31] and its high-degree variant [32], or the randomized unscented Kalman
filter (RUKF) [33–37].
Due to the popularity of Kalman filters, many different extensions have been proposed, which can be
used in combination with any Kalman filter. For example, this includes different iterative measurement
updates in order to find better linearizations of the measurement models [17, Sec. 13.3], [38–41] or
square root Kalman filters to improve the precision of the state covariance matrix [11, Sec. 7.4], [17, Sec.
6.3], [42]. Also Gaussian mixture Kalman filters are widely used to obtain multimodal estimates.
These can be configured in various aspects such as updating the component weights or splitting and
merging of components [22, 43–45]. Moreover, several approaches exist to incorporate different type
of constraints into Kalman filtering, e.g., [17, Sec. 7.5], [46–49]. In order to improve the Kalman
filter’s estimation quality, special structures in the measurement models can be exploited. For example,
if a measurement model uses only a subset of the state variables, it is advised to perform a so-called
state decomposition [4, App. E], [50]. Alternatively, semi-analytic moment calculations might also be
possible in certain cases [51–53].
The class of nonlinear state estimators is dominated by the family of particle filters. In contrast to
Kalman filters, their state estimates are Dirac mixtures rather than Gaussian distributions, which
inherently allows for multimodal estimates. Particle filtering is based on the two concepts of impor-
tance sampling and (adaptive) random resampling. Further, a measurement update basically means a
reweighting of the prior Dirac mixture. Proposed particle filters like the sampling importance resam-
pling particle filter (SIRPF), the auxiliary sampling importance resampling particle filter (ASIRPF),
the regularized particle filter (RPF), or the local linearization particle filter [12, Sec. 3.5], [54, 55]
primarily differ in the choice of the importance density, and how and when resampling is done. Like
for Kalman filters, special structures in the measurement model/likelihood function can be exploited to
enhance estimation quality, which is known as Rao–Blackwellization [56] or marginalized particle
filters [57]. A nonlinear Gaussian estimator is the Gaussian particle filter (GPF) [58, 59]. For each
measurement update, its Gaussian estimate is randomly sampled and reweighted according to the
likelihood function. Another well-known particle filter is the ensemble Kalman filter (EnKF) [60–64].
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In contrast to the above filters, its state estimate is updated by moving the samples in state space
instead of reweighting them. This comes at the cost of a filter step that closely resembles the Kalman
filter update. In order to circumvent the major problem of sample degeneracy in particle filtering, a
progressive measurement update for particle filters is proposed in [65]. The key idea is to split the
given likelihood function into sublikelihoods and then do several consecutive updates, where each
update consists of sample reweighting and resampling. The progression approach is reformulated
in [66] to use deterministic Dirac mixtures for the state estimate instead of random samples. This
idea finally leads to the so-called progressive Gaussian filter 42 (PGF 42), which relies on a Gaussian
estimate rather than a Dirac mixture [67].
Another important topic in (nonlinear) state estimation is the field of distributed state estimation.
where measurements are not directly accessible for processing. Instead, they are obtained by several
(physically) distributed sensor nodes, while the actual state estimation has to be performed at a distinct
fusion center. If full-rate communication is feasible, the extended information filter [68, Sec. 3.4.2]
can be used to exactly obtain the same estimate of a centrally working EKF with the advantage that the
fusion center does not need to know concrete information about the required measurement models.
Moreover, if models are linear and comprehensive information about measurement processing is known
to all sensor nodes, the distributed Kalman filter (DKF) can avoid a full-rate communication and still
compute the optimal central estimate [69–72]. If all those requirements cannot be met, a common
suboptimal approach is the weighted least squares fusion of locally obtained state estimates. The
main issue is here that the common system noise introduces correlations between the local estimates
that have to be taken into account during the fusion process [73]. Popular approximations to this are
covariance inflation, i.e., the federated Kalman filter [74], or covariance intersection [75]. Recently,
also a weighted least squares fusion based on the local processing of random samples is proposed [76].
1.2 State Estimation and its Applications to Tracking
Closely related to the state estimation of dynamic systems is the field of target tracking [11, 12].
Here, the considered dynamic system is the target to be tracked and its state usually encompasses
pose, i.e., position and orientation, and certain motion parameters such as velocities or accelerations
for a proper prediction. In fact, target tracking is frequently used to evaluate new developments in
state estimation, e.g., [21, 34, 41, 57, 77] just to name a few. Besides rather simple linear position
measurements, often nonlinear measurements are considered such as range measurements, bearing
measurements, or measurements in polar coordinates. Note that the combination of target tracking and
distributed state estimation is also referred to as track-to-track fusion [78].
Recently, the more demanding case of extended object tracking, where the target is no longer modeled
as a single point, has become of special interest. Consequently, measurement models describing
the relationship between state and measurement have become more complex. Furthermore, if the
target’s shape is unknown it has to be estimated in conjunction with the target’s pose. As a result,
the system state is augmented with various parameters describing the current shape of the object.
Popular approaches are spatial distribution models (SDMs) [79, 80], [174] including the idea of
random matrices [81, 82], random hypersurface models (RHMs) [83–89], or partial information
models (PIMs) [90, 91].
Other relevant topics in target tracking are, for example, interacting multiple models (IMMs) [92, 93],
e.g., to deal with unknown and time-varying system noise statistics [94], or multi target tracking in
the form of multi hypotheses tracking (MHT) [95, Sec. 6.7], the joint probabilistic data association
filter (JPDAF) [96], probability hypothesis density (PHD) filters [97–99], or multi-Bernoulli filters
[100–102]. Nevertheless, these estimation techniques are out of the scope of this thesis.
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1.3 Contributions and Outline
The two main contributions of this thesis are new developments in nonlinear state estimation and
their application to the field of (extended) object tracking. While the first contribution includes the
derivation of two state estimators and an optimal fusion approach for distributed state estimation, the
second contribution comprises the derivation of new measurement models and closed-form likelihood
functions. In the following, we shortly present each contribution of this thesis.
Optimal Point-Symmetric Gaussian Sampling In Chapter 2, we deal with the sampling of
multivariate Gaussian distributions, i.e., the approximation of Gaussian densities with a carefully
chosen set of weighted point masses. A promising sampling technique is based on the concept of the
localized cumulative distribution (LCD), which allows the approximation of a multivariate standard
normal distribution with an arbitrary number of optimally placed and equally weighted samples.
However, the LCD-based sampling does not take into account the point symmetry of the standard
normal distribution. Thus, in order to improve sampling quality, we propose a point-symmetric version
of the LCD-based sampling for standard normal distributions. Moreover, we enhance the numerical
stability of the LCD approach to be able to approximate large random vectors, which frequently arise
in extended object tracking. We show that the proposed Gaussian sampling scheme can outperform
state-of-the-art sampling approaches when computing higher-order moments of standard normal
distributions and moments of nonlinear transformed Gaussian distributed random vectors.
The Smart Sampling Kalman Filter (S2KF) As a first application of the proposed point-
symmetric Gaussian sampling scheme, we introduce a new sample-based Kalman filter, the smart
sampling Kalman filter (S2KF), in Chapter 3. The advantage of the S2KF over state-of-the-art Kalman
filters is its arbitrary number of optimally placed and equally weighted samples, which allows for
a fine-grained control over estimation quality and execution time. Additionally, the equal sample
weights reduce the number of arithmetic operations required for a moment computation and also avoid
numerical issues when computing covariance matrices. As a demanding evaluation, we estimate the
pose and unknown shape of a cylinder in 3D based on hundreds of noisy point measurements. For
that purpose, we first derive a new measurement model that combines the approaches of the random
hypersurface model, the signed Euclidean distance, and the sampling of uniform distributions by
transforming samples with its own cumulative distribution. Simulations demonstrate that the S2KF can
beat state-of-the-art Kalman filters regarding both estimation quality and numerical stability.
Optimal Sample-Based Fusion for Distributed State Estimation In Chapter 4, our goal
is to deploy the S2KF for challenging distributed nonlinear state estimation scenarios. Due to the
shortcomings of established distributed state estimation techniques, we develop a novel weighted least
squares fusion where correlations between local estimates can be exactly reconstructed at the fusion
center. Basically, the approach relies on a local processing of samples that encode the correlations and
are sent to the fusion center in addition to the actual locally obtained state estimate. Advantages are
that sensor nodes do not need any information about the measurement processing from other nodes
and that it is well-suited for large sensor networks due to its scalability. Target tracking evaluations
show that the proposed fusion technique can outperform the popular covariance intersection approach
for both linear and nonlinear models. In particular, we reconsider the previously performed pose
and shape estimation of a cylinder, but now in a distributed setup. Simulations show that covariance
intersection is not even capable of estimating the cylinder’s pose and shape, while our sample-based
fusion approach performs quite well.
The Progressive Gaussian Filter (PGF) In Chapter 5, we take up the promising progressive
approach of the PGF 42 in order to circumvent the severe problem of sample degeneracy in nonlinear
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filtering and get a more efficient progressive Gaussian filter called simply PGF. Among other improve-
ments, the PGF works directly with given likelihood functions, it uses the proposed point-symmetric
LCD-based Gaussian sampling instead of its original asymmetric version, and it relies on an effective
heuristic for an automatic parametrization. We also derive a semi-analytic filter step to further improve
estimation quality and reduce runtime, and propose a GPU-accelerated implementation to efficiently
deal with tens of thousands of measurements in a single filter step. Several target tracking evalua-
tions reveal that the PGF can beat state-of-the-art nonlinear and linear estimators including the RPF,
GPF, PGF 42, and S2KF. In addition, its semi-analytic filter step yielded noticeable improvements.
For extended object tracking, we develop a closed-form likelihood function for star-convex random
hypersurface models that is used to track an airplane in 2D, and we develop a novel likelihood function
for tracking the pose and extent of a sphere that demonstrates the superiority of a GPU-accelerated
PGF over a multithreaded CPU implementation.
Conclusions The thesis is concluded in Chapter 6. We summarize the various proposed approaches
for nonlinear state estimation and extended object tracking and additionally discuss interesting future
work and open challenges.

Chapter 2
Optimal Point-Symmetric
Gaussian Sampling
In recursive Bayesian state estimation, the inferred estimate is a probability distribution over the state
space rather than only a point estimate due to the applied Bayes’ rule. The advantage in this is that
modelling errors and imperfect measurements prevent an exact knowledge of the system state anyway,
i.e., the gained knowledge is only certain to some degree. A probability distribution inherently reflects
this uncertainty and allows to quantify it, e.g., by computing variances and covariances. Moreover,
there might be hidden state variables that can solely be estimated by means of other state variables due
to known correlations. For example, in target tracking the target’s position is often directly inferred
from measurements, while its velocity is only updated due to correlations between position and velocity.
In addition, the probability distribution can be used to effectively discard measurement outliers, or to
initiate procedures if the estimate becomes too uncertain, and thus cannot be trusted anymore, e.g.,
perform an emergency stop of a system to prevent mechanical or personal damage.
The Gaussian distribution plays an important role in the field of Bayesian state estimation. Due to
the central limit theorem, noise distributions are typically assumed to be Gaussian [103, Chap. 2].
Also the state estimate itself is frequently a Gaussian distribution [58, 104]. Although this implies that
the resulting filter maintains only a unimodal state estimate, a multimodal filter can be obtained in a
suboptimal manner by using multiple weighted filters, i.e., a Gaussian mixture estimator [22, 43].
When dealing with Gaussian distributions in the context of recursive state estimation, a key aspect
is the nonlinear transformation of a Gaussian random vector. That is, let p ∈ RN be a Gaussian
distributed random vector. Its probability density function (PDF) with mean vector pˆ ∈ RN and
covariance matrix Σ(p) ∈ RN×N is given by [105, Chap. 5]
N (p ; pˆ,Σ(p)) = 1
(2pi)
N
2
√
|Σ(p)|
exp
(
−1
2
(p− pˆ)>(Σ(p))−1(p− pˆ)) ,
where | · | denotes the determinant. Then, for a nonlinear function g : RN → RT , a transformation of
the random vector p is conducted according to
t = g(p) ,
which results in the, generally not Gaussian, random vector t ∈ RT . Now, our goal is to compute the
mean tˆ of t according to [106, Sec. 6.4]
tˆ =
∫
RN
g(p)N (p ; pˆ,Σ(p)) dp . (2.1)
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Note that we do not need to know the actual distribution of the random vector t in order to compute (2.1),
only the known Gaussian distribution of p is required. In the context of state estimation, p can be,
for example, the state space or the joint space of state and noise, and g a measurement equation
mapping state and noise to the measurement space. Unfortunately, closed-form solutions for the
multi-dimensional integral (2.1) are only possible for rare special cases such as linear, polynomial,
or trigonometric functions [52]. Hence, in most cases only approximative solutions can be obtained.
However, in recursive state estimation, solving such integrals typically has to be performed online.
Consequently, fast but still accurate integration methods are needed. The major challenge in this is that
the space of p increases exponentially in its dimension N .
Fortunately, we do not have to consider each region in the space with the same priority. More precisely,
the Gaussian distribution of p inherently determines the important regions of the space, i.e., regions
with larger probability mass are more important than regions with less probability mass. In order to
exploit this and get an adequate approximation of (2.1), we want to replace the Gaussian density of p
with an appropriate sample-based representation comprising M ∈ N+ weighted samples defined as
N (p ; pˆ,Σ(p)) ≈
M∑
i=1
ω(i)δ(p− p(i)) , (2.2)
where δ denotes the Dirac-δ distribution, p(i) the position of the ith sample, and ω(i) its corresponding
weight. The sample weights have to satisfy
M∑
i=1
ω(i) = 1 ,
and thus (2.2) integrates to one. The sample-based representation (2.2) is occasionally called probability
mass function [11, Sec. 1.4]. Analogously to Gaussian mixture distributions, we will denote (2.2)
as Dirac mixture throughout this thesis. By replacing N (p ; pˆ,Σ(p)) in (2.1) with a proper Dirac
mixture approximation (2.2) and using the sifting property of the Dirac-δ distribution, we get the
desired approximation
tˆ ≈
∫
RN
g(p)
M∑
i=1
ω(i)δ(p− p(i)) dp =
M∑
i=1
ω(i)g(p(i)) , (2.3)
which in fact is a weighted sum of evaluations of the nonlinear function g. In doing so, accurately
solving the integral (2.1) in decent time boils down to find a suitable Dirac mixture approximation
of a multivariate Gaussian distribution. On the one hand, suitable means efficient in terms of the
number of samples M in order to reduce the number of (maybe costly) evaluations of g. To achieve
this, the samples p(i) should be placed only in regions where the probability mass of N (p ; pˆ,Σ(p)) is
sufficiently large, and thus contribute to the sum in (2.3). Furthermore, all important regions should
be covered by the samples. On the other hand, the generated Dirac mixture should preserve certain
properties of the Gaussian distribution, such as mean, covariance, or non-skewness.
In this chapter, we present an optimal (in terms of a selected optimization criterion) point-symmetric
sampling technique for multivariate Gaussian distributions that matches all these requirements. It will
be extensively used later in this thesis as it builds the groundwork for two state estimators, namely the
smart sampling Kalman filter and the progressive Gaussian filter.
This chapter is based on the publication [175].
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2.1 Related Work
In literature, there exist many approaches to compute Dirac mixtures (2.2) that approximate a Gaussian
distribution. However, most of them do not directly approximate the Gaussian PDF N (p ; pˆ,Σ(p)).
Instead, they merely approximate the PDFN (s ; 0, IN ) of a standard normal distributed random vector
s ∈ RN with a Dirac mixture
N (s ; 0, IN ) ≈
M∑
i=1
ω(i)δ(s− s(i)) . (2.4)
The reason for this is that the Gaussian distribution is closed under affine transformations. In particular,
this leads to the Mahalanobis transformation discussed next.
2.1.1 Mahalanobis Transformation
Given a mean vector pˆ and a covariance matrix Σ(p), and let a random vector s be standard normal
distributed, i.e., s ∼ N (0, IN ). With the aid of the Mahalanobis transformation, i.e., rewriting [107,
Theorem 4.5], we can transform s to a random vector p ∼ N (pˆ,Σ(p)) according to
p = Ds+ pˆ , (2.5)
where the matrix D ∈ RN×N has to satisfy DD> = Σ(p). Using (2.5) and again (2.1), we get
tˆ =
∫
RN
g(Ds+ pˆ)N (s ; 0, IN ) ds . (2.6)
By replacing N (s ; 0, IN ) with the Dirac mixture (2.4), we can rewrite (2.3) according to
tˆ ≈
∫
RN
g(Ds+ pˆ)
M∑
i=1
ω(i)δ(s− s(i)) ds
=
M∑
i=1
ω(i)g(Ds(i) + pˆ)
=
∫
RN
g(p)
M∑
i=1
ω(i)δ(p− p(i)) dp .
In other words, the Dirac mixture with sample positions
p(i) = Ds(i) + pˆ , ∀i ∈ {1, . . . ,M} , (2.7)
and corresponding weights ω(i) approximates the PDFN (p ; pˆ,Σ(p)). Hence, we only have to provide
a Dirac mixture that approximates the PDF of a standard normal distribution in order to approximate
an arbitrary Gaussian PDF.
The matrix D for the sample transformation (2.7) is not unique and can be obtained in different
ways, depending on the chosen matrix decomposition method. As Σ(p) is a covariance matrix, it
is a real symmetric positive definite matrix that only has positive real eigenvalues. Hence, various
decomposition methods can be applied. For example, the Cholesky decomposition results in Σ(p) =
LL>, where L is a lower triangular matrix, which directly gives D = L. The eigendecomposition
computes Σ(p) = UΛU>, where U is an orthogonal matrix that contains the eigenvectors of Σ(p) and
Λ a diagonal matrix that is composed of the corresponding eigenvalues. From this, it simply follows
that D = U
√
Λ. The advantage of the Cholesky decomposition over the eigendecomposition is that
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it is cheaper to compute and unique. Additionally, for dimensions N > 4, the eigendecomposition
generally cannot be computed in closed form and an approximate numerical method has to be used.
Which decomposition should be used depends on various factors such as the concrete nonlinear
function g, the context, e.g., sample-based Kalman filtering, and possible constraints on quality and/or
execution time, e.g., see [10, 108]. Throughout this thesis, we will use the Cholesky decomposition to
compute the matrix D.
2.1.2 State-of-the-Art Sampling Techniques
Many efficient Gaussian sampling techniques are closely related to sample-based Kalman filters
for nonlinear systems. Although Chapter 3 is dedicated to these filters, their respective sampling
techniques can be used for any purpose, and not only in the context of state estimation or specifically
in Kalman filtering. Nevertheless, most of the following sampling techniques are named after the
Kalman filter for which they were developed.
Monte Carlo Integration
In order to obtain the mean tˆ, the integration in (2.1) can be computed based on random sampling,
called Monte Carlo integration, e.g., [12, Sec. 3.1]. Here, the Dirac mixture (2.4) is obtained by (i)
randomly drawing standard normal distributed samples s(i) using a (pseudo) random number generator,
and (ii) assigning each sample the same weight
ω(i) =
1
M
, ∀i ∈ {1, . . . ,M} ,
that is, all samples are equally weighted. Due to the law of large numbers, Monte Carlo integration will
asymptotically converge to the true mean tˆ for M → ∞. Unfortunately, a meaningful approximation
of tˆ will consequently require many samples, especially for large dimensions N . Furthermore, the
randomly drawn samples will not guarantee that the resulting Dirac mixture has a sample covariance
matrix equal to IN . However, especially in Kalman filtering this is a very important property as these
filters only rely on the first-order and second-order moments of the state and measurement distributions.
Unscented Kalman Filter
The most prominent sampling technique for the standard normal distribution is the one used by the
unscented Kalman filter (UKF) [16, 24]. It employs systematically chosen M = 2N + 1 axis-aligned
samples, see Figure 2.1(a). The sample spread (and with that the sample weights) can be controlled
by a scaling factor. For certain scaling factors, the sample located at the state space origin can have
a negative weight. Advantages of the UKF sampling are its simple creation and the relatively small
computational effort. However, drawbacks are that it is not possible to increase the number of samples
in order to increase the quality of the approximation of tˆ and that the state space coverage suffers
from the fact that the samples are placed solely on the principal axes. A consequence is that the even
moments of a Gaussian greater than the second order cannot precisely be matched [16].
In addition, a simplex version of the UKF sampling exists [25]. Here, only M = N + 2 samples
are employed. In doing so, the number of samples is nearly reduced by half. On the one hand, this
decreases the computational effort. On the other hand, if the sampling is used to compute covariance
matrices, e.g., during a Kalman filter measurement update, these are more prone to become indefinite
due to the reduced amount of used samples. The simplex sampling is not further considered here, but
will be used in Chapter 4 in the context of distributed state estimation.
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(a) UKF sampling with equally
weighted samples.
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(b) GHKF sampling with
3 quadrature points.
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(c) 5th-degree CKF sampling.
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(d) RUKF sampling with
4 iterations.
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(e) Asymmetric LCD-based
sampling with 17 samples.
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(f) Point-symmetric LCD-based
sampling with 17 samples.
Figure 2.1: State-of-the-art Gaussian sampling techniques and the proposed point-symmetric LCD-
based Gaussian sampling technique. Top figures: sample positions of a 2D standard nor-
mal distribution and confidence interval of 95 % (gray circle). Bottom figures: respective
weights of the samples.
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Gauss–Hermite Quadrature/Kalman Filter
In [22], the Gauss–Hermite Kalman filter (GHKF) based on the Gauss–Hermite quadrature is proposed.
The Gauss–Hermite quadrature is a scalar integration scheme that uses the roots of Hermite polynomials
to determine the scalar sample positions and non-equal sample weights. In order to extend the
quadrature to the multi-dimensional case, the product formula is applied [109], i.e., the Cartesian
product, see Figure 2.1(b). However, like any product formula, the number of samples growths
exponentially in the dimension N , as M = PN samples are required, where P denotes the number
scalar samples used by the Gauss–Hermite quadrature. As a consequence, this sampling scheme is
intractable for large dimensions N .
Cubature Kalman Filter
A special case of the UKF is proposed in [31] and called the cubature Kalman filter (CKF). The idea
of the CKF is to split the integration (2.6) in a spherical cubature rule and a radial rule. Depending
on the selected rules, a spherical-radial rule of a certain degree is obtained. In [31], a 3rd-degree
spherical-radial rule comprising M = 2N samples is suggested. However, this sampling is equivalent
to the sampling of the UKF, where the sample at the state space origin has zero weight and all other
samples are equally weighted.
The spherical-radial rule approach is extended to an arbitrary degree in [32], which results in the
high-degree CKF. Concrete formulas are given for a 5th-degree CKF with M = 2N2 + 1 non-equally
weighted samples, see Figure 2.1(c). Due to its higher degree, the 5th-degree CKF can exactly match
the fourth-order moments of a standard normal distribution. Compared to the UKF, the high-degree
CKF has the advantage that the number of samples M can be changed for a given dimension N (by
changing the degree of the spherical-radial rule), but not in a “smooth” fashion, i.e., at most in a linear
increase. For example, for N = 6, the 3rd-degree, 5th-degree, 7th-degree, 9th-degree, and 11th-degree
rules comprise 12, 73, 584, 865, and 7 092 samples, respectively. Moreover, for N ≥ 5, several sample
weights become negative. If the sampling is used to compute covariance matrices, this might lead to
indefinite covariance matrices due to numerical issues [110].
Randomized Unscented Kalman Filter
An extended version of the UKF, the randomized unscented Kalman filter (RUKF), is proposed
in [33, 36]. Here, an arbitrary user-defined number of UKF sample sets are combined to an overall set
of samples. More precisely, each UKF sample set is randomly rotated (using a random orthogonal
matrix) and also randomly scaled according to the χ distribution. This gives a set of S · 2N + 1
samples, where S denotes the number of UKF sample sets to be used. Due to the different scalings,
the samples are not equally weighted and the sample located at the state space origin can be negative,
see Figure 2.1(d). The advantage of the RUKF sampling is that the number samples can be changed in
a linear fashion for a given dimension N . Furthermore, in contrast to simple random sampling, i.e.,
Monte Carlo integration, the sampling approach guarantees that the unit covariance matrix is always
captured correctly. However, due to the random approach, the state space is not filled systematically.
Also the creation of the random orthogonal matrices, which has to be performed online, increases the
computational effort compared to the other Gaussian sampling techniques.
Localized Cumulative Distribution-Based Gaussian Sampling
A completely different approach is taken by the Gaussian sampling technique introduced in [111]. In
contrast to the other approaches, it can directly compute an equally weighted Dirac mixture comprising
an arbitrary number of samplesM that approximates a given Gaussian distribution, not only a standard
normal distribution. The key idea of this approach is to turn the density approximation problem into
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Figure 2.2: Different approximations of a 2D Gaussian distribution. Note the adverse sample
placement of the UKF compared to the online LCD-based sampling.
an optimization problem. That is, the parameters of the equally weighted Dirac mixture, i.e., its
sample positions, are optimized such that the Gaussian distribution is well approximated. In order to
achieve this, a distance measure between the continuous Gaussian PDF and the discrete Dirac mixture
is proposed that is based on the so-called localized cumulative distribution (LCD). More precisely,
by computing the LCD for the Gaussian PDF and the LCD for the discrete Dirac mixture, both are
transformed in the same continuous N -dimensional space. This in turn allows to define a distance
measure between these LCDs, which gives different values for different sample positions of the Dirac
mixture. Thus, the distance measure acts as optimization criterion, and minimizing this criterion means
optimizing the sample positions. As a consequence, the samples are not placed randomly, which results
in a much better state space coverage compared to random approaches such as Monte Carlo integration
or the RUKF.
Another advantage of the LCD-based distance measure is that it is not invariant to the scaling of a
Gaussian distribution. To illustrate this, we assume a 2D Gaussian with covariance matrix Σ(p) =
diag(4, 0.2), see Figure 2.2. When now considering, for example, the sampling of the UKF that relies
on the Mahalanobis transformation, we can see that the samples are still axis-aligned (Figure 2.2(a)).
Thus, the state space is not well covered by these samples. That is, it would be much better to place the
samples more along the larger axis of the Gaussian. In fact, this is done by the LCD-based sampling
technique (Figure 2.2(b)).
However, the drawback of the LCD approach is that for each approximation of a Gaussian distribution
an optimization procedure has to be conducted. When thinking, for example, of a sample-based
Kalman filter, this means that for each prediction and each measurement update a time-consuming
optimization is needed in order to obtain the required approximation of the current Gaussian state
estimate. Consequently, for such applications the advantage of an online approximation can be dropped
in favor of an offline approximation of a standard normal distribution, see Figure 2.1(e), combined with
the Mahalanobis transformation. Compared to other state-of-the-art Gaussian sampling techniques,
this has still the advantage of using an arbitrary number of equally weighted and deterministically
placed samples. Moreover, for the special case of a standard normal distribution, closed-form solutions
for the distance measure are given in [112]. Unfortunately, these formulas can only be applied to an
even dimension N .
Up to now, the LCD-based sampling technique for standard normal distributions does not consider
their point symmetry. In addition, the LCD approach is only a shape approximation. This means that
the samples of the Dirac mixture are placed by the optimization procedure such that the shapes of
the respective LCDs match as best as possible. However, this does not guarantee that the covariance
matrix of the resulting Dirac mixture matches the covariance matrix of the Gaussian distribution to
be optimized (no matter if only a standard normal distribution or any other Gaussian distribution is
considered). Hence, in the next section, we will take up the promising LCD approach and address
these problems in order to improve its sampling quality, see Figure 2.1(f).
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2.2 Point-Symmetric LCD-Based Gaussian Sampling
Combining the LCD-based sampling scheme with the Mahalanobis transformation yields an efficient
online Gaussian sampling technique. In order to further improve its quality, in this thesis we pursue
three different approaches. First, we explicitly take into account the point symmetry of the standard
normal distribution by using equally weighted point-symmetric Dirac mixtures. Compared to the
original (asymmetric) LCD-based sampling, now all odd moments of the standard normal distribution,
including mean and skewness, are exactly matched by the optimized Dirac mixture. In doing so,
the LCD-based sampling catches up to state-of-the-art Gaussian sampling techniques, as all of them
utilize point-symmetric Dirac mixtures. A side-effect of the used point-symmetric Dirac mixtures
is that the number of sample positions to be optimized is reduced by half. This in turn reduces the
time needed for an approximation as the sample positions to be optimized enter the computational
complexity in a quadratic way. Nonetheless, because the approximation is performed offline, this has
no influence on the application of the sampling. It should also be noted that besides point symmetry
other symmetries such as axial symmetry could also be exploited. However, this would prevent us
from using an arbitrary number of samples and would limit the optimizer’s control over the sample
placement. Second, after the optimization, we apply a simple sample-wise correction of the optimized
Dirac mixture such that the covariance matrix of the Dirac mixture matches the identity covariance
matrix of the standard normal distribution. This makes it possible to use the LCD-based Gaussian
sampling for a new sample-based Kalman filter, the smart sampling Kalman filter, which will be
introduced in Chapter 3. Third, we also improve the numerical stability of the LCD approach by
tweaking its distance measure without affecting the sampling quality. In doing so, this allows for
approximating standard normal distributions of very high dimensions, e.g., N > 200, compared to the
originally proposed LCD-based distance measure.
In the following, we first define the parameter set describing an equally weighted point-symmetric
Dirac mixture. These parameters have then to be optimized in order to approximate a standard normal
distribution in an optimal way. This requires to adapt the LCD-based distance measure from [111]
to the introduced point-symmetric Dirac mixtures. Subsequently, the gradients of the new distance
measures are derived, which are needed for the chosen gradient-based iterative optimization procedure.
Finally, we give a procedure to compute point-symmetric Dirac mixture approximations of standard
normal distributions based on the introduced distance measures, their gradients, and the sample-wise
Dirac mixture correction to match the unit covariance matrix.
2.2.1 Point-Symmetric Dirac Mixtures
In order to introduce equally weighted point-symmetric Dirac mixtures, we have to modify the generic
Dirac mixture (2.4) and to distinguish between an even and an odd number of samples M . In case of
an even number of samples M = 2L with L ∈ N+, we place the samples point-symmetrically around
the state space origin resulting in the Dirac mixture
1
2L
L∑
i=1
δ(s− s(i)) + δ(s+ s(i)) , (2.8)
with sample positions {s(1),−s(1), . . . , s(L),−s(L)}. In case of an odd number of samples M =
2L + 1 with L ∈ N+, we additionally place a sample fixed at the state space origin to preserve the
desired point symmetry, which gives the Dirac mixture
1
2L+ 1
(
δ(s) +
L∑
i=1
δ(s− s(i)) + δ(s+ s(i))
)
, (2.9)
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with sample positions {0, s(1),−s(1), . . . , s(L),−s(L)}. For both cases, the sample positions s(i)
completely describe the Dirac mixtures (2.8) and (2.9). Thus, we define the set
S := {s(1), . . . , s(L)} (2.10)
encompassing L · N values as the parameter set for both equally weighted point-symmetric Dirac
mixtures.
For example, the UKF sampling schemes comprising M = 2N or M = 2N + 1 equally weighted
samples [24] are special cases of these Dirac mixtures. The first case is an even Dirac mixture with the
parametrization
S = {
√
N · e(1), . . . ,
√
N · e(N)} ,
where e(i) denotes the unit vector along the ith dimension, and the second case is an odd Dirac mixture
with the parametrization
S = {√N + 0.5 · e(1), . . . ,√N + 0.5 · e(N)} .
Note the larger sample spread in the latter case due to the additional point mass located at the state
space origin.
It is important to note that the Dirac mixtures (2.8) and (2.9) are always point-symmetric, no matter
what values (2.10) will take. As a consequence, an important property of these Dirac mixtures is
that, like for a standard normal distribution, all their odd moments are zero (a proof is given in
Appendix A.1). In other words, the point-symmetric Dirac mixtures capture all odd moments of a
standard normal distribution.
2.2.2 Distance Measures for Point-Symmetric Dirac Mixtures
After introducing the point-symmetric Dirac mixtures, we have to find suitable parameters S to obtain
an optimal approximation of the standard normal PDF N (s ; 0, IN ) for a given dimension N . This
requires to compare the continuous standard normal PDF with the discrete point-symmetric Dirac
mixtures. For that, we transform both into the same continuous N -dimensional space with the aid of
the LCD that is defined as follows.
Definition 2.1: Localized cumulative distribution [111]
Let s ∈ RN be a random vector with density function f(s). The corresponding localized cumulative
distribution is defined as
F (m, b) :=
∫
RN
f(s) ·K(s−m, b) ds , (2.11)
withm ∈ RN , b ∈ R+, and symmetric and integrable kernel
K(s−m, b) = exp
(
−1
2
‖s−m‖22
b2
)
.
Here,m characterizes the location of the kernel and b its size.
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First, we consider the LCD of the standard normal distribution. According to (2.11), this is an integral
over the product of two (unnormalized) Gaussian PDFs and is given by [111]
FN (m, b) =
∫
RN
N (s ; 0, IN ) · exp
(
−1
2
‖s−m‖22
b2
)
ds
=
∫
RN
N (s ; 0, IN ) · (2pi)N2 bNN (s ;m, b2 IN ) ds
=
(2pi)
N
2 bN
(2pi)
N
2
√|(1 + b2)IN | exp
(
−1
2
‖m‖22
(1 + b2)
)
=
(
b2
1 + b2
)N
2
exp
(
−1
2
‖m‖22
(1 + b2)
)
.
Second, the respective LCDs of the point-symmetric Dirac mixtures can be simply obtained by
exploiting the sifting property of the Dirac-δ distribution (as done in [111]), and are given by
F eδ (m, b,S) =
∫
RN
1
2L
(
L∑
i=1
δ(s− s(i)) + δ(s+ s(i))
)
· exp
(
−1
2
‖s−m‖22
b2
)
ds
=
1
2L
(
L∑
i=1
exp
(
−1
2
‖s(i) −m‖22
b2
)
+ exp
(
−1
2
‖−s(i) −m‖22
b2
))
for the even case and by
F oδ (m, b,S) =
∫
RN
1
2L+ 1
(
δ(s) +
L∑
i=1
δ(s− s(i)) + δ(s+ s(i))
)
· exp
(
−1
2
‖s−m‖22
b2
)
ds
=
1
2L+ 1
(
exp
(
−1
2
‖m‖22
b2
)
+
L∑
i=1
exp
(
−1
2
‖s(i) −m‖22
b2
)
+
exp
(
−1
2
‖−s(i) −m‖22
b2
))
for the odd case, respectively. Note that the LCDs of the Dirac mixtures (2.8) and (2.9) still depend on
the sampling parameters S .
Now, in order to construct our pursued distance measures, we compare the above LCDs by utilizing
a modified Crame´r–von Mises (CvM) distance as in the asymmetric LCD approach. However, the
modified CvM distance used here slightly differs from the original one due to numerical reasons.
Definition 2.2: Modified Crame´r–von Mises distance
For two LCDs F (m, b) and F˜ (m, b), the modified Crame´r–von Mises distance D is defined as
D(F, F˜ ) :=
∫ ∞
0
w(b)
∫
RN
(
F (m, b)− F˜ (m, b))2 dm db , (2.12)
with weighting function
w(b) =
{
pi−
N
2 b1−N , b ∈ (0, bmax]
0 , elsewhere
and bmax ∈ R+.
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Compared to the original definition from [111], we have an additional term pi−
N
2 in the weighting
function w. Without this extra term, the modified CvM distance D would be unbounded for an
increasing dimension N , and thus would make the distance measures numerically unstable.
First, we build the distance measure between the standard normal distribution and the even point-
symmetric Dirac mixture by computing the modified CvM distance between the LCDs FN and F eδ .
Theorem 2.1:
The modified CvM distance De between the LCDs FN and F eδ is given by
De(S) = D(FN , F eδ ) = De1 − 2De2(S) +De3(S) , (2.13)
where
De1 =
∫ bmax
0
b
(
b2
1 + b2
)N
2
db ,
De2(S) =
∫ bmax
0
2b
2L
(
2b2
1 + 2b2
)N
2
·
L∑
i=1
exp
(
−1
2
‖s(i)‖22
(1 + 2b2)
)
db ,
De3(S) =
∫ bmax
0
2b
(2L)2
L∑
i=1
L∑
j=1
(
exp
(
−1
2
‖s(i) − s(j)‖22
2b2
)
+ exp
(
−1
2
‖s(i) + s(j)‖22
2b2
))
db .
Proof. The proof is given in Appendix A.2. 
Note that the integration over b is bounded by bmax due to the bounded support of the weighting
function w. Similar to the asymmetric LCDs [111], we can compute the integral in De3 analytically,
which is given by the next theorem.
Theorem 2.2:
For a given bmax, the following expression for De3 can be obtained
De3(S) =
2
(2L)2
L∑
i=1
L∑
j=1
(
b2max
2
(
exp
(
−1
2
‖s(i) − s(j)‖22
2b2max
)
+
exp
(
−1
2
‖s(i) + s(j)‖22
2b2max
))
+
1
8
(
‖s(i) − s(j)‖22 Ei0
(
−1
2
‖s(i) − s(j)‖22
2b2max
)
+
‖s(i) + s(j)‖22 Ei0
(
−1
2
‖s(i) + s(j)‖22
2b2max
)))
,
where Ei0(x) is defined as
Ei0(x) :=
{
0 , if x = 0
Ei(x) , elsewhere
and Ei(x) denotes the exponential integral
Ei(x) :=
∫ x
−∞
et
t
dt .
Proof. The proof is given in Appendix A.3. 
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Although the exponential integral Ei in Theorem 2.2 cannot be computed analytically, there exist
efficient numerical approximations for it we make use of in our implementation, e.g., see [113, Chap. 5].
Second, we build the distance measure between the standard normal distribution and the odd point-
symmetric Dirac mixture by computing the modified CvM distance between the LCDs FN and F oδ .
Theorem 2.3:
The modified CvM distance Do between the LCDs FN and F oδ is given by
Do(S) = D(FN , F oδ ) = Do1 − 2Do2(S) +Do3(S) , (2.14)
where
Do1 = D
e
1 ,
Do2(S) =
2L
2L+ 1
De2(S) +
∫ bmax
0
b
2L+ 1
(
2b2
1 + 2b2
)N
2
db ,
Do3(S) =
(2L)2
(2L+ 1)2
De3(S) +
b2max
2(2L+ 1)2
+
∫ bmax
0
4b
(2L+ 1)2
L∑
i=1
exp
(
−1
2
‖s(i)‖22
2b2
)
db .
Proof. The proof is given in Appendix A.4. 
The extra terms in Do2 and D
o
3, compared to their even counterparts, reflect the additional point mass of
the sample placed at the state space origin. Furthermore, like for the part De3 of D
e, we can compute
Do3 in closed form.
Theorem 2.4:
For a given bmax, the following expression for Do3 can be obtained
Do3(S) =
(2L)2
(2L+ 1)2
De3(S) +
b2max
2(2L+ 1)2
+
4
(2L+ 1)2
L∑
i=1
(
b2max
2
exp
(
−1
2
‖s(i)‖22
2b2max
)
+
1
8
‖s(i)‖22 Ei0
(
−1
2
‖s(i)‖22
2b2max
))
,
where Ei0 is defined as in Theorem 2.2.
Proof. The proof is given in Appendix A.5. 
Finally, after introducing the distance measures between the standard normal distribution and the
point-symmetric Dirac mixtures, will give some concluding remarks.
• Regarding the above mentioned numerical stability, a proof of the boundedness of the distance
measures (2.13) and (2.14) is given in Appendix A.6.
• Both distance measures are invariant under rotation/reflection (a proof is given in Appendix A.7).
• Due to the constrained sample placement introduced by the point symmetry, the proposed
distance measures can be seen as constrained versions of the original asymmetric LCD-based
distance measure from [111]. That is, Dirac mixtures obtained by minimizing De or Do can
be suboptimal with respect to the asymmetric distance measure. However, our goal is to
approximate the standard normal distribution in an optimal way, and distance measures are only
tools to achieve this. Here, optimality additionally means preserving the point symmetry of the
standard normal distribution. Hence, slightly modified distance measures are required to reflect
this.
2.2 Point-Symmetric LCD-Based Gaussian Sampling 21
• The numerically stable modified CvM distance (2.12) can immediately replace the original
distance used by the asymmetric sample computation. In doing so, the asymmetric LCD-based
sampling can also profit from its numerical stability. In fact, this will be done in the evaluation
to get a fair comparison between both approaches.
2.2.3 Gradients of the Distance Measures
Minimizing the distance measures De and Do requires an optimization procedure. We choose to use a
gradient-based iterative optimization procedure, namely a quasi-Newton method. This requires the
partial derivatives of the distance measures with respect to all L ·N parameters in S . In order to avoid
numerical approximations of the derivatives and simultaneously improve quality and runtime of the
optimization, we will next derive the partial derivatives of De and Do.
The partial derivatives for the even distance measure De are given by the partial derivatives of De2 and
De3 according to
∂De(S)
∂s
(i)
d
= −2∂D
e
2(S)
∂s
(i)
d
+
∂De3(S)
∂s
(i)
d
, ∀i ∈ {1, . . . , L} , ∀d ∈ {1, . . . , N} ,
where the scalar s(i)d denotes the entry for the d
th dimension of the ith sample s(i). The partial
derivatives ∂D
e
2(S)
∂s
(i)
d
and ∂D
e
3(S)
∂s
(i)
d
can be simply obtained by applying the chain rule according to
∂De2(S)
∂s
(i)
d
= −s
(i)
d
2L
∫ bmax
0
2b
(1 + 2b2)
(
2b2
1 + 2b2
)N
2
exp
(
−1
2
‖s(i)‖22
(1 + 2b2)
)
db ,
∂De3(S)
∂s
(i)
d
= − 2
(2L)2
∫ bmax
0
1
b
L∑
j=1
(
(s
(i)
d − s(j)d ) exp
(
−1
2
‖s(i) − s(j)‖22
2b2
)
+
(s
(i)
d + s
(j)
d ) exp
(
−1
2
‖s(i) + s(j)‖22
2b2
))
db .
To speed up the computation of the partial derivatives, we can use the following theorem.
Theorem 2.5:
For a given bmax, the following expression for
∂De3(S)
∂s
(i)
d
can be obtained
∂De3(S)
∂s
(i)
d
=
1
(2L)2
L∑
j=1
(
(s
(i)
d − s(j)d ) Ei0
(
−1
2
‖s(i) − s(j)‖22
2b2max
)
+
(s
(i)
d + s
(j)
d ) Ei0
(
−1
2
‖s(i) + s(j)‖22
2b2max
))
,
where Ei0 is defined as in Theorem 2.2.
Proof. The proof is given in Appendix A.8. 
Considering the partial derivatives for the odd distance measure Do, we obtain analogously
∂Do(S)
∂s
(i)
d
= −2∂D
o
2(S)
∂s
(i)
d
+
∂Do3(S)
∂s
(i)
d
, ∀i ∈ {1, . . . , L} , ∀d ∈ {1, . . . , N} ,
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with
∂Do2(S)
∂s
(i)
d
=
2L
2L+ 1
∂De2(S)
∂s
(i)
d
,
∂Do3(S)
∂s
(i)
d
=
(2L)2
(2L+ 1)2
∂De3(S)
∂s
(i)
d
− 2s
(i)
d
(2L+ 1)2
∫ bmax
0
1
b
exp
(
−1
2
‖s(i)‖22
2b2
)
db .
To again speed up the computation, we can make use of the next theorem.
Theorem 2.6:
For a given bmax, the following expression for
∂Do3(S)
∂s
(i)
d
can be obtained
∂Do3(S)
∂s
(i)
d
=
(2L)2
(2L+ 1)2
∂De3(S)
∂s
(i)
d
+
s
(i)
d
(2L+ 1)2
Ei0
(
−1
2
‖s(i)‖22
2b2max
)
,
where Ei0 is defined as in Theorem 2.2.
Proof. The proof is given in Appendix A.9. 
2.2.4 Compute the Optimal Point-Symmetric Sampling
Before we can minimize the introduced distance measures De and Do, we have to specify a maximum
kernel size bmax. Generally speaking, the larger the dimension N the larger bmax has to be in order to
consider all sample positions appropriately. Empirically, we have found that a value of bmax = 200
is large enough for up to N ≤ 10 000. Further, the remaining integrals over the kernel size b in the
distance measures and partial derivatives have to solved for a given set of parameters S. Here, we
approximate these integrals with an adaptive 31-point Gauss–Kronrod quadrature [114].
As in [111], the actual minimization of the distance measures is performed with the limited-memory
Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) quasi-Newton optimization [115, Sec. 7.2]. The
limited-memory variant is essential due to the large number of parameters to be optimized. More
precisely, the point-symmetric Dirac mixture parameter set S encompasses L ·N individual parameters.
Thus, the Hessian of De or Do (or its approximation used by quasi-Newton methods) would consist of
(L ·N)2 values. As an example, consider a 100-dimensional Dirac mixture with 1 000 samples. The
Hessian of the distance measures would require ≈ 20 gigabyte of data (in case of 64-bit floating-point
numbers). For only 500 samples, the Hessian would still be larger than 4 gigabytes. Storing and
working with such Hessians is intractable, of course. Fortunately, the data consumption of the limited-
memory variant of the BFGS procedure increases only linearly with the number of parameters to be
optimized, making it the ideal optimization procedure for the considered Dirac mixture approximation
problem.
The entire procedure for computing equally weighted point-symmetric Dirac mixtures is given in
Algorithm 2.1. In line 1, the number of point-symmetric sample pairsL is computed. Then, initial Dirac
mixture parameters S0 are obtained by randomly drawing L samples from an N -dimensional standard
normal distribution (line 2). Depending on the number of samples M , the L-BFGS procedure uses
De or Do (and their respective partial derivatives) as distance measure to optimize the parameters S0
resulting the Dirac mixture parameters S (lines 3–7). In order to get a better understanding of how the
L-BFGS procedure optimizes a Dirac mixture, we have a closer look on the optimization of a 2D point-
symmetric Dirac mixture comprising 13 samples, see Figure 2.3. In each iteration of the quasi-Newton
method, the parameters S from the last iteration (the initial random parameters in the first iteration)
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Input: dimension N , number of samples M , maximum kernel size bmax
Output: set of equally weighted samples D approximating N (s ; 0, IN )
1: L← ⌊M2 ⌋
// Draw initial point-symmetric sample positions
2: S0 ← {s(i)0 }Li=1, with s(i)0 ∼ N (0, IN )
// Perform optimization
3: ifM is even then
4: S ← L-BFGS(De, bmax,S0)
5: else
6: S ← L-BFGS(Do, bmax,S0)
7: end if
// Covariance matrix correction
8: Σ(s) ← 2M
∑L
i=1 s
(i)(s(i))>
9: L← chol(Σ(s))
10: s(i) ← L−1 · s(i) , ∀i ∈ {1, . . . , L}
// Construct Dirac mixture
11: ifM is even then
12: D ← {s(1),−s(1), . . . , s(L),−s(L)}
13: else
14: D ← {0, s(1),−s(1), . . . , s(L),−s(L)}
15: end if
Algorithm 2.1: Proposed point-symmetric LCD-based Gaussian sampling.
are changed in some way, that is, the L samples s(i) (and implicitly their point-symmetric counterparts
−s(i)) are moved in the state space such that the considered distance measure is minimized. Typically,
the most extensive movements happen in the first iterations, whereas only smaller corrections happen
in the last iterations (like in Figure 2.3).
However, like for the asymmetric LCD-based sampling, minimizing the distance measures results only
in a shape approximation of the involved LCDs. This means in particular that no identity covariance
matrix of the optimized Dirac mixture is guaranteed. Consequently, we propose to additionally
constrain the possible Dirac mixtures by transforming the optimized sample positions S after they
have been optimized. This is done in lines 8–10. First, is covariance matrix of the optimized
Dirac mixture is computed. Then, its Cholesky decomposition is computed. Finally, the inverse of
the decomposition is used to transform each sample s(i) of S. A proof for this covariance matrix
correction is given in Appendix A.10. Besides this approach, we also considered to add the unit
covariance matrix as an explicit constraint to the optimization procedure. However, it turned out
that the sample covariance matrix of the resulting Dirac mixtures were less accurate compared to the
proposed transformation approach. Moreover, the explicit constraints made the optimization procedure
much more time-consuming as they increase quadratically in the dimension N (the covariance matrix
has N(N+1)2 unique parameters). Thus, we choose to rely on the transformation approach to guarantee
a unit covariance matrix. Finally, the equally weighted Dirac mixture approximating N (s ; 0, IN ) is
constructed in lines 11–15.
Various Dirac mixture approximations, computed with Algorithm 2.1, of a 2D standard normal
distribution comprising different number of samples are depicted in Figure 2.4. The point-symmetric
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(l) Samples after 40th iteration.
Figure 2.3: Computation of a 2D point-symmetric Dirac mixture comprising 13 samples: sample
positions s(i) (blue), point-symmetric counterparts −s(i) (orange), and fixed sample
placed at the state space origin (green) during the quasi-Newton optimization.
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Figure 2.4: Various Dirac mixture approximations of a 2D standard normal distribution computed
with Algorithm 2.1.
arrangement around the state space origin can be clearly seen. Note the subtle difference in the sample
spread of the samples near the state space origin between Figure 2.4(a) and Figure 2.4(b). This is due
to point mass introduced by the additional sample located at the state space origin. It is also important
to note that a Dirac mixture for a given dimension N and number of samples M is not unique. The
reason for this is that the initial Dirac mixture parameters are chosen randomly and that the utilized
distance measures De and Do are invariant under rotation. For example, consider the Dirac mixture
approximations obtain from Algorithm 2.1 depicted in Figure 2.5. All of them approximate a 2D
standard normal distribution with 14 samples. Their sample placements, however, are (much) different.
Although it is intended to use Algorithm 2.1 offline, e.g., not during state estimation, the runtime
of optimization is still acceptable. On an Intel Core i7-3770 CPU (3.4 GHz) and implemented in
C++ [176], it takes only about 4 minutes to compute a Dirac mixture approximating a 500D standard
normal distribution with 10 000 samples and 35 minutes to compute a Dirac mixture approximating a
1000D standard normal distribution with 20 000 samples.
2.3 Evaluation
In this section, we compare the performance of the proposed point-symmetric LCD-based sampling
with the original asymmetric version and other state-of-the-art Gaussian sampling techniques. In order
to make a fair comparison, we use the numerically stable modified CvM distance (2.12) to compute
asymmetric LCD-based samples and subsequently apply the proposed sample correction such that
the asymmetric samples possess a unit covariance matrix as well. First, we study how higher-order
moments of multivariate standard normal distributions are approximated by the sampling techniques.
Second, we compute moments of a Fourier series that is given by random coefficients and random
input angles.
2.3.1 Higher-Order Moments of a Standard Normal Distribution
We are interested in how well Gaussian sampling techniques approximate higher-order moments of
multivariate standard normal distributions. That is, we want to compute the expectations
E[sn11 s
n2
2 · · · snNN ] =
∫
RN
sn11 s
n2
2 · · · snNN N (s ; 0, IN ) ds ,
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Figure 2.5: Different approximation results for a 2D standard normal distribution comprising 14
samples computed by the point-symmetric LCD-based sampling.
with ni ∈ N and
N∑
i=1
ni = m , 0 ≤ ni ≤ m ,
for different dimensions N and moment orders m ∈ N. For given N and m, the number of possible
combinations JN,m to select the values for ni is equal to the number of terms in a multinomial sum
with N summands raised to the power m, i.e.,
JN,m =
(
m+N − 1
N − 1
)
=
(m+N − 1)!
(N − 1)!m! .
Hence, the mth moment is characterized by JN,m distinct values.
We assess the approximation quality of the sampling techniques with the aid of a normalized moment
error defined as √√√√√ 1
JN,m
JN,m∑
j=1
(Etj − Esj)2 , (2.15)
where the Ej denote one of the JN,m possible combinations for the mth moment, the superscript “t”
the true moment value and “s” the value obtained the respective sampling technique. The true moment
values are computed analytically with the formula proposed in [116].
Comparison of the LCD-Based Gaussian Sampling Techniques
First, we compare the asymmetric and point-symmetric Gaussian LCD-based sampling schemes for
a two-dimensional standard normal distribution, i.e., N = 2. We perform 100 Monte Carlo runs. In
each run, we compute new sets of samples with both variants and build the normalized moment errors
for the moment orders m ∈ {3, 4, 5, 6, 7, 8}.
Figure 2.6 shows the minimum and maximum moment errors for different number of samples over all
Monte Carlo runs. First of all, we notice that the new point-symmetric variant has no errors in the odd
moments as expected. The asymmetric variant, however, has errors, which are especially larger for a
small amount of samples but decrease for an increasing number of samples. When looking at the even
moments, we see that the minimum and maximum errors for both variants are very similar, and that the
errors also decrease when the number of samples rises. Nevertheless, for a small number of samples,
the minimum errors of the new point-symmetric sampling are larger than the minimum errors of the
asymmetric version. This can be explained by the fact that the exactly captured odd moments lead to
an increase in the higher-order even moment errors, or in other words: errors in the odd moments allow
2.3 Evaluation 27
for smaller errors in the even moments. Fortunately, with an increase in the number of samples, the
even moment errors become as small as the errors of the asymmetric version. Hence, we can conclude
that the point-symmetric LCD-based sampling exactly captures the odd moments, while it nearly keeps
the approximation quality of the original asymmetric variant for the even moments. Moreover, the
error spread of both variants is rather small, which indicates that all the computed sample sets nearly
exhibit the same moment quality.
Comparison with Other Point-Symmetric Gaussian Sampling Techniques
Second, we compare the new point-symmetric LCD-based sampling against other state-of-the-art
sampling approaches. In many practical applications, 3D and 6D Gaussian distributions are of special
interest. For example, the location and orientation in 2D or the position in 3D can be estimated using
a three-dimensional system state. When additionally considering velocities in the 2D case or the
orientation in the 3D case, a six-dimensional state is required. Thus, we now choose to study the
approximations of standard normal distributions with these two dimensions, i.e., N ∈ {3, 6}.
We compare the performance of
• the point-symmetric LCD-based sampling with different numbers of samples,
• the RUKF sampling with different numbers of samples,
• the 5th-degree CKF sampling,
• the GHKF sampling with two quadrature points, and
• the UKF sampling with equally weighted samples.
As all these Gaussian sampling techniques use point-symmetric samples, they exactly capture odd
moments and we solely consider the even moments m ∈ {4, 6, 8}. Again, we perform 100 Monte
Carlo runs due to the non-unique sample sets computed by both the point-symmetric LCD sampling
and the RUKF sampling. Moreover, the sample-based moment computation is not invariant under
sample rotations. Thus, the same holds for the normalized moment error (2.15). In order to mitigate
this, we also randomly rotate the sample sets of the 5th-degree CKF, GHKF, and UKF, i.e., like for
the point-symmetric LCD-based sampling and the RUKF, we have 100 different sample sets for each
sampling technique.
The average, minimum, and maximum normalized moment errors are depicted in Figures 2.7 and 2.8
for the 3D and 6D case, respectively. The 5th-degree CKF, GHKF, and UKF only have a fixed number
of samples, so they are depicted as a bar at their respective employed number of samples. It can be
seen that for all moments, the point-symmetric LCD-based approach and UKF have nearly identical
error properties when using the same number of samples. This is due to the facts that both employ
equally weighted samples and that the point-symmetric arrangement of the LCD-based samples forces
the optimizer to place the samples in the way it is done by the UKF (except for the rotation). Opposed
to this, the error properties of the RUKF, which scales the utilized UKF sample sets randomly, are not
the same as for the UKF and point-symmetric LCD-based sampling (when using 2N + 1 samples).
Furthermore, all average moment errors of the point-symmetric LCD-based sampling are smaller
than the errors of the RUKF and GHKF (for same number of samples). Regarding the error spread,
the point-symmetric LCD-based sampling has a much smaller variability than the RUKF. Often, its
errors are as small as the smallest error of the RUKF or even smaller, especially for the 6D case. Also
the error characteristics in general are much smoother for the point-symmetric LCD-based sampling
compared to the RUKF. Finally, the 5th-degree CKF is the only sampling scheme that matches the
4th moment exactly. The reason for this is that its employed spherical-radial rule has a 5th-degree
accuracy [32].
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(a) Errors for 3rd moment.
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(b) Errors for 4th moment.
20 40 60 80 100 120
Number of samples
0
0.5
1
1.5
2
M
in
. 
/ 
m
ax
. 
m
o
m
en
t 
er
ro
r
×10
-1
(c) Errors for 5th moment.
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(d) Errors for 6th moment.
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(e) Errors for 7th moment.
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(f) Errors for 8th moment.
Figure 2.6: Minimum and maximum normalized moment errors for a two-dimensional standard
normal distribution.
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2.3.2 Moments of a Fourier Series
In the second evaluation, we consider a Fourier series
r(c, φ) =
a(0)
2
+
F∑
j=1
a(j) cos(jφ) + b(j) sin(jφ)
that is defined by a fixed number of 2F + 1 real coefficients stored in the parameter vector
c =
[
a(0), a(1), b(1), . . . , a(F ), b(F )
]>
,
and is evaluated for a given angle φ ∈ R [84]. A Fourier series is a 2pi-periodic function and it will be
later used in Chapter 5 to describe the shape of an a priori unknown object in the context of extended
object tracking.
For the evaluation of the new point-symmetric LCD-based Gaussian sampling, we consider a Fourier
series with 7 coefficients, i.e., F = 3 and c ∈ R7. For two different sets of coefficients, the series
are plotted for φ ∈ [−2pi, 4pi] in Figure 2.9. Further, we have a joint random vector consisting of
coefficients and angle
p =
[
c
φ
]
∈ R8
that is assumed to be Gaussian distributed according to p ∼ N (pˆ,Σ(p)). Now, we want to compute
mean
rˆ =
∫
R
∫
R7
r(c, φ) · N (p ; pˆ,Σ(p)) dcdφ (2.16)
and variance
Σ(r) =
∫
R
∫
R7
(r(c, φ)− rˆ)2 · N (p ; pˆ,Σ(p)) dcdφ (2.17)
of the Fourier series r.
We perform R = 100 Monte Carlo runs. In each run, we randomly generate a mean pˆ and covari-
ance Σ(p) to compute the transformations (2.16) and (2.17). For the mean pˆ, we randomly draw a
vector from the distribution N (0, 3 I8). The covariance matrix Σ(p) is constructed with an “inverse”
eigendecomposition according to
Σ(p) = M diag(d1, . . . , d8)M
> ,
where M ∈ R8×8 is a random orthogonal matrix and di is drawn from U(0, 10). For each run, the
ground truth for rˆ and Σ(r) is computed by means of 107 random samples.
We evaluate various Gaussian sampling techniques:
• the point-symmetric LCD-based sampling with 129 samples,
• the asymmetric LCD-based sampling with 129 samples,
• the 5th-degree CKF that uses 2 · 82 + 1 = 129 samples,
• the RUKF with 8 iterations resulting in 8 · 2 · 8 + 1 = 129 samples,
• the GHKF with 2 quadrature points resulting in 28 = 256 samples, and
• the UKF that uses 2 · 8 + 1 = 17 samples.
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(a) Errors for 4th moment.
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(b) Errors for 6th moment.
20 40 60 80 100 120
Number of samples
0
1.6
3.2
4.8
6.4
A
v
g
. 
m
o
m
en
t 
er
ro
r
20 40 60 80 100 120
Number of samples
0
1.7
3.4
5.1
6.8
M
in
. 
/ 
m
ax
. 
m
o
m
en
t 
er
ro
r
×10
1
(c) Errors for 8th moment.
Figure 2.7: Average, minimum, and maximum normalized moment errors for a three-dimensional
standard normal distribution (cf. [175]).
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(a) Errors for 4th moment.
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(b) Errors for 6th moment.
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(c) Errors for 8th moment.
Figure 2.8: Average, minimum, and maximum normalized moment errors for a six-dimensional
standard normal distribution (cf. [175]).
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Figure 2.9: Two exemplary Fourier series with different coefficients c ∈ R7. The 2pi-periodicity can
be clearly seen.
We compute the root mean square error (RMSE) of the mean rˆ according to√√√√ 1
R
R∑
i=1
(
rˆti − rˆsi
)2
and the RMSE of the variance Σ(r) according to√√√√ 1
R
R∑
i=1
((
Σ(r)
)t
i
− (Σ(r))s
i
)2
,
where the superscripts “t” and “s” denote the true value and the value obtained by the investigated
sampling technique, respectively.
The results are shown in Figure 2.10. On the one hand, we can see that the errors of the UKF sampling
are the worst for both mean and variance, and that the variance error is much larger than the errors
of all other sampling techniques. Further, although the GHKF sampling uses the most number of
samples in this evaluation, it is only slightly better than the RUKF sampling that only uses half the
number of samples. On the other hand, from all sampling methods that use 129 samples (the first
four methods), the LCD-based approaches offer the best performance. Regarding the mean, the
point-symmetric LCD-based sampling is slightly better than the asymmetric one. For the variance,
however, the point-symmetric LCD-based sampling has a much smaller error compared the asymmetric
LCD-based sampling and all other sampling techniques. Finally, the 5th-degree CKF sampling yields
the worst results out of these four methods.
2.4 Conclusions
In this chapter, we were concerned with the sampling of multivariate Gaussian distributions, i.e., the
approximation of Gaussian PDFs with a carefully chosen set of weighted samples. Those samples can
then be used to approximate moments of nonlinear transformed Gaussian distributed random vectors.
Besides the rather naive and computationally expensive Monte Carlo integration, the overwhelming
amount of state-of-the-art sampling techniques have their origin in Kalman filtering, i.e., the sampling
approaches used by the UKF, GHKF, 5th-degree CKF, and RUKF. Another promising approach is to
turn the Gaussian PDF approximation problem into an optimization problem. This approach relies on a
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Figure 2.10: Results of the Fourier series evaluation.
distance measure between a Dirac mixture and a Gaussian PDF and is based on the localized cumulative
distribution. The parameters of the Dirac mixture to be determined, i.e., the sample positions, are then
obtained by minimizing this distance measure. A downside of this approach, however, is that the point
symmetry of the standard normal distribution is not considered.
Thus, we proposed an improved LCD-based sampling technique that allows to approximate multivariate
standard normal distributions with an arbitrary number of equally weighted and optimally placed point-
symmetric samples. For its derivation, we introduced point-symmetric Dirac mixtures and adapted the
LCD-based distance measure to work with these. In doing so, we caught up to state-of-the-art Gaussian
sampling techniques as all of them rely on point-symmetric samples. Compared to the original
asymmetric LCD-based sampling, the proposed point-symmetric variant captures all odd moments
of a standard normal distribution exactly. Additionally, we changed the involved weighting function
such that the new distance measure becomes numerically stable. This enables the approximation of
large random vectors, e.g., N > 200, which can arise, for example, in the context of extended object
tracking in order to process many measurements per time step as we will see in Chapter 3.
We compared the performance of the proposed sampling technique against state-of-the-art approaches
by first computing higher-order moments of multivariate standard normal distributions. The results
showed that the point-symmetric LCD-based sampling exactly captures the odd moments, while it
nearly keeps the approximation quality of the original asymmetric variant for the even moments.
Moreover, the moment approximation quality only slightly varies between different computed sample
sets. Compared to other state-of-the-art approaches, our proposed sampling scheme delivered much
better results than the UKF, RUKF, and GHKF. The 5th-degree CKF is the only sampling scheme that
captures the 4th moments exactly. However, its quadratically increase of the number of samples can
make it intractable for large random vectors and its negative sample weights can lead to numerical
issues. Second, we computed moments of a Fourier series that was given by random coefficients and
random input angles. Here, the point-symmetric LCD-based sampling outperforms all state-of-the-art
Gaussian sampling schemes.
In Chapter 3, we will use the proposed point-symmetric LCD-based sampling scheme to introduce a
new sample-based Kalman filter, the smart sampling Kalman filter. We also use the sampling technique
in Chapter 5 to improve the quality of a sophisticated nonlinear estimator, the progressive Gaussian
filter. Moreover, due to the possible arbitrary number of optimally placed samples, the point-symmetric
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LCD-based sampling can also be used, for example, to easily split a Gaussian to a Gaussian mixture.
However, note that the new sampling scheme cannot be simply extended to the Gaussian mixture case
like it was done for the asymmetric variant in [177], as a Gaussian mixture is not point-symmetric in
general.
Chapter 3
The Smart Sampling Kalman Filter (S2KF)
In the previous chapter, we dealt with the optimal sampling of Gaussian distributions. With this, we laid
the groundwork for the central topic of this thesis: the state estimation of stochastic nonlinear dynamic
systems. In this and the following chapters, we will extensively use the proposed point-symmetric
LCD-based sampling in the context of nonlinear state estimation, formally described as follows.
We consider estimating the hidden state xk ∈ RN of a discrete-time stochastic nonlinear dynamic
system at a discrete time step k. How the system will evolve over time is described by a (potentially
time-varying) system model
xk = ak(xk−1,wk) , (3.1)
where wk ∈ RWk denotes white system noise with Gaussian PDF f (w)k (wk) = N (wk ; wˆk,Qk) that
is assumed to be independent of the system state and accounts for unavoidable modeling errors and
simplifications of the real world. Solely estimating the hidden system state by means of a system
model (3.1) would not work out in many cases as the uncertainty of the state estimate would steadily
grow over time due to the characteristics of the employed system model. This in turn would prevent
a meaningful estimate of the system state at an arbitrary point in time. Thus, it is inevitable to gain
information about the system state at time step k in the form of a received noisy measurement y˜k. In
order to incorporate such a measurement into a given estimate, it has to be related to the hidden system
state by means of a measurement model
yk = hk(xk,vk) , (3.2)
where vk ∈ RVk denotes white measurement noise with Gaussian PDF f (v)k (vk) = N (vk ; vˆk,Rk)
that is assumed to be independent of the system state and accounts for sensor noise and modeling
errors. It is important to note that a received measurement y˜k is a realization of the random vector yk.
The state estimate at time step k that is based on all measurements received so far is given by the
conditional PDF
fk|k(xk) := f(xk | y˜k, . . . , y˜1) ,
whereas the conditional PDF
fk|k−1(xk) := f(xk | y˜k−1, . . . , y˜1)
denotes the state estimate at time step k that does not have incorporated the newest measurement y˜k yet.
Usually, state estimation is performed in a recursive manner, consisting of two alternating steps. First,
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the prediction step or time update uses the system model (3.1) to predict the estimate fk−1|k−1(xk−1)
from the last time step k − 1 to the current time step k with the aid of the Chapman–Kolmogorov
equation resulting in the PDF fk|k−1(xk). Second, the filter step or measurement update uses the
measurement model (3.2) in combination with the measurement y˜k to correct the predicted estimate
fk|k−1(xk) by means of Bayesian inference resulting in the filtered PDF fk|k(xk).
In literature, special attention is paid to the measurement update as this is the more demanding part of
recursive state estimation. According to Bayes’ rule, the filtered estimate is given by
fk|k(xk) =
fk(y˜k |xk)fk|k−1(xk)∫
RN
fk(y˜k |xk)fk|k−1(xk) dxk
= ck fk(y˜k |xk)fk|k−1(xk) ,
(3.3)
where fk(y˜k |xk) is the so-called likelihood function or likelihood for short. As the denominator
in (3.3) is independent of the system state, it is merely a normalization constant ck that forces fk|k(xk)
to be a proper PDF. The likelihood can be derived from the measurement model (3.2) according to
fk(y˜k |xk) =
∫
RVk
δ(y˜k − hk(xk,vk))f (v)k (vk) dvk .
Note that the likelihood is in general not a proper PDF as it does not necessarily integrates to one. In the
update context, fk|k−1(xk) is referred to as prior (PDF) and fk|k(xk) as posterior (PDF). Thus, in other
words the posterior is proportional to the prior multiplied by the likelihood. Unfortunately, computing
the Bayesian update (3.3) in closed form is not possible for arbitrary likelihood functions fk(y˜k |xk)
and prior PDFs fk|k−1(xk). Only for rare special cases, such as a linear measurement model corrupted
by additive Gaussian noise and a Gaussian prior, the posterior can be obtained analytically. Hence,
most times we have to be content with approximative solutions.
State-of-the-art state estimation techniques mainly differ in the way they approximate the Bayesian
update and can be roughly divided into two classes. The first class directly approximates the product
of likelihood and prior PDF, where the prior is mostly a Gaussian, a Gaussian mixture, or a Dirac
mixture. The second class also assumes a Gaussian prior but approximates the (nonlinear) measurement
model (3.2) as a linear one. In doing so, the Bayesian update can be solved analytically, leading to
the well-known Kalman filter. Both approaches have their pros and cons, which will be discussed
and examined in the course of this thesis. While the first approach is pursued in Chapter 5, the latter
approach is taken in this chapter and will be further extended to the case of distributed state estimation in
Chapter 4. Specifically, we utilize the point-symmetric LCD-based sampling for Gaussian distributions
from Chapter 2 to formulate a new sample-based Kalman filter applicable to nonlinear systems.
Furthermore, we use the new estimator for extended object tracking and derive a comprehensive
measurement model for estimating pose and a priori unknown extents of a cylinder in 3D.
This chapter is based on the publications [175, 178, 179].
3.1 The Kalman Filter Applied to Nonlinear State Estimation
In 1960, Rudolf E. Ka´lma´n proposed a filter to optimally estimate the state of a linear system corrupted
by additive noise [15], known as the Kalman filter. Nevertheless, the Kalman filter was quickly applied
to nonlinear systems, e.g., the trajectory estimation in the Apollo project [1], and is still a widely used
estimator for nonlinear systems. In the following, we briefly recapitulate how the Kalman filter is used
to estimate the state of a nonlinear system. First, prior PDF and posterior PDF are always assumed to
be Gaussian, that is,
fk|k(xk) = N (xk ; xˆk|k,Pk|k)
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and
fk|k−1(xk) = N (xk ; xˆk|k−1,Pk|k−1) .
Second, starting with an initial state estimate
f0|0(x0) = N (x0 ; xˆ0|0,P0|0) ,
sometimes referred to as “initial guess”, we can perform alternating time updates and measurement
updates.
3.1.1 Time Update
Given a state estimate fk−1|k−1(xk−1) at time step k − 1, the predicted state estimate fk|k−1(xk) can
be obtained by using the Chapman–Kolmogorov equation [11, Sec. 10.2] according to
fk|k−1(xk) =
∫
RN
fk(xk |xk−1)fk−1|k−1(xk−1) dxk−1
=
∫
RWk
∫
RN
δ(xk − ak(xk−1,wk))fk−1|k−1(xk−1)f (w)k (wk) dxk−1 dwk .
(3.4)
Here, fk(xk |xk−1) is called the transition density. The predicted PDF, however, generally is not
Gaussian. Hence, we approximate the predicted PDF as a Gaussian by means of moment matching,
i.e., we compute mean and covariance matrix of this PDF. With the sifting property of the Dirac-δ
distribution, we immediately get the predicted state mean according to
xˆk|k−1 =
∫
RWk
∫
RN
ak(xk−1,wk)fk−1|k−1(xk−1)f
(w)
k (wk) dxk−1 dwk (3.5)
and the predicted state covariance matrix according to
Pk|k−1 =
∫
RWk
∫
RN
(ak(xk−1,wk)− xˆk|k−1)(ak(xk−1,wk)− xˆk|k−1)> ·
fk−1|k−1(xk−1)f
(w)
k (wk) dxk−1 dwk .
(3.6)
That is, we never have to deal with the exact (and unknown) predicted PDF of (3.4).
3.1.2 Measurement Update
As previously discussed, the general Bayesian update is given by (3.3). We can rewrite this using the
joint density
f
(x,y)
k (xk,yk | y˜k−1, . . . , y˜1)
of state and measurement at time step k given the past measurements y˜k−1, . . . , y˜1 according to
fk|k(xk) = ck f
(x,y)
k (xk, y˜k | y˜k−1, . . . , y˜1) .
In other words, the measurement y˜k determines where to slice the joint density in order to obtain the
posterior density. Now, by approximating the joint density as a Gaussian distribution
f
(x,y)
k (xk,yk | y˜k−1, . . . , y˜1) ≈ N
([
xk
yk
]
;
[
xˆk|k−1
yˆk
]
,
[
Pk|k−1 Ck
C>k Yk
])
, (3.7)
the posterior PDF also becomes a Gaussian
fk|k(xk) ≈ ck N
([
xk
y˜k
]
;
[
xˆk|k−1
yˆk
]
,
[
Pk|k−1 Ck
C>k Yk
])
= N (xk ; xˆk|k,Pk|k) ,
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with posterior state mean
xˆk|k = xˆk|k−1 + CkY−1k (y˜k − yˆk) (3.8)
and posterior state covariance matrix
Pk|k = Pk|k−1 −CkY−1k C>k , (3.9)
whose calculation merely requires the measurement mean
yˆk =
∫
RVk
∫
RN
hk(xk,vk)fk|k−1(xk)f
(v)
k (vk) dxk dvk , (3.10)
the measurement covariance matrix
Yk =
∫
RVk
∫
RN
(hk(xk,vk)− yˆk)(hk(xk,vk)− yˆk)> ·
fk|k−1(xk)f
(v)
k (vk) dxk dvk ,
(3.11)
and the state–measurement cross-covariance matrix
Ck =
∫
RVk
∫
RN
(xk − xˆk|k−1)(hk(xk,vk)− yˆk)> ·
fk|k−1(xk)f
(v)
k (vk) dxk dvk .
(3.12)
Equations (3.8) and (3.9) are the well-known Kalman filter formulas, and the product Kk = CkY−1k
is also referred to as the Kalman gain. It is important to note that the Gaussian approximation (3.7)
implicitly linearizes the actual nonlinear relationship between state and measurement, which might be
a very rough approximation. If the models are already linear and are corrupted by additive Gaussian
noise, then (3.7) is no approximation and (3.8) and (3.9) yield the minimum mean square error (MMSE)
estimator [17, Sec. 5.2]. Otherwise, it is the linear minimum mean square error (LMMSE) estimator.
For a nonlinear measurement model corrupted by additive noise, an analysis of how the Gaussian
approximation (3.7) can affect the performance of the estimator can be found in [117].
In summary, the Kalman filter boils down to the computation of the integrals (3.5) and (3.6) for the
time update, and the integrals (3.10), (3.11), and (3.12) for the measurement update.
3.2 Related Work
Unfortunately, the all these five moments cannot be computed analytically for arbitrary functions ak
and hk. Only for rare special cases, e.g., linear functions or polynomials, closed-form solutions are
possible. A survey on such analytic moment computation can be found in [118]. In all other cases, the
moments have to be approximated in order to apply the Kalman filter to nonlinear systems.
State-of-the-art Kalman filters can be divided into two classes, depending on how these moments are
approximated. One class of Kalman filters approximates the system model (3.1) and the measurement
model (3.2) such that it is possible to solve the integrals in closed form. The other class of Kalman
filters does not touch the involved models but instead directly approximates the integrals. In the
following, we briefly discuss both classes of Kalman filters and subsequently give an overview of
common Kalman filter extensions, which improve different aspects in Kalman filtering. A survey on
different state-of-the-art Kalman filters can also be found, for example, in [104].
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3.2.1 Approximations of the Nonlinear Models
The most prominent Kalman filter that approximates the nonlinear models is the extended Kalman
filter (EKF), e.g., [11, Sec. 10.3], [17, Sec. 13.2], [18]. The EKF approximates the models with a
Taylor series expansion and evaluates the series around the current state mean, i.e., xˆk−1|k−1 for the
prediction and xˆk|k−1 for the measurement update. Usually, the EKF refers to the first-order Taylor
series expansion of the models. That is, it only uses the Jacobians of the models for approximation. If
second-order terms of the Taylor series expansion are included as well, i.e., the Hessians of the models,
we obtain the so-called second-order EKF, e.g., see [19, 20]. A major drawback of the EKF is the fact
that it does not take the current uncertainty of the state estimate into account for the linearization.
Instead of a Taylor series expansion, polynomial interpolations can be used for approximating the
nonlinear models. In doing so, derivative-free and closed-form moment calculations are possible that
require only multiple evaluations of the nonlinear models. Moreover, compared to the EKF, filters
taking this approach consider the uncertainty of the state estimate for the linearization, which is also
referred to as statistical linearization. Such an approach is taken by the first-order and second-order
divided difference filter (DDF) [21] as well as by the first-order and second-order central difference
filter (CDF) [22]. Although these filters evaluate the nonlinear models at the same points as the UKF
does, the filter results are different due to their different ways of computing the desired moments [119].
In [120], the partitioned update Kalman filter (PUKF) is proposed that is based on the approximation
of the second-order CDF. The idea of that filter is to reduce the linearization error in case of a
vector-valued measurement by processing its parts sequentially, starting with the most linear part,
instead of processing the entire measurement vector as a whole. Another option is to approximate the
nonlinear models by means of Chebyshev polynomial series expansion which results in the Chebyshev
polynomial Kalman filter (CPKF) [23]. The actual polynomial approximation is obtained by using
discrete cosine transformations. However, the proposed approach only works for a one-dimensional
state space.
3.2.2 Direct Approximations of the Integrals
In contrast to an approximation of the nonlinear models, we can directly approximate the integrals,
which also results in a statistical linearization. For that purpose, we simply sample the involved
Gaussian state and noise densities and use these samples to evaluate the unmodified models to obtain
the desired moments. The naive way would be to separately approximate the state and noise densities
with Dirac mixtures. However, this would result in a Cartesian product of their respective sample sets.
Fortunately, we can do better. When looking at the integrals (3.5) and (3.6) for the prediction, it can
be seen that we have to sample the product of two independent Gaussian distributions. Due to their
independence, the product yields the joint density of state and noise, which is also Gaussian, i.e.,
fk−1|k−1(xk−1) · f (w)k (wk) = N
([
xk−1
wk
]
;
[
xˆk−1|k−1
wˆk
]
,
[
Pk−1|k−1 0
0 Qk
])
.
Consequently, by approximating this joint density with a Dirac mixture comprising Pk samples
according to
Pk∑
i=1
ω
(i)
k−1δ
([
xk−1
wk
]
−
[
x
(i)
k−1
w
(i)
k
])
, (3.13)
with weights ω(i)k−1 and sample positions [(x
(i)
k−1)
>, (w(i)k )
>]>, we immediately obtain approximations
of the predicted state mean
xˆk|k−1 ≈
Pk∑
i=1
ω
(i)
k−1ak(x
(i)
k−1,w
(i)
k ) (3.14)
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and the predicted state covariance matrix
Pk|k−1 ≈
Pk∑
i=1
ω
(i)
k−1
(
ak(x
(i)
k−1,w
(i)
k )− xˆk−1|k−1
)(
ak(x
(i)
k−1,w
(i)
k )− xˆk−1|k−1
)>
. (3.15)
The same procedure can be done for the measurement update, where we have to consider the Gaussian
joint density of predicted state and measurement noise
fk|k−1(xk) · f (v)k (vk) = N
([
xk
vk
]
;
[
xˆk|k−1
vˆk
]
,
[
Pk|k−1 0
0 Rk
])
.
Approximating the joint density with Uk weighted samples according to
Uk∑
i=1
ω
(i)
k δ
([
xk
vk
]
−
[
x
(i)
k
v
(i)
k
])
(3.16)
directly gives approximative solutions for the measurement mean
yˆk ≈
Uk∑
i=1
ω
(i)
k hk(x
(i)
k ,v
(i)
k ) , (3.17)
the measurement covariance matrix
Yk ≈
Uk∑
i=1
ω
(i)
k
(
hk(x
(i)
k ,v
(i)
k )− yˆk
)(
hk(x
(i)
k ,v
(i)
k )− yˆk
)>
, (3.18)
and the state–measurement cross-covariance matrix
Ck ≈
Uk∑
i=1
ω
(i)
k
(
x
(i)
k − xˆk|k−1
)(
hk(x
(i)
k ,v
(i)
k )− yˆk
)>
. (3.19)
With these sample-based moment computations, we obtain the important class of sample-based Kalman
filters, also called linear regression Kalman filters (LRKFs) [121], [4, App. A]. At this point, the
Gaussian sampling techniques from Chapter 2 come into play, that is, we can simply use these sampling
schemes to obtain the required Dirac mixture approximations (3.13) and (3.16). In fact, most of the
proposed sampling techniques were originally developed in the context of sample-based Kalman
filtering.
The most popular sample-based Kalman filter is the UKF [16,24,25]. Despite a higher-order variant that
is only applicable to univariate system states [122], the number of samples cannot be further increased
in order to improve the approximation quality of the moments. The only adjustable parameters are the
sample set rotation and the scaling of the samples. However, finding an appropriate scaling parameter
is not an intuitive task. Hence, different approaches are proposed to determine this parameter. For
example, in [26], different predetermined scaling parameters are tested, but then only that scaling is
used for the actual measurement update that best matches the given measurement. A scaling parameter
optimization using Gaussian processes is proposed in [27]. This approach, however, introduces new
parameters to be determined, i.e., the possible scaling values and parameters controlling the actual
optimization. Another way is to adapt the scaling parameter online by means of a maximum a posteriori
estimation [28]. That is, the scaling is used that maximizes the a posteriori probability. The aspect of
sample set rotation is thoroughly discussed and analyzed in [29]. There, different ways of determining
appropriate sample set rotations (offline and online) are proposed. Nevertheless, all these techniques
still suffer from the problem that solely a fixed number of samples is propagated through the nonlinear
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models. Instead of finding appropriate parameters, time could also be spent on propagating more
(carefully chosen) samples to improve the moment computations as it is done by the sample-based
Kalman filter proposed later in this chapter. Finally, an exhaustive survey on various UKF variants is
given in [30].
The originally proposed (3rd-degree) CKF [31] is only a reformulating of the UKF without a sample
placed in the state space origin. Nonetheless, the high-degree CKF [32] is capable of using (much)
more samples. The problem is that with a higher degree the number of samples increases polynomial
in the dimension N . To mitigate this issue, the same authors introduce an adaptive high-degree
CKF [123]. It uses merely a 3rd-degree spherical rule but radial rules of adaptive degree, which depend
on the uncertainty of the prior state estimate. In doing so, (i) more than one sample can be placed
on each of the principal axes, and (ii) the number of samples can vary between the axes. On the one
hand, this results only in an linear increase of the number of samples in the dimension N . On the other
hand, all samples are solely placed on the principal axes, that is, they do not fill the space between
the principal axes. Note that the adaptive high-degree CKF is similar to the approach taken in [124],
where an identical number of optimally placed samples is located on the principal axes.
As already discussed in Chapter 2, the GHKF [22] is based on the Gauss–Hermite quadrature in
combination with the product formula to handle multivariate system states. However, the number of
samples grows exponentially in the considered dimensionN , making it intractable for large dimensions.
In contrast, the user can control the number of samples in a linear fashion for the RUKF [33–37],
which makes the filter well-suited for large dimensions. However, its samples are randomly rotated
and randomly scaled. Thus, the RUKF achieves only an adequate state space coverage on average.
In order to cope with heavy-tailed noise, recently a sample-based Kalman filter for Student’s t-
distribution is proposed in [125]. This filter samples the Student’s t-distribution instead of the closely
related Gaussian distribution. Finally, there can be nonlinear models ak or hk for which closed-form
moment computations are possible if certain state variables are assumed to be constant. The semi-
analytic moment calculation approach [51–53] exploits this fact in order to reduce the state space
to be sampled, which can reduce the computational effort and improve the quality of the moment
approximations.
3.2.3 Kalman Filter Extensions
Kalman filters applied to nonlinear systems can be extended in many different ways in order to improve
estimation quality or filter execution time, regardless of the taken linearization approach. The most
popular Kalman filter extensions are briefly discussed in the following.
Iterative Kalman Filters
In order to find a more appropriate nominal state for the measurement model linearization in the
EKF, an iterative version, called the iterated extended Kalman filter, e.g., [17, Sec. 13.3], can be used.
However, like the standard EKF, the iterated EKF does not take into account the uncertainty of the
current state estimate during the linearization. Recently, iterated versions for statistical linearization,
e.g., done by sample-based Kalman filters, have been proposed as well [39–41]. In contrast to the
iterated EKF, both state mean and state covariance matrix are adapted over the iterations to find a
proper linearization of the nonlinear measurement model.
A Kalman filter that also uses the first-order approximation of the measurement model in an iterative
manner is the recursive update filter [38]. It differs from the iterated EKF in the way that it performs
the entire update gradually. In doing so, an “overshot” of the state mean, which might happen in
the iterated EKF, can be avoided. In addition, the idea of the recursive update filter is extended to
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sample-based Kalman filters in [126]. That is, a recursive measurement update is performed where the
measurement model linearization is conducted with the aid of samples instead of the first-order Taylor
series expansion.
Square Root Kalman Filters
The idea of square root Kalman filters is to work solely with the square root of the state covariance
matrix, see e.g., [11, Sec. 7.4], [17, Sec. 6.3]. In doing so, the precision of the state covariance
matrix is doubled. In particular, this is important if variances of the state entries differ by several
orders of magnitude. Originally, a square root filter was developed for the (extended) Kalman filter [1].
Subsequently, a square root federated Kalman filter for distributed state estimation was proposed [74],
followed by square root variants of sample-based Kalman filters using the QR decomposition, such
as the square root UKF [42], and square root information filters based on the UKF, the CDF, or the
CKF [127–130].
Gaussian Mixture Kalman Filters
Due to the Gaussian state estimate, the Kalman filter is only a unimodal estimator. In the linear case
this poses no problem. For the nonlinear case, however, the intractable true state density can become
arbitrary complex and, in particular, multimodel. In order to allow for multimodel estimates, extensions
to Gaussian mixture filters have been suggested, e.g., [22, 43]. There, the state density is given by a
Gaussian mixture, i.e., a weighted sum of Gaussian distributions, instead of a single Gaussian. In fact,
each of these Gaussian distributions is predicted and updated by means of individual Kalman filters.
Thus, a Gaussian mixture KF is simply a bank of weighted Kalman filters.
Gaussian mixture estimators can be implemented with any type of Kalman filter, e.g., with square
root UKFs [44], UKFs with adaptive scaling parameters [131], or with semi-analytic statistical
linearization [52]. Moreover, besides using a fixed number of components, the number of components
can be determined in an adaptive way online, e.g., see [45, 132]. Also the component weights can be
adapted over time in different ways. For example, the weights can be adapted during a measurement
update by evaluating the measurement in the measurement distribution N (yk ; yˆk,Yk) [22] or during
the time update by solving a convex optimization problem [133].
Constrained Kalman Filters
A Kalman filter can only estimate unconstrained quantities. Nevertheless, several approaches exist to
incorporate different type of constraints into Kalman filtering, e.g., linear equality constraints (perfect
measurements) and linear inequality constraints (projection techniques, PDF truncation) [17, Sec. 7.5],
nonlinear equality constraints [46], and nonlinear inequality constraints [47, 48]. A survey on different
constraint types is also given in [49].
Other Extensions
Another extension for Kalman filters is the concept of “linear in transform” estimation [134, 135].
The idea is to improve the estimation performance by reducing linearization errors. This reduction is
performed by properly transforming measurement model and measurement such that the relationship
between the system state and the transformed measurement becomes less nonlinear, and consequently
better fulfills the linearity assumption of the Kalman filter. However, finding a suitable transformation
is highly problem-dependent and in [135] only design principles for such a transformation are provided.
A further extension for Kalman filters is called state decomposition [4, App. E], [50]. It is applicable if
a measurement model solely depends on a subspace of the system state. In such a case, the estimate
of the independent parts of the system can be updated analytically given an updated estimate for the
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measurement-dependent state variables. Updating the entire state estimate in this way improves the
overall estimation quality of the filter and can also reduce its execution time. We take up the idea of
state decomposition in Chapter 5 and apply it to a novel nonlinear state estimator.
3.3 The Smart Sampling Kalman Filter
After discussing state-of-the-art Kalman filters, we will now introduce a new sample-based Kalman
filter. Developing a sample-based Kalman filter essentially means to find suitable Dirac mixtures
(3.13) and (3.16) for prediction and measurement update, respectively. Here, we propose to use the
new point-symmetric LCD-based Gaussian sampling scheme from Chapter 2 to conduct both the time
update and the measurement update.
For the time update, we compute a set of equally weighted point-symmetric samples {p(i)}Pki=1
with Algorithm 2.1 that approximates a standard normal distribution of dimension N + Wk, i.e.,
p(i) ∈ RN+WK . In combination with the Mahalanobis transformation, we obtain the sample positions[
x
(i)
k−1
w
(i)
k
]
=
[
chol(Pk−1|k−1) 0
0 chol(Qk)
]
· p(i) +
[
xˆk−1|k−1
wˆk
]
, ∀i ∈ {1, . . . , Pk} , (3.20)
with corresponding sample weights ω(i)k−1 =
1
Pk
. Based on these transformed samples, we can perform
the sample-based prediction by computing the moments (3.14) and (3.15). The same procedure is
done to obtain the samples for the measurement update. That is, with Algorithm 2.1 we compute the
samples {u(i)}Uki=1 where u(i) ∈ RN+VK and transform them according to[
x
(i)
k
v
(i)
k
]
=
[
chol(Pk|k−1) 0
0 chol(Rk)
]
· u(i) +
[
xˆk|k−1
vˆk
]
, ∀i ∈ {1, . . . , Uk} , (3.21)
with equal sample weights ω(i)k =
1
Uk
. Based on these transformed samples, we compute the moments
(3.17), (3.18), and (3.19) in order to conduct the measurement update of the Kalman filter. By
performing time update and measurement update in this way, we introduce the smart sampling Kalman
filter (S2KF).
In order to avoid the, potentially time-consuming, re-computation of the samples {p(i)}Pki=1 and
{u(i)}Uki=1 on every program start, we additionally introduce a sample cache: a persistent storage
of computed samples in the filesystem. The idea behind this cache is to check online if a required
combination of sample dimension and number of samples was already computed in the past. If so, the
samples can be simply retrieved from the cache. If not, the samples are computed with Algorithm 2.1
and subsequently stored in the sample cache for later retrieval. This mechanism is transparent for the
user and eases the usage of the S2KF. Of course, if the S2KF is used for a dedicated estimation problem
or in a special, e.g., embedded, system, all necessary sample sets should be computed in advanced and
stored in a read-only memory.
The entire procedure of the S2KF is given in Algorithm 3.1. The S2KF has several advantages over
existing (sample-based) Kalman filters. First, it is capable of using an arbitrary number of samples
for time update and measurement update. That is, the number of samples does not depend on the
dimension of state and noise. This is different from state-of-the-art sample-based Kalman filters such
as the GHKF, the 5th-degree CKF, or the RUKF. Second, due to same sample weight assigned to all
samples, the computation of sample means and sample covariance matrices can be simplified and sped
up. By factoring the sample weights out of the sum in the moment computation, we only have to
multiply the unweighted sum once with the sample weight. In doing so, much less multiplications are
required. Third, the strictly positive sample weights avoid indefinite or negative covariance matrices,
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Input: system models ak(xk−1,wk), system noise moments wˆk and Qk,
measurement models hk(xk,vk), measurement noise moments vˆk and Rk,
number of prediction samples Pk, number of update samples Uk, and
initial state estimate xˆ0|0 and P0|0
1: for k = 1, 2, . . .
// Get Pk equally weighted samples approximating N (xˆk−1|k−1,Pk−1|k−1)
2: if Pk samples for dimension N +Wk are stored in sample cache then
3: Retrieve samples {p(i)}Pki=1 from cache
4: else
5: Compute samples {p(i)}Pki=1 using Algorithm 2.1
6: Store samples {p(i)}Pki=1 in cache
7: end if
8: Compute sample positions (3.20)
// Perform time update
9: Compute xˆk|k−1 and Pk|k−1 using (3.14) and (3.15) with ω
(i)
k−1 =
1
Pk
// Get Uk equally weighted samples approximating N (xˆk|k−1,Pk|k−1)
10: if Uk samples for dimension N + Vk are stored in sample cache then
11: Retrieve samples {u(i)}Uki=1 from cache
12: else
13: Compute samples {u(i)}Uki=1 using Algorithm 2.1
14: Store samples {u(i)}Uki=1 in cache
15: end if
16: Compute sample positions (3.21)
// Perform measurement update
17: Compute yˆk, Yk, and Ck using (3.17), (3.18), and (3.19) with ω
(i)
k =
1
Uk
18: Compute xˆk|k and Pk|k using (3.8) and (3.9)
19: end for
Algorithm 3.1: The smart sampling Kalman filter (S2KF).
which might occur due to numerical issues in case of negative sample weights. Such situations even
might happen in square root formulations of the Kalman filters due to the involved rank-one downdates
needed for samples with negative weights1. We will discuss this problem in more detail in the context
of extended object tracking in the next section.
3.4 Evaluation
After introducing the S2KF, we compare its performance with state-of-the-art Kalman filters. First, we
demonstrate the advantage of using the point-symmetric version of the LCD-based Gaussian sampling
over its original asymmetric approach in the context of sample-based Kalman filtering. Second, we
consider estimating pose and extents of a cylinder in 3D based on many noisy point measurements.
This includes the derivation of a sophisticated measurement model.
1Given the square root L = chol(A) of a semi-positive definite matrixA, a rank-one downdate efficiently computes
L∗ = chol(A−ss>) without explicitly computingA = LL>, where s is a vector of appropriate dimension, i.e., a negatively
weighted sample used for the covariance computation. The result L∗, however, is not guaranteed to be a valid square root as
A− ss> might be indefinite or negative definite (in contrast to a rank-one update that computes chol(A+ ss>)).
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Figure 3.1: Considered estimation problem with symmetric measurement model: initial state mean
(orange dot), initial state covariance (blue ellipse), true system state (green dot), and
possible noisy distance measurements (gray shaded circle) (cf. [175]).
3.4.1 Asymmetric vs. Point-Symmetric LCD-Based Sampling
We consider estimating the hidden system state
xk =
[
xk
yk
]
based on the scalar and symmetric measurement equation
yk = h(xk, v) =
√
x2k + y
2
k + v , (3.22)
with state-independent time-invariant Gaussian noise v ∼ N (0, 10−2). That is, we measure the
Euclidean distance from the state space origin. Such a symmetric measurement equation arises for
example in [136, 137]. Further, we assume that the true system state at time step k = 1 is
x¯1 =
[
1
2
]
.
Beginning with the state estimate
xˆ1|0 =
[
0
0
]
, P1|0 =
[
4 −1
−1 0.5
]
,
our goal is to estimate the system state x1 with the aid of a Kalman filter. This situation is illustrated
in Figure 3.1. From the the estimator’s perspective, a received measurement y˜1 could originate from
any system state located on the gray circle around the prior mean, not only x¯1. Hence, a Kalman filter
cannot gain any information about the hidden system state from a measurement y˜1. This is reflected by
a zero cross-covariance matrix C1 of state and measurement, which in turn prevents any change in the
current state estimate, i.e., see the Kalman filter update formulas (3.8) and (3.9). As a consequence,
the posterior estimate always equals the prior estimate, i.e., xˆ1|1 = xˆ1|0 and P1|1 = P1|0. Moreover,
this holds for any prior covariance matrix P1|0.
Now, we try to reproduce this by means of sample-based Kalman filters. More precisely, we compare
• the S2KF using 11 samples,
• the S2KF with the original asymmetric LCD-based sampling for the approximation of the
standard normal distribution (instead of the point-symmetric version) also using 11 samples, and
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Figure 3.2: Results of the Monte Carlo simulation.
• the UKF with equally weighted samples.
We perform R = 100 Monte Carlo runs. In each run, we reset the initial state estimate, simulate a
noisy measurement y˜1 according to (3.22), and perform a single measurement update. Moreover, in
order to get more convincing results, both S2KF variants compute a new set of samples {u(i)}Uki=1
approximating a standard normal distribution in each Monte Carlo run. We compute the RMSE of the
posterior mean according to √√√√ 1
R
R∑
r=1
‖xˆ(r)1|1 − xˆ1|0‖
2
2
and the RMSE of the posterior covariance according to√√√√ 1
R
R∑
r=1
‖P(r)1|1 −P1|0‖
2
F
,
where xˆ(r)1|1 and P
(r)
1|1 denote the posterior moments of simulation run r.
The results of the evaluation are shown in Figure 3.2. It can be seen that both the UKF and the proposed
S2KF (with point-symmetric samples) have no errors. This behavior is due the fact that these filters
compute the cross-covariance matrix correctly according to
C1 =
1
2L+ 1
([
0
0
](
yˆ1 −
√
02 + 02
)
+
L∑
i=1
([
x
(i)
1
y
(i)
1
]
−
[
x
(i)
1
y
(i)
1
])(
yˆ1 −
√
(x
(i)
1 )
2 + (y
(i)
1 )
2
))
=
[
0
0
]
,
where yˆ1 denotes the measurement mean, L = 2 for the UKF, and L = 5 for the S2KF. In contrast,
for the S2KF using the asymmetric LCD-based sampling scheme, the cross-covariance matrix does
not necessarily evaluate to zero. In such a case, it introduces (theoretically non-existent) correlations
between the measurement and the system state. Consequently, the asymmetric S2KF slightly changes
its state estimate mistakenly. Over time, those small errors can accumulate to non-negligible estimation
errors or even yield filter divergence. The other estimators do not have this problem due to their
point-symmetric sampling schemes. So even such a simple scenario demonstrates the advantage of the
new point-symmetric version of the LCD-based Gaussian sampling when used in Kalman filtering.
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3.4.2 Tracking a Cylinder in 3D
In the second evaluation, we want to track the pose of a cylinder in 3D whose shape is unknown in
advance and changes over time. Hence, we have to estimate the cylinder’s current shape in addition to
its pose and motion parameters. In particular, we are interested in
• the position of the cylinder’s centroid pk = [p(x)k , p(y)k , p(z)k ]> in m,
• the centroid’s velocities p˙k = [p˙(x)k , p˙(y)k , p˙(z)k ]> in m/s,
• the cylinder’s orientation described by the angles φk = [φ(x)k , φ(y)k ]> in rad,
• the angular velocities φ˙k = [φ˙(x)k , φ˙(y)k ]> in rad/s,
• the cylinder radius rk in m, and
• the cylinder height lk in m,
see Figure 3.3. The rotation matrix of the cylinder is defined as the matrix product T(φ(y))T(φ(x)),
where T denotes the 3D rotation matrix around the respective axis. Note that, due to rotation invariance,
we do not estimate the cylinder’s rotation around its z-axis. Thus, the entire system state to be estimated
is
xk =
[
p>k , p˙
>
k ,φ
>
k , φ˙
>
k , rk, lk
]> ∈ R12 . (3.23)
The temporal evolution of the cylinder is described with a constant velocity/turn rate model for the
pose and a random walk model for the shape parameters according to
xk = Axk−1 + Bw (3.24)
with matrices
A =

I3 ∆t I3 0 0 0
0 I3 0 0 0
0 0 I2 ∆t I2 0
0 0 0 I2 0
0 0 0 0 I2
 , B =

∆t I3 0 0
I3 0 0
0 ∆t I2 0
0 I2 0
0 0 I2
 ,
time period ∆t = 0.03 s, and time-invariant zero-mean white Gaussian noise with covariance matrix
Q = diag(10 I3, 10
−1 I2, I2).
Measurement Model
Over time, we receive noisy Cartesian measurement y˜k originating from the entire cylinder’s surface,
including top and bottom. Further, it is assumed that y˜k is generated according to the model
yk = zk + v ,
where zk is called the measurement source (on the cylinder’s surface) and v is time-invariant zero-
mean Gaussian noise with covariance R = 10−3 I3. The problem is, however, that we do not know
the measurement source zk. In other words, we do not have an explicitly formulated relationship
between system state xk and source zk for a received measurement y˜k. This problem is analogous
to the problem of multi target tracking with unknown associations. In literature, there exist different
techniques to model the unknown relationship between state and measurement source. For example,
the spatial distribution model (SDM) [79–82], the partial information model (PIM) [90, 91], [174], or
the random hypersurface model (RHM) [83–89].
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Figure 3.3: Cylinder parametrization and pursued RHM approach to deal with the unknown mea-
surement sources. For different realizations of u, the respective measurement sources zˇk
are shown. The time index k is omitted for better readability.
We choose to use an RHM that consists of two aspects: (i) reducing the actual object’s surface to
a surface of lower dimension, i.e., a hypersurface (in case of the cylinder from 2D to 1D) and (ii)
determining the point zˇk on the hypersurface that is closest to the point z˜k = y˜k − v, i.e., a greedy
association. The point zˇk is then assumed to be the measurement source for y˜k. Which hypersurface
is used for the greedy association is chosen in a probabilistic way. More precisely, the hypersurface
selection depends on a random variable with a predefined probability distribution. For the considered
cylinder, this is illustrated in Figure 3.3. Here, a hypersurface is a circle of certain radius located on
the surface of the cylinder. Consequently, if the circle is on the side of the cylinder, it has a radius of
rk. If it is on the top or bottom, it can have a radius in [0, rk]. Moreover, we assume that we receive
measurements that are uniformly distributed on the entire surface of the cylinder. Hence, location
and radius of the circle is determined with a scalar random variable u ∼ U(0, 1). How u is used to
determine a concrete hypersurface will be explained later.
Based on the obtained measurement source zˇk, we can now formulate a measurement equation that
can be used in a Kalman filter to perform the measurement update. Inspired by [87, 138], we choose to
rely on the signed Euclidean distance between source zˇk and point z˜k. The distance is positive if z˜k is
inside the cylinder and negative if it is outside. Thus, the scalar measurement equation is given by
yk = h(xk,v, u, y˜k) = d(zˇk(xk, u, z˜k), z˜k) , (3.25)
where d denotes the signed Euclidean distance2. Note that u can be seen as an additional noise term
entering the measurement equation. How d is computed is listed in Algorithm 3.2. First, we have
to compute the absolute values of radius rk and length lk as they are assumed to be positive (line 1).
Then, in order to ease the distance computation, we transform z˜k into the local coordinate system
of the cylinder (line 2). Next, we determine the sign of the distance (lines 3–8). As we assume the
measurements to be uniformly distributed on the cylinder surface, we compute the relative areas of the
cylinder top/bottom a and cylinder side b (lines 9–10). With a and b, we compute the signed distance
2Using the scalar signed distance also has the advantage that we only have a scalar measurement, which is beneficial for
the runtime as the measurement dimension enters the runtime complexity of the Kalman filter cubic fashion (we have to
invert the measurement covariance matrix).
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Input: state x, noise v, noise u, measurement y˜
Output: signed Euclidean distance d
// Radius and length are always positive
1: r ← |r| and l← |l|
// Transform z˜ into local (cylinder) coordinate system
2: m =
(
T(φ(y))T(φ(x))
)>
((y˜ − v)− p)
// Determine distance sign
3: t =
√
(m(x))2 + (m(y))2
4: if t ≤ r and −12 l ≤ m(z) ≤ 12 l then
// Within cylinder
5: q ← 1
6: else
7: q ← −1
8: end if
// Get relative areas of top/bottom and side of the cylinder
9: a = pir
2
2pir2+2pirl
10: b = 2pirl
2pir2+2pirl
// Select cylinder part according to uniform noise u
11: if u < a then
// Source on top
12: d← q ·
√(√
u
a · r − t
)2
+
(
1
2 l −m(z)
)2
13: else if u < a+ b then
// Source on side
14: d← q ·
√(
r − t)2 + ((12 − u−ab ) · l −m(z))2
15: else
// Source on bottom
16: d← q ·
√(√
1− u−(a+b)a · r − t
)2
+
(
− 12 l −m(z)
)2
17: end if
Algorithm 3.2: Cylinder measurement model. For better readability, the time index k is omitted.
depending on the value of u (lines 11–17). Note that we do not explicitly compute the source zˇk to get
the Euclidean distance between zˇk and z˜k. For the determination of the radius of the hypersurface (if
zˇ is located on the top or bottom), we exploit that points on a unit disk are uniformly distributed if
their distance from the center is distributed according to
√
u, where u ∼ U(0, 1) [83].
Next, in order to work with the measurement equation (3.25), we need a measurement as input for
the Kalman filter, as the received measurement y˜k directly enters the measurement equation h. For
a cylinder that perfectly fits to a received measurement, the measurement equation h becomes 0.
Hence, we use the pseudo measurement 0 as actual measurement for the Kalman filter. In other words,
the Kalman filter is forced to locate, i.e., estimate, the cylinder such that the measurement mean yˆk
becomes 0. This in turn means that the estimated cylinder has an average signed Euclidean distance of
0 to a measurement y˜k.
At this point, we still have the problem that the random variable u is uniformly distributed. Sample-
based Kalman filters, however, can only sample Gaussian distributions. This issue could be addressed
by either sampling u separately and using the Cartesian product with the Gaussian samples or by
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approximating u as Gaussian distribution by means of moment matching. Both approaches have
their drawbacks, though. On the one hand, the Cartesian product becomes computational expensive,
especially if many measurements are processed at once, which will be the case in our evaluation (each
measurement requires its own random variable u as those are assumed to be mutually independent for
different measurements). On the other hand, approximating u as a Gaussian distribution would not
only change the actual distribution of u, it also could result in samples that are outside of the interval
[0, 1], and thus violates the assumptions of the measurement model: how to deal with values u < 0 or
u > 1? A much better solution is to exploit the fact that transforming an arbitrary random variable
s with its own cumulative distribution function F (s) yields a random variable u = F (s) for which
u ∼ U(0, 1) holds [106, Sec. 5.2.]. In our case, we set s to be standard normal distributed. Hence,
we can correctly sample u with any sample-based Kalman filter. We merely need the cumulative
distribution function of the univariate standard normal distribution, which is given by
Φ(s) =
1
2
(
1 + erf
(
s√
2
))
,
where erf denotes the error function that can be found, for example, in the C standard library or
MATLAB. Thus, by using s as actual noise term instead of u, the final measurement equation becomes
yk = h(xk,v, s, y˜k) = d(zˇk(xk,Φ(s), z˜k), z˜k) . (3.26)
Note that the cumulative distribution approach can be simply extended to sample an arbitrary non-
Gaussian distribution as long as its cumulative distribution function is invertible, e.g., see [139]. Please
also note that the proposed cylinder measurement model differs from those used in [86], [175]. First,
in this thesis we consider the more demanding case where measurements can also originate from top
and bottom of the cylinder. Second, the uniform distribution u is not approximated as a Gaussian
distribution by means of moment matching. Finally, we rely on a scalar measurement equation,
whereas in [86] the equation is two-dimensional and in [175] three-dimensional.
Simulation
We simulate a nonlinear trajectory of a cylinder over 400 time steps including rotations in all its three
degrees of freedom, see Figure 3.4(a). Additionally, the initial cylinder radius of 0.3 m increases
to 0.4 m after 200 time steps, and the initial length of 1 m shrinks to 0.5 m after further 100 time
steps. During the cylinder’s movement, it is observed by eight sensors with a limited field of view.
Consequently, on average the cylinder is only seen by three sensors at the same time. If the cylinder is
inside the ith sensor’s field of view, it generates Y (i)k noisy measurements Y(i)k = {y˜(i,j)k }
Y
(i)
k
j=1 . In each
time step, we collect the available Yk = Y
(1)
K + · · ·+ Y (8)k measurements from all sensors in the set
Yk = {Y(1)k , . . . ,Y(8)k }. Note that both the changing cylinder shape and the sensor properties lead to a
time-varying number of measurements.
We perform 100 Monte Carlo runs on a system with Intel Core i7-3770 CPU (3.4 GHz, 4 cores,
8 threads). In Figure 3.4(b), the average number of measurements over all simulation runs is shown. It
can be seen that most times we receive a total number of approximately 100 measurements per time
step. The overall minimum and maximum number of measurements was 29 and 169, respectively. All
measurements Yk are processed at once by the Kalman filters using the stacked measurement equation
y
(1)
k
...
y
(Yk)
k
 =

h(xk,v
(1), s(1), y˜
(1)
k )
...
h(xk,v
(Yk), s(Yk), y˜
(Yk)
k )

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(a) Eight sensors (orange) with a limited field of view observe a rotating cylinder (blue) that moves along
a nonlinear path (parts of it shown as green curve).
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Figure 3.4: Considered cylinder tracking scenario.
and pseudo measurement vector [0, . . . , 0]>. The noise variables v(j) and s(j) are assumed to be white
and mutually independent. Due to the stacked measurements, a sample-based Kalman filter has to
sample a joint space of state and noise variables that has Jk = 12+Yk ·4 dimensions in order to perform
a measurement update. This results in very large joint spaces of up to 12 + 169 · 4 = 688 dimensions
(for Yk = 169). Regarding the time update, the linear system model allows for a closed-form prediction
for all Kalman filters.
We investigate the following estimators:
• the EKF using finite differences to approx. the Jacobian of the stacked measurement equation,
• the UKF with 2Jk + 1 equally weighted samples,
• the RUKF with 5 iterations (“RUKF (5x)”), resulting in 5 · 2Jk + 1 = 10Jk + 1 samples,
• the RUKF with 8 iterations (“RUKF (8x)”), resulting in 8 · 2Jk + 1 = 16Jk + 1 samples, and
• the S2KF also using 10Jk + 1 samples.
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Note that the GHKF is obviously intractable for the considered tracking scenario as it would require at
least 2128 samples (for Yk = 29) to conduct the measurement update. Moreover, the 5th-degree CKF
would require the enormous number of up to 2 · 6882 + 1 = 946 689 samples. Unfortunately, even for
a smaller number of Yk = 50 measurements (where only 89 889 samples are used) the 5th-degree CKF
fails to compute valid, i.e., positive definite, measurement covariance matrices or posterior state
covariance matrices. The reason for those failures are numerical issues originating from its sampling
technique. In particular, the combination of an imbalanced distribution of sample weights (the largest
weight is 400 times larger than the smallest weight) and several hundred negatively weighted samples
lead very likely to indefinite measurement covariance matrices. And even if a valid measurement
covariance matrix is obtained, it is badly conditioned, making a Kalman update impossible. Also a
square root variant fails to compute valid covariance matrices due to hundreds of rank-one downdates
needed for the negatively weighted samples. Unlike a rank-one update, a rank-one downdate can result
in an indefinite covariance matrix, which was the case in our experiments. Thus, we had to excluded
the 5th-degree CKF from this evaluation as well.
In each run, we initialize the estimators based on the first set of available measurements Y0, i.e., we
compute mean and covariance matrix
pˆ =
1
Y0
Y0∑
j=1
y˜
(j)
0 ,
Σ(p) =
1
Y0
Y0∑
j=1
(
y˜
(j)
0 − pˆ
)(
y˜
(j)
0 − pˆ
)>
,
and set the initial state estimate according to
xˆ0|0 =
[
pˆ>, 0, . . . , 0, 1, 2
]>
,
P0|0 = diag(Σ(p), 10−3 I3, 10−6 I4, 10−1 I2) ,
i.e., an upright cylinder of radius 1 m and length 2 m.
Results
First of all, we have to point out that the RUKF also fails to conduct several measurement updates due
to indefinite covariance matrices. Like for the 5th-degree CKF, a square root implementation does
not solve this issue. Our solution is to abort the measurement update if a indefinite covariance matrix
occurs and leave the state estimate unchanged. On average, 7 % of the measurement updates of the
“RUKF (5x)” and 4 % of the measurement updates of the “RUKF (8x)” could not be conducted in
our evaluation. In contrast, the UKF and S2KF with their equally weighted samples have no problem
conducting a measurement update. We will analyze the update issues of the RUKF in more detail later.
We compare the estimation quality of the investigated estimators by means of three indicators: position
RMSE, orientation RMSE (given by the angle between the true cylinder’s z-axis and the z-axis of
the estimated cylinder), and volume RMSE. While the first two errors reflect the performance of the
pose estimation, the latter one accounts for the shape estimation quality. The results are depicted
in Figures 3.5(a)–3.5(c). From those, we can see that the UKF clearly fails to estimate the cylinder
correctly. In fact, it diverges directly from the beginning. While the position estimate of the EKF is
acceptable, it fails to estimate the orientation. In addition, the quality of its shape estimate is not very
good as well. Regarding position and shape, the “RUKF (5x)” performs much better than the EKF.
Even though the cylinder shape estimate is very accurate at the beginning, after 100 time steps it starts
to constantly get worse over time. The “RUKF (8x)” has even better results than the “RUKF (5x)”.
It not only has a smaller position error, it can also estimate cylinder orientation and cylinder shape
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Figure 3.5: Results of the cylinder tracking evaluation.
very well. However, like the “RUKF (5x)”, it starts to diverge when the cylinder shape rapidly changes
at time step 300. Nevertheless, the “RUKF (8x)” is beaten by the S2KF (with fewer samples) as it
delivers the best estimation results of all estimators. Moreover, it never starts to diverge when the
cylinder shape abruptly changes from time to time. The evaluation results can be visually inspected by
comparing the exemplary cylinder estimates shown in Figure 3.6. Note the very smoothly estimated
cylinder trajectories of the S2KF and “RUKF (8x)”. Also the estimated cylinder shapes are close
to the true cylinder. In contrast, the trajectories of the EKF and the “RUKF (5x)” are more jagged.
Furthermore, orientation and shape of the EKF are obviously far from being correct.
This evaluation reveals that using more and better placed samples than the widely used UKF can
greatly improve the estimation performance. The problem with the UKF sampling is that it only results
in three different values for u, and thus only three different measurement sources are probed for all
measurements. More precisely, for most state samples, the mean of u (uˆ = 0.5) is used to determine
the unknown measurement source, which means that most samples are mistakenly assigned to the side
of the cylinder.
Next, we have a look at the runtimes of the Kalman filters, see Figure 3.5(d). Clearly, EKF and
UKF are the fastest estimators with a very constant execution time. However, they are not able to
estimate the cylinder. For the other estimators, it can be seen that their runtimes depend much more
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Figure 3.6: Estimated cylinders of a simulation run at time step k = 210. The UKF is not shown due
to its divergence.
on the number of measurements to be processed. Even though the S2KF and the “RUKF (5x)” use
the same amount of samples, the “RUKF (5x)” is much slower. This can be explained by the five
(large) random orthogonal matrices which have to be computed in each measurement update. The
situation gets even worse for the “RUKF (8x)” as it uses 60 % more samples and three additional
random orthogonal matrices per measurement update. All in all, the S2KF delivers the best estimation
performance regarding both quality and execution time.
Finally, we analyze the measurement update issues of the RUKF by looking at the normalized effective
sample size (ESS), see [12, Sec. 3.2], of the RUKF’s employed samples. The normalized ESS is
computed according to
1
Uk
≤ 1
Uk ·
∑Uk
i=1
(
ω
(i)
k
)2 ≤ 1 ,
where a value of 1 means all samples are equally weighted and a value of 1Uk means a single sample
has a weight of ω(i)k = 1. Due to the random sample scaling of the RUKF, the sample weights are
different for each measurement update. Hence, we have computed the normalized ESS for each time
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(a) Normalized ESS for “RUKF (5x)”.
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(b) Normalized ESS for “RUKF (8x)”.
Figure 3.7: Sorted normalized ESS of both RUKFs for a representative simulation run.
step of a representative evaluation run. These are plotted in Figure 3.7 in ascending order. Time steps
with a failed measurement update are indicated as orange. From these, we can conclude that the RUKF
especially has problems in case of a small effective sample size, i.e., if the sample weights are very
imbalanced (like the samples of the 5th-degree CKF for larger dimensions).
3.5 Conclusions
In this chapter, we dealt with Kalman filters applied to nonlinear systems. First, we discussed the
approach of Kalman filters to approximate the, in general, intractable recursive Bayesian estimation.
It turned out that Kalman filters have to compute several first-order and second-order moments of
nonlinear transformed Gaussian random vectors. Hence, we studied state-of-the-art approaches for
computing these moments, i.e., approximating the considered nonlinear system and measurement
models or approximating the multivariate Gaussian distributions with an appropriate set of weighted
samples. The latter approach led to the important class of sample-based Kalman filters, whose
estimators solely differ in the way they select the samples for the moment computations. In addition,
we shortly discussed various existing Kalman filter extensions.
Next, we introduced a new sample-based Kalman filter, the S2KF, that is based on the point-symmetric
LCD-based Gaussian sampling proposed in Chapter 2. The S2KF has several advantages over state-
of-the-art sample-based Kalman filters. Most important, it is the first sample-based Kalman filter for
nonlinear systems that uses an arbitrary number of optimally placed and equally weighted samples. This
allows for a fine-grained control over estimation quality and execution time. Second, the equal sample
weights reduce the number of arithmetic operations required for the moment computations. Third, the
strictly equally weighted samples avoid numerical issues when computing covariance matrices, which
can be a severe problem for other state-of-the-art Kalman filters, e.g., the 5th-degree CKF or the RUKF.
Finally, like other Kalman filters, the S2KF can directly be used with any Kalman filter extension like
iterative measurement updates or Gaussian mixture models.
As a first evaluation of the S2KF, we compared its point-symmetric sampling scheme against the
original asymmetric LCD-based Gaussian sampling by means of a symmetric measurement equation.
From this evaluation we can conclude that it is strictly advisable to use the new point-symmetric
sampling instead of its asymmetric version as this can introduce non-existent correlations between state
and measurement. Second, we investigated the performance of the S2KF in an extended object tracking
application, i.e., we estimated pose and unknown extents of a cylinder based on noisy measurements
originating from its surface. For this purpose, we derived a new measurement model using the
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RHM approach together with the signed Euclidean distance. This also required to sample a uniform
distribution, which is challenging when using sample-based Kalman filters. Thus, we made use of the
fact that a random variable transformed with its own cumulative distribution is uniformly distributed.
Simulations showed that the S2KF can outperform state-of-the-art Kalman filters in the considered
scenario. Moreover, it is much more stable regarding positive definiteness of covariance matrices due
to its strictly positive sample weights.
The S2KF is already used for several nonlinear state estimation task. For example, it is extensively
utilized for extended object tracking [87, 89, 138, 140], [174, 180], improves simultaneous localization
and mapping (SLAM) [141], or allows for real-time whole-body human motion tracking [181]. In
Chapter 4, we will also formulate a new algorithm to incorporate the S2KF in a distributed nonlinear
state estimation scenario.
Chapter 4
Optimal Sample-Based Fusion for
Distributed State Estimation
In Chapter 3, we presented the S2KF, a sample-based Kalman filter for the estimation of discrete-time
stochastic nonlinear dynamic systems. One (implicit) assumption during the derivation of the S2KF
was that the filter has access to all measurements that are available to infer the state of the considered
system. However, this might not always be the case. For example, several, potentially different,
sensors observing the same system can be physically distributed over multiple computers, called sensor
nodes, and the actual state estimation has to be performed at a fusion center that is connected with all
these sensor nodes1. As an example, consider multiple embedded systems that are placed at different
locations in a car, each equipped with a sensor such as a radar or a laser scanner. The goal is to estimate
the entire environment of the car at a fusion center to enhance safety or to carry out autonomous actions
such as turning or overtaking other cars.
In order to estimate the system state, measurements obtained on the sensor nodes could be sent to
the fusion center, where the measurements are centrally processed by a recursive estimator. For
linear/Gaussian models, the information form of the Kalman filter should be used to communicate
the measurement data, e.g., see [68, Sec. 3.4.2]. However, for nonlinear models the advantageous
structure of the information form no longer holds when relying on statistical linearization due to the
linearization error that introduces correlated measurement noise [77]. Hence, its not simply possible to
use the S2KF in its information form. When alternatively sending the raw measurement data to the
fusion center, it needs to know all measurement models including the noise properties. If those cannot
be known in advance, they have to be communicated as well. Further, there might be situations, where
sending all the measurements is simply not possible. These include, for example, situations where (i)
the measurement data are enormous and a (frequent) transmission to the fusion center is intractable,
(ii) it is impossible for the fusion center to process the measurement data from all sensor nodes in
reasonable time, or (iii) communication is not possible at any point in time. In addition, sensor nodes
might also need locally obtained state estimates to operate independently from the fusion center, e.g.,
during a network outage. Hence, some sort of measurement pre-processing on the sensor nodes is
required to reduce the amount of data and/or to compensate network outage.
A natural approach to solve these issues is to execute (sample-based) Kalman filters on each sen-
sor node. Those filters separately estimate the common system state solely based on the locally
obtained measurements. The fusion center then fuses the local state estimates in the weighted least
1Of course, one of the sensor nodes can also act as fusion center.
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squares (WLS) sense to infer an overall global state estimate. In doing so, measurements are pre-
processed on the sensor nodes, as their information is now encoded in the local estimates. As a
consequence, the amount of data that has to be sent to the fusion center is constant over time and
does not depend on the number of locally processed measurements. Formally, this distributed state
estimation is done as follows. Suppose, the system state xk ∈ RN is of interest. Moreover, assume
we have L ∈ N+ local state estimates to be fused at time step k, and the ith local estimate is given
by mean xˆ(i)k|k and covariance matrix P
(i)
k|k. Based on these, we first construct a joint mean vector
according to
mˆk|k =

xˆ
(1)
k|k
...
xˆ
(L)
k|k
 , (4.1)
and a joint covariance matrix according to
Jk|k =

P
(1)
k|k P
(1,2)
k|k · · · P
(1,L)
k|k
P
(2,1)
k|k P
(2)
k|k
. . .
...
...
. . . . . . P(L−1,L)k|k
P
(L,1)
k|k · · · P
(L,L−1)
k|k P
(L)
k|k
 , (4.2)
where P(i,j)k|k denotes the correlation matrix of the i
th and jth local estimate. These correlations
are, in general, non-zero due to the common system noise [73]. Hence, to avoid a too optimistic
global estimate, the correlations have to be taken into account during the fusion process. Second,
based on mˆk|k and Jk|k, the sought-after weighted least squares fusion, i.e., the Bar-Shalom–Campo
formulas [73] for the multisensor case, is given by
Pk|k =
(
H>
(
Jk|k
)−1
H
)−1
,
xˆk|k = Pk|kH>
(
Jk|k
)−1
mˆk|k ,
(4.3)
with matrix H = [IN , . . . , IN ]>.
The distributed state estimation has the advantages that the processing load is distributed among the
sensor nodes and that the robustness against system failures is improved. Further, the distributed
approach scales much better than a centralized fusion. Nevertheless, it is important to note that the
fusion of local estimates is not equivalent to a centralized fusion, where all measurements are available
at the fusion center [73]. Note also that in the context of target tracking the distributed state estimation
is also called track-to-track fusion [78].
The main problem with this approach, however, is that the fusion center cannot reconstruct the
required correlation matrices P(i,j)k|k solely from the local estimates {xˆ
(i)
k|k,P
(i)
k|k}Li=1. More precisely, a
computation of the correlation matrices would require the points in time when measurements were
processed as well as the respectively used measurement matrices and Kalman gains. Communicating
all this information would need much more bandwidth than the actual measurements, though.
In this chapter, we present a novel approach to exactly reconstruct correlation matrices with the aid of
samples: besides the actual state estimation, each sensor node processes a set of deterministic samples
that encode the correlations with the other local state estimates. These are then sent to the fusion center
in addition to state mean and state covariance matrix. The correlation matrix P(i,j)k|k can then be simply
reconstructed by computing a sample cross-covariance matrix using the correlation samples from the
ith and jth sensor node. In doing so, we are able to optimally use the S2KF in a distributed setup.
This chapter is based on the publication [182].
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There are many different approaches to deal with the problem of unknown correlation matrices in the
context of distributed state estimation. The simplest approach would be to assume uncorrelated local
state estimates, i.e., use the block diagonal joint covariance matrix approximation
Jk|k ≈ diag
(
P
(1)
k|k, . . . ,P
(L)
k|k
)
for the weighted least squares fusion. Although straight forward to implement and easy to use,
assuming uncorrelated estimates would lead to inconsistent state estimates, i.e., the trace of the fused
covariance matrix would be too small. Hence, other approaches have been proposed, which are also
based on block diagonal joint covariance matrix approximations, but still lead to consistent estimates.
One the one hand, the federated Kalman filter [74] artificially inflates the system noise covariance
matrix. Consequently, the local estimates become more uncertain as they theoretically should be.
Fusing these inflated estimates then under the assumption of uncorrelatedness still yield a consistent
estimate. The inflation, however, depends on the number of utilized sensor nodes. Thus, if sensor
nodes dynamically are added or removed from the network, each node has to be updated accordingly.
On the other hand, covariance intersection [75] directly inflates the covariance matrices P(i)k|k according
to
Jk|k ≈ diag
(
(ω
(1)
k )
−1P(1)k|k, . . . , (ω
(L)
k )
−1P(L)k|k
)
,
with
∑L
i=1 ω
(i)
k = 1, that is, the rate of inflation can be different for the local estimates. The values ω
(i)
k
can be either optimized for each individual fusion process such that a certain criterion is minimized,
e.g., the trace of Pk|k, or can be predefined, e.g., all local estimates are equally weighted with ω
(i)
k =
1
L .
Although both the federated Kalman filter and covariance intersection yield consistent estimates, they
can be very pessimistic, as they do not have any information about the true correlations. Another
similar approach is ellipsoidal intersection [142], for which consistency, however, has not been proofed
yet.
A completely different approach is taken by the optimal distributed Kalman filter (DKF) [69–72]. The
key idea of the DKF is to locally combine measurements over an arbitrary number of time steps to
a compact representation of constant size. In doing so, the amount of data that has to be sent to the
fusion center does not change over time. Moreover, a fusion of the locally obtained measurement
representations at the fusion center can be performed after an arbitrary number of time steps. Compared
to the weighted least squares fusion (4.3), the DKF is even equivalent to the centralized processing of
all measurements. A limitation of the DKF is that each sensor node needs to know the measurement
models of all other sensor nodes (measurement matrices and noise covariances) as well as the points in
time when measurements are processed. Thus, to avoid any communication between the nodes, all of
these factors have to be known in advance, which is especially hard to achieve in a dynamic network.
In order to circumvent this, the knowledge assumption can be relaxed by replacing it with a hypothesis,
which results in the hypothesizing DKF [143,144]. Of course, if the hypothesis is incorrect, the filter is
no more equivalent to the optimal central processing of measurements. A further important limitation
of the DKF is that it cannot simply work with nonlinear models. The problem is that the required
linearized measurement models depend on the current local state estimates. Consequently, these cannot
be known in advance. Hence, it is not simply possible to use the S2KF in combination with the DKF.
A sample-based distributed state estimation approach is proposed in [76]. Here, the joint covariance
matrix Jk|k, and in particular the correlation matrices P
(i,j)
k|k , is approximated from samples that are
processed on the sensor nodes. In order to get Jk|k, only a sample covariance matrix has to be computed
out of these samples, which have to be sent to the fusion center. The key idea of this approach is to
model the common system noise with randomly drawn noise samples that are identical on all sensor
nodes. This is achieved by synchronizing the node’s pseudo random number generators. The problem
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with this approach is, however, that it only asymptotically converges to the true joint covariance matrix,
which can lead to unsatisfactory fusion results. The approximation quality can only be improved by
increasing the number of samples, which in turn increases the communication overhead. Another
problem is that the samples have to span the joint space of all local estimates. As a consequence, the
required number of samples increase at least linearly in the number of sensor nodes, which in turn
results in a quadratic increase in the overall amount of sample data that has to be transferred to the
fusion center by each node. Moreover, this also implies that each sensor node has to be aware of the
number of all nodes in the network.
4.2 Optimal Fusion for Distributed Linear State Estimation
In this section, we propose an approach to exactly reconstruct the correlation matrices P(i,j)k|k at the
fusion center without communicating measurements or measurement model information. That is, we
can optimally fuse locally obtained state estimates in the weighted least squares sense. Like in [76], the
approach also relies on samples, but, instead of using random samples, we use deterministic samples.
Further, the samples do not represent the entire joint covariance matrix Jk|k of all estimates, i.e., they
are only used to reconstruct the correlations. Next, we consider optimal distributed state estimation for
the linear case. The proposed method is then extended to the nonlinear case in Section 4.3.
Our goal to estimate the hidden state xk ∈ RN of a discrete-time stochastic linear dynamic system
described by the system model
xk = Akxk−1 + Bkwk , (4.4)
with zero-mean white state-independent Gaussian noise wk ∈ RWk with covariance matrix Qk. In
addition, we assume L ∈ N+ sensor nodes. The ith node obtains noisy measurements according to the
measurement model
y
(i)
k = H
(i)
k xk + v
(i)
k , (4.5)
where v(i)k ∈ RVk denotes zero-mean white state-independent Gaussian noise with covariance
matrix R(i)k . Moreover, it is assumed that v
(i)
k is independent of v
(j)
k for i 6= j.
The optimal sample-based fusion technique for distributed state estimation is an iterative procedure,
where each iteration consists of three phases:
(i) re-initialization of the sensor nodes,
(ii) recursive prediction and filtering on the sensor nodes, and
(iii) optimal weighted least squares fusion at the fusion center.
In the following, we first go step by step through all these phases and then summarize the proposed
fusion technique and discuss its properties and advantages.
4.2.1 (Re-)Initialization of the Sensor Nodes
At time step k, the fusion center sends the latest global state estimate xˆk|k and Pk|k to all sensor nodes.
In particular, for k = 0 the initial global state estimate xˆ0|0, P0|0 is sent. With these, the ith sensor
node first resets its local estimate to
xˆ
(i)
k|k = xˆk|k ,
P
(i)
k|k = Pk|k .
(4.6)
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Input: sample dimension D
Output: simplex sample set {s(m)}D+1m=1
1: ω = 1D+1
2: for 1 ≤ d ≤ D
3: c = − 1√
d(d+1)ω
// Add additional dimension to existing samples (for d = 1 this adds the first sample)
4: for 1 ≤ m ≤ d
5: s(m)d = c
6: end for
// Add additional sample
7: s(d+1) =
[
0d−1
−dc
]
8: end for
Algorithm 4.1: Simplex sample set computation (simplified version from [25]).
Second, the ith sensor node re-initializes the samples required for the reconstruction of the correlations.
For this, we consider the joint space
dk =

xk
wk+1
...
wk+P
 (4.7)
consisting of the current state and the system noise for the next P ∈ N+ time steps, where P is a
user-defined parameter. It controls for how many time steps a sensor node can do recursive prediction
and filtering before it has to be re-initialized. We discuss the role of P and its determination in more
detail later. For now, we assume that P is known by all sensor nodes. Further, dk is of dimension
D = N +Wk+1 + . . .+Wk+P .
Next, all sensor nodes create an identical set ofM = D+1 equally weighted samples {s(m)}Mm=1 with
s(m) ∈ RD. These are generated according to the simple deterministic spherical simplex sampling
scheme2 proposed in [25], which is listed in Algorithm 4.1. The samples {s(m)}Mm=1 have zero mean
and unit covariance matrix, i.e.,
1
M
M∑
m=1
s(m) = 0
and
1
M
M∑
m=1
s(m)
(
s(m)
)>
= ID .
Note that the number of samples M cannot be further reduced as at least D+ 1 samples are required to
represent a valid covariance matrix in D dimensions. Simplex sample sets for different dimensions D
are depicted in Figure 4.1.
Next, we build a joint covariance matrix for the joint space dk according to
Dk = diag
(
Pk|k,Qk+1, . . . ,Qk+P
)
.
2That is, the samples {s(m)}Mm=1 never have to be transferred over the network!
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Figure 4.1: Simplex sample sets (blue dots) for different dimensions D (gray dashed lines for better
visualization).
Its block diagonal structure reflects the white system noise and its assumed independence of the system
state. We compute the Cholesky decomposition Dk = LkL>k in order to perform a Mahalanobis
transformation, see Section 2.1.1. Note that the lower triangular matrix Lk is also block diagonal and
is composed of the Cholesky decompositions of the block matrices of Dk. Based on Lk, we transform
the samples {s(m)}Mm=1 according to
d
(m)
k =

c
(i,m)
k|k
w
(m)
k+1
...
w
(m)
k+P
 = Lks
(m) , ∀m ∈ {1, . . . ,M} , (4.8)
i.e., we obtain the equally weighted samples {d(m)k }Mm=1 that have zero mean and covariance matrix Dk.
These samples are then partitioned into the respective subspaces for system state and system noise for
the next P time steps. As a result, we get
• the set of correlation samples {c(i,m)k|k }Mm=1 for the ith sensor node and
• P sets of system noise samples {w(m)k+1}Mm=1, . . . , {w(m)k+P }Mm=1.
These system noise sample sets will be used to predict the correlation samples, see Section 4.2.2.
It is important to note that although the correlation samples c(i,m)k|k lie in the system state space, they do
not represent the state estimate of the ith sensor node such as in particle filtering. They only encode the
correlations with the other locally obtained state estimates. Moreover, note that the generated sample
sets {c(i,m)k|k }Mm=1 and {w
(m)
k+1}Mm=1, . . . , {w(m)k+P }Mm=1 are identical on all sensor nodes as {s(m)}Mm=1
and Dk are identical for all nodes. However, depending on the to be performed measurement updates,
the correlation samples {c(i,m)k|k }Mm=1 individually change over time for each sensor node.
As already mentioned, the correlations between locally obtained state estimates will be reconstructed at
the fusion center by simply computing sample cross-covariance matrices (more on that in Section 4.2.4).
Thus, due to the identical correlation samples {c(i,m)k|k }Mm=1, after a re-initialization the correlation
between the ith and jth sensor node is
P
(i,j)
k|k =
1
M
M∑
m=1
c
(i,m)
k|k
(
c
(j,m)
k|k
)>
=
1
M
M∑
m=1
c
(i,m)
k|k
(
c
(i,m)
k|k
)>
= Pk|k , ∀i 6= j .
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Consequently, all the just re-initialized local state estimates are fully correlated. This makes sense
as all sensor nodes have identical information about the current state estimate at time step k, i.e., the
latest global estimate xˆk|k and Pk|k.
After the re-initialization is done, each sensor node can perform alternating time updates and measure-
ment updates as usual in Kalman filtering. However, our sample-based fusion approach additionally
requires to predict and update the correlation samples as described next.
4.2.2 Time Update
First, the time update of the ith sensor node predicts its local estimate xˆ(i)k−1|k−1 and P
(i)
k−1|k−1 from
time step k − 1 to time step k. Due to the linear system model (4.4), this boils down to the standard
Kalman filter prediction formulas given by
xˆ
(i)
k|k−1 = Akxˆ
(i)
k−1|k−1 ,
P
(i)
k|k−1 = AkP
(i)
k−1|k−1A
>
k + BkQkB
>
k .
(4.9)
Second, we have to predict the correlation samples {c(i,m)k−1|k−1}Mm=1 to the next time step. The prediction
utilizes the system noise sample set {w(m)k }Mm=1 that was already generated during the sensor node
re-initialization. With this, we individually propagate each correlation sample in time according to
c
(i,m)
k|k−1 = Akc
(i,m)
k−1|k−1 + Bkw
(m)
k , ∀m ∈ {1, . . . ,M} . (4.10)
Keep in mind that the noise sample set {w(m)k }Mm=1 is identical on all nodes. Thus, as the most
important aspect of our sample-based fusion approach, this takes the common system noise into
account during the prediction and allows for the exact correlation reconstruction later at the fusion
center.
4.2.3 Measurement Update
Analogous to the time update, the ith senor node first updates its local state estimate based on the
received measurement y˜(i)k and the linear measurement model (4.5) in form of the standard Kalman
filter measurement update according to
K
(i)
k = P
(i)
k|k−1
(
H
(i)
k
)>(
H
(i)
k P
(i)
k|k−1
(
H
(i)
k
)>
+ R
(i)
k
)−1
,
xˆ
(i)
k|k = xˆ
(i)
k|k−1 + K
(i)
k
(
y˜
(i)
k −H(i)k xˆ(i)k|k−1
)
,
P
(i)
k|k =
(
IN −K(i)k H(i)k
)
P
(i)
k|k−1 .
(4.11)
Second, we also use the Kalman gain K(i)k to update the correlation samples {c(i,m)k|k−1}Mm=1 according
to
c
(i,m)
k|k =
(
IN −K(i)k H(i)k
)
c
(i,m)
k|k−1 , ∀m ∈ {1, . . . ,M} . (4.12)
Note that, in contrast to the time update, we do not have any measurement noise samples involved. This
is due to the fact that the measurement noises for different sensor nodes are assumed to be mutually
independent. Also the actual measurement y˜(i)k is not required as it has no influence on the correlations
between local estimates.
If no measurement is available at time step k, we simply set
xˆ
(i)
k|k = xˆ
(i)
k|k−1 ,
P
(i)
k|k = P
(i)
k|k−1 ,
64 4 Optimal Sample-Based Fusion for Distributed State Estimation
and
c
(i,m)
k|k = c
(i,m)
k|k−1 , ∀m ∈ {1, . . . ,M} ,
i.e., the update estimate equals the predicted one.
4.2.4 Optimal Fusion
Now, we assume that all sensor nodes have conducted P predictions and maybe measurement updates
in between since the last re-initialization at time step k, i.e., the current time step is k + P . It is
important to note that at this point a sensor node cannot perform further predictions as no set of system
noise samples is available for prediction of the correlation samples3. Thus, we are forced to fuse the
locally obtained state estimates at the fusion center. Hence, all sensor nodes send their current local
estimate xˆ(i)k+P |k+P and P
(i)
k+P |k+P and correlation samples {c
(i,m)
k+P |k+P }Mm=1 to the fusion center.
Here, we first build the joint mean mˆk+P |k+P out of the local state means xˆ
(i)
k+P |k+P . Second, we
build the joint covariance matrix Jk+P |k+P based on the local state covariance matrices P
(i)
k+P |k+P
and the correlation matrices of the local estimates that are simply computed according to
P
(i,j)
k+P |k+P =
1
M
M∑
m=1
c
(i,m)
k+P |k+P
(
c
(j,m)
k+P |k+P
)>
, ∀i 6= j . (4.13)
Finally, we can fuse the local state estimates using (4.3) and get the global estimate xˆk+P |k+P and
Pk+P |k+P . In Appendix B, a proof is given that confirms that this sample-based fusion procedure
indeed is optimal in the sought after weighted least squares sense. However, it is important to note
that for a correct reconstruction the ordering of the correlation samples and system noise samples
is essential, i.e., the ordering has to be the same on all nodes to be able to exactly reconstruct the
correlations!
At this point, an iteration of the sample-based distributed state estimation is completed. The next
iteration is initiated by sending the new global estimate xˆk+P |k+P and Pk+P |k+P to each sensor node
in order to re-initialize local estimates, correlation samples, and system noise samples.
4.2.5 Summary
Algorithm 4.2 summarizes the proposed optimal sample-based distributed state estimation for linear
systems in case of L sensor nodes. First, a global initial state estimate is set at the fusion center (line 1).
Then, an iteration of the distributed state estimation starts with data transfer from fusion center to
sensor nodes (line 3). The nodes are (re-)initialized (lines 4–7) and then perform P alternating state
predictions and measurement updates (lines 8–13). After these P time steps, each node sends its local
estimate to the fusion center (lines 14–16). Based on these, the current iteration ends at the fusion
center by computing a new global state estimate (lines 17–18).
In addition to Algorithm 4.2, the data flow is sketched in Figure 4.2. From both it can be seen that
communication only happens every P time steps. Moreover, as data is solely transferred between
sensor nodes and fusion center, this implies that a sensor node does not get any information about
the measurement processing from other others, i.e., when measurements are processed and which
measurement models are used.
What still has to be discussed is the role of the user-defined parameter P . Its choice mainly depends on
two factors: (i) how often a communication is required between fusion center and nodes, i.e., how often
a global state estimate has to be provided and (ii) how much sample data can be transferred. The latter
3Of course, this in turn also prevents a sensor node to process measurements from future time steps.
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1: Set initial state estimate xˆ0|0 and P0|0 at the fusion center
2: for k = 0, P, 2P, . . .
3: Fusion center sends xˆk|k and Pk|k to all nodes
4: for 1 ≤ i ≤ L
5: ith node sets local state estimate according to (4.6)
6: ith node computes samples according to (4.8)
7: end for
8: for 1, . . . , P
9: for 1 ≤ i ≤ L
10: ith node performs state prediction (4.9) and (4.10)
11: ith node performs measurement update (4.11) and (4.12)
12: end for
13: end for
14: for 1 ≤ i ≤ L
15: ith node sends xˆ(i)k+P |k+P , P
(i)
k+P |k+P , and {c
(i,m)
k+P |k+P }Mm=1 to fusion center
16: end for
17: Fusion center computes P(i,j)k+P |k+P , i 6= j, with (4.13)
18: Fusion center computes xˆk+P |k+P and Pk+P |k+P with (4.1)–(4.3)
19: end for
Algorithm 4.2: Optimal sample-based distributed state estimation.
comes from the fact that the larger P the larger will be the joint space of state and system noise dk
in (4.7). This in turn means that more correlation samples are required, as the number of samples M
depends on the joint space dimension D. Fortunately, the data consumption of the correlation samples
{c(i,m)k|k }Mm=1 does not depend on the number of utilized sensor nodes, which makes this approach very
well-suited for large sensor networks. In particular, for a fixed state dimension N and a fixed system
noise dimension W , i.e., the common case of a constant number of state variables and time-invariant
system noise, the data consumption of the correlation samples {c(i,m)k|k }Mm=1 is
dim
(
c
(i,m)
k|k
) ·M = N · (D + 1) = N2 +N · (1 +W · P ) .
That is, it increases only linearly in P .
Note that a fusion of local estimates and subsequent re-initialization of the sensor nodes can also be
performed if less than P predictions/measurement updates were performed by the sensor nodes. In
fact, P is only an upper bound for the time span between consecutive communications. It is also
straight forward to change P over time. The fusion center can simply send the currently selected P
together with the latest fused state estimate at the next re-initialization. In doing so, each sensor node
can compute the correlation samples and system noise samples using the just received P and also
knows when the next communication is required.
In summary, the proposed sample-based distributed state estimation offers several advantages:
• we can exactly reconstruct the correlations needed for the weighted least squares fusion,
• a sensor node neither needs any information about the number of processed measurements at
other nodes nor their used measurement models (this is especially important for nonlinear state
estimation, see Section 4.3),
• the additional communication overhead are the correlation samples, which growth only linearly
in the number of predictions P ,
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Figure 4.2: Required communication between fusion center and senor nodes over time: the fusion
center sends the latest global estimate to all nodes at time step k, while the sensor nodes
send their local estimates and correlation samples to the fusion center at time step k + P
(cf. [182]).
• it is well-suited for large sensor networks as the number of correlation samples is independent
of the number of utilized sensor nodes, and finally
• additional nodes can be added over time by simply sending the latest estimate to the new node.
Compared to the DKF, our proposed approach provides meaningful local state estimates. Those can be
required, for example, by other procedures operating on a sensor node. Furthermore, the DKF will
not produce correct estimates if data from the sensor node get lost, e.g., due to network issues. The
problem in this case is that the a priori made assumptions, e.g., the number of processed measurements,
are no more valid. The federated Kalman filter suffers from a similar problem: if the number of local
estimates be fused is less than expected, the system noise covariance was inflated too much on each
sensor node, which results in a too pessimistic global estimate. As opposed to this, our approach will
even work if not all local state estimates arrive at the fusion center as expected. In such a case, we
simply fuse those local estimates that are available. Of course, measurement information from the
missing sensor nodes is lost. However, the conducted fusion will still be optimal in the weighted least
squares sense.
Finally, we want to point out that the processing of the correlation samples resembles the workflow
of the ensemble Kalman filter (EnKF), e.g., see [63]. The EnKF is a particle filter for nonlinear state
estimation, see also Section 5.1. This means in particular that its state estimate is a set of equally
weighted samples (rather than a mean vector and a covariance matrix), which is modified over time
by prediction and measurement update. On the one hand, the state prediction of the EnKF is very
similar to the prediction of our correlation samples except for the used system noise samples. The only
difference is that the EnKF uses noise samples that are randomly drawn according to the system noise
characteristics. However, those random samples do neither necessarily reflect the correct mean and
covariance matrix of the system noise nor guarantee a white sequence of system noise samples, which
are also independent of the system state. In contrast, due to the taken sample computation in (4.8), we
satisfy all these requirements (which is the reason for the exact correlation reconstruction). On the
other hand, the measurement update of EnKF requires the measurement y˜(i)k and measurement noise
samples. Both are needed as the samples of the EnKF are the actual state estimate, which of course
depends upon the measurement and its noise.
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4.3 Optimal Fusion for Distributed Nonlinear State Estimation
Up to now, we only considered linear systems. However, our goal is still to apply the S2KF to
a nonlinear estimation problem in a distributed setup. Thus, we now assume a general nonlinear
measurement model
y
(i)
k = h
(i)
k (xk,v
(i)
k ) , (4.14)
where the measurement noise v(i)k is defined as in Section 4.2. The key idea to make the nonlinear
model (4.14) applicable for the proposed sample-based distributed state estimation is to find an
appropriate affine approximation
y
(i)
k ≈ H(i)k xk + b(i)k + ε(i)k , (4.15)
with zero-mean additive Gaussian noise ε(i)k with covariance matrix Ξ
(i)
k . In other words, we have to
find suitable H(i)k , b
(i)
k , and Ξ
(i)
k . Once an approximation is found, we can directly apply the proposed
sample-based fusion technique for linear systems.
An optimal affine approximation in the mean square error (MSE) sense, e.g., see [40], is obtained
by computing first-order and second-order moments of (4.14). That is, we need to compute the
measurement mean
yˆ
(i)
k =
∫
RN
∫
RVk
h
(i)
k (xk,v
(i)
k ) · N
([
xk
v
(i)
k
]
;
[
xˆ
(i)
k|k−1
0
]
,
[
P
(i)
k|k−1 0
0 R
(i)
k
])
dv
(i)
k dxk , (4.16)
the measurement covariance matrix
Y
(i)
k =
∫
RN
∫
RVk
(
h
(i)
k (xk,v
(i)
k )− yˆ(i)k
)(
h
(i)
k (xk,v
(i)
k )− yˆ(i)k
)>·
N
([
xk
v
(i)
k
]
;
[
xˆ
(i)
k|k−1
0
]
,
[
P
(i)
k|k−1 0
0 R
(i)
k
])
dv
(i)
k dxk ,
(4.17)
and the cross-covariance matrix of state and measurement
C
(i)
k =
∫
RN
∫
RVk
(
xk − xˆ(i)k|k−1
)(
h
(i)
k (xk,v
(i)
k )− yˆ(i)k
)>·
N
([
xk
v
(i)
k
]
;
[
xˆ
(i)
k|k−1
0
]
,
[
P
(i)
k|k−1 0
0 R
(i)
k
])
dv
(i)
k dxk .
(4.18)
With these, we get the affine approximation
H
(i)
k =
(
C
(i)
k
)>(
P
(i)
k|k−1
)−1
,
b
(i)
k = yˆ
(i)
k −H(i)k xˆ(i)k|k−1 ,
Ξ
(i)
k = Y
(i)
k −H(i)k P(i)k|k−1
(
H
(i)
k
)>
.
(4.19)
The above integrals can be computed with the aid of the LCD-based Gaussian sampling scheme from
Chapter 2, i.e., the S2KF, or with any other linearization technique used by Kalman filters, e.g., Taylor
series expansion. In fact, the described linearization procedure, that is, finding the affine approximation
(4.15), is implicitly taken by all Kalman filters applied to nonlinear measurement models (the moment
formulas (4.16)–(4.18) are identical to those from Section 3.1.2)!
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By plugging the linear approximation (4.19) into the measurement update formulas from Section 4.2.3,
the update of the local state estimate and the correlation samples becomes
K
(i)
k = C
(i)
k
(
Y
(i)
k
)−1
,
xˆ
(i)
k|k = xˆ
(i)
k|k−1 + K
(i)
k
(
y˜
(i)
k − yˆ(i)k
)
,
P
(i)
k|k =
(
IN −K(i)k H(i)k
)
P
(i)
k|k−1 ,
c
(i,m)
k|k =
(
IN −K(i)k H(i)k
)
c
(i,m)
k|k−1 , ∀m ∈ {1, . . . ,M} .
It is important to note that each sensor node linearizes its measurement model around its own local
estimate. In particular, this means that even if the same nonlinear measurement model is used for each
node, the obtained linearizations are, in general, not identical. This, however, imposes no problem for
our proposed sample-based fusion approach as neither the fusion center nor other sensor nodes need to
know the linearized measurement models. Hence, there is no need to communicate any information
about the linearized measurement models over the network.
Regarding the DKF, such a local linearization approach would not be possible: the required local
estimate is simply not at hand for a linearization. Of course, a sensor node could run a local Kalman
filter in parallel solely for the linearization. Nonetheless, then all nodes would still be forced to send
their linearized models to all other nodes in order allow for a proper processing of the measurement
data. Moreover, this also would no more be equivalent to a centralized fusion as the linearizations are
not based on the global estimate.
4.4 Evaluation
As a first evaluation of the proposed sample-based distributed state estimation, we consider a target
tracking scenario using several sensors and linear models in order to experimentally verify that our
approach indeed can (i) reconstruct the true correlations between local estimates and (ii) outperform
existing distributed estimation techniques. In the second evaluation, we extend the first one by
replacing the linear position measurements with nonlinear distance measurements. Finally, we take up
the cylinder tracking scenario from Chapter 3 and show that it is even possible to estimate pose and
shape of the cylinder in a distributed way when applying the proposed sample-based fusion technique.
4.4.1 Distributed Target Tracking Based on Position Measurements
We consider tracking a target in the xy-plane with the aid of several spatially distributed sensor nodes.
The target’s system state consists of
• position pk = [p(x)k , p(y)k ]> in m,
• velocity p˙k = [p˙(x)k , p˙(y)k ]> in m/s, and
• acceleration p¨k = [p¨(x)k , p¨(y)k ]> in m/s2,
that is, we have xk = [p>k , p˙
>
k , p¨
>
k ]
>. In addition, we describe the target’s motion with a constant
acceleration model [11, Sec. 6.3.3] according to
xk = Axk−1 + Bw , (4.20)
with matrices
A =
I2 ∆t I2 12∆t2 I20 I2 ∆t I2
0 0 I2
 , B =
12∆t2 I2∆t I2
I2
 ,
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Figure 4.3: Target tracking evaluation with using 49 sensor nodes.
time period ∆t = 0.05 s, and time-invariant zero-mean white Gaussian noisew with covariance matrix
Q = 0.3 I2.
While the target moves, it is observed by L = 49 sensors nodes located on a regular grid, see
Figure 4.3. Moreover, the sensor node located at (0, 0) also acts as fusion center. At time step k, each
node measures the current position of the target according to the linear measurement model
y
(i)
k =
[
I 0 0
]
xk + v
(i) , (4.21)
where v(i) denotes zero-mean white Gaussian noise. The measurement noise, however, differs
between the nodes. In fact, we have four different node types “A”, “B”, “C”, and “D” with respective
measurement noise covariance matrices R(A) = I2, R(B) = 4 I2, R(C) = 0.5 I2, and R(D) = 2 I2.
We evaluate the following fusion techniques:
• naive fusion assuming uncorrelated estimates,
• covariance intersection that minimizes the trace of Pk|k,
• the optimal weighted least squares fusion based on the true correlations,
• the proposed sample-based fusion approach, and
• a central Kalman filter as baseline that processes the measurements from all nodes.
Every fifth time step, the fusion center fuses all 49 local estimates to a global estimate, i.e., the
fusion interval is P = 5. After a fusion, all local estimates are reset to just obtained global estimate
(individually for each investigated fusion technique, of course).
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We perform R = 1 000 Monte Carlo runs. In each run, the initial global estimate is set to
xˆ0|0 = [0, 0, 0, 0, 0, 0]> ,
P0|0 = diag(10 I2, I2, 10−1 I2) .
Furthermore, we simulate the true system state x¯k over 100 time steps. The initial state x¯0 is drawn
from N (xˆ0|0,P0|0) and propagated in time using the system model (4.20) together with random
realizations ofw. In addition, for each time step we simulate a noisy position measurement per sensor
node according to (4.21) and the respective measurement noise covariances. All the simulated target
trajectories are depicted in Figure 4.3 as well.
Over all simulation runs, we compute for all fusion techniques the respective position RMSE, velocity
RMSE, and acceleration RMSE of the estimate obtained at the fusion center, see Figures 4.4(a)–4.4(c).
While the central Kalman filter yields the smallest errors and serves as lower bound, the naive approach
diverges directly after the first fusion operation at time step k = 5. All other fusion techniques exhibit
sawtooth-shaped error curves. This is due to the fact that the estimate from the fusion node is merely
based on its local measurements for four time steps until the next fusion operation is conducted. As
expected, the proposed sample-based fusion is identical the optimal WLS fusion, i.e., the sample-
based approach is able to reconstruct the true correlation matrices at the fusion center. Furthermore,
covariance intersection yields always worse results than the sample-based fusion.
Next, we have a look at the average normalized estimation error squared (NEES) [11, Sec. 5.4.2], see
Figure 4.4(d). It is given by
1
R
R∑
r=1
(x¯
(r)
k − xˆ(r)k|k)>
(
P
(r)
k|k
)−1
(x¯
(r)
k − xˆ(r)k|k) , (4.22)
where x¯(r)k denotes the true system state of the r
th simulation run, and xˆ(r)k|k and P
(r)
k|k the state
estimate of the rth simulation run and respective fusion technique. If an estimator/fusion technique is
consistent4, that is, it (i) fulfills unbiasedness and (ii) the covariance matrix computed by the estimator
matches the actual MSE matrix of its state mean, the average NEES (4.22) converges to the state
dimension forR→∞ (six in our case). It can be seen that this is only true for the central Kalman filter,
the optimal WLS fusion, and the proposed sample-based fusion, but not for covariance intersection and
the naive fusion approach, which even diverges completely. Thus, although covariance intersection is
consistent in the sense of a pessimistic state covariance matrix, it is not consistent in the sense that the
covariance matrix matches the MSE matrix. In contrast, the proposed sample-based fusion with its
exact correlations can fulfill this, and again gives proof that it indeed yields the optimal WLS fusion
results.
We further compare the average trace of the MSE matrix
1
R
R∑
r=1
‖x¯(r)k − xˆ(r)k|k‖
2
2
,
i.e., the average MSE, shown in Figure 4.4(e) with the trace of Pk|k, see Figure 4.4(f). This confirms
the values of the average NEES. On the one hand, the MSE matrix of the covariance intersection
estimate is smaller than its covariance matrix. On the other hand, MSE matrix and Pk|k are nearly the
same for the central Kalman filter, the optimal WLS fusion, and the sample-based fusion. Moreover,
covariance intersection is much more pessimistic than the sample-based fusion approach. Finally, the
covariance of the naive fusion approach is much too small. This explains its divergence as such small
covariance matrices let the estimator ignore the vital information from the received measurements.
4Not to be confused with the consistency definition of a pessimistic covariance matrix approximation, e.g., done by
covariance intersection.
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Figure 4.4: Results of the target tracking evaluation based on linear position measurements.
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4.4.2 Distributed Target Tracking Based on Distance Measurements
In the previous evaluation, we demonstrated the effectiveness of the proposed sample-based fusion
technique when dealing with linear measurement models. Now, our goal is to assess the quality of the
sample-based correlation reconstruction when coping with nonlinear measurement models instead.
Thus, we reconsider the same evaluation setup as used in the previous section except for the position
measurements (4.21), which are replaced by distance measurements according to
y
(i)
k = h
(i)(xk) + v
(i) = ‖pk − n(i)‖2 + v(i) ,
where n(i) denotes the location of the ith sensor node and v(i) zero-mean white Gaussian noise. Again,
each of the four sensor node types has its individual noise level given by R(A) = 0.1, R(B) = 1,
R(C) = 0.5, and R(D) = 1.5, respectively.
In order to locally process the measured distances, all nodes rely on the measurement update of the
S2KF that is configured to use 31 samples. Note that these samples refer to the point-symmetric
LCD-based Gaussian sampling technique used for the moment computations (4.16)–(4.18), not the
correlation samples that are automatically configured based on the selected number of prediction
steps P . Also the central Kalman filter at the fusion center is replaced by a S2KF that uses 31 samples
per measurement update. In each time step, it processes the distance measurements from all 49 sensor
nodes in a single filter step.
We perform again R = 1 000 Monte Carlo runs. First, we analyze the tracking performance by
comparing position RMSE, velocity RMSE, and acceleration RMSE of the distributed state estimation
techniques, see Figures 4.5(a)–4.5(c). The results are very similar to those from the linear evaluation:
the central Kalman filter gives a lower bound for the estimation quality, the naive fusion approach
diverges directly after the first fusion process, optimal WLS fusion and sample-based fusion yield
identical results, and covariance intersection is significantly worse than the latter approaches. However,
the absolute error values are smaller compared to the previous evaluation. In addition, a just fused
estimate of the sample-based fusion reaches the same low error levels as the central measurement
processing.
Second, the average NEES of the estimators are shown in Figure 4.5(d). As can be seen, they are
nearly identical to those from the previous evaluation. Similar holds for the MSE (Figure 4.5(e)) and
the state covariance matrix (Figure 4.5(f)). Note that due to the nonlinear measurements, the state
covariance matrices now depend on the concrete measurements, and thus vary over the runs. Hence,
we computed the average trace of Pk|k over all simulation runs. Like for the other errors, the absolute
values are smaller compared to the first evaluation. Nevertheless, MSE and covariance matrix are still
not the same for covariance intersection, which reflects the suboptimal values of its average NEES.
Moreover, the sample-based fusion comes very close to the covariance matrix obtained by the central
Kalman filter, at least just after a fusion was performed.
4.4.3 Distributed Tracking of a Cylinder in 3D
Finally, we reconsider the cylinder tracking from Section 3.4.2. More precisely, we keep the complete
setup where the moving and rotating cylinder with a time-varying shape is observed by eight sensors
with a limited field of view, see Figure 3.4. This also includes the 12D system state (3.23) consisting
of pose, shape, and motion parameters, the constant velocity/turn rate system model (3.24) as well
as the derived nonlinear random hypersurface measurement model (3.26). But, instead of processing
the measurements from all sensors by a central estimator, we turn each sensor into a sensor node with
local measurement processing.
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Figure 4.5: Results of the target tracking evaluation based on nonlinear distance measurements.
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In particular, the ith node executes a S2KF for locally estimating the cylinder. If the cylinder is
in the sensor’s field of view, the S2KF processes the gained set of measurements Y(i)k , consisting
of Y (i)k measured 3D points from the visible cylinder’s surface. Like for the central processing
of the measurements, a local S2KF processes all the measurements Y(i)k in a single filter setup.
Consequently, it has to deal with a joint space encompassing state and measurement noise variables of
J
(i)
k = 12 + Y
(i)
k · 4 dimensions. Thus, analogous to the central S2KF, we configure the local S2KF
to use 10J (i)k + 1 samples per measurement update. Again, this refers to the LCD-based Gaussian
sampling scheme used for the moment computation, not the correlation samples.
We evaluate the following estimators:
• covariance intersection that minimizes the trace of Pk|k,
• the sample-based fusion approach, and
• the central S2KF from the evaluation in Section 3.4.2 as lower bound for the estimation quality.
The first sensor node also acts a fusion center. Every third time step, both distributed approaches
perform a fusion operation, i.e., the fusion interval is P = 3. As for the sample-based approach,
covariance intersection resets the local estimates to a just obtained global estimate. We perform 100
Monte Carlo runs. In each run, the initial estimate xˆ0|0 and P0|0 for the central S2KF is obtained in
the same way as in the original evaluation based on the first sets of measurements available from all
sensors. For the distributed approaches, however, the initial global estimate is obtained solely based on
the measurements Y(1)0 available at the fusion node.
First, we have a look at the position RMSE of the respective estimation techniques, see Figure 4.6(a).
The distributed estimators have spiky error curves interrupted by longer phases of nearly constant
errors. Those phases are present if the cylinder is in the fusion node’s field of view. If it is not, the
estimate at the fusion center is merely based on predictions, which is only corrected every third time
step by a fusion operation. Furthermore, for the covariance intersection approach the overall position
error is much larger than the sample-based approach and even growths over time. In contrast to this,
the sample-based fusion keeps the position error very constant over time and is often close the results
of the central S2KF. Second, we consider the orientation RMSE (given by the angle between the true
cylinder’s z-axis and the z-axis of the estimated cylinder) shown in Figure 4.6(b). Here, we can see
that covariance intersection is not able to correctly estimate the cylinder’s orientation. In fact, it starts
to diverge after the first time steps. As opposed to this, the sample-based fusion technique can deliver
quite good orientation estimates, which are also very similar to the central measurement processing.
The same can be observed for the volume RMSE depicted in Figure 4.6(c). From the beginning,
covariance intersection possesses worse shape estimates than the other estimators and starts to diverge
after approximately 100 time steps. The sample-based approach is again only slightly worse than the
centrally operating S2KF.
Next, we take a look at the average traces of the state covariance matrices shown in Figure 4.6(d). The
distributed approaches again have spiky curves combined with flat levels of uncertainty in between
that are aligned with position error curves, i.e., the uncertainty at the fusion center increases if only
predictions are possible. However, while the sample-based fusion keeps the uncertainty constant,
we notice an overall growth in the covariance intersection’s uncertainty over time. In addition, the
sample-based fusion can nearly reach the low uncertainty of the central S2KF.
Finally, the estimation results can be confirmed when looking at the estimates of a representative
simulation run shown in Figure 4.7. On the one hand, the CI-based movement is rather jagged and
its shape estimate is clearly wrong. On the other hand, the estimates of the central S2KF and the
sample-based fusion are very close to the ground truth.
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Figure 4.6: Results of the distributed cylinder tracking evaluation.
4.5 Conclusions
In this chapter, we enabled the S2KF to optimally work in a distributed setup. In order to achieve
this, we were forced to develop a novel sample-based fusion approach for distributed state estimation,
where correlations can be exactly reconstructed at the fusion center. The problem with state-of-the-
art distributed state estimation is that either correlations are unknown or that sensor nodes require
comprehensive information about the measurement processing from all other sensor nodes. While the
first approach only results in conservative approximations of the joint covariance matrices, the latter is
not applicable to nonlinear models as the required linearizations cannot be known in advance, and thus
would lead to a massive communication overhead between the nodes.
The new sample-based fusion approach was first derived for linear models and was then extended to
the case of nonlinear measurement models, for which any Kalman filter can be used that is applicable
to nonlinear systems. This, of course, includes the S2KF, but also the EKF, UKF, and others. It relies
on a local processing of correlation samples that are sent to the fusion center in addition to the actual
locally obtained state estimate, i.e., mean and covariance matrix. For the processing, each sensor
node generates an initial set of correlation samples and sets of system noise samples that guarantee
the made assumptions about whiteness and independence of the system state. Furthermore, these
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Figure 4.7: Estimated cylinders of a simulation run at time step k = 220.
samples are identical on all nodes in order to reflect the common system noise and its influence on the
correlations between local estimates. The fusion center obtains the sought after correlation matrices by
simply computing sample cross-covariance matrices out of the received correlation samples. The new
sample-based distributed state estimation approach has the advantages that (i) it can exactly reconstruct
the correlation information, (ii) a sensor node does not need any information about the measurement
processing from other nodes, (iii) it is well-suited for large sensor networks as the number of correlation
samples is independent of the number of utilized sensor node, and (iv) additional nodes can easily be
added or removed over time without affecting existing nodes.
The target tracking evaluations showed that the proposed fusion technique indeed can exactly re-
construct the correlations between locally obtained state estimates, no matter if linear or nonlinear
measurement models are used. Moreover, it outperformed the popular covariance intersection approach.
In particular, the distributed cylinder tracking revealed that it was not even possible for covariance inter-
section to estimate the cylinder’s pose and shape, while our sample-based fusion approach performed
very well.
Chapter 5
The Progressive Gaussian Filter (PGF)
In Chapter 3, we dealt with the ubiquitous problem of estimating the hidden state of a discrete-time
stochastic nonlinear dynamic system. More precisely, we considered the approach of applying the
Kalman filter to the nonlinear system and introduced a new sample-based Kalman filter, the S2KF.
However, a direct consequence of the Kalman filter approach is the inherent Gaussian approximation
of the joint density of state and measurement, which in turn means that the posterior estimate is only a
linear combination of prior and measurement. Although Kalman filters can perform quite well, they
have limitations in estimation quality and even in runtime under certain conditions. For example, in
Kalman filtering the posterior covariance matrix is always smaller than or equal to the prior covariance
matrix. Even though this holds for linear systems, in case of a nonlinear system this is in general not
true and, what is more, the posterior estimate is not guaranteed to be Gaussian or at least unimodal.
Thus, our goal is to mitigate some of these restrictions to get a more advanced estimator. In particular,
we want to avoid the model linearization of the Kalman filter by directly working with the likelihood
function, while still forcing the state estimate to be Gaussian in order to keep the estimation tractable1.
Recall from (3.3) that the Bayesian measurement update formula for a system state xk ∈ RN and
prior density fk|k−1(xk) is given by
fk|k(xk) = ckfk(y˜k |xk)fk|k−1(xk) , (5.1)
where fk(y˜k |xk) denotes the likelihood function and ck a normalization constant. As already
mentioned, fk|k(xk) will, in general, not be Gaussian even if fk|k−1(xk) is Gaussian. Hence, due to
our Gaussian assumption, we seek the approximation
fk|k(xk) ≈ N (xk ; xˆk|k,Pk|k) ,
with
xˆk|k =
∫
RN
xkckfk(y˜k |xk)fk|k−1(xk) dxk ,
Pk|k =
∫
RN
(
xk − xˆk|k
)(
xk − xˆk|k
)>
ckfk(y˜k |xk)fk|k−1(xk) dxk ,
i.e., the filter step boils down to compute xˆk|k and Pk|k. But even solving these integrals in closed
form is not simply possible. Consequently, we have to be content with approximative solutions, like
we did for the moment computations in Chapter 3.
1Such a Gaussian estimator can still be brought to the multimodal case by extending it to a Gaussian mixture estimator,
e.g., see [22, 45, 59].
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Figure 5.1: Measurement update suffering from severe sample degeneracy (cf. [183]).
A naive solution to this would be the following. Assume an adequate sample representation for the
Gaussian prior fk|k−1(xk) is available, i.e., a Dirac mixture
fk|k−1(xk) ≈
M∑
i=1
ω
(i)
k δ(xk − x(i)k ) (5.2)
comprising M samples with corresponding positions x(i)k and weights ω
(i)
k . Plugging this into (5.1)
immediately gives the Dirac mixture
fk|k(xk) ≈
M∑
i=1
ckfk(y˜k |x(i)k )ω(i)k δ(xk − x(i)k ) =
M∑
i=1
ω˜
(i)
k δ(xk − x(i)k ) , (5.3)
with
ω˜
(i)
k = ckfk(y˜k |x(i)k )ω(i)k =
fk(y˜k |x(i)k )ω(i)k∑M
j=1 fk(y˜k |x(j)k )ω(j)k
, ∀i ∈ {1, . . . ,M} , (5.4)
i.e., the posterior fk|k(xk) gets approximated as Dirac mixture as well. Notice that the samples are
just reweighted, and their positions remain the same. We then get the desired posterior mean and
posterior covariance matrix by simply computing mean and covariance matrix of the posterior Dirac
mixture according to
xˆk|k ≈
M∑
i=1
ω˜
(i)
k x
(i)
k ,
Pk|k ≈
M∑
i=1
ω˜
(i)
k
(
x
(i)
k − xˆk|k
)(
x
(i)
k − xˆk|k
)>
.
(5.5)
Although approximating the posterior moments in this way seems straightforward, it suffers from the
severe problem of sample degeneracy: if the supports of prior and likelihood do not share great portions,
it is very likely that only a single or even none of the posterior sample weights ω˜(i)k is (numerically)
greater than zero. The problem is illustrated in Figure 5.1. Here, the prior Gaussian is approximated
with M = 80 equally weighted samples obtained from the point-symmetric LCD-based sampling from
Chapter 2. It can be seen that we have a massive problem with sample degeneracy, i.e., only a few
posterior samples have weights significantly greater than zero. Moreover, the approximated posterior
differs significantly from the true Gaussian posterior. For large state dimensions N , sample degeneracy
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will become even worse due to the curse of dimensionality. So even the advanced LCD-based Gaussian
sampling technique cannot avoid the problem of sample degeneracy.
In addition, sample degeneracy can especially be a problem for the posterior covariance matrix. While
a single weight ω˜(i)k > 0 is sufficient to get a valid posterior mean
2, a valid posterior covariance matrix
requires at least N + 1 weights that are significantly larger than zero, for which the corresponding
samples also must not lie in the same hyperplane. However, it is also important to note that the posterior
mean is a convex combination of the prior sample positions, which leads to the fact that the posterior
mean always lies in their convex hull. In contrast to Kalman filters where the posterior mean can take
any value during a filter step, this heavily constrains the posterior mean on the sample approximation
of the prior.
Due to all these issues, conducting the measurement update in this naive way is not an option.
Fortunately, a novel estimator, called the progressive Gaussian filter 42 (PGF 42), was recently
proposed in [67]. The PGF 42 avoids sample degeneracy by approximating the posterior Gaussian
distribution by means of several intermediate Gaussian distributions. Hence, this chapter is dedicated
to progressive Gaussian filtering: we take up the promising PGF 42 approach and improve its quality
and performance in various ways. This also includes a massively parallel implementation for graphics
processing units. Additionally, we derive closed-form likelihood functions for efficiently estimating
pose and shape of star-convex-shaped objects in 2D and spheres in 3D.
This chapter is based on the publications [183–186].
5.1 Related Work
The most popular nonlinear estimators are particle filters. In contrast to our assumption of a Gaussian
distributed state estimate, a particle filter’s estimate is a Dirac mixture, i.e., a set of weighted samples
also called particles. On the one hand, this inherently allows for multimodal estimates. On the other
hand, particle filters also suffer from sample degeneracy and usually a large amount of samples is
required to get satisfactory estimation results. Particle filtering is mainly based on two concepts: (i)
importance sampling using an importance density and (ii) (adaptive) resampling. While importance
sampling is responsible for moving the samples x(i)k in regions where the posterior state density
will likely has most of its probability mass, resampling randomly duplicates samples with larger
weights ω˜(i)k in order to drop samples with smaller weights. Often, the decision of resampling is
based on the so-called effective sample size: if it drops below a predefined threshold, a resampling is
conducted [12, Sec. 3.2]. Both importance sampling and resampling are needed to counteract sample
degeneracy as best as possible. Prediction in particle filtering is usual done sample-wise by drawing for
each state sample a random realization of the system noise distribution and propagating both through
the system equation in order to get a predicted Dirac mixture (contrary to the measurement update, the
sample weights do not change).
Proposed particle filters primarily differ in the choice of the importance density, and how and when
resampling is done. The simplest particle filter is the sampling importance resampling particle
filter (SIRPF) [12, Sec. 3.5.1], [54], [55]. For the SIRPF, the importance density equals the prior,
which results in a simple reweighting of the prior samples based on the likelihood function, i.e., the
update is the same as in (5.3), but the prior samples do not necessarily reflect a Gaussian distribution. A
variant of the SIRPF is the auxiliary sampling importance resampling particle filter (ASIRPF) [12, Sec.
3.5.2], [54], [55]. The idea of the modification is to improve the resampling at time step k − 1 based
on the measurement from time step k. Also the regularized particle filter (RPF) [12, Sec. 3.5.3], [54]
2Nevertheless, the resulting mean can still be far away from the true posterior mean.
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closely resembles the SIRPF except for the resampling step: it tries to improve the diversity of the
posterior by individually perturbing the already resampled particles based on the sample covariance of
the reweighted Dirac mixture. In order to get an improved importance density, the local linearization
particle filter [12, Sec. 3.5.4] runs a separate Kalman filter, e.g., EKF or UKF, for each particle.
However, the additional overhead coming from all these Kalman filters makes this estimator even more
computationally demanding.
A completely different particle filter approach is taken by the box particle filter [145, 146]. For this
filter, the estimate is composed of weighted “boxes”, i.e., an N -D uniform mixture, rather than a
Dirac mixture. Due to the uniform mixture, the filter heavily relies on interval arithmetic instead of
point-wise evaluations of the likelihood function. Also the measurement update of the convolution
particle filter [147, 148] is quite different from the above described procedures. It is based on a
combination of user-defined kernel densities, e.g., Gaussian kernels, and randomly drawn realizations
of the measurement distribution. The result is again a kernel mixture over the state space, from which
resampling is done to finally get a Dirac mixture.
What comes closest to our estimator demands (Gaussian state estimate combined with likelihood-
based filter step) is the Gaussian particle filter (GPF) [58] and its Gaussian mixture extension [59].
The GPF differs from the above particle filters due to its state estimate, which is always a Gaussian
distribution rather than a set of weighted samples. In fact, its measurement update is as in (5.2)–(5.5),
where the samples are randomly drawn from the prior Gaussian estimate. For the state prediction,
the Gaussian estimate from the last time step is randomly sampled and for each sample a random
realization of the system noise distribution is drawn. Propagating these through the system model
and subsequently doing moment matching gives the predicted state estimate. In [58], also a variant
is suggested where the predicted samples are not reduced to a Gaussian. Instead, they are directly
reweighted with the likelihood function. Similar to the ASIRPF, we get some sort of combined time
update and measurement update that avoids an intermediate Gaussian approximation.
A further well-known particle filter is the ensemble Kalman filter (EnKF) [60–64]. Originally, the
EnKF was developed for nonlinear system equations and linear measurements. Due to the latter
assumption, the filter step closely resembles the Kalman filter update, hence its name. More precisely,
its state estimate, which is always an equally weighted Dirac mixture, is updated by moving the
samples in state space instead of reweighting them. Consequently, sample degeneracy is no issue
here. The movement is based on a linear combination of prior sample position, measurement, and
measurement noise realization (to account for the measurement noise). Another advantage of the EnKF
is that the measurement update never requires a covariance matrix of the state estimate. In particular,
this means that the EnKF even works with very few samples, which is especially important when
dealing with very large state spaces, where processing at least N + 1 samples would not be possible in
a reasonable time. The main drawback of the EnKF is, however, that in case of nonlinear measurement
models the same linearization error is introduced as in Kalman filtering, i.e., the EnKF has to linearize
the relationship between state and measurement as it does not work with a likelihood function.
In [65], the approach of a progressive measurement update for RPFs is proposed to tackle the problem
of sample degeneracy. The key idea is to split the given likelihood function into a product of likelihood
functions and then, starting with the prior Dirac mixture, do several consecutive updates, where
each update consists of sample reweighting and resampling in order to get a final posterior Dirac
mixture. Splitting the likelihood function is done adaptively based on the current likelihood evaluations.
This progression approach is reformulated in [66] to use deterministic Dirac mixtures for the state
estimate instead of random samples, i.e., the resampling step of the RPF is replaced by an optimization
procedure. That means, a reweighted Dirac mixture is replaced with an equally weighted one by
optimizing its sample positions such that they optimally represent the reweighted Dirac mixture. In
particular, the optimization is a minimization of a LCD-based distance measure between both Dirac
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mixtures paired with regularization. The “resampling by optimization” from [66] finally leads to the
PGF 42 introduced in [67], where its state estimate is now a Gaussian distribution rather than a Dirac
mixture. A progression step of the measurement update is conducted by sampling the prior Gaussian
estimate with the aid of the asymmetric LCD-based Gaussian sampling technique and reweighting the
samples based on the likelihood. The reweighted Dirac mixture is then replaced with a Gaussian by
means of moment matching, which is again re-approximated with equally weighted samples in the next
progression step. Thus, the optimization-based resampling is replaced with a combination of moment
matching and subsequent Gaussian sampling. On the one hand, the PGF 42 is restricted to a unimodal
estimate. On the other hand, doing resampling in this way is much cheaper than solving a nonlinear
optimization problem in each progression step. To improve the adaptive splitting of the likelihood
function into sublikelihoods, the PGF 42 uses additional so-called forward/backward updates during
the progression in order to avoid too large progression steps, which can negatively affect the estimation
quality. The progressive approach from the PGF 42 is also ported to the circular domain in [149].
5.2 Progressive Gaussian Filtering
The progressive measurement update of the PGF 42 perfectly meets our filter requirements of a
Gaussian estimate combined with a likelihood-based update. However, even though the PGF 42 is a
promising filtering approach, it has still room for improvements. Thus, in this section we derive an
enhanced progressive Gaussian filter that we simply abbreviate as PGF. These enhancements touch
many different aspects of the PGF 42:
1. The PGF 42 is formulated to directly work with an arbitrary generative measurement model
yk = hk(xk,vk) rather than with a likelihood function fk(y˜k |xk). That is, the filter is
responsible to translate a given measurement model into a likelihood function in order to conduct
the filter step. For pure additive noise, i.e., yk = hk(xk) + vk, the corresponding closed-
form likelihood function can be immediately obtained, and thus poses no problem. In case
of non-additive noise, however, the PGF 42 estimates the joint space of system state xk and
non-additive noise vk, i.e., the PGF 42 estimates more variables than the actual system state
consists of. Although this approach makes filter usage much easier, it turns out that it does
not work quite well as we will see in the evaluation. Moreover, if we have to process many
measurements per time step, a lot of noise variables have to be estimated, which does not scale
very well. Hence, we revise the progressive update in order to work with a given likelihood
function, not an arbitrary generative measurement model.
2. We replace the originally used asymmetric LCD-based Gaussian sampling scheme with the new
point-symmetric sampling scheme from Chapter 2 to improve both the state prediction and the
progressive measurement update.
3. The PGF 42’s forward/backward updates are dropped. Analyses revealed that these can
significantly increase the filter runtime, while only marginally improving the estimation quality.
4. We propose a heuristic to automatically parameterize the PGF.
The new PGF will be further improved with a semi-analytic progressive measurement update in
Section 5.3 and a massively parallel implementation for a graphics processing unit in Section 5.4.
5.2.1 Measurement Update
In order to perform the sought after progressive measurement update with a given likelihood function,
we first introduce the concept of progressive likelihoods.
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Figure 5.2: Example for a progressive likelihood.
Definition 5.1: Progressive Likelihood [65]
Let fk(y˜k |xk) be a likelihood. Then, the function
fk(y˜k |xk, γ) := fk(y˜k |xk)γ (5.6)
with progression parameter γ ∈ [0, 1] is its progressive likelihood. Especially, for the extreme cases
γ = 0 and γ = 1 it holds
fk(y˜k |xk, 0) = 1 ,
fk(y˜k |xk, 1) = fk(y˜k |xk) ,
(5.7)
respectively.
The progressive likelihood for the likelihood function fk(y˜k |xk) = N (y˜k − x3 ; 0, 4) with y˜k = 3
is illustrated in Figure 5.2. Note the unit function for γ = 0 and the original likelihood function
fk(y˜k |xk) for γ = 1. Based on the progressive likelihood (5.6), we can formulate a progressive
Bayesian update according to
fk|k(xk, γ) =
fk(y˜k |xk, γ)fk|k−1(xk)∫
RN
fk(y˜k |xk, γ)fk|k−1(xk) dxk
= ck(γ)fk(y˜k |xk, γ)fk|k−1(xk) ,
(5.8)
with progressive posterior fk|k(xk, γ) and progression parameter γ ∈ [0, 1]. Note that the normaliza-
tion constant ck now also depends on γ. For a Gaussian prior fk|k−1(xk) = N (x ;−3, 1) and the same
likelihood as in Figure 5.2, the resulting progressive posterior is shown for different progression levels
in Figure 5.3. As we can see, even though the prior is Gaussian, a progressive posterior, in general, is
not (like for the standard Bayesian update).
Due to the extreme cases (5.7) for the progressive likelihood, we analogously get the progressive
posterior extreme cases
fk|k(xk, 0) = fk|k−1(xk) ,
fk|k(xk, 1) = ckfk(y˜k |xk)fk|k−1(xk) = fk|k(xk) .
These can be interpreted as follows. On the one hand, for γ = 0, no measurement information is
processed and consequently the posterior equals the prior. On the other hand, for γ = 1, the entire
measurement information is fused with the prior estimate, which yields the unmodified Bayesian
update.
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Figure 5.3: Example for a progressive posterior.
Recursive Bayesian Progression
Next, like in [67], we derive a recursive version of the progressive Bayesian update (5.8). For this, we
assume to have two progressive updates: the first with progression level 0 ≤ γ < 1
fk|k(xk, γ) = ck(γ)fk(y˜k |xk, γ)fk|k−1(xk)
and the second with progression level 0 < γ + ∆ ≤ 1
fk|k(xk, γ + ∆) = ck(γ + ∆)fk(y˜k |xk, γ + ∆)fk|k−1(xk) ,
where 0 < ∆ ≤ 1 is called the step size. Combining these and using the definition (5.6), we get a
recursive formulation
fk|k(xk, γ + ∆) =
ck(γ + ∆)fk(y˜k |xk, γ + ∆)
ck(γ)fk(y˜k |xk, γ)
fk|k(xk, γ)
=
ck(γ + ∆)
ck(γ)
fk(y˜k |xk,∆)fk|k(xk, γ) ,
(5.9)
i.e., we get fk|k(xk, γ + ∆) based on fk|k(xk, γ) and the step size ∆.
Starting with γ = 0, that is, the prior fk|k(xk, 0) = fk|k−1(xk), and D positive (not necessarily equal)
step sizes ∆(1),∆(2), . . . ,∆(D) for which
D∑
i=1
∆(i) = 1
holds, we can perform the Bayesian update in a recursive manner and get the exact posterior fk|k(xk).
However, this is only true if we can solve each recursion step in closed form. Unfortunately, like for
the unmodified Bayesian update, this is in general not possible.
Recursive Sample-Based Gaussian Progression
Hence, to make the recursive update tractable, we now additionally assume fk|k(xk, γ) to be Gaussian,
i.e.,
fk|k(xk, γ) ≈ N (xk ; xˆk|k(γ),Pk|k(γ)) , (5.10)
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with mean xˆk|k(γ) and covariance matrix Pk|k(γ). In particular, for γ = 0, we have
N (xk ; xˆk|k(0),Pk|k(0)) = N (xk ; xˆk|k−1,Pk|k−1)
due to our Gaussian estimate. Further, we approximate the Gaussian (5.10) with an equally weighted
Dirac mixture
N (xk ; xˆk|k(γ),Pk|k(γ)) ≈
1
M
M∑
i=1
δ(xk − x(i)k (γ)) (5.11)
using a the point-symmetric LCD-based sampling technique. Substituting (5.10) and (5.11) into in the
recursion (5.9), we get the reweighted Dirac mixture
fk|k(xk, γ + ∆) ≈
ck(γ + ∆)
ck(γ)
fk(y˜k |xk,∆)N (xk ; xˆk|k(γ),Pk|k(γ))
≈
M∑
i=1
ck(γ + ∆)
ck(γ)M
fk(y˜k |x(i)k (γ),∆)δ(xk − x(i)k (γ)) .
After normalizing the sample weights according to
ω
(i)
k (γ + ∆) =
fk(y˜k |x(i)k (γ),∆)∑M
j=1 fk(y˜k |x(j)k (γ),∆)
, ∀i ∈ {1, . . . ,M} , (5.12)
we get the approximation
fk|k(xk, γ + ∆) ≈
M∑
i=1
ω
(i)
k (γ + ∆)δ(xk − x(i)k (γ)) . (5.13)
Finally, we reduce the Dirac mixture (5.13) again to a Gaussian distribution by means of moment
matching, that is, we compute mean
xˆk|k(γ + ∆) ≈
M∑
i=1
ω
(i)
k (γ + ∆)x
(i)
k (γ)
and covariance matrix
Pk|k(γ + ∆) ≈
M∑
i=1
ω
(i)
k (γ + ∆)(xˆk|k(γ + ∆)− x(i)k (γ))(xˆk|k(γ + ∆)− x(i)k (γ))> ,
and set
fk|k(xk, γ + ∆) ≈ N (xk ; xˆk|k(γ + ∆),Pk|k(γ + ∆)) .
With this, we can proceed the recursion until we get a final Gaussian
fk|k(xk) ≈ N (xk ; xˆk|k,Pk|k) = N (xk ; xˆk|k(1),Pk|k(1))
as posterior state estimate. In other words, the progressive update transforms the prior Gaus-
sian distribution into a posterior Gaussian distribution by means of several intermediate Gaussian
distributions.
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Automatic Step Size Control
Nevertheless, what still has to be determined is an adequate number of recursion steps D and ap-
propriate step sizes ∆(i). Recall that a progressive Gaussian measurement update is a sequence of
Gaussian approximations. Consequently, the larger the step sizes, the smaller the total number of
intermediate Gaussian approximations, and in turn less approximation errors accumulate until the final
posterior Gaussian is reached. However, for too large step sizes, we can again run into the problem
of sample degeneracy, which we actually want to avoid. Thus, we have to make a trade-off such
that each recursion step is as large as possible but as small as necessary to avoid sample degeneracy.
Moreover, in order to put more emphasis on measurements containing much information and process
less informative measurements more quickly, a variable amount of recursion steps per measurement
update is desirable.
Like the PGF 42, we determine the step size ∆ of the current recursion step based on the minimum
and maximum posterior sample weights (5.12). Let 1 ≤ sk, lk ≤M denote the indices of the samples
that have the smallest and largest posterior sample weight, respectively, i.e.,
ω
(sk)
k (γ + ∆) ≤ ω(i)k (γ + ∆) , ∀i ∈ {1, . . . ,M} ,
ω
(i)
k (γ + ∆) ≤ ω(lk)k (γ + ∆) , ∀i ∈ {1, . . . ,M} .
Now, we force the ratio of these sample weights to be equal to a given ration R ∈ (0, 1), i.e.,
R
!
=
ω
(sk)
k (γ + ∆)
ω
(lk)
k (γ + ∆)
=
fk(y˜k |x(sk)k (γ),∆)
fk(y˜k |x(lk)k (γ),∆)
.
Due to
fk(y˜k |x(i)k (γ),∆) = exp
(
log
(
fk(y˜k |x(i)k (γ))
)
∆
)
,
we can get the desired step size according to
∆ =
log(R)
log
(
fk(y˜k |x(sk)k (γ))
)− log (fk(y˜k |x(lk)k (γ))) . (5.14)
Thus, the smaller the forced ratio R, the large will be the step size ∆. Note that a value of R = 1
would imply that all posterior samples are equally weighted, which would result in
N (xk ; xˆk|k(γ + ∆),Pk|k(γ + ∆)) = N (xk ; xˆk|k(γ),Pk|k(γ)) .
In particular, this means no further recursion step will change our current Gaussian fk|k(xk, γ) and
we can stop (or abort) the measurement update3. A value of R = 0, which implies ω(sk)k (γ + ∆) = 0,
would prohibit any useful value for ∆. Hence, we have to ensure that 0 < ω(sk)k (γ + ∆). However,
unlike the PGF 42, we deal with a given likelihood functions that might reweight a sample to zero, i.e.,
if the likelihood value is zero. We solve this issue by selecting ω(sk)k (γ + ∆) and ω
(lk)
k (γ + ∆) solely
from the set of positive posterior sample weights.
At this point, we still have to figure out the indices sk and lk, although we do not know the step
size ∆ that is required for the computation of the ω(i)k (γ + ∆). Fortunately, from (5.12) we see that
the smallest (largest) posterior sample weight ω(i)k (γ + ∆) also has the smallest (largest) progressive
likelihood value fk(y˜k |x(i)k (γ),∆). Thus, we simply have to determine if
exp
(
log
(
fk(y˜k |x(i)k (γ))
)
∆
)
≤ exp
(
log
(
fk(y˜k |x(j)k (γ))
)
∆
)
3Moreover, in (5.14) we would have a division by zero and could not even compute ∆.
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to identify the smallest (largest) posterior sample weight (and with these the corresponding sample
indices sk and lk). This is equivalent to
log
(
fk(y˜k |x(i)k (γ))
) ≤ log (fk(y˜k |x(j)k (γ))) .
That is, to get the indices of the smallest and largest posterior sample weights, we only have to evaluate
the logarithm of the likelihood function, i.e., the log-likelihood, for all samples x(i)k (γ), which we have
to do anyway to get the posterior sample weights4. Consequently, we first evaluate the log-likelihood
and afterwards compute the progression step size ∆ in order to get the desired posterior sample weights.
It is important to note that this is only possible due to the equally weighted samples (5.11), i.e., the
point-symmetric LCD-based Gaussian sampling scheme! Hence, the sampling techniques from GHKF,
5th-degree CKF, or RUKF cannot be used for the PGF.
Parametrization
Besides the number of samples M , the ratio parameter R is a user-defined parameter of the PGF 42.
However, investigations revealed that increasing the number of samples while leaving the ratio R
constant leads to worse estimation results. This is an unintuitive behavior, as one should expect that
using more samples would result in better estimation results. We conclude that the ratio R has to
be selected in such a way that it works well with the employed number of samples M . Evaluations
showed that a heuristic where the forced sample weight ratio is set to
R :=
1
M
works quite well. Hence, if M becomes larger R decreases, which, in general, yield larger step sizes ∆
(the step size still depends upon the concrete log-likelihood evaluations). Roughly speaking, the more
samples we have the less recursion steps are performed for a measurement update. A positive side
effect of setting R in this way is that the number of samples M is now the only remaining user-defined
parameter of the PGF, which is intuitively to select.
Summary
The entire measurement update of the PGF is listed in Algorithm 5.1. First, standard normal distributed
samples (required for the sampling of the intermediate Gaussians) are computed using the point-
symmetric LCD sampling scheme (line 1). Of course, this should only be done once before the PGF is
actually used for estimation. In fact, we use a sample cache to avoid unnecessary re-computations like
for the S2KF. Next, the recursion is initialized with the prior estimate (lines 2–4). A recursion step
starts with the sampling of the current Gaussian given by xˆk|k and Pk|k based on the Mahalanobis
transformation (lines 6–7). Then, the log-likelihood is evaluated for each sample (line 8), zero likeli-
hood values are excluded (line 9), and minimum and maximum log-likelihood values are determined
(lines 10–11). If all log-likelihood values are zero or if the minimum equals the maximum, we stop
the measurement update (lines 12–14). The step size for the current recursion step is computed (line
15) and truncated if it would cause γ > 1 (lines 16–18). Based on ∆, the samples are reweighted and
subsequently normalized (lines 19–21). For numerical reasons, we subtract the largest log-likelihood
value z(lk)k from all values (the ω˜
(i)
k only have to be correct up to proportionality)
5. Finally, the current
recursion step ends by computing mean and covariance matrix to get the next Gaussian approximation
(lines 22–23) and increasing γ according to ∆ (line 24). The update is finished if γ reaches one.
An additional crucial difference to the PGF 42 is the missing of the already mentioned forward/-
backward updates. These are intended to find more suitable step sizes ∆. The idea is to improve the
4Like in particle filtering, we would have used the log-likelihood anyway for numerical reasons.
5This is a common technique in particle filtering to ensure that at least a single particle has a weight greater than zero.
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Input: prior state estimate xˆk|k−1 and Pk|k−1,
log-likelihood log
(
fk(y˜k |xk)
)
, and
number of samples M
Output: posterior state estimate xˆk|k and Pk|k
1: Compute equally weighted samples {s(i)}Mi=1 approximating
N (s ; 0, IN ) with Algorithm 2.1
2: γ ← 0
3: xˆk|k ← xˆk|k−1
4: Pk|k ← Pk|k−1
5: while γ < 1
6: Lk = chol(Pk|k)
7: x(i)k = Lk · s(i) + xˆk|k , ∀i ∈ {1, . . . ,M}
8: z(i)k = log
(
fk(y˜k |x(i)k )
)
, ∀i ∈ {1, . . . ,M}
9: Zk = {z(i)k | i ∈ {1, . . . ,M} ∧ −∞ < z(i)k }
10: z(sk)k = min(Zk)
11: z(lk)k = max(Zk)
12: if Zk = ∅ or z(sk)k = z(lk)k then
13: No progression possible⇒ abort update.
14: end if
15: ∆ = − log(M) / (z(sk)k − z(lk)k )
16: if γ + ∆ > 1 then
17: ∆ = 1− γ
18: end if
19: ω˜(i)k = exp
(
(z
(i)
k − z(lk)k )∆
)
, ∀i ∈ {1, . . . ,M}
20: ω˜k =
∑M
j=1 ω˜
(j)
k
21: ω(i)k = ω˜
(i)
k / ω˜k , ∀i ∈ {1, . . . ,M}
22: xˆk|k ←
∑M
i=1 ω
(i)
k x
(i)
k
23: Pk|k ←
∑M
i=1 ω
(i)
k (x
(i)
k − xˆk|k)(x(i)k − xˆk|k)>
24: γ ← γ + ∆
25: end while
Algorithm 5.1: The progressive Gaussian filter. Blue indicates GPU-accelerated parts, while orange
means the computation remains on the CPU (see Section 5.4).
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estimation quality by keeping the deviation between successive intermediate Gaussians
N (xk ; xˆk|k(γ),Pk|k(γ))
and
N (xk ; xˆk|k(γ + ∆),Pk|k(γ + ∆))
small. However, this approach has some drawbacks. First of all, the deviation has to be quantified,
e.g., by comparing mean vectors and covariance matrices element-wise or based on norms, or by
computing the Kullback–Leibler divergence such as done in iterative Kalman filtering [41]. In all
cases, more or less thresholds have to be specified by the user, which is not an easy and intuitive
task. Another problem is what to do if a threshold cannot be reached regardless of how small ∆
is chosen? Second, the forward/backward updates require additional likelihood evaluations. Third,
keeping the deviations small likely result in many recursion steps, which further negatively effect
filter runtime. Finally, just because deviations are kept small the resulting Gaussian posterior is not
necessarily a good approximation of the (unknown) true posterior. Due to all these issues, we omitted
the forward/backward updates. As a result, the PGF now comes closer to the filter proposed in [66].
An example measurement update of the PGF with the same prior and likelihood as in Figure 5.1 is
illustrated in Figure 5.4. We choose to use M = 5 samples per recursion step. In total, the update
performs ten steps. Note the movement of the samples in state space over the recursion. Compared to
the naive result in Figure 5.1, sample degeneracy is completely avoided, while only requiring a total of
10 × 5 = 50 likelihood evaluations compared to 80 evaluations for the naive approach. For higher
state dimensions, the reduction in the likelihood evaluations is even better.
Finally, limitations of the PGF’s measurement update are illustrated in Figure 5.5. On the one hand,
in Figure 5.5(a), the problem of equally weighted posterior samples is exemplified. Here, we could
not conduct at least a single recursion step as the uniformity of the likelihood function covers most
of the prior support. On the other hand, a case of severe sample degeneracy caused by a bounded
support of the likelihood function is shown in Figure 5.5(b). Due to the invalid posterior variance, the
recursion step cannot be finished. Such bound constraints can be handled by modelling them with an
exponential decrease in the likelihood values instead of simply setting the likelihood value to zero.
The progressive approach will then move the samples “into” the support of the likelihood function and
sample degeneracy can be avoided. Nevertheless, we can deal with both issues in two ways. Either
we abort the measurement update (like in Algorithm 5.1) and leave the state estimate unchanged, i.e.,
completely ignore the measurement y˜k, or use the Gaussian from the last (valid) recursion step as
posterior estimate.
5.2.2 Time Update
For linear system models, we can compute the prediction in closed form due to the Gaussian state
estimate. For nonlinear models, however, the time update of the PGF 42 works as follows. First, the
current state estimate (and also non-additive system noise) is approximated using the combination
of the asymmetric LCD-based sampling scheme and the Mahalanobis transformation. Second, the
samples are propagated through the nonlinear system model. Finally, the predicted state mean and
the predicted state covariance matrix are obtained by means of moment matching [67]. Concerning
the PGF, we propose a marginally different state prediction that replaces the asymmetric LCD-based
sampling scheme with the point-symmetric LCD-based sampling scheme from Chapter 2. Thus, the
PGF prediction is identical to the S2KF prediction (see Section 3.3).
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Figure 5.4: Example of the PGF’s measurement update.
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(a) Likelihood with uniform part.
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(b) Likelihood with bounded support.
Figure 5.5: PGF measurement update limitations.
5.3 Semi-Analytic Progressive Gaussian Filtering
In the previous section, we proposed a new version of progressive Gaussian filtering. It works with
given likelihood functions, which also includes cases where a likelihood does not depend on the entire
system state, that is, it only depends on a subspace of it, called the observable state variables6. This
is a very common situation in (extended) target tracking. For example, usually motion parameters
such as velocities or accelerations are not present in the measurement equation, and are only estimated
based on existing correlations with other state variables, e.g., position or orientation.
Thanks to our Gaussian state estimate, we can exploit the information about observable state variables
and derive a semi-analytic measurement for the PGF. On the one hand, we first update the state estimate
of the observable state variables by applying the proposed PGF measurement update solely on the
observable part of the system state. On the other hand, using the just updated state estimate of the
observable part and exploiting the Gaussian state estimate, we can analytically update the estimate of
the unobservable part of the system state. This semi-analytic treatment of the measurement update is
not only beneficial for the estimation quality but also saves computation time.
6Not to be confused with the concept of observability, e.g., see [17, Sec. 1.7].
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In the following, we assume the system state xk is partitioned into two subspaces x
(o)
k ∈ RA and
x
(u)
k ∈ RB , that is,
xk =
x(o)k
x
(u)
k
 .
Further, the prior Gaussian state density is given by
fk|k−1(xk) = fk|k−1(x
(o)
k ,x
(u)
k ) = N
x(o)k
x
(u)
k
 ;
xˆ(o)k|k−1
xˆ
(u)
k|k−1
 ,
P(o)k|k−1 (P(u,o)k|k−1)>
P
(u,o)
k|k−1 P
(u)
k|k−1
 . (5.15)
Next, we consider a likelihood function
fk(y˜k |xk) = fk(y˜k |x(o)k ) (5.16)
that solely depends upon the subspace x(o)k . Hence, x
(o)
k contains the observable state variables,
whereas x(u)k encompasses the unobservable state variables.
By combining (5.15) and (5.16), the posterior state density is proportional to
fk|k(xk) ∝ fk(y˜k |xk)fk|k−1(xk)
= fk(y˜k |x(o)k )fk|k−1(x(o)k ,x(u)k )
= fk|k−1(x
(u)
k |x(o)k )fk(y˜k |x(o)k )fk|k−1(x(o)k )
∝ fk|k−1(x(u)k |x(o)k )fk|k(x(o)k ) .
Note that fk|k−1(x
(u)
k |x(o)k ) is a conditionally Gaussian distribution with mean
xˆ
(u | o)
k|k−1 = xˆ
(u)
k|k−1 + Kk
(
x
(o)
k − xˆ(o)k|k−1
)
(5.17)
and covariance matrix
P
(u | o)
k|k−1 = P
(u)
k|k−1 −Kk
(
P
(u,o)
k|k−1
)>
, (5.18)
where
Kk = P
(u,o)
k|k−1
(
P
(o)
k|k−1
)−1
.
In fact, these are the Kalman filter equations. The posterior state density of subspace x(o)k is again
given by Bayes’ rule accoring to
fk|k(x
(o)
k ) =
fk(y˜k |x(o)k )fk|k−1(x(o)k )∫
RA
fk(y˜k |x(o)k )fk|k−1(x(o)k ) dx(o)k
.
However, like for the Bayesian update of the entire system state xk, the posterior fk|k(x
(o)
k ) is, in
general, not Gaussian even though fk|k−1(x
(o)
k ) is.
Now, the key idea is to obtain a Gaussian approximation of fk|k−1(x
(o)
k ) by applying PGF’s measure-
ment update solely on the subspace x(o)k . That is, we compute
fk|k(x
(o)
k ) ≈ N (x(o)k ; xˆ(o)k|k,P
(o)
k|k) (5.19)
with Algorithm 5.1, where xˆ(o)k|k−1 and P
(o)
k|k−1 are used as the prior. Then, based on the Gaussian
approximation (5.19), the posterior density of the entire system state can be approximated as a Gaussian
in closed form according to
fk|k(xk) ≈ fk|k−1(x(u)k |x(o)k )N (x(o)k ; xˆ(o)k|k,P
(o)
k|k)
= N
x(o)k
x
(u)
k
 ;
xˆ(o)k|k
xˆ
(u)
k|k
 ,
 P(o)k|k (P(u,o)k|k )>
P
(u,o)
k|k P
(u)
k|k
 ,
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with
xˆ
(u)
k|k = xˆ
(u)
k|k−1 + Kk
(
xˆ
(o)
k|k − xˆ
(o)
k|k−1
)
,
P
(u)
k|k = P
(u)
k|k−1 + Kk
(
P
(o)
k|k −P
(o)
k|k−1
)
K>k ,
P
(u,o)
k|k = KkP
(o)
k|k ,
Kk = P
(u,o)
k|k−1
(
P
(o)
k|k−1
)−1
.
(5.20)
The proof is given in Appendix C. From (5.20), it follows that the estimate for subspace x(u)k (and
the correlations with subspace x(o)k ) can be updated analytically given the updated state estimate for
subspace x(o)k . Moreover, the updated estimate will only differ from the prior one if correlations already
exist, i.e., if P(u,o)k|k−1 6= 0. Further, the mean only changes if xˆ
(o)
k|k 6= xˆ
(o)
k|k−1, while the covariance matrix
is only adapted if P(o)k|k 6= P
(o)
k|k−1.
An analogous semi-analytic measurement update explicitly formulated for Kalman filters exists [4,
App. E] and is also called state decomposition [50]. More precisely, the formulas (5.20) for updating
the unobservable state variables given an updated estimate for the observable variables are identical.
The only difference is how the updated estimate of the observable state variables is obtained, i.e.,
based on the Kalman filter update (3.8)–(3.9) or the PGF measurement update from Algorithm 5.1.
For particle filters, the approach of Rao–Blackwellization [56] exists, which is also called marginalized
particle filters [57]. Rao–Blackwellization exploits linear/Gaussian substructures in order to reduce the
runtime of the particle filters and at the same time improve their estimation quality. In particular, these
substructures include the special case of a likelihood function (5.16) that does not depend upon the
entire system state. Nevertheless, it is important to note that the PGF’s semi-analytic update is much
different from the approach taken by marginalized particle filters. For instance, a particle filter has to
perform the closed-form part of the update for each particle, whereas for our proposed semi-analytic
update the closed-form part has only to be performed once per update. Moreover, we additionally have
to update the correlation matrix P(u,o)k|k , which does not exist for a marginalized particle filter.
The proposed semi-analytic measurement update for the PGF offers several advantages. First, the
analytic treatment of the unobservable state variables improves the overall estimation quality. Second,
the PGF’s measurement update has to consider fewer state variables. On the one hand, a smaller state
space allows to use less samples M for an update. On the other hand, several Cholesky decompositions
and covariance matrix computations have to be conducted in each update. These are in O(N3) and
O(N2), respectively. Hence, reducing the considered state space also has a positive effect on the
PGF’s runtime. Third, in some situations the PGF can diverge when dealing with likelihood functions
with unobservable state variables. The new semi-analytic measurement update avoids this.
Finally, we want to point out that the proposed semi-analytic measurement update can be used by
any nonlinear estimator as long as its state estimate is Gaussian, e.g., the GPF. In such a case, the
Gaussian approximation (5.19) will be computed with the respective measurement update, and not
with the progressive update of the PGF. For instance, for the evaluation in Section 5.5.2, we will apply
the semi-analytic update to the GPF as well.
5.4 GPU-Accelerated Progressive Gaussian Filtering
For quite some time, sensors have been able to provide more and more measurements at a given time,
e.g., due to increased sensor resolutions. This is especially relevant to target tracking, where targets can
now be modeled as extended objects rather than only as a single point, e.g., see [79,82,86,88,150,151].
For example, Microsoft’s second-generation “Kinect for Windows” provides per frame a point cloud
encompassing up to 200 000 points at a rate of 30 frames per second. However, processing such vast
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amount of measurements must not take longer than ≈ 33 ms to operate in real time. Even though the
PGF is a great improvement over particle filters regarding computational demands, dealing with those
requirements call for an efficient and powerful implementation.
Formally, we have the problem to process at time step k a set of Yk ∈ N+ noisy measurements
Yk = {y˜(1)k , . . . , y˜(Yk)k } ,
which are related to the hidden system state by means of the likelihood function fk(Yk |xk). Under
the common assumption of mutually independent measurement noise, the likelihood simplifies to
fk(Yk |xk) =
Yk∏
j=1
f
(j)
k (y˜
(j)
k |xk) ,
where f (j)k denotes the likelihood for the j
th measurement. For the log-likelihood, we then have
log(fk(Yk |xk)) =
Yk∑
j=1
log
(
f
(j)
k (y˜
(j)
k |xk)
)
. (5.21)
So a first insight is that likelihood functions have the advantage that the computational effort for
their evaluation only increases linearly in the number of measurements, and so hopefully the overall
computational effort of the PGF increases only linearly as well. A problem might be that many
measurements will likely result in a very narrow likelihood function fk(Yk |xk), which can lead to
more recursion steps of the PGF if the prior uncertainty is rather large compared to the spread of the
likelihood. This can especially be the case when starting the estimation process due to the usually
large uncertainty of an initial estimate. Nevertheless, if the PGF has conducted some measurement
updates, the posterior will become narrow as well, leading to fewer recursion steps. Second, we can
independently evaluate log
(
f
(j)
k (y˜
(j)
k |x(i)k )
)
for each combination of measurement y˜(j)k and state
sample x(i)k , i.e., the likelihood evaluation can be easily parallized.
The linearity is a great advantage over Kalman filters, where the computational burden increases
cubically in the number of measurements. In case of nonlinear systems, those need to stack all Yk
measurements to process them at once, e.g., as in Section 3.4.2. However, an increased measurement
dimension expands the measurement covariance Yk (3.11) we have to invert for the measurement
update (or analogously solve a linear system of equations). For instance, increasing the amount
of measurements by a factor of ten, it roughly takes 1 000 times longer to invert the measurement
covariance matrix. Of course, another advantage of using nonlinear estimators like the PGF is that we
avoid the linearization errors introduced by Kalman filters.
Although the properties of a likelihood function come in handy, a limiting factor when dealing with such
large number of measurements are still currently available central processing units (CPUs). Despite a
fairly easy parallelization for CPUs, e.g., by using OpenMP in C/C++ implementations [152], it is
limited due to the usual CPU setup of four to eight cores. Even widely used hardware improvements
such as hardware-based multithreading or single instruction multiple data (SIMD) instruction sets, e.g.,
SSE or AVX, can only mitigate this problem.
In contrast, today’s graphics processing units (GPUs) offer massive parallel computation capabilities
that can be fully utilized when processing thousands of measurements. Hence, in this section our goal
is to port the PGF’s measurement update to a GPU. Besides circumventing CPU limitations, another
advantage of using a GPU is the reduction of the CPU load and the possibility to then use it for other
tasks, e.g., measurement pre-processing. Practically, there are two options for implementing code on a
GPU: either the Open Computing Language (OpenCL), an open standard developed by the Khronos
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Group7 [153], or CUDA, a proprietary parallel computing platform and programming model developed
by the NVIDIA corporation [154].
5.4.1 Related Work
Utilizing the GPU for non-graphics-related computation is nowadays frequently used in scientific
computing such as parallel computations of large-scale linear algebra [155], machine learning [156],
or computer vision and image processing [157, 158].
Also nonlinear state estimators, that is, particle filters, are already ported to GPUs, where the most
challenging parts are resampling and random number generation, which are also the runtime bottle-
necks [159]. Additionally, due to the lack of a proper random number generator, in [159] the required
random numbers are computed on the CPU. Unfortunately, this caused a large amount of data that had
to be transferred to the GPU’s memory on every measurement update.
Due to this fact, the authors of [160] completely port a particle filter on a GPU by additionally
implementing a random number generator on their own. They use their GPU-accelerated particle
filter for a single target video tracking application, where their GPU version is about ten times faster
than their OpenMP version on a multi-core CPU. Fortunately, nowadays libraries for random number
generation on a GPU are available, e.g., the cuRAND library [161].
In [162], a real-time human motion tracking based on GPU-accelerated particle filters is presented.
Their original state estimation problem comprises 22 parameters, which is a demanding problem for a
particle filter. Thus, they split the state vector into five subspaces and applied a separate particle filter
to each subspace. Compared to the CPU implementation, the GPU implementation has a speedup of
about ten. However, although a GPU was used, the original estimation problem of 22 variables was
not tractable due to the many particles required for such a large state space. In contrast, for the PGF a
22D system state poses no problem as will be demonstrated in Section 5.5.3.
5.4.2 GPU Computing
When implementing non-graphics-related functions for a GPU, certain aspects have to be considered.
First of all, the workflow on a GPU is much different from a usual CPU. Typically, on modern CPUs
only a few instruction streams, i.e., threads, work in parallel. Despite of data/resources dependencies
between threads, e.g., read/write on the same memory location, those are executed independently.
Especially, this means that threads can follow code paths regardless of paths taken by other threads,
e.g., taken branches and called subroutines. In summary, CPUs are very efficient in cases where
different code paths have to be taken. They also are very fast when only a single thread is executed. By
contrast, today’s GPUs work much differently. They are optimized to execute the same code path many
times in parallel, each on different data. That is, the computational power comes from massive parallel
executions, not from faster individual code executions. This is because graphics-related operations
usually have to be executed multiple times on different data.
That means on the one hand, many (thousands) of threads work in parallel on a GPU. However, they
are tightly coupled. More precisely, threads are organized and executed in groups (typically 32 or 64
threads). All threads in a group have to follow the same code path. If threads follow different paths, the
instructions from all paths are executed one after another. Threads are only active during the execution
of their code paths and stalled during the execution of the other paths. For example, consider the case
where only a single thread of a group follows code path “A” and all other threads follow code path “B”.
First, path “A” is executed and only the single thread is active whereas all other threads are stalled
7The Khronos Group develops various open standards such as OpenGL.
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until the instructions from path “A” are executed. After that path “B” is executed. Now, only the single
thread is stalled and all other threads are active. Thus, in the worst case only a single thread is active at
a time, and thus the computational resources of the GPU are wasted. On the other hand, if only a few
threads are executed, e.g., because a problem cannot be massively parallized as expected by a GPU,
not only most of the GPU’s arithmetic logical units are not used, but also the few threads are usually
executed much slower compared to an execution on a CPU.
Hence, we give some general tips regarding GPU programming:
1. Commonly, GPUs and their memory are placed on extension cards that are connected with the
rest of the system via the PCI express bus. A GPU can only work on data that is available in
its own memory. Hence, before the GPU can perform arithmetic operations, the required data
has to be transferred, i.e., copied, from the CPU memory to the GPU memory. Unfortunately,
compared to the usual memory access latencies, the PCI express bus is very slow and copying
data between CPU and GPU memory can take milliseconds. Hence, the amount of data that has
to be copied between CPU memory and GPU memory should be reduced to a minimum.
2. The workflow in GPU computing is as follows. First, any required data is copied by a CPU
thread from the CPU memory to the GPU memory. Second, functions on the GPU are launched
by the CPU thread, which process and write data in the GPU memory. Finally, the resulting data
is copied from the GPU memory to the CPU memory.
3. Data transfer between CPU and GPU memory can be done in parallel to the actual computation
on today’s GPUs. This saves time as data required by future GPU functions can be transferred
while the GPU is still busy with the current function execution.
4. In order to maximally profit from the massive parallel execution capabilities of a GPU, it should
be kept busy with arithmetic operations by running hundreds or thousands of threads at the same
time in order to hide memory access latencies. In doing so, threads that have to wait for data to
be transferred between the GPU memory and the GPU caches/registers do not prevent the GPU
from conducting arithmetic operations as other threads can be processed, for which the required
data is already available.
5. To circumvent memory access latencies, it can also be favorable to conduct identical arithmetic
operations multiple times by different threads instead of sharing results between threads.
6. Due to the group execution model of threads, it is important to ensure that threads most times
follow the same code path, e.g., all threads of a group should take the same branches.
5.4.3 PGF Implementation on a GPU
After briefly describing workflow and design principles of GPUs, we now focus on porting the PGF’s
measurement update on a GPU. Of course, also the state prediction can be offloaded onto a GPU.
Nevertheless, the measurement update is the computational expensive part, especially when dealing
with thousands of measurements. Often it is necessary to transfer the filtered state estimate back to the
CPU anyway, e.g., to save and/or process it. In such a case, one can perform the state prediction on the
CPU and transfer the predicted estimate back to the GPU. This makes especially sense when the state
prediction can be performed in closed form, e.g., in case of linear system models like in our evaluation.
Although the measurement update of the PGF works recursively, we can still effectively utilize the
GPU, especially in case of many measurements per time step. In the following, we go step by step
through the update given by Algorithm 5.1. Blue marked lines denote operations that are moved to
the GPU. The other operations, marked as orange, will remain on the CPU. That is, not the entire
procedure will be moved to the GPU as will be explained below.
96 5 The Progressive Gaussian Filter (PGF)
4.3 3.9 −1.5 0.2 −5.1 9.8 7.5 −3.5
+ + + +
8.2 −1.3 4.7 4.0
+ +
6.9 8.7
+
15.6
Figure 5.6: Parallel reduction scheme for the addition (here with three stages). All operations per
reduction stage are performed in parallel. Other reductions such as “<” or “>” can be
parallelized in the same way.
1. We copy all relevant data from CPU memory to GPU memory: predicted state mean xˆk|k−1
and predicted state covariance matrix Pk|k−1, the pre-computed samples {s(i)}Mi=1 stored in a
matrix according to
S =
[
s(1) · · · s(M)] ∈ RN×M ,
the measurements Yk, and maybe other likelihood related data such as noise covariance matrices.
Note that if the samples S do not change over time, e.g., dimension or number of samples, they
only have to transferred once to the GPU memory for the entire program execution. Thus, their
transfer yield no additional runtime overhead during the actual state estimation, as will be the
case in our evaluation.
2. The while loop (line 5) itself is executed on the CPU, i.e., it enqueues all the necessary function
calls on the GPU and manages the data transfer between CPU and GPU.
3. We have to compute the Cholesky decomposition Lk of the current covariance matrix Pk|k
(line 6). Unfortunately, the Cholesky decomposition is an iterative procedure, and hence only the
involved data can be read and written in parallel. The decomposition itself has to be computed
by a single thread, which, however, is still faster than performing the decomposition on the CPU
(including the required data transfer).
4. The samples x(i)k are obtained by performing a parallelized matrix-matrix multiplication of Lk
and S, and subsequently by performing a parallelized column-wise addition of the current mean
xˆk|k (line 7). The result is a matrix Mk ∈ RN×M , which stores the samples x(i)k column-wise.
5. Evaluating the log-likelihood can basically be performed in parallel (line 8). However, the
evaluation depends on the concrete likelihood function. A general approach for log-likelihoods
(5.21) is to launch threads over all combinations of sublikelihoods f (j)k and state samples x
(i)
k ,
which store their values in a large matrix Vk ∈ RYk×M . Then, we column-wise sum up to get
the final log-likelihood values. These sums can be completely obtained in parallel per column,
i.e., per sample, but also the summation itself can be parallelized. This parallelization is done by
the common tree-like parallel reduction scheme that requires only a logarithmic runtime in the
number of values (Yk in our case), e.g., see [159]. The reduction scheme is also illustrated in
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Figure 5.6. We will address the log-likelihood computation in more detail during the evaluation
in Section 5.5.4, when a concrete likelihood has to be implemented.
6. We combine excluding zero likelihood values and finding the values z(sk)k and z
(lk)
k (lines 9–11)
by again making use of parallel reductions (now with “<” and “>”). This is done as follows. A
zero likelihood value will cause a log-likelihood value of −∞. Regarding finding the maximum,
we are fine as any finite value will be favored over −∞. In case of finding the minimum, we
first have to check if one of the operands is −∞. If so, the other operand (the finite one) will
be defined as the smaller one. In case of both operands are −∞, it will be used in the next
comparison. In doing so, z(sk)k and z
(lk)
k will only be equal to −∞ if all log-likelihood values
are −∞. Note that we do both finding the minimum and finding the maximum in parallel.
7. We copy the two scalars z(sk)k and z
(lk)
k to CPU memory. On the CPU, we check for equality and
abort the update if necessary (lines 12–14)8. Then, we compute the step size ∆ (lines 15–18),
and copy it to the GPU memory.
8. On the GPU, we compute the weights ω˜(i)k in parallel for each sample (line 19). The normaliza-
tion constant ω˜k is again computed by using the tree-like parallel reduction scheme, now with
the sum operator instead of the comparison operators (line 20). The subsequent sample weight
normalization is performed in parallel and the resulting weights ω(i)k are stored in the vector
ωk ∈ RM (line 21).
9. We compute the new state mean by simply performing a parallelized matrix-vector multiplication
xˆk|k = Mkωk (line 22). To get the new covariance matrix (line 23), we first do a parallel
column-wise subtraction of Mk with xˆk|k, which is stored in the matrix Ak ∈ RN×M . Next,
a parallel row-wise multiplication of ωk and Ak yields the matrix Bk. Finally, we do the
parallelized matrix-matrix multiplication Pk|k = BkA>k .
10. Before the CPU thread launches the next recursion step, we increase γ (line 24).
11. Finally, after all recursion steps are conducted, we transfer the posterior estimate xˆk|k and Pk|k
from the GPU memory to the CPU memory.
In summary, during the measurement update we only have interact with the CPU thread to compute
the step size ∆ and to launch all the GPU tasks. Moreover, only a few scalars are exchanged between
CPU memory and GPU memory during the update, namely z(sk)k , z
(lk)
k , and ∆. It should also be noted
that newer OpenCL and CUDA versions can launch GPU tasks directly from other GPU tasks. This
means that the entire loop (lines 5–25) is executed on the GPU. In doing so, there is no interaction
with the CPU thread during a measurement update at all.
5.5 Evaluation
In a first evaluation, we compare the performance of the proposed PGF with various configurations
of the PGF 42 and state-of-the-art particle filters by means of estimating pose and shape of a stick
target. Second, we track a target in 2D to investigate the effect of the semi-analytic measurement
update on the PGF and other Gaussian estimators. After that, we use the PGF to track an airplane
in a third evaluation. This includes the derivation of a closed-form likelihood in order to deal with
star-convex-shaped extended objects. The last evaluation is dedicated to the GPU-accelerated PGF. We
develop a novel likelihood function for tracking pose and extent of a sphere that exploits geometrical
relationships between sensor, object, and measurement. Based on this likelihood, we track a sphere
with tens of thousands of measurements generated by several simulated Kinect cameras.
8Note that the equality check includes the special case z(sk)k = z
(lk)
k = −∞, which means Zk is empty.
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Figure 5.7: Considered stick target model. For better readability, we omitted the time index k.
5.5.1 Tracking a Stick Target in 2D
We consider estimating pose, shape, and motion parameters of a stick target in the xy-plane, e.g., a
moving vessel. The target is modeled as shown in Figure 5.7, while the complete system state
xk = [p
>
k , αk, lk, νk, α˙k]
>
consists of
• position pk = [p(x)k , p(y)k ]> in m,
• orientation αk in rad,
• length lk in m,
• speed νk in m/s along the target’s heading, and
• turn rate α˙k in rad/s.
The target’s motion is described by a nonlinear constant velocity/turn rate model and changes in its
length by a random walk according to
xk = a(xk−1,w) =

p
(x)
k−1 + cos(αk|k−1) ·∆t · νk|k−1
p
(y)
k−1 + sin(αk|k−1) ·∆t · νk|k−1
αk|k−1
lk−1 + w(l)
νk|k−1
α˙k|k−1

,
with
αk|k−1 = αk−1 + ∆t · α˙k|k−1 ,
νk|k−1 = νk−1 + w(ν) ,
α˙k|k−1 = α˙k−1 + w(α˙) ,
time period ∆t = 0.1 s, and time-invariant zero-mean Gaussian noise w = [w(l), w(ν), w(α˙)]> with
covariance matrix Q = diag(10−1, 5, 10−1).
We simulate the target’s trajectory including changes in its length over 100 time steps as depicted in
Figure 5.8(a). In each time step k, we generate Yk noisy Cartesian measurements Yk = {y˜(j)k }Ykj=1,
which are uniformly distributed over the target. Moreover, the amount of measurements is proportional
to the current length of the target, that is, a smaller target will result in a smaller number of measure-
ments, see Figure 5.8(b). A measurement y˜(j)k is assumed to be generated according to the spatial
distribution model [80]
yk = h(xk, u
(j)) + v
(j)
k = pk + u
(j) · lk
[
cos(αk)
sin(αk)
]
+ v
(j)
k ,
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(b) Number of available measurements Yk.
Figure 5.8: Considered stick target tracking scenario.
with white scaling noise u(j) ∼ U(−1, 1) and additive time-invariant zero-mean white Gaussian
noise v(j)k with covariance matrix R = I2. Moreover, u
(j) and v(j)k are mutually independent. The
corresponding likelihood function is given by
f(Yk |xk) =
Yk∏
j=1
f (j)(y˜
(j)
k |xk) , (5.22)
with individual likelihoods
f (j)(y˜
(j)
k |xk) =
∫
R2
∫
R
δ(y˜
(j)
k − h(xk, u(j))− v(j)k ) ·
U(u(j) ;−1, 1) · N (v(j) ; 0,R) du(j) dv(j)
=
∫
R
N (y˜(j)k − h(xk, u(j)) ; 0,R) · U(u(j) ;−1, 1) du(j) .
(5.23)
In order to evaluate the likelihood (5.22), we approximate the remaining integral in (5.23) by
equidistantly sampling the uniform noise u(j).
We evaluate the following estimators:
• the PGF,
• the PGF 42 with forced sample weight ratio R = 0.1,
• the PGF 42 using the likelihood (5.22) and forced sample weight ratio R = 1101 ,
• the PGF 42 using the likelihood (5.22) and forced sample weight ratio R = 0.1,
• the PGF 42 using the likelihood (5.22) and forced sample weight ratio R = 0.5,
• the GPF with 104 particles,
• the SIRPF with 104 particles and resampling threshold of 0.9 (normalized ESS), and
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• the RPF with 104 particles and resampling threshold of 0.9 (normalized ESS).
Although the original PGF 42 does not work with a given likelihood function, we configure some
PGF 42 instances to directly use the likelihood (5.22) instead of estimating the non-additive noise vari-
ables u(j). Thus, those filters work more like the proposed PGF, but still rely on the forward/backward
updates and user-defined forced sample weight ratios R. The idea behind these PGF 42 variants is to
allow for a more comprehensive evaluation of the proposed PGF.
Due to the time-varying number of measurements, the PGF 42 also estimates a time-varying joint
space [x>k , u
(1), . . . , u(YK)]> of Dk = 6+Yk dimensions. We configure the PGF 42 to use an adaptive
number of 10 · Dk samples for a measurement update, i.e., depending on the dimension Dk. The
PGF and the PGF 42 variants using the likelihood function use 101 samples for a measurement
update. Moreover, the PGF and all PGF 42 variants employ 91 samples for the nonlinear time update.
In addition, for all PGF 42 variants we have to quantify the maximum allowed deviation between
successive intermediate Gaussians in order to accept or reject a computed step size ∆. We choose to
rely on the maximum norm and accept a step size if
‖xˆk|k(γ)− xˆk|k(γ + ∆)‖∞ ≤ 0.5
and
‖Pk|k(γ)−Pk|k(γ + ∆)‖∞ ≤ 0.5
holds.
We perform 200 Monte Carlo runs on a system with Intel Core i7-3770 CPU (3.4 GHz, 4 cores,
8 threads). Additionally, the evaluation of the likelihood function is effectively parallelized with
OpenMP for all estimators. In each run, we initialize the estimators with the density
f0|0(x0) = N (x0 ; [0, 0, 0, 1, 0, 0]>, diag(10 I2, 0.5, 1, 0.1, 0.1)) .
First, we compare the PGF with the different PGF 42 variants regarding estimation quality, number of
performed recursion steps, and runtime. In Figures 5.9(a)–5.9(c) the position RMSE, the orientation
RMSE, and the length RMSE are shown. On the one hand, it can be seen that the original PGF 42 has
certain problems estimating the stick target’s pose and shape. On the other hand, all other estimators
perform very well on a quite similar level. Only at time steps where the target abruptly changes its
shape, i.e., k = 20, k = 40, and k = 80, their length errors increase for a short time. From this, we
can conclude that the additional forward/backward updates of the PGF 42 do not yield any significant
benefit regarding the estimation quality. Also the forced sample weight ratio R has only a marginal
effect on the estimation performance, e.g., see the position errors and orientation errors at time step
k = 10.
However, when looking at the average number of recursion steps required by each filter (see Fig-
ure 5.9(d)) we notice exceptional differences. Even though the PGF 42 with ratio R = 1101 uses the
same ratio as the PGF (due to the PGF’s heuristic selecting R) it needs approximately twice the number
of recursion steps for a measurement update due to the forward/backward updates. Moreover, the
PGF 42 with ratio R = 0.5 requires even more recursion steps, while it has only a limited effect on
the estimation quality. These results also underline the fact that a larger ratio R leads to smaller step
sizes ∆ and consequently to more recursion steps. Furthermore, the original PGF 42 need significantly
more recursion steps than the other estimators. Its number of recursion steps heavily depends on
the number of measurements Yk as the amount of variables Dk to be estimated also depends on Yk
(compare Figures 5.8(b) and 5.9(d)).
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Figure 5.9: Results of the stick target tracking evaluation (PGF vs. PGF 42).
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Figure 5.10: Results of the stick target tracking evaluation (PGF vs. particle filters).
Finally, we analyze the average filter runtimes depicted in Figure 5.9(e). First of all, these reflect the
individual number of required recursion steps. Additionally, the runtimes exhibit a strong correlation
with the number of measurements as the likelihood evaluations themselves require more time for a
larger amount of measurements. Nonetheless, a measurement update of the PGF 42 takes significantly
longer than the updates of all other estimators. This can be explained by its larger amount of used
samples and an overall larger number of recursion steps.
Now, we analyze how the PGF compares to the particle filters. Again, we first assess the respective
estimation quality by means of position RMSE, orientation RMSE, and length RMSE, see Figures
5.10(a)–5.10(c). Regarding all three quality measures, the SIRPF is the worst of all estimators. The
RPF delivers much better results, but cannot reach the quality of the well performing GPF and PGF.
Nevertheless, the PGF performs always a little bit better than the GPF. When additionally taking the
filter runtimes (see Figure 5.10(d)) into account, the PGF with its remarkable fast execution time is
by far the best of all estimators. Moreover, the PGF’s runtime is nearly unaffected by the changing
amount of measurements, whereas the runtimes of the particle filters are highly correlated with the
5.5 Evaluation 103
number of processed measurements. Although the studied particle filters have different resampling
strategies, all of them have almost the same execution times due to the same number of used particles.
5.5.2 Tracking a Target in 2D
Next, we analyze the impact of the proposed semi-analytic measurement update on both estimation
quality and runtime of the PGF. This is done by a target tracking scenario in the xy-plane. The target is
described by the hidden system state
xk =
x(o)k
x
(u)
k

consisting of
• target position x(o)k = [p(x)k , p(y)k ]> in m and
• their velocities and accelerations x(u)k = [p˙(x)k , p˙(y)k , p¨(x)k , p¨(y)k ]> in m/s and m/s2, respectively.
Analogous to the distributed target tracking in Section 4.4.1, we model the target’s motion with a
constant acceleration model according to
xk = Axk−1 + Bw , (5.24)
with matrices
A =
I2 ∆t I2 12∆t2 I20 I2 ∆t I2
0 0 I2
 , B =
12∆t2 I2∆t I2
I2
 ,
time period ∆t = 0.01 s, and time-invariant zero-mean white Gaussian noise with covariance matrix
Q = diag(10−2, 10−2).
Over time, we get a noisy position measurement in polar coordinates according to
yk = h(x
(o)
k ) + v =
√(p(x)k )2 + (p(y)k )2
atan2(p
(y)
k , p
(x)
k )
+ v , (5.25)
where atan2 denotes the four-quadrant inverse tangent and v time-invariant zero-mean white Gaussian
noise with covariance matrix R = diag(10−2, 10−4). The corresponding likelihood function is given
in closed form by
f(y˜k |x(o)k ) = N (y˜k − h(x(o)k ) ; 0,R) . (5.26)
From (5.26), we see that x(o)k contains the observable variables of the system state, while x
(u)
k
comprises the unobservable ones.
We evaluate the following estimators:
• the PGF with M = 101 samples,
• the semi-analytic PGF with M = 51 samples,
• the S2KF with 101 samples,
• the semi-analytic S2KF with 101 samples,
• the GPF with 104 particles, and finally
• the semi-analytic GPF also with 104 particles.
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Figure 5.11: Results of the target tracking evaluation.
That is, we also execute a S2KF and a GPF with semi-analytic measurement updates. Due to the linear
system model (5.24), the state prediction is computed in closed form for all filters. We perform 100
Monte Carlo runs on a system with Intel Core i7-3770 CPU (3.4 GHz, 4 cores, 8 threads). In each run,
we initialize all filters with
f0|0(x0) = N (x0 ; [1, 1, 0, 0, 0, 0]>, 10 I6) .
Additionally, the true system state is initialized by randomly drawing a realization of f0|0. Then, we
simulate the temporal behavior of the system for 200 time steps by propagating the current system
state, together with a random realization of w, through the system model (5.24). Furthermore, in each
time step we simulate a noisy measurement y˜k by evaluating (5.25) together with a random realization
of v.
We compare the performance of the estimators by computing the RMSE of target position [p(x)k , p
(y)
k ]
>,
target velocity [p˙(x)k , p˙
(y)
k ]
>, and target acceleration [p¨(x)k , p¨
(y)
k ]
>, respectively. The results are shown
in Figures 5.11(a)–5.11(c). First of all, we notice that the S2KF completely fails to estimate the
system state. Its semi-analytic variant can only slightly mitigate this, if at all. Please note that the
S2KF acts here as representative estimator for the class of Kalman filters. Other Kalman filters should
perform similarly. Further, the GPF also has serious estimation problems, especially for the position.
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However, the semi-analytic GPF can estimate all state variables quite well. Regarding the PGF, both
variants perform also very well. In the first 100 time steps, they are better than the semi-analytic GPF.
Especially, the acceleration error of the semi-analytic PGF is even smaller than the error of the standard
PGF, although it uses only half the number of samples.
In Figure 5.11(d), the average filter update runtimes are plotted. Here, we see that the GPF with its
many particles has the worst runtime. Interestingly, the semi-analytic GPF with the same number of
particles performs better. This can be explained with the reduced overhead for computing sample mean
and sample covariance to obtain the posterior state estimate, i.e., now with N = 2 instead of N = 6 as
the other parts are handled analytically. For the PGF, such effect cannot be seen, but we notice the
adaptively chosen number of recursion steps. In the beginning, where the uncertainty is large, we are
even slower than the GPF. However, after a few time steps the PGF converges to a very fast execution.
Thus, for this scenario its semi-analytic version yields no runtime improvement due to the rather small
system state and the small amount of samples. Nevertheless, the PGFs are faster than both S2KFs
(after convergence). All in all, the semi-analytic PGF delivers the best estimation quality, while being
the fastest estimator.
5.5.3 Tracking an Airplane in 2D
In this evaluation, we consider estimating pose and shape of a 2D extended object based on noisy
Cartesian measurements originating from its surface. Compared to the evaluation from Section 5.5.1,
where we knew that the object was shaped like a stick, here we have no prior information about the
object’s shape except that it maybe exhibit some sort of symmetry.
Common approaches to deal with an a priori unknown object shape is to approximate it
• as an ellipse using random matrices [81, 82] or elliptic RHMs [83],
• as a star-convex shape using star-convex RHMs [84, 88, 150, 163], or
• as a non-convex polygon using level-set RHMs [87, 89].
The advantage of a star-convex RHM is its quite effective shape approximation, while being rather
simple to implement. Nevertheless, state-of-the-art approaches use star-convex RHMs only in com-
bination with linear filters. Thus, in order to allow for an improved estimation quality, our goal is to
apply the PGF to a star-convex RHM. However, a computationally efficient implementation requires a
closed-form likelihood function. Consequently, in the following we first introduce star-convex RHMs,
second derive a closed-form likelihood for star-convex RHMs, and finally use it for tracking pose and
shape of a moving airplane.
Star-Convex Random Hypersurface Models
When tracking pose and shape of a 2D extended object with the aid of a star-convex RHM, the
object’s pose is described by position pk = [p
(x)
k , p
(y)
k ]
> and orientation αk, while the object’s shape is
described by a radial function that specifies the distance from the object position to any point on the
object boundary. This radial function is given by the Fourier series
r(ck, φ) =
a
(0)
k
2
+
F∑
j=1
a
(j)
k cos(jφ) + b
(j)
k sin(jφ)
that is parameterized with a fixed number of 2F + 1, F ∈ N, Fourier coefficients
ck =
[
a
(0)
k , a
(1)
k , b
(1)
k , . . . , a
(F )
k , b
(F )
k
]> ∈ R2F+1
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Figure 5.12: Star-convex random hypersurface model. For better readability, the time index k is
omitted.
and is evaluated for an angle φ ∈ R. The object surface is then given by the set of all points within the
object boundary, see Figure 5.12. Consequently, the system state of the extended object encompasses
the shape and pose parameters according to
xk =
ckpk
αk
 ,
where the number of Fourier coefficients has to be determined a priori by the user.
In order to estimate the system state xk using a Cartesian measurement y˜k = [y˜
(x)
k , y˜
(y)
k ]
> that
originates from the object’s surface, we rely on the nonlinear measurement model
yk = h(xk, y˜k, s) + vk = pk + s · r(ck, ψk)
[
cos(βk)
sin(βk)
]
+ vk , (5.27)
with white multiplicative noise s ∈ [0, 1], additive zero-mean white Gaussian noise vk with covariance
matrix Rk, and
ψk = βk − αk ,
βk = atan2(d
(y)
k , d
(x)
k ) ,
dk = [d
(x)
k , d
(y)
k ]
> = y˜k − pk ,
see Figure 5.12. As the radial function solely represents the object boundary, the multiplicative noise s
scales r to be able to cover all points on the object surface, not only the points on its boundary. In
addition, it is assumed that s is independent of the system state and the additive noise vk. Also note
that the measurement model (5.27) depends on the received measurement y˜k, i.e., we use a greedy
measurement association like we already did for the cylinder tracking in Section 3.4.2.
What is still missing is a proper distribution of the multiplicative noise s. Here, we assume that
measurements are uniformly distributed over the entire object shape, which leads to the multiplicative
noise s = g(u) =
√
u, with u ∼ U(0, 1), see [83, 163]. According to the fundamental theorem of
transforming a random variable, e.g., see [106, Sec. 5.2], the PDF of s is given by
fs(s) =
1
|g′(s2)|U(s
2 ; 0, 1) = 2s · U(s2 ; 0, 1) =
{
2s , s ∈ [0, 1]
0 , elsewhere
.
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Figure 5.13: Star-convex random hypersurface model with x-axial symmetry. For better readability,
the time index k is omitted.
Based on this star-convex RHM, we derived a closed-form likelihood function in [185], which is easily
applicable to nonlinear filters. However, in this thesis we additionally want to exploit possibly known
object shape reflection symmetries in order to improve the overall estimation quality as it is done for
linear filters in [163]. For simplicity, we merely consider a 1-axial reflection symmetry. Specifically,
we assume that the object shape is symmetric with respect to the object’s local x-axis. Nevertheless,
this approach can be extended more sophisticated reflection symmetries as shown in [163].
We incorporate the desired x-axial symmetry by first rewriting the measurement model (5.27). More
precisely, we transform the received measurement y˜k to the object’s local coordinate system according
to
lk =
[
l
(x)
k
l
(y)
k
]
=
[
cos(αk) sin(αk)
− sin(αk) cos(αk)
]
dk .
With lk, we can then compute the angle
ψk = atan2(l
(y)
k , l
(x)
k )
and also avoid the computation of βk due to[
cos(βk)
sin(βk)
]
=
dk
‖dk‖2
.
Based on these, we get an equivalent formulation of (5.27) according to
yk = h(xk, y˜k, s) + vk = pk + s · r(ck, ψk)
dk
‖dk‖2
+ vk . (5.28)
Second, we split the object boundary, and thus the entire object shape, in a non-redundant part and a
redundant part. The non-redundant part consists of all points with a non-negative y component, while
the redundant part encompasses all points with a negative y component. Third, we take the absolute
value of l(y)k in order to flip measurements lk from the redundant part into the non-redundant part and
determine the angle for evaluating the radial function according to
ψ∗k = atan2(|l(y)k |, l(x)k ) .
By replacing ψk with ψ∗k in (5.28), we have completely implemented the x-axial symmetry, see
Figure 5.13. In doing so, we effectively evaluate r solely for angles ψ∗k ∈ [0, pi] and mirror the radial
function at the local x-axis.
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Closed-Form Likelihood for Nonlinear Filters
After discussing the generative model for (symmetric) star-convex RHMs, we have to derive a closed-
form likelihood function from it. Using the sifting property of the Dirac-δ distribution, the likelihood
for (5.28), including its symmetric variant, is given by
f(y˜k |xk) =
∫
R
∫
R2
δ(y˜k − (h(xk, y˜k, s) + vk)) · N (vk ; 0,Rk) · f s(s) dvk ds
=
∫
R
N (y˜k − h(xk, y˜k, s) ; 0,Rk) · f s(s) ds .
(5.29)
Also the remaining integral in (5.29) can be solved analytically leading to a closed-form likelihood,
where analytically still implies evaluations of the error function erf . However, the resulting expression
(and especially its log-likelihood) is not numerically stable for larger differences y˜k − h. Hence, to
circumvent this, we approximate the triangle distribution of s as Gaussian distribution by means of
moment matching like it is usually done when using RHMs in combination Kalman filters. That is, we
use the approximation
fs(s) ≈ N (s ; sˆ,Σ(s)) , (5.30)
with mean sˆ = 23 and variance Σ
(s) = 118 . By replacing f
s with (5.30) in (5.29), we get the likelihood
function
f (sc)(y˜k |xk) =
∫
R
N (y˜k − h(xk, y˜k, s) ; 0,Rk) · N (s ; sˆ,Σ(s)) ds . (5.31)
for which a numerically stable closed-form solution can be obtained.
Theorem 5.1: Star-Convex RHM Likelihood
A closed-form solution for the star-convex RHM likelihood function (5.31) is given by
f (sc)(y˜k |xk) =
zk√
1 + ukΣ(s)
exp
(
−1
2
(
sˆ− tkuk
)2(
1
uk
+ Σ(s)
)) , (5.32)
where
zk =
1
2pi
√|Rk| exp
(
−1
2
(
qk − t
2
k
uk
))
,
uk = b
>
k R
−1
k bk ,
tk = d
>
k R
−1
k bk ,
qk = d
>
k R
−1
k dk ,
bk = r(ck, ψk)
dk
‖dk‖2
,
r(ck, ψk) =
a
(0)
k
2
+
F∑
j=1
a
(j)
k cos(jψk) + b
(j)
k sin(jψk) ,
ψk =
{
atan2(|l(y)k |, l(x)k ) , if use x-axial symmetry
atan2(l
(y)
k , l
(x)
k ) , otherwise
,
lk =
[
cos(αk) sin(αk)
− sin(αk) cos(αk)
]
dk, ,
dk = y˜k − pk .
Proof. The proof is given in Appendix D. 
5.5 Evaluation 109
200 400 600 800 1000 1200 1400
-200
0
200
x in m
y
in
m
k = 120
k = 200
k = 300k = 440
k = 500
Figure 5.14: Nonlinear trajectory (green curve) of the airplane to be estimated (blue). Important
changes in the trajectory are marked with red dots.
Note that the logarithm of the closed-form star-convex RHM likelihood (5.32) can be effectively
computed according to
log
(
f (sc)(y˜k |xk)
)
=− log(2pi)− 1
2
log(|Rk|)− 1
2
(
qk − t
2
k
uk
)
− 1
2
log1p(ukΣ
(s))− 1
2
(
sˆ− tkuk
)2(
1
uk
+ Σ(s)
) ,
where log1p(x) denotes the more accurate implementation of log(1 + x). An implementation of
log1p(x) can be found, for example, in the C standard library or in MATLAB.
Simulation
We evaluate the proposed analytic star-convex RHM likelihood by means of tracking pose and shape
of a moving airplane. The airplane has a wingspread of 100 m and flies with a constant velocity
along a nonlinear path for 600 time steps as depicted in Figure 5.14. Note that the airplane does not
exhibit a star-convex shape. Hence, the estimates based on the star-convex RHM can merely be an
approximation of the true airplane shape.
For an adequate state prediction, we extend the system state with additional motion parameters leading
to the 20D system state
xk =
[
c>k ,p
>
k , αk, νk, α˙k
]>
,
consisting of
• 15 Fourier coefficients, i.e., F = 7, ck in m,
• the airplane position pk in m,
• the airplane orientation αk in rad,
• the airplane speed νk in m/s along the its heading, and
• the airplane turn rate α˙k in rad/s.
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Analogous to the stick target tracking in Section 5.5.1, we describe the airplane’s motion with a
nonlinear constant velocity/turn rate model and changes in the Fourier coefficients with a random walk
according to
xk = a(xk−1,w) =

ck−1 +w(c)
p
(x)
k−1 + cos(αk|k−1) ·∆t · νk|k−1
p
(y)
k−1 + sin(αk|k−1) ·∆t · νk|k−1
αk|k−1
νk|k−1
α˙k|k−1

,
with
αk|k−1 = αk−1 + ∆t · α˙k|k−1 ,
νk|k−1 = νk−1 + w(ν) ,
α˙k|k−1 = α˙k−1 + w(α˙) ,
time period ∆t = 1 s, and time-invariant zero-mean white Gaussian noisew = [(w(c))>, w(ν), w(α˙)]>
with covariance matrix Q = diag(10−2 I15, 10−7, 10−5).
In each time step k, we get a set of Y = 200 random measurements Yk = {y˜(j)k }Yj=1 that originate
from the airplane’s surface and are disturbed by additive noise with covariance matrix R = I2. We
process all measurements in a single filter step. Nonlinear filters use the log-likelihood
log
(
f(Yk |xk)
)
=
Y∑
j=1
log
(
f (sc)(y˜
(j)
k |xk)
)
,
while the S2KF use a stacked measurement vector in combination with the signed-distance-based
star-convex RHM proposed in [163]. Further, as we know that the airplane to be tracked has a reflection
symmetry with respect to its longitudinal axis, we use the 1-axial symmetric star-convex RHMs for
both the nonlinear filters and the S2KF.
We evaluate the following nonlinear and linear estimators:
• the PGF with 201 and 401 samples for prediction and filter step, respectively,
• the GPF with 105 particles,
• the RPF with 105 particles and resampling threshold 0.9 (normalized ESS), and
• the S2KF with 201 and 2 001 samples for prediction and filter step, respectively.
We perform 100 Monte Carlo runs on a system with Intel Core i7-3770 CPU (3.4 GHz, 4 cores,
8 threads). Additionally, the evaluations of the likelihood function and the stacked measurement
equation are effectively parallelized with OpenMP. In each run, we initialize all estimators based on
the first set of available measurements Y0. Specifically, we compute mean and covariance matrix
pˆ =
1
Y
Y∑
j=1
y˜
(j)
0 ,
Σ(p) =
1
Y
Y∑
j=1
(
y˜
(j)
0 − pˆ
)(
y˜
(j)
0 − pˆ
)>
,
for the initial airplane position, and the largest distance
dmax = max
j=1,...,Y
‖y˜(j)0 − pˆ‖2
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for the initial shape estimate. With these, we construct an initial Gaussian estimate
f0|0(x0) = N (x0 ; xˆ0|0,P0|0) ,
where
xˆ0|0 = [2dmax, 0, . . . , 0, pˆ>, 0, 0, 0]> ,
P0|0 = diag(102, 10, . . . , 10,Σ(p), 10−8, 103, 10−8) .
Thus, the initial airplane shape is initialized as circle of radius dmax.
Results
We assess the estimation performance of each filter by means of the “intersection over union” (IoU)
measure [164]. The advantage of IoU measure is that it combines pose and shape estimate of a filter to
a single key figure. Let Gk ⊂ R2 denote the area of the airplane at time step k, i.e., the ground truth,
and E(r)k ⊂ R2 the area of a star-convex object estimated by one of the investigated filters at time step
k from the rth simulation run. The IoU measure m(r)k for time step k and r
th simulation run is then
defined as
m
(r)
k :=
∫
Gk∩E(r)k
dx dy∫
Gk∪E(r)k
dx dy
, 0 ≤ m(r)k ≤ 1 .
A value of m(r)k = 0 means no overlap of airplane and estimated star-convex object, whereas a value
of m(r)k = 1 means both overlap perfectly. Thus, the larger the IoU measure the better an estimate
approximates pose and shape of the airplane. However, keep in mind that due to the airplane’s
non-star-convex shape a value of 1 cannot be achieved by any of the investigated estimators.
The average IoU measures over all simulation runs are shown in Figure 5.15(a). It can be seen that
the particle filters perform much worse than the PGF and the S2KF although they use hundreds of
thousands of particles. In fact, the GPF is the worst estimator, whereas and the PGF is the best one.
Nevertheless, the S2KF performs very similar to the PGF in some situations. Furthermore, various
noticeable drops in the IoU measures can be observed for all estimators. Those occur after significant
changes in the airplane’s trajectory such as (fast) turns, e.g., for k = 300 or k = 440. Due to the
divergence of particle filters in several simulation runs, we additional consider the median of the IoU
measures over all simulation runs in order to exclude those runs from the results, see Figure 5.15(b).
On the one hand, we notice that the values of the PGF and the S2KF are nearly identical to their average
IoU measures. Hence, both do not seem to have severe outliers. On the other hand, the particle filters
now have much better IoU measures at the beginning, which come even very close to those of the PGF
and the S2KF. However, after the airplane’s fast turn at time step 500, the RPF and the GPF completely
lose the track indicated by an instantly drop in their IoU measures to nearly 0. All these results are
also illustrated by visualizing the respective filter estimates from a simulation run in Figure 5.16.
Next, we consider the runtimes of all estimators, see Figure 5.15(c). By no surprise, the particle
filters with their huge amount of particles are 40 times slower than the PGF and the S2KF, while at
the same time delivering much worse estimation results. The PGF is most times a little bit faster than
the S2KF. However, the PGF’s execution time also has some peeks, e.g., for k = 500. This is due
to the adaptive number of recursion steps performed by the PGF: in case of abruptly changes in the
airplane’s trajectory, the measurement update is more complex, which is inherently reflected by the
number of recursion steps. In fact, the PGF’s adaptive measurement updates are the reason for its
superior estimation quality. In summary, the PGF yields the best compromise of estimation quality and
execution time. Nevertheless, the S2KF comes very close. The investigated particle filters are by far
the worst estimators regarding both estimation performance and runtime.
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Figure 5.15: Results of the airplane tracking evaluation.
5.5.4 Tracking a Sphere in 3D
In the last evaluation, we analyze how a proper GPU implementation can accelerate the PGF. More
precisely, our goal is to perform extended object tracking in real time when processing a vast amount
of measurements. For this purpose, we estimate pose, shape, and motion parameters of a sphere in 3D,
namely
• center pk = [p(x)k , p(y)k , p(z)k ]> in m,
• radius rk in m, and
• velocity p˙k = [p˙(x)k , p˙(y)k , p˙(z)k ]> in m/s,
leading to the system state xk = [p>k , rk, p˙
>
k ]
>.
The considered tracking scenario is as follows. We simulate the sphere’s movement along a nonlinear
path and changes in its radius while it is observed by a network of five simulated Microsoft Kinect
cameras, see Figure 5.17. Each camera produces per frame a point cloud of noisy 3D point measure-
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Figure 5.16: Estimated airplanes of a simulation run at time step k = 480. The 1-axial symmetric
shape estimates can be clearly seen.
ments originating from the sphere’s surface. The sphere, with initial radius of 15 cm, moves in total for
5 s. After 2 s, the radius of the sphere increases from 15 cm to 40 cm over the next 0.75 s. The sphere
radius shrinks abruptly back to 15 cm after another 2 s. Due to the sphere’s movement and its shape
changes, the number of available measurements varies (greatly) over time, and allows to best assess
how well the CPU and GPU implementations of the PGF handle such different workloads.
This setup is a challenging estimation task, in particular computationally, as (i) each Kinect camera
has a high resolution (640× 480 pixels) resulting in large point clouds and (ii) the sphere can be seen
from several cameras at the same time. Both lead to an enormous number of measurements that have
to be processed in a short time (the Kinect cameras work at a rate of ≈ 33 frames per second). Next,
we derive an appropriate likelihood function to effectively estimate the system state based on those
noisy point measurements.
Likelihood Function
At each time step k, we receive a set of Yk Cartesian measurements Yk = {y˜(j)k }Ykj=1 originating from
the sphere’s surface, where each measurement is obtained by one of the Kinect cameras. Like in
Section 3.4.2, it is assumed that y˜(j)k is generated according to the model
y
(j)
k = z
(j)
k + v
(j)
k ,
where z(j)k is an unknown measurement source on the sphere’s surface and v
(j)
k is zero-mean white
Gaussian noise with covariance matrix R(j)k . The latter are obtained according to the Kinect sensor
noise model proposed in [165], which gives realistic non-isotropic measurement covariance matrices.
Moreover, we assume that the noise from different measurements are mutually independent.
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Figure 5.17: Considered tracking scenario: five simulated Kinect cameras (orange) observe a sphere
(blue) that moves along a nonlinear path (parts of it shown as green curve) (cf. [184]).
Now, deriving an appropriate likelihood function boils down to determining a good measurement
source approximation for each measurement. We again rely on a greedy association to approximate
the source z(j)k according to
z
(j)
k ≈ zˇ(j)k (xk, c, y˜(j)k ) ,
where c denotes the known position of the Kinect camera from which the measurement originates.
We use the camera position to best exploit the geometrical interaction between camera, sphere, and
measurement. That is, we roughly assume that a Kinect camera can only observe the half of the sphere
that is between the camera and the so-called “visibility plane”. This plane is orthogonal to the direction
from camera position c to sphere center pk (see Figure 5.18). Thus, only points from this side of the
sphere are treated as possible measurement sources for a received measurement. Out of these points,
we select the most reasonable source zˇ(j)k for the measurement y˜
(j)
k based on the projection line from
camera position to measurement and its possible intersection with the sphere given by the state xk. We
have to distinguish between four possible cases:
(a) the projection line has no intersection with the sphere and the measurement is in front of the
“visibility plane” (see Figure 5.18(a)),
(b) the projection line has no intersection with the sphere and the measurement is behind the
“visibility plane” (see Figure 5.18(b)),
(c) the projection line intersects the sphere and the measurement is in front of it (see Figure 5.18(c)),
(d) the projection line intersects the sphere and the measurement is behind it (see Figure 5.18(d)).
Hence, we do not always simply choose the closest point on the sphere’s surface as the measurement
source.
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Figure 5.18: Visualization of the four possible measurement source cases (cf. [184]). For better
readability, the time index k is omitted.
The above considerations finally yield the likelihood function
f(Yk |xk) =
Yk∏
j=1
N (y˜(j)k − zˇ(j)k ; 0,R(j)k ) ,
where zˇ(j)k is computed with the aid of Algorithm 5.2. Its logarithmic version is
log(f(Yk |xk)) =
Yk∑
j=1
−3
2
log(2pi)− 1
2
log
(|R(j)k |)
− 1
2
(
y˜
(j)
k − zˇ(j)k
)>(
R
(j)
k
)−1(
y˜
(j)
k − zˇ(j)k
)
.
(5.33)
From this, it can be seen that the proposed measurement source computation penalizes estimates xk
where the sphere is placed between camera and measurements, as the resulting Mahalanobis distances
between measurements and associated sources become larger.
Due to the detailed modeling of the physical background, the likelihood should yield good estimation
results. However, the likelihood is also rather complicated and, when additionally coping with
thousands of measurements Yk, its evaluation requires a substantial amount of computational resources,
making it perfectly suitable for an implementation on a GPU.
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Input: state x, camera position c, and measurement y˜
Output: measurement source zˇ
// Radius is always positive
1: r ← |r|
// Unit vector pointing from camera position to measurement
2: d = normalize(y˜ − c)
// Vector pointing from sphere center to measurement
3: e = y˜ − p
// Check for line-sphere-intersection
4: a = d>e
5: b = a2 − (e>e− r2)
6: if b < 0 then // No line-sphere-intersection
// “Visibility plane” normal pointing from camera to sphere
7: n = p− c
8: if e>n < 0 then // In front of “visibility plane”
// Project measurement on sphere (case in Figure 5.18(a))
9: zˇ ← p+ r · normalize(e)
10: else // Behind “visibility plane”
// Intersection of projection line and “visibility plane”
11: l = y˜ − (e>n/d>n)d
// Vector pointing from sphere center to intersection
12: q = l− p
// Project intersection on sphere (case in Figure 5.18(b))
13: zˇ ← p+ r · normalize(q)
14: end if
15: else // Line-sphere-intersection
// Distances between measurement and sphere intersections
16: d1 = −a+
√
b
17: d2 = −a−
√
b
// Choose intersection closest to the camera position
18: if d1 < d2 then
19: dmin ← d1
20: else
21: dmin ← d2
22: end if
// If dmin ≥ 0 case in Figure 5.18(c), otherwise case in Figure 5.18(d)
23: zˇ ← y˜ + dmind
24: end if
Algorithm 5.2: Proposed computation of sphere measurement sources. For better readability, the
time index k is omitted.
Likelihood Implementation on a GPU
In order to execute the PGF on a GPU as described in Section 5.4, we have to provide a proper
parallelized implementation of the log-likelihood (5.33) evaluations, i.e., we consider step 5 in Sec-
tion 5.4.3. But first of all, before the actual PGF recursion starts, we have to copy the camera positions
c associated to each measurement and all noise covariance matrices R(j)k from CPU memory to GPU
memory among the other relevant data during step 1 in Section 5.4.3. Then, we compute the inverse
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covariance matrices required for the log-likelihood completely in parallel by starting Yk threads on the
GPU. Each thread first loads the data of its associated covariance matrix from GPU memory and then
computes the inverse by using the analytic formula for inverting 3× 3 matrices. Finally, each thread
writes its computed inverse matrix back to GPU memory to make it accessible for the log-likelihood
evaluation coming later.
Like for particle filters, we could evaluate the log-likelihood independently for each state sample x(i)k .
However, compared to particle filters, we only have a small number of M samples per recursion step.
Launching solely M GPU threads, where each thread computes the large sum of Yk terms in (5.33),
would by no means harness all the available GPU’s resources. Thus, as already mentioned in step 5 in
Section 5.4.3, we schedule Yk ×M GPU threads to compute each combination of state sample and
measurement in parallel. That is, each thread loads its relevant state sample x(i)k , measurement y˜
(j)
k ,
camera position c, and inverse measurement noise covariance matrix (R(j)k )
−1 from GPU memory.
Then, each thread executes Algorithm 5.2 on its own data and computes
v
(j,i)
k = −
1
2
(
y˜
(j)
k − zˇ(j)k (x(i)k , c, y˜(j)k )
)>(
R
(j)
k
)−1(
y˜
(j)
k − zˇ(j)k (x(i)k , c, y˜(j)k )
)
.
Note that the state-independent terms in (5.33) can be omitted as we require the log-likelihood only up
to proportionality. Finally, each thread writes its value v(j,i)k back to GPU memory resulting in the large
matrix Vk ∈ RYk×M . After that, we schedule M GPU threads to get the final log-likelihood values by
performing the tree-like sum reduction (described in Section 5.4.3) in parallel for each column of Vk.
Simulation
We configure the PGF to use M = 51 samples. The CPU implementation is written in C++ using the
Eigen linear algebra library [166] to benefit from SSE accelerated SIMD computations. In addition, the
log-likelihood evaluations are parallelized with OpenMP. Further, the GPU implementation is based
on OpenCL 1.2. The evaluation was done on a system with Intel Core i7-3770 CPU (3.4 GHz, 4 cores,
8 threads) and AMD Radeon R9 280X GPU that offers great double-precision performance.
We perform 50 Monte Carlo runs. In each run, an initial state estimate xˆ0|0 and P0|0 is obtained
using the first set of available measurements Y0. That is, we compute mean and covariance of the
measurements to get an initial position estimate
pˆ =
1
Y0
Y0∑
j=1
y˜
(j)
0 ,
Σ(p) =
1
Y0
Y0∑
j=1
(
y˜
(j)
0 − pˆ
)(
y˜
(j)
0 − pˆ
)>
,
and mean and variance of the respective radii to get an initial radius estimate
rˆ =
1
Y0
Y0∑
j=1
‖y˜(j)0 − pˆ‖2 ,
Σ(r) =
1
Y0
Y0∑
j=1
(‖y˜(j)0 − pˆ‖2 − rˆ)2 .
Together with an initial velocity of zero with unit covariance matrix, this leads to the initial state
estimate
xˆ0|0 = [pˆ>, rˆ, 0, 0, 0]> ,
P0|0 = diag
(
Σ(p),Σ(r), I3
)
.
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Figure 5.19: Number of measurements to be processed by the PGF implementations (cf. [184]).
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Figure 5.20: Sphere estimation errors (cf. [184]).
Moreover, we describe the sphere’s temporal behavior with a constant velocity model combined with a
random walk for the radius given by
xk = Axk−1 + Bw ,
with matrices
A =
I3 0 ∆t I30 1 0
0 0 I3
 , B =
∆t I3 00 1
I3 0
 ,
time period ∆t = 0.03 s, and time-invariant zero-mean white Gaussian noisew with covariance matrix
Q = diag(I3, 10
−5). Due to the linear system model, we can perform the prediction in closed form as
usual. Also for the GPU implementation, the prediction is computed on the CPU.
Results
First of all, we take a look on the number of measurements that have to be processed over time (see
Figure 5.19). It can be seen that the amount of measurements greatly varies over time and ranges from
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Figure 5.21: Runtimes in ms of the two PGF implementations (cf. [184]).
1 000 to over 40 000 measurements per time step. A very noticeable increase starts at 2 s, when the
sphere’s radius growths. After further 2 s, the amount abruptly drops when the sphere shrinks back
to its initial radius. Nonetheless, the number of measurements changes even when the size of the
sphere is constant, e.g., between 0 s and 2 s. At this point, we want to point out that processing 40 000
measurements at once with a Kalman filter is intractable as the resulting measurement covariance
matrix would require several gigabytes of data, not to mention the time to process it.
Next, we consider the estimation errors of both implementations. In Figure 5.20, the RMSE of the
sphere’s center and radius are plotted. It can be seen that the errors in general are very small. This is
due to the large number of measurements, which allow for accurate estimates. The only significant
error jump happens when the sphere abruptly changes its radius at 4 s. But more importantly, we
see that both implementations possess nearly identical estimation errors (despite roundoff errors
coming from a different order of arithmetic operations). This was expected and confirms that both
implementations work properly. Concluding, we can say that it should be no problem to switch from a
CPU implementation of the PGF to a GPU-accelerated variant in other applications as well.
After the correctness of the GPU-accelerated PGF is ensured, we turn to the actual interesting compari-
son: the filter execution time. For both variants, we compare the time required to conduct a full time
step. Especially for the GPU implementation, this encompasses
1. the state prediction on the CPU,
2. the time needed to copy the predicted state estimate, all measurements and their associated
camera positions, and all noise covariance matrices from CPU memory to GPU memory,
3. the measurement update itself, and
4. the time needed to copy the filtered state estimate back to the CPU.
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Figure 5.22: Attained speedup of the GPU-accelerated PGF (cf. [184]).
In Figure 5.21, the respective minimum execution times (lower bound of a curve) and maximum
execution times upper bound of a curve) are shown. We notice that the GPU implementation has an
overall much faster execution than the CPU implementation. In fact, the GPU variant is always faster
than the CPU variant. On the one hand, the GPU-accelerated PGF requires 110 ms at most for a time
step, whereas the CPU-based PGF requires over 1.5 s in the worst case. On the other hand, although
we have to copy data between CPU memory and GPU memory, the minimum runtime of the GPU is
5 ms, while the CPU does not fall below 16 ms. In addition, the runtime has much less fluctuations on
the GPU, in particular when it comes to a large amount of measurements. Note that in order to work in
real time in this scenario, we must not exceed the limit of 30 ms per time step. Unfortunately, the CPU
is often far away from this, i.e., only in 8 % of the time it is below the real-time limit. In contrast, the
GPU satisfies this in 68 % of the time.
All these can be explained by comparing Figure 5.19 and Figure 5.21. We notice that the CPU runtime
is highly correlated with the number of processed measurements, which means that already 1 000
measurements keep all CPU cores busy, leaving no room for the processing additional measurements.
In contrast, the GPU with its many computational resources is rather unaffected by the changes in the
number of measurements.
Finally, we build the speedup of the GPU implementation over the number of processed measurements,
see Figure 5.22. As mentioned above, the GPU is always faster than the CPU. Consequently, we
always have speedup greater than one. Furthermore, the speedup exhibits a logarithmic characteristic
that reaches already an average of 10 when processing 10 000 measurements, and even speedups over
20 are possible. Hence, compared to the speedup of particle filters reported in literature, the PGF can
achieve similar speedups, if not better.
5.6 Conclusions
In the last part of this thesis, we dealt with nonlinear state estimators. Other than Kalman filters applied
to nonlinear systems, these estimators do not linearize the relationship between state and measurement
in order to perform a measurement update. Instead, they rely on the evaluation of likelihood functions.
The main issue of most state-of-the-art likelihood-based estimators is, however, the problem of sample
degeneracy. Particle filters such as the SIRPF or RPF tackle sample degeneracy with a combination
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of importance sampling and adaptive resampling. Nevertheless, particle filters are computationally
expensive due to their huge amount of particles required especially for larger state spaces.
Hence, we took up the progressive approach of the PGF 42 in order to circumvent sample degeneracy
and proposed several improvements leading to a new progressive Gaussian filter called PGF for
short. First, we reformulated the PGF 42 to be able to directly work with given likelihood functions.
Second, we dropped the PGF 42’s forward/backward updates as evaluations revealed that those are not
necessary. Third, we replaced the originally used asymmetric LCD-based Gaussian sampling with its
point-symmetric version from Chapter 2. Fourth, we proposed an effective heuristic for an automatic
parametrization of the PGF. Fifth, we derived a semi-analytic measurement update to further improve
estimation quality and runtime. Finally, we also proposed a GPU-accelerated implementation of the
PGF to deal with tens of thousands of measurements at the same time.
Several target tracking evaluations showed that the PGF can outperform state-of-the-art nonlinear
and linear estimators including the PGF 42, GPF, RPF, and S2KF. Also the PGF’s semi-analytic mea-
surement update yielded noticeable improvements. Furthermore, the evaluations included derivations
of a closed-form likelihood function for star-convex RHMs and a likelihood function for efficiently
tracking pose and extent of a sphere. Although the PGF solely maintains a unimodal state estimate,
the evaluations revealed that the PGF works quite well. Nevertheless, if multimodal estimates are
indispensable, the PGF can be extended to a Gaussian mixture estimator in a straightforward manner
as it is done for the GPF [59].
The PGF was already successfully applied to different topics in target tracking such as extended
object tracking based on extrusion random hypersurface models [140], pose and shape estimation
of 3D objects using transformed plane curves [174], unbiased and bias reduced extended object
tracking [90,167], tracking elongated extended objects using splines [168], or when exploiting negative
information to enhance extended object tracking [169], [180]. Moreover, the authors of [170] already
take up the PGF approach and develop a progressive Kalman filter.

Chapter 6
Conclusions
Estimating the hidden state of a discrete-time stochastic nonlinear dynamic system is an ubiquitous
problem in many engineering tasks such as robotics, optimal control, or target tracking. Additionally,
for the last few years off-the-shelf sensors, such as Microsoft’s Kinect or laser scanners, have been able
to provide a huge amount of noisy measurements per scan, increasing the demand for new estimation
techniques able to efficiently handle the available data. Motivated by this, the present thesis dealt with
a variety of different topics in nonlinear state estimation and their applications to tracking. In particular,
emphasis was laid on both the development and improvement of recursive Bayesian estimators that
maintain a Gaussian state estimate and extended object tracking for the simultaneous estimation of an
object’s pose, shape, and motion parameters. While an enhanced optimal Gaussian sampling technique
built the foundation for the Bayesian estimators, the considered object tracking included the derivation
of elaborate measurement models and corresponding likelihood functions, which are required for
adequate tracking performance.
6.1 Summary
We started with optimal sampling of multivariate Gaussian distributions, i.e., the approximation of
Gaussian densities with a carefully chosen set of weighted point masses called Dirac mixtures. We
discussed state-of-the-art sampling techniques that were originally developed for Kalman filtering,
i.e., sampling schemes used by the UKF, the GHKF, the 5th-degree CKF, or the RUKF, but also an
approach that is based on the localized cumulative distribution. This LCD-based sampling technique
turns the approximation problem into an optimization problem by defining a proper distance measure
between the Gaussian PDF and the Dirac mixture to be optimized. However, all these techniques have
their individual drawbacks, ranging from limitations in the number of employed samples over negative
sample weights that can result in numerical issues to non-deterministic or asymmetric samples. In order
to overcome all these issues and get a more advanced Gaussian sampling technique, we proposed an
improved LCD-based sampling scheme that allows the approximation of multivariate standard normal
distributions with an arbitrary number of equally weighted and optimally placed point-symmetric
samples. Compared to the original asymmetric LCD-based sampling, the proposed one captures all odd
moments of a standard normal distribution exactly. Moreover, we improved the numerical stability of
the LCD approach to be able to approximate large random vectors, which frequently arise in extended
object tracking when processing many measurements per time step. Evaluations showed that the
proposed point-symmetric LCD-based Gaussian sampling scheme can outperform the state-of-the-art
approaches when computing moments of nonlinear transformed Gaussian distributed random vectors.
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A first application of the proposed optimal Gaussian sampling scheme were Kalman filters, i.e.,
linear estimators applied to nonlinear systems. Those estimators have to compute several moments
of transformed Gaussian random vectors. While approaches like the EKF directly approximate the
nonlinear models to solve the moment integrals, sample-based Kalman filters simply approximate
the involved multivariate Gaussian distributions with appropriate sampling techniques. Hence, we
introduced a new sample-based Kalman filter, the smart sampling Kalman filter, that is based on the
proposed point-symmetric LCD-based Gaussian sampling. The advantage of the S2KF over state-of-
the-art sample-based Kalman filters are its arbitrary number of optimally placed and equally weighted
samples. This allows for a fine-grained control over estimation quality and execution time of the
filter. Additionally, the equal sample weights reduce the number of arithmetic operations required
for a moment computation and also avoid numerical issues when computing covariance matrices.
Furthermore, the S2KF can directly be used with any typical Kalman filter extension like iterative
measurement updates or Gaussian mixture models. As an elaborate evaluation, we performed extended
object tracking, i.e., estimating pose and unknown shape of a cylinder in 3D based on hundreds
of noisy measurements originating from its surface. For that purpose, we first had to derive a new
measurement model that combines the random hypersurface model approach to tackle the major
problem of unknown measurement sources and the signed Euclidean distance to keep the measurement
space small. However, the derived model requires to sample a uniform distribution, which is not simply
possible for sample-based Kalman filters. We solved this issue by using the fact that a random variable
transformed with its own cumulative distribution is uniformly distributed. Simulations showed that
the S2KF can beat state-of-the-art Kalman filters. Moreover, it is much more stable regarding positive
definiteness of covariance matrices due to its equal sample weights.
Our next goal was to deploy the S2KF for challenging distributed nonlinear state estimation scenarios.
However, established distributed state estimation techniques have certain problems. For example,
information filtering requires full-rate communication and additional approximations when using
sample-based Kalman filters, while federated Kalman filtering and covariance intersection simply do
not have concrete correlation information. The DKF requires that sensor nodes have comprehensive
information about the measurement processing from all other sensor nodes. In particular, the latter is
not applicable to nonlinear models as the required linearizations cannot be known in advance, which
would lead to a massive communication overhead. Thus, we developed a novel sample-based fusion
approach, where correlations between local estimates can be exactly reconstructed at the fusion center.
Basically, the approach relies on a local processing of samples that encode the correlations and are
sent to the fusion center in addition to the actual locally obtained state estimate. Additional advantages
of the proposed approach are that sensor nodes do not need any information about the measurement
processing from other nodes, it is well-suited for large sensor networks as the number of correlation
samples is independent of the number of utilized nodes, and nodes can be added or removed over
time without affecting the other nodes. Target tracking evaluations showed that the proposed fusion
technique can outperform the popular covariance intersection approach for both linear and nonlinear
models. In particular, we reconsidered the previously performed pose and shape estimation of a
cylinder, but now in a distributed setup. Simulations revealed that covariance intersection was not
even capable of estimating the cylinder’s pose and shape, while our sample-based fusion approach
performed very well.
A second application of the proposed optimal Gaussian sampling technique were nonlinear state
estimators. In contrast to Kalman filters applied to nonlinear systems, these estimators do not linearize
the relationship between state and measurement in order to conduct a filter step. However, most state-
of-the-art nonlinear estimators like particle filters suffer from the severe problem of sample degeneracy.
Furthermore, particle filters are computationally burdensome due to their enormous amount of particles
required especially for larger state spaces. Thus, we took up the promising progressive approach
of the PGF 42 in order to circumvent sample degeneracy. We proposed several improvements that
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resulted in a new progressive Gaussian filter called simply PGF. Among other improvements, the
PGF works directly with given likelihood functions, it uses the proposed point-symmetric LCD-based
Gaussian sampling instead of its original asymmetric version, and it relies on an effective heuristic for
an automatic parametrization. We also derived a semi-analytic filter step to further improve estimation
quality and reduce runtime, and proposed a GPU-accelerated implementation to efficiently deal with
tens of thousands of measurements in a single filter step. Although the PGF only has a unimodal
Gaussian estimate, several target tracking evaluations revealed that it can beat state-of-the-art nonlinear
and linear estimators including the RPF, the GPF, the PGF 42, and the S2KF. In addition, its semi-
analytic filter step yielded noticeable improvements. For extended object tracking, we developed a
closed-form likelihood function for star-convex random hypersurface models that was used to track
an airplane in 2D, and we developed a novel likelihood function for tracking the pose and extent
of a sphere. The sphere tracking also illustrated the superiority of a GPU-accelerated PGF over a
multithreaded CPU implementation.
Finally, open-source implementations of both the asymmetric and the point-symmetric LCD-based
Gaussian sampling technique, the S2KF, and the PGF are available in the Nonlinear Estimation
Toolbox [176]. The toolbox also contains many state-of-the-art linear and nonlinear state estimators
like the first-order and second-order EKF, the UKF, the 5th-degree CKF, the RUKF, and several particle
filters. Other features include iterative measurement updates and measurement gating for all Kalman
filters, semi-analytic measurement updates for Gaussian estimators, and automatic approximation of
first-order and second-order model derivatives.
6.2 Outlook
In this thesis, we proposed various novel and improved nonlinear state estimation algorithms. The
gained insights are fundamental, meaning that the proposed methods can be further extended to more
complex estimation techniques. Besides other possible applications and extended object tracking
scenarios for the S2KF, the PGF, and the sample-based distributed state estimation, further interesting
research topics are listed below.
• The S2KF can be combined with proposed iterative measurements updates [41, 126],
• A square root version of the S2KF can be implemented and studied as for other sample-based
Kalman filters [42,44]. An advantage of the S2KF would be that negative sample weights do not
have to be considered unlike other state-of-the-art filters.
• If multimodal estimates are indispensable, both the S2KF and the PGF can be extended to
Gaussian mixture estimators analogous to [22, 59].
• Possible performance benefits of using the PGF in applications where Kalman filters are currently
used should be analyzed. This is straightforward as both estimators have a Gaussian state
estimate. The only requirement is that a likelihood function for the considered measurement
model can be provided.
• The proposed sample-based distributed state estimation can be extended to Gaussian mixture
state estimates.
• Another enhancement to the sample-based fusion technique would be the ability to deal with
nonlinear system models.
• Regarding extended object tracking, it would be interesting to incorporate constraints to the
derived closed-form star-convex RHM likelihood as it is already done for Kalman filters [171].
• Finally, the S2KF or the PGF could be used for multi target tracking.

Appendix A
Proofs of the Point-Symmetric LCD-Based
Gaussian Sampling
A.1 Odd Moments of a Point-Symmetric Dirac Mixture
Let s ∈ RN be a random vector and f(s) its PDF. The mth moment, with m = 2k + 1 and k ∈ N, is
defined as [106, Sec. 6.4]
Ef [
N∏
d=1
sndd ] =
∫
RN
N∏
d=1
sndd · f(s) ds , (A.1)
where sd denotes the entry for the dth dimension of s, nd ∈ N with 0 ≤ nd ≤ m, and
N∑
d=1
nd = m .
For the point-symmetric Dirac mixture with an even number of samples (2.8), the mth moment (A.1)
is always zero due to
Eδ[
N∏
d=1
sndd ] =
∫
RN
N∏
d=1
sndd
1
2L
L∑
i=1
δ(s− s(i)) + δ(s+ s(i)) ds
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1
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s
(i)
d
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d=1
(− s(i)d )nd
)
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1
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(
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(
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d
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(
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d
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=
1
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(
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(
s
(i)
d
)nd − N∏
d=1
(
s
(i)
d
)nd)
= 0 ,
where s(i)d denotes the entry for the d
th dimension of the ith sample s(i). Analogously, the same can be
shown for the point-symmetric Dirac mixture with an odd number of samples (2.9). 
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A.2 Proof of Distance De
Like in [111], the modified CvM distance De can be split into three parts according to
De(S) =
∫ ∞
0
w(b)
∫
RN
FN (m, b)2 dmdb︸ ︷︷ ︸
=:De1
−
2
∫ ∞
0
w(b)
∫
RN
FN (m, b)F eδ (S,m, b) dm db︸ ︷︷ ︸
=:De2(S)
+
∫ ∞
0
w(b)
∫
RN
F eδ (S,m, b)2 dm db︸ ︷︷ ︸
=:De3(S)
.
By exploiting the fact that the product of two (unnormalized) Gaussian PDFs again yields an
unnormalized Gaussian PDF and that a PDF always integrates to one we get
De1 =
∫ ∞
0
w(b)
(
b2
1 + b2
)N
(2pi)N (1 + b2)N
∫
RN
N (m ; 0, (1 + b2)IN )2 dm db
=
∫ ∞
0
w(b)
(
b2
1 + b2
)N
pi
N
2 (1 + b2)
N
2 db
=
∫ bmax
0
b
(
b2
1 + b2
)N
2
db ,
De2(S) =
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0
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(
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2
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N
2 (1 + b2)
N
2
(2pi)
N
2 bN
2L
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N (m ; 0, (1 + b2)IN )
L∑
i=1
(
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)
dm db
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1
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N
2 (1 + 2b2)
N
2
·
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)
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A.3 Proof of Theorem 2.2
Like in [111], to efficiently compute the term De3 we use that for z > 0∫ bmax
0
2
b
exp
(
−1
2
z
2b2
)
db = −Ei
(
−1
2
z
2b2max
)
, (A.2)
where Ei(x) denotes the exponential integral defined as [113, Chap. 5]
Ei(x) :=
∫ x
−∞
et
t
dt , x > 0 .
Moreover, the product rule gives
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and together with (A.2) we obtain∫ bmax
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Note that Ei(x) is not defined for x = 0. Nonetheless, for z = 0, we have∫ bmax
0
b exp
(
−1
2
0
2b2
)
db =
∫ bmax
0
bdb =
b2max
2
.
In order to cover both cases z > 0 and z = 0 in the same expression, we introduce the function
Ei0(x) :=
{
0 , if x = 0
Ei(x) , elsewhere
, (A.4)
and replace Ei(x) in (A.3) with Ei0(x), which results in∫ bmax
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Based on this, we get the closed-form expression for De3 according to
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A.4 Proof of Distance Do
Like for the modified CvM distance De, we can split Do into three parts according to
Do(S) =
∫ ∞
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.
We directly see that Do1 = D
e
1, and for the second and third part we get
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L∑
i=1
(
N (m ; s(i), b2IN )+
N (m ;−s(i), b2IN )
)
dm db
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=
(2L)2
(2L+ 1)2
De3(S) +
∫ ∞
0
w(b)
(2pi)Nb2N
(2L+ 1)2
1
(2pi)
N
2 (2b2)
N
2
·(
1 + 2
L∑
i=1
(
exp
(
−1
2
‖s(i)‖22
2b2
)
+ exp
(
−1
2
‖ − s(i)‖22
2b2
)))
db
=
(2L)2
(2L+ 1)2
De3(S) +
b2max
2(2L+ 1)2
+
∫ bmax
0
4b
(2L+ 1)2
L∑
i=1
exp
(
−1
2
‖s(i)‖22
2b2
)
db ,
respectively. 
A.5 Proof of Theorem 2.4
A closed-form expression for Do3 can directly be obtained by using again (A.5) and the closed-form
expression for De3 resulting in
Do3(S) =
(2L)2
(2L+ 1)2
De3(S) +
b2max
2(2L+ 1)2
+
4
(2L+ 1)2
L∑
i=1
(
b2max
2
exp
(
−1
2
‖s(i)‖22
2b2max
)
+
1
8
‖s(i)‖22 Ei0
(
−1
2
‖s(i)‖22
2b2max
))
.

A.6 Boundedness of De and Do
We show the boundedness of the distances De and Do for an increasing dimension N .
We start with the distance De. For a given bmax, the following limits exist
lim
N→∞
De1 = lim
N→∞
∫ bmax
0
b
(
b2
1 + b2
)N
2
︸ ︷︷ ︸
→0 for N→∞
db = 0 ,
lim
N→∞
De2(S) = lim
N→∞
∫ bmax
0
2b
2L
(
2b2
1 + 2b2
)N
2
L∑
i=1
exp
(
−1
2
‖s(i)‖22
(1 + 2b2)
)
︸ ︷︷ ︸
≤L
db
≤ lim
N→∞
∫ bmax
0
b
(
2b2
1 + 2b2
)N
2
︸ ︷︷ ︸
→0 for N→∞
db = 0 ,
lim
N→∞
De3(S) = lim
N→∞
∫ bmax
0
2b
(2L)2
L∑
i=1
L∑
j=1
(
exp
(
−1
2
‖s(i) − s(j)‖22
2b2
)
+
exp
(
−1
2
‖s(i) + s(j)‖22
2b2
))
︸ ︷︷ ︸
≤2L2
db
≤
∫ bmax
0
bdb =
b2max
2
.
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Hence, the distance De is bounded by bmax according to
lim
N→∞
De(S) = lim
N→∞
De1 − 2 lim
N→∞
De2(S) + lim
N→∞
De3(S) ≤
b2max
2
.
Next, we consider the distance Do. For this, the following limits exist
lim
N→∞
Do1 = lim
N→∞
De1 = 0 ,
lim
N→∞
Do2(S) =
2L
2L+ 1
lim
N→∞
De2(S) + lim
N→∞
∫ bmax
0
b
2L+ 1
(
2b2
1 + 2b2
)N
2
︸ ︷︷ ︸
→0 for N→∞
db ≤ 0 ,
lim
N→∞
Do3(S) =
(2L)2
(2L+ 1)2
lim
N→∞
De3(S) +
b2max
2(2L+ 1)2
+
lim
N→∞
∫ bmax
0
4b
(2L+ 1)2
L∑
i=1
exp
(
−1
2
‖s(i)‖22
2b2
)
︸ ︷︷ ︸
≤L
db
≤ b
2
max
2
(2L)2 + 1
(2L+ 1)2
+
4L
(2L+ 1)2
∫ bmax
0
bdb
=
b2max
2
(2L)2 + 4L+ 1
(2L+ 1)2
=
b2max
2
.
Hence, like the distance De, Do is bounded by bmax according to
lim
N→∞
Do(S) = lim
N→∞
Do1 − 2 lim
N→∞
Do2(S) + lim
N→∞
Do3(S) ≤
b2max
2
.

A.7 Invariance of De and Do under Rotation/Reflection
We want to prove that the distances De and Do are invariant under rotation and reflection. Let
R ∈ RN×N be an orthogonal matrix and the sets
S = {s(1), . . . , s(L)}
and
S ′ = {Rs(1), . . . ,Rs(L)} ,
with vectors s(i) ∈ RN , parameterize either a point-symmetric Dirac mixture with an even number of
samples (2.8) or a point-symmetric Dirac mixture with an odd number of samples (2.9). Furthermore,
for a, b ∈ RN it holds
‖Ra‖22 = ‖a‖22 ,
‖Ra±Rb‖22 = ‖a± b‖22 .
From this, we can directly see that De(S) = De(S ′) and Do(S) = Do(S ′). 
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For ‖s(i) ± s(j)‖22 > 0, the terms∫ bmax
0
1
b
(s
(i)
d ± s(j)d ) exp
(
−1
2
‖s(i) ± s(j)‖22
2b2
)
db (A.6)
can be computed with the aid of (A.2) according to
−1
2
(s
(i)
d ± s(j)d ) Ei
(
−1
2
‖s(i) ± s(j)‖22
2b2max
)
. (A.7)
For ‖s(i) ± s(j)‖22 = 0, we especially have s(i)d ± s(j)d = 0. Consequently, the integral (A.6) converges
to zero as well. Like in the closed-form expression for De3, we can replace Ei(x) in (A.7) with Ei0(x)
to get a valid expression for ‖s(i) ± s(j)‖22 ≥ 0. Based on this, we can get a closed-form expression
for ∂D
e
3(S)
∂s
(i)
d
according to
∂De3(S)
∂s
(i)
d
=
1
(2L)2
L∑
j=1
(
(s
(i)
d − s(j)d ) Ei0
(
−1
2
‖s(i) − s(j)‖22
2b2max
)
+
(s
(i)
d + s
(j)
d ) Ei0
(
−1
2
‖s(i) + s(j)‖22
2b2max
))
.
(A.8)

A.9 Proof of Theorem 2.6
Analogously to the closed-form expression for ∂D
e
3(S)
∂s
(i)
d
, we can obtain a closed-form expression for
∂Do3(S)
∂s
(i)
d
by means of (A.8), (A.2), and (A.4) according to
∂Do3(S)
∂s
(i)
d
=
(2L)2
(2L+ 1)2
∂De3(S)
∂s
(i)
d
+
s
(i)
d
(2L+ 1)2
Ei0
(
−1
2
‖s(i)‖22
2b2max
)
.

A.10 Sample Covariance Matrix Correction
Given a point-symmetric Dirac mixture (2.8) or (2.9) parameterized by {z(i)}Li=1. Our goal is to find a
linear transformation T such that the point-symmetric Dirac mixture parameterized by
s(i) = Tz(i) , ∀i ∈ {1, . . . , L} , (A.9)
has an identity sample covariance matrix, i.e.,
Σ(s) =
2
M
L∑
i=1
s(i)
(
s(i)
)>
= IN , (A.10)
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where M is either equal to 2L or equal to 2L+ 1. Plugging (A.9) into (A.10) gives
Σ(s) =
2
M
L∑
i=1
(
Tz(i)
)(
Tz(i)
)>
= T
2
M
L∑
i=1
z(i)
(
z(i)
)>
T>
= TΣ(z)T> = IN .
Furthermore, with the matrix decomposition of Σ(z) = AA>, we get
(TA)(TA)> = IN ,
which can be satisfied with T = A−1. The matrix decomposition of Σ(s) can be computed, for
example, with the Cholesky decomposition or the eigendecomposition. 
Appendix B
Proof of the Optimal Sample-Based Fusion
for Distributed State Estimation
In this appendix, we prove that the sample-based correlation reconstruction from Chapter 4 is optimal
in the mean square error sense. That is, the correlation between two sensor nodes i and j can be
optimally reconstructed when their respective set of samples are initialized with (4.8), predicted with
(4.10), and updated according to (4.12).
It is assumed that both nodes are re-initialized in time step k, and that the local state estimates are fully
correlated with P(i,j)k|k = Pk|k. Moreover, w.l.o.g. it is assumed that
1. the ith node performs a prediction from time step k to k + 1 followed by an update in time step
k + 1 and another prediction from time step k + 1 to k + 2, and
2. the jth node performs a prediction from time step k to k + 1 followed by another prediction
from time step k + 1 to k + 2 and finally performs an update in time step k + 2.
Then, the correct correlation between their local estimates at time step k + 2 is [172]
P
(i,j)
k+2|k+2 = (Ak+2D3(D1 + D2)A
>
k+2 + D4)D
>
5 ,
with
D1 = Ak+1P
(i,j)
k|k A
>
k+1 = Ak+1Pk|kA
>
k+1 ,
D2 = Bk+1Qk+1B
>
k+1 ,
D3 = I−K(i)k+1H(i)k+1 ,
D4 = Bk+2Qk+2B
>
k+2 ,
D5 = I−K(j)k+2H(j)k+2 .
The correlation samples of the ith node are
c
(i,m)
k+2|k+2 = Bk+2w
(m)
k+2 + Ak+2D3Bk+1w
(m)
k+1 +
Ak+2D3Ak+1c
(i,m)
k|k , ∀m ∈ {1, . . . ,M} ,
and the correlation samples of the jth node are
(c
(j,m)
k+2|k+2)
> = (w(m)k+2)
>B>k+2D
>
5 + (w
(m)
k+1)
>B>k+1A
>
k+2D
>
5 +
(c
(j,m)
k|k )
>A>k+1A
>
k+2D
>
5 , ∀m ∈ {1, . . . ,M} .
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First, from the fact that the samples obtained from (4.8) have zero mean, we can see that both sample
means are zero according to
cˆ
(i)
k+2|k+2 = Ak+2D3Ak+1cˆ
(i)
k|k = 0 ,
cˆ
(j)
k+2|k+2 = D5Ak+2Ak+1cˆ
(j)
k|k = 0 .
Second, for both nodes the samples obtained from (4.8) are identical, and hence it holds that
1
M
M∑
m=1
c
(i,m)
k|k (c
(j,m)
k|k )
> = Pk|k ,
1
M
M∑
m=1
w
(m)
k+1(w
(m)
k+1)
> = Qk+1 ,
1
M
M∑
m=1
w
(m)
k+2(w
(m)
k+2)
> = Qk+2 ,
and
1
M
M∑
m=1
c
(i,m)
k|k (w
(m)
k+1)
> = 0 ,
1
M
M∑
m=1
c
(i,m)
k|k (w
(m)
k+2)
> = 0 ,
1
M
M∑
m=1
c
(j,m)
k|k (w
(m)
k+1)
> = 0 ,
1
M
M∑
m=1
c
(j,m)
k|k (w
(m)
k+2)
> = 0 ,
1
M
M∑
m=1
w
(m)
k+1(w
(m)
k+2)
> = 0 .
Finally, by exploiting these, the correlation between both nodes obtained from their respective samples
is
S
(i,j)
k+2|k+2 =
1
M
M∑
m=1
c
(i,m)
k+2|k+2(c
(j,m)
k+2|k+2)
>
= Ak+2D3Ak+1Pk|kA>k+1A
>
k+2D
>
5 +
Ak+2D3Bk+1Qk+1B
>
k+1A
>
k+2D
>
5 +
Bk+2Qk+2B
>
k+2D
>
5
= (Ak+2D3(D1 + D2)A
>
k+2 + D4)D
>
5
= P
(i,j)
k+2|k+2 .

Appendix C
Proof of the Semi-Analytic Progressive
Gaussian Filter
We prove that the product of the Gaussian densities fk|k−1(x
(u)
k |x(o)k ) and fk|k(x(o)k ) yields an
unnormalized Gaussian. We have
fk|k−1(x
(u)
k |x(o)k ) · fk|k(x(o)k ) = N (x(u)k ; xˆ(u | o)k|k−1,P
(u | o)
k|k−1) · N (x
(o)
k ; xˆ
(o)
k|k,P
(o)
k|k)
∝ exp
(
−1
2
z
)
where
z =
(
x
(u)
k − xˆ(u | o)k|k−1
)>(
P
(u | o)
k|k−1
)−1(
x
(u)
k − xˆ(u | o)k|k−1
)
+(
x
(o)
k − xˆ(o)k|k
)>(
P
(o)
k|k
)−1(
x
(o)
k − xˆ(o)k|k
)
.
First, with the definition of xˆ(u | o)k|k−1 (5.17) and by adding twice the term xˆ
(o)
k|k − xˆ
(o)
k|k, we get
z =
(
x
(u)
k − xˆ(u)k|k−1 −Kk(x
(o)
k − xˆ(o)k|k−1)
)>(
P
(u | o)
k|k−1
)−1·(
x
(u)
k − xˆ(u)k|k−1 −Kk(x
(o)
k − xˆ(o)k|k−1)
)
+(
x
(o)
k − xˆ(o)k|k
)>(
P
(o)
k|k
)−1(
x
(o)
k − xˆ(o)k|k
)
=
(
x
(u)
k − xˆ(u)k|k−1 −Kk(xˆ
(o)
k|k − xˆ
(o)
k|k + x
(o)
k − xˆ(o)k|k−1)
)>(
P
(u | o)
k|k−1
)−1·(
x
(u)
k − xˆ(u)k|k−1 −Kk(xˆ
(o)
k|k − xˆ
(o)
k|k + x
(o)
k − xˆ(o)k|k−1)
)
+(
x
(o)
k − xˆ(o)k|k
)>(
P
(o)
k|k
)−1(
x
(o)
k − xˆ(o)k|k
)
.
Second, by defining the mean
xˆ
(u)
k|k := xˆ
(u)
k|k−1 + Kk
(
xˆ
(o)
k|k − xˆ
(o)
k|k−1
)
, (C.1)
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i.e., the posterior mean of the unobservable state variables, we get
z =
(
x
(u)
k − xˆ(u)k|k −Kk(x
(o)
k − xˆ(o)k|k)
)>(
P
(u | o)
k|k−1
)−1·(
x
(u)
k − xˆ(u)k|k −Kk(x
(o)
k − xˆ(o)k|k)
)
+(
x
(o)
k − xˆ(o)k|k
)>(
P
(o)
k|k
)−1(
x
(o)
k − xˆ(o)k|k
)
=
(
x
(o)
k − xˆ(o)k|k
)>((
P
(o)
k|k
)−1
+ K>k
(
P
(u | o)
k|k−1
)−1
Kk
)(
x
(o)
k − xˆ(o)k|k
)−(
x
(o)
k − xˆ(o)k|k
)>
K>k
(
P
(u | o)
k|k−1
)−1(
x
(u)
k − xˆ(u)k|k
)−(
x
(u)
k − xˆ(u)k|k
)>(
P
(u | o)
k|k−1
)−1
Kk
(
x
(o)
k − xˆ(o)k|k
)
+(
x
(u)
k − xˆ(u)k|k
)>(
P
(u | o)
k|k−1
)−1(
x
(u)
k − xˆ(u)k|k
)
=
x(o)k
x
(u)
k
−
xˆ(o)k|k
xˆ
(u)
k|k
>Σ−1
x(o)k
x
(u)
k
−
xˆ(o)k|k
xˆ
(u)
k|k
 ,
(C.2)
with block matrix
Σ−1 =
(P(o)k|k)−1 + K>k (P(u | o)k|k−1)−1Kk −K>k (P(u | o)k|k−1)−1
−(P(u | o)k|k−1)−1Kk (P(u | o)k|k−1)−1
 .
Third, using the definition of P(u | o)k|k−1 (5.18) and the formulas for inverting a 2× 2 block matrix, e.g.,
see [173, Sec. 0.7.3], together with equating the coefficients, we get the inverse of Σ−1 according to
Σ =
 P(o)k|k P(o)k|kK>k
KkP
(o)
k|k P
(u)
k|k−1 + Kk
(
P
(o)
k|k −P
(o)
k|k−1
)
K>k

=:
 P(o)k|k (P(u,o)k|k )>
P
(u,o)
k|k P
(u)
k|k
 .
(C.3)
Finally, with (C.1), (C.2), and (C.3) we have
fk|k−1(x
(u)
k |x(o)k ) · fk|k(x(o)k ) ∝ exp
(
−1
2
z
)
∝ N
x(o)k
x
(u)
k
 ;
xˆ(o)k|k
xˆ
(u)
k|k
 ,
 P(o)k|k (P(u,o)k|k )>
P
(u,o)
k|k P
(u)
k|k
 .

Appendix D
Proof of the Closed-Form Likelihood for
Star-Convex RHMs
In this appendix, we derive a closed-form solution for the star-convex RHM likelihood (5.31), which
is given by
f (sc)(y˜k |xk) =
∫
R
N
(
y˜k − pk − s · r(ck, ψk)
dk
‖dk‖2
; 0,Rk
)
· N (s ; sˆ,Σ(s)) ds .
First, by defining
bk := r(ck, ψk)
dk
‖dk‖2
and using the definition of dk, we get
f (sc)(y˜k |xk) =
∫
R
1
2pi
√|Rk| exp
(
−1
2
(dk − s · bk)>R−1k (dk − s · bk)
)
· N (s ; sˆ,Σ(s)) ds .
Second, with completing the square, we obtain
f (sc)(y˜k |xk) =
1
2pi
√|Rk| exp
(
−1
2
(
d>k R
−1
k dk −
(d>k R
−1
k bk)
2
b>k R
−1
k bk
))
·
∫
R
exp
(
− 1
2
b>k R
−1
k bk
(
s− d
>
k R
−1
k bk
b>k R
−1
k bk
)2) · N (s ; sˆ,Σ(s)) ds .
Third, we define
qk := d
>
k R
−1
k dk ,
tk := d
>
k R
−1
k bk ,
uk := b
>
k R
−1
k bk ,
zk :=
1
2pi
√|Rk| exp
(
−1
2
(
qk − t
2
k
uk
))
,
and get a simplified expression according to
f (sc)(y˜k |xk) = zk
√
2pi
uk
·
∫
R
N
(
s ;
tk
uk
,
1
uk
)
· N (s ; sˆ,Σ(s)) ds .
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Finally, by exploiting that the product of two Gaussians also yields an unnormalized Gaussian and that
a density function always integrates to one, we yield the closed-form likelihood function
f (sc)(y˜k |xk) =
zk√
1 + ukΣ(s)
exp
(
−1
2
(
sˆ− tkuk
)2(
1
uk
+ Σ(s)
)) .

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