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1. INTRODUCTION 
Let Sz be a bounded open connected subset (domain) of KY, n 2 2, and K 
be a compact subset of 52. Suppose UE C2(s2 N K) satisfies the minimal 
surface equation in 52 N K, i.e., 
i O;((l + IDu(~))‘/~D~u)=O in Q-K. (1.1) 
r=l 
Here Du = (DI u, . . . . D,u) denotes the gradient of U. In 1951, Bers first 
proved the startling result that if K consists only of a single point, then u 
can be extended to be a C2 solution of (1.1) in all of Q and hence the 
singular set is removable [l]. An essential feature of Bers’ theorem is that 
no a priori assumption is made on the growth behaviour of u near the 
singular set. Since then various authors have extended this result by either 
enlarging the suitable class of equations or the size of K [3-5, 7, 11, 
13, 141. In 1965, Nitsche and De Giorgi and Stampacchia proved indepen- 
dently that any compact subset K in Q of vanishing (n - 1)-dimensional 
Hausdorff measure is removable [S, 71. In 1966, Serrin generalized their 
theorem to include equations of bounded prescribed mean curvature 
[ 10, 111. In 1980, Vazquez and Veron generalized it further to include the 
capillarity equation [ 143. It should be remarked that in [lo] all we need is 
-sign(z). B(x, z, p) <f(x)~L”+~(S2) for some E > 0 [ 10, p. 2881. Hence 
[ 10, 141 cover almost the same class of interesting cases. 
We would like to emphasize that in all of the above-mentioned references 
(except [ 131) the singular set K is required to lie strictly inside Q. (For 
n = 2, Nitsche observed that the singular set can approach the boundary 
because one can always find a Jordan curve bypassing the set of vanishing 
linear measure [7, p. 209-J.) The difficulty lies in the fact that when K is 
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allowed to approach the boundary, the usual test function technique is no 
longer applicable. The paper [ 133 seems to be the only one dealing with 
the latter situation. 
In this paper, we shall show that for a wide class of equations the 
singular set K can indeed be allowed to approach the boundary, thus 
giving a partial answer to a question raised in [ 111. Special examples are 
given in Section 6. In particular, our results extend those in [S, 7, 13, 141. 
2. PRELIMINARIES 
We consider quasi-linear equations which can be written in the 
divergence from 
div A(x, Du) = B(x, u). (2.1) 
Here A = (A,, . . . . A,) is a given vector-valued function of (x, p) E 52 x IR” 
and B is a given scalar function (x, z) E 52 x I& From now on, 52 will always 
denote a bounded open connected subset (domain) and K is a compact 
subset of R”, n > 2. The standard summation convention that repeated 
indices indicate summation from 1 to n is followed. 
DEFINITION 2.1. A function u E IV:;t(Q) is called a (weak) solution of 
(2.1) in Sz if 
and 
s 
Ai(X, Du) DiCp + B(X, U) up dX=O for all q E C;(Q). (2.3) 
R 
Remark 2.2. By an approximation argument, in view of (2.2), the test 
function cp in (2.3) can be taken to belong to IQl(Q) n L”(Q). 
DEFINITION 2.3. A function u E IV:;f(Q) is said to satisfy the differential 
inequality 
div ,4(x, Du) < B(x, u) in Q (2.4) 
if (2.2) holds and 
s 
Ai(X, Du) DiCp + B(Xy U) up dX 2 0 for all non-negative cp E CA(Q). 
sa 
(2.5) 
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In this case, we call u a super-solution of (2.1) in Q. A sub-solution is defined 
similarly. Note that Remark 2.2 is still valid. 
We now list the various conditions imposed on A and B: 
I&, PII da for all (x, p) E Sz x [w”, (AlI 
PiAi(X> P) 2 IPI - a1 for all (x, p) E Q x [w”, (A21 
where a, a, are non-negative constants, 
CP - 4). (0, P) - 4x7 4)) > 0 forall XEQ and p#q inR”. (A3) 
(P-q).(4x,P)-A(x,q))>O for all (x, p, q) E 0 x [w” x [w”. (A3)’ 
B(x, z) is non-decreasing in z for each XESZ. (Bl) 
B(x, z) is strictly increasing in z for each x E Q. (Bl)’ 
B(x, z) 2 -c (resp. GC) for all z>O (resp.z<O), XEQ, (B2) 
where c > 0 is a constant. 
Remark 2.4. Note that (A3) is stronger than (A3)’ while (Bl)’ is 
stronger than (Bl). 
DEFINITION 2.5. Equation (2.1) is said to possess the local existence 
property if for any given x0 E Sz, M> 0, there exists an r. = rO(xo, M) > 0 
such that for any 0 <I <r, a solution UE C2(B,(xo)) n C”(B,(xo)) exists 
solving the following Dirichlet problem: 
div ,4(x, Dv) = B(x, II) in B,(x’) 
v=cp on aB,(x”). 
Here B,(x’) = {xe R”: (x-x01 < r}, cp E C’(BB,(x’)) with II(PII~~(~~,(.~o~) 
<iv. 
3. AN EXTENDED COMPARMN PRINCIPLE 
PROPOSITION 3.1. Suppose that K is a compact subset of LY’, with 
H” - ‘(K) = 0 and let v, w E W;;L(L2 - K) satisfy in the weak sense the follow- 
ing inequalities: 
div A(x, Du) < B(x, u), div A(x, Dw) > B(x, w) in Q-K. (3.1) 
Furthermore we assume conditions (Al), (A3), (Bl) (or (A3)’ and (Bl)‘) and 
lim sup[w(x) - u(x)] < A4 for any approach to a point in c%2 - K, 
(3.2) 
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where M >, 0 is a constant. Then 
w(x) - u(x) < M a,e. 52 - K. (3.3) 
Proof: Let M-=c M, < M2. Let E > 0 be given. Since H”-‘(K) =0, we 
can find points x’, . . . . xm E K and positive real numbers rl , . . . . rm such that 
KG D(E) = (j B,,(x’) E D’(E) = ij BJX’) (3.4) 
;= 1 ,=I 
and Eye, r, n- ’ <E. There exists a Lipschitz function qE such that 
v,(x) = 1 on R” - D’(E), 
VAX) = 0 on D(E), 
OQf?,(x)<l on R” 
and 
I PLI -+ 0 as E -0. Iw” 
(For the detailed construction of qE’s, we refer to [9, 131.) Define 
I 
u(x)+ MI if w(x)>u(x)+M2 
u(x) = w(x) if v(x) + M, < w(x) -C u(x) + M2 
u(x) + M, if w(x)<u(x)+M,. 
Then 
s (DIM- 
D,u)(A,(x, Du)-Ai(x, Dv))dx 
R - D’(E) 
G 5 
(DiU-D(O) qc(Ai(Xy Dw)-Ai(Xy Du)) dX 
n - D(E) 
= 
s Di((u-U-M,) q,)(Ai(Xy Dw)-A,(X, Du)) dX R - D(E) 
- 
s 
(u-v- Ml) Diq,(Ai(xy Dw)-Ai(X, Du)) dX 
R - D(E) 
,<-- 
s- 
D D(~I!u-u-M,)q,(B(x,w)-B(x,u))dx 
- 
s n_nr2,(~-~-M~)D,~~(Ai(X,D~)-A;(x,D~))dx 
(3.5) 
(3.6) 
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(by (3.1) and Remark 2.2) 
(by (3.6)). 
Letting E --) 0 (if we assume (A3), (Bl)), we conclude that 
Du-DOSO a.e. Q N K, 
that is, u(x) - v(x) E constant a.e. Q-K. But near X2-K, u(x)= 
u(x) + M,. Hence 
u(x) - u(x) = M, a.e. Q-K, 
which is equivalent to 
w(x) < v(x) + Ml a.e. Q-K. 
We can then let M, 1 M to complete the proof. If we assume (A3)‘, (Bl)‘, 
then (3.7) would give a contradiction if w(x) > v(x) + M, holds in a subset 
of positive measure. 
4. LOCAL BONDEDNESS OF SOLUTIONS 
LEMMA 4.1. Assume: 
(i) K is a compact subset of R”, with H”-‘(K) = 0, 
(ii) u is a C*(Q m K) function satisfying 
div A(x, Du) = B(x, u) in Sz- K, (4.1) 
(iii) (Al), (A2), (B2). 
Then u E L&(Q). 
Proof We shall show that u is locally bounded from above and from 
below on 52. Let x0 E K n Q and r,, > 0 be such that &,0(xo) c Q. Denote 
the graph of u by 
G = {(x, u(x)): x E Q - K}. (4.2) 
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We adopt the notation that if F is defined on Q c R”, then F* denotes the 
function defined on s2 x R by F*(x, t) = F(x) for XESZ, t E R. We rewrite 
the equation as 
diJ, A*(x, Du) = B*(x, u), (4.3) 
where we define A,,, r(x, p) = -(al + 1). This arbitrary choice of A,, r will 
be useful in later computations. Let x’ = (y’, u(y’)) E G n (II,. x R) be 
such that u(y’) > ro. (Otherwise u would be locally bounded from above.) 
For O<r<ro, we define S,(x’)= {xE[W”+‘: Ix-x11 <r}. We claim that 
%,(x1) n G is a C2 (n - 1)-dimensional submanifold of R”+ ’ for almost all 
r, O<r<r,. In fact, we consider the smooth map f: Gn S,,(x’) --+ 
Y = (0, ro), defined byf(x) = 1x - x’l f or x E G n S,(x’). By Sard’s theorem 
and the pre-image theorem G n 8,(x’) =fP1( {r}) is a C2 (n - l)-dimen- 
sional submanifold for almost all r E (0, ro). (We refer to [6, pp. 21 and 391 
for the statements of the above theorems.) Let U = {(x, t)e (Q-K) x IR: 
t < u(x)}. Using the fact that for open subsets P, Q, 
we get 
LJ(S,(x’) n US ((iIS,( n U) u (Kx R) 
u (S(x’) n G) u (&7,(x’) n G). (4.4) 
Since Kx 08 and G n &S,(x’) have zero n-dimensional Hausdorff measure, 
we have 
H”(J(S,(x’) n U)) = H”((iTS,(x’)) n U) + H”(S,(x’) n G) 
for a.e. r c (0, ro). 
(4.5) 
We note that u(x) > 0 when (x, U(X)) E S,(x’). Hence by (B2), it follows 
that B(x, u(x)) > -c. By the divergence theorem and (4.5) we obtain 
s Or/:. A*(x, Du) + q:B*(x, u) dL”+’ S,(d) n u 
= s rj:(x, Du) .n(x) dH” a%(x’)n U) 
= s q,*A*(x, Du) .n(x) dH” (a&(x’)) n u 
+.l S,(d) n G ?,*A*(~,Du).(l+lDul~)-“‘(-Du, 1)dH”. (4.6) 
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Here L” + ’ denotes the usual (n + 1 )-dimensional Lebesgue measure and 
n(x) is the unit outward normal. After rearranging, we obtain 
s 
q,*A*(x, Du). (1 + IDul*))“* (Du, - 1) dH” 
&(I’ ) n G 
+I 
Dt&4*(x,Du)dL”+’ 
S,(x’) n u 
= s ylE*. -B*(x, u) dL”+ ’ S,(x’) n u 
+I r],*A*(x, Du) .n(x) dH”. (a.wx’)Jn u (4.7) 
We observe that 
(1 + IDul*))“* A*(x, Du). (Du, -1) 
=(1+~Du~2)-“2{A(X,DU)&+al+1) 
>(l+ IDul*))“2 {IDul -a, +a, + l} 2 1. 
Letting E + 0, (4.7) gives 
(4.8) 
H”(S,(x’)nG)<cL”+‘(S,(x’)n U)+(a+a’+1)H”((~S,(x’))n U). 
(4.9) 
Set h(r) = L”+ ‘(S,(x’) n V). Using the isoperimetric inequality ([ 11, 
3.2.39, 3.2.43) and (4.9) we get 
h(r) nin+1 = (L”+‘(S,(x’) n U)} “In+ ’ d c(n) H”(8(S,(x’) n U)) 
Q c(n){H”((lS,(x’)) n U) + H”(S,(x’) n G)} 
< c(n) h’(r) + c(n){ch(r) + (a + a, + 1) h’(r)}, (4.10) 
where c(n) is a constant depending on n. This implies 
h(r) N”+ ’ - c,(n, c) h(r) < c,(n, a, a,) h’(r). (4.11) 
For sufficiently small Y, namely, when h(r)<w,+,r”+‘<(2c’)~“~‘, we 
have 
h(r) */“+I < c,(n, u, a,, c) h’(r) for O<r<(2~,w~‘~‘+“)~’ (4.12) 
Solving (4.12), we get 
h(r)= Lnfl(S,(xl)n U)>c,(n, a, a’, c) r”+‘. (4.13) 
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From this volume bound, one concludes that u is bounded from above on 
II, - K: from the continuity of u on &,(x0) - K we know that 
H”{xEB2,(xo)-K: u(x)>z} <2-‘cqrn 
for sufficiently large r > 0. In case u(y’) > r + r for some y’ E B,(x’) - K, we 
can apply (4.13) with x1 = (y’, u(y’)) and obtain a contradiction. Thus 
sup{ u(x): x E B,(x’) - K} < t + r. 
To prove that u is locally bounded from below in Sz, we proceed as above 
with u(y’) < -r. and U replaced by 
V= {(x, t)~(52wK)x R: t>u(x)]. 
5. MAIN THEOREMS 
THEOREM 5.1. Assume: 
(i) K is a compact subset of IF!“, with H”-‘(K)=O, 
(ii) u E C’(sZ - K) is a solution of div A(x, Du) = B(x, u) in 52 w K, 
(iii) (Al), (A2), (A3), (Bl), (B2), (or with (A3), (Bl) replaced by 
(A3)‘, W )‘), (5.1) 
(iv) the local existence property; cJ: Definition 2.4. 
Then u can be defined on K so that the resulting function is a C2 solution of 
(5.1) in all of 9. 
Proof. Take an arbitrary point x0 E K n 52. Choose r > 0 small enough 
so that &,(x0) csZ. By Lemma 4.1, u is bounded in II, - K. By [8, 
pp. 6046063 and (iv) there exists u E C2(B,(xo)) A C”(B,(xo) - K) solving 
the following Dirichlet problem with incomplete boundary data: 
div A(x, Du) = B(x, u) in B,(xO), 
(5.2) 
v=u on as,(x’) - K. 
By Proposition 3.1, u(x) = u(x) in B,(x’) - K. Hence we can simply define 
u(x) = u(x) on II, n K to make it a C2 solution in II,( Since x0 is 
arbitrary, the assertion is proved. 
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THEOREM 5.2. Assume: 
(i) K is a compact subset of W’, with H”- ‘(K) = 0, 
(ii) u E C2(L2 - K) is a solution of div A(x, L>u) = B(x, II) in Q - K, 
(iii) (Al 1, (AZ), NJ, (5.3) 
(iv) B(x, u) is continuous in (x, u) E Q x Iw. 
Then u can be extended to be a weak solution of (5.1) in all of Q. 
Proof: By Lemma 4.1, u is bounded in B,(x’) (notations as in the proof 
of Theorem 5.1). Hence B(x, u(x)) is bounded in B,(x’). By Theorem 10’ of 
[lo], u can be extended to be a weak solution of (5.1) in B,(x’). Since x0 is 
arbitrary, the assertion is proved. 
Remark 5.3. If we assume the singular set K to lie strictly inside Q, 
then many cases can be handled by the comparison principle alone without 
resort to the local existence theory. In particular the following gives a 
relatively direct proof of the Nitsche-De Giorgi-Stampacchia theorem. 
THEOREM 5.4. Assume: 
(i) K is a compact subset of 0, with H”- ‘(K) = 0, 
(ii) u E C”(R - K) is a (weak) solution of div A(Du) = B(u) in .Q - K, 
(iii) (Al), (A3), (Bl) (or (A3)’ and (Bl)‘, (5.4) 
(iii)’ B(u) is continuous. 
(iv) there exists a sequence Mi -+ + co so that ui(x) - M, (resp. 
w,(x) E -Mi) are super-solutions (respectively, sub-solutions) of (5.2) in 52. 
Then u can be continuously extended to be a (weak) solution of (5.4) in all 
ofsz. 
Proof Since K lies strictly inside 52, we can assume without loss of 
generality that u is continuous near X2. Hence Ju] is uniformly bounded 
on X2. By (iv) and Proposition 3.1, we conclude that UEL~(Q). By 
Theorem 10’ of [lo], u can be extended to a (weak) solution in all of Q. 
Since A, B are independent of x, both u(x) and u(x + h) are solutions of 
(5.4). By Proposition 3.1 again, it follows that for sufficiently small h E iw”, 
14x + h) - u(x)1 <w(h), (5.5) 
where o(h) is the modulus of continuity of u on X2. Hence u can be 
continuously extended to all of 0. 
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THEOREM 5.5. Assume: 
(i) all the hypotheses of Theorem 5.4, 
(ii) both A, B are of class C2 with D,Ai(p) g,<, > 0 for 0 # <E R”, 
(iii) UE CO,‘(Q N K). 
Then u can be extended to be a C2 solution in all of Q. 
Proof. From (iii) and (5.5) we know that u can be extended to be a 
Lipschitz solution in all of 0. Since the extension satisfies a uniform 
Lipschitz condition in 52, in view of (ii) Eq. (5.4) becomes uniformly ellip- 
tic. We can then apply standard elliptic theory to conclude the proof. 
6. SOME EXAMPLES 
EXAMPLE 6.1. AJp)=(l+ [~[*)-~/~p~. Here (Al), (A2), and (A3) are 
satisfied. When B(x, U) = 0, (2.1) is the minimal surface equation. When 
B(x, U) = ku, with k > 0, (2.1) is the capillarity equation. When 
B(x, U) = constant, this is the equation of constant mean curvature. It is 
easy to check that all these B’s satisfy (Bl ), (B2). 
EXAMPLE 6.2. More generally we consider the Euler-Lagrange 
equations of parametric elliptic functionals; namely, 
i DiFq,(x, Du(x), - 1) = B(x, u), (6.1) 
i= 1 
where F is a C3 function on Q x (KY+’ N {0}) such that for all (x, q) E Q x 
@ ‘+’ N (0)) the following conditions are satisfied: 
Fbv w) = N’(x, 4) for all p > 0. (6.2) 
n+l 
;;I 141 Fq,q,(x, 4) 5iCj2 15’1*, (6.3) 
where r’=5-(5.lq1-‘q)1q1-‘q, ~EEY+‘, 
IF& i)l + i i Fc,,x,x,b, 5) + i i IFq,&, i)l G ~4 (6.4) 
/=I i=l / = 1 i,j = 1 
for all XEQ, [ES”= {qE[W”+‘: lql= l} and for some M>O, 
f’bv 4) 2 141 for all (x,q)EfSx(Iw”+‘w (0)) (6.5) 
B(x, U) E C’(Q x R) with D,B(x, u) 2 0 for all (x, U) E Q x IR, 
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lim inf B(x, U) > - co, lim sup B(x, U) < cc. (6.6) u- cm u--m 
By [12, p. 8531, the local existence theorem holds. (Al), (A2), (A3) can be 
checked to hold as well (see [13] for some of the details). When 
B(x, U) = B(x) in (6.6), we recover L. Simon’s result in [ 133. 
Remark 6.3. Some slightly more general forms of the equations 
div ,4(x, Du) = B(x, U) 
can also be considered [ 12, p. 8431. To prove the local existence property 
we only need to establish upper and lower barriers [ 12, p. 8491. For 
sufficiently small balls, say 
B, = {h 9 ..., x,) E R”: 1(x,, . . . . x,) - (0, . . . . 0, R)I < IfZ}, 
we can use barrier functions of the form 
a@) + Ix’1 I+ do) + 4 
where d(x) = dist(x, cYB,), cp is as in (2.6) and K is some large positive con- 
stant. We skip the details. 
EXAMPLE 6.4. Ai(P)=~p]~‘~i,B(u)=u]u]Y~‘,whereq>l.Itiseasyto 
check that (Al), (A3)‘, (Bl)’ are satisfied and that Theorem 5.4(iv) holds. 
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