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Kurzfassung
Die Kombination von Gesichtsanimation und Sprachsynthese ermöglicht innovative
Mensch-Maschine-Schnittstellen, z.B. für Internetversandhäuser oder web-basierten
Kundenservice. Mit bildbasierten Methoden lassen sich realistischere Animationen er-
stellen, als es mit 3D-Modellierung möglich ist. Ein bildbasiertes Gesichtsanimations-
system besteht aus zwei Teilen: Analyse und Synthese. In der Analyse wird eine Daten-
bank erstellt, die normalisierte Mundbilder und die dazugehörigen Phoneme enthält. Die
Synthese generiert aus dieser Datenbank mit Hilfe von phonetischen Beschreibungen des
zu sprechenden Textes natürlich wirkende Gesichtsanimationen.
Eine wichtige Aufgabe der Synthese ist die richtige Auswahl geeigneter Mundbilder
aus der Datenbank für den auszugebenden Satz. Der Algorithmus zur Auswahl muss
sowohl Lippensynchronisation als auch einen natürlichen Übergang zwischen aufeinan-
der folgenden Bildern gewährleisten. Das globale Optimum des Algorithmus wird mit
Hilfe des Pareto-Verfahrens gefunden. Die auf diese Weise erzeugte Gesichtsanimation
erhielt den Golden Lips Award for Audiovisual Consistency des ersten “Visual Speech
Synthesis” Wettbewerbs auf der “LIPS 2008”.
Aufbauend auf dem zuvor beschriebenen Algorithmus wurde die Animation um
einen realistischeren Gesichtsausdruck erweitert. Der Gesichtsausdruck wird durch den
eingegebenen Text und zusätzliche Kontrollmarken gesteuert. Dafür werden drei Videos
aufgenommen: im ersten zeigt der Sprecher keine Emotionen, in den anderen beiden
lächelt er während bzw. nach dem Sprechen. Aus den unterschiedlichen Gesichtsaus-
drücken wird eine Datenbank erstellt, welche die Mundbilder mit und ohne Emotion und
die entsprechenden Merkmale enthält. Um einen realistischen Gesichtsausdruck zu syn-
thetisieren, werden die Viseme-Übergänge während des Wechsels des Gesichtsausdrucks
analysiert. Experimentelle Ergebnisse zeigen, dass ein Betrachter nicht zwischen echter
und synthetischer Sequenz unterscheiden kann.
Zusätzlich wurde ein neuer Ansatz für flexible Kopfbewegung entwickelt. Verschie-
dene Kopfbewegungen wie Nicken oder Kopfschütteln werden in der Datenbank gespei-
chert. Die Bewegung wird dann durch Auswahl der in der Datenbank gespeicherten Kopf-
bewegungen passend zu Text und Kontrollmarken zusammengesetzt. Um einen fließen-
den Übergang zwischen verschiedenen Kopfbewegungen zu erhalten, wird an den Über-
gangsstellen ein Morphing-Algorithmus basierend auf optischem Fluss verwendet. Ex-
perimentelle Ergebnisse zeigen, dass Animationen mit flexiblen Kopfbewegungen bessere
subjektive Bewertungen erhalten.
Stichworte: Gesichtsanimation, bildbasierte Animation, Auswahl des Mundes, Pareto-
Optimierung, Gesichtsausdruck, Kopfbewegung, optischer Fluss, Morphing.
vAbstract
Facial animation has been combined with text-to-speech synthesis to create innovative
multi-modal interfaces, such as online stores and web-based customer services. Using
image-based rendering, facial animations look more realistic than facial animations gen-
erated by using 3Dmodels. An image-based facial animation system consists of two parts:
analysis and synthesis. The audio-visual analysis part creates a database, which contains
a large number of normalized mouth images and related information. The synthesis part
generates natural looking facial animations from phonetic transcripts of text.
An essential issue of the synthesis is the unit selection, which selects and concatenates
appropriate mouth images from the database such that they match the spoken words of
the talking head. Selection is based on lip synchronization and the similarity of consecu-
tive images. The unit selection is optimized by the Pareto optimization algorithm which
globally finds optimal weights. Our talking head received the Golden Lips Award for
audiovisual consistency in the first visual speech synthesis challenge “LIPS2008”.
Based on the optimized unit selection, the talking head is extended with realistic facial
expressions, which is driven by arbitrary text input and control tags of facial expression.
As an example of facial expression primitives, smile is used. First, three types of videos
are recorded: a performer speaking without any expressions, smiling while speaking,
and smiling after speaking. By analyzing the recorded audio-visual data, an expressive
database is built. It contains normalized neutral mouth images and smiling mouth im-
ages, as well as their associated features and expressive labels. In order to synthesize
realistic and smooth facial expressions, natural expression change and viseme transitions
are analyzed while changing expressions. Experimental results show that the synthesized
smiles are as realistic as the real ones, and the viewers cannot distinguish real smiles from
synthesized ones.
In addition, a novel approach to add flexible head motions to talking heads is developed.
First, head motion patterns are collected from original recordings. These head motion
patterns are recorded video segments with different head motions, like nod and shake.
The head motion is synthesized by selecting and concatenating appropriate head motion
patterns according to the input text with head motion tags. In order to join these patterns,
optical flow based morphing is used to smooth transitions without creating noticeable
discontinuities. Experimental results show that animations with flexible head motions are
rated with a higher average mean opinion score than the ones with repeated head motions.
Keywords: talking head, image-based animation, unit selection, Pareto optimization,
facial expression, head motion, optical flow, morphing.
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11 Introduction
In recent years, the development of modern human-computer interfaces and their applica-
tions such as E-Learning, web-based information services and video games has been the
focus of the computer graphics community [1] [2] [3] [4]. Talking heads become more
and more common as parts of modern computer-user interfaces. A talking head can add
entertainment value to a program and make it more engaging, like E-Learning. These ap-
plications will use facial animation techniques combined with dialog systems extensively
in the future [5] [6].
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Figure 1.1: Schematic diagram of web-based information service with a talking head [7].
Fig. 1.1 shows a typical application of a talking head for a web-based information
service. If the information service website is visited by a user, the talking head will start
a conversation with the user. The user is warmly welcomed to experience the website.
The dialog system will answer any question the user asks and send the answer to a TTS
(Text-To-Speech Synthesizer). The TTS produces the spoken audio track as well as the
phonetic information and their duration, which are required by the talking head plug-in
embedded in the website. The talking head plug-in selects appropriate mouth images
from the database to generate a video. The talking head will be shown in the website after
the right download and installation of the plug-in and its associated database [8]. Fig. 1.2
shows a snapshot of a talking head embedded in a Newsreader website.
In these applications, the talking heads could either be recorded video sequences of real
humans or cartoon characters that are synthesized in real time. Recorded video sequences
are expensive to produce, require a lot of storage space, and limit the flexibility of the
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Figure 1.2: Snapshot of a Newsreader website with a talking head.
interface. Cartoon characters are suited for some applications because they can be en-
tertaining, but often a photo-realistic talking head is more appropriate. The talking head
has to be not only photo-realistic in appearance, but must also behave with realistic head
movements and emotional expressions. Humans are very sensitive to the slightest facial
changes, so that synthesizing a realistic talking head is still a very challenging task.
Each deformable facial part should be considered to be animated in order to achieve
a natural face. These deformable parts include mouth, eyes, eyebrows, hair, forehead,
cheeks, etc. The mouth, eyes, and head motion are ones of the most focused facial parts in
the face-to-face communication, since the verbal information is delivered through speech
and the non-verbal information is given by eyes, eyebrows, head motion, and facial ex-
pression.
It is difficult to classify facial modeling and animation techniques strictly, because re-
cent approaches often integrate several methods to produce better results. Nevertheless,
we can roughly classify facial animations into 3D model-based animation and image-
based animation. Three example talking heads [5] are shown in Fig. 1.3.
3D models are based on 3D meshes, which are very flexible for generating movements
and showing the head in any desired orientation. However, in order to render highly
deformable facial parts, such as a mouth with a high degree of precision, complex models
3(a) (b) (c)
Figure 1.3: Example talking heads [5]. (a) MPEG-4 standard 3D talking head, (b) a tex-
ture mapped talking head, and (c) an image-based talking head.
that are computationally expensive and generally produce faces with a synthetic look are
needed. Furthermore, the movements of the 3D models are not easy to be parameterized,
since the facial movements, like head motion and facial expression, are nonlinear while
speaking.
An alternative approach, image-based rendering, uses recorded videos to synthesize a
new face. This approach is based on recorded samples, and is able to produce a talking
head which utters text the person never actually said. For that purpose, the image-based
approach requires a database which contains many samples that describe the different
shape and appearance of the mouth. However, this approach cannot synthesize a new
face, whose facial parts are not available in the database. Despite the large number of
samples, the image-based approach cannot currently handle emotional expressions. In
Fig. 1.3, the hair is very roughly modeled by a 3D model, but the image-based model can
directly use the recorded head to achieve realistic animations. In addition, the teeth and
tongue of 3D model are not modeled as realistic as the real person due to the complex
shape and appearance.
The current image-based talking head [9] [10] is so realistic that people cannot distin-
guish them from real videos. However, the talking head is inexpressive. The user will
become bored if the talking head shows no expression for a long conversation, or the
head only moves with a simple motion. Therefore, an engaging talking head is necessary
for these applications, and a lively talking head makes the users trust more in human-
computer communication [5] [6]. Furthermore, a context-aware talking head should be
able to make the users perceive that the talking head understands them during the conver-
sation. For this purpose, this thesis tackles the problem of synthesis of facial expression
and head motion for an image-based talking head, which is driven by input text and con-
trol tags, such as smile and nod.
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1.1 Previous Work
The generation of talking heads can be divided mainly into two parts: lip synchronization
and talking head rendering (Fig. 1.4). The inputs of the system are speech features such as
phonetic information from speech recognition or TTS (Text-To-Speech). The first part is
lip synchronization, which determines visual parameters from speech features for mouth
animations. Talking head rendering uses the visual parameters to generate animations via
3D model-based, physics-based or image-based approaches [6] [11] [12].
Speech
Features
− Data−driven
− Sample−based
− Learning−based
Approaches:
− Keyframe−based
− Rule−based
Features
Visual Animation
Rendering
Talking Heads
Approaches:
− 3D model−based
− Physics−based
− Image−based
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Synchronization
Figure 1.4: Block diagram of talking head synthesis.
3D model-based animation usually requires a mesh of 3D polygons that define the
head shape, which can be parametrically deformed to perform facial actions. A texture
is mapped onto the mesh to render facial parts. Such a facial animation has become a
standard in ISO/IEC MPEG-4 [13]. A more complex approach is to model the face by 3D
morphable models [14] [15] [16]. Additionally, eyes and teeth are also modeled in [17].
These techniques allow the creation of real surfaces, texture and motion for performance-
driven animations. However, the relationship between speech and mouth movement is not
well investigated.
Physics-based animation [18] [19] has an underlying anatomical structure so that the
model allows a deformation of the head in anthropometrically meaningful ways [20]. The
facial action coding system (FACS) is a description of the movements of the facial muscles
and jaw/tongue derived from an analysis of facial anatomy [21]. The main drawback of
using FACS is that FACS offers spatial motion description, but not temporal components.
Furthermore, the muscular system is highly redundant and movements typically require a
few dozen individual muscles whose actions need to be coordinated, sometimes in a very
precise way. The FACS was designed to analyze facial expressions for the psychological
study of facial behavior, however, it is not suitable for realistic talking head applications.
In addition to the above mentioned approaches, a series of image-based approaches
have emerged in the past decade. We will categorize them in three families of systems: (a)
systems that select appropriate segments of a large database and overlay the facial parts on
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a background image [9] [10] [22]; (b) systems that generate new faces based on morphing
techniques [23] [24]; (c) systems that use AAM (Active Appearance Models) [25] to
model the shape and appearance and create a realistic talking face [26].
Besides mouth animation, eye animation is also important for nonverbal communica-
tions [27]. Using the image-based approach, Weissenfeld et al. [28] categorize the eye
movements into two modes: listening and talking. For each mode, a Markov model is
designed and the animations are as realistic as real ones.
1.1.1 Lip Synchronization
The goal of lip synchronization is to control the mouth movements which match the cor-
responding audio utterance as realistically as possible.
Keyframe-based rendering interpolates the frames between keyframes. The basic
visemes are defined as keyframes and the transition in the animation is based on mor-
phing visemes in [23]. A viseme is the basic mouth shape corresponding to the speech
unit phoneme. For example, the phonemes "m", "b", "p" correspond to the closure viseme.
However, this approach does not take into account the co-articulation models [29] [30],
which indicate that a particular mouth shape depends not only on its own phoneme, but
also on its preceding and succeeding phonemes.
Rule-based lip synchronization defines a mapping between the visemes and the vi-
sual control parameters [29] [31] [32]. In order to account for co-articulation effects,
some visemes are left undefined and their visual control parameters are dependent on the
phoneme contexts. Animations generated by these rule-based approaches largely depend
on these defined rules. However, in practice, constructing accurate co-articulation func-
tions and mappings between the visemes and visual control parameters requires a lot of
painstaking manual effort. Data-driven approaches are proposed to alleviate these manual
efforts.
Data-driven approaches synthesize new speech animations by concatenating pre-
recorded facial motion data or by sampling from statistical models learned from the data.
First, facial motion data is pre-recorded. Then, a facial motion database can be built in
two different ways: either statistical models for facial motion control are trained from
the data (learning-based approaches), or the facial motion database contains recorded
samples and related parameters (sample-based approaches). Finally, given a novel sound
track (speech-driven) or text input (text-driven), corresponding visual features are gener-
ated by sampling from the trained statistical models, or by recombining recorded frames
optimally selected from the facial motion database. Data-driven approaches can gener-
ate almost realistic facial animation results, but these approaches do not provide intuitive
controls for animators.
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Learning-based approaches model speech co-articulations as implicit functions in sta-
tistical models. HMMs (Hidden Markov Models) are used for lip motion estimation.
The problem changes to estimating the missing visual features (such as mouth width and
height) based on trained HMMs and given speech features (such as phonetic information).
In [33] [34], an HMM-based facial control model is learned by using joint audio-visual
observations. These approaches use the Viterbi algorithm through the HMMs to search
for the most likely facial state sequence that matches the target speech features.
Sample-based approaches use the facial motion database for synthesizing talking faces
given novel speech input. These approaches model the co-articulation effect implicitly.
Bregler et al. [22] present “video rewrite" based on collected triphone video segments,
which require a large database to cover the triphone samples. Cosatto et al. [35] and Liu et
al. [10] extend the triphone to phoneme-based segments. Liu and Ostermann [10] improve
the lip synchronization through Pareto optimization [36] [37]. Their talking head system
can achieve realistic mouth animations, which are indistinguishable from real videos in
the subjective test [10]. However, facial expressions are not studied in the sample-based
system.
1.1.2 Facial Expression Synthesis
Facial expressions reflect one’s motivation or emotional states, which is an important
aspect in communication. Methods for modeling facial expressions have been largely in-
vestigated with a few attempts to achieve realistic expressions synchronized with speech.
According to [38] [39], all facial expressions can be blended by six basic expressions:
happiness, sadness, surprise, fear, anger and disgust. An intuitive method to drive facial
expressions is the mesh animation in MPEG-4 [13] [40] [41]. The facial expressions are
parameterized by a set of Action Units, which define the facial local motion in different
regions on the face, such as eye, brow and mouth. Most of the effort has gone to the
tracking and recognition of facial expressions [42] [43] [44], which utilize the static or
short-term dynamics of action units for facial expressions.
Instead of deforming the 3D mesh, Pighin et al. [14] present a facial expression model-
ing by combining 2D and 3D techniques, which can synthesize new facial expressions by
interpolating between two or more static facial expressions. The quality of these anima-
tions have significantly improved, especially through more sophisticated 3D models and
new texture mapping methods in recent years. Morphing static facial expressions looks
surprisingly realistic nowadays, while a realistic talking head (animation with synchro-
nized audio) is not possible yet.
However, the long-term dynamics of an expressive talking face is important to model
realistic facial expressions. Cao et al. [45] [46] apply ICA (Independent Component Anal-
ysis) to decompose facial motion into emotion style and speech content. The mapping
between emotion spaces is trained. Using a 3D model, the system can first generate an
animation without expressions according to the input audio. Then, an expressive anima-
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tion is created using the trained mappings between emotion spaces. This approach does
not consider transitions when the emotion changes in one sentence, which sometimes
results in unrealistic animations.
The work in [47] tries to model the facial expressions using AAM, which separates the
speech and expression subspaces. However, a lot of manual work is needed to build the
model. Moreover, the blend shape results in blurred mouth animations.
Unit selection synthesis can generate realistic image-based animations by concatenat-
ing recorded mouth images in an appropriate order. Using a large database with a large
number of units available with different appearance, shape and expression, it is possible
to synthesize more natural looking facial animations than 3D model-based approaches,
because the dynamics of the lips and tongue are difficult to be modeled parametrically.
Experiments on the expressive synthesis indicate that the animations depend on the audio-
visual database. Facial expressions [9] [48] are represented as template behavior (facial
expression patterns), for example, a welcoming smile. These patterns are appended to
an expressionless facial animation, which results in an unrealistic talking head, because
expressions cannot be modeled by only using the patterns. Furthermore, the transitions
between facial expressions in these animations are not optimized, so that the talking head
looks strange and unnatural, even though the mouth movements are smooth. Moreover,
expressions accompanying speech are not investigated.
1.1.3 Head Motion Synthesis
In [49], it is reported that the head motion correlates strongly with the pitch (fundamental
frequency) and amplitude of the speech. The results suggest that non-verbal gestures such
as head movements play a more direct role in the perception of speech than previously
known. Appropriate head motion can significantly enhance human-computer interfaces.
Head motion is extensively synthesized based on 3D models. However, it is not yet syn-
thesized by using sample-based approaches. Therefore, to synthesize engaging talking
heads, special attention needs to be given to appropriate speech synchronized head mo-
tions of the virtual characters.
Like mouth animations, head motion synthesis can be explained in two steps. Fig. 1.5
shows the synthesis of head movements.
Rendering
Speech
Features
MotionHead
Parameters
AnimationTalking Heads
Synchronization
Head Motion
Figure 1.5: Block diagram of head motion synthesis.
Various techniques are presented to compute head motion parameters. These tech-
niques can be categorized into two classes.
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The first is parameter-driven head motion synthesis, also known as rule-based head
motion animation, such as the system presented in [50] [51] [52]. If the emotion of the
animation is specified, the velocity and the global pose of the head motion are generated
using predefined rules, which map the labeled text to head motion. For example, the
global pose was set with downward direction for the expression of sadness.
The second is data-driven head movement synthesis. In [53], head motion is classified
into three basic patterns. These are nod, nod with an overshot at the return and abrupt
swing of the head in one direction. Patterns of head and facial movements are strongly
correlated with the prosodic structure of the text. Head motion is synthesized by concate-
nating the three basic motion patterns in an appropriate order according to the conditional
probability distribution given the occurrence of pitch accents.
Chuang et al. [47] present an approach that synthesizes novel head motion from input
speech. They first build a head motion database indexed by pitch value. Synchronized
motion and audio streams are captured and then segmented and stored in the database.
A new audio stream can be matched against segments in the database. A smooth path
is found through the matching segments and stitched together to create synthetic head
motion. The head motion parameters are used to generate 3D model-based animations.
Busso et al. [54] propose an HMM based head motion system. This approach models
the specific temporal relation between emotional head motion sequences and prosodic
features by building HMMs for each emotion, instead of generic models [55]. The head
poses are quantized by LBG. In the synthesis, HMMs are used to generate quantized head
motion sequences, which are smoothed using first order Markov models and spherical
cubic interpolation.
Since a 3D model-based facial animation system can use the head motion parameters
explicitly and directly, most current research has synthesized head motion based on a 3D
model. However, it is difficult to generate realistic animations based on a 3D model, es-
pecially with hairs. In the literature, no head motion is synthesized by using image-based
approach. In order to overcome this shortcoming, we present an image-based approach to
produce animations with flexible head movements accompanying speech.
In [56], head motions are classified in both functions and forms. The selection of head
motion is based on the relationship between the functions and the forms. However, the
relationship does not consider the influence of other modalities such as speech, facial
expression, gestures and posture. The head motions are related to the speech and the
semantic meaning of the sentences. Current natural language understanding technology
is not yet able to extract meaning. Therefore, in this thesis, the head motion form is
determined manually by the input control tags, such as “nod” or “shake”.
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1.2 Open Problems
For an expressive talking head, the animation of mouth, eye, facial expressions and visual
prosody is required. Since solutions for mouth and eye animation exist, we focus our
attention on the following problems in the context of an image-based talking head.
- Facial expression: The realism of facial expression of image-based talking heads is
currently unsatisfying, since facial expression patterns are appended to the end of
speech. Hence, facial expressions cannot synchronize with speech. Moreover, the
influence of facial expressions on the movement of a talking mouth and its timing
is currently not well understood.
- Head motion: Due to the use of a background sequence, the head motion of image-
based talking head cannot be controlled. Furthermore, the transition between head
motion sequences results in a noticeable jerky head motion. Image-based head
motion synthesis is still not well investigated in the literature.
1.3 Solution and Contributions
Three main contributions for the realistic and expressive talking head are presented in this
thesis:
- The reference system [35] is optimized, which has been presented in [7] [10]. In
the analysis, the facial features are detected by an AAM-based approach [25] [57]
(Section 2.3.1), which is robust and insensitive to illumination changes on the face
resulting from head and mouth motions, compared to the template matching based
approach in [58]. Another improvement is the Pareto optimization of the unit se-
lection [36] [37] (Section 2.3.2), which can find a global optimal solution for a
multi-objective problem.
- A smiling talking head is synthesized based on the unit selection from an expressive
database, which consists of a large number of recorded neutral and smiling mouth
images (Chapter 3). The expressive unit selection is used to select and concatenate
mouth image segments from the expressive database in an optimal way. By using
expression control tags, desired facial expressions are generated by appropriately
switching between different expressions. This research work is published in [59].
- We introduce an approach to add flexible head motion to an image-based talking
head (Chapter 4), which is presented in [60]. Head motion patterns are identi-
fied by analysis of the motion parameters of the recorded sequences. Head motion
patterns are sequences with typical head motion for different states, such as speak-
ing, listening, and idle states. In order to join these patterns, optical flow based
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morphing [61] is used to smooth transitions without introducing noticeable discon-
tinuities. The selection of head motion patterns is based on the input head motion
control tags.
1.4 Thesis Structure
The remainder of this thesis is organized as follows.
In Chapter 2, a reference system of image-based talking head [35] is introduced. It
consists of two parts: analysis and synthesis. Secondly, improvements of the reference
system are presented, one is the reliable feature detection in the analysis part, and the
other is the optimization of the unit selection in the synthesis part.
Chapter 3 introduces the technique to synthesize an expressive talking head. In order
to generate expressive talking heads, an expressive database is required. The natural
expression change of humans and the viseme transition of the expressive database are
analyzed. Based on the analytical results, the unit selection is modified to select mouth
images from the expressive database, by switching between mouth images with different
expressions.
Chapter 4 describes the head motion synthesis. Image-based head motion synthesis
requires a head motion database, which contains a lot of head motion patterns. These
head motion patterns are recorded video segments with different head motions, like nod
and shake. In the synthesis, head motion patterns are selected and concatenated according
to the input head motion control tags. In order to smooth the transitions, an optical flow
based morphing technique is used. In addition, the dynamics of the head motion between
these patterns are analyzed.
Chapter 5 evaluates the realistic and expressive talking head. Thereby, facial expression
and head motion are assessed objectively and subjectively. The evaluation results are
published in [62].
The thesis is concluded in Chapter 6.
11
2 An Image-based Talking Head
In this chapter, the general approach to generating an image-based talking head is de-
scribed in the first section. In Section 2.2, the reference system of an image-based talking
head is introduced, which is divided into two parts: analysis and synthesis. In Section 2.3,
the image-based talking head, based on the reference system, is improved. In the analysis,
facial features are robustly and precisely detected using AAM. In the synthesis, the unit
selection is optimized through Pareto optimization. Finally, the results of the optimized
talking head are given in the last section.
2.1 General Image-based Talking Head System
(b)
(d)
(e)
(a)
(f)
(c)
Figure 2.1: Image-based face model. (a) base face (recorded face image), basic layer: (b)
eyebrows, (c) eyes, (d) mouth, cheeks and chin; optional layer: (e) forehead
and (f) nose.
An image-based talking head is composed of independent image-based animations of
several facial parts. The key aspect of this model is that it allows the image-based ren-
dering of facial parts with multiple texture samples to be seamlessly merged into a whole
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Figure 2.2: General system architecture of image-based talking head.
head. The head is separated into a basic layer and an optional layer. The basic layer
includes several facial parts, such as eyes, eyebrows, and mouth, cheeks and chin. Since
the movements of the mouth, cheeks and chin are tightly dependent, these three parts are
segmented as one complete facial part. The optional layer includes the forehead and nose.
Ears and hair are not modeled separately, but are part of a base face. The base face is a
recorded face image, and also called “background image” in the synthesis. Fig. 2.1 shows
the facial parts of the image-based face model.
Based on the above layered face model, an architecture for the synthesis of an image-
based talking head is shown in Fig. 2.2. The inputs are text and control tags. The control
tags include head motion tags for head motion synthesis, expression tags for facial ex-
pression synthesis, and eye control tags for eye animation. A TTS synthesizer converts
the text into its phonetic information, as well as the spoken audio data. Depending on the
face model, facial parts are selected from the databases. The databases are categorized
into two layers: basic layer and optional layer. The basic layer includes mouth, eyes,
eyebrows, and base face. The optional layer includes nose, forehead and hair. For the
basic layer, three databases are built: the mouth image database for mouths, the eye im-
age database for eyes and eyebrows, as well as the head motion pattern database for base
faces. The selection of these facial parts is the main issue for the synthesis of a realistic
talking head. The head motion pattern selection is to select the background sequences
synchronized with the speech according to the head motion tags, such as nod and shake.
Depending on the phonetic information and the expression tags, the unit selection is to
select the appropriate expressive mouth images which coarticulate with the speech. The
eye control unit is to control the eye motion related to the speech, generating non-verbal
animations. The optional layer could be added to the system as required. For example,
the wrinkle on the nose and forehead can be layered on the base head.
Once all facial parts have been located from the databases, the image rendering inte-
grates all parts into the base face on the background image, so that a new face is generated.
The new face and the audio are synchronized and a talking head is displayed.
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Figure 2.3: Reference system of synthesizing an image-based talking head.
The system presented in [35] is our reference system. The reference talking head sys-
tem is depicted in Fig. 2.3. First, a segment of text is sent to a TTS synthesizer. The
TTS provides the audio track as well as the sequence of phonemes and their durations,
which are then sent to the unit selection. Depending on the phoneme information, the
unit selection selects mouth images from the database and assembles them in an optimal
way to produce the desired animation. The unit selection balances two competing goals:
lip synchronization and smoothness of the transition between consecutive images. A cost
function is defined for each goal, where both of them are functions of the mouth image
parameters. The cost function for lip synchronization considers the coarticulation effects
by matching the distance between the phonetic context of the synthesized sequence and
the phonetic context of the mouth image in the database. The cost function for smooth-
ness reduces the visual distance at the transition of images in the final animation, favoring
transitions between consecutively recorded images. Then, an image rendering module
stitches these mouth images to the background video sequence. The mouth images are
first wrapped onto a personalized 3D face mask and then rotated and translated to the
correct position on the background images. The wrapped 3D face mask is shown in the
left image of Fig. 2.4. The right image of Fig. 2.4 shows the projection of the textured 3D
mask onto a background image in a correct position and orientation. Background videos
14 2 An Image-based Talking Head
are recorded video sequences of a human subject with typical head movements. Finally
the facial animation is synchronized with the audio, and a talking head is displayed.
Figure 2.4: Image-based rendering. The left image is the 3D face mask with wrapped
mouth and eye textures. The right image is a synthesized face by projecting
the textured 3D mask (left image) onto a background image in a correct posi-
tion and orientation. Alpha-blending is used on the edge of the face mask to
combine the 3D face mask seamlessly with the background.
2.2.1 Analysis
The goal of the analysis is to build a database for a real time visual speech synthesizer.
The analysis process is completed in two steps, as shown in Fig. 2.5. Step one is to analyze
the recorded video and audio to obtain normalized mouth images and related phonetic in-
formation. Step two is to parameterize normalized mouth images. The resulting database
contains normalized mouth images and their associated parameters.
Audio-Visual Analysis
The audio-visual analysis of recorded human subjects results in a database of mouth im-
ages and their relevant features suitable for synthesis. The audio and video of a hu-
man subject reading a predefined corpus of texts are recorded. As shown in Fig. 2.5(a),
the recorded audio and the spoken texts are phonetically labeled by the aligner, and the
recorded video data is analyzed by the template matching and the motion estimation.
The recorded audio and the spoken text are processed by speech recognition to recog-
nize and temporally align the phonetic transcription of the text to the recorded audio data.
The process is referred to the aligner. Finally, the timed sequence of phonemes is aligned
up to the sampling rate of the corresponding video. Therefore, for each frame of the
recorded video, the corresponding phoneme and phoneme context are known. The pho-
netic context is required due to the coarticulation, since a particular mouth shape depends
not only on its associated phoneme, but also on its preceding and succeeding phonemes.
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Figure 2.5: Database building by analyzing recorded human subject. (a) Analysis of
recorded video and audio, (b) Parameterization of the normalized mouth
images.
l uh k aw t ax v dh ax w ih n d ow ax n s iy ih f ih t s r ey n ih ng
Look out of the window and see if it’s raining
Figure 2.6: Phonetic labeling of audio data. The top row is the audio wave form of the
sentence “Look out of the window and see if it’s raining.”. The middle row is
the phonetic labeling of the audio data.
Table 2.1 shows the American English phoneme and viseme inventory that used in this
thesis to phonetically transcribe the input text. The mapping from phoneme to viseme is
based on the similarity of the appearance of the mouth. In our system, we define the map-
ping of 43 phonemes to 22 visemes using the American English Phoneme Representation
of Microsoft Speech API (version SAPI 5.1). Fig. 2.6 shows an example of phonetic
labeling of an audio data.
All image frames of the recorded videos are individually analyzed to extract and nor-
malize individual facial features. The first step in obtaining normalized mouth images
is to locate the facial feature points. Based on the collected templates, such as eye and
mouth corners, these features are manually marked on the templates. A template match-
ing approach tries to find the best template which is most similar to features in the input
image.
To find the position and orientation of the head, the pose estimation technique [63] is
used. A 3D face mask of the recorded subject is acquired using a Cyber scanner. Knowing
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Table 2.1: Phoneme-viseme mapping of SAPI American English Phoneme Representa-
tion. 43 phonemes are classified into 22 visemes.
Viseme No. Phoneme Viseme No. Phoneme
1 silence 12 ay
2 ae, ax, ah 13 h, hh
3 aa 14 r
4 ao 15 l
5 ey, eh, uh 16 s, z
6 er 17 sh, ch, jh, zh
7 iy, y, ih, ix 18 th, dh
8 w, uw 19 f, v
9 ow 20 d, t, n
10 aw 21 k, g, ng
11 oy 22 p, b, m
the values of both the 3D feature points and their corresponding 2D points in the image
plane, the pose of the object can be inferred by the equations of perspective projection.
This is known as the perspective-n-point (PnP) problem. Using the recovered rotation and
translation parameters of the head, the face image is projected onto the 3D face mask. The
textured 3D mask is moved to a normalized position, and is reprojected onto the image
plane using bilinear interpolation. Thus, the resulting image is a frontal, normalized view
of the facial part.
Parameterization of Normalized Mouth Images
Once the normalized mouth images are extracted and stored in the database, several fea-
tures need to be computed and attached to the images for the unit selection in the synthesis.
PCA parameters are used to describe the appearance of mouth images as shown in
Fig. 2.5(b). Reflecting the original data structure, we use PCA parameters to measure
the distance of the mouth images in the objective criteria for system training, as PCA
transforms the mouth image data into principal component space.
In addition to the appearance parameters, geometric parameters, such as mouth width
and mouth height, are derived directly from the detected feature points in Fig. 2.5(a).
Furthermore, the visibility of teeth and tongue is characterized for every mouth.
The sentence number and the frame number are used to preserve the inherent smooth-
ness of real, recorded facial movements when selecting images for an animation.
For the background sequence, the rotation and translation parameters of the head are
saved for each background image, such that, at synthesis time, the facial parts can be
projected onto the background image with the correct orientation.
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Database
All the parameters associated with an image are also saved in the database. Therefore, the
database is built with a large number of normalized mouth images. Each image is char-
acterized by geometric parameters (such as mouth width and height), texture parameters
(PCA parameters), phonetic context, sentence number and frame number.
The size of the database is directly related to the quality required for animations. Better
lip-synchronization requires more sequences and a higher image resolution makes larger
files.
2.2.2 Synthesis
To synthesize a new animation, the input text is first run through a text-to-speech synthe-
sizer (TTS) generating the audio track and its phonetic transcript [64]. The given video
frame rate of animations, together with the length of the audio, determine the number of
video frames to be synthesized. To achieve the synchronization of the mouth with the au-
dio track while keeping the resulting animation smooth and visually pleasing, a technique
of unit selection from concatenative speech synthesis [65] is adapted, which is detailed as
follows.
Unit Selection
The unit selection chooses the mouth images corresponding to the phoneme sequence,
using a target cost and a concatenation cost function to balance lip-synchronization and
smoothness. As shown in Fig. 2.7, the phoneme sequence and audio data are generated
by the TTS system. For each frame of the synthesized video, a mouth image is selected
from the database for the final animation. The selection is executed as follows.
First, a search graph is built. Each frame is populated with a list of candidate mouth
images that belong to the viseme corresponding to the phoneme of the frame. Using a
viseme instead of a phoneme increases the number of valid candidates for a given target,
given the relatively small database. Each candidate is fully connected to the candidates
of the next frame. The connectivity of the candidates builds a search graph as depicted in
Fig. 2.7. Target costs are assigned to each candidate and concatenation costs are assigned
to each connection. A Viterbi search through the graph finds the optimal path with mini-
mal total cost. Given in Fig. 2.7, the selected sequence is composed of several segments.
The segments are extracted from the recorded sequence. Lip synchronization is achieved
by defining target costs that are small for images recorded with the same phonetic context
as the current image to be synthesized.
The Target Cost (TC) is the distance measured between the phoneme at frame i and the
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Figure 2.7: Illustration of unit selection algorithm. The text is the input of the TTS syn-
thesizer. The audio and phoneme are the outputs of the TTS synthesizer. The
candidates are from the database and the red path is the optimal animation
path with a minimal total cost found by Viterbi search. The selected mouth
images are taken from several original video segments.
phoneme of image u in the candidate list:
TC(i,u) =
1
n∑
t=−n
vi+t
n∑
t=−n
vi+t ·M(Ti+t ,Pu+t) (2.1)
where a target phoneme feature vector:
−→
Ti = (Ti−n, ...,Ti, ...,Ti+n)
with Ti representing the phoneme at frame i, a candidate phoneme feature vector:
−→
Pu = (Pu−n, ...,Pu, ...,Pu+n)
consisting of the phonemes before and after the uth phoneme in the recorded sequence
and a weight vector: −→vi = (vi−n, ...,vi, ...,vi+n)
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with vi = eβ1|i−t|, i ∈ [t− n, t + n], n is phoneme context influence length, depending on
the speaking speed and the frame rate of the recorded video, we set n = 10, if the frame
rate is 50Hz, n = 5 at 25Hz. β1 is set to −0.3. M is a phoneme distance matrix with size
43×43, which denotes visual similarities between phoneme pairs. M is computed by the
weighted Euclidean distance in the PCA space:
M(Phi,Ph j) =
√
K∑
k=1
γ2k · (PCAPhi,k−PCAPh j,k)2
K∑
k=1
γk
(2.2)
where PCAPhi and PCAPh j are the average PCA weights of phoneme i and j, respectively.
K is the reduced dimension of the PCA space of mouth images. γk is the weight of
the kth PCA component, which describes the discrimination of the components. We use
exponential factor γk = e
β2|k−K|, k ∈ [1,K], with β2 = 0.1 and K = 12.
The Concatenation Cost (CC) is calculated using a visual cost ( f ) and a skip cost (gs)
as follows:
CC(u1,u2) = wcc f · f (U1,U2)+wccg ·gs(u1,u2) (2.3)
with the weights wcc f and wccg. u1 and u2 are one of the candidate images from frame
i and from frame i− 1, respectively. U1 and U2 correspond to the feature vector of u1
and u2. The feature vector considers the articulator features including teeth, tongue, lips,
appearance, and geometric features.
The visual cost measures the visual difference between two mouth images. A small
visual cost indicates that the transition is smooth. The visual cost f is defined as:
f (U1,U2) =
D∑
d=1
kd ·
∥∥∥Ud1 −Ud2 ∥∥∥
L2
(2.4)
∥∥Ud1 −Ud2 ∥∥L2 measures the Euclidean distance in the articulator feature space with D
dimensions. Each feature is given a weight kd which is proportional to its discrimination.
For example, the weight for each component of PCA parameters is proportional to its
corresponding eigenvalue of PCA analysis.
The skip cost is a penalty given to the path consisting of many video segments. Smooth
mouth animations favor long video segments with few skips. The skip cost gs is calculated
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as:
gs(u1,u2) =

0 ; | f (u1)− f (u2)|= 1 ∧ s(u1) = s(u2)
w1 ; | f (u1)− f (u2)|= 0 ∧ s(u1) = s(u2)
w2 ; | f (u1)− f (u2)|= 2 ∧ s(u1) = s(u2)
...
wp−1 ; | f (u1)− f (u2)|= p−1 ∧ s(u1) = s(u2)
wp ; | f (u1)− f (u2)| ≥ p ∨ s(u1) 6= s(u2)
(2.5)
where f and s are the frame number of the recording and the sentence number, respec-
tively and wi = eβ3i. We set β3 = 0.6 and p = 5.
A path (p1,p2,...,pi,...,pN) through this graph generates the following Path Cost (PC):
PC = wtc ·
N∑
i=1
TC(i,Si,pi)+wcc ·
N∑
i=2
CC(Si,pi,Si−1,pi−1) (2.6)
with candidate image Si,pi belonging to the frame i. wtc and wcc are the weights of the
two costs.
Substituting Eq. (2.3) in Eq. (2.6) yields
PC = wtc ·C1+wcc ·wcc f ·C2+wcc ·wccg ·C3 (2.7)
with
C1 =
N∑
i=1
TC(i,Si,pi)
C2 =
N∑
i=2
( f (Si,pi ,Si−1,pi−1))
C3 =
N∑
i=2
(gs(Si,pi,Si−1,pi−1))
The best path through the graph is the path that produces the minimum cost. The
weights wtc and wcc are used to fine-tune the emphasis given to concatenation cost versus
target cost, or in other words, to emphasize acoustic versus visual matching. A strong
weight given to the concatenation cost will generate a very smooth animation, but the
synchronization with speech might be lost. A strong weight given to the target cost will
generate an animation which is perfectly synchronized to the speech but might appear
visually choppy or jerky. This is due to the high amount of jumping within database
sequences. These weights are selected by maximizing the average segment length over a
set of training sequences.
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2.2.3 Drawbacks and Limitations
The feature-based motion estimation of the reference system depends on the feature
points. The template-based feature detection results in an inaccurate corresponding fea-
ture points, which makes the motion estimation incorrect, especially for frames with the
mouth wide open [9]. For this reason, a final manual inspection of all frames is neces-
sary to ensure a clean database with facial features, even though the motion estimation is
performed entirely automatically.
In order to eliminate these deficiencies, our system uses model-based motion estima-
tion [66] which estimates the head motion parameters for each frame. Using a 3D head
scan of the recorded speaker, the model-based estimation algorithm stores texture infor-
mation of the object and tries to find the motion parameters of the rigid head in a new
frame by minimizing the difference between the textured 3D model and the face in the
new frame. The 3D head scan is a 3D face representation, which is a polygon mesh con-
sisting of a collection of vertices and polygons that define the shape of a face in 3D. Using
the motion parameters, all frames are normalized to a reference position and the mouth
regions of all frames are cropped to build a database, so that the normalized mouth images
can be parameterized by PCA correctly.
In the reference system [9], the feature detection is implemented in two steps. First,
the face is located by color based segmentation. Second, feature points are detected using
manually predefined feature templates, such as mouth corners cropped from mouths with
different open sizes. One of the deficiencies is that it is time-consuming and very sensi-
tive to the skin color and lighting of the subject. If the color contrast between lip and skin
is small, the threshold cannot be found correctly. Second, feature templates are selected
manually, and they are not always consistent in all the templates. In this thesis, the facial
features are detected by AAM [25] [57], which uses not only the color information but
also the shape of the subject such that the approach can locate the feature points very pre-
cisely and robustly. Moreover, a new approach to reduce the manual error when creating
the training data is proposed in this thesis [7].
The second improvement in our facial animation system is to smooth the transitions
between segments by morphing instead of blending [9]. A segment is a chunk of con-
secutively recorded mouth images. Since mouth animations are composed of several seg-
ments, the discontinuities of mouth movements occur only at the joint of these segments.
Blending introduces the motion blur artifacts. Furthermore, morphing [67] requires sev-
eral corresponding feature points between two images. The color based method can only
detect the features points such as mouth corners, which are not enough for morphing.
However, the results from AAM can satisfy this need.
Another drawback of the reference system is that the weights of the unit selection are
not optimized. In [65] two approaches are proposed to train the weights of the unit se-
lection for a speech synthesizer. In the first approach, weight space search is to search a
range of weight sets in the weight space and find the best weight set which minimizes the
differences between the natural waveform and the synthesized waveform. In the second
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approach, regression training is used to determine the weights for the target cost and the
weights for the concatenation cost separately. Exhaustive comparison of the units in the
database and multiple linear regressions are involved. Both methods are time consuming
and the weights are not globally optimal. An approach similar to weight space search
is presented in [68], which uses only one objective measurement to train the weights of
the unit selection. However, other objective measurements are not optimized. Therefore,
these approaches are only sub-optimal for training the unit selection, which has to create
a compromise between partially opposing objective quality measures. Considering multi-
objective measurements, Pareto optimization is proposed to train the unit selection in this
thesis.
2.3 Optimization of the Reference System
The main improvements of the reference system are presented in [10]. In this section, we
describe two improvements. One is the feature detection in the analysis, and the other is
unit selection optimization in the synthesis.
The analysis of the recorded videos are improved as shown in Fig. 2.8. Compared
with the reference system, our system estimates the head motion by the model-based
algorithm [66] and the geometric features are detected by AAM instead of the template-
based approach. In this thesis, the reliable feature detection by AAM is presented in the
section 2.3.1.
Motion
Estimation AAM
Recorded Video
3D Scanned Face Mask
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Mouth Images Geometric Parameters
Figure 2.8: Block diagram of the analysis of recorded videos in the optimized system.
With respect to synthesis, the unit selection is optimized by Pareto optimization, which
is proposed in the Section 2.3.2
2.3.1 Reliable Feature Detection using AAM
The geometric parameters, such as mouth corner points and lip position, are obtained by
template matching based approach in the reference system [9]. This method is very sen-
sitive to the illumination change resulted from mouth movement and head motion during
speaking, even though the environment lighting is consistent in the studio. Furthermore,
the detection error of the mouth corners may be higher when the mouth is very wide
open. The same problem exists also for the detection of eye corners, which will result in
an incorrect motion estimation and normalization.
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AAM-based feature detection uses not only the texture but also the shape of the face.
AAM models are built from a training set including different appearances. The shape is
manually marked. Because the AAM is built in a PCA space, if there are enough training
data that can construct the PCA space, the AAM is not sensitive to the illumination change
on the face. Typically the training data set consists of about 40 mouth images.
Active Appearance Models (AAM)
The active appearance models [25] were introduced by Edwards et al. a few years ago, and
have since been the subject of much research. An appearance model is a joint statistical
model of the shape and the texture of an object, while the active appearance model is an
appearance model combined with a directed search algorithm for adapting the model to
an image. This section will summarize the traditional AAM algorithm.
From our mouth image database, several different mouth images are selected and land-
marked. Each image is related to a landmark vector. The landmark vectors can be used
to build the shape model for the object (mouth, in our context). The statistical shape is
parameterized by PCA according to
x = x+Psbs (2.8)
x is the standard (average) shape of the model, the columns of Ps are the shape eigenvec-
tors, and the bs contains the shape parameters.
The shapes of all images are aligned by Generalized Procrustes Analysis (GPA). The
textures under the landmarked shapes are extracted and warped to the mean shape. The
warped texture data vectors are parameterized by PCA, a linear model is obtained as
g = g+Pgbg (2.9)
g is the mean texture, the columns of Pg are the texture eigenvectors, and the bg contains
the texture parameters.
In order to recover the correlation between the shape and the texture, the parameters bs
and bg are combined in a third PCA space. A combined parameter c is computed as
b =
(
Wsbs
bg
)
=
(
WsP
T
s (x− x)
PTg (g−g)
)
=
(
Pcs
Pcg
)
c = Pcc (2.10)
where Ws is a diagonal matrix of weights for each shape parameter, allowing for the
difference in units between the shape and texture model. Pc is the matrix consisting of the
combined eigenvectors.
The Appearance model is parameterized by c as
{ x = x+PsW
−1
s Pcsc
g = g+PgPcgc
(2.11)
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For a given c, the texture g and the shape x can be calculated by the Eq. (2.11). A syn-
thesized image is generated by warping the texture of g into the shape of x and applying
the current pose parameters p = [tx ty s θ ] where tx, ty and θ denote in-plane translation
and rotation, and s denotes the shape size.
The goal of AAM search is to find the optimal adaptation of the model to the input
image, that is to find the parameter c and p that minimizes the distance between the
model and the image using the L2-norm as a cost function. The iterative updating scheme
is based on a fixed Jacobian estimate or a principle component regression [25].
Feature Detection by AAM
Facial features are defined as landmarks on the mouth part (Fig. 2.9) in our system.
The landmarks are divided into three groups: anatomical-, mathematical- and pseudo-
landmarks [57]. For example, the mouth corners are anatomical landmarks, the lowest
points of inner and outer lip are mathematical landmarks, and the points on the outline or
between landmarks are pseudo landmarks.
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Figure 2.9: 20 Landmarks of mouth part.
An appropriate training set is required for AAM building. According to different mouth
appearance such as lip open size, teeth and tongue, about 40 mouth images are selected
from the database with 20000 mouth images. The training set includes the mouth images
and their landmarks.
Optimization of AAM Model
Because the manual work of placing landmarks is a subjective task, in general, the land-
marks are not consistent in the training set. Improving the accuracy of the landmarks in
the training set should be carried out, which is also called a repeatability and reproducibil-
ity study. Stegmann [57] has proposed that by letting a set of operators annotate the data
set several times, the average landmarks are estimated as the optimal landmarks for the
data set. However, this method needs a lot of manual work and it is tedious. In this part,
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we will propose a new approach, which can reduce the manual error of landmarks in the
training set.
The optimization process is described as follows:
- Step 1: The training set is used to build the AAM model.
- Step 2: Features of each image from the training set are detected by the AAM
model. If the features did not change from the last iteration, the optimization pro-
cess will stop. Otherwise, do next step.
- Step 3: The landmarks in the training set will be updated by the detected feature
points. Go to step 1.
Generally the landmark converges to a stable position after 3 to 5 times iterations.
Fig. 2.10 shows an optimization process of a mouth corner. The x coordinate of the
mouth corner is shown in Fig. 2.10 (a), the y in Fig. 2.10 (b). The optimization starts
from the manual landmark. In this case, 80.5 is the x coordinate of mouth corner. After
4 iterations, the x coordinate is converged to 79.13. The position of the landmark moves
about 1.37 pixels in x, 1.46 pixels in y. The average correction of the landmarks is about
0.78 pixel in x and 0.89 in y.
0 2 4 6 8 10
79
79.5
80
80.5
x 
co
o
rd
in
at
e 
[pe
l]
Iteration of optimal landmarks
(a) x coordinate
0 2 4 6 8 10
127.5
128
128.5
129
129.5
y 
co
or
di
na
te
 [p
el]
Iteration of optimal landmarks
(b) y coordinate
Figure 2.10: Manual errors of landmarks are reduced iteratively by AAM optimization.
Sub-pel Accurate Feature Detection
The optimized AAM is used to detect feature points of the mouth images, resulting in
precise positions. We have also defined objective criteria to measure the accuracy of the
feature points.
The most popular method to measure the accuracy is to mark a test sequence manually,
and the average difference between the detected features and the manually marked fea-
tures is calculated as the error. This method is time-consuming and cumbersome. Some
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call this manually marked features ground truth. However, manual marks can be incon-
sistent in different images. Therefore, this definition of ground truth is unsuitable, and
consistent feature points are needed as ground truth.
We start with an optimized AAM based on 40 training images with landmarks. We
manually mark landmarks in 100 test images. Next we build an extended optimized AAM
using training and test images. This extended AAM detects the feature points in the test
images. We define these feature points as the ground truth for the test images. The manual
error is measured by the difference between the ground truth and the manually marked
features. The detection error is measured by the difference between the feature points
detected using the AAM based on the training images and the ground truth.
(a) Low contrast (b) High contrast
Figure 2.11: Results of AAM-based feature detection under different lighting and color
changes.
Using the 140 images as the training data, the ground truth features are detected by the
optimal AAM approach. The average error between the manually marked features and
ground truth is about 1.15 pixels. Using 40 images as the training set and 100 images as
the test set, the average error between the ground truth and the features of the test images,
detected by the non-optimized AAM approach, is 0.44 pixels. The error is reduced to 0.17
pixels by the optimized AAM. The results of feature detection under different conditions
such as lighting and color changes are shown in Fig. 2.11. Fig. 2.12 shows the AAM-
based feature detection used for the test data [4] (Fig. 2.12(a)(b)) and the data from our
Institute (Fig. 2.12(c)(d)). The overall accuracy improvement by the optimized AAM
approach is smaller than 0.5 pixels. The standard deviation of the detection error is 0.04
pixels, and the maximal error is 0.46 pixels.
The mouth corners are detected by optimized AAM as accurately as by the template-
base method [9], while AAM based detection saves much manual work to train the model
and it is more robust to the lighting and color changes. The lip contour can also be
detected with high accuracy by optimized AAM, but the template based method cannot.
The detected mouth features are further used to control the morphing for animation.
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(a) Closed mouth (b) Open mouth
(c) Closed mouth (d) Open mouth
Figure 2.12: AAM-based feature detection on normalized mouths of different databases.
Morphing for Animation
The selected mouth images are made from segments of consecutively recorded image
samples. The Viterbi search has done its best to minimize visual differences at the junction
of these segments. However, due to the database having a limited size, many junctions
remain for which a large visual difference exists. These abrupt transitions are generally
noticeable on the final animation and greatly lower its overall quality. Instead of blending,
field morphing [69] is implemented when the junctions have a large visual difference.
Morphing requires feature points of the mouth part. The correspondences of the feature
points in the mouth images have been detected by optimized AAM approach. Therefore,
morphing can be implemented in our system. The whole system runs also in real time
because the mouth part is small and morphing is required only at junctions with large
visual differences.
An animation sequence (25 fps) is produced for the utterance “We are working on
facial animation.” Only 3 of 17 transitions need morphing. On average 25% of transitions
are morphed in animations. The mouth part of animations with blending and morphing
the transitions are shown in Fig. 2.13. From Fig. 2.13(a), the blended image shows the
28 2 An Image-based Talking Head
transparency of the lips and teeth. In Fig. 2.13(b), the morphed mouth has a much clearer
mouth shape than the blended one. The teeth are a little darker than the left one, because
the morphing technique tries to blend the forward and backward warped mouth images.
The forward warped mouth has a light white color, while the backward warped mouth has
a dark white color. Therefore, the brightness of the teeth becomes darker after blending
the warped images.
(a) Blending the transition
(b) Morphing the transition
Figure 2.13: Snapshots of mouth part of facial animations. The middle image is blended
in (a), morphed in (b). The visual quality of mouth part is improved by
morphing. The blending factor is set to 0.5.
The improved training method can reduce the average position error of landmarks from
1.15 pixels to 0.17 pixels iteratively. In contrast to the reference method, the feature
detection using the improved AAM model performs more accurately and robustly. The
detected geometric features are used for the synthesis of facial animation. Furthermore,
the feature points are also used for morphing, which smooths the transition between seg-
ments with large visual differences automatically. Since the two improvements are built in
our system, the overall quality of animations is better than these by the reference method
as evaluated by subjective tests.
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2.3.2 Automatic Parameter Optimization of Unit Selection
As discussed in section 2.2.2, several weights, influencing TC, CC and PC, should be
trained. Generally, the training set includes several recorded original sentences (as ground
truth) which are not included in the database. Using the database, an animation with the
audio of the training set will be generated using the given weights for unit selection. We
use objective evaluator functions as Face Image Distance Measure (FIDM). The evaluator
functions are average target cost, average segment length, and average visual difference
between segments. The average target cost indicates the lip synchronization, the average
segment length and average visual difference indicate the smoothness.
Pareto Optimization
Pareto optimization, also known as genetic algorithm (GA), is population-based search
algorithm. Inspired in natural evolution ideas, GA evolves a population of candidates so-
lution (i.e. weights) adapting them to a given environment, or fitness function (i.e. unit
selection cost). This process takes advantage of mechanisms such as the survival of the
fittest and genetic material recombination. The basic GA searches optimal weights at
multiple locations in the search space rather than just one location. It does this by produc-
ing a population of various possible solutions distributed throughout the search space and
then operates on these solutions using basic operations to create a new generation of bet-
ter solutions. The operators correspond closely with the operations of nature as pertains
to survival of species [70] [71].
The basic GA is summarized as follows:
- Step 1: An initial population consisting of several possible solutions in the search
space is created. The issues to be addressed at this step are the size of the initial
population and the criteria for choosing the initial population so as to distribute
the search at the various locations in the search space. In our system, the initial
population is the weights of the unit selection.
- Step 2: Each solution in the current population is evaluated by using a fitness func-
tion. The fitness function is a measurement of the suitability of the solution to
survive into the next generation. A new population is selected by sampling the
current one.
- Step 3: The individuals of the new population are recombined in two different
phases. The first is crossover, which recombines the solutions producing two new
offsprings. Moreover, the offspring replace their parents in the population. The sec-
ond phase is mutation, which introduces random perturbations to the solutions with
a given probability. This process is a mechanism to extend search to unexplored
domains in the search space.
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- Step 4: The steps 2 and 3 are repeated for several generations to allow evolution of
very stable and fit population. Generally some termination criteria are used to stop
the evolution after several iterations.
Use of a GA for unit selection is advantageous as we can terminate evolution at any step
and pick the best solution. Also as the size of the database grows, GA based algorithm can
be more and more efficient than enumerative (brute force) optimization approaches [68].
Multi-Objective Measurements
In this section, we define the multi-objective measurements as the fitness functions.
A mouth sequence (p1,p2,...,pi,...,pN) with minimal path cost is found by the Viterbi
search in the unit selection. Each mouth has a target cost (TCpi) and a concatenation cost
including a visual cost and a skip cost in the selected sequence.
The average target cost is computed as
TCavg. =
1
N
N∑
i=1
TCpi (2.12)
As mentioned before, the animated sequence is composed of several original video
segments. We assume that there are no concatenation costs in the mouth image segment,
because they are consecutive frames in a recorded video. The concatenation costs occur
only at the joint position of two mouth image segments. When the concatenation costs
are high, indicating a large visual difference between two mouth images, this will result
in a jerky animation. The average segment length is calculated as
SLavg. =
1
L
L∑
l=1
(SLl) (2.13)
where L is the number of segments in the final animation. For example, the average
segment length of the animation in Fig. 2.7 is calculated as SLavg. = (6+ 3+ 2+ 11+
3)/5 = 5.
The Euclidean distance ( fpca) between mouth images in the PCA space is used to cal-
culate the average visual difference in the following way:
VCavg. =
1
L−1
N−1∑
i=1
fpca(i, i+1) (2.14)
where fpca(i, i+1) is the visual distance between mouth images at frame i and i+1 in the
animated sequence. If the mouth image at frame i and i+1 are two consecutive frames in
an original video segment, the visual distance is set to zero. Otherwise, the visual distance
for the joint of the mouth image segments is calculated as
fpca(i, i+1) =
∥∥∥−−→PCAi−−−→PCAi+1∥∥∥
L2
(2.15)
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where PCAi is the PCA parameter of the mouth image at frame i.
The optimal average visual difference VCavg. should consider not only the appearance
features (PCA parameters) but also the geometric features as the cost function definition
in the concatenation cost. However, the weight used for the appearance and geometric
features is to be searched by the Pareto optimization. In the subjective test, we have
observed that the appearance feature is more discriminative than the geometric one, so we
choose the PCA parameters for the suboptimal measurement.
Pareto Optimization of Unit Selection
Similar to the works in [72] and [73], we adapt the Pareto optimization to our visual
speech synthesis. The Pareto algorithm starts with an initial population. Each individual
is a weight vector containing weights to be adjusted. Then, the population is evaluated
by the multi-objective evaluator functions (i.e. FIDM). A new population is created by
recombining the individuals of the current population in two steps, i.e. crossover and mu-
tation. The first step recombines the weight values of two individuals to produce two new
children. The children replace their parent in the population. The second step introduces
random perturbations to the weights with a given probability. Finally, the new population
is obtained to replace the current one, starting the evolutionary cycle again. This process
stops when a certain finalization criteria is satisfied.
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Figure 2.14: The Pareto optimization for the unit selection.
FIDM is used to evaluate the unit selection and the Pareto optimization accelerates the
training process. The Pareto optimization (as shown in Fig. 2.14) begins with ten thousand
combinations of weights of the unit selection in the parameter space, where ten settings
were chosen for each of the four weights in our experiments. For each combination, there
is a value calculated using the FIDM criteria. The boundary of the optimal FIDM values
is called Pareto-front. The boundary indicates the animation with smallest possible target
cost given a visual distance between segments. Using the Pareto parameters correspond-
ing to the Pareto-front, the Pareto optimization generates new combinations of the weights
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for further FIDM values. The optimization process is stopped as soon as the Pareto-front
is declared stable.
Once the Pareto-front is obtained, the best weights combination is located on the Pareto-
front. However, the visual qualities of these animations are different. The subjective test is
the ultimate way to find the best weights combination, but there are many weight combina-
tions performing similar results that subjects cannot distinguish. Therefore, it is necessary
to define objective measurements to find the best weight combination automatically and
objectively.
The measurable criteria consider the subjective impression of quality. We have per-
formed the following objective evaluations. The similarity of the real sequence and the
animated sequence is described by directly comparing the visual parameters of the ani-
mated sequence with the real parameters extracted from the original video. We use the
cross-correlation of the two visual parameters as the measure of similarity. The visual
parameters are the size of open mouth and the texture parameters.
Appearance similarity is defined as the correlation coefficient (rpca) of the PCAweights
of the animated sequence and the original sequence. If the unit selection finds a mouth
sequence, which is similar to the real sequence, the PCA parameters of the corresponding
images of the two sequences have a high correlation. Movement similarity is defined as
the correlation coefficient (rh) of the mouth height. If the animated mouth moves just as
the recorded mouth, the coefficient approaches 1.
Since the PCA coefficients are ordered in a descending significance, the first PCA coef-
ficient represents the most statistical variance of mouth images. Therefore, the first PCA
coefficient could be used for appearance similarity instead of all the coefficients. The
mouth height is visually more significant than the mouth width in our informal subjective
tests.
The cross-correlation is calculated as
r =
N∑
i=1
[(ya,i−mya) · (yb,i−myb)]√
N∑
i=1
(ya,i−mya)2 ·
√
N∑
i=1
(yb,i−myb)2
(2.16)
where ya,i and yb,i are the first principal component coefficient of PCA parameter or the
mouth height of the mouth image at frame i in the real and animated sequence, respec-
tively. mya and myb are the means of the corresponding series, ya and yb. N is the total
number of frames of the sequence.
In addition to the appearance similarity and movement similarity criteria, the timing of
mouth closure is also used as an evaluator. Experiments indicate that human viewers are
very sensitive to closures, and getting the closures at the right time may be the single most
important criterion for providing the impression that lips and sound are synchronized.
The timing of mouth closures is very critical for animations with plosive and bilabial
phonemes such as phoneme “p”, “b” and “m”.
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2.4 Experimental Results
2.4.1 Data Collection
In order to test our talking head system, two data sets are used, comprising the data from
our Institute (TNT) and the data from LIPS2008 [4].
In our studio a subject is recorded while reading a corpus including about 300 sen-
tences. A lighting system is developed for the audio-visual recording, which minimizes
the shadow on the face of a subject and hence reduces the change of illumination on the
moving head. The capturing is done using a HD camera (Thomson LDK 5490). The video
format is originally 1280×720 at 50 f ps, which is cropped to 576×720 pixels at 50 f ps.
The audio signal is sampled at 48kHz. 148 utterances are selected to build a database
to synthesize animations. The database contains 22762 normalized mouth images with a
resolution of 288×304.
The database from LIPS2008 consists of 279 sentences, supporting the phoneme tran-
scription of the texts. The video format is 576×720 at 50 f ps. 180 sentences are selected
to build a database for visual speech synthesis. The database contains 36358 normalized
mouth images with a resolution of 288×288.
A snapshot of example images extracted from two databases is shown in Fig. 2.15.
(a) TNT (b) LIPS2008
Figure 2.15: Snapshot of an example image extracted from recorded videos at TNT and
LIPS2008, respectively.
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2.4.2 Unit Selection Optimization
The unit selection is trained by Pareto optimization with 30 sentences. The Pareto-front
is calculated and shown in Fig. 2.16. There are many weight combinations satisfying the
objective measurement on the Pareto-front, but only one combination of weights is deter-
mined as the best set of weights for unit selection. We have tried to generate animations
by using several weight combinations and find out that they have similar quality subjec-
tively in terms of naturalness, because quite different paths through the graph can produce
very similar animations given a quite large database.
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Figure 2.16: Pareto optimization for unit selection. The curves are the Pareto-front. Sev-
eral Pareto points on the Pareto-front marked red are selected to generate
animations. The cross correlation coefficients of PCA parameters and mouth
height (rpca, rh) between real and animated sequences are shown for the se-
lected Pareto points.
To evaluate the Pareto-front automatically, we use the defined objective measurements
to find best animations with respect to naturalness. The cross correlation coefficients of
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PCA parameter and mouth height between real and animated sequences on the Pareto-
front are calculated and shown in Fig. 2.17. The red curve is the cross correlation of PCA
parameter of mouth images between real and animated sequences. The blue curve is the
cross correlation of mouth height. The cross correlation coefficients of several Pareto
points on Pareto-front are labeled in Fig. 2.16(a), where the first coefficient is rpca, the
second is rh. Given in Fig. 2.17, the appearance similarity (red curve) and the move-
ment similarity (blue curve) run in a similar way, and reach the maximal cross correlation
coefficients at the same position with the average visual distance of 18.
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Figure 2.17: Cross correlation of PCA parameters and mouth height of mouth images
between real and animated sequences on the Pareto-front. Red curve is cross
correlation of PCA parameter between real and animated sequences. The
blue one is the cross correlation of mouth height.
Fig. 2.18(a) shows the first component of PCA parameters of mouth images in real and
animated sequences. The mouth movements of the real and synthesized sequences are
shown in Fig. 2.18(b). We have found that the curves in Fig. 2.18 do not match perfectly,
but they are highly correlated. The mouth height trajectory of the animated sequence is
different from the one of the real sequence at several positions in the Fig. 2.18(b). For
example, the mouth of silence phoneme in the real sequence is open at the beginning
of the sentence, while the mouth of the animated sequence begins with closure. The
resulting facial animations look realistic compared to the original videos. One of the most
important criteria to evaluate the curves is to measure how well the closures match in
terms of timing and amplitude. The phonemes “w”, “v”, “m”, and “p” in Fig. 2.18(b)
have closed mouths. The timing of these mouth closures are matched very well in the
animated and real sequences. Furthermore, objective criteria and informal subjective tests
are consistent to find the best weights in the unit selection. In such a way the optimal
weight set is automatically selected by the objective measurements.
The weight set corresponding to the point on the Pareto-front with maximal similar-
ity (rpca,rh) are used in the unit selection. Animations generated by the optimal facial
animation system are used for the following formal subjective test.
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(b) Trajectory of mouth height of real and animated sequences
Figure 2.18: The similarity measurement for the sentence: "I want to divide the talcum
powder into two piles". (a) shows the appearance similarity, (b) shows the
mouth movement similarity. The red curve is the PCA parameter trajectory
and the mouth movement of the real sequence, the blue curve is the PCA pa-
rameter trajectory and mouth movement of the animated sequence. The cross
correlation coefficient of PCA parameters between the real and animated se-
quence is 0.88, the coefficient for mouth height is 0.74. The mouth height is
defined as the maximal top to bottom distance of the outer lip contour. The
dashed lines indicate the interval of closures for phonemes “w”, “v”, “m”,
and “p”.
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Rendering Performance
The performance of visual speech synthesis depends mainly on the TTS synthesizer, the
unit selection, and the OpenGL rendering of the animations. We have measured that the
TTS synthesizer has about 10 ms latency in a WLAN network. The unit selection is run-
ning as a thread, which only delay the program at the first sentence. The unit selection
for the second sentence is run when the first sentence is rendered. Therefore, the unit
selection is done in real time. The OpenGL rendering takes the main time of the anima-
tions, which relies on the graphics card. For our system (CPU: AMD Athlon XP 1.1GHz,
Graphics card: NVIDIA Geforce FX 5200), the rendering needs only 25 ms for each
frame of a sequence with CIF format at 25 fps.
2.4.3 Subjective Test
A subjective test is defined and carried out to evaluate the facial animation system. The
goal of the subjective test is to assess the naturalness of animations whether they can be
distinguished from real videos.
Assessing the quality of a talking head system becomes even more urgent as the ani-
mations become more lifelike, since improvements may be more subtle and subjective.
A subjective test where observers give feedback is the ultimate measure of quality, al-
though objective measurements used by the Pareto optimization can greatly accelerate
the development and also increase the efficiency of subjective tests by focusing them on
the important issues. Since a large number of observers are required, preferably from
different demographic groups, we designed a Website for the subjective test.
In order to get a fair subjective evaluation, we let the viewers focus on the lips and
separate the different factors. Since head motions and facial expressions influence the
speech perception, we selected a short recorded video with neutral expressions and tiny
head movements as the background sequence. The mouth images, which are cropped
from a recorded video, are overlaid to the background sequence in a correct position and
orientation to generate a new video, named original video. The corresponding real audio
is used to generate a synthesized video by the optimized unit selection. Thus a pair of
videos, uttering the same sentence, is ready for the subjective test. Overall 5 pairs of
original and synthesized videos are collected to build a video database available for the
subjective test on our Website. The real videos corresponding to the real audios are not
part of the database.
A Turing test was performed to evaluate our talking head system. 30 students and em-
ployees of Leibniz Universität Hanover were invited to take part in the formal subjective
test. All video pairs from the video database were randomly selected and the video pair
was itself presented to the participant randomly only once. The participant should de-
cide whether it is an original or a synthesized video immediately after the video pair was
displayed.
The results of the subjective test are summarized in Table 2.2. The Turing test can be
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quantified in terms of the Correct Identifying Rate (CIR), which is defined as
CIR =
Number of Correctly Identified utterances(NCI)
Number of Testing Utterances(NTU)
(2.17)
Table 2.2: Results of the subjective test for talking heads. 5 video pairs were shown to 30
viewers. The number of the viewers, which identified the real and synthesized
video correctly (NCI), was counted. The correct identifying rate (CIR) for each
video pair was calculated. NTU represents the number of testing utterances.
Video pair 1 2 3 4 5
NCI 21 16 17 11 21
NTU 30 30 30 30 30
CIR 70% 53% 57 % 37 % 70%
Table 2.2 shows the results of the subjective test. Snapshots of the talking heads ex-
tracted from 5 video pairs are shown in Fig. 2.19. CIR 50% is expected, which means the
animations are as realistic as the real one. From the results of the subjective test, we can
find that the original videos of video pair 1 and 5 are correctly recognized by 70% of the
viewers. The video pair 2 and 3 is almost indistinguishable to the viewers, where the CIR
is approaching 50%. The synthesized video of video pair 4 is decided by most viewers as
original video. After the subjective test, we have asked the viewers, how they recognized
the videos as synthesized. They gave a clue that the mouth animations of the video pair 1
and 5 are as good as the real ones, but the other facial parts, such as cheeks and neck, look
unnatural in several frames, where some lighting changes appear on the cheeks and the
neck parts due to the difference between the mouth images and the background images.
(2) (3) (4) (5)(1)
Figure 2.19: Snapshots of the talking heads extracted from 5 video pairs.
Our hypothesis is that original and animated videos are indistinguishable from each
other. If the hypothesis is true, the value for NCI is binomially distributed. The probability
mass function of binomial distribution is defined in the following way:
P(X = k) =
(
n
k
)
pk(1− p)n−k (2.18)
2.4 Experimental Results 39
with parameters n = NTU = 30, k = NCI and p = 0.5 for our subjective test. Fig. 2.20
shows the binomial distribution of the subjective test. The 95% confidence interval is esti-
mated in the zone between 10 and 20. The video pair 2, 3, and 4 is kept in the confidence
interval, which means the video pairs are indistinguishable. The video pair 1 and 5 is
outside of the confidence interval, but they are very close to the confidence level. In fact,
the animations of 1 and 5 also look as realistic as the real ones according to the feedback
of the viewers.
0 5 10 15 20 25 30
0
0.05
0.1
 
P(
X=
k)
95% CI
 2
 3
 1, 5
 k (NCI)
4
Figure 2.20: Binomial distribution (n= 30, p= 0.5) of the subjective test. The video pairs
are marked with red on the distribution.
The generated talking heads using the LIPS 2008 database were evaluated on the con-
ference of Interspeech 2008. Using the common database [4], the presented compet-
ing animation systems were evaluated subjectively. The participants include the research
teams from Microsoft Research Asia, TU Berlin, University of Edinburgh, University of
Grenoble, University of East Anglia, etc. In comparison to these systems, our proposed
talking head system [74] achieved the best audio-visual consistency in terms of natural-
ness [75] [76]. The Mean Opinion Score (MOS) of our system was about 3.7 in the sub-
jective test evaluated by a 5-point grading scale (5: Excellent, 4: Good, 3: Fair, 2: Poor,
1: Bad). The original videos were scored with about 4.7. Fig. 2.21 shows the subjective
test in the LIPS 2008 challenge, where the scores along the horizontal axis are average
percentages of phonemes correctly identified in the SUS (semantically unpredictable sen-
tences) and were obtained from the intelligibility test, and the scores along the vertical
axis are the MOS (1-5) for the audio-visual consistency test (Naturalness Test).
The subjective test carried out in our institute shows that the talking head generated
by using the database of TNT performs better than the talking head generated by using
the database of LIPS2008. A reason for the better animation results is the designed light
settings resulting in a high quality recording. All viewers think the videos from TNT
look better, since the lighting contrast of the image has a large impact on the perception
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Figure 2.21: Subjective test in the LIPS 2008 challenge. 10 talking head systems were
involved in the subjective test. Our system is labeled with “LIU”, and “orig-
inal” means the recorded videos.
of overall quality of talking heads in the subjective test. Furthermore, the shadow and
the illumination changes on the face cause problems in motion estimation, which makes
the final animations jerky and blinking. Therefore, talking heads generated by using the
database of LIPS2008 do not look as realistic as those heads by using the database of
TNT.
Based on the facial animation system, Web-based interactive services such as E-
shop and Newsreader were developed. The demos and related Website are avail-
able at http://www.tnt.uni-hannover.de/project/facialanimation/demo. In addition, the
video pairs used for the subjective test can be downloaded from http://www.tnt.uni-
hannover.de/project/facialanimation/demo/subtest.
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3 Facial Expression Synthesis
The general approach we use to model facial expressions is to build an expressive
database, which is composed of different expressions, such as smile, angry, and surpris-
ing. The reference talking head system is extended with facial expressions as shown in
Fig. 3.1. The reference system can generate only neutral faces without any facial expres-
sion. To simplify the problem of facial expression synthesis, a smile is conducted as an
example in this thesis. The expressive database of Fig. 3.1 includes two expression states:
neutral and smile. For each expression, a number of mouth images are recorded. Depend-
ing on the input expression tags, the unit selection selects appropriate mouth images from
the expressive database by switching between neutral and other expressive mouths.
Unit Selection
Audio
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Head
Talking
Image Rendering
Text−To−
Speech
Viseme Phoneme
Size
Viseme Phoneme
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Mouths
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Expressive Database
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Figure 3.1: Image-based talking head extended with facial expressions.
In this chapter, we first describe the creation of the expressive database. In order to
synthesize realistic and smooth facial expressions, natural expression changes and viseme
transitions while changing expressions are analyzed in section 3.2. In section 3.3, a mod-
ified unit selection for facial expressions is introduced.
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3.1 Creation of an Expressive Database
Database building is one of the most important components for generating a realistic talk-
ing head with expressions, since image-based talking head synthesis depends heavily on
the mouth images in the database. In this thesis, we are animating smiles as an example,
since other facial expressions, like sadness and anger, will be straightforward to integrate.
In our studio, a native speaker is recorded while reading a corpus of 150 sentences.
These sentences are designed to find a tradeoff between the English phoneme coverage
and the size of the corpus. A lighting system is developed for the audio-visual recording,
which minimizes the shadow on the face of a subject and hence reduces the change of
illumination on the moving head. In our experiment, each sentence is recorded three times
with different emotions and expressions, i.e. speaking without any expression (neutral
speaking), smiling after speaking, and smiling while speaking. The recording is captured
by using a HD camera (Thomson LDK 5490). The video format is originally 1280×720
at 50 f ps, which is cropped to 576× 720 pixels at 50 f ps. The audio signal is sampled
at 48 kHz. A total of 450 utterances are recorded to build the database, which contains
78,797 normalized mouth images with a resolution of 288× 304 pixels. A snapshot of
example images extracted from the sequence is shown in Fig. 3.2.
(a) Neutral face (b) Smiling face
Figure 3.2: Snapshot of example images extracted from recorded videos. The neutral face
(a) and the smiling face (b) are labeled with the same phoneme “ng" of the
word “morning".
After recording, the audio data and the texts are aligned by an aligner, which segments
the phonemes of the audio data. The aligner is first trained for specific voices in order to
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increase the accuracy of the alignment given the recorded audio and the spoken text. Once
the aligner has been trained, it produces a timed sequence of phonemes. Therefore, for
each frame of the recorded video, the corresponding phoneme and its phoneme context
are known. The phoneme context is required in order to capture coarticulation effects.
Using a 3D head scan of the recorded speaker, the recorded videos are processed by
model-based motion estimation [66], which estimates the head motion parameters for
each frame. The 3D head scan is a 3D face representation, which is a polygon mesh
consisting of a collection of vertices and polygons that define the shape of a face in 3D.
The model-based estimation algorithm stores texture information of the object and tries to
find the motion parameters of the rigid head in a new frame by minimizing the difference
between the textured 3D model and the face in the new frame. Using the motion parame-
ters, all frames are normalized to a reference position and the mouth regions of all frames
are cropped to build an expressive database containing two expression states: neutral and
smile.
Normalized mouth images are transformed into the PCA space [77], so that few param-
eters are needed to describe the appearance of the mouth image. The shape of the mouth
images is extracted by AAM [25], from which geometric parameters such as mouth width
and height are derived.
The expressive database is built with a large number of normalized mouth images. Each
image is labeled with the following parameters: an expression tag, appearance parameters
(PCA), geometric parameters (mouth width and height, the visibility of teeth and tongue),
phonetic context, original sequence and frame number.
3.2 Analysis of Viseme Transitions while Changing
Expressions
In order to analyze viseme transitions while changing expressions, we firstly analyze the
natural expression change of humans, and then analyze viseme transitions in the expres-
sive database. The analytical results are used in the expressive unit selection.
3.2.1 Natural Expression Change of Humans
In order to control facial expressions, the behavior of humans has to be analyzed. In
this thesis, we conduct facial expression “smile” as an example, and for this reason, we
analyze natural smiles of human from recorded videos. The goal of this analysis is to
measure when humans begin and end a smile and to which extent humans smile in which
situation.
Our facial animation is aiming to generate realistic facial expressions. For this purpose,
the recorded video requires natural facial expression while speaking. The recorded videos
for database building are unsuitable for analysis of expressions, since the speaker is aware
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of the recording and their expression is controlled. Therefore, videos of spontaneous
speech and conversations are required.
In order to analyze natural smiles, three video sets are collected:
1. Recording of special texts (about 10 minutes): These special texts are able to make
the speaker laugh when he is reading, the special texts are like “schuettelverse”, i.e.,
poems of two lines embedding spoonerisms.
2. Spontaneous speech and conversation (about 10 minutes): The most natural facial
expression is from the spontaneous conversation, where the speaker is unaware of
expression change.
3. Videos of a news reporter (10 minutes): A news reporter is trained to give facial ex-
pressions and know when and how to smile. A news reporter is a typical application
for talking head.
Based on the collected videos, we are able to find some simple rules for facial expres-
sions. In the first video set, the speaker cannot smile at the beginning of the sentence. For
example, sometimes the speaker begins to smile at the end of the schuettelverse sentence,
because the speaker understands the meaning after reading the sentence. In the second
video set of conversation, facial expression depends tightly on current topic and partner’s
reactions. Different partners have different facial expressions for the same topic. It is also
very difficult to be determined when a smile begins while speaking. Starting a smile is
very individual realistic, since one person will laugh earlier while another laughs later.
However, several rules are also general in the conversational video. A smile begins be-
fore speaking and ends after the whole sentence. This happens when the speaker tries to
answer a funny question. In some cases, a smile begins somewhere in the sentence, when
the meaning changes from neutral to funny. Generally, these changes are almost with a
short pause in the sentence. These pauses are always between words or clauses. Someone
smiles when he is listening, which gives the partner some information whether the story
is funny or he has understood the words very clearly. In the third video set, the news
reporter smiles in most cases at the end of the sentence, which gives audience some hints
or make the news report friendly.
Another issue is the degree of the smile. A smile or a neutral speaking appears at the
end of news, which depends on the speaker. Generally, smiles from the news speaker
videos are small and begin from the last sentence of news. Depending on the content, a
big or small smile could be at the end of speaking. We have observed that these smiles
always start before the last syllable. In most cases, big smiles happen at the listening state
without speaking in the conversational videos. Smiles of different degrees are shown in
Fig. 3.3.
The spontaneous conversational video is used to analyze the statistics in the above
mentioned different kinds of smiles. The results are summarized in Table 3.1. Given
Table 3.1, 43% of smiles appear at the last syllable of a sentence. 24% of smiles are
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Figure 3.3: Smiles with different degree. The left image is a neutral speaking face. The
middle image (small smile) is a speaking face with smile. The right image
(big smile) is a smiling face without speaking.
accompanied with speaking. 20% of smiles happens between clauses. Big smiles always
happen without any speaking. In a few cases (5% of smiles), smiles are occurring between
words.
Table 3.1: Frequency of different kinds of smiles in a conversational video.
No. kind of smile frequency %
1 smile between words 2 5%
2 smile between clauses 7 20%
3 smile during speaking 9 24%
4 smile from the last syllable 16 43%
5 big smile without speaking 3 8%
In order to generalize our smiling talking head to all other facial expression synthesis,
we have observed that the transition between different facial expressions, such as smile
and angry, are through neutral state. In this way, our smiling talking head is easy to be ex-
tended to synthesize all other facial expressions. Transition of any two facial expressions
is realized by finding a smooth path through neutral mouths.
Facial expression synthesis is not simply defined as mouth animation. Smiles some-
times have an impact on the deformation of the eye parts, even though a smile is formed
by flexing the muscles near both ends of the mouth. These kind of smiles are called a
Duchenne smile, which involves contraction of both the zygomatic major muscle (which
raises the corners of the mouth) and the orbicularis oculi muscle (which raises the cheeks
and forms crow’s feet around the eyes). Many researchers believe that Duchenne smiles
indicate genuine spontaneous emotions since most people cannot voluntarily contract the
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outer portion of the orbicularis oculi muscle [78]. In this chapter, we are focusing on the
expressive mouth animation. Eye animations, such as eye gazing and eye blinding, are
developed by Weissenfeld et al [28], which can be directly integrated in our system.
In the analysis of natural smiles, we can summarize general cases for a smile as follows:
- smile begins before speaking and ends after speaking.
- smile begins at the end of speaking and before the last syllable.
- smile begins between words or clauses in the speaking, where the contents change
from neutral to funny, generally a short pause occurs before expression changes.
- big smiles are more often the reaction to the conversational partner without speak-
ing, and at the same time eye animation is required for big smiles.
3.2.2 Viseme Transitions of Expressive Database
In order to generate smooth transitions between the neutral and the smiling mouths by
using the expressive database, the relationship between the neutral and the smiling mouths
has to be analyzed. The goal of this analysis is to show how well the viseme transition
can be done for different visemes.
The neutral and the smiling mouths have different mouth shapes and mouth appear-
ances. Fig. 3.4 shows the distribution of mouth width and height for the viseme 1 and 7.
Even though the average mouth height of neutral viseme and smiling viseme is similar,
the average width of the neutral mouth images is clearly smaller than the average width
of smiling mouth images. The mean value and standard deviation of mouth width and
height for each viseme are depicted in Fig. 3.5. Given Fig. 3.5, mouth height is simi-
lar for both neutral and smiling mouths, hence the mouth height will have little impact
on the optimal switching position. However, smiling mouths are broader than neutral
mouths. Therefore, the availability of mouth images with similar width will have a ma-
jor impact on the switching position between the neutral and the smiling mouths. Given
the non-overlapping intervals of average mouth width plus/minus standard deviation in
Fig. 3.5(a), only few images are suitable for switching.
The appearance features for viseme 1 and 7 are plotted in Fig. 3.6, where only the
first two principal components are shown. The area covered by smiling images appears
to be a superset of the area of the neutral images in this PCA diagram. We assume that
the N-dimensional volume spanned by the PCA components of smiling images has a
large overlap with the volume of the neutral images. Hence, smooth transitions between
visemes are possible, when considering PCA features.
The switching ability from viseme vi to viseme v j, is measured in the following way:
pvi,v j =
mi, j
Nvi
(3.1)
pv j,vi =
m j,i
Nv j
(3.2)
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Figure 3.4: Distribution of mouth width and height in geometric feature space. (a) is for
viseme 1. (b) is for viseme 7. Red points are from the neutral mouths, blue
points are from the smiling mouths.
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Figure 3.5: Analysis of geometric features of neutral and smiling mouths. The mean and
standard deviation are calculated for each viseme. The red line is the mean for
neutral mouths, and the blue line is for a smile. The mouth width for a smile
is significant in the geometric feature space.
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Figure 3.6: Distribution of mouth images in PCA space. (a) is for viseme 1. (b) is for
viseme 7. Red points are from the neutral mouths, blue points are from the
smiling mouths.
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where Nvi is the number of mouth images of viseme vi and Nv j is the number of mouth
images of viseme v j. mi, j is the number of mouth images in vi, which can find a neighbor
from v j so that the distance is smaller than a predefined threshold. The threshold is chosen
manually in a subject test. If the distance between two images is smaller than the thresh-
old, transitions between two images are smooth. Switchable images are images with one
expression, which have a similar neighbor with another expression. Their distance is less
than the threshold. In our experiments, the threshold is manually determined in the PCA
space. Fig. 3.7 shows the switching matrix of viseme transitions. Due to the higher pvi,v j
value, switching from neutral to smile is easier than reverse.
Evaluating the whole database, we have measured that 65% of the neutral mouth im-
ages are able to find at least one similar smiling mouth to switch to, while only 25% of
the smiling mouth images can switch to the neutral mouths smoothly. For each viseme
the geometric features of these mouth images are plotted in Fig. 3.8. In Fig. 3.8(a), the
average mouth widths of the switchable neutral and smiling mouths approach closely.
Furthermore, the large overlap intervals of the average mouth width with plus/minus stan-
dard deviation indicate that the smiling mouth images with small widths can be switched
to the neutral mouths smoothly. In Fig. 3.8(b), we can see that the average mouth height
of the switchable neutral mouths and the switchable smiling mouths is very low, com-
pared to the average mouth height of the whole neutral and smiling mouths (gray curves).
Therefore, the switch tends to happen at the boundary of a viseme, when the switchable
neutral and smiling mouths are almost closed.
3.3 Expressive Unit Selection
The expressive unit selection uses weighted target costs and concatenation costs. The
target cost measures the lip synchronization of the mouth image. The concatenation cost
measures the smoothness of the transition from one image to another. The target cost is
computed by calculating the distance between the phoneme context of the mouth image
and the input phoneme context. The concatenation cost of two images is computed by
calculating the weighted geometric and appearance distance of these two mouth images.
Thus the larger the database is, the more units the unit selection can choose from, which
make it easier to find matching units for a given phoneme sequence. A Viterbi search
finds optimal units from the database by minimizing the two types of costs.
Expression tags are used to control when the talking head begins and ends a smile while
speaking. The syntaxes for facial expression synthesis are listed in Table 3.2.
For expression mode 1 the syntax is used to generate animation that speaks the text with
smile expression. The expression tag can be inserted at any position inside the sentence
or for the whole sentence. By using the expression tag, the unit selection is able to select
the mouth images by switching between neutral and smiling mouths. In expression mode
2, the syntax is designed for appending a smile pattern at the end of speaking, or for a
smile without speaking. The intensity of the desired smile pattern can be specified by
3.3 Expressive Unit Selection 51
5 10 15 20
5
10
15
20
 
 
0
0.2
0.4
0.6
0.8
1
Ne
ut
ra
l
Smile Viseme Index v j
V
is
e
m
e
In
d
e
x
v i
(a) Viseme switching ability pvi,v j from neutral to smile
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Figure 3.7: Switching matrix between neutral and smiling visemes. (a) Viseme switching
from neutral to smile, (b) Viseme switching from smile to neutral. Switching
from neutral viseme to smiling viseme is generally higher.
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Figure 3.8: The average mouth width and height of the switchable mouth images of each
viseme measured for the neutral and the smiling mouths, respectively. The red
line is the average width and height of the switchable images from the neutral
mouths, the blue dash line for the average width and height of the switchable
images from the smiling mouths. As a reference, the gray lines are the average
width and height of all images of a viseme from the neutral and the smiling
mouths, respectively (as in Fig. 3.5).
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Table 3.2: Syntaxes of facial expression synthesis.
expression mode syntax
1. speaking with smile <prosody expression = “smile”> text </prosody>
2. smile without speaking <smilepattern size = “small | medium | large”/>
s m m m m ay ay ay ay ay ay ay ay l l l l
Segment 1
Segment 2
Segment 3 Segment 5
Segment 4
Figure 3.9: Part of the unit selection for the last word “smile” of the sentence “I can also
speak with an expression, like a smile.”. The mouth image video segments are
selected from the neutral and smiling mouths, depending on the input expres-
sion tag. The position of transition from one segment to the next is determined
by the concatenation costs of the unit selection. Segment 1 is selected from
neutral mouths, the segments after that are selected from smiling mouths. In
this example, switching occurs from the neutral phoneme ‘m’ to the smiling
phoneme ‘m’, when the mouth is closed.
the parameter “size” of the smile pattern tag. Smile patterns are categorized into three
classes: small smile, medium smile and large smile. The syntax can also be extended to
synthesize other facial expressions easily.
Based on the results of analyzing natural expression change, four possible natural talk-
ing heads can be synthesized by the expressive database for a given sentence:
- Case 1: Talking head speaks without any expression.
- Case 2: Smile is accompanying speaking.
- Case 3: Facial expression is changed from neutral to smile during speaking.
- Case 4: A smile pattern is appended to an animation for non-verbal communication.
For case 1, the unit selection selects mouth images only from the neutral mouths and
for case 2, from the smiling mouths only with no need for switching the database. Case
4 is for non-verbal communications, which is easily done by appending one of the smile
patterns to an animation. The focus of the expressive unit selection is on case 3, where the
database has to be switched from the neutral mouths to the smiling ones while speaking,
or vice versa.
For case 3, mouth images are selected from the expressive database by switching be-
tween neutral and smiling mouth images. Based on the switching matrix of viseme tran-
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sitions, the viseme transition with lowest value around the input expression tag is deter-
mined as an initial switching position. In order to achieve a very smooth transition while
speaking and changing expressions, units from both expressions with small concatena-
tion costs have to be found. With low concatenation cost, the unit selection can generate
smooth animations.
Fig. 3.9 shows a sequence of mouth images that the unit selection considers for the
mouth animation. The time line is labeled with phonemes. According to the target cost,
a segment is selected from the database. According to the concatenation cost, optimal
transitions between segments are determined. Depending on the input expression tag, the
unit selection selects appropriate mouth images from the database containing the corre-
sponding expression. We have observed that viseme switching from neutral to smile is
always occurring when the mouth is almost closed.
Viseme Phoneme
Size
Viseme Phoneme
Size
Case 1
Case 2
s s s m m ay ay ay ay ay ay ay ay l lay
Neutral Mouths
Neutral Sequence
Switch for Case 3
Smile Sequence
Smiling Mouths
Figure 3.10: Illustration of the expressive unit selection. The top row shows the animated
sequence is selected from the neutral mouths. The bottom row shows the
animated sequence is selected from the smiling mouths. The expressive unit
selection tries to switch from the neutral mouths to the smiling ones at the
optimal position. This is an another view of the expressive unit selection for
Fig. 3.9.
The relationship of the expressive unit selection for Case 1, 2 and 3 are shown in
Fig. 3.10. The top row of Fig. 3.10 is for Case 1, where a neutral mouth image sequence
is selected, and the bottom row gives the smiling mouth image sequence of Case 2. The
mouth image sequence for Case 3 is the sequence that switching from Case 1 to Case 2
depending on the input expression tag.
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4 Head Motion Synthesis
Generating realistic talking heads is not limited to the field of lip synchronization and
facial expressions. Especially for longer animations, a lack of natural head movements
limits the naturalness of the animations. In this section, we will introduce a novel ap-
proach to generate head movements.
Unit Selection
Image Rendering Talking
Head
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Head Motion
Listening Pattern Speak Pattern Nod Pattern Shake Pattern
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Figure 4.1: Expressive talking head extended with head motion synthesis.
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Fig. 4.1 shows the expressive talking head extended with a flexible head motion syn-
thesis. The head motion synthesis is driven by the input control tags. According to the
head motion tags like nodding and shaking, head movements can be synthesized by se-
lecting and concatenating appropriate head motion patterns from the head motion pattern
database. The transitions between these patterns are smoothed by the optical flow based
morphing technique.
4.1 Collection of Head Motion Patterns
In order to analyze realistic head motion of the speaker, we have recorded a face to face
conversation of about 20 minutes with spontaneous head and facial movements. The
speaker was unaware that the head movements were relevant.
To identify head motion patterns, rotation and translation parameters are estimated by
the model-based approach [66]. We have observed that during the conversation, the head
moves away from and back to the straight forward looking position. The first frame of one
pattern is manually defined. The end frame is found by computing the minimal distance to
the first frame. Instead of using the whole images as in [79], the distance of two frames is
measured by calculating the Euclidean distance between the two frames in the pose space
in the following way:
Di j = wrt
∥∥Ri−R j∥∥L2 +∥∥Ti−Tj∥∥L2 (4.1)
where Ri and R j are rotation parameters of the head in the image i and j, Ti and Tj are
translation parameters for the image i and j. R is represented for the vector (Rx, Ry, Rz),
T for (Tx, Ty, Tz). wrt is a scale factor that controls the impact of the two terms.
Distance in the pose space can be computed accurately and quickly. The local defor-
mation of the mouth part is not considered in the measurement because the mouth part is
replaced by a new mouth in the animation rendering. Finally, the head motion patterns
are extracted from the video sequence.
In head motion analysis, we have collected 29 head motion patterns, which are classi-
fied as listening patterns (6), speaking patterns (15), and idle patterns (8). The average
duration of these patterns is about 14 seconds long. Four additional head motion patterns
are also collected as semantic patterns, such as nods (2) and head shaking (2).
Fig. 4.2 shows the pose parameters of a speaking pattern, which is extracted from the
conversation. Fig. 4.2 (a) and Fig. 4.2 (b) are the trajectories of the rotation around axis
x (head nod) and y (head shake). The motion around z is almost zero during the conver-
sation. Fig. 4.2 (c) is the trajectory of the translation of the head along x in the world
coordinate system parallel to the image plane. In this figure we can see that the rotation
of the face begins and ends almost at the zero orientation. This speaking pattern is about
11 seconds long.
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Figure 4.2: Examples of pose parameters (R, T ) of a speaking pattern. (a) rotation around
x, (b) rotation around y, (c) translation in x, (d) translation in y.
Parameterization of Head Motion Patterns
The head motion patterns should be parameterized, so that the head motion pattern se-
lection is able to select the background sequence with appropriate head movements. The
motion parameters, like speed v and acceleration a of the head motion, can be calculated
from the pose parameters (R, T ). Moreover, each head motion pattern is labeled with
a head motion tag, such as speaking, listening, idleness, nodding and shaking. Two ex-
tra head motion patterns (start and end head motion patterns) are the sequences with a
forward-looking head pose. The start and end head motion patterns are used as the begin-
ning and the end of the background sequence, which makes the head look forward after
animation.
Since the sampling rate of our recording is 50 Hz, the speed can be approximated very
well by using numerical differentiation. The speed of the rotation around the x-axis is
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given by:
vRx(i) = (Rx(i+1)−Rx(i))/∆t (4.2)
where Rx(i) is the rotation Rx of frame i, Rx(i+1) for frame i+1. ∆t is the time interval
of the sampling rate, here ∆t = 20ms. The speeds of rotation around the y-, and z-axis,
respectively, are computed in the same way:
vRy(i) = (Ry(i+1)−Ry(i))/∆t (4.3)
vRz(i) = (Rz(i+1)−Rz(i))/∆t (4.4)
The acceleration of the rotation Rx, Ry, and Rz is given by:
aRx(i) = (vRx(i+1)− vRx(i))/∆t (4.5)
aRy(i) = (vRy(i+1)− vRy(i))/∆t (4.6)
aRz(i) = (vRz(i+1)− vRz(i))/∆t (4.7)
The speed and acceleration of the translation are calculated as:
vTx(i) = (Tx(i+1)−Tx(i))/∆t (4.8)
vTy(i) = (Ty(i+1)−Ty(i))/∆t (4.9)
vTz(i) = (Tz(i+1)−Tz(i))/∆t (4.10)
aTx(i) = (vTx(i+1)− vTx(i))/∆t (4.11)
aTy(i) = (vTy(i+1)− vTy(i))/∆t (4.12)
aTz(i) = (vTz(i+1)− vTz(i))/∆t (4.13)
Database of Head Motion Patterns
The head motion pattern database contains a number of head motion patterns. Each of
them is labeled with a head motion tag, like speaking, listening, nodding and shaking
of the head. Furthermore, each frame of these patterns is characterized by the pose and
motion parameters (R, T , v, a). A start pattern and an end pattern are also required for the
initial and final states.
4.2 Generation of Background Sequences with
Flexible Head Motions
In order to generate background sequences, the head motion patterns are selected from
the database of head motion patterns according to the input head motion tags. Then these
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patterns are concatenated by a morphing technique, which smooths the transitions and
does not introduce any visual discontinuities.
4.2.1 Selection of Head Motion Patterns
We select head motion patterns according to the input head motion tags and the desired
pattern lengths. Table 4.1 gives the syntaxes that are used in the selection of head motion
patterns. According to the database of head motion patterns, a “strong” tag is used to
select head motion patterns labeled with speaking which have a strong head motions when
speaking. A “medium” tag is used to select head motion patterns labeled with listening,
which have medium head motions. An “idle” tag instructs the unit selection to insert
a pause in the animation. “Nod” and “shake” tags are used for selecting head motion
patterns in a semantic level.
Table 4.1: Syntaxes of selection of head motion patterns.
attribute syntax
strong <prosody motion=“strong”> text </prosody>
medium <prosody motion=“medium”> text </prosody>
idle <head_motion_break>
nod <prosody motion=“nod”> text </prosody>
shake <prosody motion=“shake”> text </prosody>
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Figure 4.3: Unit selection of head motion patterns for generation of background sequence.
Head motion patterns are selected in the following way as shown in Fig. 4.3. The
inputs are the tags and the pattern lengths. The pattern length is derived from the TTS
output, matching the length of the output audio data. According to the input head motion
tag, a list of candidate patterns, labeled with the same tag as input, are selected from the
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database. The beginning and end motion patterns are added to the initial and final states.
All the patterns are connected from left to right, so that a search graph is built. In order
to determine the optimal path, costs are assigned to transitions. A window is moving
over each pattern. The length of the window matches the input pattern length. The cost
function for transition considers the pose and motion difference between the last frame of
the current moving window and the first frame of the succeeding moving window in the
search graph. If these two frames have similar parameters (R, T , v, a), their transition cost
is small. The concatenation cost of two patterns is computed as:
CCmotion = wrt
∥∥Ri−R j∥∥L2 +∥∥Ti−Tj∥∥L2 +wv∥∥vi− v j∥∥L2 +wa∥∥ai−a j∥∥L2 (4.14)
where (Ri, Ti, vi, ai) is the pose and motion parameters for the last frame of the current
window i, (R j, Tj, v j, a j) for the first frame of the succeeding window j. Weights wrt , wv,
and wa are the discrimination factors that influence the pose and motion difference. The
concatenation cost between two patterns is the Euclidean distance in the pose and motion
space. A Viterbi search is used to find the optimal path with minimal costs.
The selection of head motion patterns is summarized in three steps:
- Step 1: Inserting head motion pattern candidates into each motion state, according
to the input motion tags.
- Step 2: Assigning CCmotion for each transition between the moving windows and
building a search graph.
- Step 3: Finding the optimal path with minimal costs by using Viterbi search.
4.2.2 Transition of Head Motion Patterns
Once the unit selection of head motion patterns has found the appropriate path, the se-
lected head motion patterns should be concatenated to generate the background sequence
for facial animation. In order to concatenate these head motion patterns without creating
noticeable discontinuities, the technique of morphing the whole face is used. Given two
images I0 and I1, morphing is used to interpolate intermediate images Iα , where α is a
parameter ranging from 0 to 1. Since the forward looking head at the joint of the patterns
has similar position and orientation, only a few frames are required to smooth the head
motion when concatenating these patterns. The number of interpolated frames depends
on the difference of the head pose in the joint position of two patterns. In order to create
morphing sequences without blending artifacts, pixels in image I0 have to be accurately
mapped onto corresponding pixels in image I1. We identify these correspondences using a
high accuracy optical flow estimation algorithm based on a theory for warping [61], which
integrates three assumptions into an energy function for computing optical flow. These are
4.2 Generation of Background Sequences with Flexible Head Motions 61
a gray value constancy assumption, a gradient constancy assumption, and a discontinuity-
preserving spatio-temporal smoothness constraint. This optical flow approach is suitable
for images with large displacements.
I0 Iα I1
(x0+dx0,y0+dy0)
(x1,y1)
(x0,y0)
(x1,α ,y1,α)
(x0,α ,y0,α)
(x1+dx1,y1+dy1)
α 1−α
Figure 4.4: Image interpolation by morphing.
The interpolated images are generated in three steps and are shown in Fig. 4.4:
- Step 1: Finding correspondences in two images by optical flow.
- Step 2: Forward warping I0 towards I1 and backward warping I1 towards I0 along
the computed flow vectors.
The pixel value of the forward warped image IForwardα is calculated as:
x0,α = x0 +αdx0 (4.15)
y0,α = y0 +αdy0 (4.16)
IForwardα (x0,α ,y0,α) = I0(x0,y0) (4.17)
where (dx0 , dy0) is the motion displacement of the point (x0, y0).
The pixel value of the backward warped image Ibackwardα is calculated as:
x1,α = x1 +(1−α)dx1 (4.18)
y1,α = y1 +(1−α)dy1 (4.19)
IBackwardα (x1,α ,y1,α) = I1(x1,y1) (4.20)
where (dx1 , dy1) is the motion displacement of the point (x1, y1).
- Step 3: Cross-dissolving the warped images to produce the final image Iα .
The final morphed image is computed in the following way:
Iα = (1−α)IForwardα +αIBackwardα (4.21)
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In case of head rotation, the points on the face move along an arc on the surface of
a sphere. Fig. 4.5 shows the linear approximation of head motion. The point A on the
face moves to point B while the head rotates around the axis Z that is vertical to the plane
X −Y . The real trajectory of the motion from A to B is the arc ÂB. If the rotation angle
is small enough, the line AB can approximate the arc ÂB. Since the face has a front view
and is recorded at 50 frames per second, the rotation between frames is small and the
approximation is valid.
B
A
O X
Y
ÂB
AB
Figure 4.5: Linear approximation of head motion.
We select two images with large head motion displacements from the background video
database to evaluate the proposed morphing approach. Fig. 4.6 shows the results of optical
flow and interpolated image.
The vector field of the optical flow is evaluated by local consistency error (LCE), which
measures the squared Euclidean distance at each pixel after composing the forward and
backward warping between two images as shown in Fig. 4.7. The LCE is calculated in
the following way:
LCE(x,y) =
√
(x− x′)2 +(y− y′)2 (4.22)
with
x′ = x+dx+dx′ (4.23)
y′ = y+dy+dy′ (4.24)
where (x,y) is the pixel position at the image I0, (dx,dy) is the motion vector of the
forward warping, (dx′,dy′) is the motion vector of backward warping. The pixel (x′,y′)
is the correspondence of the pixel (x,y) after forward and backward warping.
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(a) Image I0 (b) Image I1
(c) Forward warping (d) Morphed image Iα (e) Backward warping
(f) Scale of (c) (g) Scale of (d) (h) Scale of (e)
Figure 4.6: Examples of optical flow based morphing. (a) Image I0, (b) Image I1, (c)
Forward-warped image, (d) Morphed image Iα with α = 0.5, (e) Backward-
warped image. (f), (g) and (h) are the scaled hair part of (c), (d) and (e),
respectively.
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Bwd_motion
Fwd_motion
(x, y)
(x′, y′)
(dx, dy)
(dx′, dy′)
Image I0 Image I1
LCE (x, y)
(x+dx, y+dy)
Figure 4.7: The local consistency error (LCE) measurement. Fwd_motion is the for-
ward motion field calculation of the optical flow from image I0 to image I1,
Bwd_motion is the backward motion field calculation from image I1 to image
I0.
Fig. 4.8 shows the values of local consistency error for the image I0 and I1 of Fig. 4.6.
The mean and standard deviation of the LCE is 6.69±4.64 for image I0 and 6.82±4.65
for image I1. In this example, the large consistency errors are brought mostly by the hairs,
since the hair has a homogeneous texture and the light on the hair changes while the head
is moving.
The difference between the image and the warped image is used to measure the motion
vectors. The difference is qualified by PSNR (Peak Signal to Noise Ratio):
PSNR = 10 · log10 255
2
MSE
(4.25)
where MSE (mean square error) is the average of the square differences of each pixel
between the two images.
Fig. 4.9 shows the difference of the image and the warped image. Given in Fig. 4.9, (b)
is the warped image from image (e) I1 with α = 0 by using the backward motion vector,
(c) is the logarithmic difference between image (a) and (b). (d) is the warped image
from image (a) I0 with α = 1 by using the forward motion vector, (f) is the logarithmic
difference between image (d) and (e). The PSNR of image (c) and (f) is 29.29dB and
28.66dB, respectively. From image (c) and (f), we can see that hair has the large difference
between the original and warped images (white color means large value, black means
small value).
4.3 Analysis of Head Motion Dynamics
Using the optical flow based morphing technique, the images between two head motion
patterns can be interpolated without introducing noticeable artifacts. However, the speed
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Figure 4.8: The local consistency error (LCE) of image I0 and I1. The mean and stan-
dard deviation of LCE for image I0 and I1 is 6.69± 4.64 and 6.82± 4.65
respectively.
and acceleration of the head movements are not smooth and make animations look unre-
alistic. In this section, we will analyze the dynamics of head motion at the transition from
one head motion pattern to another.
Fig. 4.10 shows an example of the pose parameters of concatenated head motion pat-
terns. From Fig. 4.10, we can see the jumps from one pattern to another in the pose
parameter space, especially for rotation Ry, Rz and translation Tx, Ty. The influence of Tz
is very weak. Rx gives the impact on the head pose change when the head nods.
In order to eliminate jerky head motions and smooth the transition between the patterns,
an interpolation approach is required. Linear interpolation and sine function interpolation
are two basic methods.
The linear interpolation, shown in Fig. 4.11(a), is calculated as follows:
α =
n
N
(4.26)
where n is the interpolated frame number in the interval of [0,N], N is the total number of
frames to be interpolated. α is the interpolation parameter for morphing in Eq. (4.15).
The sine function interpolation, shown in Fig. 4.11(b), is calculated:
α =
1
2
(1+ sin(
pi
N
n− pi
2
)) (4.27)
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(a) Image I0 (b) Backward warping I1, α = 0 (c) Difference (29.29dB)
(d) Forward warping I0, α = 1 (e) Image I1 (f) Difference (28.66dB)
Figure 4.9: The difference between the image and the warped image. (a) Image I0, (e)
Image I1, (b) Backward warped image from I1 with α = 0, (c) Logarithmic
difference between image (a) and (b), PSNR = 29.29dB, (d) Forward warped
image from I0 with α = 1, (f) Logarithmic difference between image (d) and
(e), PSNR = 28.66dB.
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Figure 4.10: Pose parameters of a concatenation of 3 different head motion patterns, the
second and fourth sentences use the same head motion pattern. (a) Rx, Ry,
Rz, (b) Tx, Ty, (c) Tz.
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Figure 4.11: Linear and sine function interpolation.
We use the linear and the sine functions to morph the images between the motion pat-
terns in the animation by Eq. (4.21). The head motion of the animated sequences is
estimated by our model-based approach.
The transitions between head motion patterns of the animation in Fig. 4.10 are inter-
polated by linear interpolation and sine interpolation, respectively. In order to verify the
smooth transition between patterns, the pose parameters of the interpolated sequences
are estimated by our model-based approach, which are shown in Fig. 4.12. Fig. 4.12 (a)
and (b) show the linear interpolation of transitions between head motion patterns, and
Fig. 4.12 (c) and (d) show the sine interpolation of transitions between these head motion
patterns. As an example, the transition of translation Ty between head motion patterns in
the zoomed image of Fig. 4.12 (d) is more soft than the one in Fig. 4.12 (b).
The speed and acceleration of pose parameters for the animation of Fig. 4.10 are com-
puted by Eq. (4.2)~Eq. (4.13). As an example, the speed of Rx and Ty in Fig. 4.13 are
derived from the motion parameters of Fig. 4.10. We can see that the speed at the transi-
tion between patterns has an impulse-like shape in Fig. 4.13. On the contrary, the speed
of Rx and Ty in Fig. 4.12 (c) and (d), which are interpolated by sine function, become
continuous as shown in Fig. 4.14. Comparing Fig. 4.13 with Fig. 4.14, we can see that
the pose parameters are estimated differently. The reason for this is that the pose param-
eters of the recorded sequence (Fig. 4.13) are estimated through the whole database with
texture updates of face model. However, the pose parameters of the animated sequence
(Fig. 4.14) are estimated with only a few texture update.
By analyzing the dynamics of the interpolation methods, we have found that both linear
and sine interpolations can smooth the transitions between head motion patterns. The
sine interpolation outperforms the linear interpolation in our informal subjective tests,
since linear head motion is unrealistic. However, both methods have not considered the
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(a) Rotation trajectory of linear interpolation
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(b) Translation trajectory of linear interpolation
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(c) Rotation trajectory of sine interpolation
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(d) Translation trajectory of sine interpolation
Figure 4.12: Linear and sine interpolation of pose parameters for the animated sequences.
The right part is the zoomed view of the left plot.
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Figure 4.13: Speed of Rx and Ty of the concatenated head motion patterns without inter-
polation. Transitions are at frame 63, frame 152, and frame 230.
dynamics of the head motion before and after transitions.
Since the speed and direction of the curve are not considered in the linear interpolation
and the sine function interpolation, a cubic Hermite interpolation is able to solve this
problem [40].
The cubic Hermite polynomial p(x) has the interpolative properties
p(x0) = y0 (4.28)
p(x1) = y1 (4.29)
p′(x0) = T0 (4.30)
p′(x1) = T1 (4.31)
where points P0(x0, y0) and P1(x1, y1) are the start and end points, T0 and T1 are the tan-
gents at the start and end points, respectively. Both the function values and their deriva-
tives are known at the end points of the interval [x0, x1].
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Figure 4.14: Speed of Rx and Ty of the concatenated head motion patterns with sine inter-
polation. Morphed images are frames from 49 to 76, from 140 to 165, and
from 220 to 249.
The cubic Hermite polynomial p(x) = ax3 +bx2 + cx+d satisfies:
p(x0) = ax
3
0 +bx
2
0 + cx0 +d = y0 (4.32)
p(x1) = ax
3
1 +bx
2
1 + cx1 +d = y1 (4.33)
p′(x0) = 3ax20 +2bx0 + c = T0 (4.34)
p′(x1) = 3ax21 +2bx1 + c = T1 (4.35)
Now represent the linear equations in matrix format:
x30 x
2
0 x0 1
x31 x
2
1 x1 1
3x20 2x0 1 0
3x21 2x1 1 0


a
b
c
d
=

y0
y1
T0
T1
 (4.36)
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Now find the solution and set to Hermite polynomial:
a
b
c
d
=

x30 x
2
0 x0 1
x31 x
2
1 x1 1
3x20 2x0 1 0
3x21 2x1 1 0

−1
y0
y1
T0
T1
 (4.37)
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Figure 4.15: An example of cubic Hermite interpolation p(x) = 0.5x3− 3x2 + 4.5x. α
value is interpolated by the Hermite polynomial.
Fig. 4.15 shows an example of cubic Hermite polynomial interpolation, which smooths
not only the transition, but also the tangents at the start and end points. In Fig. 4.15, start
point P0 maps to α = 0, and end point P1 maps to α = 1. Other α values are interpolated
by the cubic Hermite polynomial. In this example, the Hermite polynomial approximates
sine function.
In order to calculate the parameter α , the pose parameter trajectories of the head mo-
tion patterns are interpolated by using the Hermite polynomial. α value is derived by
normalizing the interpolated pose parameter to the interval of [0,1], where the parameter
of start point is mapped to 0, the parameter of end point is mapped to 1. Finally, the head
motion patterns are morphed by using these α values. α value is calculated in this way:
α =
p(x)− y0
y1− y0 (4.38)
with
x =
n
N
(x1− x0)+ x0 ; n ∈ [0,N] (4.39)
where p(x) is given by the Hermite polynomial, (x0,y0) is the start point and (x1,y1) is
the end point.
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Figure 4.16: Comparison of Hermite and sine interpolations. The black curve is the pose
parameters of the head motion patterns extracted from Fig. 4.10(b). The pose
parameters of red and blue curves are estimated from the animations.
Fig. 4.16 compares the sine interpolation and Hermite interpolation. The black curve
is original Ty trajectory of two head motion patterns cropped from Fig. 4.10(b). The blue
curve is the trajectory of Ty, which is estimated from the sequence morphed by using
the sine interpolation, and the red curve is the one estimated from the sequence morphed
by using the Hermite interpolation. Given in Fig. 4.16, the transition by using Hermite
interpolation is smoother than the one by using sine interpolation.
To evaluate the interpolation methods, we can compare the motion trajectories of mor-
phed sequence with a synthetic one. Synthetic trajectories are ground truth. Fig. 4.17(a)
shows the estimated and synthetic linear and sine pose of Ry. In this example, the sine
function approximates the Hermite polynomial. The blue curve is interpolated by linear
function, extracted from frame 215 to 255 in Fig. 4.12(a). The red one is interpolated by
sine function, extracted from frame 215 to 255 in Fig. 4.12(c). The black dashed line is
the synthetic linear pose and the green curve is the synthetic sine pose. Fig. 4.17(b) shows
the estimated and synthetic linear and sine pose of Ty. From Fig. 4.17, we can find that the
trajectories of estimated and synthetic translation Ty are matched better than the trajecto-
ries of rotation Ry. The reason is that the morphed images have blurred textures of hair
(see Fig. 4.6), since the optical flow cannot find good correspondences for hair between
two images. This influences the rotation estimation more than the translation estimation.
The head motion in the morphed videos is smooth in our informal subjective tests, even
though small mismatch of these rotation curves exist.
The expressive unit selection finds smooth transitions between head motion patterns,
according to the concatenation cost measurement. The pose and motion parameters of the
connecting images are similar, so that the α value for morphing is always in the interval
of [0, 1].
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Figure 4.17: Estimated and synthetic linear and sine pose Ry and Ty. The images are
morphed from frame 220 to 249 of Fig. 4.10.
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5 Quality Assessment
A subjective test is the ultimate measure of quality. However, this is time consuming
and expensive. An automatic objective assessment is required to accelerate the devel-
opment and also increase the efficiency of subjective tests. Usually, the feedback of the
viewers can be explained by measurable characteristics of animations. However, an ob-
jective measure will never replace subjective tests. For any subjective tests, it is important
to carefully separate the different factors influencing the perceived quality of animation.
Therefore, the synthesis of facial expression and the synthesis of head motion are evalu-
ated separately in this chapter. Part of the evaluation results is presented in [62].
5.1 Objective Evaluation
Animations are driven by the phonemes and durations of the real audio, so that the com-
parison between real and synthesized sequences is possible. Objective evaluation is per-
formed by directly comparing the visual parameters of the synthesized sequence with the
real one. The visual parameters are the geometric and appearance features of the mouth
image sequence. Mouth height is the geometric parameter and the first significant PCA
component is the appearance parameter for objective evaluation. The first PCA compo-
nent of the mouth image database represents the mouth height. Fig. 5.1 shows the texture
variation of the mouth images in the first PCA component. However, the mouth height
cannot replace the first PCA component, because different mouth textures could have the
same mouth height.
(a) -3 std. dev. (b) Mean mouth (c) +3 std. dev.
Figure 5.1: Texture deformation by varying the first PCA component. (b) is the mean
mouth texture of the database, (a) is the deformation of (b) with -3 standard
deviation in the first PCA component, (c) is the deformation of (b) with 3
standard deviation in the first PCA component.
Experiments indicate that human viewers are very sensitive to closures, and getting the
closures at the right time may be the most important criterion for providing the impression
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that lips and sound are synchronized. Closures are easy to identify visually, simply by
finding whether the inner lips are touched. The precise shapes of the openings are less
important for the perceived quality of the articulation [9]. The match rate of closures
Rclosures between animated and real sequence is used to measure lip synchronization. The
match rate of closures is calculated as:
Rclosures =
Number of closures of animated sequence
Number of closures of real sequence
(5.1)
Another criterion to measure lip synchronization is the match rate of turning points (TP)
between real and animated sequence. The turning point is defined as a position where the
mouth changes the movement from opening to closing, or vice versa. In other words,
the turning points are peaks and troughs in the curve. These are typically points of high
acceleration of the jaw and of strong muscle action. The precise placement of a single
turning point does not seem to be important. If several turning points in one animated
sequence are different from those in the corresponding recorded sequence, viewers get
the impression of poor lip synchronization. The match rate RTP of valid turning points is
calculated as follows:
RTP =
Number of valid turning points of animated sequence
Total number of turning points of real sequence
(5.2)
Valid turning points are the turning points of the animated sequence, which have the
same timing as the turning points of real sequence have. The invalid turning points of the
animated sequence could be the missing turning points and the additional turning points,
so that the mismatch rate FTP of the invalid turning points is computed in the following
way:
FTP =
Number of invalid turning points of animated sequence
Total number of turning points of real sequence
(5.3)
Since the measured trajectories of lip height are always noisy, several unexpected peaks
and troughs exist. In order to determine the correct turning points, we measure the dif-
ference between lip height amplitude of succeeding peak and trough. If the difference is
smaller than 2 pixels, the peak and the trough are not regarded as real turning points.
The finding of the Advanced Television Systems Committee(ATSC) states that lip sync
errors become noticeable if the audio is early by more than 15ms or late by more than
45ms [80]. Hence, if the offset of the corresponding turning points between the real and
animated sequences are smaller than 2 frames, the two turning points are synchronized
subjectively.
We select 9 recorded sentences with a smile from the expressive database as ground
truth. The talking head smiles at the end of each sentence before the last syllable. These
9 sequences are left out of the database. For each real sequence, an animated sequence is
generated by the expressive unit selection.
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Figure 5.2: Trajectories of the animated sequence and the recorded sequence of a sen-
tence. (a) shows the outer lip height trajectories and the marked points are
turning points, (b) shows the inner lip height trajectories, (c) shows the 1st
PCA component trajectories. The sentence is “Last year Rebecca took the spa
over and made it profitable.”. The dashed lines are word boundaries.
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The trajectories of geometric and appearance parameters for the animated and the real
sequences of a sentence are shown in Fig. 5.2. Fig. 5.2 (a) shows the trajectories of the
outer lip height of the real (blue curve) and the animated (red curve) sequences. Fig. 5.2
(b) shows the trajectories of the inner lip height of the real (blue curve) and the animated
(red curve) sequences. Fig. 5.2 (c) shows the trajectories of the first PCA component of
the real (blue curve) and the animated (red curve) sequences.
The closures can be measured from the inner lip height in Fig.5.2 (b). If the curve
reaches the bottom, the mouth is closed. Both the animated and the real sequences have
identical mouth closures in terms of timing. The match rate of closures Rclosures is 100%.
We have measured the maximal frame offset of closures between the animated and the
real sequences are 2 frames (audio delayed video 40ms at 50Hz). Hence, the audio and
video of animations are synchronized.
In Fig. 5.2 (a), there are 12 peaks and 11 troughs in the speaking part in the real se-
quence. 10 peaks of 12 peaks in the animated sequence appear at the right time as the real
ones. Two peaks, at frame 70 and frame 120, are missing and one peak at frame 134 is not
expected. There are 11 troughs in the animated sequence, of which one trough at frame
131 is additional and one trough is missing at frame 67. The valid turning points have a
maximum of 1 frame offset between the real and the animated sequences, which is in the
tolerance of lip synchronization. The match rate RTP is 87% and the mismatch rate FTP
is 22%. The amplitudes of these peaks and troughs are less important in the perception of
coarticulation.
(a) Mouth cropped from real sequence (b) Mouth cropped from animated sequence
Figure 5.3: The mouth images (size 93× 47) of frame 120 in the real and the animated
sequences in Fig. 5.2.
One noticeable position in Fig. 5.2 (a) is around frame 120. The difference between
outer lip height of the real and the animated sequences at frame 120 is 11 pixels. The
mouths of frame 120 are cropped and shown in Fig. 5.3. The viseme “ax” in the word
“and”, shown in Fig. 5.3 (a), is synthesized by the first viseme “ax” in the word “Ne-
braska”, shown in Fig. 5.3 (b), since the unit selection balances lip synchronization and
smoothness. The phonemes of “and” are “ax n” and the phonemes of “Nebraska” are “n
ax b r ae s k ax”.
In Fig. 5.2 (c), the curves of PCA parameters run in the way like the outer lip height,
except that the sign of mouth height is opposite to the sign of PCA space.
The trajectories of the animated and the real sequences of another sentence are shown
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Figure 5.4: Trajectories of the animated sequence and the recorded sequence of a sen-
tence. (a) shows the outer lip height trajectories, (b) shows the inner lip height
trajectories and the marked points are turning points, (c) shows the outer lip
width trajectories. The sentence is “The bacteria were rampant in the two
oozing wounds.” The dashed lines are word boundaries.
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in Fig. 5.4. Fig. 5.4 (a) shows the trajectories of the outer lip height of the real (blue
curve) and the animated (red curve) sequences. Fig. 5.4 (b) shows the trajectories of the
inner lip height of the real (blue curve) and the animated (red curve) sequences. Fig. 5.4
(c) shows the trajectories of the outer lip width of the real (blue curve) and the animated
(red curve) sequences. When smiling, the mouth width becomes larger and the mouth
height becomes smaller after frame 140. Furthermore, the transition from neutral to smile
in the animated sequence is also as smooth as the real one. The smile starts before the last
syllable.
(a) Mouth cropped from real sequence (b) Mouth cropped from animated sequence
Figure 5.5: The mouth images (size 93× 47) of frame 27 in the real and the animated
sequences in Fig. 5.4.
One noticeable position in Fig. 5.4 (a) is around frame 30. The difference between outer
lip height of real and animated sequences at frame 27 is 7 pixels. The mouths of frame
27 are cropped and shown in Fig. 5.5. Even though the opening of the synthesized mouth
is smaller than the opening of the real mouth, the quality of the animation is as good
as the quality of the real sequence subjectively. Since a phoneme could be spoken with
different openings, the unit selection selects best mouths, which fulfill the two subjective
requirements of humans in terms of synchronization and smoothness. The phonemes of
“bacteria” is “b ae k t ia r ia” and the phonemes of “Australia” are “oh s t r ey ia”. The first
viseme “ia” in the word “bacteria”, shown in Fig. 5.5 (a), are synthesized by the viseme
“ia” in the word “Australia”, shown in Fig. 5.5 (b).
(a) Mouth cropped from real sequence (b) Mouth cropped from animated sequence
Figure 5.6: The mouth images (size 93× 47) of frame 60 in the real and the animated
sequences in Fig. 5.4.
The mouth has different outer lip height when it is closed. In order to measure closure
accurately, the inner lip height is used. As an example, the outer lip of frame 60 has
different heights in the real and animated sequences of Fig.5.4(a), while the inner lip of
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frame 60 has closed at this frame in both sequences of Fig. 5.4(b). The mouths are cropped
from this frame in the real and animated sequences and are shown in Fig. 5.6. The width
and the height of the outer lip, the inner lip height of mouth (a) of Fig. 5.6 is 123 pel, 36
pel and 0 pel, respectively. The width and the height of the outer lip, the inner lip height
of mouth (b) of Fig. 5.6 is 124 pel, 41 pel and 0 pel, respectively. The match rate of mouth
closures between the real and the animated sequence is also 100%. Another special case
is the borderline closure as shown in Fig. 5.7. The mouth in the real sequence is just to
be closed at frame 42, while the mouth in the animated sequence is almost closed. The
distance of the inner lip height between the animated and the real sequence is less than 1
pixel.
(a) Mouth cropped from real sequence (b) Mouth cropped from animated sequence
Figure 5.7: The mouth images (size 93× 47) of frame 42 in the real and the animated
sequences in Fig. 5.4.
In Fig. 5.4 (a), the outer lip height trajectory of the animated sequence looks very noisy.
In this example, the inner lip heights are better matched than the outer lip heights, so that
we measure the turning points from Fig. 5.4 (b). There are 11 peaks and 10 troughs in the
real sequence. The 8 peaks and 7 troughs in the animated sequence are matched with the
real ones, even though 6 turning points are missing. The match rate RTP is 71% and the
mismatch rate FTP of invalid turning points is 29%. The match rate of Fig. 5.2 is higher
than the match rate of Fig. 5.4, although they have good closures.
The closures and the turning points of the 9 pairs of real and animated sequences are
measured. The average match rate of the closures is 100%. The average match rate of the
turning points is 81%, while the average mismatch rate of the turning points is 23%. The
9 pairs of real and animated sequences are further used for subjective tests.
5.2 Subjective Evaluation
The standard approach [81] to assess naturalness of a talking head is to conduct subjective
tests where viewers score animations on a scale from 1 to 5. The distribution of actual
subjective data is approximated by a symmetrical logistic function.
The analysis of the MOS scores is summarized in two steps [81]. The first step of the
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analysis of the results is the calculation of the mean score, u¯, for each video.
u¯k =
1
N
N∑
i=1
ui,k (5.4)
where ui,k is the score of observer i for video k, N is the number of observers.
The second step is to calculate the confidence interval. It is proposed to use the 95%
confidence interval which is given by:
[u¯k−δk, u¯k +δk] (5.5)
where
δk = 1.96
Sk√
N
(5.6)
Sk =
√√√√ N∑
i=1
(u¯k−ui,k)2
N−1 (5.7)
In the subjective tests of synthesis of facial expression and synthesis of head motion,
the standard mean opinion score approach is used. This evaluation method is also used in
the first visual speech synthesis challenge (LIPS2008) [4].
Thirty subjects participated in the experiments. Almost all were students and staff in
Leibniz Universität Hannover. Subject characteristics are summarized in Table 5.1.
Table 5.1: Subjects.
by gender by age by language by major
Female: 10 19-22: 9 English good: 20 EE: 10
Male: 20 23-26: 9 English normal: 10 CS: 10
27-30: 5 other: 10
31-35: 3
over 36: 4
5.2.1 Subjective Evaluation of Facial Expression Synthesis
We evaluate the smiling talking head subjectively in terms of naturalness. The viewers
should give scores to the synthesized videos and the corresponding real ones.
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Data Collection
Nine recorded sentences are collected as testing sequences, which are not included in the
expressive database. The audios and the texts of these 9 sentences are aligned and the
phonemes and durations are obtained, which are used to drive the smiling talking head.
Each animation is generated by using the recorded video as the background video, so that
the comparison is focusing on the mouth part. Finally, 9 video pairs, including 9 recorded
videos and 9 synthesized videos, are collected for the subjective test.
#025 #054 #080 #089#044
#108 #117 #124 #139 #150
A2
B1
B2
A1
Figure 5.8: A snapshot of cropped mouth images from recorded smile sequence (row A1
and A2) and animated smile sequence (row B1 and B2). The text of the sen-
tence is “Upton saw a disaster coming.”. The animated sequence uses the
recorded sequence as background video.
The texts of the 9 sentences are listed as follows:
1. Upton saw a disaster coming.
2. The smell of ether overpowered the smell of coffee in the room.
3. I want to divide the talcum powder into two piles.
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4. Last year Rebecca took the spa over and made it profitable.
5. Don’t scoff at the strong work ethic Mister Hoffa had all his life.
6. The military junta had trouble within its ranks.
7. Mister Dewey played bassoon in the orchestra.
8. The bacteria were rampant in the two oozing wounds.
9. You need a periodic check of your intrauterine device.
A snapshot of cropped mouth images from the recorded sequence and the animated
sequence is shown in Fig. 5.8.
Naturalness Test
Even though only the mouth is replaced by the new mouth, the quality of the whole face is
influenced by color and pose. Therefore, a naturalness test is able to evaluate the overall
quality of talking heads.
Before running the subjective test, the basic technologies of facial animations are in-
troduced to the viewers. In order to make the viewers judge the videos with reasonable
scores, several videos with different qualities (from bad to good) are shown and explained.
Thereafter, the subjective test starts.
Table 5.2: Naturalness test for facial expression synthesis. Average MOS scores (5=Ex-
cellent, 1=Bad) and the confidence intervals (u¯k±δk) are analyzed.
Pair No. Recorded video Animated video
1 3.7 ± 0.4 3.5 ± 0.5
2 4.0 ± 0.3 3.9 ± 0.4
3 4.0 ± 0.3 3.9 ± 0.4
4 3.8 ± 0.3 3.7 ± 0.4
5 4.6 ± 0.3 4.3 ± 0.4
6 4.5 ± 0.3 4.1 ± 0.5
7 4.1 ± 0.3 3.9 ± 0.4
8 4.1 ± 0.4 4.0 ± 0.6
9 4.2 ± 0.3 3.8 ± 0.6
avg. MOS 4.1 3.9
9 video pairs of random order are shown to each viewer only once. Each video pair
is played randomly, so that the viewer does not know which one is played first. After
showing a video pair, the viewer should give scores immediately. The questionnaire for
the subjective test is attached in the appendix A. The MOS scores and the confidence
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Figure 5.9: Results of the subjective test for facial expression synthesis.
intervals are analyzed and summarized in Table 5.2, which is plotted in Fig. 5.9. The
confidence intervals of the MOS scores overlap. The overall MOS score of the animated
videos is 3.9 and the overall MOS score of the recorded videos is 4.1.
In addition, we have asked the viewers, which part of face decreases the quality, such
as eye, mouth, or unknown. The answers are insignificant. The viewers indicate that they
cannot distinguish the animated smiles from real ones.
Supplemental materials of facial expression synthesis can be downloaded from
http://www.tnt.uni-hannover.de/project/facialanimation/demo/emotion.
5.2.2 Subjective Evaluation of Head Motion Synthesis
The subjective test is to evaluate the naturalness of head motions of background se-
quences, which are generated by concatenation of head motion patterns.
Data Collection
In order to evaluate head motion synthesis, talking heads with or without head motion
synthesis should be compared. Talking heads without head motion synthesis require only
a short head motion pattern as the background sequence. If the target animation is longer
than the head motion pattern, the head motion pattern will be replayed inversely. Corre-
sponding to the talking head with repeated head motion, an animation of talking head with
flexible head motion is generated by selecting a different head motion pattern for each sen-
tence as the background sequence. The best transition positions between these patterns
are found by the Viterbi search. The transitions between these patterns are smoothed by
the optical flow based morphing technique.
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The text of each video consists of at least two sentences from BBC News Website. The
texts with head motion tags are listed as follows:
1. <prosody motion=“medium”>The US files two new cases against China at the
World Trade Organization, amid rising tensions over China’s currency.</prosody>
<prosody motion=“medium”>India’s central bank raises interest rates by more than
expected as it continues to battle high inflation.</prosody>
2. <prosody motion=“medium”>Are you ok?</prosody>
<prosody motion=“nod”>I hope so.</prosody>
<prosody motion=“strong”>Are you happy?</prosody>
<prosody motion=“nod”>I hope so.</prosody>
3. <prosody motion=“medium”>In Northern Ireland, lessons in personal finance are
compulsory for all children and there are calls for it to be extended across the
UK.</prosody>
<prosody motion=“strong”>Bank of England governor has blamed financial firms
and policy-makers for the economic crisis, admitting: "We let it slip."</prosody>
4. <prosody motion=“medium”>Oil prices fall for the third day in a row as a US gov-
ernment report suggested that demand remains sluggish.</prosody>
<prosody motion=“medium”>Volunteers can now apply to work at the London
2012 Olympic Games.</prosody>
5. <prosody motion=“medium”>Falling in love comes at the cost of losing two close
friends, a study says.</prosody>
<prosody motion=“strong”>If you would like the latest BBC News World video
stories,</prosody> <prosody motion=“strong”>please visit the video and audio sec-
tion of the BBC News Website.</prosody>
For each text, a pair of videos is generated. One is a talking head with repeated head
motion, the other is a talking head with flexible head motion. Therefore, 5 video pairs are
collected for the subjective test.
A snapshot of images extracted from the animation with repeated head motion and the
animation with flexible head motion is shown in Fig. 5.10.
The pose parameters of the repeated sequence and the flexible sequence from Fig. 5.10
are plotted in Fig. 5.11 and in Fig. 5.12, respectively. There are no transitions in Fig. 5.11.
The background sequence (duration about 5 seconds) is replayed in the way of forwards
and backwards. In Fig. 5.12, three head motion patterns are concatenated. Two transitions
are interpolated by Hermite functions around frame 254 and frame 474, respectively. The
large transition speeds of Ry, Rz and Tx are as big as the real ones. For example, the
transition of Ry at frame 254 is similar to the natural head motion from frame 330 to
frame 350.
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#001 #096 #138 #194 #277
#296 #377 #410 #507 #689
(a) Animation with repeated head motion
#001 #096 #138 #194 #277
#296 #377 #410 #507 #689
(b) Animation with flexible head motion
Figure 5.10: A snapshot of images extracted from the animation with repeated head mo-
tion and the animation with flexible head motion. The utterance is “Falling
in love comes at the cost of two close friends, a study says. If you would like
the latest BBC News World video stories, please visit the video and audio
section of the BBC News Website.” Both sequences have the same mouth
animation, but with different background video.
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(b) Tx, Ty of repeated head motion
Figure 5.11: Pose parameters of the talking head with repeated head motion. The short
head motion pattern has 255 frames.
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(a) Rx, Ry, Rz of flexible head motion
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(b) Tx, Ty of flexible head motion
Figure 5.12: Pose parameters of the talking head with flexible head motion. Three head
motion patterns are concatenated. Two positions are interpolated by Hermite
functions. The dashed lines, from frame 244 to 264 and from frame 464 to
484, are two transitions between head motion patterns.
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Naturalness Test
Naturalness test of head motion synthesis is to evaluate head motion smoothness. The 5
video pairs are selected in a random order and two videos of a pair are also shown each
viewer randomly. Viewers are asked to focus on the head motion and to score each video
after a video pair is displayed. The questionnaire for the subjective test is attached in the
appendix A.
Table 5.3: Naturalness test for head motion synthesis. AverageMOS scores (5=Excellent,
1=Bad) and the confidence intervals (u¯k±δk) are analyzed.
Pair No. Repeated head motion Flexible head motion
1 2.7 ± 0.5 3.8 ± 0.5
2 2.2 ± 0.4 2.9 ± 0.5
3 2.9 ± 0.3 4.2 ± 0.3
4 3.0 ± 0.4 3.4 ± 0.5
5 2.7 ± 0.4 3.5 ± 0.6
avg. MOS 2.7 3.6
Table 5.3 gives the average MOS scores and the confidence intervals for each anima-
tion. The overall MOS score of animations with flexible head motion is 3.6, and the
overall MOS score of animations with repeated head motion is 2.7. The feedback of the
viewers is that they can recognize repeated head motion immediately. Such talking heads
are boring and unrealistic, while the talking heads with flexible head motions are more
lifelike and engaging.
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Figure 5.13: Results of the subjective test for head motion synthesis.
The results of the MOS scores are plotted in Fig. 5.13. We can see that the scores of
the talking heads with flexible head motions (blue cross marker) are obviously over the
5.2 Subjective Evaluation 91
scores of the talking heads with repeated head motions (red diamond marker).
Good animations with head motion synthesis depend not only on synthesis of smooth
and realistic head movements, but also on the perception of the head motions, whether
they are related to the spoken words. If the head motions match the spoken words very
well, the overall quality of animations is high, otherwise, the quality is low. Sentence
2 is an example to generate head motion with a “nod”. Some viewers find that the nod
is unnecessary or unrelated to the spoken words. Most viewers indicate that the quality
of TTS audio has also decreased the perception of the animations significantly, since the
TTS audio has no emotion, which is unexpected by the viewers. In case of sentence 3, the
head motion patterns match the meaning of the sentence very well, so that the perceived
quality of the animations becomes higher. From the results of the subjective test, the
qualities of sentence 1, 4 and 5 are between the two cases.
The overall MOS scores for head motion synthesis are lower than the ones for facial
expression synthesis. This is due to the fact that audios are from the TTS synthesizer in
the head motion synthesis, which decreases the quality in perception of the talking heads.
Furthermore, physical modeling of head motion transition is unnecessary, since head
motion transition by Hermite interpolation is realistic and smooth according to the results
of the subjective test.
Supplemental materials of head motion synthesis can be downloaded from
http://www.tnt.uni-hannover.de/project/facialanimation/demo/headmotion.
The sources of the expressive database and all animations presented in this thesis are
listed in the appendix B.
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6 Conclusions
This thesis presents an image-based talking head which provides a higher level of real-
ism when compared to 3D model-based talking head. We first improve the image-based
reference talking head system. Based on the optimized system, the image-based talking
head system is extended with facial expression synthesis and head motion synthesis. This
makes the talking head appear more realistic and lifelike.
Lip Synchronization
The image-based talking head system consists of an off-line audio-visual analysis and
an on-line unit selection synthesis. Compared to the reference system, two improvements
are made for lip synchronization. One is the feature detection in the analysis part. Instead
of the reference method, color template based approach, AAM (Active Appearance Mod-
els) based facial feature detection is used to find geometric parameters of mouth images.
By doing so, the accuracy of facial features is improved to sub-pixel. The other improve-
ment is to optimize the unit selection in the synthesis part. Since the unit selection is a
nonlinear system, Pareto optimization is introduced to train the unit selection algorithm
such that the visual speech synthesis is stable for arbitrary input texts. The optimization
criteria include lip synchronization, visual smoothness and others.
Various state-of-the-art talking head systems were evaluated in the LIPS challenge,
which focused on lip synchronization with a goal to develop standardized evaluation pro-
cedures. This optimized image-based talking head system was presented in the special
session “LIPS2008: Visual Speech Synthesis Challenge” at the conference of Interspeech
2008. Using a given dataset in the challenge, the presented competing animation sys-
tems were evaluated subjectively. We received the Golden Lips Award for audio-visual
consistency for having the most natural talking heads.
Facial Expression Synthesis
The image-based talking head system is extended to enable synthesis of realistic facial
expressions accompanying speech, given arbitrary text input and control tags of facial
expression. This is the first image-based facial animation system to synthesize facial ex-
pressions. As an example of facial expression primitives, a smile is used. First, three
types of videos are recorded: a performer speaking without any expressions, smiling
while speaking, and smiling after speaking. By analyzing the recorded audio-visual data,
an expressive database is built and contains normalized neutral mouth images and smiling
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mouth images, as well as their associated features and expressive labels. In order to syn-
thesize realistic facial expressions, natural expression changes are analyzed, and several
rules of when and how human smiles are summarized. In order to generate smooth transi-
tions from one expression to another, the viseme transition in the expressive database has
been analyzed, from which the viseme switching matrix is derived. Based on these rules
and the viseme switching matrix, the unit selection algorithm selects and concatenates
appropriate mouth image segments from the expressive database.
In the objective evaluation of the animations, the match rate of closures between ani-
mated and real sequences is the most important criterion, since closures provide the im-
pression that lips and sound are synchronized. The precise shapes of the openings are less
important for the perceived quality of the coarticulation. Experimental results show that
the closures between animated and real sequences are always matched.
In the subjective test of facial expression synthesis, the standard Mean Opinion Score
(MOS) approach is used. Thirty viewers are involved in the subjective test and they
compare the animations with the real videos. The animations are driven by the original
audios, so that the audio has no influence on the subjective test. The subjective test shows
that the overall MOS score of the animations is 3.9, while the overall MOS score of the
real videos is 4.1. The confidence intervals overlap largely. Furthermore, the viewers
indicate that they cannot distinguish real smiles from synthesized ones.
Eye animation is related to mouth animation while smiling. Image-based eye anima-
tion [28] can be directly integrated in our system. Other facial expressions, such as anger
and surprise, can also be switched through neutral mouths so that smooth animations are
possible.
Head Motion Synthesis
Even though animations of short sentences are hard to distinguish from recorded
videos, longer sentences are immediately identified as synthetic due to a lack of natural
head movements. A novel approach to add flexible head motions to talking heads is devel-
oped. This is the first image-based facial animation system to synthesize head motions.
First, head motion patterns are collected from original recordings. These head motion
patterns are recorded video segments with different head motions, such as the nodding
and shaking of the head. The head motion is synthesized by selecting and concatenating
appropriate head motion patterns according to the input text or head motion tags. In order
to join these patterns, optical flow based morphing is used to smooth transitions without
introducing noticeable discontinuities. To generate realistic head motion, the speed and
acceleration of the head movements should be considered. The dynamics of head motions
are analyzed. The transition between head motion patterns is required. Since the Hermite
function considers the orientation of start and end frames, the interpolation of Hermite
function achieves smooth head motion transitions subjectively. Therefore, the physical
modeling of head motion is unnecessary.
In the subjective test, the standard mean opinion score approach is used to evaluate
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head motion synthesis. Talking heads with repeated head motion and with flexible head
motion are synthesized and assessed. The subjective test shows that the overall MOS score
of animations with flexible head motion is 3.6, and the overall MOS score of animations
with repeated head motion is 2.7. The feedback of the viewers is that talking heads with
flexible head motion is more realistic and lifelike than the talking heads with repeated
head motion.
In this thesis we have improved the basic facial animation system. Furthermore, the fa-
cial animation system is extended with realistic facial expression and added with flexible
head motion. Combined with a dialog system, the developed expressive talking head, in-
tegrated with eye animation, will open a wide space in many applications. These applica-
tions include web-based customer service, E-education, and E-care. The expressive talk-
ing head is able to give a very personalized and believable interface for human-machine
communication. These intuitive and efficient interfaces will be extensively used in the
near future.
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A Questionnaire for Subjective Tests
Subjective Test Sheet No.___
Information of test person:
- Gender:  Female /  Male
- Age:  19-22,  23-26,  27-30,  31-35,  over 36
- English level:  Normal or  Good
- Major:  EE /  CS /  Other
Rules:
- Scoring the overall quality of videos with 1-5.
1: Bad, 2: Poor, 3: Fair, 4: Good, 5: Excellent
- Giving comments, which part is not satisfied.
1: Mouth, 2: Eye, 3: Head, 4: Unknown
Scoring Test for Facial Expression Synthesis
Pair No. Video 1 Comment 1 Video 2 Comment 2
1
2
3
4
5
6
7
8
9
Scoring Test for Head Motion Synthesis
Pair No. Video 1 Comment 1 Video 2 Comment 2
1
2
3
4
5
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B Animations and Videos
The animations and recorded videos presented in this thesis can be found in our Web
server.
- Basic animations:
http://www.tnt.uni-hannover.de/project/facialanimation/demo/mouth.
- Facial expression synthesis:
http://www.tnt.uni-hannover.de/project/facialanimation/demo/emotion.
- Head motion synthesis:
http://www.tnt.uni-hannover.de/project/facialanimation/demo/headmotion.
The expressive database is made available to the facial animation community for sci-
entific purposes.
- Recorded clips:
http://www.tnt.uni-hannover.de/project/facialanimation/demo/database.
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