A hybrid parallel scheme for the ensemble square root filter (EnSRF) suitable for parallel 33 assimilation of multi-scale observations including those from dense observational networks such 34 as those of radar is developed based on the domain decomposition strategy. The scheme handles 35 inter-node communication through message passing interface (MPI), and the communication 36
strategy would simplify this process. Finally, the domain decomposition strategy makes grid-121 based calculations within the DA system, such as spatial interpolation, easier. 122
The domain-decomposition-based strategy we propose takes advantage of the relatively 123 small localization radii typically used by very dense observations within ensemble algorithms, 124 because observations that do not influence state variables at the same grid points can be 125 processed in parallel. More sparse conventional observations tend to require larger localization 126 radii (Dong et al. 2011) and are therefore more difficult to process in parallel. In this case, a 127 strategy similar to that of AC07 is taken, in which observations are processed serially but still 128 using the same decomposed domains. Parallelization can be achieved at the state variable level in 129 this case; in other words, different parallelization strategies can be used in combination, taking 130 advantage of the serial nature of the ensemble algorithms. Note that this approach scales well 131 only for observations whose localization radius is large enough to impact most of the grid points 132 in the model domain, unless additional steps are taken to balance the load, as in AC07. 133
In addition to domain-decomposition-based parallelization, we also want to take 134 advantage of SMP capabilities of multi-core compute nodes that are available on essentially all 135 large parallel systems of today. SMP among cores on the same node eliminates explicit data 136 transport among the cores, thus reducing communication costs and contention for interconnect 137 ports. By performing domain decomposition for the nodes while parallelizing across the PEs 138 (e.g., cores) on the same PUs (e.g., nodes), the decomposed domains can be larger relative to the 139 localization radii, increasing the chance that observations on different decomposed domains can 140 be processed independently. 141
For the EnSRF algorithm, SMP is easily achieved at the state variable level, because each 142 observation will need to update all state variables within its localization radius, and these update 143 operations are independent. Thus, the state variable update can be parallelized using OpenMP 144 directives applied to the loops over the state variables. The combination of MPI and OpenMP 145 strategies gives hybrid parallelization. This paper describes a hybrid parallel scheme 146 implemented for the ARPS EnSRF system. In addition, observation data are organized into 147 batches to improve the load balance when assimilating data from a number of radars. 148
This paper is organized as follows. Section 2 reviews the EnSRF formulation and briefly 149 describes the ARPS model used in timing experiments. Section 3 introduces the parallel 150 algorithms for high-density radar data and conventional observations separately. It also describes 151 multi-scale prediction system in the public domain. It has a non-hydrostatic, fully compressible 157 dynamic core formulated in generalized terrain-following coordinates. It employs the domain 158 decomposition strategy in the horizontal for massively parallel computers (Sathye et al. 1997 ; 159
Xue et al. 2007 ), and has been tested through real-time forecasts at convection-160 permitting/allowing resolutions for many years (e.g., Xue et al. 1996) , including forecasts in 161 continental US (CONUS-scale) domains at 4 and 1 km grid spacing (e.g., , 162 assimilating data from all radars in the WSR-88D radar network using a 3DVAR method. 163
As mentioned earlier, the current ARPS EnKF DA system ) is primarily 164 based on the EnSRF algorithm of Whitaker and Hamill (2002) . In addition, an asynchronous 165 (Sakov et al. 2010 ) four-dimensional EnSRF (Wang et al. 2013 ) has also been implemented. The 166 system includes capabilities for parameter estimation (Tong and Xue 2008) , dual-polarimetric 167 radar data assimilation (Jung et al. 2008 ), simultaneous reflectivity attenuation correction (Xue et 168 al. 2009 ), and the ability to handle a variety of data sources (Dong et al. 2011 ). Additionally, it 169 has been coupled with a double-moment microphysics scheme (Xue et al. 2010; Jung et al. 2012) . 170
To be able to apply this system to large, convection-resolving domains such as those used by 171 ARPS 3DVAR for continental scale applications (e.g., ) and be able to assimilate 172 frequent, high-volume observations, efficient parallelization of the system is essential. 173
Briefly, in EnSRF, the ensemble mean and ensemble deviations are updated separately. 174
The analysis equations for ensemble mean state vector x and the ensemble deviations i  x are, 175 respectively, 176 
195
Here, R is the observation error covariance matrix, P b the background error covariance matrix, 196
and H the linearized observation operator. The Kalman gain matrix K is given by 197
K P H HP H R . (4) 198
In the above, matrices 
.
(6) 203
The overbars in Eqs. (5) and (6) denote the ensemble mean. When a single observation is 204 analyzed, becomes a vector having the length of the state vector . In practice, due to 205 covariance localization, all elements in are not calculated; those for grid points outside the 206 localization radius of a given observation are assumed to be zero. In fact, it is this assumption 207 that makes the design of our parallel algorithm practical; observations whose domains of 208 influence (as constrained by the covariance localization radii) do not overlap can be analyzed 209
simultaneously. Another basic assumption with this algorithm (and most atmospheric DA 210 algorithms) is that observation errors are uncorrelated, so that observations can be analyzed 211 sequentially in any order. When the observations are processed serially, one at a time, the 212 observation error covariance matrix reduces to a scalar, as does matrix for the next observation, and the analysis is repeated until all observations at a given time are 217
analyzed. An ensemble of forecasts then proceeds from the analysis ensemble until the time of 218 new observation(s); at that time the analysis cycle is repeated. 219
The parallel algorithm for EnSRF 220
For convective-scale weather, Doppler weather radar is one of the most important 221 observing platforms. The US National Weather Service (NWS) operates a network of over 150 222
Weather Surveillance Radar-1988 Doppler (WSR-88D) radars that continuously scan the 223 atmosphere, at a rate of one full volume scan every 5-10 minutes, producing radial velocity and 224 reflectivity data. One volume scan in precipitation mode typically contains 14 elevations with 225 approximately several million observations every 5 minutes. 226
The number of conventional observations, such as surface station measurements, upper 227 air soundings, and wind profiler winds, is small compared to radar observations; because they 228 system is typically larger than the halo zone or 'ghost cells' needed for boundary condition 245 exchanges in parallel NWP models based on domain decomposition (e.g., Sathye et al. 1997) . 246
The width of the halo zone in the ARPS model, for example, is only one grid interval on each 247
boundary. 248
The extended boundary zone on each side must be at least as wide as the maximum 249 localization radius (R) of observations handled by the algorithm in the subdomain. For radar 250 observations, R is usually equal to a few grid intervals. Each physical subdomain is further 251 divided into 4 patches that are separated by bold dashed lines in Fig. 1 , and these patches are 252 labeled S1, S2, S3 and S4, respectively. The horizontal width of patch S2 and the vertical height 253 of patch S3 must be at least 2R. The rest of the physical domain is assigned to patches S1 and S4 254 as in Fig. 1 , and their horizontal width and height also must be at least 2R. Thus, the width of the 255 physical subdomain must be larger than 4R for the algorithm to work. All other subdomains in 256 Fig. 1 are divided following the same patch pattern. Such a patch division assures that patches 257 with the same label in adjacent subdomains are at least 2R apart, so observations in any one 258 patch do not affect grid points in the same patch on other PUs and thus, they can be analyzed in 259 parallel. In other words, no two observations that are being analyzed in parallel will influence the 260 same grid point. In practice, we want to make patch S1 as large as possible, increasing the 261 chance that any two observations can be processed independently (see below). Thus, the width of 262 S2 and the height of S3 are assigned the minimum possible size of 2R (see Fig. 1 ), which leaves 263 the majority of the subdomain to patch S1. 264
The EnKF DA over the analysis domain is performed in 4 sequential steps for 265 observations within S1, S2, S3 and S4. In the first step, only observations within S1 on all PUs 266 are assimilated in parallel while observations on each S1 patch are assimilated sequentially. Let 267 P be the number of PUs. Then, there can be at most P observations being assimilated in parallel 268 at any time. After all observations located within S1 are assimilated, MPI communications are 269 required to properly update state variables at grid points within the extended boundary zones that 270 are shared with neighboring PUs. The same procedure is then repeated for observations within 271 S2, S3 and S4 in steps 2, 3, and 4. 272
The assimilation of observations within the same-labeled patches from all PUs can be 273 done in parallel because: 1) the grid points influenced by the observations analyzed in parallel 274 are separated far enough without overlap, and 2) the ensemble state arrays are extended beyond 275 the physical subdomain, so that the influence on state grids by observations within each 276 subdomain can be passed to its neighbor PUs with MPI communications. Best load balancing is 277 realized if the same-labeled patches contain the same number of observations so that all PUs can 278 complete each analysis step in approximately the same time. In practice, however, the number of 279 observations on each subdomain is usually different due to uneven spatial distribution of 280 observations (and of observation types). One way to improve parallelism is to make one patch 281 (S1 in our system) as large as possible, which increases the number of observations that can be 282 processed independently and improves the load balance. Assimilation of observations on S2, S3 283 and S4 may not be well balanced. However, because they tend to be smaller and contain fewer 284 observations, their effect on the assimilation time tends to be small. 285
Since high-density observations, such as radar data, usually assume relatively small 286 localization radii, the constraint that the width of the physical subdomain should be at least 4R in 287 each direction usually does not become a major problem, especially when the DA domain is 288 large. When a hybrid MPI-OpenMP parallelization strategy is used this problem can be further 289 
b. The parallel algorithm for conventional observations with large covariance localization radii 295
Currently supported conventional observations in the ARPS EnKF system include surface 296 station, upper air sounding, wind profiler, and aircraft observations. Since the covariance 297 localization radii applied to these observations are usually large, the width of the extended 298 boundary zones described in section 3a would be impractical for these data, unless the 299 decomposed subdomains are much larger than the localization radii. This is usually only true 300 when a small number of subdomains is used. Therefore, we design and implement an alternative 301 algorithm for this type of observations. Because the number of conventional (or any other 302 coarse-resolution) observations is typically much smaller than the number of (dense) radar 303 observations, we can afford to process the observations serially while trying to achieve 304 parallelism at the state variable level, similar to the strategy taken by AC07. 305
In our current implementation, conventional observations within the entire analysis 306 domain are broadcast to all PUs and assimilated one by one. Only the PU containing the 307 observation to be analyzed computes the observation prior; it then broadcasts the observation 308 sequentially. This is convenient because the data are stored in arrays for individual radars on 343 elevation levels . For data from the same radar, only a few parameters are 344 needed to describe the radar characteristics. However, because each radar typically covers only a 345 portion of the model domain, this procedure severely limits the scalability of the analysis system 346 due to load imbalances (see Fig. 3 ). Figure 3a illustrates a domain that contains six radars labeled 347 A through F. If this domain is decomposed into four subdomains, all PUs, except P1, will be idle 348 when data from radar A are assimilated. The same is true for radars B through F. To mitigate this 349 problem, we develop a procedure that merges radar data into composite sets or batches so that 350 data from multiple radars can be processed at the same time. 351
In the analysis program, all vertical levels of radar observations at each horizontal grid 352 location are stored continuously as a vector column. The most general approach is to store all 353 columns of radar data in a single dynamically allocated storage array or data structure while 354 keeping track of the radar characteristics associated with each column. Each column may contain 355 different numbers of available radar elevations. When overlapping coverage exists, the grid 356 columns covered by multiple radars will have multiple columns of data (see Fig. 3a ). To keep 357 track of data in reference to the analysis grid, it is convenient to define arrays that have the same 358 dimensions as the model grid in the horizontal directions, but such arrays will only be able to 359 store no more than one column of data at each grid location unless the last dimension is defined 360 dynamically or pre-defined to be large enough. While for optimally tuned EnKF, the order in 361 which observations are assimilated should not matter, in practice, because the ensemble spread 362 can be reduced too much by observations processed earlier before covariance inflation is applied, 363 the order of observation processing sometimes does matter somewhat. For this reason, we group 364 the radar data into several batches, the number of which is no bigger than the maximum number 365 of radars covering the same spot anywhere in the analysis domain. For a radar network that is 366 designed to maximize spatial coverage, such as the WSR-88D radar network, this maximum is 367 usually a single digit number; i.e., anywhere in the network, less than 10 radars observe the same 368 column. 369 Fig. 3 shows the spatial coverage of three batches of data that add up to all columns of 370 data available; those three batches of observations will be processed in sequence. Within regions 371 having multiple radar coverage, the radar from which data will be first picked can be chosen 372 randomly or based on the order the data were input to the program. Alternatively, the data 373 columns from the closest radar can be picked first. The last option is more desirable, as it 374 removes the randomness of the algorithm. Finally, because the radar data are no longer organized 375 according to radar, additional two-dimensional arrays are needed to store parameters for each 376 data column. When only a few elevations within a radar volume scan are analyzed using short 377 (e.g., 1 to 2 minutes) assimilation cycles, the vertical dimension of the arrays storing the 378 composite data sets need only to be a few. 379
With the above implementation, the load balance is significantly improved for the first 380 composite data set. It should be noted that we usually assimilate reflectivity data even in 381 precipitation-free regions, which has the benefit of suppressing spurious storms (Tong and Xue 382 2005). We note that load imbalance does still exist with radial velocity data in the first group 383 since they are usually only available in precipitation regions; however, their numbers are usually 384 much smaller than the total number of reflectivity data. In addition, load imbalances usually exist 385 with the second group of data and above but again the volume of data in these groups is small 386 since they only exist in overlapping regions, and these regions are usually spread over the 387 assimilation domain. First, the scalability of the OpenMP implementation is investigated as a reference. Since 441 each Kraken node contains only 12 cores, the maximum number of threads that can be used for 442 an OpenMP job is 12. The OpenMP implementation shows scalability up to 8 cores (see Table 1 respectively. Generally, the OpenMP jobs perform better than their MPI counterparts using the 451 same number of cores when running on a single node due to the communication overhead of 452 MPI processes and possibly better load balance with OpenMP. It is also noticed that the wall-453 clock time is heavily influenced by the domain partitioning configuration in the x and y 454 directions. For example, m02×01 takes almost 1.4 times longer than m01×02, although both use 455 the same number of cores. Since FORTRAN arrays are stored contiguously in the column-major 456 order in the computer memory, a run that has a smaller partition number in the x direction than 457 the y direction (e.g., m01×02) is better at taking advantage of the spatial locality of the data in 458 memory. This can accelerate data loading from main memory into cache and improve cache 459 reuse. Conversely, an inefficient partition can degrade the performance even when more system 460 resources are used. For example, m03×02 using 6 cores has a much smaller speed improvement 461 over m01×01 than experiments using 4 cores or even some experiments using 2 cores. These 462 results suggest that finding the optimal domain decomposition is important in achieving the best 463 performance with the given system resources. 464 Table 2 . Since each Kraken node contains two processors, the processes on 470 each node are distributed to those processors as evenly as possible in order to obtain the best 471 possible performance. 472
It is found that the domain partitioning again plays an important role for the DA system 473 performance. For example, experiments that use 20 cores in total on 4 compute nodes show large 474 variability in the execution time. Among these experiments, m02×10_05 has the best 475 performance, suggesting that m02×10_05 utilizes the system cache most efficiently and/or has 476 the least message-passing overhead given 20 cores. Generally, the MPI experiments using more 477 nodes perform better than those experiments with the same domain partitioning but using fewer 478 nodes. For example, m01×04 in Table 1 that uses one compute node takes 2660 seconds to finish 479 while m01×04_01 in Table 2 running on 4 compute nodes takes only 2343 seconds. This is 480 consistent with the observation that performance is improved as available cache size increases. 481
Adding more processes improves the performance on 4 compute nodes. As an example, 482 m06×08_12 takes less time than those experiments using 40 cores or less. This is because more 483 observations can be processed in parallel in the m06×08_12 experiment than the others, even 484 though MPI communication costs are higher than in the other experiments. However, as 485 observed before with OpenMP experiments, access contention for the memory bandwidth and 486 the cache sharing as more cores are used may impede the performance at some point. It suggests 487 that there is a tradeoff between the number of processes and available computing resources and, 488 therefore, finding optimal configurations for MPI runs may not be straightforward because it 489 depends on a number of hardware factors. 490
For the hybrid runs, the wall-clock times of m01×04_01 (i.e. h01×04_01o1), 491 h01×04_01o2, h01×04_01o4, h01×04_01o6, h01×04_01o8 and h01×04_01o12 decrease 492 monotonically, in that order. The decreasing trend of wall-clock time with increasing number of 493 threads is consistently found in other similar sets of experiments. It is also found that the hybrid 494 runs are as sensitive as the MPI runs to the domain partitioning, available cache, and other 495 hardware configuration factors. A hybrid experiment can outperform or underperform the 496 corresponding MPI experiments using the same resources (number of cores and number of nodes) 497 depending on the configuration (Table 2 and 3) . For example, the minimum wall-clock time with 498 8 cores from 4 nodes in hybrid mode is 1471 seconds, which is smaller than the minimum time 499 required by a MPI run with 8 processes on 4 nodes (2169 seconds) in Table 3 . On the other hand, 500 h01×04_01o12 takes 733 seconds, more than the 606 seconds of m06×08_12, which uses the 501 same resources. It is also observed that a larger improvement is achieved by the hybrid jobs with 502 fewer threads. This is because observations are processed one by one with OpenMP processes. 503
By using more MPI processes rather than more OpenMP threads, we can assimilate more 504 observations simultaneously and, hence, improve the parallel efficiency (see section 4c for more 505 details). In addition, cache availability and memory access contention with a large number of 506 threads in the hybrid experiments also affect program performance. 507
c. Performance evaluation with a real data application 508
The parallel ARPS EnKF system is applied to the 10 May 2010 Oklahoma-Kansas 509 tornado outbreak case. Over 60 tornadoes, with up to EF4 intensity, affected large parts of 510
Oklahoma and adjacent parts of southern Kansas, southwestern Missouri, and western Arkansas 511 on that day. This real data case is run on an SGI UV 1000 cc-NUMA shared-memory system at 512 the Pittsburgh Supercomputing Center (PSC). The system, called Blacklight, is comprised of 256 513 nodes containing 2 eight-core Intel Xeon processors each; its theoretical peak performance is 37 514 teraFLOPS. The cc-NUMA architecture allows for SMP across nodes. Up to 16 terabytes (TB) 515 of memory can be requested for a single shared memory job, while hybrid jobs can access the 516 full 32 TB of system memory. 517
The EnSRF analyses are performed on a grid with 4 km horizontal grid spacing, using 40 518 ensemble members. The domain consists of 443×483×53 grid points, and the model state 519 includes three velocity components, potential temperature, pressure, and mixing ratios of water 520 vapor, and 5 water and ice species. A single-moment microphysics scheme is used. The state 521 vector has 4.9 × 10 9 elements. Observations of radar reflectivity and radial velocity from 35 522 radars are analyzed from 1705 UTC to 1800 UTC at 5-minute intervals. Fig. 5 presents a  523 comparison between the radar observation mosaic at 1800 UTC on 10 May 2010 and the 524 corresponding analysis results by the parallel ARPS EnSRF system. Overall, the analyzed 525 reflectivity exhibits a good fit to the observations in shape, structure, and intensity. The 526 exceptions are several echoes in Texas, southeast Montana, and northwest Colorado, which are 527 due to the incomplete radar coverage over those areas. Several timing benchmark analyses at 528 1710 UTC are performed. There are about 1.3 × 10 6 observations from the 35 radars at this time 529 (see Fig. 6 ), more than any of the other times in the analysis window. 530
Our parallel benchmark experiments are run in pure OpenMP, pure MPI and hybrid 531 MPI/OpenMP modes. In all cases, all cores on the compute nodes were fully utilized, either by 532 individual MPI processes or by OMP threats. The experiment names and their configurations are 533 listed in Table 4 . Guided by the timing results on Kraken, experiments are designed to use the 534 most optimal configurations, i.e., with a larger number of PUs in the y direction than in the x 535 direction. Each experiment in Table 4 was repeated 7 times. Because the timing results on 536
Blacklight show up to 185% variability due to system load variations, the best timing results for 537 each case are selected and presented here. of Blacklight has only 16 cores, when more than 16 cores are used by OpenMP, the memory 545 access will be across different physical nodes; this clearly leads to reduced parallelization 546 efficiency with the OpenMP runs. Also, with pure OpenMP, the parallelization is limited to the 547 state variable level, meaning all observations have to be processed serially (i.e., not 548 parallelization at the observation level). 549 Fig. 7 also shows that, when using the same amount of total resources, the hybrid runs 550 generally outperform pure MPI runs when both analysis and message passing times are included. 551
For the same number of cores used, pure MPI runs imply more PUs, i.e., more message passing 552 requests. Even though the pure MPI mode may be able to parallelize more at the observation 553 level, the message passing overhead can reduce the benefit. Not surprisingly, the hybrid 554 OpenMP/MPI runs are better in terms of total computational time. Among the hybrid groups, 555 jobs with fewer threads hence more MPI processes seem to give better performances, in terms of 556 the analysis time. This suggests that assimilating observations in parallel via MPI processes gives 557 a greater benefit before the increased message passing overhead becomes overwhelming. 558
We have noticed that I/O can easily take 60% to 80% of the total wall-clock time with 559 experiments in which all data I/O were handled by a single MPI process or the master OpenMP 560 thread. This I/O time can be reduced by distributing I/O loads among the MPI processes (but not 561 among OpenMP threads). Therefore, our solution is to let each MPI process read and write data 562 within its own subdomain, in the form of "split files". This improves I/O parallelization and also 563 reduces time needed for communicating gridded information across PUs. With split files, only 564 data within the extended boundary zones need to be exchanged with neighboring PUs. Due to the 565 large variations in the I/O times collected on Blacklight, we ran another set of experiments on a 566 supercomputer with more consistent I/O performance between runs. It consists of 2.0 GHz quad-567 core Pentium4 Xeon E5405 processors, with 2 processors on each node. Tests with split files on 568 this system, corresponding to h04×08_01o8 (see above naming conventions), reveal that the 569 times spent on I/O and message passing are reduced (the latter because of the reduced exchanges 570 of gridded information across MPI processes); the total wall-clock time for I/O and message 571 passing for one experiment was reduced from 1231 seconds to 188 seconds using split files. 572
Summary and conclusions 573
A parallel algorithm based on the domain decomposition strategy has been developed and 574 implemented within the ARPS EnKF framework. The algorithm takes advantage of the relatively 575 small spatial covariance localization radii typically used by high-resolution observations such as 576 those of radar. Assuming that the maximum horizontal covariance localization radius of the 577 observations to be analyzed in parallel is R, the horizontal area of a decomposed physical 578 subdomain should be at least 4R × 4R. An additional boundary zone of width R is added to each 579 side of the physical subdomains to create enlarged computational subdomains, which facilitate 580 information exchanges between neighboring subdomains. Each subdomain is assigned to one 581 processing unit (PU), within which no MPI message passing is required. The subdomains are 582 then further divided up into 4 sub-patches, denoted S1 through S4. The width and height of each 583 patch are required to be at least 2R to ensure any two observations that may be processed in 584 parallel are well separated. In practice, the size of S1 is made as large as possible within its 585 subdomain to increase the probability that observations from different subdomains can be 586 processed in parallel. 587
Observations within the 4 patches are processed sequentially, but data in the patches with 588 the same label in different subdomains are processed simultaneously. Distributed-memory 589 parallelization is therefore achieved at the observation level. The patch division ensures that most 590 of the analysis work is done in parallel when processing observations within patches S1 of all 591
PUs. To handle the load imbalance issue when assimilating observations from many radars, the 592 observation arrays are organized into batches. The maximum number of batches is limited by the 593 maximum number of radars covering the same location anywhere in the analysis domain. Such 594 an observation organization improves the uniformity of observation distribution within the first 595 observation batch and thereby improves load balance. 596
Conventional data that use larger covariance localization radii are still processed serially. The same also applies to most of the hybrid jobs, although all hybrid jobs do not outperform the 612
corresponding MPI jobs. 613
A real data case involving 35 radars is tested on an SGI UV 1000 cc-NUMA system 614 capable of shared-memory programming across physical nodes. Poor scalability with pure 615
OpenMP is observed when more than one node is used, but both MPI and hybrid runs show good 616 scalability on this system. Excluding message passing time, pure MPI runs exhibit best 617 performance. When message-passing time is included, the hybrid runs generally outperform pure 618 MPI runs. For this real data case, the EnKF analysis excluding I/O can be completed within 4.5 619 minutes using 160 cores of the SGI UV 1000. 620
Given a fixed amount of resources, the hybrid jobs improve more over pure MPI jobs 621 with fewer numbers of threads. Because MPI processes realize parallelization at the observation 622 level, they are more efficient than OpenMP threads. However, there is a tradeoff between a 623 performance improvement due to the parallel processing of observations and degradation due to 624 increased message passing overhead. On the other hand, a pure OpenMP strategy for EnKF 625
shows good scalability on symmetric shared-memory systems but is limited by the number of 626 cores available on the individual node and by the physical memory available on the node. With 627 pure OpenMP, data I/O can only be handled by a single process, reducing the overall scalability. 628
The MPI/OpenMP hybrid strategy combines the strengths of both methods. However, 629 care must be taken when partitioning the domain, because the configuration of MPI domain 630 partitioning has a significant impact on the system performance. Given the same resources, jobs 631 with smaller numbers of partitions in the x direction tend to run faster because FORTRAN arrays 632 are stored in the column-major order in memory. Timing experiments have also shown that 633 determining the optimal decomposition configuration on a specific computing system is not 634 straightforward because the performance depends on factors such as the subdomain size in the x 635 and y directions, the number of cores on each node, the cache sizes and memory bandwidth 636 available to each core, and the networking topology across the nodes. 637
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