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Abstract—We study the problem of symbol detection in down-
link coded multiple-input multiple-output (MIMO) systems with
precoding and without the explicit knowledge of the channel-state
information (CSI) at the receiver. In this context, we investigate
the impact of imperfect CSI at the transmitter (CSIT) on the
detection performance. We first model the CSIT degradation
based on channel estimation errors to investigate its impact
on the detection performance at the receiver. To mitigate the
effect of CSIT deterioration at the latter, we propose learning-
based techniques for hard and soft detection that use downlink
precoded pilot symbols as training data. We note that these pilots
are originally intended for signal-to-interference-plus-noise ratio
(SINR) estimation. We validate the approach by proposing a
lightweight implementation that is suitable for online training
using several state-of-the-art classifiers. We compare the bit-
error rate (BER) and the runtime complexity of the proposed
approaches where we achieve superior detection performance in
harsh channel conditions while maintaining low computational
requirements. Specifically, numerical results show that severe
CSIT degradation impedes the correct detection when a con-
ventional detector is used. However, the proposed learning-based
detectors can achieve good detection performance even under
severe CSIT deterioration, and can yield 4-8 dB power gain for
BER values lower than 10−4 when compared to the classic linear
minimum mean square error (MMSE) detector.
Index Terms—MIMO detection, precoding, machine learning,
channel coding, and imperfect CSIT.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) technology can
drastically improve the spectral efficiency (measured in
bits/s/Hz) by using multiple antennas at the transmitter (Tx)
and the receiver (Rx). MIMO technology has been widely
deployed in modern communication systems, however, most
receivers rely heavily on accurate channel state information
(CSI) in order to detect the data symbols sent by each transmit
antenna [1]. Particularly, in the MIMO spatial multiplexing
(SM) configuration where several information streams are sent
in the same time frequency resource, the Rx has to detect
multiple interfering symbol streams transmitted concurrently
through a channel subject to random noise and interference
[2]. This configuration creates the inter-channel-interference
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(ICI) phenomenon, which constitutes a fundamental limiting
component of MIMO communication [3].
Symbol detection in MIMO systems is a well studied
problem with numerous classical detection methods [4]. More
recently, several learning-based approaches have been reported
for symbol detection in MIMO systems. Notably, machine
learning (ML) has attracted significant interest in the area of
wireless communication [5], [6], among which we find the
work where deep learning is used to learn the end-to-end
link from the Tx to the Rx [7], [8]; the idea is to design
a communication system to jointly optimize transmitter and
receiver components by interpreting it as an autoencoder.
In the case where the Rx has CSI knowledge (CSIR),
several learning-based MIMO detectors have been proposed
[9]–[13]. Specifically, the authors in [9] achieved excellent
detection performance with a deep neural network archi-
tecture called DetNet, e.g., with a performance matching
a semi-definite relaxation (SDR) baseline for independent
and identically distributed (i.i.d.) Gaussian channels while
running 30× faster. The work in [10] introduced OAMPNet,
a deep learning based scheme that mimics the orthogonal
approximate message-passing (OAMP) algorithm [14], which
outperforms the OAMP algorithm in both i.i.d and small-
sized Kronecker model-based correlated channels. We note
that DetNet and OAMNet are both trained offline: using a
single detector trained over several channel matrices. On the
other hand, MMNEt in [11] is an adaptive neural-network
based detection scheme tailored to realistic channels with
spatial correlation and is suitable for online training, where
the training is performed for each coherence time instead
of offline training where the module could be trained in
advance for a large number of coherence times by generating
random channel coefficients. In the same context of online
training and motivated by practical implementation, EPNet
[12] was proposed to perform signal detection by unfolding
the expectation propagation (EP) algorithm and training the
damping factors. To support coded systems, a neural-network
MIMO detector with impairments was proposed in [13], where
the detection algorithm design is based upon projected gradi-
ent descent iterations for MIMO-OFDM systems. Empirical
results show the robustness of the proposed detection scheme
against several common communication impairments, since
the NN does not assume any specific model. We note that the
bit-error rate (BER) is the main metric used for performance
evaluation of the aforementioned work [9]–[13].
However, in systems where CSIR is not explicitly available,
few learning-based approaches have been proposed [15]–[18]
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for MIMO detection. Blind detection for MIMO systems based
on clustering was studied in [15], [16], where some ambiguity
issues were shown in such unsupervised learning detectors.
However, the approaches in [17], [18] employ supervised
learning instead, where downlink pilot sequences are sent to
train the proposed learning frameworks by considering systems
with low-resolution analog-to-digital converters (ADCs). The
key idea in [17] is to interpret the MIMO detection problem
as a supervised classification problem. In [18], more efficient
learning methods were proposed, which leverage the knowl-
edge of cyclic redundancy check (CRC) and the to-be-detected
data to further assist the training process.
On the other hand, the problem of detection in a fading
MIMO channel with CSIT, i.e., CSI at the Tx, and no explicit
CSIR has received relatively little attention in the literature
[19]. This setting is common in a reciprocal channel, i.e.,
uplink and downlink channels are the same, where CSIT can
be acquired through uplink pilots (known training sequences).
For instance, this reciprocity applies to time-division duplex
(TDD) communications systems [20]–[23]. In such systems,
CSIT can be available without explicitly estimating it at the
receiver CSIR. Thus, there are cases where it is interesting to
consider systems that can take advantage of CSIT to mitigate
the channel effect at the Rx when CSIR is not explicitly
available. Motivated by the previously reported benefits from
using ML for MIMO detection and inspired by our earlier
work where we proposed a similar detection framework for
eavesdropping [24], [25], we now propose an ML based
technique for MIMO detection in the context of CSIT and no
explicit use of CSIR. To our knowledge, the problem under
consideration here has not been previously investigated.
The CSIT knowledge is used to precode the downlink
transmitted signal to attain several goals: a) maximize the
SNR, b) minimize the ICI effect at the Rx and/or c) equal-
ize/mitigate the effect of fading, where the performance of
the precoder is directly affected by the quality of the CSIT.
Nonetheless, in practical systems, it is extremely difficult
to obtain perfect CSIT. Channel estimation errors can occur
due to several sources, for instance, pilot length, Doppler
effect, and hardware impairments [26]. To support systems
with imperfect CSIT, we investigate MIMO detection in the
presence of imperfect CSIT. To model these imperfections, we
use the Markov-Gauss formulation [27] where we assess the
detection performance under varying imperfection conditions.
In this setting, we propose a novel learning-based approach for
MIMO detection that uses the downlink transmitted precoded
pilots as training data. Contrary to the aforementioned super-
vised learning work [17], [18] where the Tx sends un-precoded
pilots, in our work, the considered pilots are precoded; in
fact, these precoded pilots are already deployed in most
communication standards [28] for the purpose of signal-to-
interference-plus-noise ratio (SINR) estimation. As we shall
demonstrate in the numerical results, even in the case when
the Rx estimates the effective channel from these precoded
pilots and use it to equalize the received signal, the detection
performance is still limited. To further improve the detection
performance, we propose to use ML to better leverage the
knowledge of these precoded pilots.
The contributions of the paper are:
1) We study the problem of symbol detection in a TDD-
based coded downlink MIMO system with precoding,
considering both block-level precoding (BLP) as well as
symbol-level precoding (SLP). We investigate the impact
of CSIT degradation on the detection performance at
the Rx considering a multiple severity levels of CSIT
imperfections.
2) In this setting, we propose supervised learning-based
frameworks for soft and hard decoding at the receiver
that leverage the knowledge of the transmitted precoded
pilots. The proposed learning-based frameworks are
generic and function with any multi-label classification
algorithm or forward-error correction (FEC) scheme.
3) We propose a lightweight implementation of the
learning-based detection frameworks that is suitable for
online training, where the detector is optimized for
each coherence time. We consider efficient and fast
implementations to solve the ML problems for each
proposed approach, and assess the prediction accuracy
of each, selecting the ones with the highest accuracy to
be further employed in the numerical results’ section.
4) Numerical results show that severe CSIT degradation
impede the decoding process when using a classical
receiver. We show that the detection performance im-
proves when using a linear minimum mean square error
(MMSE) detector, which uses the estimated effective
channel from the downlink precoded pilots. In the pres-
ence of severe CSIT deterioration, the proposed data-
driven detectors can achieve 4-8 dB power gains when
compared to the MMSE detector.
The rest of the paper is organized as follows: Section II
introduces the system model, where we discuss CSIR estima-
tion and downlink transmission. In Section III, we propose
our novel learning-based detection frameworks whereas in
Section IV we present a lightweight implementation of the
proposed frameworks that is suitable for online training.
Simulation results are discussed in Section V, followed by
the conclusion in Section VI.
Notations: Upper and lower case boldface symbols are
used to denote matrices and column vectors, respectively. ‖·‖
represents the Euclidean norm and the Frobenius norm is
denoted by ‖·‖F. CN (m,Q) denotes the circular symmetric
complex Gaussian distribution with mean m and covariance
matrix Q. Rm×n and Cm×n represent the set of m× n real
matrices, and the set of m× n complex matrices, respectively.
The expectation operator is denoted by E[·] and the absolute
value by | · |.
II. SYSTEM MODEL
We consider a downlink MIMO system with Nt antennas
at the Tx and Nr at the Rx.1 In a typical MIMO system,
the Tx represents the base station with Nt antennas while
the Rx represents a single user with Nr antennas. The Tx
sends simultaneously Nr different data streams to the Rx.
1We assume that the number of antennas at the Tx is greater than or equal
to the number of antennas at the Rx, Nt ≥ Nr.
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Fig. 1: Coherence time structure.
The transmission from the Tx to the Rx (downlink) and the
transmission from the Rx to the Tx (uplink) share the same fre-
quency resource and operate in TDD. Each coherence interval
is divided into three phases: uplink training, downlink payload
data transmission, and uplink data transmission, however, in
this work, we focus on the downlink data transmission. Hence,
for our case, we consider a coherence time with two phases:
uplink training and downlink data transmission. In the uplink
training phase, the users send orthogonal pilot sequences,
one for every antenna so that the multiple channels can be
estimated simultaneously at the Tx. The obtained channel
estimates are used to precode the transmit signals in the
downlink.
The notation and assumptions adopted in this work are as
follows:
• We let hij denote the channel coefficient between the
ith Tx’s antenna and the jth Rx’s antenna. We assume
that hij , i ∈ {1, . . . , Nt}, j ∈ {1, . . . , Nr}, are i.i.d.
random variables (RVs). This assumption models the case
wherein the Tx and the Rx are distributed over a wide
area, and hence, the set of scatterers is likely to be
different for each transmit/receive antenna.
• The channel matrix H ∈ CNt×Nr , with entries hij , i ∈
{1, . . . , Nt}, j ∈ {1, . . . , Nr}, embodies small-scale fad-
ing, which is assumed to be static during each coherence
time and changes independently from one coherence time
to another. We consider block-fading Rayleigh channel to
reflect a rich scattering environment.
• We assume channel reciprocity, i.e., in each coherence
time, the channel coefficients in the uplink are the
conjugate of those in the downlink. This assumption
requires TDD operation and appropriate calibration of the
hardware chains.
• We consider a block-fading channel where the channel
remains constant for T symbol periods (SPs), i.e., the
coherence time length. Since we operate in TDD, as
depicted in Fig. 1, the coherence time is shared between
uplink pilots for CSIT estimation, downlink transmission,
and uplink transmission, where T up, T dl, and T up′ rep-
resent their allocated time in SPs, respectively.
• We let dj denote the data symbol associated with the
jth data stream intended for the jth Rx’s antenna, which
satisfies E[|dj |2] = 1. In each SP, the Tx sends d =
[d1 . . . dNr ]
T from the Nt antennas, where the symbols
dj , j ∈ {1, . . . , Nr}, are mutually independent.
A. CSIT Estimation through Uplink Training
The Tx computes the channel estimate Ĥ ∈ CNt×Nr using
uplink pilots, as depicted in Fig. 1, that will be used subse-
quently to define the precoder for the downlink transmission
phase that encompasses T dl SPs. The quality of the channel
estimate depends mainly on the pilot length, the particular
channel estimation technique that is being employed, and
hardware impairments, e.g., uncalibrated hardware chains in
this context [26]. In our work, we use the Gauss-Markov
formulation to model Ĥ in order to reflect these imperfec-
tions [27], ranging from perfect estimation to a completely
inaccurate estimation. In this setting, the channel estimate Ĥ
is obtained using the actual channel H as
Ĥ = τH +
√
1− τ2E (1)
where the scalar τ ∈ [0, 1] specify the quality/accuracy of
the instantaneous CSI — τ = 1 corresponds to perfect
CSIT while τ = 0 indicates that Ĥ is completely incorrect
and uncorrelated with the actual CSI —, and E ∈ CNt×Nr
represents the random error [1], [29] where each term follows
a circularly symmetric normal distribution CN (0, 1).
B. Downlink Transmission
Once the channel estimate Ĥ is obtained, the Tx uses it to
precode pilot and data symbols to transmit to the Rx during
T dlp and T
dl
d SPs, respectively, as depicted in Fig. 1.
In each SP, the Tx sends Nr symbols to the Rx, which could
be pilot or data symbols. Hence, for the nth SP, the received
data signal yj at the jth antenna of the Rx can be expressed
as
yj [n] = h
H
j xd[n] + zj [n] (2)
hj = [h1j . . . hNrj ]
T ∈ CNt×1 is the channel from the Nt
transmit antennas to the jth receive antenna, xd[n] ∈ CNt×1
is the precoded transmitted signal with power ρd ≥ 0, and
zj [n] is the additive white Gaussian noise (AWGN) at the jth
receive antenna with variance σ2z .
The above model can be rewritten in a more compact form
by collecting the received signal at all Rx’s antennas:
y[n] = HHxd[n] + z[n], (3)
where z[n] ∈ CNr×1 collects the independent AWGN com-
ponents of all antennas. Consequently we define the transmit
SNR as η = ρdNtσ2z .
In our work, we consider the case when the Tx uses the
regularized zero-forcing (RZF) [30], which is a linear block-
level precoder, as well as the case of a conventional symbol-
level precoder, i.e., the constructive interference for sum power
minimization (CISPM) approach in [31].
The RZF precoding main goal is to maximize the sum of the
SINR. It minimizes the interference signal while optimizing
the received power. It is considered as a precoding approach
between the matched filter (MF) and zero-forcing (ZF) pre-
coders, which can be expressed as a linear combination of
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CISPM precoding
Fig. 2: Structure of the CISPM precoding scheme.
where α is a regularization parameter whose value is fixed
during the transmission and INt denotes the Nt×Nt identity
matrix.
We note that, in order to respect the power constraint
E[‖Wd‖2] = 1, we normalize W as follows: Ŵ = W‖W‖F .
Hence, using this notation, the RZF precoded signal for the




As for the constructive interference for sum power min-
imization symbol-level precoding scheme, it is designed to
exploit the multi-user interference for power gains. This
scheme propels the Rx’s received signals deeper into the
correct detection region of the desired symbol for each receive
antenna. The CISPM precoded signal for the nth SP can be
computed as




Re{ĥHj x} E σz
√
γjRe{dj}, ∀j
Im{ĥHj x} E σz
√
γjIm{dj}, ∀j,
where ĥj ∈ CNt×1 is the channel estimate from the Nt trans-
mit antennas to the jth receive antenna, γj ≥ 0 is the target
SINR for the jth receive antenna with γ = [γ1 . . . γNr ]
T ∈
RNr×1 representing the target SINR for all Rx’s antennas, and
the operator E denotes2 the correct detection region [35].
As depicted in Fig. 2, the optimization problem in eq. (6)
takes inputs: the estimated CSIT Ĥ, the symbols to transmit d,
the target SINR at the Nr antennas γ, and the noise standard
deviation σz . The objective function’s aim is to minimize
the transmit power subject to some constructive interference
constraints that are applied to each receive antenna. The
constraints’ aim is to place the real/imaginary parts of the
noiseless received signal at the jth antenna, ĥHj x, in the
detection region corresponding to the real/imaginary parts of
the jth intended symbols to transmit. Specifically, with a
minimum value of σz
√
γj to guarantee a specific target SINR
for each receive antenna. In other words, this scheme propels
the Rx’s received signals deeper into the correct detection
region of the desired symbol.
Thus, the CISPM scheme minimizes the transmit power
while guaranteeing a certain target SINR at the Rx through
constructive interference constraints. Contrary to the RZF
scheme where the precoding matrix Ŵ is used for the entire
coherence time, in the SLP approach, for each SP, the precod-
ing module directly designs the transmitted signal vector xd
2For further detailed information, the reader should refer to [33], [34].
based on both the CSIT Ĥ and the input data symbols d. Even
though SLP schemes are computed for every SP, an efficient
implementation in hardware has been proposed in [36].
III. LEARNING-BASED MIMO DETECTION FRAMEWORKS
In this section, we propose two ML detection frameworks,
where the Rx uses the transmitted precoded pilot symbols as
training data to accurately hard/soft decode the transmitted
symbols. We note that these precoded pilots are already used
in some communication standards [28] for the purpose of
SINR estimation. Thus, we propose to leverage this existing
knowledge at the Rx to train our learning-based detectors. Both
of these frameworks are comprised of training and inference
phases. In the following, we use RZF precoding as an example
for a complete explanation. However, the proposed detection
frameworks are valid for any precoding scheme used at the Tx.
We stress that in our work we propose to use machine learning
only at the Rx, whereas at the Tx we assume conventional
precoding where RZF is used as an example for the precoding
used at the Tx. The proposed learning-based frameworks
are generic and function with any ML or channel coding
algorithm, thus mathematical derivations of these algorithms
are omitted in this section.
A. Learning-based framework for the proposed MIMO soft
detection scheme
As pointed out earlier, the detection occurs at the Rx
during the downlink part of the coherence time T dl, where
the training phase takes place during the T dlp SPs followed by
the inference phase in the remaining T dld slots. We note that
these pilots might be interleaved with data and do not have to
be sequential.
As depicted in Fig. 3, our learning-based soft detector
encompasses two steps: 1) training phase, where the ML model
is trained using the T dlp precoded pilot symbols; 2) inference
phase, where probability densities are estimated and employed
to calculate the LLRs which are then fed to a soft decoder.
Below we detail each phase.
1) Training phase: In each SP of T dlp , the Tx sends Nr pi-
lot symbols, p = [p1 . . . pNr ]
T satisfying E[|pj |2] = 1, which
are pseudo-random sequences with each symbol corresponding
to one Rx antenna. The corresponding received pilot signal at
the jth antenna during the nth SP, ypj [n] ∈ C, can be written
as
ypj [n] = h
H
j xp[n] + zj [n], (7)
where xp ∈ CNt×1 is the RZF precoded transmitted pilot
signal with power ρp ≥ 0 such that xp =
√
ρpŴp.
Thus, collecting all of the received pilot signals at all
antennas, the equivalent received pilot signals during the nth
SP, yp[n] ∈ CNr×1, can be expressed as
yp[n] = HHxp[n] + z[n]. (8)
As depicted in Fig. 3, for the nth SP, the Rx obtains
yp[n] and p. The Rx creates a single set that collects together
the received pilot signal yp[n] and the pilot symbols pb
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Fig. 3: Overview of the proposed learning-based soft detector.
corresponding to the bit representation of p, for the LLRs to
be computed on a per-bit basis. Specifically, the subscript b in
pb stands for “bit”, where the pilot symbols are represented in
bits, e.g., pj ∈ {“00”, “01”, “11”, “10”} in the case of QPSK
modulation.
As illustrated in Fig. 3, to perform the training, the Rx first
collects all the T dlp received pilot signals y
p with their pilot
symbols pb in one set, which is referred to as the training set,
which can be written as
Dsp = {Yp,Pb}, (9)
where Yp ∈ CT
dl
p ×Nr are the received pilot symbols at the
Rx during T dlp SPs and Pb ∈ CT
dl
p ×Nr are the transmitted
pilot symbols for T dlp SPs. In the ML context, Y
p and Pb are
referred to as features3 and labels, respectively. This class of
ML problems is named supervised ML. Specifically, this ML
problem is considered as a binary multi-label classification
(MLC) problem [37] as more than one label is used for each
example and the format of the label is binary; each row in the
training set Dsp represents an example. In our case, an example
3We note that the features in Yp are complex-valued and are not suitable
for common ML algorithms. This is generally addressed by considering real
and imaginary parts separately.
is any received pilot signal yp in a given SP.
Hence, as depicted in Fig. 3, the training dataset is inputed
to the MLC fitting module that will output the so-called
“trained ML model”. Our goal is to generate a well-fitted
model to accurately predict new features, that are of similar
nature to the ones used in the training, by minimizing the bias.
A high bias leads to underfitting, i.e., the model is unable
to predict well the labels in the training, whereas overfitting
manifests when the model predicts very well the training data
but poorly the data outside of the training set [38].
2) Inference phase: This phase, on the other hand, takes
place during the T dld SPs of the downlink part of the coherence
time. In particular, as depicted in Fig. 3, in each SP of T dld , the
Tx sends Nr data symbols. The overall received data signals
at all antennas of the Rx during the nth SP, yd[n] ∈ CNr×1,
can be expressed as
yd[n] = HHxd[n] + z[n]. (10)
As depicted in Fig. 3, the Rx first collects the T dld received
data signals in one set Dd = Yd ∈ CT
dl
d ×Nr . In ML
terminology, the set Dd is the test/evaluation dataset.3
Generally, the goal of classification is to predict labels. In
this context, however, we are not interested in the predicted
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labels (bits) but rather in the corresponding predicted densities
(soft outputs). These soft outputs are used subsequently to
compute the log-likelihood ratios (LLRs), which indicate the
reliability of the predicted bits.
Before tackling the computation of these LLRs, we first
provide an overview of LLRs computation by recalling some
fundamental definitions in binary detection [39]. Let X be
a binary RV, acting as the correct hypothesis, with possible
values {b0, b1} and a priori probabilities p0 and p1. Herein,
X models one bit in a transmitted symbol. Let Y be an RV
with conditional probability density fY |X(y|bm) that is finite
and non-zero for all y ∈ R and m ∈ {0, 1}. In our context,
Y models the received signal at the Rx’s antenna for a given
SP. We note that the conditional densities fY |X(y|bm),m ∈
{0, 1}, are called likelihoods. The marginal density of Y is
given by fY (y) = p0fY |X(y|b0) + p1fY |X(y|b1). Hence, the
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where the quantity p1p0 is called the threshold and depends
only on the a priori densities. Hence, the log-likelihood ratio







Therefore, in order to compute the LLRs, we need to first
calculate the densities in eq. (14).
As depicted in Fig. 3, to obtain the densities in eq. (14),
we feed the test dataset to the binary MLC inference mod-
ule along with the trained ML model. However, the binary
MLC inference module does not output densities, but rather
predicted labels with their ranking scores. These scores are
uncalibrated values that do not constitute probability densities;
these scores signify the confidence level of the inference. That
is, if s(b0) and s(b1) represent the scores of the predicted
bit’s possibilities b0 and b1, respectively, and if s(b0) ≤ s(b1),
then fY |X(y|b0) ≤ fY |X(y|b0). Fortunately, there are existing
methods to convert these ranking scores into densities [40]. In
Section IV, we discuss the details of an efficient implementa-
tion that estimates densities from ranking scores, which will
be used subsequently in the experiments.
Once the likelihoods fY |X(y|bm) are obtained, the LLRs
can be computed using eq. (14), after which the Rx can simply
feed the computed LLRs to the soft decoder (e.g., a Viterbi
decoder [41]) to obtain the transmitted data.
B. Learning-based framework for the proposed MIMO hard
detection scheme
The proposed learning-based hard MIMO detector is also
comprised of two phases: 1) training phase, where the ML
model is trained using the precoded pilot symbols as training
data; 2) inference phase, where the module directly predicts
the coded bits (in the form of decimals), which are then
mapped into bits to finally be fed to a conventional hard
decoder to recover the transmitted bits.
1) Training phase: As illustrated in Fig. 4, during the nth
SP within T dlp , the Tx sends p[n] ∈ CNr×1 which becomes
xp[n] ∈ CNt×1 after precoding. Subsequently, the Rx receives
at all its antennas, yp[n] ∈ CNr×1, as detailed in eq. (8).
In addition to the yp[n], the Rx also has the knowledge of
the pilot symbols p[n]. We denote the decimal representation
of p[n] by ph[n], where the subscript h stands for “hard”; e.g.,
pj ∈ {0, 1, 2, 3} in the case of QPSK modulation.
As illustrated in Fig. 4, the Rx creates a single set that maps
the received signal yp[n] to the corresponding pilot symbols
ph[n]. Thus, the training set Dhp is
Dhp = {Yp,Ph}, (15)
where Ph ∈ CT
dl
p ×Nr are the the pilot symbols during T dlp
SPs. Since the labels are represented in decimals, considering
a modulation order of M , for each label there are M classes.
In the case of non-binary modulations, this problem is a
multi-class MLC problem [37]. Thus, as depicted in Fig. 4,
the training dataset Dhp is fed to the multi-class MLC fitting
module that in sequence outputs a trained ML model, which
will be used thereafter in the inference phase.
2) Inference phase: As depicted in Fig. 4, for the nth SP,
the Tx sends the data symbols d[n] to the Rx in the form of
the precoded signal xd[n]. The corresponding received signals
at the Rx’s antennas is yd[n], as detailed in eq. (10).
Therefore, for T dld SPs, the overall received data signal
is Yd = {yd[n]}, n ∈ {1, . . . , T dld }, which constitutes the
evaluation set. Thus, for the inference, we feed the set Yd
to the multi-class MLC inference module. Contrary to the
proposed soft detection scheme, herein we are interested in
predicting the labels, i.e., hard outputs. As depicted in Fig. 4,
to obtain the labels, we feed the evaluation set as well as the
previously trained model to the multi-class MLC inference
module. We note that the predicted labels are in the form of
decimals, i.e., the same nature of the labels used in the training
phase. Once the labels are predicted, they will be first mapped
into bits to obtain the coded bits, which will then be fed to a
hard decoder to finally obtain the transmitted bits.
C. Scalability of the proposed ML detection frameworks to
multi-user MIMO systems
Even though this work investigates the case of a single-
user (SU) MIMO system, the proposed detection frameworks
can be extended to multi-user (MU) MIMO systems [42].
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Fig. 4: Overview of the proposed learning-based hard detector.
To illustrate, let us consider an MU-MIMO system with Nt
antennas at the Tx and K Rxs with Ni antennas each with
NiK total downlink streams such that Nt > NiK. For the
nth SP, the received signal at the ith Rx, yi[n] ∈ CNi×1, can
be expressed as follows
yi[n] = H
H
i xd[n] + zi[n], (16)
Hi ∈ CNt×Ni is the channel matrix from the Tx to the
ith Rx and zi[n] ∈ CNi×1 collects the independent AWGN
components of all of the ith Rx’s antennas. For each SP, the ith
Rx receives Ni pilot symbols. Therefore, the ith Rx maps each
received signal yi[n] with the corresponding pilot symbols
vector pi ∈ CNi×1. Similarly to the SU scenario, the Rx first
collects the received signals with their corresponding pilots for
the T dlp SPs then construct the training and evaluation datasets
using the exact same approach in Section III-A and Section
III-B.
All in all, the only difference with respect to the single-user
case is the second dimension of the matrices Yp,Pb,Ph,Yd
constructing the training and evaluation datasets, having Ni for
the ith Rx in the MU use case instead of Nr for the single-user
scenario.
IV. LIGHTWEIGHT IMPLEMENTATION OF THE PROPOSED
DETECTION FRAMEWORKS
In this section, we first discuss our efficient implementation
to solve the MLC problem for both of the proposed soft and
hard detectors. For the soft detector in particular, we propose
a fast algorithm to estimate the probability densities from the
ranking scores, which will be used for LLRs computation,
and demonstrate its efficacy by plotting the distribution of the
predicted densities. Next, we discuss the considered state-of-
the-art classifiers used to solve the classification problem for
each label. To clarify, the proposed efficient implementation
is hierarchical; we propose an implementation for the MLC
problem as well as the specific classifiers used for each label.
This implementation is further detailed below. We note that the
chosen algorithms and approaches for the proposed learning-
based detectors have been carefully investigated in terms of
suitability for online learning, where Rx optimizes its detector
for every coherence time.
We should mention that we did not use deep learning [43]
in this context despite its high performance in several areas
mainly because it requires considerable amount of training
data, which is not available in our case. Indeed, in each co-
herence time, only a limited portion of downlink transmission
is dedicated to pilots. As we consider online learning, i.e.,
the detector is optimized for each coherence time, the pilots
of one coherence time could not be combined with the pilots
of another coherence time, thus the limitation of the training
data. Besides, deep learning typically requires millions of
parameters to train, which makes it prohibitively expensive
in our application scenario.
In the literature, the proposed methods for solving MLC
problems can be grouped into two main categories: a) problem
transformation methods and b) algorithm adaptation methods
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[37]. Transformation methods are those that transform the
MLC problem and decompose it into multiple single-label
classification (SLC) problem instances, whereas adaptation
methods are designed to solve MLC problems directly. Trans-
formation methods are simple and efficient, however, adap-
tation methods are designed for maximal efficiency, which
usually makes them more complex and more computationally
intensive compared to transformation methods.
Motivated by the online training approach, we adopt the
transformation approach to solve the MLC problem because of
its sufficient efficiency and low complexity. In this setting, we
consider two transformation methods, binary relevance (BR)
[44] and classifier chain (CC) [45]. BR is the most simple
and efficient method to solve MLC problems, where multiple
SLC are trained independently and their individual outputs
are combined to form the multi-label output. Even though this
method was designed for binary (two class) labels, as the name
implies, it is also implemented for multi-class SLC problems.
Despite its popularity and simplicity, its only drawback is that
it does not consider label correlations. CC, on the other hand,
takes into account the correlation between labels by using the
outputs of the previously trained classifiers as features for the
subsequent ones in the chain, except for the first classifier.
In CC, a chain of SLC is constructed where each classifier,
in addition to the related input label, also uses the inferences
of other classifiers, thus considering the correlation between
labels. We refer to these transformation implementations by
“BR” and “CC” accordingly.







Nrfc(|Yp| + Nr, |Ds|hp |)
)
, re-
spectively, where fc(·) is the complexity of the underlying
classifier [46]. fc(·) is heavily dependent on the classifier
used and the solver used for its implementation, which makes
it challenging to obtain a closed-form big O representation
of it. For a quantitative analysis of the time complexity, we
measure the total time it takes the algorithm to finish (in
milliseconds), which is commonly being refereed to as runtime
[9]. Consequently, we present the runtime complexity analysis
in the following section.
Concerning the proposed soft detector, we adopt an ef-
ficient and fast method to accurately estimate the densities
fY |X(y|bm) from the outputted ranking scores of the MLC
module, namely, the Platt scalling approach in [47]. This
method is used to transform the uncalibrated scores gener-
ated by the classification module into densities. Platt scaling
works by fitting a logistic regression model to the classifier’s
scores. The densities fY |X(y|bm) according to the Platt scaling
algorithm can be computed as
fY |X(y|bm) =
1
1 + exp(Afy(bm) +B)
, (17)
where fy(bm) is the classifier ranking score and scalars A and
B are the sigmoid parameters [47] learned by the algorithm,
which are calculated using a cross-entropy loss function and
an internal threefold cross-validation to prevent overfitting.
Regarding the implementation of the SLCs, we have ex-
perimented with several state-of-the-art classifiers.4 For the
details about the classifiers’ hyper-parameters used in this
experiment, we have used the default parameters of the
Python modules, where module “scikit-learn” version “0.23.1”
was used to implement the “CC” method as well as the
“MaxEnt”, “SVM”, “R Forest”, “KNN”, “Decision Tree”,
and “Extra Trees” classifiers, module “scikit-multilearn” ver-
sion “0.2.0” was used for the “BR” method, module “xg-
boost” version “1.1.1” was employed for the “XGB” classifier,
and module “lightgbm” version “2.3.1” was used for the
“LightGBM” classifier implementation. We note that the same
implementation is used in the following section. In Table I,
we compare the prediction accuracy of the proposed soft and
hard detectors using the proposed implementations, consid-
ering both RZF and CISPM precoding schemes with QPSK
modulation. For a fair comparison between these precoding
schemes, we set the transmit SNR η and the target SINR at
the jth receive antenna γj to the same value such that all the
examined schemes have the same transmit power. For sim-
plicity, we set γj = γ, j ∈ {1, . . . , Nr}. The parameters used
for this experiment are: τ = 0.8 (severe CSIT degradation),
Nt = Nr = 8, η = γj = 6 dB such that signal powers of pilot
and data signals is the same, ρp = ρd, and a frame size of 300
symbols with T upp = T
up
d . We note that these results represent
the averaged results over 100 different channel realizations. We
also note that this accuracy applies before channel decoding,
i.e., by comparing the ML predicted labels to the actual coded
transmitted symbols.
As observed in Table I, the prediction accuracy values are
high despite the severe CSIT degradation (τ = 0.8) and the
relatively small SNR η = 6 dB employed. We also observe,
for both of the precoding schemes, the CC approach achieves
better results when using the Soft scheme, however, the BR
approach slightly outperforms the CC approach when using
the Hard scheme. Furthermore, MaxEnt classifier achieves the
highest prediction accuracy amongst all classifiers regardless
of the precoding scheme employed and the detector used.
Therefore, in the numerical results, to achieve the highest
detection performance, we adopt the CC approach for the soft
detector and the BR method for the hard one, where both of
them employ the MaxEnt classifier to solve the SLC problem
for each label. In the numerical results, we refer to these
implementations by “ML - Soft” for the soft detection scheme
and “ML - Hard” for the hard detection one.
With regards to the employed likelihoods estimation method
for the “ML - Soft” scheme, Fig. 5 depicts the distribution
of the estimated likelihoods fY |X(y|bm) in the presence of
severe CSIT degradation (τ = 0.8). The parameters used for
this simulation are: Nt = 15, Nr = 8, η ∈ {0, 6} dB, a frame
size of 2000 with QPSK modulation and RZF precoding at the
Tx. We stress that a predicted probability of 0.5 indicates that
the predictor is fully unsure of the predicted bit, on the other
hand, a value close to 1 means the predictor is very confident
that the predicted bit is a 1 whereas a probability close to 0
implies predictor is confident it is a 0. For a transmit SNR
4We note that we did not experiment with neural-network based classifiers
because of their relative high complexity and the scarcity of the training data.
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TABLE I: Prediction accuracy of the proposed learning-based detectors with several state-of-the-art classifiers when using CIPSM and RZF
precoding at the Tx.
Classifiers
CISPM RZF
CC BR CC BR
Soft Hard Soft Hard Soft Hard Soft Hard
MaxEnt 0.9439 0.9322 0.9398 0.9341 0.9096 0.8967 0.9058 0.8995
SVM 0.9015 0.8800 0.9011 0.8806 0.8792 0.8609 0.8793 0.8642
R Forest 0.8419 0.8305 0.8440 0.8313 0.8337 0.8194 0.8376 0.8234
KNN 0.7874 0.7674 0.7888 0.7719 0.7712 0.7428 0.7754 0.7557
Decision Tree 0.7579 0.7334 0.7582 0.7364 0.7410 0.7169 0.7427 0.7192
Extra Trees 0.8207 0.8212 0.8577 0.8393 0.8116 0.8108 0.8467 0.8270
LightGBM 0.8667 0.8452 0.8673 0.8464 0.8500 0.8309 0.8495 0.8326
XGB 0.8611 0.8424 0.8611 0.8434 0.8450 0.8279 0.8456 0.8285













η = 6 dB
η = 0 dB
Fig. 5: Histograms of the estimated likelihoods for the ML - Soft
scheme using RZF precoding with Nt = 15, Nr = 8, η ∈ {0, 6} dB,
a frame size of 2000, and QPSK modulation.
of 0 dB, we observe that the predicted likelihoods are spread
around 0.5, which indicates a poor prediction performance.
However, for η = 6 dB, the prediction accuracy is high as
evidenced by the likelihoods values distributed mostly around
values 0 and 1, thus demonstrating the efficacy of the adopted
likelihood estimation method.
V. NUMERICAL RESULTS
Herein, we demonstrate the performance of the proposed
detection frameworks using Monte Carlo simulations. We
consider a Rayleigh flat-fading MIMO system with Nt = 15
and Nr = 8, with QPSK constellation and channel coding,
in which we use convolutional coding [48] and Viterbi de-
coding [41] with the parameters in Table II. Unless otherwise
specified, we use a frame size of 300 symbols, T upp = T
up
d ,
ρp = ρd, and σ2z = α = 1. Further, we consider CISPM and
RZF precoding.
To our knowledge, we do not have direct competitors that
addressed the same problem that we are investigating here.
However, we compare our results with a conventional Rx that
directly detects the received signals without any processing,
since in the considered system, the Tx uses precoding to
mitigate the channel effect. Subsequently, we refer to “Conv -
Soft” to indicate soft decoding and “Conv - Hard” for the hard
decoding. We also compare with another type of Rx that uses
TABLE II: Channel coding parameters used for the simulations
Parameters Values
Code rate 1⁄2
Decoder decision technique Hard, Soft
Number of frames 100
Trace-back length 96
Constraint length 9
the downlink precoded pilot signals to estimate the effective
channel and equalize the receive data signals accordingly.
Specifically, for this benchmark Rx, we adopt the least-
squares (LS) method for the effective channel estimation and
the linear MMSE detector that applies the SNR-regularized
channel’s pseudo-inverse and rounds the output to the nearest
constellation point. In the following, for this Rx, we refer to
“MMSE - Soft” to indicate soft decoding and “MMSE - Hard”
for the hard decoding implementation.
In this work we consider several severity levels of CSIT
degradation by varying the parameter τ in eq. (1). We note
that a value of τ = 0.99 identifies an optimistic channel
imperfection, where even with such a small error in the CSI
estimation, the degradation is notable [27]. In this work, we
consider three scenarios of CSIT imperfections: τ = 1 for
perfect CSIT, τ = 0.9 to indicate a moderately degraded CSIT
estimate, and τ = 0.8 to reflect severe CSIT degradation.
We first analyze the noiseless received signal in each of
these scenarios considering both RZF and CISPM precoding
schemes.
Fig. 6 depicts the noiseless received signal at an Rx’s
antenna when using both RZF and CISPM precoding for
different values of τ . We start by evaluating the case when
the Tx uses CISPM precoding. Fig. 6a plots the scatterplot
of the noiseless received signal in the case of perfect CSIT
(τ = 1). We can clearly see that the received constellation
points are positioned in the corresponding detection regions;
this scheme is guaranteeing a minimum target SINR value
of γ = 6 dB for some transmitted symbol while propelling
the rest deeper into the detection region. Therefore, we can
conclude that the Tx was fully able to mitigate the ICI effect
when using perfect CSIT. In the case of a degraded CSIT
(τ = 0.9), as depicted in Fig. 6b, we can observe that the
constellation points that were mostly lying at the edge of the
guaranteed SINR in Fig. 6a got deviated in all directions,
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(f) MMSE precoding with τ = 0.8
Fig. 6: Noiseless received signal an Rx’s antenna with Nt = 15, Nr = 8, and η = γ = 6 dB.
which is evidenced by the elliptic/circular shape cloud, due to
the CSIT imperfections. However, in the case of severe CSIT
imperfections (τ = 0.8), as depicted in Fig. 6c, we can no
longer straightforwardly map the received constellation points
to the QPSK detection regions. This is due to the ICI effect.
Similarly, when the Tx uses RZF precoding, we observe
a similar phenomenon. Particularly, in the case of perfect
CSIT (τ = 1), as depicted in Fig. 6d, the noiseless received
constellation also exhibits a clear separation between the 4
QPSK symbols. As opposed to ZF precoding, RZF does not
fully cancel out the ICI effect, we see the constellation points
forming a circular cloud in each detection region, where the
cloud-effect is caused by the ICI effect, thus, this is how RZF
offers a trade-off between ZF and MF precoding. Fig. 6e shows
the degraded CSIT case, where we can observe that the CSIT
imperfections led to deviations of the constellation points,
causing the 4 “clouds” to get bigger and where their edge
is near the detection regions. This means after noise adds up,
some of the constellation points will cross into the opposite
regions leading to detection errors. However, in the case of
severe CSIT degradation (τ = 0.8), the “clouds” are fully
merged and centered at coordinates (0, 0). The Tx in this case
is not able to mitigate the ICI effect.
Fig. 7 depicts the BER as a function of η/γ [dB] in low SNR
regime in the case of perfect CSIT (τ = 1). Fig. 7a plots the
BER as a function of η/γ. As expected, the higher the η/γ, the
lower the BER, thus the better the detection performance. Con-
ventional detectors outperform the proposed learning-based
detectors, where both converge as η/γ increases. This is due to
the fact that learning-based schemes loose some performance
because of the training and the inference phases. The MMSE
detector, however, achieves the same detection performance
as the conventional detector, as the Tx have already mitigated
all the ICI effect possible. As expected, for all detectors,
soft decoding always outperforms hard decoding. The BER
performance when using RZF precoding is depicted in Fig. 7b,
where the same observations apply to the RZF case as well.
Overall, we note that all detectors can achieve very low BER
with very low η/γ, which indicates the effectiveness of all
detectors in an unrealistic perfect CSI scenario, conventional,
MMSE, and the proposed ones.
Fig. 8 plots the BER as a function of η/γ [dB] in the
case of a moderately degraded CSIT (τ = 0.9). In particular,
Fig. 8a plots the BER as a function of η/γ in the case
of CISPM precoding. Similarly, for all detectors, the higher
the η/γ, the lower the BER. In particular, the conventional
detector’s performance flattens in high SNR, which is due to
the ICI effect as depicted in Fig. 6b. Nonetheless, MMSE
and the proposed detectors’ BER decreases linearly with
η/γ with the proposed ML detectors outperforming MMSE
ones in high SNR. And as expected, for all detectors, soft
decoding always outperforms hard decoding. When the Tx
uses RZF precoding, as depicted in Fig. 8b, we observe a
similar behavior. In particular, the proposed ML detectors
outperform the MMSE detector as η/γ increase. This implies
that the ML approach can leverage better the knowledge of the
pilot symbols η/γ, contrary to the MMSE detector where the
detection performance that improves linearly with the increase
of η/γ.
Fig. 9 plots the BER as a function of η/γ [dB] in the case
of severe CSIT degradation (τ = 0.8). In particular, Fig. 9a
plots the BER as a function of η/γ in the case of CISPM
precoding. As expected, the BER when using the conventional
detector is high, even in high SNR regime. However, the BER
gets slightly lower as η/γ increases, but flattens out in high
SNR. The MMSE detector’s BER, on the other hand, improves
linearly with η/γ but attaining a limited detection performance
in high SNR. Nonetheless, when using the proposed learning-
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Fig. 7: BER vs. η/γ [dB], with τ = 1 (perfect CSIT).
based detectors, the obtained BER drastically decreases as
η/γ increases. This is due to the learning aspect of the
proposed ML-based detectors; even in high ICI effect (induced
by severe CSIT degradation), the ML detectors learns from
the sent precoded pilots the input-output relationships and
use it effectively in the inference. When the Tx uses RZF
precoding, similar to Fig. 9a, for all detection schemes, the
higher the η/γ, the lower the BER, with the proposed learning-
based detectors immensely outperforming the conventional
and MMSE detectors and soft decoding achieving better
detection performance than hard decoding. In addition, severe
CSIT degradation impede the correct detection when using
conventional detectors even in high SNR regime. Nonetheless,
the proposed learning-based detectors can achieve under 10−4
BER values with η/γ as low as 8 dB. Overall, we observe
that RZF precoding leads to better detection performance than
CISPM precoding.
To quantitatively evaluate the time complexity of the dif-
ferent detectors, in Fig. 10 we plot the runtime per SP as a
function of Nr with η = 6 dB and RZF precoding at the
Tx. As expected, the higher the number of antennas at the
Rx, Nr, the higher the runtime, with soft detection consuming
more computation time than hard detection for all schemes.
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(a) CISPM precoding (τ = 0.9)
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(b) RZF precoding (τ = 0.9)
Fig. 8: BER vs. η/γ [dB], with τ = 0.9 (degraded CSIT).
We also observe that “Conv” and “MMSE” detectors exhibit a
comparable runtime, as both are based on closed-form imple-
mentations. The runtime of the “ML - Hard” scheme is higher
than the “Conv/MMSE” hard detection ones but shows a
similar performance to “Conv/MMSE” soft detection methods.
For the “ML - Soft” scheme, when Nr = 1, it achieves the
same runtime as the soft implementation of ‘Conv/MMSE”
schemes, whereas for Nr > 1, the runtime of the “ML -
Soft” is higher than the one for the soft implementation of
“Conv/MMSE” schemes. This difference is due to the “CC”
implementation of the “ML - Soft” scheme, where the training
and inference phases of the SLC modules are performed
sequentially for each received antenna/stream. Overall, the
proposed ML detectors consumes marginally higher runtime
than the closed-form based implementations.
We conclude this section by summarizing the insights from
the numerical results as follows:
• Soft decoding scheme always outperform hard decoding,
i.e., soft values provide extra information to the decoder
that allow for better restitution of the original data.
• In the case of perfect CSIT, RZF and CISPM precoding
schemes are almost equivalent in performance, however,
RZF clearly outperforms CISPM in imperfect CSIT
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(a) CISPM precoding (τ = 0.8)
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(b) RZF precoding (τ = 0.8)
Fig. 9: BER vs. η/γ [dB], with τ = 0.8 (severe CSIT degradation).





















Fig. 10: Runtime per SP [ms] vs. Nr using RZF precoding and η =
6 dB.
regime.
• Conventional and MMSE detectors outperform the pro-
posed learning based detectors in perfect CSIT, however,
the former detectors are vulnerable to CSIT imperfec-
tions.
• The proposed learning-based detectors are much more
robust to CSIT imperfections, thanks to their learning
aspect that exploits the availability of the precoded SINR
pilots in the downlink.
• Leveraging these precoded pilot symbols by using a
classic detector like MMSE leads to limited BER im-
provement with SNR increase, as opposed to drastic BER
improvement when using the proposed learning-based
detectors.
• Overall, the proposed learning-based detectors achieve
remarkable detection performance in severe channel con-
ditions while having low computational complexity.
VI. CONCLUSIONS
In this paper, we investigated the impact of CSIT imper-
fections on coded MIMO detection in systems with precoding
and without explicit CSIR knowledge. We modeled the CSIT
imperfections using the Markov-Gauss formulation [27] to
reflect the degradation due to channel estimation errors. In this
setting, we proposed soft and hard learning-based detection
frameworks that leverage the availability of downlink precoded
pilots, originally intended for SINR estimation, as training
data. Moreover, we proposed a lightweight implementation by
using fast and efficient ML algorithms and methods to support
online training. Numerical results showed that CSIT imper-
fections inhibits correct detection when using a conventional
MIMO detector. We showed that even when a conventional Rx
exploits the downlink precoded pilots to estimate the effective
channel and uses the MMSE detector to compensate for ICI,
the resulting performance is not good under severe CSIT
degradation. However, the proposed learning-based detectors
are substantially more robust to CSIT degradation, where
the proposed ML scheme can achieve 4-8 dB power gain
for a BER value under 10−4 when compared to the MMSE
receiver under severe CSIT degradation, while retaining low
computational complexity.
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